New branching fraction (BF) measurements based primarily on data from a cross-dispersed echelle spectrometer are reported for 84 lines of Co II. The BFs for 82 lines are converted to absolute atomic transition probabilities using radiative lifetimes from laser-induced fluorescence (LIF) measurements on 19 upper levels of the lines. A lifetime of 3.3(2) ns for the z 5 D 0 level is used based on LIF measurements for lifetimes of the four other levels in the z 5 D term. Twelve of the eighty-four lines are weak transitions connecting to the ground and low metastable levels of Co + . Another 46 lines are strong transitions connecting to the ground and low metastable levels of Co + . For these lines, log(gf) values were measured in earlier studies and, with a few exceptions, are confirmed in this study. Such lines, if unblended in stellar spectra, have the potential to yield Co abundance values unaffected by any breakdown of the local thermodynamic equilibrium approximation in stellar photospheres because the ground and low metastable levels of Co + are the primary population reservoirs of Co in the photospheres of interest. Weak lines, if unblended, are useful in photospheres with high Co abundance, and strong lines are useful in metal-poor photospheres. New hyperfine structure A constants for 28 levels of ionized Co from least-squares fits to Fourier transform spectra line profiles are reported. These laboratory data are applied to redetermine the Co abundance in the metal-poor halo star HD 84937. BFs and transition probabilities for 19 lines are reported for the first time.
Introduction
Efforts are underway to map the relative Fe-group elemental abundances in metal-poor (MP) stars. These efforts are motivated by the goals of more quantitative data on the Galactic chemical evolution and a better understanding of the role of early nucleosynthetic events now being observed as gamma-ray bursts (GRBs). Long GRBs are now thought to be early core-collapse (CC) supernovae (SNe) from the first generation of stars. Models indicate that the first, zero-metallicity stars were massive and likely rapidly rotating (e.g., Abel et al. 2002; Szécsi et al. 2015) . These early CC SNe contributed to the Fe-group abundance in MP stars. There is evidence that the relative Fe-group synthesis was different at low metallicity (Henry et al. 2010; Sneden et al. 2016 ). The differences cannot be explained simply by the rise of the Type I SNe. Short, <2 s, GRBs are thought to be distant (intermediate redshift) n(eutron)-star mergers. The n-star mergers may contribute some Fe-group material, but they are of greatest interest as a source of r(apid)-process n-capture isotopes.
Work on the relative Fe-group abundances in MP stars is hindered to some extent by limits of local thermal equilibrium (LTE) and one-dimensional (1D) approximations of traditional photospheric models. Recently improved lab data for Cr I (Sobeck et al. 2007 ), Cr II (Lawler et al. 2017) , Mn I and Mn II (Den Hartog et al. 2011) , Ti I (Lawler et al. 2013) , Ti II (Wood et al. 2013) , Ni I (Wood et al. 2014b ), V I (Lawler et al. 2014 ), V II (Wood et al. 2014a ), Co I (Lawler et al. 2015) , and Fe I (Den Hartog et al. 2014; Ruffoni et al. 2014; Belmonte et al. 2017) , along with applications to the MP dwarf star HD 84937, revealed only a few problems with standard 1D LTE models (Sneden et al. 2016) , but MP giant stars may prove to be more difficult. The electron pressure in MP atmospheres is suppressed in both dwarf and giant stars because most the free electrons are from metals in the F, G, and K stars of interest. This reduced electron pressure can hinder the approach to LTE. Giant stars are essential to elemental abundance surveys on MP stars because they yield the high intrinsic brightness required for high spectral resolution, high signal-to-noise ratio (S/N) spectroscopy. MP giant stars have low-density atmospheres and have even lower electron pressures than MP dwarf stars as well as a much lower H pressure. These issues are explored in a review by Asplund (2005) . The microturbulent velocity used in standard 1D LTE photospheric models captures some of the effects of convection, but it is not a substitute for a true 3D model. The most serious challenge of non-LTE (NLTE) models is the lack of reliable cross-sections or rates for inelastic collisions of H atoms with metal atoms and ions (Asplund 2005) . Ultimately, it will be necessary to compute much better cross-sections and rate constants for inelastic and superelastic heavy particle collisions to replace the widely used, but inaccurate, Drawin (1968 Drawin ( , 1969 approximation. Barklem (2016) and Barklem & Aspelund-Johansson (2005) and Barklem et al. (2011) have made important progress on such cross-sections and rate constants. Charge-exchange reactions such as H − + Fe + ↔ H + Fe* are expected to equilibrate highly excited levels of neutral Fe* with the ground and low metastable levels of Fe + . The cryogenic electrostatic storage ring DESIREE at Stockholm University in Sweden will provide accurate, absolute cross-sections for important chargeexchange reactions at realistic thermal interaction energies using merged beams (Schmidt et al. 2013) . Reliable rate constants for other important reactions are also needed. The first 3D/ NLTE models are now operational (Amarsi et al. 2016) , and the rapidly improving collisional data should make such models highly realistic in the future.
Earlier papers from our collaboration have introduced another approach to this issue of NLTE and 3D effects in MP stars. Lines connected to the ground level and low metastable levels (if such metastable levels exist) of the Fe-group ions, especially unsaturated lines, were described as "Gold Standard Lines." To avoid confusion with an n-capture element, we shall henceforth refer to such lines as highly reliable lines (HRLs). These HRLs sample the primary population reservoir levels of Fe-group elements in the photospheres of interest. Although low populations of higher levels of an Fe-group ion and any level of an Fe-group neutral atom might be susceptible to NLTE effects, the ground and low metastable levels have most (>75%) of the Fe-group material in the photosphere. Singly ionized Co is typical of Fe-group ions. The Saha balance in a photosphere favors the ion over the neutral by ≈2 dex (dex = decimal exponent, so 2 dex is a factor of 10 2 ), e.g., Figure 2 of Sneden et al. (2016) . The Atomic Spectra Database (ASD) at the National Institute of Standards and Technology (NIST) has a convenient partition function evaluator to combine with Boltzmann factors in a specific ionization stage. 5 Calculations with this tool suggest that Co + in a photosphere is concentrated in levels of the two lowest terms (<2/3 eV above the ground level of the ion). At k B T = 0.5 eV and in LTE, the levels of the two lowest terms have >90% of the Co.
Levels that serve as the primary population reservoir for an Fe-group element in a photosphere cannot be pulled significantly out of LTE, and excess densities of doubly or multiply ionized Fe-group material cannot persist in a photosphere composed primarily of neutral H due to charge exchange. Multiply ionized Fe-group species have strongly exothermic charge-exchange reaction channels with neutral H atoms. Rate constants for such reactions tend to be large due to the lack of potential curve barriers. If a photosphere is composed mostly of H atoms and the rate constants are large, then densities of multiply ionized Fe-group species are maintained at low LTE values.
For Fe-group abundance measurements on sufficiently MP stars, it is possible to determine reliable transition data for UV lines that are dominant branches from upper levels with laserinduced fluorescence (LIF) lifetime measurements. Transition probabilities of dominant branches tend to have small, e.g., few percent, uncertainties of an LIF lifetime measurement. For Fe-group abundance measurements on stars with higher (e.g., near solar) metallicity, it is necessary to use weaker lines to avoid saturation of the absorption features. Although saturation effects can be avoided by choosing lines with high-excitation potential, then the issue of possible NLTE effects becomes more of a concern. It is better to choose a line with a small transition probability that connects to the ground and/or low metastable levels. Unfortunately, the transition probabilities of minor branches are difficult to measure. By definition, branching fractions (BFs) sum to unity, and thus uncertainty migrates to weak branches. The uncertainty can be from the relative radiometric calibration of the BF experiment, from optical depth issues, from line blends, or from other effects such as S/N limits. Transition probabilities for minor branches are also difficult to calculate using ab initio methods because they are sensitive to level mixing.
Fourier transform spectrometers (FTSs) have been extremely productive in BF measurements over the last few decades. FTS instruments have many important advantages including resolving power of up to 10 6 or higher, wavenumber accuracy to a part in 10 7 or better, broad spectral coverage, and the ability to record all spectral resolution elements in parallel. Unfortunately, FTSs also have the disadvantage of multiplex noise compared to a grating spectrometer with an array detector (e.g., Thorne et al. 1999, Section 17.1.3) . The process of recording and transforming an interferogram leads to a smooth spectral redistribution of the quantum statistical (Poisson) noise from each feature in a spectrum over the entire spectrum. This means that the S/N of a weak line is determined by the photon noise contributed by the strong lines in the spectrum. In contrast, the S/N of a weak line in a dispersive spectrometer is determined solely by its photon noise. A cross-dispersed and aberration-compensated 3 m focal length echelle spectrometer was developed in our laboratory astrophysics effort to complement FTS data and provide better results on weak branches, especially in the UV (Wood & Lawler 2012 ).
In the current study, we are focused on UV lines of Co II. New BF measurements on 84 lines from 20 upper levels are reported. These new measurements are primarily from crossdispersed echelle data. All of the upper levels, except the z 5 D 0 , have LIF radiative lifetime measurements, and transition probabilities for stronger lines in this set have been measured and calculated in earlier studies. This study includes new measurements on many HRLs. Table 1 lists the echelle spectra used in this study. Spectra 31-70 are the same data used in the Co I study (Lawler et al. 2015) . Spectra 71-108 are additional new data recorded for this work on Co II. These latter echelle spectra enable us to measure lines at wavelengths down to 2000 Å. Three CCD frames are required to cover the width of a complete echelle order in the UV. Each of the three frames contains lines ranging in wavelength from 2000 to 4000 Å. Lines appearing on two adjacent frames are then used to fix a "bridge" or calibration factors needed to connect BFs from different CCD frames. Typically, a set of five CCD frames is used to provide redundancy and to test for lamp drift.
Emission Spectra from Echelle and FTS Spectrometers
The last three echelle spectra in the list have different settings of the high-resolution grating angle to put different pairs of lines on the same CCD frame. These data were taken to check some unexpected discordance with the earlier work by Salih et al. (1985) . Shifting the highresolution grating angle to put desired line pairs on a single CCD frame eliminates the need for some bridge factors and any uncertainty of such factors for selected line pairs.
The relative radiometric calibration of the echelle spectrometer is from D 2 lamp spectra recorded immediately after each hollow cathode discharge (HCD) CCD frame. The radiometric calibration of the D 2 lamp is NIST traceable. The heavily used D 2 lamp is periodically checked against a second identical NIST-traceable D 2 lamp with far fewer hours of operation and against a windowless Ar miniarc (Bridges & Ott 1977) calibrated personally by Dr. Bridges at NIST. The window transmittance of the demountable watercooled HCD lamp was directly measured. Most of the data on weak HRLs are from 50 to 55 mA spectra recorded using the demountable HCD lamp. A reflection technique was used to provide a rough measurement of the window transmittance of the sealed commercial HCD lamps. Although the window of the demountable HCD is Suprasil 2, the transmittance does have some roll-off near 2000 Å. 6 A set of FTS data including three spectra downloaded from the National Solar Observatory (NSO) Digital Library 7 and new FTS spectra recorded at the NIST is part of this Co II study as listed in Table 2 . The NSO spectra were recorded using the 1 m FTS developed by Brault (1976) . The NIST 0.2 m vacuum ultraviolet (VUV) FTS was used to record the new spectra. Although the primary goal of the run on the VUV FTS was to improve hyperfine structure (HFS) data, the two calibrated spectra from the VUV FTS were averaged into the final BF data. Four FTS spectra were used to improve HFS constants for lines of Co II. Measurements on the weak HRLs are primarily from data recorded using the 3 m echelle spectrometer as the weak HRLs were typically not detectable in FTS data.
The calibration of NSO FTS data is described by Lawler et al. (2015) . The calibration of the NIST FTS data is based on a different D 2 lamp, but the customary method of periodically checking the heavily used NIST D 2 lamp against a second identical NIST D 2 lamp with far fewer hours of operation is used. The use of HCD lamps running at high current (e.g., in the 500 mA range or higher) can yield FTS data on weak HRLs if narrowband filters are introduced to suppress multiplex noise. Unfortunately, relative radiometric calibrations over wide wavelength ranges can become rather difficult when narrowband filters are used. The combination of FTS and 3 m echelle data makes it possible to measure weak HRLs at modest HCD lamp currents while maintaining broad spectral coverage and high resolving power.
Blends between Co I and Co II lines are separable using the different discharge current dependence of neutral versus ion lines (e.g., Lawler et al. 2011 ). This separation method works well with a series of spectra recorded using different discharge currents and an identical setup. It does not work as well, however, if the line is blended with another Co II line of excitation. For these lines, the availability of very accurate energy levels for Co I (Pickering & Thorne 1996) and for Co II (Pickering et al. 1998 ) enables us to use a center-ofgravity (COG) technique and resolve blends that Salih et al. (1985) listed as problematic. Blending of dominant lines from two upper levels, the z 5 F°2 at 46452.7 cm −1 and the z 5 D°2 at 47537.4 cm −1 , prevented Salih et al. (1985) from reporting any BFs for those levels. The COG of the blended feature is compared to Ritz wavenumbers for both contributing transitions. Then, the requirement that a normalized and weighted combination of the Ritz wavenumbers match the COG of the blended feature is imposed. This COG method yields the fractional contribution of each line to the blended feature. For good reliability, the COG technique requires a high S/N as well as a Ritz wavenumber separation of ≈0.05 cm −1 or more and an accurate wavenumber calibration of the FTS data. The wavenumber calibration need not be global and can sometimes be based on nearby unblended strong lines from the same upper level.
We estimated one standard deviation BF uncertainties of unblended lines from the statistical uncertainty in the measurement of the line intensity and the uncertainty in the calibration, estimated as 0.001% of the wavenumber difference between the line and the dominant branch from its upper level. Blended lines that have been analyzed with the COG method have an additional uncertainty from the Ritz wavenumber and the measured COG wavenumber of the blended line. A combined uncertainty of 0.005 cm −1 from the Ritz and measured wavenumbers results in a 3% uncertainty in the intensity ratio and is a typical value for our blended lines. An additional source error is due to optical depth effects in our strongest lines. Optical depth refers to the re-absorption of line radiation by the same line absorption in the HCD lamp measurement. In BF measurements, optical depth errors typically first affect the strongest branch from an upper level, especially when that branch connects to the ground or low metastable levels. They yield a small fractional decrease in the apparent BF of the strongest branch and a larger fractional increase in the apparent BF of weaker branches. Errors due to optical depth can be eliminated from our measurements by using spectra taken at different currents.
Branching Fractions
Upper levels in this study have LIF lifetime measurements from Salih et al. (1985) and Mullman et al. (1998) . BFs from these upper levels were also reported by these authors. A comparison to the new BF measurements is presented in Table 3 . Salih et al. used FTS data with a relative radiometric calibration from the NO gamma bands. The HCD lamps used for the early FTS measurements were run at currents in the 400-800 mA range. Mullman et al. used a high-resolution echelle spectrometer with a CCD detector array. The HCD lamps used in the early echelle measurements were run at currents in the 80-700 mA range. The cross-dispersed echelle data used in this new work have integrations of up to 90 minutes to achieve good S/N on weak lines with lower lamp currents in the 10-55 mA range.
Each upper level is discussed in a paragraph below. This high level of scrutiny of BF measurements is motivated by the relatively small set of lines, <100 lines, from only 20 upper levels and by the fact that this is the second set of BF measurements from UW-Madison program for many of the Co II lines. The discordances identified in the paragraphs below are less than the lifetime uncertainties in many cases and thus do not significantly affect the final transition probabilities. The z 5 F°5 upper level at 45197.7 cm −1 has three branches that were all measured by Salih et al. (1985) . Our results for this level are primarily based on echelle data and a relative radiometric calibration from a D 2 lamp and an Ar miniarc standard lamp. Two of the three branches are in good agreement with Salih et al., but the intermediate-strength branch at 2428.3 Å is weaker than that reported by Salih et al. This difference could be explained by some optical depth effects on the strongest line in the older data; however, this explanation is not consistent with the good agreement on the strong (BF > 0.97) and weakest (BF < 0.01) branches at 2388.9 Å and 2825.2 Å, respectively. The disagreement on the strength of the intermediate branch from this level is the largest discordance (when scaled to reported uncertainties) between our new measurements in Table 3 and those by Salih et al. The discordance has not been fully explained, but the possibilities of an impurity in the older data or a typographical error deserve consideration. This discordance did motivate us to make some echelle measurements with the strong and intermediate branch on a single echelle frame as mentioned in the preceding section. Pickering et al. (1998) report observing six branches from the z 5 F°4 upper level at 45378.8 cm −1 . One of these branches at 2417.7 Å is labeled as a possible blend with a Co I line. Salih et al. (1985) reported BFs for the strongest five of the six branches observed by Pickering et al. Our results for this level are primarily based on echelle data except for the blended branch. The COG position of the feature in the 600 mA FTS data of Table 2 indicates that the Co I contribution is <7% of the entire feature at 2417.7 Å, rising to about 20% in our 20 mA FTS data. A similar result is found by fitting the HFS using constants derived from other transitions. The BF of the 2417.7 Å line in our 20 mA data agrees with that in our 600 mA data within 8% when the blend is accounted for using the COG method, which is more reliable than the current dependence method for this blended feature. The 8% difference is likely due to an optical depth effect from the 2378.6 Å line at the 600 mA current. A small correction to the FTS result on this branch is included in our results in Table 3 The z 5 F 3° upper level at 45972.0 cm −1 has six branches observed by Pickering et al. (1998) and the strongest four of these six were measured by Salih et al. (1985) . The branches at 2383.5 and 2834.9 Å are both labeled as Co I blends by Pickering et al. The wavenumber of the strongest branch with high S/N at 2383.5 Å matches the Co II Ritz wavenumber in both our 20 and 600 mA FTS data in Table 2 and fits the HFS using constants derived from other lines from these levels. The wavenumber of the weaker branch at 2834.9 Å agrees better with the Ritz wavenumber of Co II than that of Co I, indicating that the Co I line has a negligible contribution to the intensity in our spectra. Neither of the BFs at 2383.5 Å or 2834.9 Å shows detectable current dependence. Our results for this level in Table 3 (1985) reported BFs and transition probabilities for all five branches. The line at 2326.4 Å does not appear to be significantly blended based on its COG position in the FTS data, and it can be fitted with a single HFS profile. The results reported in Table 3 are primarily from echelle data. The weak (BF < 0.01) branch at 3501.7 Å is not included due to the unknown blend partner. A fit of the HFS using HFS constants derived from other lines for the Co II line and fake parameters for the unknown blending line indicates that the Co II line is responsible for about 40% of the observed features. The omission of the 3501.7 Å feature with a small BF has very little effect on final transition probabilities due the radiative lifetime uncertainty of ±6%. The four BFs for lines at 2326.5, 2363.8, 2393.9, and 2807.2 Å are in Table 3 . The total BF was adjusted to account for the Co I blend at 3501.7 Å by including a residual correction of 0.01 in the calculation of the sum over all decays from the upper level. There is satisfactory agreement with Salih et al. The strongest branch, as was the case for the z 5 F°4 level discussed above, is slightly suppressed in the older work, perhaps from some optical depth. Pickering et al. (1998) report observing three branches from the z 5 F°2 upper level at 46452.7 cm −1 , but labeled the strongest branch at 2386.4 Å as a doubly classified line. Salih et al. (1985) did not report BFs and transition probabilities due to blending of the strongest branch. The blending line is from the z 1 D°2 level at 67209.3 cm −1 decaying to the c 3 P 1 level at 25317.5 cm −1 . Analysis of the HFS does not help resolve this blend as we do not have constants derived from other lines for the z 5 F°2 level or for either level of the blend. The position of the doubly classified feature in the FTS data indicates that the c 3 P 1 -z 1 D°2 contribution is <20% of the feature in NSO FTS data. The lack of any current dependence in the blended profile compounds the difficulty of using an HFS analysis, even if the constants were available. Although the spin selection rule suggests that the blend should be weak, the calculations of Pickering et al. (1998) indicate that only 47% of z 1 D°2 is due to the 3d 7 ( 2 P)4p 1 D°2 level and that 13% is due to the 3d 7 ( 2 P)4p 3 D°2 level. The separation of the Ritz wavenumbers and the S/N of the combined feature of the two blended lines are large enough to use the COG separation technique on this blend in the NIST VUV FTS data. The results reported here are primarily from echelle data for the two weaker branches at 2408.8 and 2423.6 Å and from the FTS data using a COG separation analysis for the strongest branch at 2386.4 Å. The BF uncertainties of the weaker branches are increased by some additional uncertainty of the COG blend separation estimated to be as much as 6% of the line of interest. The weak (BF < 0.08) branch at 2423.6 Å is an HRL that connects to the metastable level at 5204.7 cm −1 . The z 5 F°1 upper level at 46786.4 cm −1 has three branches observed by Pickering et al. (1998) and the strongest two of these three were measured by Salih et al. (1985) . The branches at 2212.2 and 2389.5 Å are labeled as Co II and Co I blends, respectively, by Pickering et al. The weakest branch at 2212.2 Å is potentially an HRL, but blending with the Co II line from the 3d 7 ( 2 H)4d 3 I 6 level at 113803.5 cm −1 decaying to the 3d 7 ( 2 H)4p 3 I°6 level at 68614.2 cm −1 is a concern in BF measurements. Unfortunately, the line is not present in our FTS data, and thus, it is not possible to perform a COG analysis. The 8 eV difference in the lower levels of the blended lines would make the feature usable in stellar spectroscopy. Echelle data provide an upper limit of BF < 0.016 for the branch, but it is not included in Table 3 with the two other lines at 2389.5 Å and 2404.2 Å from FTS data with only a COG separation. The COG separation yielded a contribution of ≈10% to the 2389.5 Å blended feature from the Co I line for the 600 mA FTS data and ≈20% for the lower current VUV FTS data from NIST. A residual correction of 0.016 is included for the likely Co II blend at 2212.2 Å. There is good agreement with Salih et al. for this level. The z 5 D°3 upper level at 47039.1 cm −1 has six branches observed by Pickering et al. (1998) , and five were measured by Salih et al. (1985) . Table 3 for the three strong lines in the 2300 Å range and the two weak branches in the 3430 Å range are primarily from echelle data. All five new measurements are in satisfactory agreement with the results from Salih et al.
The z 5 G°6 upper level at 47078.5 cm −1 has a single branch at 2286.2 Å, and our result in Table 3 agrees with that of Salih et al.
The z 5 G°5 upper level at 47345.8 cm −1 has five branches observed by Pickering et al. (1998) , and three were measured by Salih et al. (1985) . The branches at 2272.2 and 5029.5 Å are labeled as a Co II blend and doubly classified feature, respectively, by Pickering et al. The branch at 2272.2 Å is in our echelle data with BF = 0.012, but it could not be included in Table 3 due to blending. The 5029.5 Å feature is solely a Co II line from the 3d 7 ( 4 F)4f (3.5)[4.5] 5 level at 110926.3 cm −1 decaying to the 3d 7 ( 4 F)4d e 5 D 4 at 91049.4 cm −1 . The new results in Table 3 for the three lines at 2111.4, 2307.9, and 2663.5 Å are primarily from echelle data. They have a residual correction of 0.012 that is included for the blended branches omitted from the table. The discordance with Salih et al. for the branch at 2663.5 Å is consistent with some optical depth issues in the older experiment. The very weak (BF < 0.006) branch at 2111.4 Å is an HRL that connects to the ground level. Table 3 , and new results are primarily from echelle data. The blended branch at 2326.1 Å is from FTS data with a COG separation. The COG separation is unusually complicated because the blended feature at 2326.1 Å could involve three lines: the z 5 D°2 to the a 5 F 3 decay of interest here, the Co II line from the y 3 G°5 level at 64601.8 cm −1 decaying to the a 3 G 5 level at 21624.5 cm −1 , and the Co II line from the 3d 7 ( 4 H)5d 5 H 7 level at 111288.0 cm −1 decaying to the z 3 I°6 level at 68311.1 cm −1 . Ignoring the LS forbidden line from the high-lying 5d 5 H 7 , which has a log(gf) of only -7 in Kurucz (2011, updated 2018 April 8), yields consistent results for a variety of discharge conditions and is thus given in Table 3 . The possibly blended weak line at 2714.4 Å is classified in this work as being from the z 5 G°3 level as discussed below based on the COG of the feature in FTS data and based on the level assignments. The feature at 3388.1 Å in our FTS data appears to be almost entirely from a Co I line. However, HFS fitting suggests that there could be an ≈1% contribution from the z 5 D°2 upper level of interest here. If the 3388.1 Å feature has a 1% contribution from the z 5 D°2 upper level, then it would have a BF ≈ 0.01. A residual correction of 0.01 is included in the BF normalization. Pickering et al. (1998) report observing six unblended branches from the z 5 G°4 upper level at 47807.5 cm −1 . All six branches are in Table 3 with new measurements primarily from echelle data. Three very weak (BF < 0.003) branches at 2091.1, 2133.5, and 2248.7 Å are all HRLs that connect to the ground at 0.0 cm −1 and low metastable levels at 950.3 cm −1 and 3350.5 cm −1 . Results for the other three lines at 2283.5, 2311.6, and 2694.7 Å are in good agreement with Salih et al. (1985) . The z 5 D°1 upper level at 47848.8 cm −1 has six branches observed by Pickering et al. (1998) , and four were measured by Salih et al. (1985) . The weakest branch at 4353.7 Å did not appear in our data. The branches at 2918.4 and 3352.8 Å are labeled as a doubly classified Co II feature and an unknown blend respectively by Pickering et al. Based on its position in our FTS data, the 2918.4 Å feature is significantly to the blue of the Ritz wavenumber for the transition of interest; it is also somewhat to the blue of the Ritz value for the line from the 3d 7 ( 4 F)5s e 3 F 2 level at 86940.1 cm −1 decaying to the z 3 D°1 level at 52684.6 cm −1 . The 2918.4 Å feature, if it were all from the z 5 D°1 upper level of interest, would be weak (BF ⑽ 0.042), and this branch is ignored in the results of Table 3 . The weak (BF ≈ 0.015) line at 3352.8 Å does not appear blended but is suppressed in Table 3 due to its poor S/N. The new results in Table 3 for the three strong lines are primarily from echelle data, and they have a residual correction of 0.016 included for the weak branches at longer wavelengths. The strongest two of these lines at 2330.4, and 2344.3 Å are in satisfactory agreement with Salih et al. Pickering et al. (1998) observed two unblended branches from the z 5 D°0 level at 47995.6 cm −1 . This J = 0 level of the z 5 D° term does not have an LIF radiative lifetime measurement, but Salih et al. (1985) reported lifetime measurements of either 3.3 ns or 3.4 ns for the other four levels of the term. Dominant UV branches yield the short lifetimes of levels in the z 5 D° term, and the estimate of 3.3 ns is used here based on the four other lifetimes and the consistency of radiative lifetimes for short-lived levels in a term throughout the Fe group. Both lines have BFs in Table 3 . The z 5 G°3 upper level at 48150.9 cm −1 has seven branches observed by Pickering et al. (1998) . The extremely weak transitions at 2117.9 and 2670.0 Å are not detectable in our data. The doubly classified line at 3319.2 Å appears to be entirely a Co I line based on its position. Although the strongest branch at 2314.1 Å is listed as a blend with the 3d 7 ( 2 P)4d 3 F 4 level at 110725.407 cm −1 decaying to the x 3 D°3 level at 52684. Table 3 . Three of these lines were measured by Salih et al. and are in agreement with their results. The very weak (BF < 0.01) branch at 2281.0 Å is an HRL that connects to the low metastable level at 4560.8 cm −1 .
The z 3 G°5 upper level at 48556.0 cm −1 has four unblended branches observed by Pickering et al. (1998) , and all four were measured by Mullman et al. (1998) . New results primarily from echelle data are included in Table 3 for Table 3 . The very weak (BF < 0.008) branch at 2173.3 Å, which is identified as doubly classified by Pickering et al., is observed in our echelle data and kept in the BF normalization but omitted from Table 3 . Some modest differences from the earlier results are apparent in Table 3 . The very weak (BF < 0.01) branch at 2205.9 Å is potentially an HRL that connects to the low metastable level at 4029.0 cm −1 , but it is not adequately resolved in our echelle data. (1998) . New results primarily from echelle data are included in Table 3 for the six unblended lines at 2011.5, 2157.0, 2189.0, 2214.8, 2506.5, and 2564.0 Å. Some modest differences from the earlier results are apparent in Table 3 .
Pickering et al. (1998) report observing 10 branches from the z 3 F°3 upper level at 50381.7 cm −1 , including one very weak doubly classified line, possibly blended with a Co I line, in the visible at 5211.7 Å and a very weak line at 1984.8 Å (vacuum) below the current wavelength limit of our cross-dispersed echelle spectrometer. The optical wavelength and possibly blended branch at 5211.7 Å is detected in our FTS data. It is discarded because the BF is small (<0.004) even if it is all from the z 3 F°3 upper level. New BF measurements primarily from echelle data on the eight remaining branches are all in Table 3, 
Co II Transition Probabilities for 84 Lines and Comparison to Earlier

Measurements and Calculations
The new BF measurements discussed in the preceding section and listed in Table 3 Figure 1(a) is effectively a BF comparison because the same lifetime data are used to normalize the transition probabilities of lines in common. The error bars of Figure 1(a) are the original transition probability uncertainty combined in quadrature with the new BF uncertainty to avoid double-weighting the lifetime uncertainty. As is typical in such plots, the dominant branches are concentrated near the horizontal Δlog(gf) = 0 (perfect agreement line). The discordance on some of the weaker branches (e.g., those with log(gf) < -1) is a reminder of the difficulty of measuring weak branches and establishing reliable error bars on such BFs. As in Figure 1(a) , the error bars of Figure 1(b) are the original transition probability uncertainties combined in quadrature with the new BF uncertainty to avoid doubleweighting the lifetime uncertainty. Data points in Figure 1 (b) without error bars are from "preliminary" results reported by López-Urrutia et al. The upward trend for weak branches shown in Figure 1(b) is an indication of some optical depth in the older experiments. It is standard practice to reduce the discharge current or RF power to test for optical depth problems, but the simultaneous loss of S/N on weaker lines sometimes makes it very difficult to avoid optical depth errors. Figure 1(c) is a comparison of the new transition probabilities to theoretical transition probabilities reported by Raassen et al. (1998) . No error bars are provided on the theoretical results. Nevertheless, the comparison is quite encouraging. It is important to note that the y-axis or Δlog(gf) scale is identical in Figures  1(a) through (e). The "orthogonal operator" method used by Raassen et al. appears to work very well with ionized cobalt. The success of the orthogonal operator calculation of transition probabilities indicates that it has captured the level mixing rather well. This is consistent with results from J. C. Pickering (2017, private communication), who acknowledged the importance of Raassen's energy level and transition probability calculations for finding new energy levels and assigning configurations and terms to the new levels found by Pickering et al. (1998) . The orthogonal operator method might be useful in addressing the HFS problem for Co II discussed below. The approach used on Co II lines by Lawler et al. (2015) , which involved using the FTS profiles to estimate a composite HFS profile, is in need of improvement. 
HFS Constants
Lines of Co II have HFS due to the I = 7/2 nuclear spin of the only stable 59 Co isotope, and this HFS splitting affects the analysis of astrophysical data. The HFS splitting complicates line blending and can de-saturate deep absorption lines that are not on the linear part of the curve of growth. Many lines of Co II exhibit significant broadening, but unfortunately, only a few lines have the principal components resolved in FTS data. Our usual technique for analyzing partially resolved HFS patterns uses high-accuracy HFS constants measured using Doppler-free laser spectroscopy for a subset of levels as a starting point (Townley-Smith et al. 2016) . Once good HFS constants for one level of a transition are known, accurate values for the other level can be derived, even if the HFS pattern is only present as an asymmetric broadening of the profile. However, this technique fails in Co II because no high-accuracy constants derived with laser spectroscopy have been published. Bergemann et al. (2010) mentioned that "A large-scale study of Co II HFS is ongoing at Imperial College, and here we report a detailed investigation of A factors for the 3d 7 ( 4 P)4s a 5 P 3,2,1 levels and for three of the four 3d 7 ( 4 F)4p z 5 D°4 ,3,1 levels, with immediate application in this work." on page 1336 of their paper. The eventual publication of this large-scale study will be welcome, but in the interim we have derived HFS constants for a subset of levels giving prominent lines in our stellar spectrum.
Four spectra were analyzed for HFS and are described in Table 2 . Two spectra were taken from the NSO digital archives (see footnote 6). These spectra used a high-current hollow cathode lamp, and HFS patterns of lines from low-lying levels may be affected by optical depth. We thus recorded two additional spectra listed at the end of Table 2 of a low-current commercial lamp using the NIST VUV FTS. The spectra were analyzed with our XGREMLIN software package (Nave et al. 2015) , which uses the HFS-fitting programs of Pulliam (1977) to determine the HFS constants A (magnetic dipole) and B (electric quadrupole) with their uncertainties. In almost all cases, the uncertainty of the B constant was similar to or larger than its value. We have thus not reported B constants in Table 5 , although they were included in the fitting procedure.
Our starting point for the analysis was the 3d 7 ( 4 F)4p z 5 D 0 level at 47995.6 cm −1 . This was used to derive the HFS constants for the 3d 7 ( 4 P)4s a 5 P 1 level using a transition at 3370.928 Å (29656.9 cm −1 ), shown in Figure 2 . The 3d 7 ( 4 P)4s a 5 P 1 level was then used to derive HFS constants for the 3d 7 ( 4 P)4p z 5 S 2 level, which was in turn used to derive constants for the 3d 7 ( 4 P)4s a 5 P 2,3 levels. In this way, HFS constants were derived for the 28 levels of Co II in Table 5 .
For many of the lines in Co II, the HFS is not resolved, and the lines show either a small broadening or a slight asymmetry. An example is shown in Figure 3 for the two lines used to derive the HFS A constant for 3d 7 ( 4 P)4s a 5 F 1 . Since the lines show only a small asymmetry, equally good fits can be obtained with two different HFS A constants for each line.
However, only a value of −0.008 cm −1 fits both lines equally well. We thus use multiple lines where possible to derive the HFS A constants and remove ambiguity for lines with unresolved structure.
Our program assigns uncertainties to the HFS A constant based on the least-squares fit of the line. For lines with unresolved structure, this may underestimate the true uncertainty of the A constant. This is because the HFS A constant is primarily determined by the width of the Doppler broadened line, and it is not generally possible to estimate what fraction of the observed width is due to HFS. Our estimates of the HFS A constant for these lines were obtained by fixing the Doppler width at a value similar to that of nearby Co II lines. The uncertainty was then estimated by changing the Doppler width by up to 0.02 cm −1 , representing a maximum likely uncertainty in the Doppler width, and seeing how the HFS A constant changed. For lines with partially resolved structure, this had little effect on the uncertainty derived from the least-squares fit, but for lines with unresolved structure, the estimated uncertainty may increase by up to an order of magnitude.
The only previous measurements of HFS in lines of Co II are by Bergemann et al. (2010) , who presented HFS A and B constants for the a 5 P and z 5 D levels. Our values agree within the joint uncertainties. The even parity metastable levels listed in Table 5 typically have larger HFS A constants than the radiating odd parity levels. This is due to the unpaired 4s electron of the even parity levels. The configuration of the ground a 3 F term is 3d 8 , and thus the HFS A constants of levels in the ground term are expected to be small.
The Cobalt Abundance in the Metal-poor Main-sequence Turnoff Star
HD 84937
We use the new Co II transition probabilities to re-derive the Co abundance in HD 84937. We are unable to perform a similar analysis for the solar photosphere. Even though six of the transitions considered in this study lie in the accessible optical spectral region, all of them are very strong, and nearly every one of them is severely contaminated by lines of other atomic and molecular species.
HD 84937 has served as the test case for our previous papers (listed in Section 1) on Fegroup species in low-metallicity halo stars. HD 84937 is a warm main-sequence turnoff star that has good basic observational data, such as accurate broadband colors, accurate parallax, and proper motions (p = 13.74 ± 0.78 mas, where 1 mas = 4.85 nrad; μ α = 373.05 ± 0.91 mas yr −1 ; μ δ = −774.38 ± 0.33 mas yr −1 ; van Leeuwen 2007). These data, combined with many high-resolution spectroscopic studies (e.g., Spite et al. 2017 and references therein) of HD 84937, all have led to well-determined stellar atmospheric parameters. We have employed T eff = 6300K, log g = 4.0, [Fe/H] = −2.15, 9 and v t = 1.5 km s −1 in our papers, very close to the parameters used by Spite et al. Those parameters are adopted in the present work.
The high-resolution HD 84937 data sets are the same as those employed previously: (1) a vacuum UV Hubble Space Telescope Imaging Spectrograph (HST/STIS) spectrum, obtained under proposal #7402 (PI: R. C. Peterson), covering the wavelength range 2280 Å ⩽ λ ⩽ 3120 Å at resolving power R ≈ 25,000 and S/N values from about 30 to about 60, and (2) an optical near-UV spectrum from the SRO VLT UVES archive, obtained under programs 073.D-0024 (PI: C. Akerman) and 266.D-5655, with 3100 ⩽ λ ⩽ 3900 Å, R ≈ 60,000, and S/N ≈ 100 at 3500 Å.
We consider all 60 transitions with λ ⩾ 2280 Å in Table 4 for possible inclusion in the HD 84937 abundance analysis. Final selection of the lines to be used from this list follows criteria that we have described in detail in previous papers, e.g., Lawler et al. (2013) . As before, we define a relative line strength factor STR ≡ log(gf) -θχ, where χ is the excitation energy in eV, and the inverse temperature θ = 5040/T ≈ 0.8 for HD 84937. Most of the Co II lines at wavelengths λ < 2700 Å are strong enough to be detected in the UV spectrum of HD 84937. Our search for useful Co II lines with λ ⩾ 2280 Å suggests that those transitions with STR < −2 (48 lines) are strong enough to be detected, while the remaining 12 lines are too weak. Unfortunately, the very weak set includes all Table 4 lines in the optical spectral region (λ > 3000 Å). These lines all have STR < −3, substantially below the detection limit, which we confirm by a failed search to detect them in HD 84937. We estimate that cooler subgiant and giant stars with metallicities [Fe/H] < −2 will have useful Co II lines in their optical near-UV spectra.
We compute synthetic spectra for the remaining candidate transitions and compare them to the HD 84937 spectra described above. The model atmosphere for HD 84937 is interpolated from the Kurucz (2011) grid with the parameters given above. The observed/synthetic spectrum matches are used first to eliminate those lines with severe contamination by other atomic and molecular features, and then to derive Co abundances from the surviving lines. To be consistent with past papers in this Fe-group series and with our earlier series of lab/ stellar studies of rare-earth elements (beginning with Lawler et al. 2001) , we employ the current version of the LTE line analysis code MOOG 10 (Sneden 1973) . We include corrections for scattering in the continuum source functions as implemented by Sobeck et al. (2011) . However, since HD 84937 is a relatively warm and high-gravity star, scattering is relatively minor compared to H − and H I b-f continuum opacities. Comparisons of synthetic spectra computed with and without continuum scattering show almost no differences even at the shortest wavelengths, λ ≈ 2300 Å. These synthetic spectrum computations result in the elimination of most potential Co II transitions, leaving 19 from which to derive a Co abundance in HD 84937.
The line list assembly for the syntheses is described in detail by Lawler et al. (2013) . For 12 Co II lines, we have upper-and lower-level laboratory HFS data (Table 5) , as discussed in Section 5. For another two lines, we employ the empirical HFS components developed by Lawler et al. (2015) . For the remaining five lines, there is no laboratory information with which to compute detailed HFS patterns or even to estimate HFS broadening in the manner of Lawler et al. However, inspection of our FTS lab spectra reveals that the profiles of all of these lines are very narrow, consistent with single-line absorbers or very small HFS splits. These lines can safely be analyzed in our stellar spectrum without considering HFS.
In Table 6 , we list the wavelengths, excitation energies in eV, log(gf) values, and abundances for these lines. The mean abundance is ⟨log(ε)⟩ = 2.67 ± 0.03 (σ = 0.11), and the median value is the same. Adopting a solar Co abundance (Lawler et al. 2015) All but the last four lines of Table 6 connect to levels of the two lowest (<2/3 eV) terms of Co + and are thus HRLs. Due to the low metallicity of HD 84937, the HRLs of Table 6 are typically not the weak branches from upper levels of interest. Inspection of Table 6 entries reveals that the non-HRLs (2464 non-HRLs ( .20, 2564 non-HRLs ( .03, 2580 non-HRLs ( .33, and 2587 yield relatively small Co abundances in HD 84937. The mean values are ⟨log(ε)⟩ HRL = 2.71 ± 0.03 (σ = 0.07) and ⟨log(ε)⟩ nonHRL = 2.53 ± 0.05 (σ = 0.010). We suspect that the better mean value is that from the HRL set, but to keep consistency with previous papers in this series, we will use the mean value from all 19 Co II lines. This issue will be pursued in more detail in the future.
Our new Co/Fe ratio is 0.10 dex smaller than that reported by Lawler et al. (2015) and Sneden et al. (2016) . On average, the gf values newly reported here are essentially the same as those in the earlier study. However, we have added three Co II lines to the Lawler et al. set (λ = 2336.23 Å, log(ε) = 2.52; 2417.66 Å, 2.74; 2564.03 Å, 2.47) and eliminated one of its lines (2414.07 Å, 2.87), the net effect of which is to decrease the derived Co abundance. Just as importantly, we have solid lab HFS patterns for the majority of our lines, whereas Lawler et al. had only estimated HFS patterns from measurements of the FTS lab data. Finally, we have performed all new syntheses with renewed attention to line contamination by non-Co species. The combined effects of all these changes can explain the slightly smaller new Co abundance.
We compare both the old (Sneden et al. 2016 ) and the newly determined value for Co II in HD 84937 with the recently obtained Cr II value for this star (Lawler et al. 2017 ). Both of these [Cr/Co] values are illustrated in Figure 4 along with the ratio of these Fe-group elements from the large-scale survey of halo stars from Roederer et al. (2014) . While the differences among these values are small, the new abundance ratio for HD 84937 is entirely consistent with the observed ratios in other MP halo stars of similar metallicity. We see that the general trend of abundance values versus metallicity (i.e., Galactic chemical evolution) is relatively flat with increasing values and scatter at higher metallicity. These results do not support large overabundances at low metallicities. (Our measurements of Co I and Cr I values show similar results for this star.) We intend to explore further the chemical evolution of the Fe-group elements in the halo stars. Specifically, we will examine whether the Cr/Co ratio versus Fe/H shows large variations at the lowest iron abundances, as has sometimes been reported in the past, or is, in fact, flat over a wide range of low metallicities. We will also explore the positive abundance correlations among the three lightest Fe-group elements Sc, Ti, and V to gain insight into the advanced core nuclear fusion in massive stars of the early Galaxy.
Summary
New BF and log(gf) measurements are reported for 84 lines of Co II including 12 weak HRLs. HFS A constants for 28 levels of ionized Co from least-squares fits to spectral line profiles in FTS data are reported. The Co abundance in the MP halo star HD 84937 is redetermined. The above results will be useful in future research on Co abundances in stellar photospheres. The unusually good agreement between the new measurements and computed transition probabilities by Raassen et al. (1998) using the orthogonal operator method is the most interesting result for future laboratory work. Current efforts to measure transition probabilities for weak lines of Fe II, including optical and near-UV lines accessible to ground-based observations, should benefit from the extensive calculations using the orthogonal operator method. Hyperfine structure of the 3d 7 ( 4 P)4s a 5 P 1 -3d 7 ( 4 F)4p z 5 D°0 line at 29656.9 cm −1 . The black solid line and points show the experimental spectrum (third from top in Table 2 ). The red line shows a fit of the three HFS components. Left: HFS fits to the transition 3d 7 ( 4 F)4s a 5 F 1 -3d 7 ( 4 F)4s z 5 D°2 for A constants for a 5 F 1 of 0.035 cm −1 , 0.0157 cm −1 and −0.008 cm −1 . Right: HFS fits to the transition a 5 F 1 -z 5 D 1 for the same A constants for z 5 F 1 . Only a value of −0.008 cm −1 fits both lines. 49348.301 4 0.000 4 0.043 (7) 0.067 (7) (9) 0.0145 (9) d Notes.
a Wavelength values computed from energy levels using the standard index of air from Peck & Reeder (1972) . Table 5 Hyperfine Structure (HFS) A Constants for Selected Levels in Singly Ionized Co a "lab" means that HFS was adopted from the lab results of this paper, "est" means that HFS was taken from the semi-empirical computations reported by Lawler et al. (2015) , and "no" means that HFS was not taken into account due to lack of laboratory information.
