Abstract. In this note we determine the Bernstein-Sato polynomial b Q (s) of a generic central arrangement Q = k i=1 H i of hyperplanes. We establish a connection between the roots of b Q (s) and the degrees of the generators for the top cohomology of the corresponding Milnor fiber. This connection holds for all homogeneous polynomials. We also introduce certain subschemes of the arrangement determined by the roots of b Q (s).
1. Introduction 1.1. Let f be a non-constant polynomial in n variables. In the 1960s, M. Sato introduced a-, b-and c-functions associated to a prehomogeneous vector space [20, 21] . The existence of b-functions associated to polynomials and germs of holomorphic functions was later established in [1, 2] .
The simplest interesting case of a b-function is the case of the quadratic form f (x 1 , . . . , x n ) = The b-function to f (x) is here b f (s) = (s + 1)(s + n/2). One may use such an equality to analytically continue f s , and it was this application that initially caused I.N. Bernstein to consider b f (s). Today, the b-function of a polynomial is usually referred to as "Bernstein-Sato polynomial" and denoted b f (s).
It has been pointed out first in [12, 13] that there is an intimate connection between the Bernstein-Sato polynomial of f and the singularity structure of f −1 (0). The Bernstein-Sato polynomial is always a multiple of (s + 1), and equality holds if f is smooth. The roots of b f (s) are always negative and rational [8] . They are known to relate to a variety of algebro-geometric invariants like the structure of the embedded resolution of the pair (C n , Var(f )), Newton polyhedra, Zeta functions, asymptotic expansions of integrals, Picard-Lefschetz monodromy, and polar invariants: see, for example, [7, 9, 10, 11, 22] .
In this note we investigate the the Bernstein-Sato polynomial when f defines a generic central hyperplane arrangement. By that we mean a collection of k hyperplanes such that each subset of min{k, n} of the hyperplanes cuts out the origin.
The author is partially supported by NSF grant DMS-0100509. Notation 1.1. Throughout, we will work over the field of complex numbers C. We should point out that this is mostly for keeping things simple as the Bernstein polynomial is invariant under field extensions. In this note, for elements {f 1 , . . . , f k } of any ring A, f 1 , . . . , f k denotes the left ideal generated by {f 1 , . . . , f k }. If we mean a right ideal, we specify it by writing f 1 , . . . , f k A.
By R n we denote the ring of polynomials C[x 1 , . . . , x n ] in n variables over C, and by D n we mean the ring of C-linear differential operators on R n , the n-th Weyl algebra. The ring D n is generated by the partial derivative operators ∂ i = ∂ ∂xi and the multiplication operators x i . One may consider R n as a subring of D n as well as a quotient of D n (by the left ideal ∂ 1 , . . . , ∂ n ). We denote by • the (natural) action of D n on R n via this quotient map, as well as induced actions of D n on localizations of R n .
We will have occasion to consider D t , D x and D x,t in some instances, where D t is the Weyl algebra in the variable t, D x the one in x 1 , . . . , x n and D x,t is the Weyl algebra in x 1 , . . . , x n and t.
The module of global algebraic differential n-forms on C n is denoted Ω; it may be pictured as the quotient D n / ∂ 1 , . . . , ∂ n D n . The left D n -Koszul complex on D n induced by the commuting vector fields ∂ 1 , . . . , ∂ n is denoted Ω
• ; it is a resolution for Ω as right D n -module.
We shall use multi-index notation in R n : writing x α implies that α = (α 1 , . . . , α n ) and stands for x α = x α1 1 · · · x αn n . The same applies to elements of D n , both for the polynomial and the differential components. If α is a multi-index, |α| denotes the sum of its components; if I is a set, then |I| is its cardinality.
Definition 1.2 ([12]
). For f ∈ R n we define J(f s ) ⊆ D n [s] to be the annihilator of f s , this is a left ideal. We set
where A ⊆ R n is the Jacobian ideal of f , A = n i=1 R n ∂ i • (f ). The moduleM is isomorphic to (s + 1)M and so the minimal polynomial of s onM isb f (s) = b f (s)/(s + 1).
1.2. Suppose that f has an isolated singularity. Then the moduleM is supported only at the origin. This implies by a theorem of Kashiwara [8] , that the minimal polynomial of s on Ω ⊗ DnM isb f (s). If now f is homogeneous of degree k, kf = n i=1 x i ∂ i • (f ). Then J(f s ) contains E − ks where E is the Euler operator n i=1 x i ∂ i . The action of s on a homogeneous g ∈ Ω ⊗ DnM ∼ = R n /A is easily seen to be multiplication by (−n − deg(g))/k. Thus, the Bernstein-Sato polynomial of a homogeneous isolated singularity encodes exactly the degrees of non-vanishing elements in R n /A, [24] .
Consider now the relative de Rham complex Ω
• f associated to the map f : C n → C. We shall denote the coordinate on C by t. The complex Ω
• f is the Koszul complex induced by left multiplication by ∂ 1 , . . . , ∂ n on the D x,t -module N = D x,t /J n+1 (f ) where J n+1 (f ) is the left ideal of D x,t generated by t − f and the
• ⊗ Dn N is a representative of the application of the de Rham functor f associated to the map f to the structure sheaf on C n , [5] . Its last nonzero cohomology module appears in degree n, H n (Ω
This module is in a natural way a left D t -module. For any α ∈ C, the module (
the (n − 1)-st de Rham cohomology group of the fiber f −1 (α). More generally, the cohomology of the derived tensor product of D t / t − α D t with Ω
• t is the de Rham cohomology of the fiber at α. The identification of N /{∂ 1 , . . . , ∂ n , t − α}D x,t with H n−1 dR (Var(f − α)) is explained before Theorem 4.8. So one has an isomorphism
and the roots of b f (s) in fact represent the degrees of the cohomology classes of the Milnor fiber of f .
In general it appears that the Bernstein-Sato polynomial is more complex than what can be detected by the last cohomology group of Ω • f . In fact, it seems even that the entire complex has not enough information, see Example 4.13.
A particularly nice case of non-isolated singularities are the arrangements, which we study here. We will proceed as follows. We first compute explicitly a polynomial b(s) that satisfies an identity of the type
using the genericness of the arrangement. This implies that b f (s) divides b(s). We then establish for any homogeneous f a connection between the roots of b f (s) and the degrees of the top cohomology of the Milnor fiber associated to f . The roots also relate to lower cohomology, but the interplay is not as explicit. To determine the Bernstein-Sato polynomial exactly, we then prove parts of a conjecture of Orlik and Randell on the cohomology of the Milnor fiber of a generic central arrangement.
In particular, we determine in exactly which degrees the top cohomology lives, and we present a conjectured set of generators.
We close with a (rather incomplete) discussion of a non-generic arrangement, and some statements about the structure of the D n -module R n [f −1 ]..
An upper bound for the Bernstein polynomial
We shall try to mimic some of the mechanism that makes the isolated singularity case so easy. It is clear that a literal translation is not possible, because R n /A has in general elements in infinitely many different degrees. However, one may define and (for generic arrangements) understand certain spaces of polynomials in R n that are intimately related to the Bernstein polynomial.
We remark that a q(s) ⊆ a q(s)q ′ (s) , and if q ′ (s)g ∈ a q(s) then g ∈ a q(s)q ′ (s) . The Jacobian ideal A is contained in a (s+1) , and of course so is f .
The Bernstein polynomial of f is evidently the polynomial b f (s) of smallest degree such that 1 ∈ a b f (s) .
2.1. Assume now that Q ∈ R n is homogeneous.
1 If g ∈ a q(s) then by definition gQ s ∈ M is annihilated by q(s). Since b Q (s) annihilates all of M, finding
1 Throughout we will use Q for an instance of a homogeneous polynomial while f is used if no homogeneity assumptions are in force.
g ∈ a q(s) is equivalent to finding potential eigenvectors of s on M. In the isolated singularity case one only has to study the intersection of a q(s) with R n /A, and this is well-known. Let δ Q be the maximal degree of a nonzero element in R n /A. Then the homogeneous polynomial g ∈ R n /A is in a q(s) if and only if
; this is proved in [24] based on results of Kashiwara.
For non-isolated homogeneous singularities Q we have a weak version of this:
Proof. Let m be a monomial of degree r − 1, so
The final claim follows from the definition of b Q (s).
The lemma indeed generalizes the isolated singularity case since there m δQ ⊆ a (s+1) .
2
The trick for bounding b f (s) is therefore to get a good estimate on the exponent r of this lemma. The importance of the relation
We start by investigating the Bernstein polynomial of two particular types of generic arrangements, those in the plane, and those with n+1 hyperplanes. The two 2 In the same manner one can show that if f is w-quasi-homogeneous (i.e., there are nonnegative numbers w = (w 1 , . . . , wn) such that with ξ = n i=1 w i x i ∂ i one has f = ξ • (f ) and hence ξ − s ∈ J(f s ) ), and n is a w-homogeneous m-primary ideal in a q(s) , then b f (s) divides the product of q(s) and the minimal polynomial of ξ on Rn/n evaluated at −s − n i=1 w i . For example, f = x 3 + y 3 + z 2 w is (1/3,1/3,1/3,1/3)-homogeneous (as usual homogeneity is of course just a special case of w-homogeneity). One has a (s+1) = x 2 , y 2 , z 2 , zw , which is of dimension 1, corresponding to the line of singularities (0, 0, 0, w). One can see that the trick of Lemma 2.2 can be used to show that a (s+1)(s+7/3) = x 2 , xyz, y 2 , z 2 , zw since xyz is in the socle of Rn/a (s+1) . Going one step further, a (s+1)(s+7/3)(s+2) = x 2 , xz, y 2 , yz, z 2 , zw and then z can be obtained in a (s+1)(s+7/3)(s+2)(s+5/3) = x 2 , y 2 , z . The new factors are always equal to 4 i=1 (1/3) plus the degree of the new element in a. Now, however, nothing is in the socle and our procedure stops. On the other hand, f is also (1/3, 1/3, 1/2, 0)-homogeneous and this allows to show that a (s+1)(s+7/3)(s+2)(s+5/3)(s+11/6) = x, y, z and a (s+1)(s+7/3)(s+2)(s+5/3)(s+11/6)(s+7/6) = Rn. In fact, b f (s) = (s + 1)(s + 7/3)(s + 2)(s + 5/3)(s + 11/6)(s + 7/6) and one can see again how the factors of b f (s) enlarge (if taken in the right order) the ideal a, by either saturating or dropping dimension.
techniques employed in the respective cases will be generalized later to a uniform approach for arbitrary generic arrangements.
In particular we shall be interested in those g ∈ R n of degree n + 1. It is obvious that Q ∈ a 1 . Also,
Hence
We shall see that this is a repeating pattern.
1 . . . x αn n , gH ∈ a q(s) and α i = 1 then gHx j /x i ∈ a (s+1)q(s) . Proof of Claim 2. Repeat the previous calculation, but with x j ∂ i . It shows that gHx j /x i + ga i x j is in a (s+1)q(s) . Since the second summand is known to be in a (s+1)q(s) by Claim 1, the first must be as well.
We have proved that at the cost of introducing the factor (s + 1) one may turn a factor x i of g into an extra power of x j in g provided that the exponent of x i was exactly 1 and gH ∈ a q(s) .
Claim 2 applied at most (n − 1) times shows that x 1 · · · x n H ∈ a 1 implies that mH ∈ a (s+1) n−1 for all monomials m of degree n. Then mx j ∈ a (s+1) n−1 for all monomials m of degree n by (n − 2)-fold application of Claim 2, followed by one application of Claim 1 and a clever linear combination with mH. We conclude that a (s+1) n−1 contains the (n + 1)-st power of m = R n x 1 , . . . , x n .
The proposition follows from Lemma 2.2 with q(s) = (s + 1) n−1 , r = n + 1 and k = n + 1.
On the other "edge" of the family of generic hyperplane arrangements one has the following folklore result:
Proof. Consider the partials Q x and Q y of Q and the homogeneous forms x i y j Q x and x i y j Q y where i + j = k. We claim that these 2(k + 1) forms of degree (k + 1)+ k are linearly independent (and hence that Q x , Q y contains all monomials of degree at least 2k + 1).
To see this, let M = {m a,b } 0≤a,b≤2k+3 be the matrix whose (a, b)-coefficient is the coefficient of
The determinant of M is the resultant of Q x (1, y/x) and Q y (1, y/x). These cannot have a common root since
Of course, a central arrangement Q of lines in the plane is an isolated singularity and hence fits the assumptions of Proposition 2.5. The interesting question is therefore the precise determination of δ Q .
In order to estimate b Q (s) for n > 2, k > n + 1 we will consider a mix of the two main ideas for n = 2 and k = n + 1. Namely, in the case n = 2, m 2k+1 ⊆ a (s+1) . For n > 2 and k = n + 1, m n+1 ⊆ a (s+1) n−1 . In either case, a containment of this type in conjunction with Lemma 2.2 gives a bound for the Bernstein-Sato polynomial.
The plan is to devise a mechanism that starts with Q ⊆ a 1 and uses iterated multiplication with (s + 1) to enlarge a q(s) . Progress is measured by the dimension of (the variety of) a q(s) . It is crucial to understand the difference between the Jacobian ideal of Q = x 1 · · · x n H n+1 · · · H k and the ideal generated by all (n − 1)-fold products of distinct elements in A, and more generally the difference between the ideal of the Jacobian ideal of the variety defined by all (r + 1)-fold products of distinct elements of A and the ideal of all r-fold products of distinct elements of A. We need Definition 2.6. If A = {H 1 , . . . , H k } and α ∈ N k we say that
is an A-monomial. If each α i is either 0 or 1, we call the A-monomial squarefree.
Here is the first step of the estimation, generalizing the interesting part of the proof of Proposition 2.4.
the Jacobian ideal of Q , and let ∆ − k (Q) be the ideal of the set-theoretic singular locus of Q, generated by the squarefree A-monomials of
Proof. We observe that if A = {x 1 , . . . , x n } then the lemma obviously holds since ∆
It is sufficient to prove this for i = 1 since the statement (and in particular the Jacobian ideal) is covariant under coordinate changes.
Let m ∈ T k−n be homogeneous and write m = n j=2 H j m j where m j ∈ m k−n−1 . By induction on k (applied to the arrangement of A \ {H j }), and the first sentence of the proof, we have m i
) and since both Q and
We are going to use this lemma in the form
. We next extend this result to lower dimensional iterated singular loci. For this we need a somewhat cumbersome collection of generators of their Jacobian ideals that lends itself to induction. Definition 2.8. We define polynomials ∆ J,I,N (Q) for a given central arrangement Q = H 1 · · · H k . To this end let N = {n 1 , . . . , n n } ⊆ {1, . . . , k} be a set of indices. The set N serves as a coordinate system. Let v n1 , . . . , v nn be n appropriate C-linear
Let ρ N (I) := |Ǐ|+ 1 ≤ |Î| and pick J ⊆Î with |J| = ρ N (I). We define ∆ J,I,N (Q) to be the ρ
For a given I, let ∆ I (Q) be the set of all ∆ J,I,N (Q), varying over all possible N , and for each N over all J with J ⊆Î, |J| = ρ N (I).
Finally, let ∆ r (Q) be the ideal generated by all ∆ J,I,N (Q) for |I| = r, together with all H I for |I| = r, and ∆ − r (Q) the ideal generated by all H I with |I| = r − 1. The ideal ∆ − r (Q) describes set-theoretically the locus where simultaneously k−r+2 of the H i vanish (unless r = k−n+2, see the following result below), while ∆ r (Q) is the Jacobian ideal of the variety to ∆ − r+1 (Q). It is clear that ∆ r (Q) = {∆ J,I,N (Q) :
The following is easily checked:
It turns out that ∆ r (Q) and ∆ − r (Q) are related in a similar way as ∆ k (Q) and ∆
Proof. First consider that case k = n so that n ≥ r ≥ 1. Then ∆ − r (Q) is the ideal of all squarefree (A-)monomials of degree r − 1, and ∆ r (Q) is the ideal of all squarefree (A-)monomials of degree r as well as all their partial derivatives. Clearly then in this case ∆ r (Q) = ∆ − r (Q). We shall prove the claim by induction on k − n and we assume now that k > n. Let H I be a squarefree A-monomial of degree r. We must show that mH I /H i ∈ ∆ r (Q) for all i ∈ I and all m ∈ m k−n . Pick N ⊆ {1, . . . , k} and write
we may use the induction hypothesis on the arrangement to Q/H j with k − 1 factors. Hence for i = j ∈ I in there are
It is sufficient to check this for q j being equal to one of the two types of generators for ∆ r−1 (Q/H j ), namely H I ′ and the determinants ∆ J ′ ,I ′ ,N ′ (Q), where as usual
can be achieved by multiplying the last column of the defining matrix (2.1) of ∆ J ′ ,I ′ ,N ′ (Q/H j ) by H 2 j . Let in that context j t ∈ N ′ and v jt be the corresponding derivation relative to N ′ . Then
The proposition follows hence by induction. Recall that ∆ I (Q) is the collection of all ∆ J,I,N (Q).
Lemma 2.11. Fix integers r ≥ k − n + 2, and t. Suppose m t H I ⊆ a q(s) for some |I| = r. Then m t+1 ∆ I (Q) ⊆ a (s+1)q(s) . In particular,
Proof. Pick a specific ∆ J,I,N (Q) and a monomial m of degree t. In particular, this means that a coordinate system H n1 , . . . , H nn and derivations v n1 , . . . , v nn have been chosen. Consider the effect of v j on mH I Q s for j ∈ J (⊆ I ∩ N ):
The sum has only poles of order one, and these occur exactly along all hyperplanes inǏ (because v One can now conclude from 2.10 and 2.11 that
It is very intriguing how in the above sequence of containments an extra factor of (s + 1) in q(s) allows each time to reduce the dimension of a q(s) and in fact to enlarge a q(s) to an ideal with radical equal to the singular locus of a q(s) . Compare this to the example in Footnote 2,
The remainder of this section is devoted to decreasing the exponent of m in the final row of the display above.
Proof. We shall proceed by decreasing induction on r. We know that
is homogeneous of degree r, this implies that
We need to show that m 2k−n−1 ∩ ∆ − r (Q) ⊆ a (s+1) k−r+1 in order to get the induction going. For this, we consider ∆ r (Q). Let ∆ be a generator of ∆ r (Q). Either ∆ = H I , |I| = r. In that case, ∆ ∈ ∆ − r+1 (Q). Or, ∆ = ∆ J,I,N (Q). In that case, Lemma 2.11 together with m
. Therefore our hypotheses imply that
But then,
(by Proposition 2.10)
This proposition says that sufficiently high degree parts of the ideal defining the higher iterated singular loci of A are in a q(s) . It gives quite directly a bound for the Bernstein-Sato polynomial:
Proof. The previous proposition shows (with
We conclude now as in Lemma 2.2.
Remarks on a conjecture by Orlik and Randell
Let Q : C n → C be a homogeneous polynomial map, denote by X α the preimage Q −1 (α) for α ∈ C \ {0} and let X be the fiber over zero. As Q is homogeneous the X α are all isomorphic and smooth. LetC × be the universal cover of C × = C \ {0}, andX the fiber product ofC × and C n \ X over C × . Then (α, x) → (α + 2π, x) is a diffeomorphism ofX and therefore induces an isomorphism µ on the cohomology H * (X α , C), the Picard-Lefschetz monodromy [5, 4, 6] . If in addition X has an isolated singularity then X α is homotopy equivalent to a bouquet of (n − 1)-spheres [14] and so the only (reduced) cohomology of the fiber is in degree n − 1. The roots of the minimal polynomial a µ (s) of µ are in that case obtained from the roots of the Bernstein-Sato polynomial of Q by λ → e 2πiλ [13] . The multiplicities remain mysterious, however. If X is not an isolated singularity, the X α have cohomology in degrees other than n − 1 and the monodromy acts on all these cohomology groups. The monodromy is then not so nicely related to the Bernstein-Sato polynomial and not well understood.
We now describe the cohomology of the Milnor fiber X t in nice cases. In order to adhere to the notation of Orlik and Randell [18] , some objects will be given new symbols. In particular, we denote by S the ring C[x 1 , . . . , x n ], formerly known as R n . The natural projection S → → S α = S/ Q − α induces a map of differentials Ω S → Ω α which in turn induces a surjective map of de Rham complexes π : Ω 
. If X has an isolated singularity, then the Jacobian ideal A is Artinian, and the dimension of the vector space S/A equals dim C (H n−1 (X α , C)). In this case, the elements of S/A can be identified with the classes in H
• (X α , C). Namely, g ∈ S/A corresponds to gω where
Let now Q be a reduced polynomial describing a central generic arrangement, Q = H 1 · · · H k with H i = x i for 1 ≤ i ≤ n. We let as before A = {H 1 , . . . , H k }. In [18] (Proposition 3.9) it is proved that every cohomology class in H n−1 (Ω • α ) is of the form π(gω) for some g ∈ S, and that dim
n−1 . The authors make a conjecture which states roughly that g may be assumed to be homogeneous (which is the case for all homogeneous isolated singularities, [19] ) and that Milnor fibers of central generic arrangements have a cohomology description similar to the isolated singularity case. We shall prove the parts of this conjecture that relate to the degrees, and give a conjecture on explicit generators.
In this section we will prove that if k does not divide r −k +n then the dimension of S r /E r (E r was introduced in [18] and is defined below) is bounded by
and that strict inequality holds for r > k. In the next section we will see that S r = E r + Q r for r ≥ 2k − n − 1. This will imply that (S/E + Q − 1 ) r is nonzero for 0 ≤ r ≤ 2k − n − 2, and that for k − n − 1 ≤ r ≤ k its dimension is exactly as the conjecture by Orlik and Randell given below predicts. Definition 3.1. We denote by µ a subset of A of cardinality n − 1. We write then J µ (a) with a ∈ S for the Jacobian determinant associated to H µ1 , . . . , H µn−1 , a. We also denote by Q µ the product of all H i with i ∈ µ, its degree is hence k − n + 1. In our previous notation, Q µ was H I with I = A \ µ.
With these notations, let E be the vector space in S generated by all elements of the form
varying over all homogeneous a ∈ S. Conjecture 3.2 (Orlik-Randell, [18] ). Consider the fiber X 1 = Var(Q − 1).
is an isomorphism, and Ω
3. The dimensions of U r , the graded pieces of U of degree r, are as follows:
It should be pointed out, that π(Eω) is zero, and that π(Qaω) = π(aω).
3.1. We now consider the question of finding generators for U . The S-ideal generated by all Q µ is ∆ − k−n+2 (Q). By Lemma 2.9, S k−n+1 is generated by the set of all Q µ as a vector space. Then S r is for r > k − n + 1 generated by
. We claim that we may pick vector space generators G = {g i } for S r such that a) each g i is an A-monomial, b) each g i is a multiple of some Q µ , and c) the multiplicity of each H j with j = k in any g i is at most r − k + n − 1.
To see this, observe that if m ∈ S r = m r−k+n−1 ∆ − k−n+2 (Q), we can, according to Lemma 2.9, write it as a sum of elements {g ′ i } that satisfy a) and b), and the degree of each H j in such a summand will be at most r − k + n. Now observe that if any H j appears in g ′ i with multiplicity r − k + n (and there can be only one such H j for each g ′ i ) one may write one copy of this particular H j as a C-linear combination of the n − 1 factors of Q that are in µ, and H k . The modified g ′ i satisfy a), b) and c). We call an element of S satisfying these three conditions a standard product.
It is now our task to prove that there are no more such g i necessary to generate (S/E + Q − 1 ) r than stipulated by Conjecture 3.2. We will do this by showing that the relations in E may be used to eliminate the majority of all summands in a typical element of S r /E r . In order to do this, we need to study the nature of the relations in E. To get started, note that
We will now show that every generator (3.2) of E induces a syzygy between k−n+1 squarefree A-monomials of degree k − n. Lemma 3.3. Let a ∈ S r be an A-monomial of positive degree r, k | r. Consider
In this expression (using the product rule for computing the Jacobian) the first term contributes k − n + 1 summands of the form deg(a)a Qµ Hi J µ (H i ) where H i runs through the factors of Q µ . Similarly the second term contributes deg(a) summands of the form kQ µ a ai J µ (a i ) with a i running through the factors of a. We claim that nonzero summands in the latter set (apart from constant factors) appear as nonzero summands in the former set. Moreover, for each summand that is nonzero on both sides the coefficients are different.
Proof. There are two main cases: a i ∈ µ and a i ∈ µ. If a i ∈ µ then J µ (a i ) is a determinant with a repeated column, and hence the summand Q µ a ai J µ (a i ) is zero. On the other hand, H i ∈ µ gives a summand deg(a)a 
As k is not a divisor of deg(a) = r, each generator of E r gives rise to a relation between exactly k − n + 1 of our generators of S r , corresponding to the divisors of Q µ . We now show how to use Lemma 3.3 to limit the dimension of S r /E r . Proposition 3.5. Let r ∈ N, k − n + 1 ≤ r, and k | r − k + n. The (cosets of ) A-monomials of the form
Proof. Let P ∈ S r be a standard product. We prove that it may be replaced by a linear combination of A-monomials of the stipulated form. Here are three ways of modifying a linear combination of A-monomials modulo E:
1. If P uses more than k − n + 1 distinct factors of A we can write P = P ′ Q µ for a suitable µ and we can assume that H k ∈ µ. Let i 0 = min{i :
It is a linear dependence modulo E between P ′ H i0 Q µ ′ /H k = P on one side and terms of the form
on the other, with no coefficient equal to zero. It follows that P = P ′ Q µ may, modulo E, be replaced by a linear combination of standard products with a higher power of H k in each of them than in P and as most as many distinct factors as P had. 2. Suppose now that P has exactly k − n + 1 distinct factors, but that H k is not one of them. Let Q µ be the product of all distinct factors of P , and set
) allows to replace P by a linear combination of standard products with k − n − 1 distinct factors such that H k divides each of the new standard products. 3. Now assume that P is a product with exactly k − n + 1 distinct factors and assume furthermore that H k divides P while H r−(k−n) k does not. Let µ be such that Q µ divides P . Since the arrangement is generic, the n−1 elements of µ, together with H k , span the maximal ideal and thus if i 0 = min{i : H i ∈ µ} then one factor H i0 of P may be replaced by an appropriate linear combination in H k and the elements of µ. This creates a linear combination of products with k − n + 2 distinct factors in each summand, and the multiplicity of H k in each is at least equal to the multiplicity of H k in P .
Starting with any standard product of degree r, using these steps in appropriate order will produce a linear combination of A-monomials with exactly k − n + 1 factors and multiplicity r − (k − n) in H k . This is because after every execution of Step 1 and 2, the degree in H k goes up, and after each execution of Step 3 we may do Step 1 at least once.
allows to replace P by a sum of terms each of which has k − n+ 1 distinct A-factors, and each of which is divisible by H k−1 H r−k+n k (note that the only term that might fail to have H k−1 in it disappears because J µ (H r−k+n k ) = 0 as H k ∈ µ). Thus, modulo E, P is equivalent to a linear combination of A-monomials of type (3.4) .
The condition k | r − k + n is needed because otherwise Lemma 3.3 does not work.
Note now that there are exactly
n−1 monomials of type (3.4). It follows that dim(S r /E r ) ≤ k−2 n−1 unless k divides r − k + n. In the following section we will see that S r = E r along X 1 for r > 2k − n − 2. We finish this section with a lemma that will be used in the next section to prove that S r = E r for r ≤ 2k −n−2. (3.4) . One may do so using only Step 1 of that proof. In fact, if
H k and a = P/Q µ allows to replace P by a sum of A-monomials each of which is divisible by
, each of which has only H k as repeated factor, but only one of which is a multiple of H 1 · · · H k−n−1 . Therefore rewriting QH r−k k only using Step 1 gives a relation modulo E between the products of (3.4) where the coefficient for
is nonzero and (S/E + Q ) r has dimension at most
So filtering S/(E + Q − 1 ) by degree, the r-th graded piece has dimension at most
Integration and Restriction
So far we know that
• the inequality of the previous item is strict if r < k − n or r ≥ k.
We now prove that b Q (s) annihilates the degree of each generator for H n−1 dR (X, C), just as for homogeneous isolated singularities.
4.1. We shall first explain some basic facts about restriction and integration functors. We remind the reader of the notations and definitions from the introduction. Much more detailed explanations may be found in [16, 17] and [23] . In particular, we only consider the situation of n+ 1 variables x 1 , . . . , x n , t and explain restriction to t = 0 and integration along ∂ 1 , . . . , ∂ n .
The restriction of the
considered as a complex in the category of D t -modules.
In the sequel we describe tools that may be used to compute restriction and integration.
It is outlined in [17] (Proposition 3.8 and following remarks) how to compute V t -strict Gröbner bases, and for any D x,t -module M positioned in degree d a free
The construction given in [17] allows for arbitrary m d ; there is a generalization to complexes, see [23] .
In the theorems to follow, the meaning of filtration on restriction and integration complexes is defined in [23] , Definition 5.6.
] to t = 0 can be computed as follows:
• is quasi-isomorphic to the complex
This is a complex of free finitely generated D x -modules and a representative of
In order to compute the integration along ∂ 1 , . . . , ∂ n one defines a filtration by
. . − ∂ n x n the b-function for integration of the module M is the least degree monic polynomialb(s) such that
Then the integration complex DR(M ) of M is quasi-isomorphic to
where A
• [m • ] is a V ∂ -strict resolution of M , and l 1 is the largest integral root of b(s). Again, cohomology generators have V ∂ -degree equal to a root ofb(s).
Following Malgrange, we consider the symbol f
s as generating a D x,t -module contained in the free
Then the left ideal
⊆ D x,t is easily seen to consist of operators that annihilate f s . Moreover, −∂ t t acts as multiplication by s. Since J n+1 is maximal, it actually contains all annihilators of f s . It turns out, that J n+1 describes the D-module direct image of R n under the embedding x → (x, f (x)), and D x,t /J n+1 ∼ = H 1 t−f (R x,t ). This ideal is intimately connected with the Bernstein-Sato polynomial of f : Theorem 4.5. Let Q be any homogeneous polynomial of degree k with Bernstein-
To be a Bernstein polynomial means that
The ideal J n+1 is homogeneous if we set deg(
is homogeneous of degree 0, we may assume that P (s)Q is also homogeneous, of degree 0. Writing P (s) = l i=0 P i s i with P i ∈ D x , we see that P i is of degree −k. This implies, as n−1 , the theorem follows.
We are quite certain, that the exponent r in Corollary 4.11 is n − 1, but we do not know how to show that. In fact, we believe that the elements g ∈ S whose cosets in
are zero are precisely the elements of m k−n+1 .
Conjecture 4.12. If k ≤ r ≤ 2k−n−2 we believe that the space (S/(E+ Q−1 )) r is spanned by the expressions in (3.4) for which i 1 < (n−1)+(r−k). If k−n < r < k, the expressions in Proposition 3.5 are known to span U . If r ≤ k − n we believe that U r = S r . This is in accordance with [18] as there are exactly as many such expressions as Conjecture 3.2 predicts for the dimension of (H n−1
Example 4.13. Consider the non-generic arrangement given by Q = xyz(x + y)(x + z). Its Bernstein-Sato polynomial equals Therefore the b-function for integration of J n+1 along ∂ 1 , . . . , ∂ n is a divisor of
This indicates that the degrees of the top cohomology of the Milnor fiber Q −1 (1) are at most 5. It also shows that in this case these degrees do not suffice to determine the roots of b Q (s). In fact, the degrees of no class in any H i dR (Q −1 (1), C) will explain the roots −2/3 and −4/3 in b Q (s).
The cohomology we have used to describe the Bernstein-Sato polynomial is the one with coefficients in the constant sheaf C, which may be viewed as the sheaf of solutions of the D n -ideal ∂ 1 , . . . , ∂ n describing R n on C n . Relating holonomic D n -modules to locally constant sheaves on C n is the point of view of the RiemannHilbert correspondence, [3] . There are, however, other natural locally constant sheaves on C n \ Q −1 (0) induced by D n -modules than just the constant sheaf. For example, for every a ∈ C the D n -ideal ann Dn (f a ) induces such a sheaf as the sheaf of its local solutions. For most exponents a this is of course a sheaf without global sections on Q = 0, and more generally without any cohomology. For suitable exponents, however, this is different; it is sufficient to consider the case where a − 1 is a root of the Bernstein-Sato polynomial. Perhaps one can characterize the Bernstein-Sato polynomial as the polynomial of smallest degree such that s = ∂ t t annihilates the V ∂ -degree of every cohomology class in H i (Ω ⊗ L Dn i P) for every D n -module P defining a locally constant system on C n \ Q −1 (0).
Miscellaneous Results
In this section we collect some results concerning the structure of the module D n • Q s associated to central arrangements. However, we begin with a fact pointed out to us by A. Leykin regarding Bernstein-Sato polynomials of arbitrary arrangements: Proof. It will be sufficient to show that if Q = Hi∈A H i then S[Q −1 ] is generated by 1/Q since this implies that D n • (Q −1 ) = D n • (Q −r ) for all r ∈ N. Since the Bernstein-Sato polynomial is the least common multiple of the local Bernstein-Sato polynomials, we may assume that A is central. We may also assume that A ⊆ C n is not contained in a linear subspace of C n . The claim is true for a normal crossing arrangement. We proceed by induction on the difference k − n > 0 where k = deg(Q). Since the local cohomology module H . Moreover, each of these summands is generated by H i /Q as D n -module. Since obviously H i /Q is in the D n -module generated by 1/Q, the theorem follows. Proof. ℓ is additive in short exact sequences. Hence ℓ(M ) = ℓ(M 1 ) + ℓ(M/M 1 ). In order to start the induction, one needs to look at the case k = 2 which is the second isomorphism theorem. 3 Note that the same argument proves the following. Let g 1 , . . . , g k ∈ S and set G = • If H . This idea is discussed in [15] and then used to express the lengths of the modules H r A (S) in terms of Betti numbers obtained from the intersection lattice (for subspace arrangements).
We now close with conjectures on the generators of J(Q s ) and ann Dn (Q −1 ).
Definition 5.4. For a central arrangement A = {H 1 , . . . , H k } and Q = H 1 · · · H k we define the ideals I(A) and I s (A) as follows. Let H 1 , . . . , H n be a basis. Choose differential operators ∂ i such that ∂ i • (H j ) = δ i,j for all 1 ≤ i, j ≤ n.
We define I s (Q) recursively. If deg(Q) = 1, set I s (Q) = I(Q). If deg(Q) > 1,
It is apparent that I s (Q) kills Q s and I(Q) kills 1/Q. 
