Abstract. The hue saturation intensity (HSI) color model resembles the color sensing properties of human vision. Thus, it is more suitable to color image analysis than other color models. However, the hue (H) component is a periodic angular signal, to which the conventional signal processing algorithms cannot be applied without producing artifacts. We have developed an algorithm of generalized filtering operations on the angular signals, such as hue images. The developed method divides the input angular data into four groups according to the sign of filter coefficients and the range of angular signals. Each group is processed separately, and the results from the four groups are combined together. In order to verify our algorithm, we have applied it to the spatial smoothing and gradient processing of hue images.
Introduction
There are many different color spaces, such as RGB for image display, YCbCr for image compression, CMY for printing, and YIQ for NTSC TV broadcasting. 1, 2 However, the color spaces mentioned above are different from human color perception. For example, RGB signals are highly correlated, and it is not possible to evaluate the similarity of two colors only based on the distance in the RGB color space. The hue saturation intensity ͑HSI͒ color space is based on the color sensing properties of human vision. 1, 2 Thus, it is more suitable to color image analysis and processing than other color spaces.
The conversion formulas from RGB or other color spaces to HSI color space are very nonlinear. The nonlinear conversion makes the noise distribution in HSI color space highly nonuniform. Particularly, when the intensity or saturation value is small, the noise in the corresponding hue value is large. Therefore, reducing the noise level in the hue image is desired before any image processing. 3, 4 In addition, robust and accurate image segmentation is essential for many imaging and video applications including MPEG-4 encoding, and filtering operations are keenly needed in color image analysis and segmentation. However, the hue component is an angular signal with a period of 2 ͑360°͒. Thus, the conventional algorithms cannot be applied to angular data without generating artifacts. Nikolaidis and Pitas have developed a nonlinear processing method 5 to overcome the periodic property of the angular signal. The nonlinear method required a heavy computation and a limitation with filter coefficients and a lack of gradient directional information. Therefore, we have developed a new generalized filtering method to perform spatial filtering, for example, noise reduction and gradient operations on angular data.
In this paper, characteristics of angular signal and hue images are described in Sec. 2. Our generalized filtering operations are explained in Sec. 3. Simulation results for evaluation of the algorithm performance and comparison with other methods are shown in Sec. 4. Finally, Sec. 5 gives conclusions.
Characteristics of Hue Images

HSI Model
Many researchers have used the HSI color model for image segmentation and edge detection. 6, 7 Because many color sensors capture images in RGB, the HSI color values are obtained from the RGB color space with the following conversion formulas 1 :
where min͑͒ denotes the minimum function. In these equations, the ranges of S, I, R, G, and B are ͓0, 1͔, whereas H is in degrees with the range of ͓0, 2͔. The hue value in Eq. ͑1͒ is given in 0рHр, but H has to be greater than when BϾG. So the correct H value is redefined as 2 ϪH if BϾG.
Noise Characteristics
Since color images are usually acquired in RGB, the noise in HSI images generally comes from two sources, i.e., the original noise in RGB images and the truncation error introduced during conversion from RGB to HSI. When the floating-point computation is used, the truncation error in-curred during this conversion can be negligible. Let us assume that the original noise in the RGB image has a zeromean Gaussian distribution and the noise is uncorrelated spatially in each RGB component. Then, the noise in H has a kind of Cauchy distribution. 3, 8 Figure 1 is the experimental result from our earlier work, 3 showing the noise variance of H with respect to the intensity ͑I͒ and saturation ͑S͒ values. In this experiment, the zero-mean Gaussian noise with the variance of 9 was added to the test RGB image, the noise-added RGB image was converted to an HSI image, and the noise in the H component image was analyzed.
Problems with Hue Signal Processing
The periodic characteristic of an angular H signal causes the following three problems in processing.
Rounding effect
Since H is the counterclockwise angle with respect to the red color, both 0 and 2 ͑360°͒ represent the same red color. The hue values with 8-bit resolution are obtained by mapping 0ϳ2 to 0ϳ255. Both the values of 0 and 255 correspond to the similar red color. In conventional signal processing, however, the values of 0 and 255 are supposed to be most different. Thus, performing conventional processing on the hue values introduces some artifacts, called rounding effect. The rounding effect is different from random noise, since it is correlated with the neighboring signals. Figure 2 is the hue component of a test color image with a lot of white and black dots with abrupt boundaries, which are caused by the rounding effect. Both the white and black dots generally correspond to the red color in the original RGB image.
Averaging and smoothing of angular signals
Conventional averaging and smoothing operations for line signals cannot be applied directly in processing angular signals. Figure 3 shows an example of averaging two hue values. For example, if two hue values of V 1 and V 2 are 20 and 200 in 8 bits, respectively, the conventional mean of these two values is mean1ϭ(20ϩ200)/2ϭ110. However, both V 1 and V 2 are closer to red than to cyan as shown in Fig. 3 . Therefore, the mean value should be closer to red than to cyan. The better mean of V 1 and V 2 would be mean2 where mean2ϭ ((20ϩ256) 
The averaging of more than two hue values is more complicated than the case of two values. In addition, the smoothing of angular signals with various filter coefficients is not simple. Since the averaging and smoothing operations are common in image processing, correctly performing the averaging and smoothing of hue values without creating artifacts is important.
Distance between two angular signals
The distance between two line signals is equal to their arithmetic difference. But the distance between two angular 
Generalized Filtering Operations for Hue Images
As described in Sec. 2, the conventional algorithms for line signals cannot be used to process hue images. A nonlinear processing method proposed by Nikolaidis and Pitas 5 for smoothing a hue image is ͑1͒ to decompose it into x ͑co-sine͒ and y ͑sine͒ components, ͑2͒ to perform the smoothing operation on x and y separately, and ͑3͒ to combine the processed x and y components into one smoothed hue image. However, the computational costs required by this method are relatively high.
Nikolaidis and Pitas also introduced several edge operations for angular signals. 5 They defined a circular range as the length of the smallest arc that included all the sample observations within a window. The circular range of N angular data was evaluated as:
where T k are measures of the arcs between adjacent angular data. Since the above circular range has poor performance when acting on noisy angular signals, they further defined an extension of the circular range, i.e., a circular quasirange ͑CQR͒. The CQR i of order i (0рiϽ(NϪ1)/2) for N angular observations ͑N odd͒ can be found by evaluating the circular range and stripping out i data points from each of the two ends of the arc . The Nikolaidis and Pitas' methods utilized the signal dispersion within a window for edge detection, with which a gradient direction cannot be measured. The gradient direction is useful in image analysis, such as edge enhancement, feature extraction, and object tracking. In order to address the problems with hue signal processing in Sec. 2.3 and to make further improvement on the Nikolaidis and Pitas' method, we have developed an algorithm of generalized filtering operations on angular signals, e.g., hue images. 
We restrict the range of angular signals to be either ͓0, ͔ or ͓, 2͔ so that we can manipulate the angular signals like line signals without any rounding effect. Also, the filter coefficients of this function are restricted to be nonnegative to avoid any subtraction among multiple angular signals. Therefore, the weighted sum operation in Eq. ͑5͒ is the same as the conventional operation for line signals when the filter coefficients are all positive.
Weighted Distance Between Two Angular Signals
For any two angular signals, v 1 and v 2 , with nonnegative weighted coefficients of a 1 and a 2 , we define their weighted distance as:
The weighted distance operation is also the same as the conventional operation for line signals except the consideration of rounding effect.
Based on these two functions, our generalized filtering algorithm consists of four steps:
1͒ Divide the input angular signal within the filter window into four groups ͑PP, PN, NP, and NN͒ according to the sign of a i and the range of v i as shown in Table 1 . We can determine the filter coefficients, a i , according to any filter applications such as low-pass filter, high-pass filter, and edge detection.
2͒ Compute the weighted mean for each group by applying Eq. ͑5͒. Then, we get four mean values corresponding to the four groups, i.e., F PP , F PN , F NP and F NN . 
F PN , F NP , and F NN can be computed in the same way as F PP .
3͒ By applying Eq. ͑5͒, compute the weighted means, F P and F N , which correspond to the positive and negative filter coefficients, respectively:
and MOD denotes a modulo operation.
4͒ By applying Eq. ͑6͒, compute the weighted distance of the two values from Step 3͒.
where AϭA P ϩA N .
In the first step, we divide the angular signal into four groups so that we can avoid the rounding effect for each group. Moreover, the signal in each group falls into either ͓0, ͒ or ͓, 2͒, and all filter coefficients in each group are either positive or negative. The second step generates the weighted sum for each group. In the third step, F PP and F PN are integrated into F P where the filter coefficients of F PP and F PN are positive. In the same way, F N is obtained from F NP and F NN . At last, the weighted distance is computed between F P and F N to get the final filtered result, F.
Simulations: Applications to Smoothing and Gradient Operations
In order to show the capability of our generalized filtering algorithm and to demonstrate the problems with using the conventional methods in processing angular signals, we applied our generalized filtering method to low-pass filtering and gradient operation for 1D angular signals and 2D hue images. In addition, our generalized filtering method was compared with the nonlinear processing method proposed by Nikolaidis and Pitas 5 with respect to the computational complexity and the edge detection error rate.
Smooth Filtering
In the 1D experiment, we extracted the 30th row from the hue component of the ''Lego car'' color image shown in Fig. 2 . We applied the conventional filtering method, the nonlinear processing method, and our generalized filtering method to it, where a 5-tap boxcar filter was used. In Fig.  5͑a͒ , the original hue values in this row are mostly in ͓0, 30͔ and ͓150, 255͔ ranges. Figures 5͑c͒ and 5͑d͒ are the outputs of the nonlinear processing method and our method, respectively where both curves become smoother, but maintain its shape and value ranges. However, Fig.  5͑b͒ , which is the output of the conventional line-signal filtering, is quite different from the original signal because the conventional line-signal filtering ignores the periodic nature of angular signals. Figure 6 shows the experimental results of a 5ϫ5 boxcar smoothing filter applied to the hue image of Fig. 2 . The conventional method smoothes the image without any consideration of the periodic nature of hue values as shown in Fig. 6͑a͒ . For example, the conventional averaging of similar red colors of 0 and 254 results in a cyan color with 127. However, the nonlinear processing method and our generalized filtering method consider the hue's periodicity so that more reasonable output images can be obtained as shown in Figs. 6͑b͒ and 6͑c͒ .
Although the nonlinear processing method and our generalized method provide similar results, the computational complexity of our method is much lower than that of the nonlinear processing method. Table 2 shows the computation times of the conventional filtering method, the nonlinear processing method, and our generalized filtering method for 3ϫ3, 5ϫ5, and 7ϫ7 boxcar smoothing filter kernels. The filtering operations were performed with Pentium II 450 MHz processor and the image size was 320 ϫ240.
Gradient Operation
We also conducted the gradient operation on both the 1D angular signal and the 2D hue image. In this experiment, the derivative of Gaussian ͑DOG͒ gradient kernel was used for the conventional filtering method and our generalized filtering method, whereas the boxcar window was used for the nonlinear processing method of the circular quasirange ͑CQR͒ because arbitrary-magnitude filter coefficients cannot be applied to the CQR ͑Ref. 5͒. The 2D horizontal and vertical DOG filter kernels are given as:
where is 1.5 and the kernel size is 5 for the 1D signal and 5ϫ5 for the 2D hue image. When two gradient operations in the horizontal and vertical directions are applied to an image, the gradient magnitude and direction of the image are obtained as follows:
where Mag and Dir are the gradient magnitude and direction, respectively, and F x and F y are the horizontal and vertical gradients, respectively computed by using kernels in Eq. ͑11͒. In order to evaluate the edge detection accuracy of the gradient operations, the edge detection error rate was measured for the conventional gradient operation, the CQR, and our generalized method. The edge detection error rate is defined as follows 5 :
where P F (T) is the probability of a non-edge point to be classified as an edge for a given threshold T, P ND (T) is the probability an edge point not to be detected as such, and P D (T) is the probability that an edge point is detected as such.
The same synthesized image as Nikolaidis and Pitas used in their paper 5 is used in this simulation to measure the edge detection error rate. The RGB image has a step edge in the horizontal direction of the red and green components as Red͑i, j ͒ϭ ͭ 80, 0рiϽ240, 0р jϽ160 50, 0рiϽ240, 160р jϽ320
Green͑i, j ͒ϭ ͭ 50, 0рiϽ240, 0р jϽ160 80, 0рiϽ240, 160р jϽ320 ͑15͒
Blue͑i, j ͒ϭ20, for all ͑ i j͒ where the image size is 320ϫ240.
The most common type of noise that is found within images is Gaussian noise as the result of electronic noise present in electronic cameras and sensors. 3 Thus, zero- mean Gaussian noise was used to contaminate independently each of the RGB color component images, where noise variance was 15. The hue image, which is shown in Fig. 7͑a͒ , was obtained by the conversion function in Eq. ͑1͒. Figures 7͑b͒, 7͑c͒ , and 7͑d͒ are the gradient images from the conventional method, the CQR, and our generalized filtering method, respectively. In this simulation, the window size of the CQR was 5ϫ5, and the order of the CQR was 6, which provided the best edge detection error rate among various orders. 5 The gradient filter kernels for the conventional filtering method and our generalized filtering method are 5ϫ5 DOG as shown in Eq. ͑11͒. In order to assess the performance of different gradient operations, the minimum edge detection error rates R min ϭR(T opt ) were obtained, where the optimum threshold T opt is the one that Park, Cheng, and Kim: Generalized filtering operations . . . Figure 8 shows the minimum edge detection error rates with respect to the variance of noise added to the RGB images. In our experiments, the threshold value was optimized for each gradient image. This simulation result shows that our generalized gradient operation has the lowest edge detection error rate. Figure 9 shows the results of the 5ϫ5 gradient operation on the test hue image of Fig. 2 . The CQR of Fig. 9͑b͒ was measured with the window size of 5ϫ5 and the order of 6. The strong gradients with small closed contours in Fig. 9͑a͒ , which are not present in Figs. 9͑b͒ and 9͑c͒, are incorrect gradients due to the improper gradient operation. For example, the conventional operation generates a strong edge value of 220 on the boundary of a slightly bluish red with 240 and a slightly greenish red with 20. However, the gradient operation with our algorithm results in a dim edge value of 36 since these two colors are not quite different. Table 3 shows the computation times of three gradient operations for 3ϫ3, 5ϫ5, and 7ϫ7 filter kernels. When the window size is 7ϫ7, our generalized filtering method is about 40 times as fast as the CQR. In these experiments, the orders of CQR were 2, 6, and 9 for the filter kernels of 3ϫ3, 5ϫ5, and 7ϫ7, respectively. The computation times of the CQR were not sensitive to the order values. These experiments were performed with Pentium II 450 MHz processor and the image size was 320ϫ240.
minimizes R(T).
Conclusions
This paper identifies problems with processing angular signals and proposes a generalized filtering algorithm to address these problems. We have also applied the developed algorithm to handling hue images. The generalized filtering algorithm can be used with arbitrary filter kernels. Thus, it is possible to integrate the filtered angular and line signals. For example, color image gradients can be obtained by combining the gradients of H ͑angular signal͒, S ͑line signal͒, and I ͑line signal͒, which have been separately filtered with the same gradient kernels. Also, the gradient magnitude as well as direction can be measured by our generalized filtering method. In addition, the generalized filtering algorithm is computationally efficient compared with the nonlinear processing method proposed by Nikolaidis and Pitas. 5 
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