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Abstract
We consider stationary axisymmetric solutions of the Euler-Poisson
equations, which govern the internal structure of barotropic gaseous stars.
We take the general form of the equation of states which cover polytropic
gaseous stars indexed by 6/5 < γ < 2 and also white dwarfs. A generic
condition of the existence of stationary solutions with differential rotation
is given, and the existence of slowly rotating configurations near spher-
ically symmetric equilibria is shown. The problem is formulated as a
nonlinear integral equation, and is solved by an application of the infi-
nite dimensional implicit function theorem. Oblateness of star surface
is shown and also relationship between the central density and the total
mass is given.
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1 Introduction
We consider the Euler-Poisson equations
∂ρ
∂t
+∇ · (ρv) = 0, (1.1a)
ρ
(∂v
∂t
+ (v · ∇)v
)
+∇P = −ρ∇Φ, (1.1b)
△Φ = 4πGρ (1.1c)
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on (t, x) = (t, x1, x2, x3) ∈ [0, T [×R3. We assume
(A): P is a smooth function of ρ > 0, 0 < P, 0 < dP/dρ for ρ > 0, and
there is a smooth function Λ defined on R such that Λ(0) = 0 and
P = Aργ(1 + Λ(Aργ−1)) for ρ > 0 (1.2)
with positive constants A, γ such that 1 < γ < 2.
We put
ν :=
1
γ − 1 , (1.3)
while 1 < ν < +∞.
Supposing that the support of ρ(t, ·) is compact, we replace (1.1c) by
Φ(t, x) = −G
∫
ρ(t, x′)
|x− x′|dx
′. (1.4)
Let us use the spherical polar co-ordinates
x1 = r
√
1− ζ2 cosφ, x2 = r
√
1− ζ2 sinφ, x3 = rζ. (1.5)
We seek rotating axisymmetric stationary solutions
ρ = ρ(r, ζ), v = −Ωx2 ∂
∂x1
+Ωx1
∂
∂x2
on {ρ > 0} (1.6)
where the angular velocity Ω is a given continuous function of ̟ = r
√
1− ζ2 =√
(x1)2 + (x2)2. Moreover we consider equatorially symmetric ρ, that is,
ρ(r,−ζ) = ρ(r, ζ) for ∀ζ ∈ [−1, 1]. (1.7)
The support of the density is unknown a priori. This is a free boundary problem.
When Ω = 0, the problem has spherically symmetric solutions that satisfy the
Lane-Emden equation.
The study of self-gravitating rotating figures is a classical subject in celestial
mechanics, astrophysics and mathematics. It goes back to Newton, Maclaurin,
Jacobi, Poincare´ and many others [6]: they studied the existence, oblateness,
stability questions for uniformly rotating masses with the homogeneous density
(incompressible). In the case of gas-like fluids, the compressibility must be taken
into account, and much less is known even now.
The first attempts to construct axisymmetric rotating solutions to the above
compressible Euler-Poisson equations were made by astrophysicists E. A. Milne
[20], H. von Zeipel [24] in early 1920’s and S. Chandrasekhar [4], L. Lichtenstein
[16] in 1933 based on some perturbative methods.
A mathematically rigorous treatment of the problem was initiated by J. F. G.
Auchmuty and R. Beals [2] in 1971 using the formulation as variational problems
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to minimize the energy under the given total mass and the total angular momen-
tum. Along this line, a lot of interesting progress has been made by many math-
ematicians on the existence, oblateness and stability [1, 3, 7, 8, 9, 15, 17, 18].
However, such a variational method essentially requires 4/3 < γ.
In [13], we studied the problem by a non-variational approach, which is a
natural justification of the perturbation method adopted by astrophysicists after
S. Chandrasekhar [4]. We constructed slowly rotating solutions with small con-
stant angular velocities for 6/5 < γ ≤ 3/2 by directly perturbing the unknown
enthalpy function around the harmonic extension of spherically symmetric Lane-
Emden solutions via the contraction mapping principle.
After we completed our work [13], we were acquainted with the pioneering
work by U. Heilig [12] in 1994, which is a rediscovery of the old work by L.
Lichtenstein [16] in 1933. Their method is also non-variational, but the formu-
lation is different from ours. They are seeking a mapping from the domain of
the unperturbed configuration (e.g., the ball of spherically symmetric equilib-
rium) to the domain of perturbed configuration with the angular velocity which
is near to that of the unperturbed one (e.g., small angular velocity) using the
level surface of the density. Recently W. A. Strauss and Y.-L. Wu, [23] modified
the framework of U. Heilig [12] and L. Lichtenstein [16] to show the existence
of rotating solutions with given total mass independent of the rotation speed.
The goal of this article is two-fold. The first one is to introduce a general
implicit function theorem framework for our formulation where we directly per-
turb the enthalpy function as unknown. As a result, new solutions could be
obtained not only near the Lane-Emden solutions but also near other nearby
axisymmetric solutions. The second goal is to remove the restriction of γ in the
previous work [13] and to treat more general pressure laws. A new framework
allows us to show the existence of slowly rotating stars for 6/5 < γ < 2 including
both uniform rotation and differential rotation, and also to show the existence
of slowly rotating white dwarfs.
As in many other applications of the implicit function theorem, a key is the
invertibility of the main linear operator, which is equivalent to the triviality of
the kernel. That was the key point in our previous work [13], and we found that
its parallelism played an important role also in the work by U. Heilig [12] and L.
Lichtenstein [16]. In this article, inspired by U. Heilig and L. Lichtenstein, we
give a new proof of the validity of the key kernel condition near the spherically
symmetric equilibria.
As a final remark of the introduction we would like to mention that our result
yields a family of solutions of the same total mass. The central density is a free
parameter that we fix in our construction. By a simple scaling argument, our
solutions are parameterized by the central density ρO and the angular velocity
squared Ω2. The total mass M =M(ρO,Ω2) is then determined for the unique
configuration of ρO and Ω
2. In Section 6 we show that the central density is
uniquely determined by the total mass for each given Ω2, provided that γ 6= 4/3
and Ω2/ρO is sufficiently small. In particular, it implies that for fixed total
mass M¯ = M(ρ¯O, 0), there exists a continuous curve C : Ω2 → ρO defined for
sufficiently small Ω2 ≪ 1 such that M(C(Ω2),Ω2) = M¯ and C(0) = ρ¯O.
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This article proceeds as follows. Section 2 is devoted to the explanation of
notations and the formulation of the problem. The problem is formulated as
an integral equation as in [13], and the Fre´chet derivative of the nonlinear inte-
gral operator to be considered is carefully analyzed under the wider condition
1 < ν < ∞, where ν = 1/(γ − 1). (We discussed the case with ν ≥ 2 in the
previous work [13].) In Section 3 we shall state and prove the main results.
A generic condition of the existence of differentially rotating configurations is
given, and the existence of slowly rotating configurations near spherically sym-
metric equilibria is given. In Section 4 we shall discuss a property of rotating
configurations at the origin. In Section 5 we give the oblateness of the surface of
slowly rotating configurations near spherically symmetric equilibria. In Section
6 we provide the relationship between the total mass and the central density,
and prove that the central density is uniquely determined by the total mass as
long as γ 6= 4/3. Lastly, in Section 7 we discuss the framework when the angular
momentum is prescribed instead of the angular velocity.
2 Notations and problem setting
First of all we shall use the notations
a ∨ b := max(a, b), a ∧ b := min(a, b)
for numbers a, b and we denote u ∨ 0 : ξ 7→ u(ξ) ∨ 0 for a function u : ξ 7→ u(ξ),
that is,
(u ∨ 0)(ξ) =
{
u(ξ) if u(ξ) ≥ 0
0 if u(ξ) < 0
.
If a function f of r, ζ such that f(0, ζ) = f(0, 0)∀ζ ∈ [−1, 1] is given, we
define the function f ♭ of x = (x1, x2, x3) by
f ♭(x) = f(r, ζ)
with (1.5), that is,
r =
√
(x1)2 + (x2)2 + (x3)2, ζ =
x3√
(x1)2 + (x2)2 + (x3)2
.
We define
Kf(r, ζ) = 1
4π
∫ 1
−1
∫ ∞
0
K(r, ζ, r′, ζ′)f(r′, ζ′)r′2dr′dζ′ (2.1)
with
K(r, ζ, r′, ζ′) =
∫ 2π
0
dβ√
r2 + r′2 − 2rr′(
√
1− ζ2
√
1− ζ′2 cosβ + ζζ′)
(2.2)
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while
K♭g(x) = 1
4π
∫
g(x′)
|x− x′|dx
′. (2.3)
Then
K♭f ♭ = (Kf)♭
and
−△(K♭g) = g.
Given R > 0, we shall denote
B(R) = {x ∈ R3 | |x| ≤ R}. (2.4)
The Euler-Poisson equations (1.1a),(1.1b),(1.4) under the ansatz (1.6) read
−ρ(1− ζ2)rΩ2 + ∂P
∂r
= −ρ∂Φ
∂r
, (2.5a)
ρζr2Ω2 +
∂P
∂ζ
= −ρ∂Φ
∂ζ
(2.5b)
Φ = −4πGKρ. (2.5c)
We introduce the enthalpy variable u by
u =
∫ ρ
0
dP
ρ
. (2.6)
Then
u =
γA
γ − 1ρ
γ−1(1 + Λu(Aρ
γ−1)), (2.7)
⇔
ρ =
(γ − 1
γA
)ν
uν(1 + Λρ(u)). (2.8)
Here
Λu(ξ) =
1
ξ
∫ ξ
0
Λ1(ξ
′)dξ′,
while
Λ1(ξ) =
[
1 +
γ − 1
γ
ξ
d
dξ
]
Λ(ξ).
We see Λu(0) = Λ1(0) = 0.
The system (2.5a),(2.5b) reduces to
−(1− ζ2)rΩ2 + ∂u
∂r
= −∂Φ
∂r
, (2.9a)
ζr2Ω2 +
∂u
∂ζ
= −∂Φ
∂ζ
, (2.9b)
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on {ρ > 0}, which is equivalent to
Φ + u = B(r
√
1− ζ2) + Const., (2.10)
where
B(̟) :=
∫ ̟
0
Ω(̟′)2̟′d̟′. (2.11)
Let us introduce the parameters uO > 0, which should mean the central
enthalpy u(0, 0), and
a =
1√
4πG
(
Aγ
γ − 1
) 1
2(γ−1)
u
− 2−γ
2(γ−1)
O
, (2.12)
and let us put
b(̟) = u−1
O
B(a̟). (2.13)
Then by the scale change x 7→ x/a, r 7→ r/a, u 7→ u/uO, the problem reduces to
the integral equation
u = g+ G(u), (2.14)
where
g(r, ζ) = b(r
√
1− ζ2) (2.15)
G(u) = 1 +K(f ◦ u)−K(f ◦ u)(0, 0), (2.16)
f(u) = (u ∨ 0)ν(1 + Λρ(uOu)). (2.17)
Let r∞ > 0.
Since
∇g♭ = x1
̟
db
d̟
∂
∂x1
+
x2
̟
db
d̟
∂
∂x2
,
we see that ∇g♭ ∈ C(B(r∞)) if b ∈ C1([0, r∞]) and db
d̟
= 0 at ̟ = 0. So, we
consider the Banach space
B := {b ∈ C1([0, r∞]) | db
d̟
= 0 at ̟ = 0} (2.18)
endowed with the norm
‖b‖B = ‖b‖L∞(0,r∞) +
∥∥∥ db
d̟
∥∥∥
L∞(0,r∞)
. (2.19)
Note that if Ω ∈ C([0, ar∞]) then b ∈ B and
‖b‖B ≤ 1
4πG
(
Aγ
γ − 1
) 1
γ−1
u
− 1
γ−1
O
(r2∞
2
+ r∞
)
‖Ω‖2L∞(0,ar∞). (2.20)
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We consider the integral equation (2.14) in the Banach space
E = {u ∈ C([0, r∞]× [−1, 1]|u(0, ζ) = u(0, 0),
u(r,−ζ) = u(r, ζ)∀ζ ∈ [−1, 1]∀r ∈ [0, r∞]} (2.21)
endowed with the norm
‖u‖E = ‖u‖L∞([0,r∞]×[−1,1]) (2.22)
Given u ∈ E, for which the support of u♭ may not be a compact subset of
the interior of the ball B(r∞), we define G(u) by
K(f ◦ u)(r, ζ) = 1
4π
∫ 1
−1
∫ r∞
0
K(r, ζ, r′, ζ′)f(u(r′, ζ′))r′2dr′dζ′ (2.23)
instead of (2.1) with f = f ◦ u.
Then the Fre´chet derivative DG(u) is given by
DG(u)h = K(f′ ◦ u · h)−K(f′ ◦ u · h)(0, 0), (2.24)
where
f
′(u) = ν(u ∨ 0)ν−1(1 + Λρ′(uOu)), (2.25)
Λρ′(ξ) =
[
1 +
1
ν
ξ
d
dξ
]
Λρ(ξ). (2.26)
We see Λρ′(0) = 0.
See [13, Proposition 1]. Actually [13, Lemma 3] is valid even if ν < 2, that
is,
Lemma 1 Let 1 < ν < ∞. Let M < ∞ be fixed and let |u|, |u + h| ≤ M , and
put
((u + h) ∨ 0)ν − (u ∨ 0)ν = ν(u ∨ 0)ν−1h+R(u, h). (2.27)
Then there is a constant C depending on M such that
|R(u, h)| ≤ C|h|ν∧2. (2.28)
Proof. It is easy to verify
|(1 + x)ν−1 − 1| .
{
|x| for |x| ≤ 1
xν−1 for 1 ≤ x.
Then it follows that
|(1 + x)ν − 1− νx| .
{
|x|2 for |x| ≤ 1
xν for 1 ≤ x.
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Now we consider
∆ρ := ((u + h) ∨ 0)ν − (u ∨ 0)ν .
Case-(00): Suppose u > 0 and u+ h > 0. Then
∆ρ = (u+ h)ν − uν = uν
((
1 +
h
u
)ν
− 1
))
=
=

u
ν
(
ν hu +O
(∣∣∣hu ∣∣∣2)) for |h| ≤ u
uν
(
ν hu +O
(∣∣∣hu ∣∣∣ν)) for u ≤ h
=
{
νuν−1h+ O(uν−2|h|2) for |h| ≤ u
νuν−1h+ O(|h|ν) for u ≤ h
= νuν−1h+O(|h|ν∧2),
where we have used the following estimates: Let |h| ≤ u; When 2 ≤ ν, then
uν−2|h|2 ≤Mν−2|h|2;
When 1 < ν < 2, then
uν−2|h|2 =
∣∣∣h
u
∣∣∣2−ν |h|ν ≤ |h|ν .
Case-(01): Suppose u > 0 but u+ h ≤ 0. Then ∆ρ = −uν. But 0 < u ≤ −h
implies |u| ≤ |h| and
|∆ρ| ≤ |h|ν . |h|ν∧2,
provided that |h| ≤ |u+ h|+ |u| ≤ 2M when ν > 2 and ν ∧ 2 = 2. On the other
hand,
|ν(u ∨ 0)ν−1h| ≤ νuν−1|h| ≤ ν|h|ν .
Case-(10): Suppose u ≤ 0 but u+h > 0. Then ∆ρ = (u+h)ν, 0 < u+h ≤ h,
and (u ∨ 0) = 0.
Case-(11): Suppose u ≤ 0 and u+ h ≤ 0. Then ∆ρ = 0 and (u ∨ 0) = 0, no
problem. 
Similarly we have
Lemma 2 Let 1 < ν <∞. Let M <∞ be fixed and let |u|, |u+ h| ≤M . Then
|((u + h) ∨ 0)ν−1 − (u ∨ 0)ν−1| ≤ C|h|(ν−1)∧1. (2.29)
Here C is a constant depending on M .
Proof. Put
∆q = ((u + h) ∨ 0)ν−1 − (u ∨ 0)ν−1.
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Case-(00): Suppose u > 0, u+ h > 0. Then
∆q = uν−1
((
1 +
h
u
)ν−1
− 1
)
. uν−1 ×


∣∣∣hu ∣∣∣ for ∣∣∣hu ∣∣∣ ≤ 1(
h
u
)ν−1
for hu ≥ 1
=
{
uν−2|h| for |h| ≤ u
hν−1 for h ≥ u.
But, when 1 < ν ≤ 2, then
uν−2|h| =
(1
u
)2−ν
|h| ≤
( 1
|h|
)2−ν
|h| = |h|ν−1,
provided that |h| ≤ u; when 2 ≤ ν, then
uν−2|h| ≤Mν−2|h| =Mν−2|h|(ν−1)∧1.
Case-(01): Suppose u > 0, u+ h ≤ 0. Then ∆q = −uν−1. But 0 < u ≤ −h
implies |u| ≤ |h| and |∆q| ≤ |h|ν−1.
Case-(10): Suppose u ≤ 0, u+ h > 0. Then ∆q = (u+ h)ν−1, 0 < u+ h ≤ h
sot hat 0 < ∆q ≤ hν−1.
Case-(11): Suppose u ≤ 0, u+ h ≤ 0. Then ∆q = 0, no problem. 
3 Results
Let us fix r∞ > 0 . We suppose that a function b ∈ B and a positive number
uO are given. ( In order to give b ∈ B, it is sufficient to give Ω ∈ C([0, r∞]).)
We are considering the integral equation (2.14) on the Banach space E. We
shall find a solution u ∈ E which satisfies the following two conditions:
(a1): It holds
∂u
∂r
< 0
for r0 ≤ r ≤ r∞, |ζ| ≤ 1, r0 being a small positive number;
(a2): There exists a continuous function R(ζ) of |ζ| ≤ 1 such that r0 <
R(ζ) < r∞ ∀ζ ∈ [−1, 1] and
u(r, ζ) > 0 for 0 ≤ r < R(ζ)
u(r, ζ) = 0 for r = R(ζ)
u(r, ζ) < 0 for R(ζ) < r ≤ r∞;
Here r0 is the positive number in (a1)
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Here we have noted that the continuous derivative ∂u/∂r exists on 0 < r ≤
r∞, |ζ| ≤ 1. Actually u♭ satisfies
u♭ = g♭ + 1 +K♭(f ◦ u♭)−K♭(f ◦ u♭)(O),
Here we consider
K♭(f ◦ u♭)(x) = 1
4π
∫
|x′|≤r∞
f(u♭(x′))
|x− x′| dx
′
instead of (2.3) with g = f ◦ u♭. Therefore as well-known K♭(f ◦ u♭) ∈ C1(R3)
and
|∇K♭(f ◦ u♭)| ≤ C‖u‖νE.
Since g♭ ∈ C1, this implies u♭ ∈ C1(B(r∞)) and
∂u
∂r
=
x · ∇u♭
r
∈ C(0 < r ≤ r∞, |ζ| ≤ 1).
Definition 1 We shall call a solution u ∈ E of (2.14) which satisfies the above
conditions (a1) (a2) an admissible solution of (2.14) with parameters b, uO.
Let u be an admissible solution. Put
R = {x ∈ B(r∞)| u♭(x) > 0}
and
S = ∂R = {x|u♭(x) = 0}.
Then S is a compact C1-surface in the Euclidean space R3, since u♭ ∈ C1.
The physical vacuum boundary condition is
−∞ < ∂u
♭
∂N
∣∣∣
S
< 0,
where N is the unit normal vector outer with respect to the domain R = {u♭ >
0}. So,
∂u♭
∂N
= −|∇u♭|.
But we see
|∇u♭|2 =
(∂u
∂r
)2
+
1− ζ2
r2
(∂u♭
∂ζ
)2
> 0
along S, since ∂u/∂r < 0 on r0 ≤ r ≤ r∞, and r0 < R(ζ) < r∞. That is, any
admissible solution satisfies the physical vacuum boundary condition.
We consider the following Heilig-Lichtenstein condition (HL):
Definition 2 Let r∞ > 0 be fixed. A function u ∈ E is said to satisfy the
condition (HL) if
h ∈ E and h = DG(u)h ⇒ h = 0. (3.1)
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We claim the following
Theorem 1 Let r∞ > 0. Let u¯ ∈ E be an admissible solution of (2.14) with
parameters b¯, u¯O. Here b¯ ∈ B and u¯O > 0. Suppose that u = u¯ enjoys the
condition (HL) . Then there exist small positive constants δ, ǫ such that for
(b, uO) ∈ B×R such that ‖b− b¯‖B+ |uO− u¯O| ≤ δ there is a unique admissible
solution u with parameters b, uO which enjoys (HL) such that ‖u − u¯‖E ≤ ǫ,
and (b, uO) 7→ u is continuous.
In order to prove Theorem 1 we shall apply the following implicit function
theorem:
Implicit function theorem ([11, Theorem 15.1]): Let X,Y, Z be Ba-
nach spaces, U ⊂ X and V ⊂ Y neighborhood of x0 and y0 respectively.,
F : U × V → Z continuous and continuously differential with respect to y.
Suppose also that F (x0, y0) = 0 and F
−1
y (x0, y0) ∈ L(Z, Y ). Then there exists
balls B¯r(x0) ⊂ U, B¯δ(y0) ⊂ V and exactly one map T : Br(x0) → Bδ(y0) such
that Tx0 = y0 and F (x, Tx) = 0 on Br(x0). This map T is continuous.
Proof of Theorem 1. The equation (2.14) can be written as
F(b, uO, u) = 0, (3.2)
where
F(b, uO, u) = u− g− G(u). (3.3)
Then F(b, uO, u) and DuF(b, uO, u) are continuous on
{(b, uO, u) ∈ B× R× E | ‖b− b¯‖B + |uO − u¯O|+ ‖u− u¯‖ ≤ δ0 ≪ 1}.
Here
DuF(b, uO, u) = I −DG(u), (3.4)
DG(u)h = K(f′ ◦ u · h)−K(f′ ◦ u · h)(0, 0). (3.5)
As for the continuity of DuF with respect to u, see Lemma 2.
Hence if the condition (HL) holds, then Ker(I−DG(u¯)) = {0}. Since DG(u¯)
is a compact operator in E, this implies that there exists the bounded linear
inverse (I −DG(u¯))−1. Then the implicit function theorem [11, Theorem 15.1]
can be applied: for ‖b − b¯‖B + |uO − u¯O| ≤ δ there exists a unique solution
u ∈ E of (3.2) such that ‖u− u¯‖E ≤ ǫ. Then we have
|∇u♭ −∇u¯♭| ≤ |∇g♭ −∇g¯♭|+ C‖u− u¯‖E ≤ C′(δ + ǫ).
Since we can assume that δ′ = C′(δ + ǫ) is sufficiently small, we can assume
that ∣∣∣∂u
∂r
− ∂u¯
∂r
∣∣∣ ≤ |∇u♭ −∇u¯♭| ≤ δ′
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implies the condition (a1), since
∂u¯
∂r
≤ − 1
C
< 0 uniformly for r0 ≤ r ≤ r∞, |ζ| ≤ 1.
Moreover the implicit function theorem guarantees that for any ζ ∈ [−1, 1] the
equation u(r, ζ) = 0 admits a unique continuous solution r = R(ζ) such that
|R(ζ)− R¯(ζ)| ≤ ǫ′, r0 < R(ζ) < r∞,
ǫ′ being small. Thus the condition (a2) holds.
Let us verify that u enjoys the condition (HL), provided that ǫ is sufficiently
small. The bounded inverse (I −DG(u¯))−1 exists and the solution u satisfies
‖(DG(u)− G(u¯))h‖E = ‖K(f′ ◦ u− f′ ◦ u¯) · h‖E
≤ C‖u− u¯‖(ν−1)∧1
E
‖h‖E,
thanks to Lemma 2. Therefore the operator
U := (I −DG(u¯))−1(DG(u)−DG(u¯))
enjoys the estimate of the operator norm
|‖U‖|E;E ≤ ǫ′ < 1,
provided that ‖u− u¯‖E ≤ ǫ is sufficiently small. Then the Neumann series gives
the existence of the bounded inverse
(I −DG(u))−1 = (I − U)−1(I −DG(u¯))−1,
a fortiori, the condition (HL) for u.
This completes the proof. 
Theorem 2 Let uO > 0 be fixed. Suppose that the solution u(r) of the initial
value problem of the ordinary differential equation
− 1
r2
d
dr
r2
du
dr
= f(u), (3.6)
u = 1 +O(r2) as r→ +0 (3.7)
exists to be positive on 0 < r < R and u(r) → 0 as r → R − 0. Choose r∞
such that R < r∞. Then we can extend u(r) onto [0, r∞] so that the extension
is an admissible solution with parameters b = 0, uO which satisfies the condition
(HL).
Proof. We define u(r) for r ≥ R by
u(r) = −µ
( 1
R
− 1
r
)
,
12
where
µ =
∫ R
0
f(u(r))r2dr = −r2 du
dr
∣∣∣
r=R−0
> 0.
Then this extension u(r) satisfies (3.6), du/dr < 0 for 0 < r < +∞ and u(r) =
O(1/r), du/dr = O(1/r2) as r → +∞. Thus we have an admissible solution.
We are going to verify the condition (HL). Let h ∈ E satisfy
h =DG(u)h
=K(f′ ◦ u · h)−K(f′ ◦ u · h)(0, 0).
This implies
−△h = f′(u(r))h.
We can assume that h(r, ζ) exists and satisfies this equation on 0 ≤ r <
+∞, |ζ| ≤ 1 and h = O(1/r), ∂h/∂r = O(1/r2) as r → +∞, since f′(u(r))
vanishes on r > R.
Let us consider
hj(r) =
2j + 1
2
∫ 1
−1
h(r, ζ)Pj(ζ)dζ,
where Pj(ξ) is the Legendre’s polynomial. We want to show hj(r) vanishes for
any even j. Note that y = hj(r) is the solution of[
− 1
r2
d
dr
r2
d
dr
+
j(j + 1)
r2
]
y = f′(u(r))y, (Ej)
y|r=0 = 0, dy
dr
∣∣∣
r=0
= O(1).
When j = 0, (E0) has a fundamental system of solutions y1 ∼ 1, y2 ∼ 1
r
as
r → +0. So, we see h0 = 0.
Let j ≥ 2. We use the trick of [16, Drittes Kapitel, §3], [12, Section 5]. Since
hj(r) = O(1/r), dhj(r)/dr = O(1/r
2) as r → +∞, we have the identity
hj(r) =
1
2j + 1
[ 1
r2
∫ r
0
f
′(u(r′))hj(r
′)
(r′
r
)j−1
r′3dr′+
+ r
∫ R
r
f
′(u(r′))hj(r
′)
( r
r′
)j−1
dr′
]
(3.8)
for 0 < r ≤ R. See Appendix, namely, note that we apply Proposition 2 to
A = 0.
Put
ψ(r) =
1
r2
∫ r
0
f(u(r′))r′2dr′ = −du
dr
, (3.9)
and consider
H(r) =
hj(r)
ψ(r)
. (3.10)
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Note that
f
′(u(r)) · ψ(r) = −df(u(r))
dr
> 0,
since f′(u) ∝ dρ/du = ρdρ/dP > 0. Hence
H(r) =
1
(2j + 1)ψ(r)
[ 1
r2
∫ r
0
f
′(u(r′))ψ(u(r′))H(r′)
(r′
r
)j−1
r′3dr′+
+ r
∫ R
r
f
′(u(r′))ψ(r′)H(r′)
( r
r′
)j−1
dr′
]
implies
|H(r)| ≤ 1
(2j + 1)ψ(r)
[ 1
r2
∫ r
0
−df(u(r
′))
dr′
r′3dr′ + r
∫ R
r
−df(u(r
′))
dr′
dr′
]
‖H‖L∞
=
1
(2j + 1)ψ(r)
[ 1
r2
∫ r
0
−df(u(r
′))
dr′
r′3dr′ + rf(u(r))
]
‖H‖L∞
=
3
(2j + 1)ψ(r)
[ 1
r2
∫ r
0
f(u(r′))r′2dr′
]
‖H‖L∞
=
3
2j + 1
‖H‖L∞,
that is,
‖H‖L∞ ≤ 3
2j + 1
‖H‖L∞.
Note that H is bounded, since |hj(r)| ≤ Cr and ψ(r) ≥ r/C,C being a positive
constant. But
3
2j + 1
< 1 for j ≥ 2, so ,‖H‖L∞ = 0, that is, hj(r) = 0. .
Combining Theorem 1 and Theorem 2, we have
Corollary 1 Let u¯O > 0 be fixed. Suppose that the solution u¯(r) of the initial
value problem of the ordinary differential equation
− 1
r2
d
dr
r2
du¯
dr
= f¯(u¯), (3.11)
u¯ = 1 +O(r2) as r→ +0 (3.12)
exists to be positive on 0 < r < R¯ and u(r)→ 0 as r → R¯− 0. Here
f¯(u) = (u ∨ 0)ν(1 + Λρ(u¯Ou))).
Choose r∞ such that R¯ < r∞. Then there are positive positive numbers δ
and ǫ such that for (b, uO) ∈ B × R with ‖b‖B + |uO − u¯O| ≤ δ there is a
unique admissible solution u with parameters b, uO which enjoys (HL) such that
‖u− u¯‖E ≤ ǫ, where u¯ is extended to be harmonic on r ≥ R¯, and (b, uO) 7→ u is
continuous.
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Applications:
• Particularly, when P = Aργ , 6/5 < γ < 2, then the Lane-Emden equation
− 1
r2
d
dr
r2
du
dr
= uν , u = 1 +O(r2) (r → +0)
admits the Lane-Emden function θ(r; ν) with finite zero ξ1(ν). See [5] and [14].
Take r∞ > ξ1(ν), Theorem 1, Theorem 2, or Corollary 1, can be applied, and
we extend the result of [13] obtained for 6/5 < γ ≤ 3/2.
• Also, the existence of slowly rotating white dwarfs is given. Actually the
equation of state for white dwarfs reads
P = Ac5F (X), ρ = Bc3X3,
with
F (X) = X(2X3 − 3)
√
X2 + 1 + 3sinh−1X,
A,B, c are positive constants, so that A = 8A/5B5/3, γ = 5/3 and
ρ =
B5/2
4A3/2
u
3
2
(
1 +
B
16A
u
c2
) 3
2
.
See [5, Chapter XI]. Since γ > 4/3 ( or ν < 3 ), we can claim that for any
central density the radius of the spherically symmetric white dwarf is finite. For
a rigorous proof of this claim, see [19].
4 Monotonicity at the origin
Recall that for an admissible solution u we require that (a1):
∂u
∂r
< 0 for r0 ≤ r ≤ r∞, |ζ| ≤ 1,
r0 being a number such that 0 < r0 < r∞. However if b = 0 and u is spherically
symmetric, then we have
du
dr
= − 1
r2
∫ r
0
f(u(r′))r′2dr′ < 0
for 0 < r ≤ r∞ and
du
dr
= − f(1)
3
r +O(r2)
as r→ +0. Therefore, considering this situation, we put
Definition 3 Let 0 < r∞ and let u ∈ E be an admissible solution with param-
eters b, uO. If
∂u
∂r
≤ − 1
C
r for 0 < r ≤ r∞, |ζ| ≤ 1 (4.1)
with a positive constant C, then the admissible solution u said to be monotone.
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Remark 1 Of course, if (4.1) holds with a positive constant C, the condition
(a1) holds for arbitrarily small positive r0.
We claim
Theorem 3 Let 0 < r∞. Let u¯ ∈ E be a monotone admissible solution with
parameters b, u¯O which satisfies the condition (HL). Then the solution u of
Theorem 1 are monotone, provided that δ, ǫ are sufficiently small, and
|∇(g♭ − g¯♭)| ≤ δ′ · r, (4.2)
δ′ being a sufficiently small positive number.
Remark 2 Note that
∇g♭ = db
d̟
(x1
̟
∂
∂x1
+
x2
̟
∂
∂x2
)
= u−1
O
Ω(a̟)2̟
(x1
̟
∂
∂x1
+
x2
̟
∂
∂x2
)
. (4.3)
Thus we have
|∇(g♭ − g¯♭)| ≤ ‖u−1
O
Ω2 − u¯−1
O
Ω¯2‖L∞ · r, (4.4)
and we see that (4.2) holds with a small δ′ > 0 if ‖u−1
O
Ω2 − u¯−1
O
Ω¯2‖L∞ is
sufficiently small.
In order to prove Theorem 3, we use the following
Lemma 3 If f ∈ E satisfies f ♭ ∈ C10 (B(r∞)), then
|∇(Kf)♭(x)| ≤ C‖f‖1 · r, (4.5)
where
‖f‖1 = ‖f‖E + ‖∇f ♭‖L∞ .
Proof. It is well known that
‖Kf‖E ≤ C‖f‖E.
Moreover, since
∂
∂xi
(Kf)♭(x) = − 1
4π
∫
xi − (xi)′
|x− x′|3 f
♭(x′)dx′,
we have ∣∣∣ ∂
∂xi
(Kf)♭
∣∣∣ ≤ C‖f‖E.
But an integration by parts gives
∂i((Kf)♭) = −K♭(∂if ♭),
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where ∂i stands for
∂
∂xi
, so that
∣∣∣ ∂2
∂xj∂xi
(Kf)♭(x)
∣∣∣ = | − ∂jK♭(∂if)♭| ≤ C‖f‖1.
On the other hand,
∂i(Kf)♭(x) = −∂i(Kf)♭(−x)
implies
∂i(Kf)♭(O) = 0.
Therefore we get
|(∂i(Kf)♭(x)| ≤ C‖f‖1|xj |.
This completes the proof of Lemma. 
Proof of Theorem 3: Look at
u♭ = g♭ + 1 + (K(f ◦ u))♭ − (K(f ◦ u))♭(O),
u¯♭ = g¯♭ + 1 + (K(f ◦ u¯))♭ − (K(f ◦ u¯))♭(O).
Therefore, with arbitrarily small ǫ′,
|∇(u♭ − u¯♭)| ≤ Cǫ′ · r,
since Lemma 3 can be applied for
‖f ◦ u♭ − f ◦ u¯♭‖1 ≤ C′ǫ′
and the condition (4.2) is supposed. This implies∣∣∣∂u
∂r
− ∂u¯
∂r
∣∣∣ ≤ ǫ′′ · r
so that
∂u
∂r
≤ −
( 1
C¯
− ǫ′′
)
· r,
while we are supposing
∂u¯
∂r
≤ − 1
C¯
r for 0 < r ≤ r∞, |ζ| ≤ 1.
Taking ǫ′′ ≤ 1/2C¯, we have
∂u
∂r
≤ − 1
2C¯
· r.
This completes the proof. 
Corollary 2 Suppose the same assumption as Corollary 1. Then we can claim
that the solution u is monotone, provided that
|∇g♭| ≤ δ′ · r, (4.6)
δ′ > 0 being sufficiently small, or in other words, provided that A1u
−ν
O
‖Ω2‖L∞(0,r∞)
is sufficiently small.
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5 Oblateness of the surface
Let us assume that the equation of state is the exact γ-law: P = Aργ , 6/5 <
γ < 2, and let us denote the Lane-Emden function of index ν by θ(r; ν). To fix
the idea we put
θ(r; ν) = −µ1(ν)
( 1
ξ1(ν)
− 1
r
)
for r ≥ ξ1(ν),
while
θ(r; ν) > 0 for 0 ≤ r < ξ1(ν).
Here
µ1(ν) :=
∫ ξ1(ν)
0
θ(r, ν)νr2dr = −r2 dθ(r; ν)
dr
∣∣∣
r=ξ1(ν)
> 0.
Thanks to the Corollary 1, we can consider slowly rotating configurations
near to u¯ = θ(r; ν), 1 < ν < 5. Let us assume the angular velocity Ω is a
constant, and put
β =
Ω2
2πG
(
Aγ
γ − 1
)ν
u−ν
O
. (5.1)
Then
b(̟) =
β
4
̟2, g(r, ζ) =
β
4
r2(1− ζ2). (5.2)
In our previous work [13] we constructed the distorted Lane-Emden function
u = Θ(r, ζ; ν, β) for small β, provided that 2 ≤ ν < 5. But thanks to Corollary
1 of the present study the distorted Lane-Emden function is defined even for
1 < ν < 2. Let us consider these distorted Lane-Emden configurations.
In [13] we showed the oblateness of the surface of the distorted configuration:
we proved that
σ :=
Ξ1(0; ν, β)− Ξ1(±1; ν, β)
ξ1(ν)
(5.3)
turns out to be positive for small β, provided that 2 ≤ ν < 5. Here r =
Ξ1(ζ; ν, β) is the curve of the vacuum boundary, that is, for 0 ≤ r ≤ r∞, r∞
being fixed so that r∞ > ξ1(ν), it holds
Θ(r, ζ; ν, β) > 0 ⇔ 0 ≤ r < Ξ1(ζ; ν, β).
We are going to prove that it is the case even if 1 < ν < 2.
Suppose 1 < ν < 2. Let us put
g(r, ζ) = βg1(r, ζ), g1(r, ζ) =
1
4
r2(1− ζ2). (5.4)
The distorted Lane-Emden function Θ is the solution of
Θ = βg1 + G(Θ). (5.5)
On the other hand, Lemma 1 implies the following
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Proposition 1 Let 1 < ν < ∞. If u, u + h ∈ E satisfy ‖u‖E, ‖u + h‖E ≤ M ,
then
‖G(u+ h)− G(u)−DG(u)h‖E ≤ C‖h|ν∧2E . (5.6)
Here the constant C depends upon M .
Therefore we can claim
Θ− θ = βg1 +DG(θ)(Θ − θ) +OE(‖Θ− θ‖νE), (5.7)
where the symbol OE(κ) stands for functions ϕ ∈ E such that ‖ϕ‖E ≤ Cκ. Since
(I −DG(θ))−1 exists to be a bounded linear operator in E, we have
‖Θ− θ‖E ≤ C‖βg1‖E ≤ C′β, (5.8)
keeping in mind that ν > 1, so
Θ = θ + βh+ OE(β
ν), (5.9)
where
h := (I −DG(θ))−1g1. (5.10)
Thus we are going to observe the structure of the function h.
Put
hj(r) =
2j + 1
2
∫ 1
−1
h(r, ζ)Pj(ζ)dζ. (5.11)
Here Pj is the Legendre’s polynomial. Since h satisfies
h = DG(θ)h + g1, (5.12)
we can assume that h is defined for 0 ≤ r < +∞, |ζ| ≤ 1 so that
h− g1 = O(1
r
),
∂
∂r
(h − g1) = O( 1
r2
) (5.13)
as r→ +∞, since the support of f′(θ)♭ = [ν(θ ∨ 0)ν−1]♭ is B(ξ1(ν)). Note that
g1(r, ζ) =
r2
6
− r
2
6
P2(ζ), P2(ζ) =
1
2
(3ζ2 − 1). (5.14)
Since h is equatorially symmetric, hj vanishes for any odd j.
Let j be an even number such that j ≥ 4. Then hj is the solution of the
equation [
− 1
r2
d
dr
r2
d
dr
+
j(j + 1)
r2
]
hj = ν(θ ∨ 0)ν−1hj
such that hj = O(1/r), dhj/dr = O(1/r
2) as r → +∞. Therefore we can claim
that hj vanishes by the argument in the proof of Theorem 2.
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Let us consider j = 2. Then h2 is the solution of the equation[
− 1
r2
d
dr
r2
d
dr
+
6
r2
]
h2 = ν(θ ∨ 0)ν−1h2
such that
h2(r) = −r
2
6
+O
(1
r
)
,
d
dr
h2(r) = − r
3
+O
( 1
r2
)
(5.15)
as r→ +∞. Then we have the integral representation
h2(r) =
r2
6
[
−1+6
5
1
r5
∫ r
0
f
′(θ(r′))h2(r
′)r′4dr′+
6
5
r3
∫ ∞
r
f
′(θ(r′))h2(r
′)(r′)−1dr′
]
(5.16)
where f′(θ(r)) = ν(θ(r; ν) ∨ 0)ν−1. See Appendix, namely, note that we apply
Proposition 2 to j = 2, A = −5/6. We are going to prove the following
Theorem 4 Let 1 < ν < 2. It holds that
h2(r) < 0 for 0 < r ≤ ξ1(ν). (5.17)
Proof. Since the equation
[
− 1
r2
d
dr
r2
d
dr
+
6
r2
]
y = ν(θ ∨ 0)ν−1y
admits a fundamental system of solutions y1 ∼ r2, y2 ∼ r−3 as r → +0, we see
h2(r) = O(r
2) as r→ +0. Then the integral representation (5.16) implies
h2(r) = −r
2
6
(1 +O(r2)) as r → +0. (5.18)
Let us consider
H(r) :=
h2(r)
ψ(r)
, (5.19)
where
ψ(r) :=
1
r2
∫ r
0
θ(r′)νr′2dr′ = −dθ
dr
> 0. (5.20)
Then (5.16) reads
H(r) =
1
5ψ(r)
[
− 5
6
r2 +
1
r2
∫ r
0
(−Dθ(r′))H(r′)
(r′
r
)
r′3dr′+
+ r
∫ ξ1
r
(−Dθ(r′))H(r′)
( r
r′
)
dr′
]
(5.21)
for 0 < r ≤ ξ1 = ξ1(ν), where
Dθ(r) =
dθ(r; ν)
dr
.
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Since
ψ(r) =
r
3
(1 +O(r2)) as r → +0,
(5.18) implies
H(r) = − r
2
(1 +O(r2)) < 0 as r → +0.
We want to show
H(r) < 0 for 0 < r ≤ ξ1.
Otherwise, there would exist r∗ ∈]0, ξ1] such that
H(r∗) = max
0≤r≤ξ1
H(r) ≥ 0.
Then (5.21) would imply
H(r) ≤ 1
5ψ(r)
[
− 5
6
r2+
+
( 1
r2
∫ r
0
(−Dθ(r′))r′3dr′ + r
∫ ξ1
r
(−Dθ(r′))dr′
)
H(r∗)
]
=
1
5ψ(r)
[
− 5
6
r2 +
3
r2
ψ(r)H(r∗)
]
= − r
2
6ψ(r)
+
3
5
H(r∗)
for 0 < r ≤ ξ1. Thus
H(r∗) ≤ − r
2
∗
6ψ(r∗)
+
3
5
H(r∗),
so that
H(r∗) ≤ − 5r
2
∗
12ψ(r∗)
< 0,
a contradiction. This completes the proof. 
Summing up, we have
h(r, ζ) = h0(r) + h2(r)P2(ζ) (5.22)
and
h2(r) < 0 for 0 < r ≤ ξ1(ν). (5.23)
Then it follows that
Ξ1(ζ; ν, β) = ξ1(ν) +
ξ1(ν)
2
µ1(ν)
h(ξ1(ν), ζ)β +O(β
ν ) (5.24)
and
σ = −3
2
ξ1(ν)
µ1(ν)
h2(ξ1(ν))β +O(β
ν) > 0, (5.25)
provided that 0 < β ≪ 1, since ξ1(ν) > 0, µ1(ν) > 0 and −h2(ξ1(ν)) > 0. This
was to be demonstrated.
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6 Relation between the total mass and the cen-
tral density
In this section we discuss about the relation between the total mass and the
central density of the models of uniformly rotating stars constructed for the
exact γ-law: P = Aργ with 1 < ν = 1γ−1 < 5.
The density distribution is given by
ρ = ρO(Θ(r/a, ζ; ν, β) ∨ 0)ν , a =
√
Aγ
4πG(γ − 1)ρ
− 2−γ2
O
, β =
Ω2
2πGρO
, (6.1)
provided that β is sufficiently small.
The total mass
M := 2π
∫ 1
−1
∫ ∞
0
ρ(r, ζ)r2drdζ (6.2)
is given by
M = ρOa
3M1(ν, β) =
(
Aγ
4πG(γ − 1)
)3/2
ρ
−4+3γ
2
O
M1(ν, β) (6.3)
with
M1(ν, β) := 2π
∫ 1
−1
∫ ∞
0
(Θ(r, ζ; ν, β) ∨ 0)νr2drdζ. (6.4)
Since(∂M
∂ρO
)
Ω=Const.
=
(
Aγ
4πG(γ − 1)
)3/2
ρ
−4+3γ
2 −1
O
(−4 + 3γ
2
M1 − β ∂M1
∂β
)
6= 0
if −4 + 3γ 6= 0 and β is sufficiently small, we have the following
Theorem 5 Assume the exact γ-law, P = Aργ , with 65 < γ < 2, and consider
small constant angular velocities Ω. Then the central density ρO is uniquely
determined by the total mass M for each given angular velocity Ω, provided that
γ 6= 4/3 and β is sufficiently small.
Remark 3 When γ = 4/3, the situation is too delicate. We should investigate
the behavior of ∂M1/∂β thoroughly.
Note that the above conclusion can be expressed as follows:
Let us consider the exact γ-law P = Aργ with 65 < γ < 2, γ 6= 43 . The total
mass M =M(ρO,Ω2) is determined for the unique configuration of the central
density ρO and the angular velocity Ω. When we fix M¯ = M(ρ¯O, 0), then we
can find a continuous curve C : Ω2 7→ ρO defined for Ω2 ≪ 1 such that C(0) = ρ¯O
and
M(C(Ω2),Ω2) = M¯.
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It is easy to prove by the implicit function theorem that the same situation
holds for any general equation of state ρ 7→ P , which is not necessarily the exact
γ-law, as follows, thanks to Theorem 2:
Theorem 5bis Suppose that the assumption of Theorem 2 holds, and con-
sider the central density ρO such that |ρO − ρ¯O| ≪ 1, where
ρ¯O =
(γ − 1
Aγ
)ν
u¯νO(1 + Λρ(u¯O)),
and small constant angular velocities Ω. Let M(ρO,Ω2) be the total mass of the
unique configuration of the central density ρO and the angular velocity Ω. Then
if we assume
∂
∂ρO
M(ρO, 0)
∣∣∣
ρO=ρ¯O
6= 0, (6.5)
then we have a curve C : Ω2 7→ ρO such that C(0) = ρ¯O and
M(C(Ω2),Ω2) =M(ρ¯O, 0).
(Cf. [23, Theorem 2.2]. )
7 Supplementary Remark
In this article we have constructed solutions under the assumption that the
angular velocity Ω is a prescribed function of the distance ̟ from the rotating
axis. However in many astrophysical literatures it is assumed that j = Ω̟2 is
a prescribed function not directly of ̟ but of the quantity
m =
∫
̟(x)≤̟
ρ(x)dx.
For example, J. P. Ostriker and J. W-K. Mark in 1968 wrote
The centrifugal force is found from the equilibrium distribution of an-
gular momentum; the latter, unfortunately, is indeterminate. How-
ever, Mistel (1963) –[21]– and Crampin and Hyle (1964) –[10]– have
pointed out that the angular momentum of a given toroidal ele-
ment will be conserved throughout the evolution of a system; i. e.,
j = j(m) is an invariant function, if m is a Lagrangian coordinate
denoting a mass element. ([22, p. 1077])
Therefore let us consider the case in which j is a given function in C1([0,+∞))
such that j(0) = 0 and the quantities Ω and so on are defined as follows:
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Ω(̟) = j(m(̟))̟−2, (7.1)
m(̟) = 2π
∫ +∞
−∞
∫ ̟
0
ρ(r′, ζ′)̟′d̟′dz′
=
∫
̟(x)≤̟
ρ♭(x)dx, (7.2)
with r′ =
√
(̟′)2 + (z′)2, ζ′ =
z′
r′
,
B(̟) =
∫ ̟
0
Ω(̟′)2̟′d̟′
=
∫ ̟
0
j(m(̟′))2(̟′)−3d̟′, (7.3)
b(̟) = u−1
O
B(a̟), (7.4)
g(r, ζ) = b(r
√
1− ζ2). (7.5)
Remark 4 The quantity j = j(m) = Ω(̟)̟2 can be called ‘angular momen-
tum per unit mass’, as in e.g., [22], in the following sense.
The angular momentum for an Eulerian gaseous flow is defined as
~J =
∫
~xx(ρ~v)d~x,
where ~x = (x1, x2, x3) is the static Cartesian coordinates. When ρ = ρ˜(̟, z),
and
~v = −Ω(̟)x2 ∂
∂x1
+Ω(̟)x1
∂
∂x2
,
then we have ~J = (0, 0, J)T with
J = 2π
∫ +∞
−∞
∫ +∞
0
ρ˜(̟, z)Ω(̟)̟3d̟dz.
On the other hand, since
m(̟) = 2π
∫ +∞
−∞
∫ ̟
0
ρ˜(̟′, z)̟′d̟′dz,
we have
dm = 2πρ˜(̟, z)̟d̟dz,
so that
J =
∫ M
0
Ω̟2dm =
∫ M
0
j(m)dm,
where M = m(+∞) is the total mass, and ̟ = ̟(m) is a monotone increasing
function of m ∈ [0,M ].
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Then for u ∈ E, r∞ being fixed, the quantity m(̟) = (Mu)(̟) is given by
m(̟) = 2π(4πG)−
3
2
(
Aγ
γ − 1
) 1
2(γ−1)
u
3γ−4
2(γ−1)
O
∫ +∞
−∞
∫ ̟/a
0
f(u(r′, ζ′))̟′d̟′dz′,
(7.6)
where r′ =
√
(̟′)2 + (z′)2, ζ′ = z
′
r′ . Of course the function f is defined by
(2.17).
As the functional space for j, let us denote by J the Banach space of functions
j ∈ C1[0,+∞) such that j(0) = 0 and
‖j‖J := sup
m∈[0,+∞)
|j(m)|+ sup
m∈[0,∞)
∣∣∣ dj
dm
∣∣∣ <∞. (7.7)
Let us define the operator B by
B(j, u)(r, ζ) = g(r, ζ) = b(r
√
1− ζ2) (7.8)
in view of (7.6),(7.3),(7.4),(7.5). This B is a nonlinear mapping from J×E into
E and the Fre´chet partial derivative DuB(j, u) with respect to u is given by
(DuB(j, u).h)(r, ζ) = u−1O
∫ ar√1−ζ2
0
2j
dj
dm
∣∣∣
m=M(u)(̟′)
·(DM(u).h)(̟′)(̟′)−3d̟′,
(7.9)
where
(DM(u).h)(̟) = 2π(4πG)− 32
(
Aγ
γ − 1
) 1
2(γ−1)
u
3γ−4
2(γ−1)
O
×
×
∫ +∞
−∞
∫ ̟/a
0
f
′(u(r′, ζ′))h(r′, ζ′)̟′d̟′dz′. (7.10)
Of course f′(u) is that given by (2.25),(2.26). By Ascoli-Arcela’s theorem we
see that DuB(j, u) is a compact operator in E. The mapping (j, u) 7→ DuB(j, u)
is continuous re the norms of J,E and the operator norm of bounded linear
operators in E. Let us introduce the convenient notation
b(̟) = B♯(j, u)(̟) = B♯(j, u)(r
√
1− ζ2) = B(j, u)(r, ζ).
In this framework, Theorem 1 holds if we replace the condition (HL) by the
following (mHL):
h ∈ E h = [DuB(j, u) +DG(u)]h ⇒ h = 0. (7.11)
Precisely speaking, we can claim the following
Theorem 1S Let r∞ > 0. Let u¯ ∈ E be an admissible solution of (2.14)
with parameters b¯ = B♯(j¯, u¯), u¯O. Here j¯ ∈ J and uO > 0. Suppose that
u = u¯, j = j¯ enjoys the condition (mHL). Then there exist small positive
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constants δ, ǫ such that for (j, uO) ∈ J × R such that ‖j − j¯‖J + |uO − u¯O| ≤ δ
there is a unique admissible solution u with parameters b = B♯(j, u), uO which
enjoys (mHL) such that ‖u− u¯‖E ≤ ǫ and (j, uO) 7→ u is continuous.
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Appendix
Here we give an elementary proof of the integral representation which we
have used in the discussion on the condition (HL) and oblateness.
Proposition 2 Let j be a positive integer, and q be a continuous function on
[0,+∞[ such that q(r) = 0 for r ≥ R, R being a finite positive number. Let
y = y(r) be a solution of the equation
(E)
[
− 1
r2
d
dr
r2
d
dr
+
j(j + 1)
r2
]
y = q(r)y (r > 0)
such that
(B0) y = O(1) as r → +0
and
(B∞) r
−j
(
r
dy
dr
+ (j + 1)y
)
→ A as r → +∞.
Then there holds the integral representation
y(r) =
1
2j + 1
[
Arj +
1
r2
∫ r
0
q(s)y(s)
(s
r
)j−1
s3ds+
+ r
∫ +∞
r
q(s)y(s)
(r
s
)j−1
ds
]
.
Proof. First we note that (B0) implies
y = O(rj) as r→ +0,
since the ordinary differential equation (E) has a fundamental system of solu-
tions y = ψ1(r), ψ2(r) such that ψ1(r) ∼ rj , ψ2(r) ∼ r−j−1 as r → +0.
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Now the left-hand side of (E) can be written as
−rj−1 d
dr
(
r−2j
d
dr
(rj+1y)
)
.
Therefore the integration of the equation gives
r−2j
d
dr
(rj+1y) =
∫ +∞
r
q(s)y(s)s−j+1ds+ C,
C being a constant. But, since we are supposing (B∞):
r−2j
d
dr
(rj+1y) = r−j+1
dy
dr
+ (j + 1)r−jy → A as r → +∞,
and since ∫ +∞
r
q(s)y(s)s−j+1ds = 0
for r ≥ R, we see C = A, that is,
r−2j
d
dr
(rj+1y) =
∫ +∞
r
q(s)y(s)s−j+1ds+A,
that is,
d
dr
(rj+1y) = r2j
∫ +∞
r
q(s)y(s)s−j+1ds+Ar2j .
Integrating this equality, keeping in mind that rj+1y = O(r2j+1) → 0 as r →
+0, and q(s)y(s)s−j+1 = O(s) as s→ +0, we can claim
rj+1y =
∫ r
0
t2j
(∫ +∞
t
q(s)y(s)s−j+1ds
)
dt+
A
2j + 1
r2j+1,
that is,
y = r−j−1
∫ r
0
t2j
(∫ +∞
t
q(s)y(s)s−j+1ds
)
dt+
A
2j + 1
rj .
Change of order of integration leads us to the claimed integral representation.

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