Deep neural networks are vulnerable to adversarial examples-small input perturbations that result in incorrect predictions. We study this problem in the context of models of source code, where we want the network to be robust to sourcecode modifications that preserve code functionality. We define a natural notion of robustness, ktransformation robustness, in which an adversary performs up to k semantics-preserving transformations to an input program. We show how to train robust models using an adversarial training objective inspired by that of Madry et al. (2018) for continuous domains.
Introduction
While deep neural networks (DNNs) have been widely adopted in many areas of computing, it has been repeatedly shown that they are vulnerable to adversarial examples (Szegedy et al., 2013; Biggio et al., 2013; Goodfellow et al., 2014; Papernot et al., 2017) : small, seemingly innocuous perturbations to the input that lead to incorrect predictions. Adversarial examples raise safety and security concerns, for example, in computer-vision models used in autonomous vehicles (Eykholt et al., 2018; Bhagoji et al 2018) or for user authentication (Sharif et al., 2016) . Significant progress has recently been made in identifying adversarial examples (attacks) and training models that are robust to such examples (defenses). However, The majority of the research has targeted computer-vision tasks (Carlini & Wagner, 2017; Madry et al., 2018; Szegedy et al., 2013) , a continuous domain (we refer the reader to a recent tutorial by Kolter & Madry (2020) for a comprehensive overview.)
In this paper, we study the problem of robustness to adversarial examples in the discrete domain of deep neural networks for source code. With the growing adoption of neural models for programming tasks, robustness is becoming an important property. Why do we want robust models of code? There are many answers, ranging from usability to security. Consider, for instance, a model that explains in English what a piece of code is doing-the code-captioning task. A developer using such a model to navigate a new code base should not be exposed to completely different explanations for similar pieces of code. For a concrete illustration, consider the behavior of the state-of-the-art code2seq model (Alon et al., 2018) on the Java code in Fig. 1 , where the prediction changes after adding logging print statements. Alternatively, imagine the security-critical setting of a malware classifier. We do not want a small modification to the malware's binary to cause the model to deem it safe.
We are not the first to study this problem. Wang & Christodorescu (2019) demonstrated the drop in accuracy of deep models over source code when applying standard transformations and refactorings; however, they did not propose defenses in their work. Recently, Yefet et al. (2019) developed a gradient-based attack that is specific to variablename substitution or dead-code insertion, similar in spirit to attacks on natural-language models, like HotFlip (Ebrahimi et al., 2017) , which can efficiently estimate gradients for token substitution and insertion. Yefet et al. (2019) propose a defense based on outlier detection, but do not consider arbitrary program transformations or adversarial training.
Our aim in this paper is to consider the general setting of an adversary that can apply a sequence of predefined sourcecode transformations. Specifically, we goal is to answer the following question:
Can we train models of source code that are robust to sequences of semantics-preserving transformations? Figure 1 . code2seq (Alon et al., 2018) correctly predicts the name of this function as indexOfTarget. When we insert the logging statements, highlighted in gray, it predicts search. (Parentheses are elided for brevity.) k-robustness. We begin by defining the notion of ktransformation robustness (or k-robustness, for short). The idea is that we have an adversary that can select up to k transformations from a prespecified set of semantics-preserving transformations T , and apply them to an input program. The adversary succeeds if it manages to change the prediction of the neural network. For example, a transformation may add dead code to a program, replace for loops with while loops, change variable names, replace one API call with another equivalent one, replace an expression like x = y with the equivalent y = x, and so on.
As with other machine-learning tasks, the space of possible adversarial perturbations is infinite, and we cannot hope to model every possible adversary. We assume that we have a predefined set of transformations for the task at hand. For example, if we are training a code-understanding tool for C++, the set of transformations we use may be standard refactorings that developers apply in C++.
Challenges of training k-robust models. To train a krobust model, we adapt the robust-optimization objective of Madry et al. (2018) to our discrete setting. Specifically, Madry et al. propose modeling the adversary within the training loop, such that the loss for a training point x is replaced with the loss for the worst-case perturbation of x. For example, in the case of image recognition, we can deploy a projected-gradient descent (PGD) attack (Carlini & Wagner, 2017) within the training loop to approximate the worst-case loss.
We can do the same in our setting: Instead of computing the loss for an input x (a program), we can compute the worstcase loss resulting from applying up to k transformations to x. While this approach is theoretically sound, it is hopelessly inefficient for two reasons.
First, the space of semantics-preserving transformations T is generally non-differentiable, so we cannot employ gradientbased approaches to search for an attack. As such, we have to explicitly search for a sequence of transformations. The number of sequences of transformations of length up to k explodes combinatorially with increasing values of k. Thus, even for small values of k, the search space can make training impractically slow.
Second, there is typically a large representation gap between programs, as objects of a data structure, and how they are presented to the neural network. Specifically, program transformations are typically defined as tree transformations over abstract syntax trees (AST). But the neural network usually receives as input some other program format, some of which lose program structure or entire portions of the program-for example, tokens or subtokens of program text, or randomly sampled paths through the AST . Therefore, modeling an adversary during training becomes challenging: every time we wish to transform a training point, we have to (1) go back to its original AST, (2) transform the AST, and, finally, (3) produce the neural-network representation of the transformed AST. This process makes the in-training adversary even more time consuming, because it requires invoking external, non-differentiable program-transformation tools.
To work around the complexity of training in this setting, we propose to generate sequences of transformations offline. This approach allows us to avoid applying AST transformations during training. Second, we demonstrate experimentally that training on small values of k results in models that are robust to larger values of k. This allows us to efficiently train adversarially without incurring a combinatorial explosion in the number of transformation sequences.
Framework and evaluation. In the process of conducting this research, we have developed an extensible framework for writing transformations and generating adversarial datasets. Our framework currently applies to both Java and Python, and can generate datasets in the form of subtokenized programs, ASTs, and sets of AST paths. The framework is available at (FrameworkURL, 2020) . We hope that it will aid in accelerating research in robust deep learning for source code.
We evaluate our approach on the task of code summarization (prediction of a method name, given its body). We consider a range of datasets for Java, a statically and explicitly typed language, and Python, a dynamically typed scripting language. We consider two different model architectures: a sequence-to-sequence BiLSTM model (Graves, 2013; Schuster & Paliwal, 1997) and an AST-path-based model, code2seq (Alon et al., 2018) .
Our results demonstrate that (1) adversarial training radically improves the robustness of the model, e.g., for one of our Java datasets, the adversary can drop the F1 score of a normally trained model by 32 points, while only by 4 points For the above, tokenized code snippet, both the normally and adversarially trained (seq2seq) models predict the method name: set blocks. However, the attributions assigned by the two models to the input tokens are very different. For each model, the token-wise attributions are shown for the prediction of set and blocks respectively, from left to right (with the coloration proportional to the attribution value for each token). Note how the robustly trained model assigns higher attribution values to input tokens with semantic meaning (such as this) rather than syntactic tokens (such as parentheses).
for the adversarially trained one; and (2) we can train with a simple adversary of k = 1 and obtain a model that is robust on larger values of k, thus enabling efficient training.
To understand the qualitative effects of adversarial training, we investigate feature attribution using the integrated gradients method (Sundararajan et al., 2017) . Our key finding is that adversarially trained models, in comparison with normally trained models, focus more on semantic features instead of syntactic features. Specifically, with adversarial training, we see greater attribution to language keywords and operators, and a drop in attribution to brackets, punctuation, numbers, etc. For a simple example, see Fig. 2 , where the adversarially trained model assigns higher attribution values to input tokens with semantic meaning (such as this and .) vs. syntactic tokens (such as parentheses).
Contributions. We summarize our contributions below:
• We define k-transformation robustness for source-code tasks-i.e., robustness to an adversary that is allowed up to k semantics-preserving transformations to an input program.
• We propose the first adversarial training method for training neural models of code. Our method adapts the adversarial training objective of Madry et al. (2018) to our setting. To efficiently model the adversary during training, we pre-generate sequences of semanticspreserving transformations.
• We implement an extensible framework for adversarially training models of source code. Our framework allows defining transformations for Java and Python and generating adversarial datasets in different formats. It is available at (FrameworkURL, 2020).
• We conduct a thorough evaluation of our approach on a variety of datasets and architectures. Our results demonstrate improvements in robustness, the power of weak adversaries for training, and the shift towards semantic features induced by adversarial training.
Related Work
Adversarial examples. Several researchers have explored various types of attacks on machine-learning algorithms, such as test-time, training-time, membershipinference, and backdoor attacks. Test-time attacks are most relevant to this paper. In test-time attacks an adversary perturbs an example so that it is misclassified by a model (untargeted attack) or the perturbed example is classified to an attacker-specified label (targeted attack) (Athalye et al., 2018; Biggio et al., 2013; Ilyas et al., 2018; Chen et al., 2017; Carlini & Wagner, 2017) . Initially, test-time attacks were explored in the context of images. However, the domain considered in this paper is discrete (i.e., adding a vector to a program does not make semantic sense). Our domain is closer to test-time attacks in natural language processing (NLP). There are several test-time attacks in NLP that consider discrete transformations, such substituting words or introducing typos (Lei et al., 2019; Mudrakarta et al., 2018; Ebrahimi et al., 2017; Zhang et al., 2019b) . A key difference between our domain and NLP is that in the case of programs one has to worry about semantics (i.e., the program has to work even after transformations).
Deep learning for source code. Recent years have seen huge progress in deep learning for source-code tasks; see Allamanis et al. (2018) for a survey. In our evaluation, we have focused on two key encodings of programs for neural networks. First, we considered (sub-)tokenizing the program, in a way analogous to natural-language-processing tasks, and using a variant of recurrent neural networks (RNNs). This technique has appeared in numerous papers, e.g., the pioneering work of Raychev et al. (2014) for code completion and the recent work of Hellendoorn et al. (2018) on type inference. We have also considered the AST (ab-stract syntax tree) paths encoding pioneered by Alon et al. (2019; . Researchers have considered more structured networks, like graph neural networks (GNNs) (Allamanis et al., 2016) and tree-LSTMs (Zhao et al., 2018) , where typically the AST is encoded as a graph or a tree. These would be interesting to consider for future experimentation in the context of adversarial training. The task we evaluated on, code summarization, was, to the best of our knowledge, first introduced by Allamanis et al. (2016) .
In Section 1, we additionally discussed two recent works (Yefet et al., 2019; Wang & Christodorescu, 2019) on adversarial examples of source code, which, to our knowledge, are the only two that have studied the problem.
Transformation Robustness
In this section, we formally define k-transformation robustness and our robust-optimization objective. We begin with preliminaries and background on adversarial training.
Adversarial training via robust optimization
Learning problem. We assume a data distribution D over X × Y, where X is the space of samples and Y is the space of labels. In the empirical risk minimization (ERM) framework, we wish to solve the following optimization problem:
where H is the hypothesis space and L is the loss function.
Once we have solved the optimization problem given above, we obtain a w * , which yields a function F w : X → Y.
Adversarial training objective. To construct classifiers resilient to adversarial attacks, we use a robust-optimization framework (Ben-Tal et al., 2009) , which solves the following optimization problem:
In the equation given above, U (x) ⊆ X is called the uncertainty set, and represents a set of possible perturbations of the sample x. The robust-optimization problem is usually solved using adversarial training. Adversarial training works as follows: let A be an attack algorithm that, given an x, attempts to find z according to the objective
In other words, an attacker tries to find an example in the uncertainty set that maximizes the loss. Note that A might not achieve the objective exactly because the inner maximization problem can be hard to solve. We think of A as producing a subset of the uncertainty set, i.e., A(x) ⊆ U (x), for any x ∈ X . Therefore, with adversarial training, a learner solves the following problem:
Adversarial training for source-code tasks
We are interested in tasks where the sample space X is that of programs in some programming language. We do not constrain the space of outputs Y-it could be a finite set of labels for classification, a natural-language description, etc.
Abstract syntax trees. We view a program x as an abstract syntax tree (AST)-a standard data structure for representing programs. The internal nodes of an AST typically represent program constructs, such as while loops and conditionals, and the leaves of the tree denote variable names, constants, fields, etc. Fig. 3 shows a conditional statement and its AST representation.
if ( Transformations. A transformation T of a program x transforms it into another program x . Typically, T is defined over ASTs, and therefore it is a tree-to-tree transformation. For our goal of semantic robustness, we will focus on semantics-preserving transformations, i.e., ones that do not change the behavior of the program. In other words, viewed functionally, for any input i, both x and the transformed x return the same output. However, our approach is not tied to semantics-preserving transformations, and one could define transformations that, for example, introduce common typos and bugs that programmers make.
As an example, consider the semantics-preserving transformation T shown in Fig. 4 , where we replace x > 0 with 0 < x (the transformed subtree is highlighted). k-adversary. Given a set of transformations T , a kadversary as a function that tries to find a sequence of transformations of size up to k that maximizes the loss function.
We use q to denote a sequence of transformations T 1 , . . . , T n , where each T i ∈ T . We use q(x) to denote the program T n (. . . T 2 (T 1 (x))), i.e., the result of applying all transformations in q to a program x. Let Q k and Q k denote the set of all sequences of transformations from T that are of length equal to k and k, respectively. Finally, the goal of a k-adversary is to solve the following objective:
Robust-optimization objective. Now that we have formally defined a k-adversary, we can solve an optimization problem to achieve robustness to such attacks-we call this k-robustness. Specifically, we solve the following problem:
objective of k-adversary
Representation mismatch and efficient training
There is usually a mismatch between the program as an AST and the format received by the neural network. For example, in a recent popular work , the neural network is given a sampled set of paths from one leaf of the AST to another, passing through the least-common ancestor.
We assume that we have a function R that maps a program x into the appropriate representation for the neural network. 1 Therefore, technically, we are training with the following optimization objective:
As we discussed in Section 1, the difficulty of training with respect to this objective is two-fold:
1. Solving the inner objective (max) is complex: Because the space of transformations is non-differentiable, we have to explicitly search for a sequence of transformations. The number of such sequences explodes combinatorially with k.
2.
A program x is an AST and the adversary's transformations are defined over ASTs. But the neural network expects as input a different representation, R(x). Therefore, to solve the inner maximization problem, we have to translate back and forth between ASTs and their representation. This approach is expensive to employ during training, as one has to apply transformations using an external program-analysis tool and convert the transformed AST back to its training representation.
We address these challenges as follows: Empirically, we observe that training with a k-adversary is sufficient to produce models that are robust for much larger values of k. This observation implies that we can train with small values of k for which we can exhaustively generate all possible transformation sequences. Second, to avoid calling programanalysis tools to perform transformations within the training loop, we pre-generate all possible transformed programs that are considered by the adversary; that is, for every x in the training set S, we generate the following set offline, before training:
Therefore, we end up solving the following robust-optimization objective:
Next, we describe our data-generation framework and discuss the results of our experimental evaluation.
Data-Generation Framework & Evaluation
In this section, we first describe how our data-generation framework (FrameworkURL, 2020) produces data in representations amenable to our model architectures, and the program-transformation frameworks we employ. We then describe the primary research questions we investigate and our experimental setup. Finally, we present our findings in a two-fold evaluation of our adversarially trained models: (1) analysis of their robustness to attack by a k-adversary, and (2) an interpretability study that suggests that adversarial training helps models focus more on semantic features.
Data-generation framework
We conduct experiments on four datasets in two languages, Java and Python. Java is statically typed with types explicitly stated in the code, while Python is a dynamically typed scripting language and mostly involves no type annotations. The datasets originate from three different sources: (i) code2seq's java-small dataset (c2s/java-small) (Alon et al., 2018) , (ii) GitHub's CodeSearchNet Java and Python datasets (csn/java, csn/python) (Husain et al., 2019) , and SRI Lab's Py150k dataset (sri/py150) (Raychev et al., 2016) .
Data normalization. These datasets come from their three original sources in three different formats. To resolve this discrepancy, our data-generation framework translates the original datasets into a normalized representation. As 
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ShuffleParameters part of this process, Java and Python files are broken down into individual functions, and each individual function is stored, as a JSON object, with its original source code, tokenized body, sub-tokenized name, hash, and other features of interest. Table 1 provides the sizes of the four datasets.
Attack pre-generation. Using the normalized data as input, our data-generation framework pre-generates the transformed variants for each function. This process is expensive, and requires two separate code-transformation pipelines: one for Java programs, based on Spoon (Pawlak et al., 2015) ; another for Python programs, based on Astor (Berkerpeksag, 2020) . The seven semantics-preserving transformations we use in our experiments are listed in Table 2 . Our framework is capable of composing and applying arbitrary-length sequences of transforms.
We note that many of our transforms, such as the Rename* transforms, are parameterizable and non-deterministic. Because of the non-determinism involved in transforms such as random renaming, our data pre-generation framework may produce datasets of differing 'attack strength' from the same original data. We also note that the transforms T1-5 are commutative, as they modify different parts of the input program. Therefore, we consider order-independent combinations of these transforms in our experiments, instead of all possible permutations.
Experimental setup
Research questions. We designed our experiments to answer the following research questions:
Q1 Does adversarial training improve model robustness to semantics-preserving program transformations? Q2 Is training adversarially with a k-adversary sufficient to achieve robustness against l-adversaries, for l > k? Q3 Do adversarially trained models learn to focus on the semantically important features of the input program?
Code-summarization task. We considered the task of automatic code summarization (Allamanis et al., 2016) , the prediction of a method's name, given its body. Methodname prediction requires an understanding of the high-level semantics of a program, and therefore presents a challenging task for deep-learning models.
Models. We experimented with two model architectures: (i) a sequence-to-sequence BiLSTM model (seq2seq) and (ii) Alon et al.'s (2018) code2seq model. The seq2seq model takes tokenized programs as inputs. We sub-tokenized the input program by splitting up camel-case and snake-case, and retain the original casing of tokens. We trained 2-layer BiLSTM models, with 512 units in the encoder and decoder, with embedding sizes of 512, and the input-and outputvocabulary sizes limited to 50k each. We built upon the implementation of IBM (2020) and trained our models for 10 epochs using the Adam optimizer.
code2seq (Alon et al., 2018) is a model for code summarization that samples paths from the program AST in its encoder, and uses a decoder with attention for predicting output tokens. We used the code2seq TensorFlow code, 2 default model parameters, their Java path extractor, along with a recently contributed python path extractor (stasbel, 2020) . We train all code2seq models for 15 epochs.
All models were trained and evaluated using NVIDIA GPUs (GeForce RTX 2080 Ti and Tesla V100).
Robustness evaluation
We evaluated the robustness obtained by adversarial training of the two model architectures across the four datasets. We trained three models for each of the two architectures: normally, adversarially with Q 1 (Tr-Q 1 ), and adversarially with Q 1+ (Tr-Q 1+ ), where Q 1+ is Q 1 together with the sequence of transformations T1-5. Therefore, |Q 1 | = 7 and |Q 1+ | = 8. Henceforth, we refer to Q 1 and Q 1+ as the 'weak' and 'strong' adversaries/attacks, respectively. Analogously, Tr-Q 1 and Tr-Q 1+ are the weakly and strongly adversarially trained models, respectively.
We summarize the results in (Tsipras et al., 2019) .
Though the Tr-Q 1+ model is more robust to strong attacks than the Tr-Q 1 model in general, their F1 performance and robustness is comparable across datasets. In particular for the seq2seq model, the performance of the Tr-Q 1 model upon strong attack is within 3% of Tr-Q 1+ , across datasets. This is a remarkable result: adversarial training with a weak adversary (Tr-Q 1 ) is sufficient to achieve robustness against a much stronger attack (Q 1+ ). This finding is analogous to results in computer vision, where training using a weak adversary (small number of PGD steps) builds robustness against stronger attacks (Zhang et al., 2019a; Madry et al., 2018; Wong et al., 2020) .
How does the 5-adversary attack (Q 5 ) compare to the above strong adversary (Q 1+ )? Figure 5 compares the relative strength of adversaries on the normal and Tr-Q 1+ seq2seq models on csn/java. The strength of the attack increases with the length of transformation sequences. The slight non-monotonicity can be explained by the fact that the attack chosen for each test instance maximizes the loss, which may not necessarily correspond to the greatest drop in F1 score.
Observe that the attack efficacy of Q 1+ is within a few F1 points (4.75) of Q 5 across datasets, justifying its tag of 'strong adversary'. See the appendix for more graphs.
To summarize, our results demonstrate that (Q1) adversarial training increases robustness of the trained model, and additionally, (Q2) provides high robustness to stronger adversaries for the seq2seq model. seq2seq vs. code2seq. There are interesting contrasts between the seq2seq and code2seq models. The code2seq model struggles in two respects in comparison to seq2seq:
(1) its performance on Python datasets is far inferior, and (2) the code2seq Tr-Q 1 models are not as robust to the strong attack on the two Java datasets. We conjecture that this difference arises because the code2seq model uses sampled program AST paths to make its prediction. In general, python is more abstract, less verbose, includes no type annotations, and its program ASTs are less descriptive than Java ASTs. As evidence of this, we find that the node-type histogram code2seq generates for Java ASTs has over 300 entries, whereas the node-type histogram generated for our python ASTs has only 151 entires. Moreover, a program transformation may affect several AST paths at once, making the code2seq model more vulnerable to attack.
Focus on semantic features
We also conducted an interpretability study on our models, which showed that adversarial training results in increased focus on semantic features of the input programs. We considered feature attributions, by which we analyze the contribution of each input feature towards the output of a model. To estimate attributions, we used integrated gradients (IG) (Sundararajan et al., 2017) , a popular recent technique that satisfies several desirable properties.
The IG technique yields a vector of attributions, with each element corresponding to the contribution of an input feature towards the output. Formally, given a function F : R n → R, an input x, and a baseline input x , the i th component of IG(x, x ) ∈ R n is defined as the path integral of gradients along the straight line path from baseline x to input x. Mathematically:
For our analysis, we focused on the seq2seq model and analyzed the IG attributions of each predicted output token with Figure 5 . F1 scores of the normally trained (solid) and Tr-Q 1+ (dashed) seq2seq models on csn/java dataset with respect to kadversaries for k = 1, . . . , 5 respect to each (sub)token of the input program. 3 At each decoder time step, the function F for the IG computation is the element in the final softmax layer corresponding to predicted token. Input tokens are fed into the seq2seq encoder through a non-differentiable embedding layer, which converts the sequence of input tokens into a matrix of embeddings. To get around this representation issue, we compute the IG of each output token with respect to each element of the input embedding matrix. Then, the IG of a given input token is taken to be the sum of the IG values of elements in its embedding vector. We used the matrix of zero embeddings as the input baseline for IG calculation.
For our experiments, we considered the normally trained and Tr-Q 1+ models. For brevity, we present selected results and discussion here, with full results and details of the IG computation in the appendix. 3 An analogous analysis on the code2seq model is difficult to interpret, because the model takes sampled AST paths as input. Figure 6 . 6 of the 25 (input token, predicted token) tuples with the highest absolute increase in mean IG scores (csn/java) Increased IG for semantic features. We broadly classify the types of program (sub)tokens into 7 categories: keyword, word, number, operator, punctuation, bracket and other. Keywords, for instance, refer to a predefined list of Java and Python keywords, while words refer to variable names, types, etc. Any token not in the main categories is assigned to other. We examined the average IG attributions given to tokens in each category, across all input programs in the test set. The relative comparison between the normally and adversarially trained models is shown in Table 4 , for the c2s/java-small dataset. We observe that the average IG attributions across the test set increases for semantically relevant token categories (keywords, words, operators) and decreases for the others (bracket, punctuation, other). Thus, adversarial training appears to help the model focus on semantic features.
Increased IG for specific tokens. To obtain a more finegrained view of the changes in attribution that result from adversarial training, we considered the average IG attributions accorded to a given input token, by a given output token. We obtained the tuples of (input token, predicted token) that showed the greatest absolute increase in average IG after adversarial training. Figure 6 presents six intriguing examples for tuples of this form from the csn/java dataset. In each example, the input word gained a significant amount of IG attribution after adversarial training. For instance, on average the output token get had an IG of 0.028 more towards the input token return, after adversarial training. Another intuitive example is writer and print (The mercator examples refer to the OpenMap API in java, for which bounding and box are relevant). Thus, adversarial training increases focus on intuitive and logical input features.
To summarize, our results provide (Q3) strong evidence that adversarial training shifts a model's attention towards semantic vs. syntactic features.
Conclusion
To our knowledge, this work is the first to address adversarial training for source-code tasks. Our approach is general, in that it considers adversaries that perform arbitrary transformations. Our results demonstrate (i) the power of adversarial training at improving robustness, and (ii) the qualitative change in attributions induced by adversarial training-shifting toward semantic features of code.
For future work, it would be interesting to study the effects of adversarial training on other models, e.g., graph neural networks. It would also be interesting to look into efficiently incorporating gradient-directed transformations, e.g., (Yefet et al., 2019) , into our set of transformations.
FrameworkURL.
Our data-generation framework for adversarial training, Feb 2020. URL https://anonymous.4open.science/r/ 4ac75222-3673-418e-8b86-9f36ba29fc59. 9. All: the five non-shuffle transformations are applied in sequence.
For each Rename* transformation there are several parameters: (i) a set of sub-tokens from which random names are composed, (ii) the minimum random name length, (iii) the maximum random name length, and (iv) the percentage of identified targets that are selected for renaming. In our framework we default these to using names of minimum length 2, maximum length 10, and we attempt to rename 100% of identified targets. We use a set of 314 sub-tokens that, when applied as a random renaming in a small set of hand built templates, often changed the prediction of a Code Summarization model. In this sense, our choice of sub-token set is slightly optimized. We also performed preliminary experiments using a sub-token set consisting of simply the top-N most frequently used sub-tokens. This works, but creates transforms that are slightly weaker than those generated by our alternate (semi-targeted) approach.
For the ReplaceTrueFalse transformation we replace each instance of true (True in Python) with either 1 == 1 or 0 == 0. We choose each variant with equal likelihood. Similarly, we replace each instance of false (False in Python) with either 1 != 1 or 0 != 0. Again, we choose each variant with equal likelihood.
Finally, for the InsertPrintStatements transform we insert a random number of print statements with a single literal value as an argument. This transform is parameterized by the minimum number of insertions, the maximum number of insertions, the minimum and maximum literal value length (in sub-tokens), the sub-token set used for literal generation, and the likelihood of inserting at the beginning of a procedure versus inserting at the end of a procedure. We default these to using random literals of minimum length 3 and maximum length 10; we insert a minimum of 3 print statements and a maximum of 10; we use the same sub-token set used for random renaming during literal generation; and, we insert at the beginning and end of procedures with an equal likelihood.
Three examples of code before and after transformations are presented in Figs. 7 to 9 on the following page. 4 Ideally, a uniformly random derangement would be generated. For efficiency, we settle for a random permutation. 5 See footnote 1. 
Additional Results

Complete Robustness Evaluation
We provide the precision, recall, and exact match scores for all of our trained models across all of our four datasets in Tables 5 to 7 . We highlight, in boldface, the most robust seq2seq and code2seq models (with respect to the Q 1+ attack). 1, 5 33.52 / 22.26 31.36 / 20.64 31.22 / 20.51 14.99 / 9.23 12.31 / 7.43 11.95 / 7.23 Figure 10 on the following page provides full results for our depth-k study. We note that the same general trends hold across all four of our datasets. Although mentioned briefly in the main paper, we would like to again note that the transformations used in this study were not all seven transforms introduced earlier in the paper, but instead just the five non-shuffle transforms. We limit the set of single-step transforms for this study to both reduce the amount of dataset expansion (from x128 for a set of 7 commutative transforms at a maximum depth of 7 to x32 for a set of 5 commutative transforms at a maximum depth of 5). This, and the non-determinism of our data pre-generation, is what causes slight differences in measurements such as those for Q 1 and Q 1,5 when comparing to the main table used in our robustness study. d. Performance of both the normally trained (solid) and Adv-Q 1,5 (dashed) seq2seq models on the sri/py150 dataset Figure 10 . The above plots provide an examination of depth-k attackers for each of our four datasets. We included the csn/java plot (b) in the main paper but, as expected, the general trend remains the same across all four datasets. Furthermore, the strength of an ideal attacker Q 5 is no more than 5 F1 points away from the strength of the Q 1,5 attacker we use for robust training in all four studies.
Details of IG Calculation
As described in the paper, the IG calculation yields a vector of attributions, with each element corresponding to the contribution of an input feature towards the output. Formally, given a function F : R n → R, an input x and a baseline input x , the IG(x, x ) is a vector ∈ R n , with its ith component defined as the path integral of gradients along the straight line path from the baseline x to the input x. Mathematically:
In practice, this integral is estimated via the following Riemann summation:
We choose the number of steps in the Riemann sum (m) to be equal to 250 (the authors of IG recommend m between 20 and 300 to obtain a good approximation).
As described in the paper, we obtain attributions of each output token with respect to the input matrix of embeddings, using the zero embedding matrix as the baseline. As the baseline is all zeros, the above summation evaluates the derivative at scaled versions of the original embedding matrix. However, there arises a subtlety when calculating the IG at each time step of the decoder. Since the decoder is auto-regressive (future predictions depend upon the output of previous time steps), we need to provide the 'correct' tokens to the decoder at each time step (akin to teacher forcing during the training of the seq2seq model). This is necessary in order to make the prediction at each step differentiable with respect to the input.
The 'correct' tokens refer to the actual output predicted by the decoder when the program is the input. Thus in order to compute IG, we first pass the input tokens through the model to obtain the output. Then we pass scaled versions of the input embedding matrix to the model (this requires some additional hacking in the model encoder, as it ordinarily takes as input a sequence of token indices), and evaluate the derivative of the softmax outputs corresponding to the 'correct' tokens. The 'correct' tokens are also passed through the model simultaneously (for teacher forcing) with the necessary offset. The derivatives obtained are summed as per the IG formula to yield the attributions corresponding to elements in the input embedding matrix. These values are then summed column-wise to obtain token-level IG attributions. Our implementation of the IG calculation is made available in our repository at: https://anonymous.4open.science/r/ 4ac75222-3673-418e-8b86-9f36ba29fc59. Figure 11 . An expanded visualization of IG scores under a normal (IG (N)) model and an adversarially trained (IG (A)) model. Here, and in Figure 12 , negative IG scores are highlighted in purple. On the left, we show scores under both models for the task of predicting the method name setStatus. On the right, we show scores under both models for the task of predicting the method name getClassName.
(We show negative scores in these examples to provide a more complete picture of the differences between models but it remains unclear how to qualitatively interpret these scores; therefore, for clarity, we often show only positive scores.) ( . Attribution scores (generated via Integrated Gradients) for a tokenized program under (left) a normally trained model and (right) an adversarially trained model on the task of code summarization. The coloration represents attribution values for each input word during the prediction of the output words: set and status. Here (and in Fig 2 in the main paper) , we ignore negative attributions for greater clarity. Table 8 shows the additional results for 'Increased IG for semantic features'. Across datasets, adversarially trained models have the highest average IG attributions for semantics features such as keywords and words. Figures 14-17 show the full results for 'Increased IG for specific tokens'. The top 25 pairs of (input token, output token) tuples which displayed the greatest absolute incerease in average IG after adversarial training are shown for all datasets. As it can be seen, adversarial training often results in increases which are logical and intuitive. Figure 14 . The top 25 (input token, predicted token) tuples with the highest absolute increase in mean IG scores for c2s/java-small Figure 17 . The top 25 (input token, predicted token) tuples with the highest absolute increase in mean IG scores for sri/py150
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