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ABSTRACT 
We present an algorithm which locates the poles and zeros of a rational function 
given the values at the roots of unity, so long as enough values are specified to make 
the problem well posed. The algorithm is robust in a strong sense: if the sample values 
are perturbed slightly, it will identify the correct number of candidate poles and zeros, 
and they will be close to the correct poles and zeros. The algorithm proceeds by first 
calculating the discrete Fourier transform from the given sample values and then 
examining the singular-value decompositions of truncations of four Hankel matrices 
formed from them. We then show how, given such sample values for a rational 
function ~b, we may exploit the poles and zeros to construct the Szeg6 bases for H6, 
the Hankel operator with symbol ~b, and hence solve the Nehari problem. The 
algorithms are shown to be robust, and they are very accurate. The results improve 
considerably on those of Helton, Spain, and Young. 
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1. INTRODUCTION 
1.1. The PZ Algorithm 
The first problem tackled here is that of finding the poles and zeros of a 
rational function from sampled values. 
We consider a rational function ~b, expressed in lowest terms with 
maximum degree of numerator and denominator less than N/2. The numer- 
ator and denominator are then uniquely determined by the values of ¢ at N 
distinct points, and we seek to identify them from the sample values 
{~b(e2~ik/N):0 < k < N}. 
It is easy to derive a naive algorithm which attempts to find the coeffi- 
cients of the numerator and denominator by solving the set of linear 
equations obtained by substituting the given data. Such an algorithm is 
unsatisfactory on two grounds. First, it is extremely sensitive to errors in the 
data. Sample trials by the author show that even perturbations of the order of 
10 -14 may not be tolerated. Second, the set of equations i  overdetermined 
and large. So at best one obtains a representation for ~ which is not in lowest 
terms, and faces the further problem of removing the common factors. 
The algorithm presented here was inspired by Kronecker's theorem: 
Given a rational function ~b, the rank r of the Hankel operator H~ is 
precisely the number of internal poles of ~b (poles lying in the open unit disc 
D); furthermore, if USW* is the singular value decomposition of the 
(r + 1) × (r + 1) truncation of the matrix of H6, then (continuous analogue 
of Theorem 2.1.4) these internal poles are the zeros of the polynomial 
specified by the last column of W. 
The data for our algorithm do not provide us with values for the Fourier 
coefficients (the entries of the matrix of H6 with respect o the standard 
bases). We can, however, calculate the discrete Fourier transform (or coeffi- 
cients), DFT for short, from these sample values. We emphasize that these 
discrete coefficients are not to be thought of as (possibly not very good) 
approximations to the Fourier coefficients of ~b. They are useful quantifies in 
their own right, as emerges below. 
The author has not found the formula for the Discrete Fourier Transform 
of an arbitrary rational function, as presented in Theorem 2.1.1, in the 
literature. 
N 
We can form a finite Hankel matrix ~ from the DFT as we form H~ 
from the Fourier coefficients. An analogue of Kronecker's theorem holds for 
N N 
the matrix ~ [28]. If ~b has r poles (none on the unit circle ~), then • has 
rank r (so long as ~b is proper); and, in all cases, if USW* is the singular 
N 
value decomposition f the (r + 1) × (r + 1) truncation of the matrix of ~ ,  
then (Theorem 2.1.4) the poles are the zeros of the polynomial specified by 
the last column of W. 
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N 
We can therefore hope to locate the poles of ~b from the matrix (I), so 
long as we can detect how many of them there are. We shall have to deduce 
the number of poles, rp, which we shall call the pole rank of q~, from the 
N 
property that the rp × rp truncation of (I) is invertible while the (rp + 1) × 
(rp + 1) truncation is singular. 
An inherent difficulty arises. Because of rounding errors (even given exact 
data), and because we anyhow envisage working with noisy data, we are faced 
with the problem of testing a matrix for singularity given corrupted values of 
the entries. We do this by speeifying a tolerance r and finding the frst 
truncation for which the smallest relative singular value (which is the 
reciprocal of the spectral condition number) is less than ~'. 
Rather than set a tolerance in advance, which is tantamount to making a 
priori assumptions about the function, the amount of noise in the data, and 
the effects of rounding error, we have developed a method that is self-tuning 
(adaptive). It determines a suitable tolerance from the data directly, unpreju- 
diced as to the level of noise to expect. 
The clue to such a method is the observation that we should be able to 
find the zeros of ~b as the poles of the reciprocal of ~b. We can therefore 
cheek the aptness of any particular tolerance r by finding T-candidate zeros 
and poles and comparing the rational function determined by these candi- 
dates with the original function. If the tolerance r is too large, we shall see a 
discrepancy. If, on the other hand, it is sufficiently small, we should obtain 
almost exact agreement (subject o the quality of the data). Too small a value 
for the tolerance may allow the noise to spoil the results. 
N 
This matrix ~ actually carries the information about both the internal 
and external poles, as does the matrix ~ formed by using the DFT with 
U 
positive indices (which is the matrix obtained by reversing the rows and 
N N 
columns of ~).  As the number N of points increases, the matrices qb and qb 
N 
tend to deeouple; so it is prudent o utilize both in our search for the poles 
of (k. 
Our algorithm, which we term the pole-and-zero algorithm, or, for short, 
the PZ algorithm, therefore starts with an initial arbitrary choice of tolerance 
r and diminishes this tolerance systematically, at each stage finding the 
z-candidate zeros and poles, and then comparing the rational function 
determined by these candidates against he original function. The algorithm 
stops once the tolerance has shrunk far enough for no improvement to be 
possible. 
It is noteworthy that this termination condition does not require the 
setting of a desired accuracy in advance, nor a decision on whether to repeat 
an iteration to improve the result as, for example, in the Newton-Raphson 
method. 
640 P.G. SPAIN 
We emphasize that our algorithm accepts sample values as input, and 
works on the discrete Fourier coefficients calculated from them. This is a 
different problem from that of finding the poles and zeros from the Taylor or 
Laurent coefficients, a problem which has been addressed by many. Various 
algorithms have been devised for its solution. One of the most important is 
the QD algorithm of Rutishauser [25], which can be traced back to K~nig [19] 
and Hadamard [9] and is connected closely with the theory of Padfi approxi- 
mation; it is described in [15-18], among others. 
In view of its derivation, however, it is not surprising that our algorithm 
can accept he Fourier coe~cients of the function and of its reciprocal as its 
input. It then demands more information than the QD algorithm, and 
delivers more. 
The analysis below shows that we can read off the poles of ~b from the 
SVD of suitable truncations of these matrices. Although the SVD is expen- 
sive, it provides good value, in the author's estimation, for it leads to a very 
stable self-tuning (adaptive) algorithm. 
The PZ algorithm in its basic form applies only to functions that have 
neither zeros nor poles on the unit circle. It is straightforward to adapt it (one 
adds a small offset to the original function) to cope with a rational function 
that has zeros on the unit circle. 
1.2. The SNAAK Algorithm 
The fact that the Nehari problem and some of its generalizations can be 
solved numerically with the aid of Hankel operators lies at the heart of 
current H ~ control theory. Some basic design problems can be transformed 
to problems of Nehair type and hence solved--notably the H ~° disc problem 
[10-12] and the robust stabilization and the sensitivity minimization problems 
[5]. In particular, the H °~ approach to robust controller design leads to 
precisely this problem [5], as does the predecessor to this subject, gain 
optimization of broad-band impedance matching of passive circuits [10]. 
The Nehari problem is: given a bounded measurable function ~b on the 
unit circle ~-, to find a function ~b a ~ H®(T), the space of functions bounded 
and analytic in the open unit disc, such that the distance (in the essential 
supremum norm on T) from ~b to ~b~ is minimized. 
From a mathematical point of view the problem is solved by a theorem of 
Adamyan, Arov, and Krein (AAK) [1] expressing the desired function in terms 
of singular vectors of a Hankel operator. If ~b is a bounded measurable 
function on the circle T with Fourier series 
oo  
E n, 
n ~ - -oz  
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then the Hankel operator H¢~ with symbol ~b acts between infinite-dimen- 
sional Hilbert spaces. It can be represented by the infinite matrix 
= 4 
. . .  
and can be thought of, in system-theoretic erms, as the mapping from past 
input sequences to future output sequences [6]. According to the AAK 
theorem the best analytic approximation problem for ~b is solved once the 
singular vectors of this operator are known. 
Computationally the most straightforward approach to seeking the singu- 
lar vectors of the infinite matrix (I) is to replace (I) by a large finite truncation 
and to compute the singular vectors of that. We call this method simple 
truncation. A similar idea has been studied and recommended in the context 
of model reduction by L. Trefethen et al. [30, 8]. If the operator H6 is 
compact and its largest singular value is simple, then the singular vectors of 
the truncations will indeed converge to the singular vectors of (I) as the 
truncations increase. However, if the Fourier coefficients of 4) decay slowly 
to zero, as will be the case if ~b is rational and has a pole very close to -fi-, then 
one has to take extremely large truncations before the jettisoned entries are 
truly negligible (see examples in Section 5). In practice simple truncation may 
sometimes be good enough, but our purpose here is precisely to treat the 
cases where it fails. 
Besides, our aim is to use sample values of the function as our raw data. 
While a large number of samples (ca. 2048) was needed for the algorithm of 
[13] to provide accurate approximations, it emerges that our SNAAK algo- 
rithm will run well given (one more than enough) sample values to determine 
the function uniquely. 
We are concerned here mainly with rational functions. For rational ~b 
there are natural bases, the SzegJ bases, for the cokernel and range of H6. 
Moreover, the matrix of H,~ with respect o these bases is lower triangular. 
However, to compute these bases and this matrix one has to know the poles 
and zeros of ~b. We term the algorithm that implements this sequence of 
calculations the SNAAK algorithm (from Szeg/5-Nehari-Adamyan-Arov-Krein). 
A very general problem, simple to state, in nonlinear nonconvex linear 
algebra, emerges from analysis of the SNAAK Algorithm (see §3.2 below): 
PROBLEM. Given a subspace V of Euclidean space C", (or of Rm), and 
642 P.G. SPAIN 
linear functionals u 1 . . . . .  u k, to find 
max { min I(v,uj)l}. 
Ilvll= 1 l<j<k 
vEV 
Simple truncation may be viewed as using 0 (repeatedly) as an approxima- 
tion to the internal poles. In the hope that those internal poles near qY might 
be found from sample values, but relinquishing hope of locating the internal 
poles of small modulus, a hybrid modified truncation algorithm was proposed 
in [14]. 
A geometrical method of pole location was analyzed in [13]: the poles near 
the unit circle were found accurately (so long as they were simple), but not 
the poles near 0. The modified truncation algorithm using the poles so found 
gave good numerical results. 
We now have available the PZ algorithm. This locates both poles and 
zeros of ~b and captures them accurately enough for the SNAAK algorithm to 
work well. We use the candidate (estimated) poles and zeros to construct 
approximations to the (finite-dimensional) cokeruel and range of H6 and 
then use the compression of H6 to these subspaces in place of H~. Our tests 
show how effective this method is in solving the Nehari problem where 
simple truncation gives poor results. We also apply this method to finding the 
best approximation to ~b by meromorphic functions with a stipulated largest 
number of poles inside the unit circle (the Nehari-Tagaki Problem). 
The Nehari problem is usually formulated for functions ~b which are 
essentially bounded and measurable on the unit circle, and the mathematical 
solution given by the Adamyan-Arov-Krein theorem applies in this generality. 
However, any numerical method which depends on finite matrix approxima- 
tions of H6 only makes sense in the event that H6 is a compact operator, 
which occurs if and only if ~b is the sum of a continuous function on ~- and an 
H ~ function [23]. We therefore assume that ~b has this form. In this 
generality it does not make sense to speak of poles of ~b, and so there is a 
question as to what is meant by estimating poles in the case of nonrational ~b. 
Our analysis hows that if we find good estimates ~ to the true poles a near 
the unit circle of some rational function which is close to ~b in the L°~(T) 
norm, then we can use the 5 to get a good representation of H6 and hence 
to get a good approximation to the solution of the Nehari problem for ~b. 
Thus it is not essential to our method that ~b itself have well-defined poles. 
This is important, since we envisage the case that ~b is a rational transfer 
function corrupted by nonrational noise which is small in the L~°(T) norm. 
The plan of the paper is as follows: we explain and justify the PZ 
algorithm in Section 2 and explain and justify the SNAAK algorithm in 
Section 3; we recall formulae for explicit solutions to the Nehari problem in 
Section 4; and we present he numerical evidence in Section 5. 
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2. NOTATION AND PRELIMINARY ANALYSIS 
SYNOPSIS. Let Ob be a rational function with r poles, let N be an 
integer, and suppose given as sample-values of the values of ~b at the N th 
roots of unity. We can use the values of the Discrete Fourier Transform to 
N 
construct a finite Hankel matrix qb(= ~).  The condition N >__ 2(r + 1) 
ensures that ~r is invertible while qbr+ 1 has rank r and nullity 1. If 
(a  1 . . . . .  a~) are the poles of ~b, and P is the column vector of coefficients of 
the polynomial whose roots are (a  1 . . . . .  at), then 
(I)r+lP = 0 
(see Thereom 2.1.3). This is the crucial relationship which allows us recover 
(a l , . . . ,  a r) from (I), so long as we can detect he value of r. We show how 
to find r by exploiting this relationship both for ~b and its reciprocal, so 
locating both the poles and zeros of ~b. To do this we require N > 2(r6 + 1). 
This condition also ensures that the problem of recovering the poles and 
zeros of 4> from the sample-values is well-posed. 
The PZ Algorithm applies only to a rational function ~b having neither 
poles nor zeros on -IF: such a function has the form 
l-lc /(z -/3) 
rI <,l( - a )  ' 
where {a} o {/3} = ~, and A is a constant. We define q~ by 
= 
Then the external poles of ~b are the reciprocals of the internal poles of 
~b(1/z), the internal zeros of ~b are the internal poles of q~, and the external 
zeros of ~b are the reciprocals of the internal poles of q~(1/z). 
Let 
zeros  
r(p) = number 1 poles ) 
r¢~ = max{ rp, rz} 
= number /internal 1[ zeros 
(~)(p) ~ external ]~ poles ) 
(counting according to multiplicity). 
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DEFINITION. We shall use the expression Pole-rank(~b) to denote the 
number of poles of ~b, i.e., Pole-rank(~b) = r e. 
Sufficiency of Data 
Let N be an integer and F = {e zk~i/N :0 < k < N}. Suppose we are 
given N numbers {~b k : 0 < k < N}. 
For a given integer r there may, or there may not, exist a rational 
function qb with r6 = r and ~b(e 2k~i/N) = ~k (0 < k < N). 
LEMMA 2.0.1. Provided that 2r < N there is at most one rational 
function ~b with r6 < r satisfying qb(e 2k~/N) = ddk (0 < k < N). 
Proof. tf ~ = f ig  = h/k ,  where f ,  g, h, k are polynomials ofdegree 
< r then fk - gh is a polynomial of degree < 2r  < N. • 
COROLLAI~Y. Let rk be a rational function (expressed in lowest terms) 
with numerator and denominator both of degree < r. Then rk is uniquely 
determined from any N distinct sample-values, o long as 2 r < N. 
We recall the definition of the singular value decomposition (SVD) of a 
matrix: see e.g. [29, 6.4.10]. Let A be a matrix of rank r. Then there are 
unitary matrices U, W and a real diagonal matrix D = diag{ o-1 . . . . .  o-r} with 
°'1 > °re > "'" > o-r > 0 such that A = USW*, where 
has the same size as A. 
2.1. Discrete Fourier Transform of a Rational Function 
Let ~b be a complex-valued function defined on the unit circle T. For 
each positive integer N we can use the values of ~b on the grid 
G =~ {e2k'~i/N :0 < k < N} 
N 
to define the Discrete Fourier Transform qb: 
N N-1  
~, : N-~ E 4'(to~)to -~' (2.1.i) 
k=0 
(s ~ 2~), where to = to n = e 27ri/N. This is a sequence of period N. 
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N ^ ^ 
When ~b is continuous we have ~b-o u_,=~b~, where ~b~ is the sth 
Fourier coefficient of ¢. 
The largest Hankel matrix we may form using values from a single period 
of the DFT has size M × M where M = [N + 1/2]. 
We adopt the 
STANDING CONVENTION. 
An elementary computation shows that for 
1 
~b(z) = - - ,  a¢0 ,  ana l ,  
Z -- O/ 
we have 
N O/s -1  
¢-s  l _aN,  l <s<N;  
so, on defining 
we have 
1 
1- -c~ N '  
N 
¢_~ = /~N( a )a  ~-~ (2.1.2) 
We emphasize that this formula holds for ot both inside and outside q/-. 
If we let 
= 
N N I ¢-1  "'" 4~_~ 
N N 
~-s  "'" I~) -2s+ 1 
l <s<M 
N 
(the top left s × s corner of q~ = q~M), we find that 
¢~ = R'rR~, (2.1.3) 
646 
where 
1L = (1 ~ ~2 ... o~s-1),  
r = (~N(~) ) .  
Differentiating this repeatedly with respect o ot shows that for 
¢( ;5 )  ~" (Z  -- O/) m'  m > 1, 
we have 
~s = Vs(m)'F(m)Vs (m), 
where 
Vs(m) = 
as  
dR~ 
da 
1 dm-lRs 
(m-  1)! da m-1 
and 
F(m) = 
1 dm-l~ 1 dm-2~ 
"*° 
(m - 1)! da m-1 (m - 2)T dot m-2 
1 dm-2~ 
°°" 
(m - 2)T da  m-2 
°° 
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(2.1.4) 
(2.1.5) 
(2.1.6) 
REMARK. I f  formally we put N = 0% that is, ~ = 1, we find that F = Js, 
so we recover the expression for the s × s Hankel matrix of Fourier 
coefficients in the form 
( ncb)s "~- Vs(m)tJsVs(m). (2 .1 .7 )  
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DEFINITION. Let Vs, k be the Hankel matrix of size s × s whose only 
nonzero terms are l"s on the kth antidiagonal. (Note that Vs, k = 0 when 
k >_ 2s.) 
Next we note that for 
we have 
Then 
6(z )  -- z m 
N [ 1, 3 =- N m, 
~b = /0 ,  else. 
f~s(Z -m) = Vs, m 
= v~(m)'F(m)v~ (m) (1 < m < M)  (2.1.8) 
( interpret ing Ws (m) and F (m) naturally for a = 0), while 
d~,(z m) = V,,N_ m (1 _< m < M) .  (2.1.9) 
THEOREM 2.1.1. Let N be an integer and let 
t mj "Yjk d 
qb= E E - -  + Eakz  k ~ff ~ l, Tj, mj#O.  
j= l  k=l  ( Z -- ~j)k k=0 
be a rational function, putting d = -1  if the polynomial term is lacking. 
Then 
rp = Era  j, 
l<j<_t 
r z = rp + d, 
and 
where 
d 
• s = v ; rVs  + E akVs, N-k, (2 .1 .10)  
k=0 
Vs(ml) (Oil) 
Vs= 
Wx(mt)( Olt ) 
F = d iag{F(ax) , . . . ,  F (a , )} ,  
(2 .1 .11)  
(2 .1 .12)  
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and 
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mj 
r( j) = E (2.1.13) 
k=l 
(identifying F (k) with the mj × mj matrix which contains F (k) as the top left 
corner and is elsewhere 0). 
Proof. This follows from 2.1.4, 2.1.8, 2.1.9 above. 
Recall that for our problem to be well-posed (see the paragraph on 
Sufficiency of Data above), we require 
N > 2r¢. 
THEOREM 2.1.2. For dp as in Theorem 2.1.1 and N > 2(r6 + 1) we have 
dp s = Vs'FV s. 1 <_ s ~ rp + 1 (2.1.14) 
Proof. The condition N > 2(r6 + 1) ensures that the polynomial contri- 
bution Ekd=0 akVs,,_ k in (2.1.10) vanishes (when d > 0): for this condition 
entails that n - d - 2(rp + 1) >__ d >_ 0. Thus (see note to definition of Vs, k) 
we haveVs, n_k =0f° r0  <k  <dand l<_s  <_r e + 1. • 
COROLLARY. (~rp is invertible. 
Proof. By 2.1.6, 2.1.13 and 2.1.5, 2.1.12, both F and Vrp are invertible. 
REMARK. (2.1.14) holds also for N --- 2r6 + 1 when tb is proper. How- 
ever, since the PZ Algorithm operates on both tb and 1/~b, one of which is 
not proper, we require N >_ 2(r6 + 1). 
Now introduce the 
DEFINITION. 
THEOREM 2.1.3. 
t rp 
p(z) -- F l ( z  -  j)mj _- E pjzJ, 
j= l  j=0 
e=[p0  ..... pr-.1]'. 
For qb as in Theorem 2.1.1 and N >_ 2(r~ + 1) we have 
dPrv+lP = 0. (2.1.15) 
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Proof. Vr,+lP=O since (dk/dak)p(a j )=O (1 <j <t, l <k <mj 
- 1) .  • 
This relation is the crucial fact that allows us to find the poles of ~b from 
the matrix qb: for these relations establish the following theorem. 
THEOREM 2.1.4. Let ch be a rational function with r = rp(~b) (> 1) 
poles a, none of them lying on q[. Let Or+l = USW* be the singular-value 
decomposition of ¢Pr + 1" Then P is proportional to the last column of W, and 
a is the set of zeros of the polynomial with coefficients P. 
Proof. Write 
Then 
w = (w l  . . . . .  Wr÷, ) ,  
S = diag{sl, . . . ,  s r,0}. 
(~r+ lWr+ 1 = USW* Wr+ 1 
1 = US| • : I Wr Wr + 1 L wr*+ lwr +1 
ulSl[ s, 0 
and the dimension of the nullspace of Or+ 1 is 1. 
[i] =0;  
REMARK. The continuous analogue of this result, for the Hankel matrix 
(1.2.1) of Fourier coefficients, reads identically. 
2.2. Rank Determination 
Assuming N fixed duringNthis ubsection, for simplicity of notation we 
shall write ~ for the matrix ~.  
To exploit Theorem 2.1.1 we need to identify the pole rank r = rp(t~) of 
4' d from the matrix ~. Because of the presence of the terms ]~k ~ 0 ak Vs, ~v- k in 
(2.1.10), the rank of • may exceed r when ~b is not proper. However, 
dP s = V~'FV s when s < r + 1 [see (2.1.14)]. (Since the pole rank of ~b may 
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differ from the rank of ¢ ,  numerical methods for finding the rank, such as 
those of [3], are not directly relevant.) 
We search for the pole rank by examining relative singular values (the 
reciprocals of the spectral condition numbers [7, 2.7.2; 31, 2.30]) 
T s = Zs(¢  ) =- O.l(¢s ) , 
where o)(¢ s) is the j th  singular value of Cs, for rr+ 1(0) = O, while %(¢) > 
O. We seek the smallest k for which Ck + 1 is singular. (We choose to use the 
relative singular values z, rather than the singular values ~ themselves, in
order to have a scale-invariant criterion.) 
N.B. There are certain fluke configurations when this procedure will stop 
too soon: for instance, if ~b = z -1 + z -4, we find that 
1 0 0 1 
0 0 1 0 
0 1 0 .-. 
1 0 ... 
O . . ,  
0 
One could build in a safeguard routine to cause the algorithm to seek further 
if one suspects that it has stopped too soon for this reason. 
Since we expect he data to be noisy, and since it is impractical to test for 
an exact zero, we set a tolerance z > 0 and seek the first k for which 
Zk+ 1 < Z. 
DEFINITION. The z-rank of ¢ is the first integer k such that zk+ 1 < z. 
(If there is no such k, we define the T-rank to be 0.) 
So long as 0 = %+ 1 < z < z r, the T-rank should equal the pole rank, and 
we shall find r correctly. An inappropriate choice of z (too large or too 
small) will yield a wrong value for r. 
It is not clear how to make an apt choice of the tolerance z. The nearer z
is to either 0 or to %, the smaller will be the amount of noise that can be 
tolerated if the rank is to be found correctly. We shall analyze this problem in 
detail later. 
2.3. The PZ Algorithm 
Given the values 
:0 a k < N}, 
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we first form the discrete Fourier coefficients 
N N 
4's, ~Ps, -N<s  <N,  
and pack them to form four Hankel matrices 
(I)iP = (I~internalp oles ~__ 
N N 
4' -1 4' -2 
N N 
4' -2 4' -3 
N N 
4 ' -M 4 ' -M-1  
N 
4'-M 
N 
4 ' -M-1  
N 
4 ' -2M+1 
~)ep = (I~external poles = 
N N 
¢1 4'2 
N N 
4'2 4'3 
N N 
4'M 4'M+1 
o°° 
N 
N 
~M+I  
N 
4'2,,-1 
~iz  ~ (I)internal zeros 
N N 
N N 
~P -2 ~P -3 
°°° 
N N 
q~ -M ~P -M-1 " ' "  
N 
~-M 
N 
~-M-1  
N 
q~-2i+a 
(I ~ez ~ (l) externalzeros 
N N N 
N N N 
~2 ~3 "'" (~M+I  
N N N 
CM ~M+I *'" ~2M-1 
where M = IN + 1/2]. 
Note that when N is even f~ep is obtained from (l)ip by reversing both 
rows and columns, as is ~ez from ~.  
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We set 
76 = min(~'(~)(p)), 
ip where rip = ~'r,(~ ) . . . . .  
From these four matrices we can find the poles and zeros of ~b, so long as 
we can set a tolerance ~" such that 0 < r < ~'6" 
Theorem 2.4.1 even suggests an optimal value for this tolerance: but this 
value depends on the very quantities that we seek. Remembering that too 
~',~,,p,) may lead to a large a value of r (greater than any one the four ( )~z ) 
i p 
wrong assessment of the ranks of (I)( e )(z ), and that too small a value may do 
so too (in the presence of appreciable noise), we have made our algorithm 
self-tuning, to seek an optimal tolerance dynamically. This can be achieved 
because once we have found estimates for the poles and zeros (candidate 
poles and zeros), we may construct he rational function ~ that has precisely 
these poles and zeros, and that agrees with the original function ~b at the 
point 1. The difference between ~b and ~b should be very small if our 
candidates are close to the true values, appreciable if they are not. We use 
q~ =amax 1 :0<k<N - 
(the supremum over the grid) as the measure of difference. 
Our algorithm has the virtue that one does not have to set a desired (and 
possibly unattainable) accuracy in advance. It terminates having located the 
poles and zeros as accurately as the data allow. 
Our algorithm is as follows. 
POLE-AND-ZERO ALGORITHM. 
Inputs: 
Sample values 
{~b(e 2~k/n)  :0 ___ k < N} 
of the rational function ~b at the points of the grid 
{e 2~ik/n :0 < k < N} 
of evenly spaced points on the unit circle "1-. 
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We require 
N >__ 2(r  + 1). 
Procedure: 
N N 
1. Calculate the discrete Fourier coefficients ~b, ~s ( -N  < s < N), 
and pack them to form ¢plp, (pep, ¢iz, ¢p~z as above. 
II. Start with a z = Tinitia I = 1 (which is likely to be too large), and 
observe the effect of reducing it systematically. 
III. For each qb above, compute rk(¢) (k = 2 . . . .  ) to find the z-rank, 
the first k (if any) for which r k < r. If successful, find zeros (poles) by 
finding the zeros of the polynomial whose coefficients are the last column 
(last column reversed) of W, where USW* is the singular-value decomposi- 
tion of zk. Reject candidate poles outside (inside) ~- when worldng on ¢pip 
(~pep), and candidate zeros outside (inside) ~- when working on ¢iz (~) .  
IV. Amalgamate the poles and zeros to obtain the T-candidate poles 
a (~) and the z-candidate zeros fl(~). 
V. Form the rational function ~b (~) that agrees with ¢ at 1 and has 
poles a ¢~) and zeros fl(~), and calculate 
Er r (z )  = 4' 
(the supremum over the grid G). 
VI. Finish if Err(z) e for some small e; or 
VII. Replace z by z/10 and return to step II. If z becomes unrealisti- 
cally small, while Err(z) is large, we finish: there is too much noise in the 
data. 
VIII. Return the z-candidate poles and zeros that minimize Err(z). 
Outputs: Candidate poles 8 and candidate zeros f~ for ¢. 
REMARKS. 
(1) The break condition (VI, VII) can be implemented only if we seek all 
poles and zeros of ¢. We would not have the information to compute the 
error if we sought only the internal poles. 
(2) With clean data we should have Err(z) = 0 as soon as z < r~. Our 
algorithm terminates when the data can yield no better esult. 
The criterion of smallness e in break-condition (VI) can be set according 
to the suspected quality of the data. A smaller value of e will force the 
algorithm to examine larger truncations: a larger value will permit it to exit 
earlier. 
(3) One hopes to have to perform the singular-value decompositions only 
654 P.G. SPAIN 
on D k for small values of k, values not much greater than r~. A bound for r~ 
can save the algorithm from inspecting irrelevantly large truncations. 
(4) One can, for efficiency, code the algorithms o that no singular-value 
decomposition is performed twice. 
(5) The optimal r will be different for the four matrices. Because we 
reduce our tentative tolerance r by a factor of 10 at each step, we may 
overshoot. The algorithm will then tolerate less noise (perhaps a tenth less) 
than it might have done. 
(6) One might propose to curtail the PZ algorithm as detailed above, and, 
instead of the four matrices DiP, D eo, D ~, D ez, analyze just the two matrices 
Dip, D iz. If, however, we do this, and N is at all large, poles or zeros away 
from T may evade detection. We therefore run the algorithm as described 
above, using all four matrices. 
(7) The cost of the algorithm depends on N according to the work of 
calculating two FFTs of size N [each = (N/2)  log~ N flops], and then, 
typically, on the work of calculating four sets of SVDs up to size (r6 + 1) × 
(r6 + 1) (-- 20r~ flops each). 
(8) One can run the algorithm from the usual Fourier coefficients, if 
these are known. 
2.4. Error Analysis 
N 
We now investigate the influence on D (= D = D iP) of perturbations to 
the data. We establish a theorem which demonstrates the feasibility of our 
algorithm and gives a measure of its robustness. 
Before doing this we discuss the sensitivity of the roots of a polynomial to 
the coefficients. 
Root Sensitivity. We present a self-contained proof of an estimate for 
the sensitivity of the roots of a polynomial to its coefficients, valid when the 
roots are simple. Although the idea for this proof is natural and straightfor- 
ward, we have not been able to locate any treatment along these lines in the 
published literature. 
This estimate can also be obtained from the treatment in [29, 5.8]. The 
treatment of [21, Appendix A] (see also [17, 2.3.1]) is more general, but, 
because it covers roots of greater multiplicity, it gives an error estimate only 
of order liP -/~11 l/m, where m is the maximum multiplicity of the roots of P. 
Let a = (a  1 . . . . .  ot r) be a set of r numbers, let 
j~1 j=o 
be the monic polynomial of which they are the roots, and let P = 
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[ P0 . . . . .  Pr- 1, 1]'. Let J be the Jacobian of the map 
tx = ( c~ 1 . . . . .  Oer) ~ ( Po . . . . .  P r - ] ) "  
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LEMMA 2.4.1. Suppose that tr = (o~ 1 . . . . .  Ol r) are mutually distinct. 
Then the Jacobian J is invertible and 
where 
( j -1) i  k = -tr~/~ri,  
~j ~ F I (~ j  - ,~) ~ 0. 
ke=j 
Proof. Differentiate the identity 
fi(z-o   = 
k=l  k=0 
partially with respect o each otj to get 
r -1  
- l - I ( z -%)  =- E 8,jPk zk. 
k~j  k=0 
Substituting z = oti yields 
and so 
r -1  
-Sij~r ~ = ~, 8~jpkai k 
k=0 
(] -1) i  k = -aiklTri.  
The inverse Jacobian j -1  expresses the sensitivity of the roots to the 
coefficients. Its elements are here given in terms of the roots rather than of 
the coefficients. 
The mean-value theorem now ensures that 
IIc~ - ~11 ~< IIJ-~ll l iP - PII -4- o ( l le  - PII): 
we may use whatever norms we choose for the spaces of coefficients and of 
roots, so long as we use the associated operator norm for IIj-111. 
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We require an estimate for IIJ-1112. To obtain one we note that since 
< r 1/2 min( max IlSj.ll~, max Ilsjll2} 115115 
l< j<_r  l< j~r  ] 
where Sj. and S.j are the j th row and column of the r × r matrix S, we have 
1 [ 1 -IO/jl 2r 1/2 
IIj-1112 _< rX/2 max - -  
l~ j~ 17rjI 1 - la j l  e 
PROPOSITION 2.4.1. Let (O~ 1 . . . .  , Ol r ) be mutually distinct numbers not 
lying on qF, and let P, as above, be the coefficients of the monic polynomial of 
which they are the roots. Let f = [ Po . . . . .  Pr- 1, 1~. Then for every A > 1 
there exists an ~7 > 0 such that if 
l i f t -  ell2 < n 
and if ~ are the roots of the equation 
j=0 
then the & may be ordered so that 
114 - alL2 < )tr 1/2 max 
- -  l< j<r  171"j I 
1 - I%12r 11/2 
1 -~ i- 7 ] lip - e l12.  (2 .4 .1 )  
Proof. This is immediate from the mean-value theorem [4, 8.5.3] and the 
estimates above. • 
REMARK. If the maximum multiplicity of the roots is m, we can only 
assert with [21, Appendix A] that there is a constant K, depending only on ~b, 
such that the ~ may be ordered so that 
114 all2 < g l l f  e 1/m 
- -  - -  - -  2 • 
(2.4.2) 
Error Sensitivity. Let r = rp be the number of poles of q~, and let N 
(the number of sample values) remain fixed and sufficiently large: N > 2 
( r ,+  1). 
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Suppose that for some 8 (> 0), instead of true values ¢(to~) we are 
given approximations ~k to them, uniformly close to within 8, so that 
max - ¢1  < 8 
o<_k<N 
N N 
We compute the discrete Fourier coefficients _O and the matrices air from 
N 
the {~b k} as if from {¢(WNk)}. Again, to simplify notation, we write qb = (I), 
N 
xI r = xI r . Then 
I¢ ,  - ~sl < 8 ,  
/x 
8s-  II~s - ~oll < 8s. 
Recall that for any operator H and integer k the singular values (which we 
number from o" 1) are defined by 
ok(H ) = inf IIH - TII. 
r(T)<k 
It follows that 
]crk(H ) - ( rk (K) l  _< 8 if  ]]H - gl l  ~ 8. (2.4.3)  
Let 
o-~(.~) 
~ (l_<s_<M). 
~i(~s) 
Now, by (2.4.3), 
O' l (~tts )  = ]laJZtsll-~< II(I)s]l "1-II(I)s - -  ~sll 
-< I1¢,11 + 8, 
and 
~(~)  >__ ~(~)  - ¢ ,  
SO 
~(¢s)  - 8s 
~'s > (2.4.4) 
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Further,  
and 
SO 
O'r÷,(*r÷O <-- O'r÷~('t'r÷l) + '~,-+~ 
~- 8r+ 1 
~-~ [[(I)r+ l l [ -  8r+l, 
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8r+l  
- . (2 .4 .5 )  
Vr+l < I1¢r+111- 8r+~ 
THEOREM 2.4.1. Let dp be a rational function, let N be an even integer, 
N > 2(r¢ + 1), andlet a N --k Oforallpoles a of~b. Let r (= rp > 1) bethe 
number of poles. Assume further that 
ZX 
Trnin ~--- min ~'~ > 0. 
l<s<r  
Let r be any positive number such that 
0< T< "/'rain, 
and let 
• IlCr÷ 111, min 
6 = min 1 + r r + 1 l<s<r l ~,r  s 
Let {~b k} be e-close to dp, in the sense that 
max [~b(~o~)- VJkl < e. 
o<k<N 
(2 .4 .6 )  
Then ÷r+ 1 < Z < ÷r" 
Proof. Suppose that 0 < ~" < 7mi .. If 
TSF  'I" 
1+~" 
we have, by (2.4.4), 
~(¢, )  - 6s 
NEHARI PROBLEM 659 
and if also 
7 
mll~+ll l ,  er+l< 1+7 
then, by (2.4.5), 
7> 
er+ 1 
I I~+l l [ -  er+l  
>-~ ~r+l" 
Thus Zr+l < 7 < Zr SO long as 
7 I1~+ ill min 
e < min 1 + 7 r + 1 l<s<_r 
(7s-711~11))1+7_ s . (2.4.7) 
This completes the proof. 
We introduce a definition to encapsulate his relationship. 
DEFImTION. e (> 0) is 7-tolerating if ~r+l < 7 < ~ for any {$k} such 
that max0<k< N I~b(to~) - glkl < e. 
Theorem 2.4.1 can be expressed informally as follows. 
THEOREM 2.4.1 (Informal Version). I f  e is 7-tolerating and ~b and qb are 
e-close, then the 7-rank of • equals the pole rank of qb. 
We can analyze the sensitivity of the candidate poles and zeros to errors 
in the data further. 
THEOREM 2.4.2. Let fb be a rational function having r (> 1) poles, 
which do not lie on the unit circle. Let 
0<e<~ trr(¢r+~) 
4(r + 1)Hell' 
and let {$k} be e-close to ~b, in the sense that 
max Ifb(to~) - Ski < e. 
O<_k<N 
Let 
dPr+ 1 = USW*, 
+1 = 6gV¢*  
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be the singular-value decompositions of ¢b ~ + 1 and ~ + ~. Let ff be the monic 
multiple of the last column of W*,  and let & be the roots of r ~ j =0.  
Then 
lift PII2 < 20 (r  + UIIPLI2 
orr (¢r+ 1) 
If, further, the poles are distinct, it follows that the & may be ordered so 
that 
max Y ~ 8 (2.4.8) 
II& - ~ lh  < 20 O.r((i~r+ 1 ) l<j~r 1 
( E < ~ ) for some ~ < ~, where 
= F I  - ( .  o) .  
k. j  
Proof. Let Wr+ 1 be the last column of W, and/~r+ 1 the last column of 
V¢. Note that Ilell = 1/Wr+l , r+ 1, II/;11 = 1/ tVr+l , r+ 1. 
One can expand t~r+ 1 in terms of the columns of W to obtain 
r+ l  
~)r+ l = E }LkWk 
1 
for constants Ak satisfying F~ + llAkl 2 = 1. Without loss of generality we can 
assume that Wr+ 1, r+ 1 > 0, tbr+ 1, r+ 1 > 0, At+ 1 > 0. 
Since 
(I~r+lt~r+ 1 ~--- Z}kkOrk(f~r+l)Uk, 
1 
we obtain 
r ( 2 8 ( r + l ) )  2, 
l~l~kl z < or 
2e( r  + i) 
hr+ 1 > 1 
Cr 
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It follows that 
liter+ 1 -- A~+lWr+ll I < 
2~(r  + 1) 
From this it follows that 
l i f t - -  e l l2  < Wr+l Wr+l "~- Wr+l Wr+l 
--  Wr+ 1, r+ 1 t~r+ lWr+ 1, r+ 1 )tr+ lWr+ 1, r+ 1 Wr+ 1, r+ 1 
It~+l,r+l - -  ~tr+lWr+l,r+l l  ]lWr+l - - t~r+lWr+lll < + 
t~)r+ 1, r+ 1t~r+ lWr+ 1, r+ 1 I~r+ lWr+ 1, r+ 1 
< 1 (1+ 
I~r+ lWr+ 1, r+ 1 
1 ] 2e(r + 1) 
t~)r+ l, r+  1 ] Orr 
20 (r + 1)l lel l  ~ ~r(~r÷l) 
< e, O<e<~= 
Orr(~r+~) 4(r + 1)IIPII" 
Applying Theorem 2.4.2 to both ~b and q~ yields 
THEOREM 2.4.3 (PZ stability). Let qb be a rational function whose poles 
and zeros do not lie on the unit circle. Let N be a sufficiently large integer. 
Let m be the maximum ultiplicity of the poles and zeros. Let {~k} be e-close 
to dp, in the sense that 
max - *k l  < e 
o<_k<N 
Let & and ~ be the candidate poles and zeros as found by the PZ algorithm. 
Then there exists a constant K, depending only on d~, such that for e 
sufficiently small the &, ~ may be ordered so that 
max{lid - all~, II/3 -/3112} ~ K6 '/m. 
THE SNAAK ALGORITHM 
SYNOPSIS. Given sample values of the rational function ~b, we wish to 
compute the analytic function ~b a nearest to ~b in the supremum norm. To do 
this we seek a maximizing vector for the Hankel operator H e. This last 
operator has an infinite matrix with respect to the standard bases, even 
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though its rank is finite. It is, however, represented by a finite matrix with 
respect o the Szegi5 bases: but to construct these bases we require the poles 
and zeros of ~b. The natural approximation procedure--use the candidate 
poles and zeros to compute an approximate SNAAK representation--is stable 
and convergent (and yields excellent results: see Section 5). 
3.1. 
Let ~b be a bounded measurable function on the circle qF. Subject o mild 
restrictions on ~b (it suffices that ~b be continuous [1]), there exists a unique 
closest point ~b~ in H ~ to ~b with respect o the L ~ norm: that is, a unique 
{~a ~ n~ such  that  
We remark in passing that ~ ~ ~b a is not continuous: for if 
1 
k(z )  = z2 
then 
k~(z) = 0, 
while if 
a 1 
G(z)  = -z + z 2 
then 
(kDa - -  1 --  = + 
z 2 
Z(~+4 + Or) +2 
z (~+4 - o~) + 2 
1/~a2 + 4 -a  
z( +4 
and so 
(k~)o( -  1) - .2 .  
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It has recently been shown [22, 20] that f [ ~ C(T)] is a point of continuity 
for best analytic approximation if and only if f ~ C(Y) n H ~. 
To find ~b~ we make use of the Hankel operator He~ with symbol ¢b, 
defined by 
H6 : HZ ~ L2 e H 2, 
n+:e_M+, 
where M6 is the multiplication operator 
M¢f  = 4~f, f ~ H 2. 
Here L 2 is the Hilbert space of square-integrable functions on Y, and H z is 
the subspace of L z of functions all of whose negative Fourier coefficients 
vanish. P_ is the orthogonal projection from L 2 onto L 2 e H z: explicitl)), 
P anz  n = an zn .  
L ~ is the Banach space of essentially bounded measurable functions on q[; H ~ 
is the subspaee of L ~ of functions all of whose negative Fourier coefficients 
vanish. 
NOTATION. For a vector u the symbol IIvll will denote its norm in the 
space to which it belongs; occasionally we have to be more explicit and write 
Iluf]2 or Ilvll=. The only operators whose norms we need to consider act from 
Hilbert space to Hilbert space: for such an operator the symbol IfSll will 
denote the usual operator norm. 
Nehari's theorem tells us [34, 15.18] that, for ~b ~ L ®, 
IIH, II = clistL=(~b, U~), 
so IIH~II < 114,11~. With respect to the standard bases {1, z, z z . . . .  }, 
{z -1, z -z . . . .  } the matrix of H6 is qb, where, as above, (1.2.1), 
. - -  
,__ &3 &4 . . -  
As usual, q~n is the nth Fourier coefficient of.the function ¢. 
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We say that v is a maximizing vector for H,  if v 4= 0 and 
l iB, vile = IIn, II Ilvll2. 
If ~b is continuous on T, then H6 is compact, so H6 does have maximizing 
vectors. The theorem of Adamyan, Arov, and Krein tells us that I~a is given 
by 
H,~ v 
~b~ = 4~- ~,  (3.1.1) 
1) 
where v is any maximizing vector of He. Also, for any such v, 
IHev(z)[ = IIn~lllv(z)l (z ~ Y). (3.1.2) 
So 
I (~  -- I~9a)(2;) I ~-- Ilnd~ll" (3.1.3) 
The solution of the Nehari-Tagaki Problem is similar: to obtain the nearest 
function with fewer than k poles inside D we take 
He v 
V 
where u is any singular vector of He corresponding to the singular value ~r~. 
An exposition of this material can be found in [34]. 
3.2. Maximizing Vectors for H6 
Consider a unit maximizing vector ~ for He, and put r /= He ~. Then, by 
(3.1.2), 1171h = II H, II II ~ 112 = Iln¢ll. Note also that (~b a~, ~7) = 0, for ~ba ~ is 
analytic. 
For brevity we shall write 
f o = 1 , dz 
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Now 
II H, 112 = II H6 (1122 
It follows that 
DEFINITION. 
Let also 
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= <u~,n> = <6~,n> 
=<(~- ~o)~,~> 
= f (6 -  
_ f l~-  ~.1 I~1 
= IIn~llSI ¢DI 
--- II n ,  ll(ll ~ 11211nile) 1/2 
= IIn~ll 2. 
(4  - 4o)~ >_.oo. (3.2.1) 
For X defined and bounded on 71- let 
min{] X(z)] : K x z E]F}. 
K ~ £ max{K¢ : ~7 unit maximizing for H,~}. (3.2.2) 
REMARK. g x is a I1" II=-continuous function of X- 
Although the following result is not new (see [deLR 1958]), there seems 
to be no direct proof in the literature. We include a short proof for 
completeness. 
PROPOSITION 3.2.1. Let ~ be a maximizing vector with numerator of 
minimal degree. Then ~ can have no zero on 7F. Hence K¢ > O. 
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Proof. Let ~ be a maximizing vector, and let r /=  H6 ~. Suppose that 
~(w) = 0 for some w ~ ~; then, by (3.1.2), 9(w) = 0. Define 
~w=--~H 2, 
Z- -W 
7/ 
rlw = - -  ~ L2 e H 2. 
Z- -W 
Cleady 
IInwll~ = f Iz ini~- wl~ : 11"l12f Iz 1¢12- wl ~ --II~*ll~llCwll~: 
and 
IIn~wll~ll~wll2 ~ <n,~w, ~w) 
= f (6 -  6a) -  IZ  - -  Wl 2 [using (3.2.1)] 
= f l~  - ~a l l z  _ wl 2 
= IIn, ll211~wll~ = IIn,[I II ~wll211nwll2, 
Thus ~w is also a maximizing vector, and r/w = H~ ~w. 
COROLLARY. If the largest singular value, II H~II, of H6 is simple, then 
the corresponding singular vectors cannot vanish on ~. 
If the space of maximizing vectors is d-dimensional, d > 1, then some 
linear combination from them will have numerator of lowest degree and so 
cannot vanish on ~'. 
Because the AAK recipe (3.1.1) requires us to divide pointwise by a 
maximizing vector, it seems wise to choose, if we can, one whose entries are 
as large in size as possible, i.e., one for which x is maximized: loosely 
speaking, one for which the moduli form as fiat a vector as possible. It is not 
clear that the maximizing vector ~ with numerator of lowest degree will 
maximize K~. 
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We are faced with an intriguing 
QUESTION. How to find {K~ : ~ maximizing for H~}? How to find K~? 
When we discretise this problem and work only with the grid-values of 
the vectors we come to the following problem in nonl inear nonconvex linear 
algebra. 
PROBLEM. Given a subspace V of Euclidean space C m, and linear 
functionals uI . . . . .  u k, to find 
( min t<vu,>t) 
Ilvll~ 1 l<j<k 
v tS V 
3.3. The Szeg5 Bases 
Let ~b(~ L °°) be rational, with internal poles (oq . . . . .  otr). 
We write 
r 
p(  z )  = V I  ( z - crk), 
1 
r 
P(z) = F I (1  - -~z), 
1 
O(z)  11 
2~1/2 
s, -- (1 - I . , I  ) 
Now 
Cokernel H¢~ = H ~ 0 OH ~ 
and the functions 
z - -  tx  1 z - -  tx  z . s j  
ej( z )  = 1 - "51z 1 - "Sz--------~ "" 1 - ~ jz  
l~ j~r ,  
form an orthonormal basis for Cokernel H6. 
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Range H~ is also determined by the internal poles of ~b: 
Range n¢~ = -O( H 2 e OH 2) 
and the functions 
,j a-~j+,z 1-~rz, 
fj(z) 
z -% z - aj+1 Z- -a t  
form an orthonormal basis for Range H6. On ~- we have 
f j (z)  = O(z)ej(z).  
These two bases are known as the Szeg5 bases. 
The functions 
8j g -- O~j+ I Z -- Ol r 
also make their appearance. On ~-, 
g j (Z)  = (z f j ) - (Z ) .  
1 - fi,.z 
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l~ j~r ,  
REMARK. The gj are the ej for the internal poles listed in reversed 
order. 
Now let us consider the case when ~b is rational and its internal poles 
(a 1 . . . .  , a~) are all simple. Then ~b, after normalisation, has the form 
qb(z) = ~ Yj + r(z)  
j=l z -a j  
YI (z-.j) 
l~ j~r  
where r(z) is analytic and 
n(Z)  
YI (z - ~) 
all zeros  
I-I ( z -a )  
exter~M poles 
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is rational and analytic in D: and 
n(' C 
k~j 
An exercise in contour integration demonstrates the following result. 
THEOREM 3.3.1. Let ¢b be a rational function with simple internal poles 
(a I . . . . .  at). Let ej, fj, gj be as above. Let H = [H,j] be the matrix of the 
Hankel operator H,  compressed to its cokernel and range. Then H is lower 
triangular: 
nji = < Hei, fj ) 
= (dPei,fj) 
= ~, %e,(a~)gj(a~) (1 < i , j  < r) 
i<_s<j 
O, i> j ,  
E,<s<_j%e,(as)gj(a~), i <j.  (3.3.1) 
One should note that the numbers yj may be dramatically arge if some of 
the poles cluster together. 
REMARK. Suppose that y = E Yi ei is a maximizing vector for H and that 
p. = E ~f~ = HA. Then /xj = E H)i A i and 
6o( ) = 6(z )  c.  
Since we have already factorized ~b fully we can evaluate ¢(z)  at any z ~ C 
(apart from the poles) at no great cost. 
If we can use the known sample values of ~b to derive estimates ~, /3 of 
the poles and zeros, then we can work with the approximate SNAAK 
representation of H¢, obtained by compressing He to act from the linear span 
of the functions ei to that of f/. 
It turns out that even if the sample values of ¢ are slightly perturbed, and 
in consequence the &, /3 are close to, but different from, oz, /3, we obtain a 
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good approximation ~ to ~b~ by the following procedure. The justification 
for this statement is provided by Theorem 3.5.2 below. 
REMARK. The families {ej} 1x, x r and {fj}l ~2 ~ ~ form orthonormal bases 
for the cokernel and range even when the otj are not all distinct. The formula 
(3.3.1) is not then applicable. We can, however, instead use the matrix 
obtained via Sarason's approach (see below). This is also safer if some of the 
poles lie very close to one another. 
We can now set out the algorithm. 
SNAAK ALGORITHM (Computing an approximation ~a to the closest 
function ~b~ ~ H ~ to a rational function cb ~ L ~ given by sample values). 
Inputs: 
Sample values 
{~b(e 2~'k/N) :0 < k < N} 
of the rational function ~b at the points of the grid 
{e2~ik/N:0 < k < N} 
of evenly spaced points on the unit circle T. As in the PZ Algorithm we 
require 
N>2(r ,+ 1). 
Procedure: 
I. Use the PZ algorithm to find estimates & and /3 of the poles and 
zeros of ~b. Let (~1 . . . . .  at)  be the candidate poles of ~b inside D. Put 
a(z )  = 
YI (z-D) 
all candidate zeros 
1-I 
external candidate poles 
II. Compute 
= - 
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III. Compute the matrix /4 of the compression of H 6 acting from the 
linear span of the functions 
 j(z) - 
1-  &lz 1 -  52z 1 -  ajz 
to the linear span of the functions 
) 1 - aj+xz 1 - arz ~(z)  = 1- l t~j l  2 1/2 _~ ... = 
z- j Z-- r 
i.e., compute the only elements which can differ from 0: 
/t/, = Y'. ~'s5,(Ss)~j(5~), i< j .  
i<s<j 
IV. Perform the singular-value decomposition of /1, and so obtain a 
maximizing vector b = ~. h~ of H; calculate the image/4P = 5". ~.~, where 
[x, = E H,jAj. 
V. Form the desired approximation 
Outputs: The (approximate) values of the best uniform analytic approxi- 
mation ~b a to (h, wherever equired (except at the poles). 
REMARKS 
(1) If after step I it appears that (b has repeated poles, or poles that 
cluster very closely, it is unsafe to proceed to the next step. We substitute a
calculation based on Sarason's approach (see Section 3.4 below). 
(2) If at IV it appears that H has repeated largest singular value, or if the 
largest singular values cluster closely, we insert the K-maximizing routine as 
explained in Section 3.4. 
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3.4. Estimates 
The functions 
a.(z) 
b°(z) 
(1 -la12) v2 
1 - -~z  
z - -  o~ 
la l  < 1, 
1 -~z '  
are the building blocks for the Szeg/5 bases. We define aa, ba similarly, for 
ItS[ < 1. We use estimates for the distanes between these functions to obtain 
estimates for the differences of the projections onto span{ej} and onto 
span{~j}. 
The symbols I1" I1~, I1" Ih, as everywhere in this paper, refer to norms 
taken on T. We shall use I1" 112, ~ to mean max{ll" I1~, II" Ih}. 
One can show that 
Ila~lh = 1, 
1 + lal )x/2 
I la~ll~ = i - - ] -~  ' 
5 la  - a l  
I la. - aall~ 2 (1  - p )3 /2 ,  
(3.4,1a) 
Ila~ - a~l12 -< d2- -  
la -  al 
I1 - ~1'  
while 
IIb~lh = IIb~ll~ = 1, 
l a  - &l 
IIb~ - b~ I1~ < 2 -  
I1 - ~1 '  (3.4.1b) 
ta  - &l 
IIb~ - b~l12 -< 211 ~------~. 
For (or) = (a  1 . . . . .  otr), and (&) = (&l . . . . .  a t )  let 
p= max 
l< j<r  
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and let us write 
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It follows from (3.4.1) that 
Ilek - gkll~ 
3 k 
(i - p)3/2 ~lajl - -  4 j l  
(3.4.2) 
and 
3 
-< (1 - p)3/2 I1( ) - (4)111 (3.4.3) 
Llek - gkll2 ~ D(a, 4). 
The maximum-modulus principle applied to (3.4.3) gives 
3 
(1 - p )3 /2  I1( ) - (4)111, lek(a,)  - gk(~,) I
3 
(1 - p )3 /2  I1(~) - (4)111" lek(4,)  - ~k(4~)l -< 
(3.4.4) 
(3.4.5) 
REMARK. Similar results hold for fj, ~ and gj, ~j. 
DEFINITION. We shall let E be the projection from H 2(-g-) onto span{ej}z 
As usual, we shall also use E to stand for the subspace E(H2). We define E 
similarly. 
PROPOSITION 3.4.1. Let (a  1 . . . . .  Olr) and (41 .. . . .  4 r) lie in •, so that 
p = maxl_~_~ r{l%l, 14jl} < 1, and let 7/= It(or) - (4)111. Cut L = 2rl/2(1 - 
p) - l .  Then 
lie - Eli ~ 2Ln.  
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Proof. Consider a vector 
e = EA je j~E,  
Ilelt2 = ~l,~j l  2 = 1, 
and associate with it the vector 
Now 
- -  2 \ , /2  
< r ' /~(~' lAj  ) m.axllej - ejHz 
J 
2rl/2 
-< - ( )lh 1-p  
= L~7. 
Thus 
lie -/~el12 = min{lle - hllz: h ~/~} 
-< lie - ~llz 
< Laq. 
So for a ~ H 2 ( l lal l  = 1) we obtain 
IIEa - EEalI2 < Z~. 
Thus 
liE - /~E[ I  < Ln. 
II/~ - E/~ll ~ L•. 
By symmetry we obtain 
P. G. SPAIN 
(3.4.6) 
(3.4.7) 
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Taking adjoints gives 
and consequently 
l IE  - ~'EII  _< Ln, 
tiE - 1711 _< 2Ln. • 
REMARK. On defining F, /~ similarly we obtain 
I IF - F I I -< 2Ln. 
Suppose now, as in Section 2, that ~b is a rational function whose poles 
and zeros do not lie on the unit circle; that m is the maximum multiplicity of 
the poles and zeros; and that instead of the true values ~b(t0~) we are given 
approximations {qs k} to them, with 
max @kl < 
O<_k<N 
for some ~ ( > 0). The PZ algorithm will, as explained in Section 2, furnish us 
with candidate poles ~ and candidate zeros /3. The stability Theorem 2.4.3 
states that there exists an K such that, so long as e is small enough, the & 
and /3 can be ordered so that 
max{l ia  - , i l h ,  I1/3 - /~ lh}  -< Kn, 
where, by standing convention, ~l = el~m. 
CONVENTION. We shall adopt the Littlewood convention and use K to 
denote a constant (depending on 4b but not on 6 for e sufficiently small) 
which may vary during the course of the argument. 
Simple Poles and Zeros. Here r /= e. 
We put 
and take 
j=l z -~ j  
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as an approximation to 
j= l  Z - -  Otj 
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PROPOSITION 3.4.2. 
and so 
Ihij - hijl < Kr/ 
l i b  - f i l l  ~ Kr/.  
Proof. From general continuity considerations there is a K depending 
only on ~b such that 
Irj - ~1-  K~. 
Also, using (3.4.5) and the fact that Ilejll~ ~ 4r(1 - p)-a/e, we get 
and similarly for the gj. Now use Theorem 3.3.1. • 
Multiple Internal Poles. The residue calculation is rather more involved 
when ~b has repeated internal poles. We write 
l i 
S i 
FIk_<i(1 - ~kz) '  
sj 
rj = l - Ik~_;(1 - ~kz) '  
Pi,j = 1--I( z - °k)- 
Then 
1 linr j
Hi,= f dz. 2ari Pi,j 
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For each i < j  we consider the internal poles {a~ . . . . .  aj} and obtain their 
multiplicity structure {(~'1, ml) . . . .  }. Each such pole ~ with multiplicity m 
contributes 
(m-  1)! 
d" - '  ( l,_(~)n(_~_b(_~) 
H 
ak÷~ 
to  n j i .  
This sequence of calculations could be substituted atstages II and III of 
the SNAAK algorithm. Instead we prefer to use the approach pioneered by 
Sarason [26]. 
Sarason's Approach. As in §3.3 we define 
-- Of k 
0(~) = k=l lzI f -- ~--z 
sj (1 2"1/2  
= -t jl j . 
The central role in Sarason's analysis [Sa] is taken by 
s = e0M.e0*, 
the compression of the shift to H 2 e OH2: here 
e0= 0e_~. 
Again as in §3.3 let 
n(z )  = 
1-I (z - t~) 
all zeros 
I-I ( z -  ~) '  
extemalpoles 
let 
n 
x = 06-  
and consider 
= x(S) = eoGe*  : n 2 e on  2 -~ n 2 e on  2 
Recall that, by construction, Ofi = e i. 
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Consider a ~ ~. H 2 e OHZ: then P0*s ¢ = ~:. Thus 
OH~ = oe_ qbl~ 
= eoxPg  
= x(s)  
=T~.  
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It follows that the matrices [ Hi j] and [Tq] have the same elements (using the 
Szeg/5 bases for H and the basis {ej} for T). 
It is known [24, 32] that with respect o the basis {ej} the operator S has 
matrix 
19/1 °°° 
S1S 2 Ol 2 • . .  
- -$1~283 $2S 3 Ol 3 . . .  
S 10~ 20g3S 4 --  S 2 ~3S4 8384 Ol 4 • . .  
This matrix has been used in similar calculations [2]. It is remarked there that 
one can reduce the labor of calculating x(S)  from O(r 4) to R(r a) when the 
internal poles are distinct; but in this case we prefer the direct SNAAK 
algorithm. 
This provides an alternative means of calculating the entries of the matrix 
H. What is more, this method works no matter what the multiplicity of the 
internal poles of ~b. Numerical experience shows that this procedure is also 
very accurate, and is not much slower than the direct SNAAK algorithm 
when the poles are simple. 
Again general continuity considerations demonstrate 
PROPOSITION 3.4.3. 
HH - /q J j  _< Kr/. 
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3.5. SNAAK Stability 
Proposition 3.4.2 and 3.4.3 of the previous ection now allow us to prove 
THEOREM 3.5.1. Let cb be a rational function whose poles and zeros do 
not lie on the unit circle. Let m be the maximum multiplicity of the poles and 
zeros. Let the internal poles be (a  1 . . . . .  a,). Let ej, fj, gj be as above. Let 
H = [ Hq] be the matrix of the Hankel operator H6 compressed to its cokernel 
and range. 
Let e > 0 (and, as before, let ~/= el/'n), and let {~b k} be e-close to qb, in 
the sense that 
max Icb(to~) - ~k 1 < e. 
O<k<N 
Let I~ be computed from ~b as H from c~. Then there is a constant K 
(depending on qb but independent of e) such that if e is small enough and if 
we have a unit maximizing vector ~ for I~, then we can find a unit 
maximizing vector ix for H such that 
II Ix - ~lh ~ K~! 1/2. 
Proof. First apply Proposition 3.4.2 or 3.4.3 to obtain IIH - n i l  ~ K~/. 
Next consider a unit maximizing vector 9 = EAkg k for H. Then put 
u = ~Ake k 
to get 
and so 
I l v -  ~lh ~ Kr/ 
I IHvlh >--t lHI I -  KrI: 
u is a near-maximizing vector for H, following the terminology of [14]. 
Let F, the subspace of maximizing vectors for H, have dimension d, and 
let G be its orthogonal complement. Resolve u = AIX + g with IX ~ F, 
g ~ G, II Ixlh = 1, 0 _< x _< 1. Then 
n 2 Ilnvll~ = A2111XlI~ + II gl12 
AZllnll 2 + (1 - A2)crd+l (H)  2. 
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Thus 
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IIHH 2 - 211nl lg~ ÷ KZ~ 2 < X211HII 2 + (1 - ~2)~+1(H)2  
and so 
A2{IIHII 2 - ~rd+ ~(H)  z} > {llgll 2 - crd+l(H)  2} -- 211HIIK~ + KZrl z. 
Thus 
A> 1-KT / .  
Now 
and so 
Ilgll~ = 1 - A 2 
tlgllz ~ Krl 1/2. 
I lv -  ~llz ~ 1 - h + Ilgl12 
< K~I/2. 
I1~-  ~1t2 ~ Krl 1/2. 
Hence 
It follows that 
COROLLARY. 
I I v -  ~112~ ~ Krl 1/2, 
I I v -  ~ll2~ ~ Krl 1/2, 
II H( ~ - ~)112~ -< gn 1/~ 
I f  the largest singular value, II n II, of H is simple, then, by Proposition 
3.2.1, t<~ = min{I ~(z)l:  z ~ -I]-} > 0 for any unit maximizing ~. However, this 
singular value need not be simple; and even if it is, the next singular values 
may lie very close to it. So we consider a unit maximizing vector ~ for H for 
which K is maximized: K e = K 6. Then there is a unit maximizing vector ~ for 
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/~ with I J~- ~112 ~ K~, so IK~ - K'~I < Kn. Thus for e small enough we 
have K~ > K 6/2. We say that ~ is near-K-maximizing. 
Let us choose a unit maximizing near-K-maximizing vector b for H. We 
can invoke Theorem 3.5.1 to obtain a unit maximizing vector tz for H, and, 
since Ilv -/xllz o~ < Krl 1/z, we can ensure that Ks, > K6/4 by taking e small 
enough. Now we see that 
II I~ <_llH(lz_ [ ' )~+ Ix[" H~,  
< KTI 1/2. 
This establishes the following theorem (cf. [14]). 
THEOREM 3.5.2 (SNAAK stability). Let ~b be a rational function whose 
poles and zeros do not lie on the unit circle. Let m be the maximum 
multiplicity of the poles and zeros. For some e (> 0) let {~0 k} be e-close 
approximations to the sample values of oh: 
max I&(o)~) -  ~0kl < e. 
O<_k<N 
Let I~ be the approximate Hankel operator calculated from the {~O k} after 
using the PZ algorithm (or some other equally good method) to identify the 
poles and zeros of 4). Then there is a constant K (depending on qb but 
independent of 6) such that if e. is small enough and if [, is a unit maximizing 
near-K-maximizing vector for H, then there is a unit maximizing vector IZ for 
H such that 
Hlxlx l~J~ ~ <-- Ke  1 /zm . 
In consequence 
tL6o - $o1< -< Ke ~/2'', 
where ~b~ is the best analytic approximation to ck while ~k~ is the approxima- 
tion provided by the SNAAK algorithm applied to the noisy data {qJk}. 
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General numerical experience has suggested that the algorithms are less 
robust when the poles and zeros are not all simple. In view of Theorem 3.5.2 
this is not surprising. 
3.6. Implementation 
The implementation of the SNAAK algorithm is straightforward, except 
for when the largest singular value has multiplicity greater than one. Let d be 
the multiplicity of the singular value II nil, as in Section 3.2. Our computa- 
tional strategy is this. We find the singular-value decomposition of H and 
take an orthonormal set of singular vectors corresponding to the largest 
singular value. Suppose these are Vl . . . . .  val" We then find coefficients 
X = (X1 . . . . .  Xal) to maximize 
,,(d,) 
mini( XN)jl  
IIXNIh 
where 
N= ~ . 
1 
If dl < d, as is likely, we may find that x(d 1) = 0. If so, we consider the 
next singular value and an orthonormal set of singular vectors v,/1 + l . . . . .  ~a~ 
and seek to maximize K(d2). And so on. Theorem 3.5.2 assures us that we 
will terminate with K(d~) > x~/4,  so long as e is small enough. 
3. 7. Extended SNAAK Algorithm (Nehari-Tagaki Problem) 
The AAK theorem also provides the solution to the Nehari-Tagaki Prob- 
lem, finding the best approximation to a given function by a meromorphic 
function with a limited number of internal poles. Specifically, the best such 
approximation with fewer than k internal poles (k > 1) is given by 
/p 
where v is any singular vector of H4 corresponding to the k th singular value 
of U~. 
As described in Section 4, we have an expression in closed form for this 
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function when ~b has at most two poles and one zero. We have therefore 
been able to check the accuracy of our algorithm in a number of simple cases. 
See Section 5. 
4. SPECIAL CASES 
There are explicit formulae for the best analytic approximation to
r - l~(  z - 0/) 
in certain simple cases. These formulae furnish us with examples against 
which to check the accuracy of our algorithms. 
4.1. One Pole; No Zeros 
When 
6 (z 0/)-1 = -- , 0 /ED,  
we have 
IIn~ll = (1 - la l2 )  -1, 
~a ~ ~(1 --10/12) -1 . 
4.2. Reciprocal Blaschke Factor 
For 
1 - -6z 
dp = - - ,  0/ ~ D, 
Z m 0/ 
we have 
IIH~II- 1, 
(~a ~--~- 0o 
This is a case which posed severe problems for the algorithm of [13]. 
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4.3. Two Poles; at Most One Zero 
Let H~) be the set of  functions ~b • L ~ with at most k poles in D, that 
is, functions for which there exist 0 • H ~, r < k, and a 1 . . . . .  ot r • D such 
that 
4, (~)  = (~ _ ,~1) - - - (~  - -~) 
almost everywhere on T. 
A formula for the best approximation i H~) (k = 0, 1) to a function 4) 
which is the quotient of a l inear by a quadratic function, that is, a function of  
the form 
To + Ylz 
~(z)  = (z  - ~ l ) ( z  - ~2) '  z • aD,  
where a 1, a 2 • D, Y0, Yl • C, was derived in [35]. The formulae were put 
into symmetric form in [27], and are now presented. 
Let 
mj = 1 - la j l  2, j = 1,2, 
K = I1 -- ~aaz l  > 0 ,  
1 - ~10~2 
tO = I1 -- ~1a21' 
al = To + 'Yl°~l, a2 = 'YO + 3/10~2 , 
bl  = Yl + YO~I  , b2 = Yl + To~2, 
c = a l to  + ~2to, d=to+D-K ,  
e = To c + y ld ;  
A = m~lall 2 + m~la212 + mlm21el z, 
B = mlm2ata  2. 
Let /z be the larger or smaller root, as k = 0 or k = 1, of the quadratic 
equation 
p2 _ A/z + IBI z = 0. 
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Then 
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mim e K 
further, for k = 0, 1, the unique (ha ~ Hi~) which minimizes 114) - ~b~ll~ is 
given by 
+o(z) 
where 
/;(z) = ~a---~21nl2(~z + ~/0) 
and 
mlm2KQ(z) 
m - -  2 2 + IX{ to(~, m22b,la,12(1 - ~2 z) + totremlbzla21 (1 - ~lz)  
+mlmeblb2[ tO~l + (oa 2 -K~o-  ~-~-~z] ) 
Q( z) = Kava 2 IBi(cz - d) 
+/~(m21a,12(1 - ~2z) + mlla212(1 - ~lz) 
+mim2[Iyl l  2 -  Iyol 2 + (c~ 1 + ot21Yo 12 + OtlO~ e yo~/1 + TOYl)Z]/. 
5. NUMERICAL RESULTS 
The algorithms were programmed in MATLAB and run on the author's PC 
(a 386SX). 
We chose sets of specified poles (r and of specified zeros [3. Next we 
constructed the rational function 
6 = 6~ = lq~(z  - [3) 
lq~j (z  - 4 )  
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and took the value of ~b on the grid {e 2k~*/N.0 < k < N} 
spaced points, for various choices for N. 
In the tables below we use the following symbols: 
of N evenly 
N 
O/ 
I//I 
6a 
PZErr 
PZRelErr 
Err 
RelErr 
= the number of grid points; 
= the specified poles, 
= the specified zeros, 
= the candidate poles, and 
= the candidate zeros of 
= the rational function under inspection; 
= the size of the perturbation added to ~b~; 
--IIH~II, 
= II n~ll using the candidates; 
= the best analytic approximant to ~b (when known explicitly), 
= the best analytic approximant using the candidates; 
=ll~/6-  lll~ 
=116o - 
=ll~ba/6a - 111~. 
For the most part we tested the PZ Algorithm implicitly as the first stage of 
the SNAAK Algorithm. However we first present some results of testing the 
PZ Algorithm by itself. 
5.2. Robustness 
In order to test the robustness of these procedures under perturbation we 
worked as follows. Having taken a rational function qb, we had MATLA8 choose 
a function 0 (ll011~ --- 1) at random, and for various values of ~ we consid- 
ered the function 
The moduli of the candidate poles have been tabulated to six significant 
figures; the arguments, to at least two. The values of I H I, I HI have been 
reported to as many significant figures as provided by MATt,riB (except hat 
large inaccurate values have been rounded to the nearest integer). 
We have not reported ~ even though these values are used to find the 
partial-fraction umerators. They, like &, are in the main found very accu- 
rately. Separate mention is made when they are so inaccurate as to affect the 
result. 
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PZ Algorithm 
I. Discrimination. We ran the algorithm with a pole and zero very 
close in order to test the discriminatary abilities of the program as imple- 
mented in MATLAB. 
1 + 10 -s  1 - 10 - s  
N=4 
s PZRelErr 
2 5.6 10 -15 
4 1.1 10 -t2 
8 5.6 10 -9 
12 3.3 10 -4 
The candidate pole and zero agree with the specified pole and zero up to 
machine accuracy: the PZRelErr figure apparently reflects rounding error. 
II. With 16 points the algorithm should be able to cope with up to 7 
poles and zeros. 
N= 16 
O/ 0.3 - 0.4 5i 8i 
-1 - i  2 -3 i  5+ 7i 
/3 -0 .3  0.4i -5 i  9 
2 + 3i 7 - 5i 0 
t~ /3 PZRelErr 
0 seven good poles seven good zeros 6.8 10-a2 
10 -5 six candidate poles seven candidate zeros 0.26 
10 -3 seven candidate poles seven candidate zeros 0.39 
IlL This example shows how a pole and zero that are very close may 
become blurred and cancel when the sample-values are perturbed. 
N=8 
a 0.1 -1  - i 
/3 0.0999 - 0.3 7i 
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5 f~ PZRelErr  
0 0.1 e 3"110-12'rri 0.0999 e 1'4 10-1%ri 2.3 10 -1~ 
-1  - i -0 .3  
7i 
10 -5 -1  - i -0 .300093 + 0.00004 i 1.4 10 -4 
7.00005 i - 0.000006 
10 -3 - 0.999994 - 0.999997 i - 0.300077 + 0.00003 i 1.7 10-4 
7.0016 i + 0.0003 
10-1 - 0.999362 - 0.999602 i - 0.298451 - 0.00098 i 7.9 10- 3 
7.1587 i + 0.0375 
/V. The algorithm should not be expected to perform well when poles 
or zeros lie on ~. I f  such poles or zeros are suspected one has to be very 
careful when filtering at Stage I I I  of the Algorithm. The following example is 
perhaps a little surprising. 
N=4 
a 0.6 + 0.8 i 
& PZRelErr  
0 0.6 + 0.8 i 7.9 10 -16 
10 -5 0.600003 + 0.800001 i 2.1 10 -5 
10 -3 0.600317 - 0.800134 i 2.1 10 -a 
10 -1 0.634105 + 0.812942 i 0.1 
a spurious zero 
SNAAK Algorithm 
I. Norms of Truncations. It is interesting to observe the rate at which the 
norms of the truncations of the matrices (I), which represents H6 with 
N N 
respect o the standard bases, and of 4 ) (= qb[ N+I]), constructed from the 
2 
Discrete Four ier  Transform of ~b, grow. 
256 
We list the norms of the truncations of (I) and (I) , along with the value of 
Ilnfl, for ~b(z) = (z - a ) - l ,  for two values of a.  
a 0.99 
IIn~ll 50.2513 
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k 10 20 30 40 50 
689 
II~kll 9.01 16.5 22.5 27.5 31.5 
256 
II • kll 9.81 17.8 24.4 29.8 34.1 
1 - .99 z56 = 0.924 
a 0.999 
[I H~[ [  500.2501 
k 10 20 30 40 50 
II~kll 9.90 19.6 29.1 38.4 47.6 
256 
l[ • kll 43.8 86.8 129 170 210 
1 - .9992z6 = 0.226 
The next three series (II, III, IV) correspond to the special cases discussed in 
the last section, where we have explicit formulae against which to compare 
our computed approximations. 
II. Single specified pole; no specified zeros 
N=4 
0.99 50.2513 
e ~ I/1[ RelErr 
0 0.99 50.2513 2.4 X 10 -14 
10 -5 0.99 e 1'4×10-%ri 50.2513 9.3 × 10 -6 
10 -3 0.990002 e 1"4×10-%ri 50.2588 9.3 X 10 -4 
10 -1 0.99015 e 1'4× 1° 4"i 
A spurious candidate zero appeared when e = 0.1. 
III. Reciprocal Blaschke factor. The algorithm of [13], which looked 
for the peaks in 14~1 in order to locate candidate poles, could not be expected 
to produce good results when applied to reciprocal Blaschke factors; it did so, 
however, if one first subtracted the zeroth Fourier coefficient, thus removing 
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the zero at 1 /~.  The present methods takes such functions in its stride: 
N=4 
a 1/41 
0.99 1 
6 ~ I/~1 Err 
0 0.99 1 3.2 × 10 -14 
10 -5 0.989998 e2'9x1°-7~'i 0.999998 1.1 × 10 -4 
10 -3 0.989819 e2"9x1°-5'~i 0.999819 1.0 × 10 -2 
10-1 0.971753 ez7 x lO-%-~ 1.03143 4.6 × 10-1 
IVa. a doubleton; [3 empty 
o, IHI 
0.99 36.2471 
0.99 i 
N=8 
E ,~ In l  RelErr 
0 0.99 
0.99 i 
10 -5 0.99 e 2"2× 1°-1%'i 
0.99 i 
10 -3 0.990001 e2"z× lO-%i 
0.989996 e4"99999× 1°-1~'i 
10 -1 0.990145 e2"2×1°-%~ 
0.989648 e4"9992s ×1°-1~'~ 
36.2471 
36.2471 
36.2436 
36.4948 
3.0 × 10 -13 
8.5 × 10 -8 
8.5 x 10 -4 
8.2 x 10 -z 
IVb. a doubleton; fl singleton 
o~ /3 IHI 
0.99 / 
0.6i 
N=8 
- 0.3i 56.0024 
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0.99 e -2"2× 1°-17~i 
0.6 e 5× l°-~i 
10-5 0.99 e -9s×1°-%i / 56.0021 1.2 × 10 -5 
0.600001 e499999 ×19-~i )
10-3 0.990003 e -9"8×10-71ri / 
0.600087 e4'99892× x0-%i J 55.9693 1.2 X 10 -3 
10-1 0.990312 e-9'4×1°-~i / 
0.608847 e4"s966s ×10_~ i ) 45.261 0.33 
56.0024 7.6 × 10 -14 
When ¢ was 0.1 the zero was not captured: hence the poor result. 
V. More general configurations. Here we have not got an explicit 
expression to check our results against. We have to content ourselves with 
running the same examples everal times with different numbers of points. 
We have obtained heartening agreement on repetition: 
N= 16 
0.98 
0.6i 0.6 
- 0 .7  0 .99 i  
- 0 .89 i  
0 18.1871 
10 -5 18.1872 
10 -3 18.1925 
10 -1 416.335 
The candidate poles and zeros were found accurately except for e = 10-1. In 
that case three spurious candidate zeros appeared: this is reflected in the 
value obtained for [H I. Results with N = 32, 64, 128 were very similar. 
VI. Best meromorphic approximation (Nehari-Tagaki Problem). We 
ran the general SNAAK algorithm to find the best approximation with at most 
one internal pole for the function of IIIb above. Here ~bo) is the closest 
function to ~b having at most one pole inside D, and ~b(l ~ denotes our 
computer approximation to it. D = o'2(H ~) denotes the distance from ~b to 
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¢b(1), and L) is our computed approximation to D, while RelErr means 
II1 - ~b¢~)/~b(l)ll~. We have not reported the values of &: 
~ D 
0.99 
0.6i ) 
- 0.3i 0.896832 
N=8 
/9 RelErr 
0 0.896832 5.5 × 10 -14 
10 -5 0.896841 1.9 × 10 -5 
10 -3 0.897782 1.9 × 10 -3 
10 -1 
Two candidate poles appeared for ~ = 10 -1. 
6. CONCLUSION 
In this paper we have presented an exceedingly robust algorithm (the PZ 
algorithm) for locating the poles and zeros of a rational function from the 
minimum of data and have shown how to use it to feed the SNAAK algorithm 
for the numerical solution of the Nehari problem. 
The theoretical solution of this problem is in terms of Hankel operators, 
and the most straightforward approach to the representation f such opera- 
tors is the simple truncation method. There are important cases, however, 
where this method is unsatisfactory--when thesymbol ~b is a function having 
poles close to the unit circle T. 
We emphasize that the SNAAK algorithm will produce good results from 
as few sample values as are needed to determine the function uniquely. In 
contrast, one needed ca. 2048 values to obtain a good result even for a 
function with a single pole when using the modified truncation algorithm. 
The reason is essentially that we now have expressions in closed form for the 
entries of our matrix, whereas before we evaluated them numerically. 
The numerical evidence adduced in Section 5 is quite persuasive. We 
have improved markedly on the results of [13], where a different, more 
geometrical method of pole location was applied, and where the zeros were 
not sought. 
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