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In this thesis, we study problems arising from tomography. Specially, the 
Cauchy problelTI arising from heat conduction and hydrology applications and 
the problem arising from the computerized tOlTIography scan are discussed. In 
[15], the Cauchy problem is linearized to a linear integral system. Since the lin-
earized system is still ill-conditioned, the Tikhonov technique is used to solve 
it. The identity operator is used as the regularization operator in [15]. V\le "vill 
prove that the resulting systenl is well-posed and the convergence rate of solv-
ing the system by the conjugate gradient method is superlinear. However, Vie 
observe that using the identity operator as the regularization operator does not 
give a very good solution to the original problem. Thus,we try the Laplacian 
operator and the solution is better. However, after using the Laplacian operator 
as the regularization operator, the regularized system is ill-conditioned and pre-
conditioning should be applied to the system. We suggest to use the Laplacian 
operator itself as the pteconditioner. Then, we prove the superlinear convergence 
rate for solving the preconditioned system by the conjugate gradient method. 
The COlllputerized tomography scan is also discussed in this thesis. vVhen we 
scan an object by the computerized tomography scan, some X-rays pass it and the 
intensity changes due to absorption are rneasured. Such changes are described by 
the Iladon transform. However, the system formed has no special structure and 
it can- not be solved fast. In [30], the system is reformulated as a Toeplitz system 
and a filter function is suggested to use. It was observed that when applying the 
filter function, the first estimate of the conjugate gradient method is already a 
very good approximation to the exact solution. In Chapter 4, we will try to use 
the Tikhonov regularization method to solve the non-filtering system. Both the 
identity operator and the Laplacian operator as the regularization operators are 
tested. HO'iVever, we find that the method proposed in [30] is still better. We will 
show some experiments to support our conclusion. Finally, we will prove t.hat 
the const.ruction cost and the storage of the system can be further red nced by 
siln plification of the formula of the entries in the linear system. 
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Chapter 1 
INTRODUCTION 
In this thesis, fast algorithms on tomography wi~l be discussed. Actually, the 
problems in tomography can be solved fast due to the special structure of the 
matrices involved, namely the Toeplitz structure. Thus, Toeplitz matrix will be 
discussed in the following section. Afterwards, an iterative method, the con~jugate 
gradient method, will be given. Finally, the outline of this thesis will be given in 
the last section. 
1.1 Toeplitz and Circulant Matrix 
An n x n matrix An is said to be a Toeplitz matrix if 
0,0 a_1 a-(n-1) 




an -1 a1 0,0 
That is, a Toeplitz matrix is constant along its diagonals. Mathematically, if 
aij is the element of the i-th row and the j-th column of the matrix An, then 
aij = ai-j' Two-dimensional case can be defined similarly. Let us consider a 
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matrix with the following structure: 
Bu Bl2 B ln 
A== 
Bn1 Bn2 Bnn 
""here each Bij is an n x n matrix, for i, j == 1, ... , n. If each Bij is a Toeplitz 
matrix, then A is called a Toeplitz block matrix. If each block in the same diagonal 
of A is identical, i.e. Bij == B i- j , then A is called a block Toeplitz m,atri:r;. 
Particularly, if A is in the following form: 
Ba B-,-l B-(n-l) 




B n - 1 B1 Ba 
where Bk are n x n Toeplitz matrices, then A is called a Toeplitz block and block 
Toeplitz m,atrix. A linear system Ax == b is said to be a Toeplitz system if A is a 
one-dilnensional or two-dimensional Toepli tz matrix. 
Now, let us consider a special type of Toeplitz matrix. An n x n matrix en 




where Ci == Ci-n· As in the two-dimensional case for Toeplitz matrices, circulant 
block rnatri:r; and block circulant m,atrix can be defined similarly. Particularly, ' an 
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n 2 x n 2 matrix C is said to be a circulant block and block circulant m,atrix if 
Do D-I D-(n-I) 




D n - I DI Do 
\vhere each Di is an n x n circulant matrix and Di == D i - n . 
All circulant Inatrices C n can be diagonalized by the Fourier matrix F n == [.fjk] 
'where 
That is , 
(1.1 ) 
'where An is a diagonal matrix, see Davis [14]. Ivloreover, C~I can be diagonalized 
in the same way: 
C-I == F* A -IF 
n n n n· 
Two clilnensional case of circulant matrices can be factorized similarly. That is, 
circulant block and block circulant matrices can be diagonalized by t\VO dimen-
sional Fourier rnatrices. 
It is well known that a multiplication of a Fourier rnatrix and a vector can be 
obtained in the order of O(n log n) operations where n is the size of the matrix 
[13]. Thus, once "re knovv the main diagonal of An in (1.1), the rnultiplication of 
a. circulant rnatrix and a vector can be done In the order of O(n log n) operations. 
In fact, An can be found in t.he order of O(n log n) operations only and we explain 
it below. 
Let e and d be two n-vectors vvhere e == (1,0, ... , O)T and d contains the 
entries of the n1ain diagonal of An. Moreover, we denote the first colulnn of en 
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vvhere 1 is an n-vector vvith all of its entries being 1. As a result, the entries of 
An are just the Inultiplication of the constant yIn and the result of the Fourier 
transfonn of the first column of the circulant matrix. 
Actually, a rnultiplication of an n x n Toeplitz matrix and an n-vector also can 
be done in the order of O( n log n) operations, see Strang [32]. Firstly, we embed 
the Toeplitz matrix in a circulant matrix with twice the size as shown below: 
I-Ien-l, 0 is the zero vector of length n. Then, the required product is obtained. 
Thus, the cornputational cost of the multiplication of a Toeplitz matrix · and a 
vector is also of the order 0 (n log n) operations if the Toepli tz matrix is n x n in 
sIze. 
For the two dimensional case, an n2 x n2 circulant block and block circulant 
Inatrix can be multiplied by a vector in the order of O( n2 log n) operations only. 
Of course, an 71,2 x 71? Toeplitz block and block Toeplitz rnatrix can be enlarged 
to be an 4n2 x 4n2 circulant block and block circulant rnatrix and it can also be 
rnultiplied by a vector in the order of O( 71?log n) operations. By using such a nice 
result, a Toeplitz system can be solved fast by using an iterative method, such 
as the conjugate gradient method. This will be discussed in the next section. 
Toeplitz systems can be found in a variety of practical applications. In signal 
processing, it is required to solve Toeplitz systems for obtaining the filter coef-
ficients in the design of recursive digital filters, see Chui and A. Chan [12] and 
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I-Iaykin [24, p. 167-168]. Besides, solution of Toeplitz system is needed for finding 
unknown parameters of stationary autoregressive models in time-series ,analysis, 
see I(ing et a1. [25]. Thus, many mathematicians and engineers are interested 
in Toeplitz systelTIs. It is well-known that a linear system can be solved by the 
Gaussian elirnination rnethod. However, this method is of the order O(n:~) op-
erations when the size of the matrix is n x n. New results on solving Toeplitz 
systems have reduced the complexity of solving a Toeplitz systems to O(nlogn) 
only, see (4, 5). 
1.2 Conjugate Gradient Method 
To solve a linear system Anx == b where An is an n x n matrix, there are 
rnany direct methods such as Gaussian elimination and iterative methods such as 
the Jacobi iterative rnethod. Particularly, if An is a Hermitian positive definite 
matrix, then the conjugate gradient method can be used. It is one of the iterative 
Hlethods to solve a linear system. 
The algoritlllTI, ~'hich is given in Golub and Van Loan [19], is typed belovv: 
* 13k rk-1rk-l 
rk_2rk-2 
Pk rk-l + f3kPk-l 
* (Yk rk-1rk-l 
PkAnPk 
Xk Xk-l + (YkPk 
rk rk-l - (YkAnPk 
Firstly, vve choose an initial guess for x, say Xo. Then ro == Anxo - b. Novv, if vve 
define Ilxlli
n 
== X* Anx for any x E .(D1' and Xt == A;;lb, then the k-th iterant Xk 
will millirnize the error functional IIXt - xllAn over the I<:rylov space, 
f\s a result, we can have the correct answer after the n-th iteration if exact 
aritlllnetic is used. However, we always can not get an exact answer due to the 
" '.-
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rounding error. Besides, the computing time is unacceptable for large n. Thus, 
~Te are interested in the error after few iterations. The error estimate is shown in 
the following theorem, see Axelsson and Barker [3, p. 26]. 
Theorem 1.1 Let TA: be the Chebyshev polynomial of degree k, Xk be the k-th 
'iterant of the con,jv,gate gradient method applied to the system, Anx == band 
Xt == A-;, 1. b. For the confu,gate gradient m,ethod, we have the error estim,ate 
'where /\1 and AN are the sm,allest and the largest eigenvalues of An respectively. 
}'urther, ~l p( c) is defined for any c > 0 to be the smallest integer k such that 
f or any Xo E a;n, 
then 
Frorn the above theoreln, we can conclude that if the spectral condition num-
ber K(An) is uniformly bounded, then the convergence rate of the conjugate 
gradient method is linear. Particularly, "ve can show that the conjugate gradient 
Inethod has superlinear convergence rate for a special case. vVe give a definition 
first. 
Definition 1.1 The eigenvalues of a sequence of matrices {An}~=l are said to 
be clustered around a point a E IR if for any c > 0, there exist positive integers 
111 and lV such that for all n > N, at m,ost A1 eigenvalues of (An - aIn) have 
absolute values greater than c, where In is the identity matri.]; of order n. 
If the eigenvalues of An are clustered around 1, then the conjugate gradient 
rnethod has a superlinear convergence rate by the following theorem given by 'fan 
del' Vorst [36]. 
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Theorem 1.2 Let Xk be the k-th iterant of the confu,gate gradient m,ethod applied 
to the system, Anx == band Xt == A;;-lb. 1f'the ei.qenvalues A.i (j == 1,~, ... , n) of 
A.", (]'Te onlered 8uch that 
then 
IIXt - xkllA (fff - 1) k-p-q p (A - Ai) 
_____ n < 2 1 • max IT . 
Ilxt - Xo 1\ An - . fff + 1 AE[bl,b2] i=l Ai 
That is to say, for any c > 0, there exists a constant c depending on c only and 
Cl positive integer N such that IIXt - xkllAn < cckllxt - xollAn if n > N. Thus, 
the lltllnber of iterations required for convergence is independent of n. 
Unfortunately, the spectra of a lot of matrices are not clustered around a 
certain point. Thus, we want to change the required linear system a little such 
that a fast convergence rate can be obtained. Mathematically, we find a matrix 
Mn 'which is called a preconditioner such that the spectrum of M;;-l An has a 
cluster structure. Then we need to solve the follo""'ing systern only: 
M,~lAnx == M;;:-lb. 
Since M;;-l An has clustered spectrum, the superlinear convergence rate of solving 
the system by the conjugate gradient method is expected. 
I-Iowever, the computational cost will be of the order O(n3 ) if the product 
M~l An is formed explicitly. To overcome this, one can use the preconditioned 
conjugate gradient method vvhich is given in Golub and Van Loan [19]. The 
algori thm is shown below: 
* r k _ 2z k-2 
Pk Zk-l + !3kPk-l 
* rk_1zk-l 
Pk;AnPk 
Xk-l + CtkPk 
rk-l - C¥.kAnPk 
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Once MnZ k - 1 = rk-l can be solved fast in the algorithm, then each iteration of 
the preconditioned conjugate gradient method can be operated fast. IfMn is a 
circulant luatrix, Zk-l can be found in the order of O(n log n) operations only. 
Thus, SOlne circulant preconditioners were proposed, for example G. Strang [32], 
Chan [4] and T. Chan [11]. 
Nuw, let us consider the computational cost of one iteration of the conjugate 
gradient n1ethod as ~Tell as that of the preconditioned conjugate gradient method. 
For the former case, there are two inner products and three recursion formulae 
on each iteration. Thus, these calculations require 5n luultiplications and 5n 
additions. Besides, the luajority of the time is spent on the cornputation of Anp. 
As a result, the cornputational cost of the conjugate gradient method is mainly 
depended on the product AnP. For example, the computational cost is of the 
order 0(71, log n) only if the matrix An is a Toeplitz matrix. Then, the cost of 
each iteration is also of the order 0 (n log n) only. 
For the preconditioned conjugate gradient method, it is additionally needed to 
. cornpute the product M;;:-lr. Thus, the cost of each iteration of the preconditioned 
conjugate gradient method is mainly depending on the cost of both products A1~p 
and lVI;;,-lr. For a non-structural M n , its inverse can be found in the order of 
O(n:3) operations and the required product also can be cornputed in the order 
of O( n?) operations. As mentioned above, if An is a Toeplitz matrix, then \ve 
can obtain AnP in the order of O( n log n) operations only. Besides, if Mn is 
a. circulant Inatrix, then , the product M~lr can 'be computed in the order of 
O(nlog n) operations only. Then, the cost is reduced to a reasonable level. 
Besides circulant preconditioners, some non-circulant preconditioners are a.lso 
proposed in recent years. For example, dense Toeplitz preconditioners a.re also 
proposed for Hermitian Toeplitz systems, see for instance Chan and Ng [9]. Band-
Toeplitz and Toeplitz-like Inatrices are also proposed as preconditioners, see for 
instance Chan [6], Chan and Tang [10] and I(u and Kuo [27]. 
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'1.3 Outline of the Thesis 
J\fter an introduction of the mathematical background of the materials appeared 
in the thesis, vve vvill see hovv the special structure of Toeplitz Inatrix is applied 
in the problelns arising frorn tomography. The problems discussed in the later 
chapters are inverse problelns. Thus, in the next chapter, the general idea of 
illV(~rSe pl'oblerIl is introduced first. Since IIlany inverse problerns are ill-posed, 
regularization should be used. The Tikhonov technique is one of the regulariza.-
tion Inethods to deal with ill-posed problems. It will be found that the Tikhollov 
technique is useful on inverse problems arising from image processing in Chapter 
3. Thus, the Tikhonov technique will be also introduced in the next chapter. 
The inverse probleln arising from thermal tomography is a non-linear problem. 
Such problem is linearized by Elayyan and Isakov [15]. However, the resulting 
problern is still ill-posed. The Tikhonov technique have to be used. In Chapter 
3, 'we will sUlnrnarize the linearization given in [15] first. Then we ~'ill compare 
tVlO different regularization operators for the problem. The numerical results ,vill 
'be given in that chapter. That chapter is mainly an extract from the proceedings 
paper "Fast Algorithm on Thermal Tomography" by RI. Chan, Sun and the author 
of this thesis [7]. 
In the last chapter, the computerized tomography scan will be introduced. It 
involv8s the R.adon transform which ~'ill be introduced in the beginning of the 
chapter. I-Iovvever, the lnatrix forrned froln previous research has no special struc-
ture. In 1994, Le Roux, Lise, Zerbib and Foguet [30] reforrnulated the probleln to 
a Toeplitz systenl. Thus, we can use the fast Toeplitz solver to solve this problenl. 
The reformulation of the problem will be summarized in that chapter. A filter 
function is suggested to be added to the linear system in [30]. It is found that 
,vhen solving the filtering system by the conjugate gradient lllethod, the result 
a.fter the first iteration is a. good approxima.tion to the exact solution. \Ale ~'ill try 
t.o apply the Tikhollov regularization lnethod to solve the non-filtering systeln. 
The resl1Jts froITl both the identity operator and the Laplacian operator will be 
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sho"vn. Finally, "ve sirnplify the forrIlulae in forrning the linear systerIl at the end 
of that chapter. 




In our real world, rnany physical problems are Inverse problems. Thus, it is 
vvorth to investigate the properties of inverse problems. In the beginning of 
this chapter, inverse problem is introduced and an example is given. Actually, 
rnany inverse problerns are ill-posed, so it is difficult to find the required solution. 
R,egularization is comrnonly used to cope with ill-posed problems. Particularly, 
the Tikhonov technique is one of the regularization rnethods and is always used 
for solving sorne problems arising frorn tornography. In the next chapter, we will 
discuss the Tikhonov technique to deal with the problern arising from therrnal 
tOlnography. Thus, we introduce the Tikhonov technique in this chapter first. 
2.1 Inverse Problem 
An inverse problern actually is the inverse of a direct problem. However, it is quite 
difficult to distinguish which one is the inverse problem from a pair of problelTIs. 
In fact, a problern rnay always be viewed as the direct problem if it is studied first 
or is simpler than another. Besides, to predict a future event by using the present 
data is always classified to be a direct problem. On the other hand, to find out 
a past event is an inverse problem. Thus, the inverse problem is regarded as a 
probleln concerning with deterrninillg causes for a desired or an observed effect. 
The following exarnple rnay give a clear idea -of the above statement. 
Let us consider a problern arising fronl signal processing. Suppose that we 
want to get an inlage about space frOIH a spaceship. However, when transnlitting 
the signal from the spaceship to the acceptor on the earth, the original signal is 
corrupted by noise. Thus, we need to find out the original image. Let u(y) be the 
original irnage, g(x) be the observed irnage and k(x, y) be the blurring function. 
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lVlathernatically, we have the following integral equation: 
j~1 k(x, y)1J,(y)dy = g(x), (2.1) 
where !2l is the dOlllain of the original irnage and O2 is the dornain of the observed 
ilnage. ()llce "ve know the blurring function k(::c, y), then we can find out thp 
original ilnage 'U,(y). It is a typical exaruple of inverse problems, see for instance 
[lJ. In the next chapter, the inverse problern arising from thernlal tomography 
,,\Till be discussed. ]\lloreover, computerized tomography is one of hot topics in 
rnedicine. It involves solving equations like (2.1). It will be discussed in Chapter 
4. 
By the concept introduced by HadC11nard [21 J, a problelTI IS regarded as a 
well-posed pToblel'n if it satisfies the following conditions: 
1. There exists a solution of the problern. 
2. There is at Inost one solution of the problern. 
3. The solution is dependent continuously on the data. 
However, Inany inverse problerns do not satisfy the third condition stated above. 
rrhus, they are ill-posed pToblerns. We "VC111t to find out an approximated solution 
for the exact solution. One of the techniques to do so is regularization. The 
Tikhonov technique is one of the cOIlunonly used regularization methods. We 
"vill give a brief introduction of the Tikhonov regularization Inethod in the next 
section. Besides, Lalldweber iteration is another regularization method, see [16] 
for exarnple. 
2.2 Tikhonov Regularization 
The TikhollOV regularization rnethod is first proposed by Tikhonov [33, 34]. It 
is a cornrIlonly used rnethod to deal with ill-posed problerns. Let us consider the 
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follo"ving usual linear systern: 
A:.c = y 
The Tikhonov functional is defined as below: 
Definition 2.1 Let ./Y and }/ be Hilbert spaces, A : X -+ Y be a linear and 
bounded operatur and ]I E }/". For a given Lv. E JR" the Tikhonov functional Jc¥.(:r) 
is defined (J,.'; 
where cv. is called the regularization pararneter. 
Then, we corne to a theorerll for the uniqueness of the solution. 
Theorem 2.1 [26, Theorelll 2.11] Let ~y and}7 be Hilbert spaces, and A : X -+ 1/ 
be linear and buunded. Suppose cv. > O. Then the Tikhonov functional JQ has a 
unique 1ninirnunL :1:Q E ./Y. In uther words, xQ is the solution of the run'uuJ,l 
equation 
(aT + A* A)xQ = A*y 
'where T is the identity operator. 
By the above theoreIll, for a given a, we can find out an approximated solu-
tion :.cn for our original problem. In the Tikhonov functional, the regularization 
pararneter n is used to balance the quality of the regularization. If cv. is too large, 
then the approxilnated solution is far away froln the true solution. It is because 
the regularization part will be donIinant. If a is too slnall, then the systern will 
still be ill-posed. In general, it is quite difficuft to choose the size of a analytically. 
Ho"vever, we can usually choose a suitable size or range for a from experiments. 
Some research on how to choose an optirnal regularization parameter were dOlle 
in recent years. For exaluple, the L-curve method was given by Hansen [23]. 
In the next chapter, we will illustrate the use of the Tikhollov regularization 
lnethod on an inverse problern arising fronI thermal tornography. 
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FAST ALGORITHM ON THERMAL 
TOMOGRAPHY 
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In this chapter, we study an ill-posed, nonlinear inverse probleln arising fronl in 
heat conduction and hydrology applications. In [15], the probleln is linearized 
to give a linear integral equation, ,vhich is then solved by the Tikhonov method 
,ivith the identity as the regularization operator. We prove in this chapter that 
the resulting equation is well-conditioned and has clustered spectrurn. I-Ienceif 
the conjugate gradient rnethod is used to solve the equation, we expect superlin-
ear convergence. However, we note that the identity operator does not give good 
SOlll tion to the original equation in general. Therefore in this chapter, we use the 
Laplacian operator as the regularization operator instead. With the Laplacian 
operator, the regularized equation is ill-conditioned and hence a preconditioner 
is required to speed up the convergence rate if the equation is solved by the con-
jugate gradient Inethod. We here propose to use the Laplacian operator itself as 
preconditioner. This precollditioner can be inverted easily by fast sine-transforuls 
and ,ve prove that the resulting preconditioned system is well-conditioned and has 
clustered spectrum too. Hence the conjugate gradient lllethod converges super-
linearly for the preconditioned systerll. Numerical results are given to illustrate 
the fast convergence. 
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3.1 Introduction 
In this chapter, we consider the inverse problerIl of finding a pair (u, a) for the 
Ca,llchy problenl 
Ut, - cliv( (J.\7u) () (:1: - :1: * ) () ( t ) 
o 
011 JR:m x (0, T), 
on JR1n x to}, (3.1) 
where () is the Dirac delta function. The unknown coefficient function a == 0,(;1:) is 
assulned to be bounded and rneasurable and has the expansion a(:1:) == 1 + f (:1:), 
,vhere f(:r:) is zero outside a bounded dornain f2 C JR1n. The solution u(x, t;:r*) is 
assulned to be given for :c, :X* E f2* and t E (0, T) where f2* is a bounded dornain 
in lIrn ""hose closure does not intersect ~l This kind of problerns arises in the 
heat conduction and in hydrology applications. The diffusion coefficient a(:r:) is 
to be recovered fronl the boundary rneasurernents of the solution u(x, t; :1:*) III 
(3.1). In real applications, x* is the source and x is the sensor. 
Since (3.1) is ill-posed and nonlinear, it is difficult to solve. Recently, Elayyan 
and Isakov have derived in [15] a linearized equation for (3.1). After linearization, 
the unkllown function f is given as the solution of a linear convolution integral 
equatioll. Since the integral equation is also ill-posed, in [15], the equation is 
solved by using the Tikhonov regularization lllethod \vith the identity operator 
as the regularization operator. 
3.2 Linearization 
III this section, \ve review the linearization-rnethod proposed by Elayyan and 
Isakov [15] for the inverse problern (3.1). We first consider 'UI, the zeroth order 
approxirnation to u, which satisfies 
8(x - :r*)c5(t) on IRm x (0, T), 
() on lRm x {a}. (3.2) 
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We note that (3.2) can be obtained fron1 (3.1) by replacing a(:l:) there by 1, 
tlH~ zp-roth order approxirnation of a(;r). We rernark that there is a closed forrn 
solution in integral fonn for fi, in (3.2), see [15]. 
Now we let 'v == '11, - 'U, be the residual of the approxin1ation. Substituting this 
expansion into (3.1), we get 
v 
div(fY'v,) + div(fY'v) 
o 
on lRm x (0, T), 
on m.m x {O}. (3.3) 
v,re note that the nonlinear part of (3.3) is the second terrn in the right hand side, 
,vhich can be dropped out as it is srnall when corn pared with the first terrn; see 
Elayyan and Isakov [15]. Thus we have, to the first order approximation, 
div(fY"u,) on IRm x (0, T), 
o on lR,m X {DJ. (3.4) v 
R.epresenting the solution ii, in (3.2) in integral forrH, we can express v in (3.4) 
as 
_ * 1 l f. l. 1 :1: * - :r 12 ( I:r * - :r /2 t ) 
v (:r; ,t) = - 4( 47f )rn fo fIRm j (x) (T(t _ T) )m/2+1 exp - 4T(t _ T) dxdT . . (3.5) 
Since u(:r, t; :1:*) is given in ~1* x (0, T) and u in (3.2) can be solved exactly, the 
left hand side v == 'U, - 'll in (3.5) is kno\tvn in 0* x (0, T). Since f is zero outside 
f2, \tV(-~ can re\tvri te (3.5) as 
1 /,'1, l" I:r* - :1:1 2 ." ( I:z:* - :r/2t) - * 
- () .1(:];).( ( )) ' /2+1 exp . - 4 ( ) d:rdT == v(:r ,t), 4 41T m . 0 . n T t - T rn T t - T (3.G) 
'i\There the right hand side 'u(:z:*, t) is known in 0* x (0, T). 
For silnplicity, we set t == T. Then the integral equation (3.6) can be written 
as 
/Cf' == b . , 
( /C f) (y) == l k (y - :r) f ( :1; ) d1: . 
.In 
(3,7) 
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Here the convolution kernel function k(:z:) is given by 
1 rT 1:1:12 . ( l:r:12T) 
1;:(:1:) = - 4( 47r)m 10 (r(T _ r) )m./Hl exp - 4r(T _ r) dr. (3.8) 
Thus J( is an operator froIn L2(fl) into L2(fl*). The uniqueness of the solution f 
in (3.7) has been silovvn in [15]. 
Equation (3.7) is a Fredhohn integral equation of the first kind. Since IC 
maps any Sobolev space on f2 into the space of functions that are analytic in Cl 
lleighborhood of fl*, (3.7) is ill-posed, see [15]. R,egularization lllethod is therefore 
needed to solve (3.7). In the next tvvo sections, we will study the Tikhollov 
regularization rnethod for this problerIl. 
3.3 Regularization by the Identity Operator 
In the Tikhonov approach for solving the ill-posed equation (3. 7), the equation 
is replaced by the regularized equation 
{nQ + J(* J()f == lC*b, (3.9) 
vV here n is the regularization paralneter and Q is the regularization operator. In 
[15], Q is chosen to be the identity operator T. 
Since IC is a convolution kernel, the discretized rnatrix K of J( by the rect-
angular quadrature rule is a Toeplitz Inatrix for I-dimensional problem and a 
block-Toeplitz-Toeplitz-block lnatrix for 2-dilnensional problelll, see for instance 
Chan and Ng [8]. Thus the ruatrix-vector rIluitiplication of K with any vector is of 
order ()(n log n) operations, where n is the size of the rnatrix K, see for instance 
Chan and Ng [8]. Hence if the conjugate gradient rnethod is applied to solving the 
discrete equation of (3.9), the cost per iteration is of order O(n log n) operations, 
see for instance Stoer and Bulirsch [31, p. 606]. As for the convergence rate, we 
have 
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Theorenl 3.1 The spectrum, of the regularized operator aT + 1(* I( is clustered 
around cv.. In par·ticular', if the con.iugate gradient method is applied to solving the 
r-eguZaTized system" then the convergence rate 'will be superlinear. 
Proof: vVe first note that any operator I( vvith kernel function k E L2 (fl x Sl*) 
is a cOlnpact operator fronl L2(0) to L2(0*), see for instance Hackbuseh [20, 
Theoreul 3.2.7]. Since the kernel function k(x) in (3.8) is S1Ilooth, I( is a c01npo,c(-, 
operator froIll L2(0) to L2(f2*). Hence 1(*1( is also cornpact frorn L2(fl) to L2(fl). 
Therefore its spectrurn is clustered around O. In particular, the spectrurH of the 
regularized operator nI + 1(* I( is clustered around n. Thus if the conjugate 
gradient Inethod is applied to solving the regularized systerIl, then the convergence 
rate will be superlinear. 0 
Thus the conjugate gradient lllethod for solving (3.7) will converge in a fixed 
llUlnber of iterations illdepelldellt of n, the size of the discretization rnatrix. Sillce 
the cost per iteration of the conjugate gradient rnethod is of order O(n log 11,) 
operations, the total cost of solving (3.7) is also of order O(n logn) operations. 
3.4 Regularization by .the Laplacian Operator 
Although the identity-regularized equation converges superlinearly, we find that. 
the regula.rized solution so obta.ined is not good in general. In the following, 'V(~ 
propose to use the Laplacian operator as the regularization operator, i.e., t-,h(·~ 
regularizatioll equation is given by 
((t~ + 1(* IC)f ~ I(*b. (3.10) 
\tVp no\v illustrate the differences between the two regularization opera.tors 
by excullples. In the cornputation, tlH-~ (liscretization rnatrix I( is obtained by 
a.pplying the rectangle rule to 1(. The regularized equations are solved by the 
conjugate gradient rnethod \vith stopping criteria IIrqllool//rolloo < 10-7 , vvhel'€ 
r q is the residual after the qth iteration. The initial guess is chosen to be the 
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zero vector. All COlTlputations were done by NIatlab on an IBNI 43P-133 vvork-
station. 1'he best regularization pararneter a. wer:e obtained eXperilTlelltally by 
t.rying diH'erellt values of Q. We found that it is rather robust - change in the 
first. deciInal place usually gives the salne result. We note that since the entries of 
K are very sIIlall (of rnagnitude sInaller than 10-4 and 10-7 respectively for the 
1-dilnensional and 2-dirnensiollal problerlls we tried), a. thus computed are sIIlall 
too. 
vVe st.art with tvvo one-diruensiollal problelns with f2 == [0,2]' 0* == [3,5], 
T == 4 and n == 256. The true solutions f(:r;) are chosen to be sin(1fx/2) ;:l,nd 
:r::3 + 33;2 + 2:1;. The right hand side vector b == Kf of the discrete equation is 
obtained accordingly. Then 10% randorn noise vector n is added to the right 
hand side b. More precisely, IInlloo/llbll oo == 0.1 and we solve 
(Cv.Q + I(*K)f == K*(b + n), (3.11 ) 
,vhen::~ Q is either the identity rnatrix or the discrete Laplacian. 
In Figure 3.1, the solid line, the dash line and the dot line show the original 
ilnage, the result h'oIn the identity regularization and the result from Laplacian 
regularization respectively. In the first exarnple, the value of a. for both regu-
larization operators are 10-7 . In the second example, n == 10-9 for the identity 
regularization and n == 10-10 for Laplaeian regularization. 
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Figure 3.1 (b). f (:1:) = :1::3 - 3:r 2 + 2:r. 
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Next "ve cOllsider the two-ciilnensional case. We choose ~1 = [0, 2]2, D* == 
[3,5]2, T == 4 and n = 642 • The test functions are f( :l:, y) == Sill(1f:l:) sin(1fY) and 
f( :l:, y) . (;J;:J - 3:1:2 + 2:r)(e2113-4y2 - 1). Ten percent relative noise vector n is 
added to the right hand side vector b as in the 1-dirnensional case, see (3.11). 
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Figure 3.2 shows the original iInages for both test functions. Figures 3.3 and 3.4 
, , 
are the irnages recovered by the identity regularization method and the Laplacian 
regularization Inethod respectively. 
Ft-OIU' the exalnples, we see that the solutions obtained by the Laplacian regu-
larization are Inuch better than those from the identity regularization. Although 
we have shown only two exalnples here, we enlphasize that we have sinlilar results 
for other exanlples we tested. 
3.5 'Preconditioning with the Laplacian 
In this section, we consider solving (3.10) by the conjugate gradient rnethod. 
As mentioned previously, the cost of lnultiplying K to any vector is of order 
O{ n log n) operations where n is the size of the matrix. Since the discrete Lapla-
cian is a band-nlatrix with either 3 or 5 non-zero bands, the cost of multiplying 
it to any vector is of O(n) operations. Hence if the conjugate gradient method 
is applied to solving the discrete equation of (3.10), the cost per iteration is of 
order 0 (n log n) operations. 
However, since the Laplacian operator is ill-conditioned, we expect the Lapla-
cian regularized equation (3.10) to be ill-conditioned. In particular, the number 
, of iterations required for convergence will increase with increasing matrix size, 
see Tables 1 and 2 below for instance. Here we propose to use a~ as precondi-
tioner for the equation and prove that the resulting preconditioned equation is 
well-conditioned. We note that for all I-dimensional problems or 2-dimensional 
problems on rectangular dOInains, the inverse of the Laplacian operator can be 
obtained quite efficiently by using fast sine-transforms in O(n log n) operations, 
see for instance Stoer and Bulirsch [31, p.592]. Thus the cost per iteration of the 
preconditioned conjugate gradient lnethod is still of the order O{ n log n) opera-
tions. As for the convergence rate, we have 
Theorem 3.2 The spectrum, of the preconditioned operator T + a- 1 ~ -1 JC* JC is 
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Figure 3.2(b). Original lInage: f(x, y) = (x3 - 3x2 + 2x)(e2y3_4y2 - 1). 

















Figure 3.3(b). Identity Regularization with 0: = 10-13 . 

















Figure 3.4(b). Laplacian Regularization with a = 10-1:3. 
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cluster'ed aronnd 1. In particular, if the · conjugate gradient rr~ethod is applied to 
solving the preconditioned system, then the convergence rate will be superlinear'. 
Proof: FrorIl the 'proof of TheoreITl 1, we already know that the operator J(*IC is 
eorIlpact frolH L:l(~1) to L2(~1). Since L\ -1 is a bounded operator on L2(f2) (seefor 
instance, Gilbarg and Trudinger [18, p.l0l]), L\ -1 J(* J( is still a cornpact operator 
froITl L2(fl) to .i2(fl). Therefore its spectrum is clustered around O. In particular, 
the spectrurl1 of the regularized operator I + a-I L\ -1 J(* IC is clustered around 
1. Thus if the conjugate gradient ITlethod is applied to so lying the regularized 
systerl1, then the convergence rate will be superlinear. 0 
Thus the conjugate gradient method for solving the preconditioned system vvill 
converge in a fixed nUlnber of iterations independent of n. Since the cost per 
iteration of the preconditioned conjugate gradient method is of order O(n log n) 
operations, the total cost of solving (3.10) is also of order O(n logn) operations. 
In the following, we illustrate the fast convergence of our preconditioned sys-
terns by using exalnples considered in §3.4. We apply the conjugate gradient 
rnethod to (3.10) with or without the preconditioners. The numbers of iterations 
required for convergence are listed in Tables 3.1 and 3.2, where "No" and "cv..6." 
indicate whether preconditioning is used. The regularization pararneter cv. is as 
given in §4 and is not changed with n. (We find from our numerical results that 
the best a is basically unchanged W.r. t n.) The stopping tolerance is again set to 
\\rq\\oo/llro\\oo < 10-7 . The initial guess is chosen to be the zero vector. All com-
putations were done by l\IIatlab on an IBM 43P-133 workstation. We note that 
the nUITlber of iterations is roughly constant if a.6. is used as the preconditioner 
whereas the number is increasing for the non-preconditioned system. 
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.f (:r;) sin(11"x/2) x3 - 3:r;2 + 2x 
n No a.~ No a~ 
32 33 3 28 5 
64 64 3 63 5 
128 128 3 116 5 
256 256 3 230 5 
512 512 3 441 5 
1024 1024 3 849 5 
Table 3.1 Nurnbers of the Iterations for 1-D Exarnples. 
f(J:, y) Sill (11":r:) sin (11"11 ) (:r;3 - 3:r:2 + 2:1:) (e2y3-4y2 - 1) 
'n No a~ No n~ 
82 18 12 16 10 
162 31 10 29 10 
322 58 13 52 10 
642 92 10 95 13 
1282 185 10 195 10 
Table 3.2 Nurnbers of the Iteratiolls for 2-D Exalllples. 
In this chapter, vve consider solving the integral equation (3.6) vvhich is ob-
tained by linearising (3.1). We find that the Laplacian operator is a better reg-
ularization operator than the identity operator. To speed up the convergence 
rate of the regularized equations, we propose to use the Laplacian operator it-
self as preconditioner and prove that the res_ulting preconditioned systems have 
cl ustered spectra. 





rrhe conlputerized tomography scan (eT scan) is one of the hot topics in medicine. 
It is used to scan a desired part of human body. For exanlple, we can see whether 
there is a cancer in our brains by using the eT scan. Thus, an important research 
topic is to rnake the scans rnore accurate and the processing time shortened. In 
this chapter, we will introduce the projection problern arising from the eT scan. It 
relates closely to the Radon transform which will he discussed in Section 2 of this 
chapter. Then, ,ye will sUlIunarize the recent research by Le Roux, Lise, Zerbib 
and Poguet [30]. In this chapter, we propose to use the Tikhonov regularization 
rnethod to solve the problern and sorne numerical experiments will be shovvn. In 
the experinlents, we found that the construction cost of the linear system fornled 
can be reduced and we show hovv to decrease the construction cost in the last 
section. 
4.1 Projection Problem 
SOlnetirnes, vve need to know SOIIle tissues inside our body. Especially, we may 
want to knovv vvhether there is a cancer insid_e a certain part of our body such as 
the brain. However, we can not get the result by observing the outlook. Therefore, 
we need to use some techniques to do so. The computerized tomography scan is 
one of the cOIIllIlonly used rnethods. 
In order to know a three-dirnensional irnage, we first get a nurnber of tvvo-
dirnensional cross-sectional pictures. Aftervvards, those two-dirnensional pictures. 
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Figure 4.1 Computerized Tomography Scan Apparatus 
are cOlnbined to construct the original three-dimensional image. Thus, we vvill 
concentrate on rnethod of finding two-diruensional irnages only. 
In a CT scan, the patient lies inside a ring-like set up. Then some X-rays were 
ernitted from the ernitter and were detected by the detector in the opposite side, 
see Figure 4.1. When an X-ray passes through an object, it will be absorbed by 
the object. The drop of the intensity of the X-ray is proportional to the density 
of the object. By using this fact, we can reform the image by passing a number 
of X-rays in different angles. 
The change of the intellsity can be represented by the following equation: 
dI 
ds = -PI(X, y)I ( 4.1) 
where I is the intensity of an X-ray, Il(:r, y) is the density function of the object 
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and s is the distance travelled by the X-ray. Suppose that 10 and IT are the initial 
intensity and the final intensity of an X-ray respectively. For a given p'ath a of 
an X-ray, (4.1) can be changed to 
dI 
ds 
. (IT dI 
lIo I 
log G;) 
Now, let Pa == log( Fr)' Then we have 
-J-L(X, y)I 
.l -p,(x, y)ds 
.l p, ( X, y) ds . 
p" = .l JL(X, y)ds. (4.2) 
vVe willlllodify (4.2) in the next section. Once all attenuation measurements, Pa, 
are known, then the unknown density function /L(x, y) can be found. Actually, 
(4.2) is called the Radon transform of J-L(x, y) and will be discussed in more detail 
in the next section. 
As all illtrocl uctiOIl of t<nIlography, it is worth Inentioning that there are other 
types and applications of tonlography. Besides X-ray, positron and heavy ions are 
also used in the llledical instruments. However, positron erllission torllography is a 
forIn of ernission tornography while X-ray and heavy ions are forms of transmission 
tornography, see for instance [22, 35]. Moreover, the tomographic techniques can 
be used to deternline the initial structure of the earth [2] and they are useful in 
oil refining process and oil nlixing [1 7] . 
4.2 Radon TransforIll 
The Radon transform is given by Radon [29] in 1917. In this section, we will 
see how the Radon transforrn is involved in the CT scan. For setting up the 
rnathenlaticalrllodel of the CT scan, we divide the object into a two-dimensional 
mesh. Let Jl(X, y) denote the density of the object at the point (x, y). Then sonie 
X-rays pass through the object, see Figure 4.2. For a given angle () measured frorn 
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Figure 4.2 The geometry of the path 0". 
the horizontal axis, there are a nurnber of rays perpendicular to (). Let p( (), t) be 
the attenuation rneasurenlent of the path which is perpendicular to () and is t 
units away from the origin. That is to say, 
p( (}, t) = L: /1-(t cos (} - T sin (}, t sin (} + T cos (})dT. (4.3) 
Actually, the right hand side of (4.3) is called_the Radon transform of /1, see [29]. 
Suppose that the range of angle [- ~, ~) is divided into Q parts and we pass L 
rays for each angle. We consider [- ~, ~) instead of [-1r, 1r) because the measured 
data are the sarne for angles () and () + 1r. Moreover, it is always assumed that 
for a given angle, L rays can cover the whole object. Besides, the nUlnber of 
measured data is always larger than the mesh size, so it is an overdetermined 
system and we have to use the least squares method to solve it. 
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In order for it to be solvable, we need to change (4.3) such that the rneasured 
data are related to the density function at the mesh points. Fortuna:tely, the 
Radon transfornl has a closed relationship with the Fourier transform. It is the 
faruous theorern called the Projection Slice Theorem or the Fourier Slice Theorem. 
Theorem 4.1 (Projection Slice Theorern [28]) The one-dimensional Fourier 
trnnsfornl, of p( (), t) on t is the two-dimensional Fourier transform of 11'( x, y) . 
M athem,atically, let the polar for1n of ( u, v) be ((), p), then 
Proof: We have 
F1 (p ( (), t) ) ( (), p) == F2 (It ( x, y ) ) ( u, v ) . (4.4) 
L: p((}, t)e-i2rrptdt 
L: (L: Il( t cos (} - T sin (}, t sin (} + T cos (})dT) e -i2rrpt dt L: L: Il(X, y)e-i2rr(xu+ yv)dxdy 
F2 (/"(:1:, y)) (u, v). 
The third equal sign is obtained by the change of variables x == t cos () - 7 sin (-) 
and y == t sin () + T cos () . 0 
By using the Projection Slice Theorelu, we can have a linear system relating the 
rneasured data and the density function at the rnesh points. However, it was 
found that it can not be solved easily nurnerically due to the non-structure of 
the coefficient nlatrix. Thus, SOIne research were done on this topic. We will 
sUlluuarized the IIlethod developed in [30] in ~he next section. 
4.3 Reforlllulation of Projection Problelll 
Since the linear systeln forIned by the discretization of (4.4) is not suitable for 
nurnerical operations, Le Roux, Lise, Zerbib and Poguet in [30] have modified it 
to a Toeplitz system. Let us introduce their work briefly. 
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Franl the idea of the Projection Slice Theorem, it is observed that (4.4) can 
be changed to be l: p(B, t)e-ifltdt = i:L: /l(:r:, y)e-i(Xflcos9+ypsiIl9)dxdy. 
After discretization, we have 
00 00 00 L ])(0, t)e-ipt == L L e-i(xpcosO+ypsinO) tJ,(x, y). (4.5) 
t=-oo x=-oo y=-oo 
Novv, let G(O, p) be the left hand side of (4.5). Suppose that the object is covered 
by the sq1lare dornain [- ~, ~ - 1] x [- ~, ~ - 1]. Then, tJ,(1;, y) == 0 outside that 
square dOllulin. Thus, we have 
,N/2-1 N/2-1 
G((}, p) == L L e-i(xpcos O+ypsin 0) /-L(x, y). 
x=-N/2 y=-N/2 
As rnelltioned before, we get the data by passing rays for Q different angles. 
We denote theln as: . 
q 7r 
Oq == Q 7r - 2' q == 0, ... , Q - 1. 
Novv, we suppose that the support of :F2(/L(;];, y)) (u, 'V) is a square [-7r, 7r) X [-7r, 7r). 
Then, for a given Or" the value p should be in the range [- ,(~q)' ,(~q)) where 
{ 
cos( Bq) if 0 < IBql < :' 
'Y((}q) == 7r 7r 
sin(lfJql) if 4 < IOql < 2' 
(4.6) 
If 'the support of :F2 (p(:I:, Y))('l.l, v) is a circle with radius == 7r and centre at the 
origin, then the range of p is just [-7r, 7r); hence, 1'( Oq) is identical to 1 for the 
circular spectral support. As a result, if there are P discrete values for p, then, 
for a given angle Oq, we have 
1!...27r - 7r 
Ppq = P ,(B
q
) , p == 0, ... , P - 1. 
In practice, the nurnber of llleasured data is larger than the number of rnesh 
points. Thus, we use the least squares method to solve the problem. In order to 
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regularize the solution for the least squares rnethod., a filter function Apq is added. 
It, follows that "ve need to rninimize the following functional: 
P-l Q-I. ' N/2-1 N/2-1 2 
, E(J-I,) == L L Apq G(f}q, Ppq) - L L /-L(x, y)e-i(:r.;ppq cosOq+YPpq sinflq) 
p=O q=O :r:=-N/2 y=-N/2 
where AWl are real positive constants. By direct cornputation, the rninimurn is 
obtained if 
N/2-1 N/2-1 P-l q-l L L I',(:r;, Y) L L Apqei[(h-x)ppq cosOq+(k-y)ppq sinOq] 
:1:=-N/2 y=-N/2 p=O q=O 
P-l Q-l 
== L L ApqG(Oq, ppq)ei(hppqcosOq+kppqsinflq), (4.7) 
p=o q=O 
\vhere 11" k == - JV /2, ... , N /2 - 1. Note that no filter is added when Apq is identical 
to 1. 
Frorn (4.7), a linear systern 
(4.8) 




b( - ~, -~) 
b( -~, -~ + 1) 
b( - ~, ~ - 1) 
b(-~ + 1, -~) 
b( ~ - 1, ~ - 1) 
b(h,k) == L L ApqG(()q,ppq)ei(hppqcosflq+kppqsinOq). 
p=O q=O 
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The ~onstru~tion cost of b is of the order ()(N:3 1og N), see [3U]. Nloreover, A has 
the following structure: 
A(O) A(-l) 





where each A UJ) is a Toeplitz rnatrix and has the following fonn: 
A~n A~t A({3) 
-N+l 
AUJ) 
1 A~) A'!; 




0 A un -1 
A (lJ) 
N-l A~(3) A~) 
That is, 
P-1 Q-1 
A (h-:r:) == ~ ~ A ei[(h-:l;)ppq cos (Jq+(k-y)ppq sin (Iq] k-y L L pq . (4.9) 
]1=0 q=O 
rrhU8, th(~ rnatrix A is a Toeplitz block and block Toeplitz lllatrix. 
The conjugate gradient luethod is used to solve the linear system. Due to 
the nice structure of A, the product of A with a vector can be cornputed in the 
order of O(N21og N) operations only. Hence, each iteration can be operated fast. 
In [30], it is shown that the nurnerical result found frorn this method is good 
in general. Especially, "vhen choosing j\pq == Ippql for all ]J and q, it is observed 
that the result after just one iteration is a very good approxirnation to the exact 
solution. vVe will give an exalnple in the next section to illustrate the above fact. 
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4.4 Numerical Experiments 
In [30], two different filter functions Apq are chosen. The first choice for Apq is 
identical to 1. That is, no filter is applied. The second choice is Apq = Ippql for all 
p and q. It is shown that the results frolll applying the filter function Apq = IPw,1 
are better than the results without filtering. Moreover, it is shown that when 
choosing 1\11([ = Ipl'QI, the result after the first iteration of the conjugate gradient 
lIlethod is already a very good approximation to the exact solution. Thus, the 
Inethod proposed in [30] is that Apq is chosen to be Ippql and then the first estinlate 
of the conjugate gradient nlethod is used as the approximated solution. We first 
give a ntunerical exarnple to illustrate how good the rnethod proposed in [30] is. 
In [30], it is observed that Q should be at least 4N in order to have a good 
solution. In all experiments shown in this section, the rnesh size is 128 x 128. 
Thus, we set Q = 4 x 128 = 512 and P = 128. Besides, we consider the square 
spectral dtHnaill only, i.e. ')'(r-Jq ) is chosen as (4.6). In each experilnent, 5o/f) relative 
. noise is added to the right hand side of (4.8). That is, we try to solve the follovving 
systeln: 
Ax = b + 17 
where 'fl is a randoIIl noise vector with 11 '/71100 = 0.051IbIl 00 . The initial guess of 
the conjugate gradient rnethod is chosen to be the zero vector. All conlputations 
were done by IVIatlab 011 an IBM 43P-133 workstation. 
The test ilnage is shown in Figure 4.3. When there is no filter, that is Apq = 1 
for all ]J and q, the optilnal result obtained by using the conjugate gradient 
Inethod is shown in Figure 4.4. For Apq = Ippql, the result after the first iteratioll 
of the conjugate gradient Inethod is shown in Figure 4.5. Clearly, by cornparillg 
the original ilnage (Figure 4.3) vvith the approxirnated images (Figures 4.4 and 
4.G), the result shovvn in Figure 4.5 is better than the result shown in Figure 4.4. 
Besides, we have the sanle observation vvhen testing other images. Thus, we can 
conclude that vvhen Apq = Ippql, the result after the first iteration of the conjugate 
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Figure 4.4 Optilnal solution for A]Jq = 1. 
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Figure 4.5 The first estimate of CG for Apq == Ippql. 
Now, suppose that no filter is applied, that is, Apq is identical to 1. We try 
the Tikhonov regularization Iuethod to find out an approximation to the original 
. image. The identity operator is first chosen as the regularization operator. Then, 
the Laplacian operator will be tested at the end of this section. Since A is a 
Hermitian nlatl'ix, there is no need to lnultiply the rnatrix A * in (4.8) when 
applying the rrikhonov regularization Inethod to solve (4.8). That is, we need to 
solve the following systelu: 
(aI + A)tJl == b + TI 
where I is the identity rnatrix and a is the regularization parameter. In our 
experirnellts, 5'}{) relative noise is added as before, i.e. 11171100 == 0.051/b// 00 ' 
The first experirnent is to reconstruct the original image shown in Figure 4.3. 
We find the optirnal regularization pararneter Q == 105 by experiments. Actually, 
the rnaxirIlUIIl entry of the rnatrix A is about 6 x 104 , so the optilnal regularization 
pararneter a is a large nunlber. The results by using the identity regularization 
method are shown in Figure 4.6. However, by comparing Figure 4.5 with Figure 
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4.6, we find that the result shown in Figure 4.5 is better than the result shown 
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Figure 4.6 Identity R,egularization rnethod. 
The original irnage for the second experiment is shown in Figure 4.7. We first 
llse the identity regularization rnethod. The optirnal regularization paralTleter 
cv. == 105 is fOllnd by experirnents. The approxirnated irnage is shown in Figure 
4.8. Then, we reconstruct the irnage by using the lllethod proposed in [30]. 
Figure 4.9 sho"vs the approxirnated solution obtained by the first iteration of the 
conjugate gradient lTlethod. However, Figure 4.9 is a better approximation than 
Figure 4.8. 
Frolll the above experilllents, "ve can see that the identity operator as the 
regularization operator does not give a better result than the lllethod proposed in 
[30]. Now, we try the Laplacian operator as the regularization operator. We want 
to recover the irnage shown in Figure 4.3. The optimal regularization parameter 
is found to be 5 x 104 by experirnents. The approximated image by using the 
Laplacian regularization method is shown in Figure 4.10. However, we observe 
that this result is almost the same as the result from the identity operator (Figure 
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Figure 4.8 Identity Regularization method. 
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Figure 4.10 Laplacian regularization rnethod. 
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Our idea is to apply the Tikhonov regularization method to recover the image 
in the conlputerized tornography scan. Unfortunately, we find that applying the 
Tikhonov regularization rnethod to the non-filtering system to recover the inlage 
in the computerized torllography scan is worst than the first estimate of the 
conjugate gradient rnethod when solving the filtering system. Moreover, when 
doing the sarne experinlents for the circular spectral support, Le. ,( Oq) == 1, the 
same conclusion is obtained. Thus, we conclude that the approach we tried is 
unsuccessful. Since the eT scan is very useful in rnedicine, it is worth having 
further research 011 this topic in future. 
4.5 SiITlplification of ForITlula 
In the last section, we can not find a new approach to improve the result . How-
ever, when doing the experiments shown in the last section, we find that the 
construction cost of the nlatrix A in the linear system (4.8) can be reduced much 
due to SOlne nice properties of A. Thus, we will show how to simplify the formula 
of the entries of A in the rernaining part of this section. 
In fact, since A is a Toeplitz block and block Toeplitz rnatrix, when solving the 
problern by the conjugate gradient rnethod, we need to store (2N - 1)2 elements 
only. However, "ve observe that A has several nice properties such that both the 
construction cost and the rnemory required can be reduced. Firstly, we claim 
that the real part of A is a syrnmetric matrix and the imaginary part of A is 
a skew-sYIlnnetric matrix. Hence, A is a Hermitian matrix. Particularly, each 
block of A is a sYIlnnetric rnatrix. Finally, we will prove that we need to construct 
N(~-l) instead of (2N - 1)2 entries of A only if Q is even. We will prove all of 
the above staternents one by one in the remaining part of this section. In this 
section, we consider the square spectral support only, i.e. ,((}q) is chosen as in 
(4.6). Actually, the proof for the case of circular spectral support is almost the 
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ScUlle aud \ve Oluit it h(~re. 
Let U and V 1)(~ the real part. and the ilnagillary part of A respectively. Sillce 
A is a rroeplitz block and block 1-'oeplitz Inatrix, U and V are also Tceplitz block 
au( 1 block Toepli tz Inatrices. The fonnulae of the entries of U and V are ShovVIl 
1 )plovv: 
1 ' -- I (J-I 
U;/~-';':) == L L A1)(ICOS[ (11, -:1:) f}l}q cos {}q + (k -:I)) {Jpq sin (Jq ] ( 4.10) 
11=0 q=O 
auet 
I' I (J - I 
vi.~~-~:I : ) == L L 1\1)(1 siu[(h - :r)ppq cos (Jq + (k - y)ppq Sill (Jq]. (4.11 ) 
p=O q=O 
Noted tha.t P1H I == f}p(Q-q), Pl}(1 == -f}(P-p)q and (Jq == -(Jq _q . In [30], t,vvo different 
choices of A-r)(1 aj'(~ llSP(l. 'rhp first choice of Apq is identical to 1. l-'he second choic(-~ 
is A/HI == 1/'l l ffl fot' (1\1 ]J and (/. Both of thelll satisfy Apq == A(P-1J)q == Ap(Q_q)' 
Firstly, \VP P)'()V(-~ that (-'acll block of V is a sYllunetric Inatrix, i.e. 
(4.12) 
\Ve only consid(~r the ca,se \\There P (l.nd (2 are even llulnbers. The proof ""vill be 
sinlpler if one or 1 )oth of tJ1Clll cUP not evell. Firstly, vve silIlplify the fonnula for 
tlH~ entries of V. L(~t ". == f and 8 == t· 
P-I (2-- 1 
vy-n L L A'HI Sill (jJ P7HI cos (~q + () PWI sin (1q) 
p=O l( = () 
(J-I 
L {Ao'l Sill (jJpoq cos Oq + ()POq sin (Jq) + A l·q Sill (/Jpl'q cos Oq + 61'1''1 sin (1(,) 
q=() 
1'-1 _ 
+ ~[All(( sin (fJr'1HI cos 0'1 + ()P1I11 sin 0(1) 
71=C I 
+1\(1' --11 )(( siu(IJp(l-l_p)(( cos Oq + ()P{P-7J)q Sill (i'/)]} 
(2 -- 1 
L { i\()(1 sin(/Jpoll cos (iq + ()PO(I Sill (iq) 
l' -- I 
+ ~ [A]}(I sill (131'71(, COS (Iq + () Ppq sin (Iq) 
])=1 
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-Ar}(} sin (j3Ppq cos Oq + 8ppq sin Oq)]} 
Q-l 
L Aoq sin(/3 POq cos Oq + 8 POq sin Oq) 
q=O 
Aoo Sill(f3poo cos Ho + 8poo sin 00 ) + Aos sin(j3pos cos Os + 8pos sin Os) 
8-1 
+ L [l\Oq sin(j3 POq cos ()q + 8 POq sin Oq) 
q=l 
+AO(eJ-q) sin(j3po(Q_q) cos O(Q_q) + 8po(Q_q) sin O(Q_q))] 
8-1 
Aoosin(j31f) + Aossin(-81f) + L[Aoqsin(,BpoqcOsOq + 8pOq sin Bq) 
q=1 
+ Aoq sin j3 POq cos Hq - 8 POq sin () q ) ] 
.5-1 
L 21\oq sin(j3pOq cos ()q) cos(8poq sin Oq) 
q=1 
f11-1 
-1f -1f L 2Aoq sin[fJ( . 18 I) cos £Iq] cos[6(. 18 I) sin £Iq] 
q=l SIn q sIn q 
,<;-1 -1f -1f 
+ L 2Aoq sin[fJ( . IB I) cos 8'1] cos[6( 8) sin8q] 
q= r 11 cos q cos q 
r? 1-1 2 . -1f L 2Aoq Sill[fJ(. 18 I) cos 8'1] cos( 61f) 
'1=1 SIll q 
r 11-1 
(_ly5 L 2Aoq sin( -/31f cot IHql). 
q=1 
Thus, the illlaginary part of A is silnplified to be 
r~1-1 
V~) ==(_l)c) L 2Aoq sin(-/31fcotl{)ql) 
q=1 
for any positive integers I:J and Q. Clearly, 
r~1-1 
V~] ( -1) -c) L 2Aoq sin( -,B1f cot IOq I) 
q=1 
r~l-l 
( _1)c) L 21\Oq sin( - j31f cot IOq I) 
q=1 
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As a result, (4.12) is proved, i.e. each block of V is a symmetric matrix. Partic-
ularly, since 
r~1-1 
(-1 )(()+1) L 2Aoq sin( - j37r cot /Oq I) 
q=1 
r¥l-l 
_(_1)6 L 2Aoqsin(-j37rcot/Bql) 
q=1 
the block yUJ) }J(l.S the following structure: 
1 -1 1 (_1)-N+l 
-1 1 -1 






c(!J) == L 2Aoq Sill( - f37r cot IOq I). 
q=1 
Thus, we need to COlnpute one entry for each block of V only. Moreover, it is 
observed that 
r~l-l 
(_1)-6 L 2Aoq sin[-( -(3)7r cot /0'11] 
q=l 
r~l-L 




Hence, . Y is a skew-sYlInnetric rnatrix, i.e. Y == - yT. We conclude that Y 
is a Toeplitz block and block Toeplitz Inatrix and is a skew-syrnmetric matrix. 
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Moreover, cat:h 1>lot:k of V is a symmetric matrix. As a result, we need to store 
the first colurnn of V only. However, for each block of V, one entry is needed 
to be cOlnputed: so N entries should be computed for construction of V. III 
general, ",re ncpd to COlllpute (2N - 1)2 entries for a Toeplitz block and blot:k 
Toeplitz luatrix. I-Io"vever, "ve need to cornpute N entries only for V. Moreover, 
the order of the construction cost of each entry decreases frorn O(P(J) to O( CJ) 
due to the sirnpJification of the fonnula. As a result, rnuch cornputational tirne 
for construction V is saved. 
By llsing the salne tet:hnique, the real part of A can be sirnplified. The tediolls 
steps are olnitt,(yl and the result is stated below: 
V Ui) -c> -
\vhere 
R·o + RI + R2 + R3 + R4 , if both P and Q are even 
Ho + RI + R2 , 
170 + RI + R3 , 
l?·o + RI, 
ltJ-l 
if P is even and Q is odd 
if P is odd and Q is even 
if both P and Q are odd 
Fin Aoo( _ly5 + L Apo2 coS(6ppo ), 
p=1 
l ¥ J-1 
RI L [Aoq2 cos(f3poq cos Oq) coS(6poq sin Oq) 
q=l 
l~J-l 
+ L 4Apq cos (f3ppq cos Oq) cos (6ppq sin Oq)), 
11=1 
l ¥ J-l 
R'2 Aro + L Arq2, 
q=l 
L~J-l 
R:~ Aos( -1)11 + L Aps2 cos (!3pps) , 
p=l 
(4.13) 
V\Te observe that if (5 changes to -(5, Ro and RI do not change. Moreover, R2 , R:3 
a,nd R4 are independent of 6. I-Ience, we have 
u~J == uf)· 
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Thus, each block of V is a symnletric ruatrix. Besides, frorn (4.10), it is observed 
that 
P-l Q-l 
L L Apq cos( -{3Ppq cos Bq - 8ppq sin Bq) 
p=O q=O 
P-l Q-l 
L L Apq cos (j3Ppq cos Oq + Jppq sin Oq) 
p=O q=O 
V~). 
Thus, V is a sytllllH:~tric rnatrix too. Siluilar to V, we need to cornpute the first 
coit.Ullll of V oIlJy. Bpsides, the COlllputatiollal cost of each entry of V is reduced 
by about 4 titnes. Especially, since V == V T and V == - V T , A is a Hermitian 
rnatrix. Particularly, since each block of V and V are symnletric nlatrices, each 
block of A is also a synnnetric rnatrix. 
Finally, the forrIlula (4.13) has a very nice structure. We claim that 
V Ui) - V(~) (5 - {3 ( 4.14) 
for PV(~H (J. First of all, suppose that 
p==O, ... ,P-1. (4.15 ) 
In fact, the filt<~l' functions chosen in [30] satisfy (4.15). Thus, Ro + R3 are the 
saUle iu both V~(1) l-1ud V};». l'vloreover, R2 and R4 are independent of {3 and (L 
Thus, we need to prove that RI is identical when the positions of {3 and (5 are 
reversecl. vVe first Hote tha.t Sill Hq == - cos Hs - q where s == ~. Let the first tenn 
a,ud the spcoud I,(\nu of 171 hp Rl,t aud 17],'2' 1'heu, 
,'; -- I 
Rl,l L 1\0([2 cos(fJPOq cos Oq) cos(~POq sin Oq) 
,<;-1 
L Ao(s-q) 2 cos[{3 PO(.s-q) ( - sin {} s-q)] cos[c5 PO(s-q) ( - cos 0 s-q)] 
q=l 
,<;--1 L Ao(2 cos[{3po( sin {)(] cos[c5po( cos {)(] 
(=1 
,<;-1 L 1\0([2 cos( cS POq cos Hq) cos({3 POq sin Oq) 
(1=1 




171,2 L L 4A]Jq cos ({3Ppq cos (Jq) cos(~Ppq sin Oq) 
q= J p=1 
L~J-ls-l 
L L 4Ap(s-q) cos[{3Pp(s-q) ( - sin Bs-q)] cos[~Pp(s-q)( - cos OS-q)] 
1'= I q=1 
L~J-18-1 
L L 4Ap( cos[!3ppC sin BC] cos[~pp( cos BC] 
p= I (=1 
F' L-:d-I..,-J 
L L 41\]JlJ cos(6pplJ cos Oq) cos({3Ppq sin Oq) 
7'= I q=l 
.<; - llfJ-l 
L L 4Apq cos(~Ppq cos (Jq) cos({3Ppq sin Oq). 
q= I 1)=1 
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By the above re~lllt, (4.14) is proved. Thus, if Q is even, then N(~-l) instead of 
N 2 entries of U should be constructed only. How~ver, if (4.15) is not true, then 
WP, can not hav(' such property. 
In this sectioll , 'VP. siulplify the fonnula of A such that the construction cost 
of each entry i~ reduced about 4 tilHes. l\IIoreover, the luerHory needed is also 
n-~dllC(~d about /1· tilHes. Thus, the total construction cost of the rnatrix A can 
bp n-~duc(~d aboll L 1G tilHes. By ll~ing such facts, we are able to consid~r larger 
systems. 
The eT scan is very useful to us. Thus, to find out an accurate and fast 
algorithrn to reconstruct the original irnage is a good research topic. We hope 
that IH~\V approaches can be discovered in future. 
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