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Abstract
In many jurisdictions, the recent wave of rooftop PV investment compromised the equity of network cost allocations across retail
electricity customer classes, in part due to poorly designed network, retail and feed-in tariffs. Currently, a new wave of investment
in distributed energy resource (DER), such as residential batteries and home energy management systems, is unfurling and with it
so does the risk of repeating the same tariff design mistakes. As such, distribution network service providers need improved tools
for crafting DER-specific tariffs. These tools will guide the design of tariffs that minimise DER impacts on network performance,
stabilise network company revenue, and improve the equity of network costs across the customer base. Within this context, this
paper proposes a probabilistic framework to assess the impacts of different network tariffs on the consumption pattern of electric-
ity consumers with flexible DER, such as thermostatically controlled loads and battery storage. The assessment tool comprises
randomly-generated synthetic load and rooftop generation traces, which are fed into a mixed integer linear programming-based
home energy management system to schedule residential customers’ controllable devices connected to a low voltage network. Cus-
tomer net loads are then used in low voltage power flow studies to assess the network effects of various tariff designs. In this work,
assessments are made of energy- and demand-based tariffs. Simulation results show that flat tariffs with a peak demand component
perform best in terms of electricity cost reduction for the customer, as well as in mitigating the level of binding network constraints.
This demonstrates how the assessment tool can be used by distribution network service providers and regulators to develop tariffs
that are beneficial for networks that play host to growing numbers of PV-battery systems and other DER.
Keywords: distributed energy resources, battery energy storage systems, solar PV, thermostatically controlled loads, home energy
management systems, demand-based tariffs, low voltage networks
1. Introduction
Investment in customer-owned PV-battery systems is grow-
ing rapidly across the globe, as they become cost-effective in
certain jurisdictions. For example, the total installed capacity
of residential PV-battery systems in Australia is projected to
increase from 5 GW in 2017 to 19.7 GW in 2037 [1, 2]. In
Germany, the total installed capacity of PV systems alone cur-
rently stands at 43 GW, and projected to increase to 150 GW by
2050 [3, 4]; while battery storage systems are expected to fol-
low suit, with currently 100,000 installations (approx. 6 GWh)
and projections for this to double within the next two years [5].
The trend towards more residential PV-battery systems is be-
ing driven by two major factors. On one hand, average house-
hold electricity prices in OECD countries have increased by
over 33% between 2006 and 2017 (using purchasing power par-
ity). In particular, in Australia and Germany, prices have risen
to about 20.4 and 39.17 US c/kWh, respectively, from roughly
12.52 US c/kWh (in Australia) and 20.83 US c/kWh (in Ger-
many) in the year 2006 [6]; while feed-in-tariff (FiT) rates for
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PV generation have been simultaneously reduced in these coun-
tries. On the other hand, costs of PV and battery systems have
seen precipitous falls in recent times. These energy price hikes
and asset cost reductions are driving customers to increase their
levels of energy self-consumption by investing in energy stor-
age technology, to complement rooftop PV systems.
This presents a dilemma to distribution nework service
providers (DNSPs) and vertically-integrated electricity utilities
— how to design tariffs that reflect the long-run marginal cost of
electricity network assets, so that all consumers receive a price
signal indicating the extent to which they each contribute to net-
work peak demand, while (i) not encouraging customers with
DER to defect from the grid, and (ii) without unfairly appor-
tioning network costs on customers without PV or other DER.
This has proven to be a difficult task that has recieved much
attention in the professional and academic literature [7–10].
More broadly, recent studies have considered the economic
impacts of energy- and demand-based tariffs on residential cus-
tomers and on utilities’ revenue. Demand-based tariffs have
been shown to effectively resolve network price instability
and reduce cross-subsidies between consumers without DER
and prosumers [11], and also to ensure a stable revenue for
DNSPs [12]. From the customer perspective, [13] utilised a
peak coincidence network charge coupled with a fixed charge
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Nomenclature
Sets
D Set of days, d ∈ D in a year,D = {1, ..., 365}
D′ Set of days, d′ ∈ D′ in a month,D′ ⊂ D
H Set of half-hour time-slots, h ∈ H in a day,
H = {1, ..., 48}
M Set of months, m ∈ M in a year,M = {1, ..., 12}
Variables
pˆ Dummy variable for modelling demand-based tariffs
dg direction of grid power flow (0: demand to grid, 1:
grid to demand)
eb Battery state of charge
pb+/− Battery charge/discharge power
pg+/− Power flowing from/to grid
sb Battery charging status (0: discharge, 1: charge)
Parameters
eb Battery minimum state of charge
e¯b Battery maximum state of charge
p¯b+/− Maximum battery charge/discharge power
p¯g Maximum power taken from/to grid
∆h Half hourly time steps
ηb+/− Battery charging/discharging efficiency
pd Total customer demand
ppv Power from solar PV
pres Net demand
Abbreviations
DER Distributed energy resources
DNSP Distribution network service provider
EWH Electric water heater
FiT Feed in tariff
HEMS Home energy management system
LV Low voltage
MILP Mixed integer linear programming
PV Photovoltaic
ToU Time of use
Tariff nomenclature
ppk monthly peak
T fit Feed-in-tariff (FiT)
T fix Fixed daily charge
T flt Flat energy charge
T pk Monthly Peak demand charge
T tou Time-of-use energy charge
to reduce energy cost for price responsive customers. This
slightly outperformed a peak demand charge but led to a reduc-
tion in overall system cost compared to traditional volumetric
tariffs. In [14], the authors suggested that a peak demand tariff
based on a customer’s yearly peak demand should be consid-
ered by DNSPs, as it performed best in terms of cost-reflectivity
and predictability amongst other tariff types. On the contrary,
demand-based tariffs proposed by the Australian Energy Regu-
lator (AER) was tested on households in Sydney, from which it
was concluded that without due adjustments made, these tariffs
show low cost-reflectivity [15]. From these studies, it is evident
that the suitability of network tariffs in terms of cost-reflectivity
is dependent on the assumptions made in the actual design and
on how customers respond to these tariffs [16].
Despite these efforts, very little research has considered the
technical impacts of network tariffs on the distribution network.
This is paramount because the aggregate network peak demand
and energy losses are the long-run network cost drivers. It
was shown in [17] that time-of-use (ToU) tariffs alone can in-
crease peak loading on networks with deep DER penetration
levels, where customers seek to maximise their cost savings.
In view of this, authors in [18] showed that demand-based tar-
iffs could be used to mitigate transformer loading at medium
voltage (MV) substations. Similarly, the results in [19] demon-
strated the effectiveness of demand-based tariffs in alleviating
peak demand whilst considering demand response from cus-
tomers’ controllable appliances. In [19], however, customers
were exposed to spot market prices (dynamic prices) and the
effects of PV-battery systems were not considered.
Given this background, in this paper, we propose a frame-
work that allows network service providers to develop cost-
reflective tariffs when considering DER-enabled customers,
which is not possible with the existing tools. A mixed integer
linear programming (MILP)-based home energy management
system (HEMS) framework, which minimises electricity cost,
is used to assess the effects of this response on typical low volt-
age (LV) distribution networks. For modelling demand-based
tariffs, we include the peak demand charge as a linear term in
the objective function corresponding to an additional peak de-
mand variable multiplied by the set demand charge, which is
incorporated into the model using an inequality constraint that
sets the peak demand variable equal to the maximum monthly
demand In this way, we retain the computational efficiency of
the MILP approach by avoiding the computationally expensive
min-max formulation used in [19] that models the peak demand
explicitly. We build on our earlier work in [20] by including
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electric water heaters (EWH) as part of the HEMS formulation,
since they account for a considerable portion of energy con-
sumption in the Australian context and can affect peak load-
ing [21].
The optimisation-based simulation is run for a year to ac-
count for seasonal variations in demand and solar PV output
and specific to each of 332 customers. Furthermore, three
scenarios are considered based on customer DER ownership,
namely, EWH only, EWH+PV, and EWH+PV+Battery; and
simulation is performed for four different network tariff types.
The output of the optimisation, which reflects customer re-
sponse to the tariff types is then used to carry out probabilis-
tic power flow studies. In summary, the analysis in this pa-
per extends the preliminary results in our earlier conference pa-
per [20] in the following ways:
• With limited data available, we develop a solar PV/demand
and EWH statistical model to generate sufficient net load
traces and hot water draws necessary to carry out power flow
studies for customers with EWH and/or PV-battery systems.
• We propose a framework to test the cost-reflectivity of net-
work tariffs by carrying out statistical economic impact anal-
yses. With this, we assess customers’ response to differ-
ent network tariffs whilst incorporating detailed battery and
EWH appliance models.
• We demonstrate the impacts of energy- and demand-based
network tariffs on typical LV distribution networks. Specif-
ically, we investigate the effects of these network tariffs on
annual feeder head loading and customer voltage profiles at
different PV-battery penetration levels.
The remainder of this paper is structured as follows: In the
next section, we present an overview of the tariff assessment
framework. This is followed by detailed household DER mod-
elling including PV/demand and EWH hot water draw statis-
tical models in Section 3. Section 4 details the optimisation
model of the network tariff types. In Section 5, we perform an-
nual electricity calculations and in Section 6, we describe the
power flow analysis framework. The simulation results of our
case studies are presented and discussed in Section 7 while Sec-
tion 8 concludes the paper.
2. Methodology
A summary of the probabilistic assessment framework is de-
tailed in Figure 1. In Module I, using yearly historical data, we
generate a pool of net load traces and corresponding hot water
draw profiles by applying the PV/demand and EWH hot water
draw statistical models described in Section 3. In Module II,
the output of the statistical models are fed as input to the MILP-
based HEMS to solve the yearly optimisation problem for the
different tariff types and results are saved for each customer.
With the assumption that these customers are part of a LV net-
work, the optimisation results and output data from Module I
are used to perform time-series yearly Monte Carlo (MC) power
flow studies on LV distribution networks using OpenDSS [22].
MC simulation is employed to cater for the uncertainties in cus-
tomer location and the size of DER. Therefore, 100 MC power
flow simulations are performed to investigate the impacts of the
Module I: Demand, PV and EWH Water Draw Synthesis
Module II: HEMS Problem
Module III: MC Power Flow
Step 1
Generate a pool of net load traces
using the PV and Demand statistical model
Step 2
Generate corresponding hot water draw
profiles using the hot water draw statistical model
Step 3
Using tariff and DER data and output from Steps 1
and 2, solve the HEMS problem using MILP for a year
Step 4
Save the yearly power import/export results and cal-
culate the annual electricity cost for each customer
Step 5
utilise data from Steps 1, 2 and the power exchange re-
sults from step 4 to run yearly Monte Carlo power flow
Step 6
Save customer voltage profiles and feeder
head loading for each MC simulation
Figure 1: Overview of the Methodology.
network tariff types on customer voltage profile and feeder head
loading at different PV-battery penetration levels. We describe
the steps needed to achieve this in the following sections.
2.1. Low voltage networks
The low voltage network data used in this work were ob-
tained from the Low Voltage Network Solutions Project [23].
Table 1 summarizes the main features of the three networks
used as case studies in this work. These are residential LV net-
works of different lengths and number of load points: Feeders 1
and 2 are fairly balanced while Feeder 3 is unbalanced. Given
that these feeders are from the UK, we have modified them to
suit the Australian context. Typical Australian LV networks are
more robust with higher load capacity when compared to that
from the UK. Therefore, we have increased the transformer ca-
pacity by a factor of three and decreased the line impedances by
a factor of three since the average consumption in Australia is
roughly three times that in the UK. However, the overall struc-
ture of LV networks in both countries are similar.
2.2. Network model
We consider a LV distribution network as a radial system
denoted G(N ,E). This comprises of |N| nodes in the set
N := {0, 1, ...,N} representing network buses, and distribution
lines, each denoted as a tuple (i, j) connecting the nodes and
represented by the set of edges E := {(i, j)} ⊂ {N × N}. Each
customer, c ∈ C in the network is connected to a load bus as
a single-phase load point, where the number of load buses |Nc|
is a subset of the total nodes in the network (and Nc ⊆ N).
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Table 1: Network data
Feeder Length Number of Feeder head
number (m) customers ampacity (A)
1 5206 175 1200
2 4197 186 1200
3 10235 302 1155
Let V = [v0, v1, ..., vN] be the voltage magnitudes at the nodes,
where v0 is the substation voltage. Let vc be the voltage at each
(customer) load point. These voltages are monitored at every
half-hour in the year to check for any voltage violations. More
so, the current flowing through the line connecting nodes 0 and
1 (denoted ihead) is monitored to check for any thermal loading
problems. We assume that each customer, c ∈ C in the network
utilises a HEMS to manage a set of appliances in order to min-
imise electricity cost. The modelling of these appliances are
covered in Section 3.
2.3. Network tariffs and retail charges
A typical residential customer retail bill consists of network
(distribution and transmission) charges, generation costs for en-
ergy, retailer’s charge and other related costs. We have sourced
the network tariff data, shown in Table 2), from Essential En-
ergy1. These are assumed fixed and known in advance. The
peak demand charge in $/kW/month is the charge for a cus-
tomer’s monthly peak demand (or, alternatively, the the average
of the top four daily peak demand of a customer in a month).
In Table 3, the residential electricity prices for customers in the
Essential energy distribution zone for retailer, Origin Energy2,
is shown. These prices comprise the actual cost of electricity,
retailer’s service fee, and the network charge. In this study, we
have assumed that the retailers pass on the DNSP tariff structure
to the consumers. The different network tariffs (energy, Flat
and ToU, and demand-based, FlatD and ToUD) are described
below:
• LV Residential Anytime (Flat): Includes a fixed daily charge
and a flat usage charge.
• LV Residential Time-of-use (ToU)3: Includes a fixed daily
charge and a ToU usage charge.
• Small Residential - Opt in Demand Anytime (FlatD): In-
cludes a fixed daily charge, a flat usage charge and a peak
demand charge.
• Small Residential - Opt in Demand (ToUD): Includes a fixed
daily charge, a ToU usage charge and a peak demand charge.
2.4. Customer demand and DER data
We sourced the demand and solar PV generation data from
the Ausgrid (DNSP in NSW) Solar Home Electricity Data [24].
This dataset comprises three years of half-hourly resolution
smart meter data for the period between July 2010 to June 2013,
1Essential Energy Network Price List and Explanatory Notes. Available at
https://www.essentialenergy.com.au
2Origin Energy NSW Residential Energy Price Fact Sheet for Essential
Energy Distribution Zone. Available at https://www.originenergy.com.au
3Peak period: 7am to 9am, 5pm to 8pm; shoulder period: 9am to 5pm,
8pm to 10pm; off-peak period: 10pm to 7am.
Table 2: Network tariff data
Tariff
Type
Fixed
charge
$/day
Anytime
Energy
c/kWh
Off peak
Energy
c/kWh
Shoulder
Energy
c/kWh
Peak
Energy
c/kWh
Demand
Charge
$/kW/month
Flat 0.8568 11.0321 - - - -
ToU 0.8568 - 4.6287 12.6922 13.9934 -
FlatD 0.8568 3.2169 - - - 4.2112
ToUD 0.8568 - 2.1419 3.4771 4.0804 4.2112
Table 3: Retail tariff data
Tariff
Type
Fixed
charge
$/day
Anytime
Energy
c/kWh
Off peak
Energy
c/kWh
Shoulder
Energy
c/kWh
Peak
Energy
c/kWh
Feed-in
Tariff
c/kWh
Flat 1.5511 31.3170 - - - 9.0
ToU 1.5511 - 21.3400 37.1470 38.5880 9.0
FlatD 1.5511 23.5018 - - - 9.0
ToUD 1.5511 - 18.8532 27.9319 28.6750 9.0
for 300 residential customers in the Sydney region of Australia.
The most recent data (for financial year, July 2012 to June 2013)
is used in this study because it is complete and of higher qual-
ity, compared to the previous years in the dataset. Given that
the Solar Home Electricity Data do not contain customer hot
water usage data, we selected 123 customers from the Ausgrid
Smart Grid, Smart City (SGSC) [25] dataset with complete hot
water usage, solar PV and uncontrolled demand data. Then we
randomly allocated these hot water profiles to selected 123 cus-
tomers from the Solar Home Electricity Data.
Since the average PV size of the customers in the Solar Home
Electricity Data is roughly 1.5 kW, we applied a heuristic to up-
date the PV sizes to reflect the current PV uptake rates and the
average size of installed PV systems in Australia. The updated
average PV size of these customers is roughly 4 kW and sizes
range from 3 to 10 kWp, depending on the needs of the house-
hold. For customers with solar PV and batteries installed, the
battery size of the customer depends on the size of the solar PV
installed. In Australia, typically, 1.5-3 kWh of storage is used
per 1 kW of PV installed [1]. This assumption is made in this
work. The PV inverter efficiency has already been accounted
for in the dataset, so we have assumed a PV inverter efficiency
of 1 in our simulations. Table 4 shows the PV-battery size com-
binations for the selected 123 customers with updated PV sizes.
3. Household DER modelling
For each customer, c ∈ C possessing a set of appliances,
A := {1, 2, ..., |A|}, let α ∈ {1, ...,M} denote customer’s c ap-
pliance type, wherefore Aα ⊆ A. In this work, we consider
just three (3) appliance types (M = 3): Type 1 set includes en-
ergy storage devices, particularly batteries; Type 2 set includes
thermostatically-controlled devices, particularly electric water
heaters (EWH); Type 3 appliances constitute the base load and
includes all must-run and uncontrollable devices.
3.1. Battery energy storage system (BESS) modelling
The BESS operational model is linearised so that it fits the
MILP optimisation framework. Battery sizes utilised in this
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Table 4: PV-Battery size combinations
Customers Solar PV size Battery size
% kW kWh
76.42 3 - 4 6
20.33 5 - 6 8
2.44 7 - 8 10
0.81 9 - 10 12
Table 5: EWH Parameters
Number of EWH Element Tank surface
Customers Size (V) rating (Q) Area (A)
% Liter kW m2
2.44 80 1.8 1.114
8.94 125 3.6 1.500
86.99 160 3.6 1.768
1.63 250 4.8 2.381
Density (ρ) Specific heat (c) Tin range Conductance (U)
kg/m3 kJ/kg ◦C ◦C W/m2 ◦C
1000 4.18 60 - 82 1.00
study range from 6 to 12 kWh and are obtained from ZEN
Energy [26]. We have assumed a minimum/maximum battery
SOC of 10%/100% nominal capacity and a round-trip efficiency
of 90% for all battery sizes. For all a ∈ A1, h ∈ H :
eba,h = e
b
a,h−1 + ∆h
(
ηb+a p
b+
a,h−1 −
(
1/ηb−a
)
pb−a,h−1
)
(1)
pb+a,h ≤ p¯b+sba,h (2)
pb−a,h ≤ p¯b−
(
1 − sba,h
)
(3)
0 ≤ pb+a,h ≤ p¯b+ (4)
0 ≤ pb−a,h ≤ p¯b− (5)
eb ≤ eba,h ≤ e¯b (6)
3.2. Electric water heater (EWH) modelling
The EWH operational model is given by a set of difference
equations in order to fit them into an optimisation model [27,
28]. We consider single-element EWH tanks from Rheem4 and
estimated the EWH sizes for the 123 selected customers using
their hot water profiles. The EWH simulation parameters are
given in Table 5. For all a ∈ A2, h ∈ H :
pa,h = ηtha u
th
a,hQa (7)
T ina,h = T
in
a,h−1 + ψa pa,h + λa(T
out
a,h−1 − T ina,h−1)
+ φa(T inleta,h−1 − T ina,h−1)
(8)
T in,mina,h ≤ T ina,h ≤ T in,maxa,h (9)
where: C = ρVc; A ≈ 6V2/3; ψa =
∆h
C
; λa =
UA∆h
C
; φa = ρWd;
Wd = EWH water draw in liters; Qa = EWH element rating in
kW.
The second term at the RHS of (8) represents the energy from
the resistive element of the EWH. The third term represents the
4Rheem Electric Storage Water Heaters Specification Sheet
http://www.rheem.com.au/DomesticElectricWaterHeaters
heat losses to the ambient, while the last term represents the
energy required to heat the inlet cold water.
3.3. PV and demand statistical model
In this section, we extend the non-parametric Bayesian
model introduced in [29] to generate a pool of demand and
PV profiles needed to perform power flow studies. To accom-
plish this, we first cluster historical data sourced from the Aus-
grid Solar Home Electricity Data into representative clusters,
using the MAP-DP (maximum a-posteriori Dirichlet process
mixtures) technique. Next, we employ the Bayesian estimation
method to estimate the probability that an unobserved customer
possesses certain features identified in particular clusters. The
number of occurrence of these features (count) is used as a hy-
perparameter of a dirichlet distribution Dir(α).
To assign a cluster to an unobserved customer, we use a ran-
dom variable drawn from a categorical distribution Cat(γ) over
the features of the particular cluster, where the parameters γ are
obtained by sampling from Dir(α). We then generate a pool of
net load traces specific to assigned features based on a Markov
chain process. More details on the PV and demand statistical
model can be found in [30].
3.4. Hot water draw statistical model
The hot water statistical model is defined for aggregated in-
tervals of time slots during the day. It comprises a location
distribution within an interval and a magnitude distribution for
each time slot. The model is estimated following three steps.
First the data is broken into intervals of the day, comprised of
sets of contiguous time slots. The specific intervals used in this
work are given in Table 6.
Second, a location process is estimated for each interval.
This consists of a distribution over the number of draws in an
interval, and is given by a homogeneous Poisson distribution,
Pois(µ), given by:
P(k draws in interval) = exp
[−µ] µk
k!
(10)
where µ > 0 is the rate of draw events during the interval.
Third, a magnitude distribution is estimated for the size of the
draws in each interval. The magnitude of the draws are modeled
as following a Weibull distribution Wei(κ, σ), given by:
f (x|κ, σ) =
 σκ
(
x
κ
)σ−1
exp
[
−
(
x
κ
)σ]
if x ≥ 0
0 if x < 0
(11)
where κ > 0 is a scale parameter and σ > 0 is a shape parame-
ter.
Sampling from this model involves one additional element.
Specifically, once the models are estimated and values of µ,
κ and σ computed, the full sampling process for an interval
involves: (i) sampling a number of draws in an interval ac-
cording to Pois(µ) (ii) allocating these draws to time slots over
the interval’s time slots according to a uniform distribution and
(iii) sampling draw sizes for each draw according to Wei(κ, σ).
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Table 6: HW model intervals, with time slots indicated by their start time.
Begin End Begin End
23:00 1:30 11:00 13:30
2:00 4:30 14:00 16:30
5:00 7:30 17:00 19:30
8:00 10:30 20:00 22:30
We emphasize that in order to sample time slots for hot wa-
ter draws, each interval first has a number of draws sampled
from the estimated Poisson distribution, and then that number
of locations are allocated to draws in the interval according to
a uniform distribution (with replacement) over time slots, as is
the standard approach for sampling from Poisson processes.
4. Optimisation model
In this section, the optimisation model for all tariff types con-
sidering customers with EWH and PV-battery installed is de-
scribed. Each problem is solved for a year, using a rolling hori-
zon approach and a monthly decision horizon. For customers
with just EWH and solar PV, the models are modified accord-
ingly by removing the battery parameters as described in Sec-
tion 4.3.
4.1. Model for energy-based tariffs
For customers facing an energy-based tariff (Flat or ToU)
the monthly optimisation model is given in (12) to (19) for all
h ∈ H :
minimise
pg+d′ ,h,p
g−
d′ ,h,p
b+
d′ ,h,p
b−
d′ ,h,p
d
d′ ,h,
dgd′ ,h,s
b
d′ ,h,e
b
d′ ,h,u
th
d′ ,h,T
in
d′ ,h
∑
d′∈D′
[ ∑
h∈H
T flt/tou pg+d′,h − T fit pg−d′,h
]
(12)
subject to eqs. (1) to (9) (13)
pg+d′,h − pg−d′,h = ηi
(
pb+d′,h − pb−d′,h − ppvd′,h
)
+ pdd′,h (14)
pdd′,h = p
base
h +
∑
a∈A2
pa,d′,h (15)
pg+d′,h ≤ p¯gdgd′,h (16)
pg−d′,h ≤ p¯g
(
1 − dgd′,h
)
(17)
0 ≤ pg+d′,h ≤ p¯g (18)
0 ≤ pg−d′,h ≤ p¯g (19)
4.2. Model for demand-based tariffs
For customers facing a demand-based tariff (FlatD or
ToUD), an additional constraint (22) is used to limit the grid im-
port according to the demand charge component, T pk pˆ in (20).
This does not explicitly model demand charge as in practice, but
implicitly achieves the same objective of clipping a customer’s
peak demand (See Figure 2). The monthly optimisation model
is given below for all h ∈ H :
minimise
pg+d′ ,h,p
g−
d′ ,h,p
b+
d′ ,h,p
b−
d′ ,h,p
d
d′ ,h,
dgd′ ,h,s
b
d′ ,h,e
b
d′ ,h,u
th
h ,T
in
d′ ,h, pˆ
T pk pˆ +
∑
d′∈D′
[ ∑
h∈H
T flt/tou pg+d′,h − T fit pg−d′,h
]
(20)
subject to eqs. (13) to (19) (21)
pg+d′,h ≤ pˆ (22)
4.3. Optimisation scenarios
The optimisation models described above are solved for three
scenarios based on customer DER ownership. Scenario I is the
base case where all customers possess just EWH. Then we pro-
gressively add DER to form the other two scenarios, follow-
ing (14). Where pdh = p
base
h + p
ewh
h , then the following scenarios
hold:
4.3.1. Scenario I
The energy balance equation for customers with EWH only
is:
pg+h = p
d
h (23)
4.3.2. Scenario II
The energy balance equation for customers with EWH and
solar PV is:
pg+h − pg−h = ηi ppvh + pdh (24)
4.3.3. Scenario III
The energy balance equation for customers with EWH, solar
PV and batteries is:
pg+h − pg−h = ηi
(
pb+h − pb−h − ppvh
)
+ pdh (25)
5. Annual electricity cost calculations
The annual electricity cost for customers with PV or PV-
battery (Scenarios I and II) are calculated for each Tariff type as
in (26) to (29) using pg+d′,h and p
g−
d′,h, obtained as output variables
from the optimisation. For customers without DER (Scen. I),
the calculations are done without the power export component
(T fit pg−d′,h).
C(Flat) =
∑
d∈D
[
T fxd +
∑
h∈H
(
T flt pg+d,h − T fit pg−d,h
)
∆h
]
(26)
C(ToU) =
∑
d∈D
[
T fxd +
∑
h∈H
(
T touh p
g+
d,h − T fit pg−d,h
)
∆h
]
(27)
C(FlatD) =
∑
d∈D
[
T fxd +
∑
h∈H
(
T flt pg+d,h − T fit pg−d,h
)
∆h
]
+
∑
m∈M
(
T pk ppkm
)
(28)
C(ToUD) =
∑
d∈D
[
T fxd +
∑
h∈H
(
T touh p
g+
d,h − T fit pg−d,h
)
∆h
]
+
∑
m∈M
(
T pk ppkm
)
(29)
The value ppkm is calculated either based on the peak monthly
demand (FlatD and ToUD) or on the average top four daily peak
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Algorithm 1 Monte Carlo power flow algorithm
P: set of PV penetration levels, P := {0, 25, 50, 75}
B: set of battery penetration levels, B := {0, 40, 80}
C: set of customers in a LV network, C := {1, 2, ..., |C|}
1: for each p ∈ P do
2: Read yearly load and PV profile
3: if p = 0 then
4: Read pgd,c ∀ c ∈ C, d ∈ D, for Sc.I . base case: 0% PV-battery
5: for k ←− 1 to 100 step 1 do . 100 MC simulations
6: Sample uniformly from pg,Sc.Id,c for allocation to load points.
7: Run yearly power flow
8: Return ihead,kd and v
k
d,c, ∀ c ∈ C, d ∈ D
9: end for
10: else
11: for each b ∈ B do
12: Read pgd,c ∀ c ∈ C, d ∈ D, for Sc. I, II and III.
13: for k ←− 1 to 100 step 1 do . 100 MC simulations
14: pg,Sc.Id,c := (100 − p)% of pg,Sc.Id,c + p%.(100 − b)% of
15: pg,Sc.IId,c + p%.b% of p
g,Sc.III
d,c
16: Repeat Lines 6 to 8
17: end for
18: end for
19: end if
20: end for
demand (FlatD4 and ToUD4) for each month. In essence, the
demand-based tariffs each has two variants based on the calcu-
lation of the monthly peak demand.
6. Power flow analysis
The net grid power exchange (pgd = p
g+
d − pg−d ) resulting from
the HEMS optimisation solution and the data generated from
the statistical models (see Module III, Step 5 in Figure 1) are fed
as input to a distribution network model to perform MC power
flow analysis, using Algorithm 1. We then carry out a proba-
bilistic assessment of yearly voltage profiles (vd,c) for each cus-
tomer and feeder head loading (iheadd ) in order to ascertain the
level of voltage and thermal loading problems associated with
any particular network. The definitions of voltage and thermal
loading problem are:
• If a customer’s voltage goes outside the range 0.95 pu ≤
vd,c ≤ 1.05 pu for 95 % of days in a year, the customer is
said to have a voltage problem.
• If the current flowing through line iheadd (feeder head) exceeds
its thermal rating, there is a thermal loading problem in the
network.
7. Results
In this section, the results from the optimisation and network
power flows are analysed and discussed. For the annual elec-
tricity cost calculations, 332 customers have been chosen from
the generated pool of customers, since the largest feeder used
as case study comprises 302 customers.
7.1. Daily and monthly peak demand
The peak-demand charge has an effect of clipping a cus-
tomer’s daily and monthly grid power import according to (22).
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Figure 2: Illustration of peak demand reduction due to the implicit peak demand
constraint pˆ in the optimisation problem (20).
Figure 2 illustrates the daily peak demand reduction of
Customer 3 (a randomly selected customer) using demand-
based tariffs (FlatD and ToUD). We also calculate customers’
monthly peak demand under the tariff types by finding the max-
imum grid import power for each month from the optimisation
results. Figure 3 shows the monthly peak demand for 332 cus-
tomers in Scenarios I–III while Figure 4 shows the percent-
age change in the median peak demand as PV (Scen. II) and
PV-batteries (Scen. III) are added. Generally, using demand-
based tariffs results in a lower monthly peak demand compared
to energy-based tariffs due to the additional demand charge to
penalize grid power import.
The results also show that, across all tariff types, solar PV
alone (Scen. II) is not sufficient to significantly reduce the
peak demand recorded in the base case (Scen. I). Observe in
Figure 4 that solar PV is more effective at reducing the peak
demand due to energy-based tariffs (up to 16% with Flat tar-
iff in January) than with demand-based tariffs (up to 6% in
October). However, with solar PV and batteries (Scen. III),
the monthly peak demand even increased (nearly up to 10% in
June) with ToU tariff, but was lowered (up to 40% in February)
with demand-based tariffs as compared with Scenario I (See
Figure 4). We can also deduce that ToU-based tariffs perform
worst as DER is progressively added compared with flat tariffs
(Flat and FlatD). This is due to the creation of new peaks when
all batteries charge at off-peak times to minimise customers’
electricity costs.
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Figure 3: Monthly peak demand of 332 Customers in the three scenarios.
7.2. Annual electricity cost
In this section, we analyse the annual electricity costs for all
scenarios using the results from Section 5, as illustrated in Fig-
ure 5. Overall, customers pay less for electricity as DER is pro-
gressively added. While demand-based tariffs result in a lower
electricity cost compared to energy-based tariffs in Scenario I,
this slightly levels off in Scenarios II and III. This is because
when prosumers’ grid power import is clipped due to demand
charges, they compensate for this by exporting more power to
the grid. Nevertheless, the FiT rates are small compared to the
retail rates so the net savings are minimal. With PV and batter-
ies (Scenario III), however, large power export pays off uner a
ToU tariff, which results in the least annual electricity cost for
consumers, but this might not be most beneficial for DNSPs.
Generally, we can conclude that customers are likely to be in-
different between these tariff types, since the annual costs val-
ues are quite close.
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Figure 5: Annual electricity cost for 332 in the three scenarios.
7.3. Effects of network tariffs on line loading
In this section, we analyse the feeder head loading for the
different PV-battery penetration levels (Figure 6a). The load-
ing levels are generally high because we have shown the phases
with the highest loading (other phases follow similar pattern)
for each feeder and also examined the maximum feeder head
loading over the year for each MC simulation. The results show
that ToU tariff perform worst as the battery penetration level in-
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Figure 6: (a) Feeder head loading level and (b) percentage of customers with voltage problems for Feeder 1 (top), Feeder 2 (middle) and Feeder 3 (bottom). The
black dotted lines separate the battery ownership levels (of 0, 40 and 80%) at each PV penetration level (of 0, 25, 50 and 75%).
creases, which is in conformity with the results in [17]. This
is due to the batteries’ response to ToU pricing by charging at
off-peak times, thereby creating new peaks. Furthermore, ToU-
based tariffs (ToU and ToUD), can adversely affect line loading
due to large grid imports at off-peak times and reverse power
flows resulting from power export. This can be mitigated by
adding a demand charge (ToUD) to at least clip the grid import
levels, with the aid of batteries. As observed, line loading in-
creased with higher battery penetration with ToU tariff, while it
reduced with ToUD tariff. Contrarily, Flat tariff results in lower
line loading for all feeders. By including a demand charge to the
flat tariff (FlatD), line loading is reduced even further as seen in
all three feeders. This works well with increasing battery pene-
tration in both fairly balanced (Feeders 1 and 2) and unbalanced
LV networks (Feeder 3) since there are no incentives for large
grid power exports as with ToU tariffs.
7.4. Effects of network tariffs on customer voltage level
In terms of customer voltage profiles, Figure 6b shows that
ToU tariff results in higher voltage problems in all three feeders
compared to the other tariffs. This is particularly obvious in the
case of the unbalanced feeder (Feeder 3), but can be mitigated
by adding a demand charge to the ToU tariff (ToUD). In this
case, batteries are useful in reducing voltage problems. Flat
tariff, on the other hand, performs better than ToU-based tariffs
in keeping customer voltage at the right levels. And again, by
adding a demand charge to the flat tariff (FlatD), there is a slight
improvement in the customer voltage profiles.
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8. Conclusions and further work
In this research, we have shown that in the presence of DER,
adding a peak demand charge to either a Flat or ToU tariff ef-
fectively reduces peak demand and subsequently line loading.
To reduce a customer’s peak demand, we have proposed a
computationally efficient optimisation formulation that avoids
the computationally expensive min-max formulation used in al-
ternative approaches. We have demonstrated that the novel for-
mulation, which can be seamlessly integrated into a customer’s
HEMS, can be used in conjunction with DER-specific tariffs
to achieve better network management and more equitable of
network charges.
Generally, flat tariffs perform better than ToU tariffs for mit-
igating voltage and alleviating line congestion problems. We
conclude that, in the context of reducing network peaks, flat
tariffs with a peak demand charge will be most beneficial for
DNSPs. With respect to customer economic benefits, the best
tariff depends on the amount of DER a customer possesses.
However, the cost savings achieved by switching to another tar-
iff type is marginal. Moreover, with reference to our previous
work (all customers without EWH) [20], we can also conclude
that the EWH has equal impacts across all tariff types in terms
of line loading. However, with EWH, the line loading is gener-
ally higher.
In this study, we have not explicitly tested these tariffs for
cost-reflectivity, although this is implicit in the results. In this
regard, our next task will focus on the design of these tariffs us-
ing established principles in economic theory rather than using
already published tariffs from DNSPs.
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