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Capítulo 1
Introducción
Actualmente, en México, como en todo el mundo, la mayoría de los mercados
existentes son oligopolios. Se han hecho numerosos modelos para estudiar tales mer-
cados. En los últimos años se ha vuelto más y más popular la investigación de
patrones de comportamiento de los agentes en los mercados mixtos, los cuales cuen-
tan con una compañía o firma (agente) pública, la cual, en contraste con los agentes
privados, no maximiza la función de su ganancia neta sino una función de beneficio
de otra naturaleza.
Los ejemplos de oligopolios mixtos son muy comunes en los Estados Unidos, tan-
to en las industrias de paquetería como en las de entrega nocturna. Los oligopolios
mixtos son también comunes en el este de Europa y la antigua Unión Soviética,
donde la competencia entre las empresas públicas y privadas ha existido o aún exis-
te en muchas industrias como la banca, préstamos hipotecarios, seguros de vida,
líneas aéreas, telecomunicaciones, gas natural, energía eléctrica, ferrocarril, automó-
viles, siderurgia, educación, hospitales, atención sanitaria, radiodifusión, y servicios
de entrega.
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1.1. Revisión de literatura
En los trabajos [1], [2] y [3] se considera la firma que maximiza la función llamada
beneficio social. En los trabajos [4], [5], [6] y [7] se maximiza la función de ingresos
por trabajador llamada la función laboral. En los trabajos [8] y [9] examinan el tercer
tipo de oligopolio mixto donde uno de los agentes busca maximizar la combinación
convexa de las funciones de beneficio social y utilidad neta. En el trabajo [10] se
analiza un oligopolio mixto, y supone que la empresa pública maximiza una función
de demanda creciente, sujeta a una restricción de equilibrio y concluye que cuando
un oligopolio mixto es viable, la producción, los costos y el bienestar social son lo
mismo con y sin la firma pública. En el trabajo [11] se examina el conjunto de fusio-
nes en un modelo de oligopolio mixto. La presencia de una empresa pública reduce
el conjunto de las fusiones en las que dos empresas privadas pueden beneficiarse há-
bilmente si se fusionan. El trabajo muestra que siempre existe margen para que las
fusiones aumenten sus ganancias y también el aumento del bienestar. Curiosamente,
estas fusiones a menudo incluyen la privatización.
Los primeros ejemplos de los modelos de oligopolio mixto se pueden encontrar en
[12], [13] y [14]. En [12] y [13] los autores analizan industrias con productos homo-
géneos y estructuras de costos idénticas para cada compañía en las que la capacidad
productiva está concentrada en pocas firmas privadas. Suponen que las compañías
privadas establecen su producción actuando como un monopolio conjunto y com-
paran el equilibrio obtenido con el resultado de suponer que una de las compañías
privadas es comprada por el gobierno. Concluyen que el equilibrio en esta última
situación sería más benéfico para los consumidores, con un menor precio y una ma-
yor cantidad de producción. En [14] los autores analizan la existencia de una firma
pública que maximiza el bienestar público y que compite con firmas privadas en
un mercado de un bien homogéneo. La firma pública es dominante en el mercado
y el gobierno la utiliza como herramienta de regulación del mercado. Sugieren que
4
el equilibrio alcanzado con la participación de una compañía pública en esas cir-
cunstancias sería similar al que existiría si se regularan los precios en esa industria.
Con esto se aseguran mayores beneficios para los consumidores que si sólo existieran
firmas privadas en el mercado.
En los trabajos previamente citados los autores investigan el equilibrio en sentido
de Cournot o Stackelberg. En el equilibrio de Cournot, su nombre dado por los
trabajos de Antoine Augustin Cournot, en [15] y [16], las firmas buscan maximizar
sus propios beneficios y en base a ello toman su decisión, sin saber la decisión que
tomaron las otras firmas. Entre las características más comunes del equilibrio de
Cournot son:
1. Existen más de una firma de un bien homogéneo.
2. El número de firmas es fijo.
3. Ninguna firma está aliada con otra, es decir cada firma supone que sólo los
cambios de su volumen de producción afectarán el volumen total del mercado.
4. Las firmas son racionales, es decir, buscarán maximizar sus beneficios indivi-
dualmente y no tomarán decisiones que podrían llevarlos a la bancarrota.
El equilibrio de Stackelberg, obtiene su nombre por los trabajos de Heinrich
Freiherr von Stackelberg, en [15] y [16] se menciona que no necesariamente las fir-
mas eligen al mismo tiempo los volúmenes de producción, sino que la firma que más
impacto tiene en el mercado elige su volumen de producción. A ésta firma que tiene
mayor impacto en el mercado se le llama firma “líder”. Luego de que el líder escoge
su volumen, las demás firmas que tienen un peso menor en el mercado escogen su
volumen de producción tomando como base la decisión de la firma “líder”, a éstas
firmas se les llama firmas “seguidoras”. El primer modelo de Stackelberg fue visto
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en un duopolio. El líder siempre juega primero; por lo tanto, los seguidores siempre
saben cuál es la primera jugada. El líder sabe que los seguidores observan su acción
para determinar la suya y también sabe que los seguidores no tienen la opción de
cambiar las reglas del juego (es decir, no pueden transformar el equilibrio de Stac-
kelberg en otro tipo).
Los equilibrios de variación conjeturada (CVE por sus siglas en inglés) fueron
definidos en [17] y [18] en donde definen otro concepto para entender y dar una
solución posible a los juegos estáticos. En este concepto los jugadores eligen su es-
trategia óptima tomando en cuenta que la estrategia de cada rival es una función
conjeturada de su propia estrategia.
En los trabajos [19], [20] y [21] se investigaron nuevas formas de definir los equi-
librios de variaciones conjeturadas para los modelos de oligopolio clásico. Cuando
se estudia el mercado de oligopolios en el enfoque de los modelos clásicos, en adi-
ción a las preguntas de la existencia de un equilibrio y su busqueda, se pone mucha
atención usualmente al compararlo con el equilibrio de Cournot y de competencia
perfecta. En los trabajos [19], [20] y [21] ambos modelos fueron incluidos en una
clase uniforme de modelos de oligopolios en los cuales el grado de influencia de cada
agente se modela por un parámetro especial (coeficiente de influencia). En lugar de
la hipótesis clásica de Cournot, se asumió que cada productor usó las variaciones
conjeturales del volumen total de mercado en función de variación de su propia pro-
ducción como se muestra abajo:
Gi(η) = G+ (η − qi)ωi(G, qi)
en donde
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- G es el volumen total de producción del mercado;
- qi es la cantidad producida actualmente por el productor i;
- η es la cantidad esperada para producir por el productor i;
- Gi(η) es el volumen total conjeturado por el productor i por el cambio de su
volumen de producción qi a η.
La función de la conjetura ωi(G, qi) en la fórmula anterior representa el coefi-
ciente de influencia del productor i. En el modelo clásico de Cournot este coeficiente
es igual a 1 y en el modelo de competencia perfecta es igual a cero. Bajo las supo-
siciones generales en [19], [20] y [21] han sido demostrados la existencia y unicidad
de dichos equilibrios.
Un enfoque completamente nuevo fue propuesto en [22]. Se supone que cada
firma no hace conjeturas acerca de la variación del volumen total en función de
variaciones de su propio volumen de producción, pero hace conjeturas acerca de las
variaciones del precio de mercado en función de sus variaciones infinitesimales de la
producción. Con este cambio la conjetura fue denotada por νi y una relación simple
con la notación anterior ωi:
ωi =
−νi
p′(G)
, i = 1, 2, · · · , n
Una vez que ya se conocen las conjeturas de todas las firmas (las cuales se les lla-
man coeficientes de influencia), cada firma realiza un procedimiento de verificación
y comprueba si su coeficiente de influencia es coherente con los demás. La situa-
ción cuando los coeficientes de influencia de todas firmas son coherentes entre si se
considera naturalmente como un equilibrio, estos coeficientes de influencia se llaman
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consistentes y el equilibrio con conjeturas consistentes se llama equilibrio consistente
con variaciones conjeturadas (CCVE por sus siglas en inglés).
Cuando cada agente supone que sólo él puede cambiar su volumen de producción
qi y los demás no, es decir, su conjetura es ωi =
∂G
∂qi
= 1 se habla de un modelo
clásico de Cournot. En contraste con el modelo de Cournot, en el caso de CCVE,
los coeficientes de influencia νi se encuentran como una solución de un sistema
de ecuaciones. Por ejemplo, en el caso cuando la función de la demanda G(p) es
continuamente diferenciable con la derivada negativa G′(p) < 0 y las funciones de
costos son cuadráticas de la forma:
fi(qi) =
1
2
aiq
2
i + biqi
donde
ai > 0, bi > 0, i = 0, 1, · · · , n
se genera el siguiente sistema de ecuaciones no lineales:
νi =
1∑n
j 6=i,j=1
1
νi+aj
−G′(p)
, i = 1, · · · , n
Los resultados en [22] fueron extendidos en los trabajos [1], [23], [24], [25], [26],
[27] y [28], en donde consideran un oligopolio o duopolio mixto que fabrican un
producto homogéneo con funciones de costo cuadráticas
fi(qi) =
1
2
aiq
2
i + biqi
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donde ai > 0, bi > 0, i = 0, 1, · · · , n y qi es el volumen de producción de la firma
i. La firma i = 0 es considerada como la firma pública y las otras firmas i = 1, . . . , n
como privadas. La firma pública maximiza el excedente social doméstico:
S(p, q0, q1, · · · , qn) =
∫ ∑n
i=0
qi
0
p(x)dx− p
(
n∑
i=1
qi
)
− b0q0 −
1
2
a0q
2
0
o la función que es la combinación convexa del excedente social doméstico y la
utilidad neta
S(p, q0, q1, · · · , qn) =β
(∫ ∑n
i=0
qi
0
p(x)dx− p
(
n∑
i=1
qi
)
− b0q0 −
1
2
a0q
2
0
)
+ (1− β) [p · q0 − f0(q0)]
en donde 0 < β ≤ 1 y las firmas privadas buscan maximizar sus ganancias netas
πi:
πi(p, qi) = pqi − fi(qi)
En [1], [23]-[28] bajo las suposiciones generales se demuestra la existencia y
unicidad del equilibrio exterior para cualquier coeficiente de influencia νi ≥ 0,
i = 0, 1, · · · , n y la existencia del equilibrio interior o consistente.
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1.2. Motivación
En los artículos [1], [23]-[28] la función de la demanda se supone continuamen-
te diferenciable. Seguramente, esta suposición reduce las áreas de aplicación de los
modelos propuestos en [1], [23]-[28]. Por ejemplo, en ocasiones en el mercado pasan
situaciones en las cuales el volumen del mercado crece pero el precio del mercado se
mantiene igual. (Fig. 1)
Fig. 1
En esta situación la función de la demanda G(p) es discontinua y tiene un salto
en el punto p∗. ( Fig. 2)
10
Fig. 2
A causa de ésto, en esta tesis, relajamos la suposición anterior y permitimos que
la función de la demanda tenga un número finito de puntos, en los cuales la derivada
y la función misma pueden sufrir una ruptura.
Vale la pena comentar que la mayoría de las publicaciones proponen modelos
en los cuales suponen que la función de la demanda es continuamente diferenciable
y que no hay muchas publicaciones con la función de la demanda discontinua, ya
que la discontinuidad siempre implicá un aumento significativo de la complejidad
de los pasos de la demostración de la existencia del equilibrio. Por ejemplo, en [29]
se estudia un modelo de oligopolio mixto con la demanda discontinua y cuenta con
una firma pública, la cual maximiza la función de ingresos por trabajador, llamada
la función laboral. Para la demostración de la existencia de equilibrio en la tesis [29]
se construye una función convexa y cóncava, de tal manera que las condiciones ne-
cesarias y suficientes para la existencia del punto silla coinciden con las condiciones
necesarias y suficientes para la existencia del equilibrio en el modelo propuesto en
[29].
En esta tesis la firma pública maximiza la función de beneficio social y para
la demostración de la existencia del equilibrio se usa una herramienta matemática
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diferente de la que se hace usó en [29] : la función de la demanda discontinua se
aproxima de un modo especial por funciones continuamente diferenciables y utili-
zando los resultados demostrados en la publicación [1] se construye la sucesión de
los equilibrios que convergen y se demuestra que el límite coincide con el equilibrio
para el modelo propuesto en esta tesis.
1.3. Objetivo
Bajo las condiciones generales en esta tesis se busca:
1. Formalmente demostrar la existencia y unicidad del equilibrio con variaciones
conjeturadas, para cualquier conjunto dado de conjeturas factibles, el cual
llamamos un equilibrio exterior;
2. Basándonos sobre la demostración de la existencia y unicidad del equilibrio
exterior y la aplicación del procedimiento de verificación de los coeficientes de
influencia propuesto en [22], justificar el criterio de consistencia formulado en
[30];
3. Formalmente demostrar la existencia del equilibrio interior, el cual es un equi-
librio exterior con coeficientes de influencia, los cuales satisfacen al criterio de
consistencia.
1.4. Estructura de la tesis
En esta sección se describe en forma detallada la estructura de la tesis.
En el capítulo 1 se hace una breve introducción de los oligopolios mixtos, ade-
más de realizar la revisión de literatura sobre este tema. Se explica la motivación y
objetivo de este trabajo de tesis. En el capítuo 2 de forma más detallada se habla
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sobre la especificación de nuestro modelo. En el capítulo 3 se define el equilibrio
exterior y se demuestra su existencia y unicidad. En el capítulo 4 de igual manera se
define y demuestra la existencia del equilibrio interior. En el capítulo 5 se muestran
las concluciones sobre la tesis y se decribe el trabajo futuro.
Por último se agregó un anexo en donde se consideran algunos resultados teóricos
que son necesarios para la demostración del equilibrio interior.
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Capítulo 2
Especificación del modelo
Consideraremos al menos tres productores en un mercado de oligopolio mixto de
un producto homogéneo con funciones de costo fi(qi),donde i = 0, 1, . . . , n, n ≤ 2
y qi es la producción del productor i.
Consideramos la demanda de dos tipos: pasiva y activa. La demanda pasiva es-
ta descrita por la función G(p), donde el argumento p es el precio propuesto por
los productores. La demanda activa D es no negativa y no depende del precio. La
función de demanda se asume no negativa y no creciente, y también continuamente
diferenciable excepto por un número finito de puntos en los que la función G(p) y
su derivada G
′
(p) pueden ser discontinuas. Por ello, denotamos como G(p) la parte
izquierda del límite de la función en el punto p, mientras el lado derecho se denota
como g(p).
Es lógico que G(p) = g(p) en los puntos de continuidad mientras G(p) > g(p)
en los puntos de discontinuidad. En el último caso, G(p) puede considerarse como
la cantidad potencial de mercado, y g(p) como el límite inferior de la fuente de la
prevención de la subida de precios.
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En este caso la condición del balance del mercado es:
g(p) +D ≤
n∑
i=0
qi ≤ G(p) +D (2.1)
Para este modelo asumiremos los siguientes supuestos.
A1 La función de demanda G(p) está definida para los precios p ∈ (0,+∞), es no
creciente y continuamente diferenciable por partes. En cada número finito de
los puntos de discontinuidad existen límites por la derecha y por la izquierda
tanto para la función como para su derivada.
A2 Para cada i = 0, 1, · · · , n la función de costos fi(qi) es cuadrática, es decir,
fi(qi) =
1
2
aiq
2
i + biqi (2.2)
donde
b0 ≤ ma´x
1≤i≤n
bi (2.3)
Los productores i ,i = 0, 1, · · · , n son privados y eligen su volumen de producción
qi maximizando su función de utilidad neta
πi(p, qi) = pqi − fi(qi) (2.4)
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El productor i = 0 , llamado público, selecciona su volumen de producción q0
maximizando la función que es la combinación convexa de la función de beneficio
social y utilidad neta
S(p, q0, q1, · · · , qn) =
∫ ∑n
i=0
qi
0
p(x)dx− p(
n∑
i=1
qi)− b0q0 −
1
2
a0q
2
0 (2.5)
Ahora diremos que cada agente (público y privado) asume que la decisión de sus
volúmenes de producción afectará el precio p. En este caso la condición necesaria de
optimalidad de primer orden para el agente público (i = 0) toma la forma siguiente:
∂S
∂q0
= p−
[
n∑
i=1
qi
]
∂p
∂q0
− b0 − a0q0 (2.6)
y para los agentes privados (i = 1, · · · , n)
∂πi
∂qi
= p+ qi
∂p
∂qi
− f ′(qi) (2.7)
Para describir el comportamiento de los agentes necesitamos evaluar el compor-
tamiento de la derivada ∂p
∂qi
= −νi antes de la dependencia de p sobre qi. Introducire-
mos el signo negativo con el objetivo de poder trabajar con los valores no negativos
de νi. La dependencia p respecto a qi debe probar (al menos localmente) concavidad
del beneficio del i − ésimo agente en función de su propia producción qi . De otra
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manera no podemos garantizar que el beneficio se maximice (pero no minimice).
Como hemos supuesto que las funciones de costo fi(qi) son cuadráticas y estricta-
mente convexas, entonces, para la concavidad de la función πi(qi), i = 1, · · · , n es
suficiente obtener la concavidad del producto p · qi. Si asumimos que el coeficiente
νi (al que llamamos coeficiente de influencia del agente i − ésimo) es no negativo
y constante, entonces, la dependencia local de la utilidad neta πi(qi) respecto al
volumen de producción ηi tiene la forma siguiente [p − νi(ηi − qi)]ηi − fi(ηi) y la
condición (2.7) para ηi = qi se reescribe de la siguiente manera


p = νiqi + bi + aiqi, si qi > 0
p ≤ bi, si qi = 0
(2.8)
y se usa como la condición suficiente.
Similarmente, las conjeturas de la dependencia local de la función de beneficio
de la compañía pública (i = 0) respecto a su volumen de producción θ0 están dadas
de la forma siguiente:
∫ η0+∑ni=1 qi
0
p(x)dx− [p− ν0(η0 − q0)](
n∑
i=i
qi)− f
′(η0) (2.9)
Lo que permite escribir la condición de optimalidad de primer orden cuando
θ0 = q0 en la forma como sigue:
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

p = −ν0
∑n
i=0 qi + b0 + a0q0, si q0 > 0
p ≤ −ν0
∑n
i=0 qi + b0, si q0 = 0
(2.10)
y usar (2.10) como la condición suficiente. Si las conjeturas de los agentes son
dadas exógenamente tal como se encuentra en los trabajos [20] y [21], los valores,
en general, dependen del volumen de producción del agente i y del precio del mer-
cado, es decir, son funciones de qi y p, pero, puede ser, que νi depende también
del volumen total del mercado. Sin embargo, en este trabajo usaremos el enfoque
propuesto en [22], donde las conjeturas νi están incluidas en el equilibrio y son
determinadas simultáneamente con el precio p y los volúmenes de producción qi .
En el último caso, los coeficientes de influencia son parámetros escalares determi-
nados sólo por el equilibrio. Más adelante tal equilibrio es descrito por el vector
(p, q0, q1, · · · , qn, ν0, ν1, · · · , νn) y se llama equilibrio interior .
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Capítulo 3
Equilibrio Exterior
Es necesario definir el siguiente concepto: equilibrio exterior con coeficientes de
influencia νi ≥ 0, i = 0, 1, · · · , n dados de forma exógena.
Definición 3.1. El conjunto (p, q0, q1, · · · , qn) es llamado equilibrio exterior para
los coeficientes de influencia (ν0, ν1, · · · , νn) dados si el mercado es balanceado, es
decir, la condición (2.1) se satisface, y para cada agente las condiciones (2.8) y (2.10)
son válidas.
A continuación vamos a considerar sólo el caso en el que el conjunto de produc-
tores está fijo, es decir, no depende de los valores de los coeficientes de influencia νi.
Para eso suponemos lo siguiente:
A3 Para el precio p0 = max(1≤j≤n)bj, la siguiente desigualdad se cumple:
n∑
i=0
p0 − bi
ai
< g(p0) (3.1)
La suposición anterior junto con las suposicionesA1 y A2 garantiza que para to-
dos los valores no negativos de νi , i = 1, · · · , n y para cualquier valor de ν0 ∈ [0, ν0)
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donde se cumple
0 < ν0 =


a0
[
g(p0)−
p0−b0
a0∑n
i=1
p0−bi
ai
]
si
∑n
i=1
p0−bi
ai
> 0
+∞ de otro modo
(3.2)
Existe una solución óptima para las condiciones (2.8) y (2.10) que satisfacen la
ecuación de balance (2.1), es decir, un equilibrio exterior. Además, las condiciones
(2.1), (2.8) y (2.10) se cumplen simultáneamente si y sólo si p > p0, esto es, si y sólo si
todos los volúmenes de producción qi son estrictamente positivos para i = 1, · · · , n.
En efecto, si p > p0, entonces las desigualdades p ≤ bi, i = 1, · · · , n dadas por (2.8)
y p ≤ −ν0
∑n
i=1 qi+b0 dadas por (2.10) no son posibles, lo que significa que todos los
qi, i = 1, · · · , n son positivos. Si todos volúmenes de producción qi > 0, i = 1, · · · , n,
entonces para las condiciones dadas por (2.8) tenemos que
p = νiqi + bi + aiqi > bi, i = 1, . . . , n
entonces
p > max1≤j≤nbj = p0
Teorema 3.2. (Formulación del Teorema sin demostración esta en [30] ) Bajo las
suposiciones anteriores A1, A2 y A3, para D ≥ 0, νi ≥ 0, i = 1, · · · , n y ν0 ∈ [0, ν0)
existe un único equilibrio exterior (p, q0, q1, · · · , qn), el cual depende continuamente
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de los parámetros (D, ν0, ν1, · · · , νn). El precio del equilibrio p(D, ν0, ν1, · · · , νn) es
la función continua respecto a los parámetros y tiene las derivadas por la derecha y
por la izquierda respecto a D, además se cumple p(D, ν0, ν1, · · · , νn) > p0, y
p′(D + 0) =
1
ν0+a0
a0
∑n
i=0
1
νi+ai
−G′(p+ 0)
, si
n∑
i=0
qi = g(p) +D (3.3)
p′(D − 0) =
1
ν0+a0
a0
∑n
i=0
1
νi+ai
−G′(p− 0)
, si
n∑
i=0
qi = G(p) +D (3.4)
p′(D + 0) = 0, si
n∑
i=0
qi > g(p) +D (3.5)
p′(D − 0) = 0, si
n∑
i=0
qi < G(p) +D (3.6)
Comentario: conectamos los puntos de discontinuidad (p,G(p)) y (p, g(p)) con
un pedazo de recta vertical y sobre el plano (p,G) obtenemos la curva L llamada la
curva de demanda que contiene a los puntos (p,G) que satisfacen a las desigualdades
g(p) ≤ G ≤ G(p). Suponemos que en el pedazo de recta vertical de la curva L,
G′(p+ 0) = −∞, si G > g(p), y G′(p− 0) = −∞ , si G < G(p). Equilibrio exterior
(p, q1, . . . , qn) define el punto (p,G) ∈ L, donde G =
∑n
i=0 qi−D. Basándonos en las
suposiciones mencionadas arriba, las fórmulas (3.3),(43.4),(3.5) y(3.6) del Teorema
3.2 pueden ser reescritas de modo uniforme:
p′(D ± 0) =
1
ν0+a0
a0
∑n
i=0
1
νi+ai
−G′(p± 0)
(3.7)
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Entonces, p′(D+0) 6= p′(D− 0) sólo para los puntos de equilibrio que coinciden
con los puntos de inflexión del gráfico de la curva L. Además si p′(D+0) < p′(D−0),
el punto de inflexión es cóncavo pero si p′(D + 0) > p′(D − 0) entonces el punto es
convexo.
Demostración:
Dadas las suposiciones A1, A2 y A3, y para cada vector ν de la forma siguiente;
ν = (ν0, ν1, · · · , νn)
T ≥ 0, las condiciones de optimalidad (2.8) y (2.10) definen las
respuestas óptimas de los productores, así como funciones qi = qi(p; ν0, ν1, · · · , νn)
continuamente diferenciables (con respecto a p) definidas sobre el intervalo [p,+∞)
por las siguientes fórmulas explícitas:
q0 =
p− b0
a0
+
ν0
a0
n∑
i=1
p− bi
νi + ai
(3.8)
y
qi =
p− bi
νi + ai
i = 1, · · · , n (3.9)
Las derivadas parciales de la función de respuesta óptima son positivas:
∂q0
∂p
=
1
a0
+
ν0
a0
n∑
i=1
1
νi + ai
≥
1
a0
≥ 0 (3.10)
y
∂qi
∂p
=
1
νi + ai
> 0, i = 1, · · · , n (3.11)
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La función de volumen de producción totalQ(p; ν0, ν1, · · · , νn) =
∑n
j=0 qj(p; ν1, · · · , νn)
es continua y estrictamente creciente respecto a p. Acorde con la suposición A3,
Q(p; ν0, ν1, · · · , νn) < g(p0) (3.12)
De hecho, de (3.8) y (3.9) tenemos que:
Si
∑n
i=1
p0−bi
ai
> 0, entonces
Q(p; ν0, ν1, · · · , νn) =
n∑
i=0
qi(p; ν0, ν1, · · · , νn)
=
p0 − b0
a0
+
ν0
a0
n∑
i=1
p0 − bi
νi + ai
+
n∑
i=1
p0 − bi
νi + ai
=
p0 − b0
a0
+
ν0 + a0
a0
n∑
i=1
p0 − bi
νi + ai
<
p0 − b0
a0
+
ν0 + a0
a0
n∑
i=1
p0 − bi
ai
=
p0 − b0
a0
+

g(p0)− p0−b0a0∑n
i=1
p0−bi
ai

 n∑
i=1
p0 − bi
ai
=
p0 − b0
a0
+ g(p0)−
p0 − b0
a0
= g(p0) < G(p0)
(3.13)
Si
∑n
i=1
p0−bi
ai
= 0, entonces
Q(p; ν0, ν1, · · · , νn) =
n∑
i=0
qi(p; ν0, ν1, · · · , νn)
=
p0 − b0
a0
+
ν0
a0
n∑
i=1
p0 − bi
νi + ai
+
n∑
i=1
p0 − bi
νi + ai
=
p0 − b0
a0
< g(p0) < G(p0)
(3.14)
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Además la función de volumen de producción total Q(p; ν0, ν1, · · · , νn) tiende a
+∞ cuando p→ +∞. Definimos
p∗ = sup{p/Q(p; ν0, ν1, · · · , νn) ≤ G(p) +D} (3.15)
Ya que las funciones qi(p) son continuas y G(p) es continúa de lado izquierdo
entonces, Q(p∗) 6= G(p∗) + D. Como la función g(p), la cual es el límite derecho
de la función de la demanda, es la función continua de lado derecho. Entonces, se
tiene que cumplir la desigualdad Q(p∗) ≤ g(p∗) +D para algunos p > p∗ entonces,
tenía que ser cumplida la desigualdad siguiente Q(p∗) ≤ g(p∗) + D ≤ G(p∗) + D,
lo que contradice la definición (3.15) para la magnitud p∗. Por eso, p∗ y q
∗
i = qi(p∗)
forman el equilibrio exterior. Para demostrar unicidad del equilibrio exterior, debe-
mos mencionar, que los puntos de discontinuidad son aislados y su número es finito,
entonces existe una vecindad del punto p∗ tal que dentro de esta vecindad se cumple
la igualdad G(p) = g(p) para p 6= p∗. Ya que Q(p) es monótona creciente y G(p) es
la función no creciente, entonces dentro de esta vecindad Q(p) < g(p)+D, si p < p∗,
y Q(p) > G(p) + D, si p > p∗. Es evidente, que estas desigualdades se cumplen y
para los valores de p más lejanos del punto p∗. De tal modo el precio del equilibrio
exterior es único y junto con el precio son únicos y los volúmenes de producción q∗i
para cada agente calculados por las fórmulas (3.8) y (3.9).
Para demostrar que el precio p del equilibrio exterior es continuamente dife-
renciable respecto a los parámetros (D, ν0, ν1, · · · , νn) dividimos en dos partes la
demostración, la primera es cuando el punto p∗ es un punto donde la función es
continua; la segunda es cuando el punto p∗ es un punto en donde la función es dis-
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continua.
La primera parte está demostrado en [1]. En el caso de tener la discontinuidad de
la función G(p) en el punto p∗ aproximamos G(p) por la función Gε(p) no creciente
continuamente diferenciable del modo siguiente:
Gε(p) =


G(p) si p ≤ p∗ − ε
G(p) si p ≥ p∗ + ε
1
2
d1p
2 + β1p+ C1 si p∗ − ε ≤ p ≤ p∗
1
2
d2p
2 + β2p+ C2 si p∗ ≤ p ≤ p∗ + ε
(3.16)
y además Gε(p∗ ± ε) = G(p∗ ± ε), G
′
ε(p∗ ± ε) = G
′(p∗ ± ε). Los coeficientes
d1,β1,C1,d2,β2,C2 los encontramos del sistema siguiente:
1
2
d1(p∗ − ε)
2 + β1(p∗ − ε) + C1 = G(p∗ − ε) (3.17)
1
2
d2(p∗ + ε)
2 + β2(p∗ + ε) + C2 = G(p∗ + ε) (3.18)
d1(p∗ − ε) + β1 = G
′(p∗ − ε) (3.19)
d2(p∗ + ε) + β2 = G
′(p∗ + ε) (3.20)
1
2
d1p
2
∗ + β1p∗ + C1 =
1
2
d2p
2
∗ + β2p∗ + C2 (3.21)
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d1p∗ + β1 = d2p∗ + β2 (3.22)
De (3.19) despejamos β1
β1 = G
′(p∗ − ε)− d1(p∗ − ε) (3.23)
De (3.20) despejamos β2
β2 = G
′(p∗ + ε)− d2(p∗ + ε) (3.24)
Sustituimos (3.23) y (3.24) en (3.22) y despejamos d1
d1p∗ + β1 = d2p∗ + β2
d1p∗ +G
′(p∗ − ε)− d1(p∗ − ε) = d2p∗ +G
′(p∗ + ε)− d2(p∗ + ε)
εd1 +G
′(p∗ − ε) = −εd2 +G
′(p∗ + ε)
εd1 = −G
′(p∗ − ε)− εd2 +G
′(p∗ + ε)
d1 =
−G′(p∗ − ε)− εd2 +G
′(p∗ + ε)
ε
26
d1 = −d2 +
−G′(p∗ − ε) +G
′(p∗ + ε)
ε
d1 = −d2 +
G′(p∗ + ε)−G
′(p∗ − ε)
ε
(3.25)
Sustituyendo (3.25) en (3.23) para despejar β1
β1 = G
′(p∗ − ε)−
(
−d2 +
G′(p∗ + ε)−G
′(p∗ − ε)
ε
)
(p∗ − ε)
β1 = G
′(p∗ − ε) + d2(p∗ − ε)−
G′(p∗ + ε)−G
′(p∗ − ε)
ε
(p∗ − ε)
β1 = d2(p∗ − ε) +
p∗
ε
G′(p∗ − ε)−
G′(p∗ + ε)
ε
(p∗ − ε) (3.26)
Sumamos y restamos el término G
′(p∗−ε)ε
ε
en ambos lados de (3.26) respectiva-
mente
β1 = d2(p∗ − ε) +
p∗
ε
G′(p∗ − ε)−
G′(p∗ + ε)
ε
(p∗ − ε) +
G′(p∗ − ε)ε
ε
−
G′(p∗ − ε)ε
ε
β1 = d2(p∗ − ε) +G
′(p∗ − ε) +
p∗ − ε
ε
[G′(p∗ − ε)−G
′(p∗ + ε)] (3.27)
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Sustituyendo (3.25) y (3.27) en (3.17) para despejar C1
1
2
d1(p∗ − ε)
2 + β1(p∗ − ε) + C1 = G(p∗ − ε)
1
2
(
−d2 +
G′(p∗ + ε)−G
′(p∗ − ε)
ε
)
(p∗ − ε)
2+
(
d2(p∗ − ε) +G
′(p∗ − ε) +
p∗ − ε
ε
[G′(p∗ − ε)−G
′(p∗ + ε)]
)
(p∗ − ε)
+ C1 = G(p∗ − ε)
despejamos C1
(
d2(p∗ − ε) +G
′(p∗ − ε) +
p∗ − ε
ε
[G′(p∗ − ε)−G
′(p∗ + ε)]
)
(p∗ − ε)
+
1
2
(
−d2 +
G′(p∗ + ε)−G
′(p∗ − ε)
ε
)
(p∗ − ε)
2 + C1 = G(p∗ − ε)
d2(p∗ − ε)
2 +G′(p∗ − ε)(p∗ − ε) +
(p∗ − ε)
2
ε
[G′(p∗ − ε)−G
′(p∗ + ε)]
+
1
2
(
−d2 +
G′(p∗ + ε)−G
′(p∗ − ε)
ε
)
(p∗ − ε)
2 + C1 = G(p∗ − ε)
d2(p∗ − ε)
2 +G′(p∗ − ε)(p∗ − ε) +
(p∗ − ε)
2
ε
[G′(p∗ − ε)−G
′(p∗ + ε)]
−
1
2
(
d2 +
G′(p∗ − ε)−G
′(p∗ + ε)
ε
)
(p∗ − ε)
2 + C1 = G(p∗ − ε)
(
d2 +
G′(p∗ − ε)−G
′(p∗ + ε)
ε
)
(p∗ − ε)
2 +G′(p∗ − ε)(p∗ − ε)
−
1
2
(
d2 +
G′(p∗ − ε)−G
′(p∗ + ε)
ε
)
(p∗ − ε)
2 + C1 = G(p∗ − ε)
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12
(
d2 +
G′(p∗ − ε)−G
′(p∗ + ε)
ε
)
(p∗ − ε)
2
+G′(p∗ − ε)(p∗ − ε) + C1 = G(p∗ − ε)
C1 =−
1
2
(
d2 +
G′(p∗ − ε)−G
′(p∗ + ε)
ε
)
(p∗ − ε)
2
−G′(p∗ − ε)(p∗ − ε) +G(p∗ − ε)
(3.28)
Ahora, sustituyendo (3.24) en (3.18) para despejar C2
1
2
d2(p∗ + ε)
2 + β2(p∗ + ε) + C2 = G(p∗ + ε)
1
2
d2(p∗ + ε)
2 + [G′(p∗ + ε)− d2(p∗ + ε)] (p∗ + ε) + C2 = G(p∗ + ε)
1
2
d2(p∗ + ε)
2 +G′(p∗ + ε)(p∗ + ε)− d2(p∗ + ε)
2 + C2 = G(p∗ + ε)
−
1
2
d2(p∗ + ε)
2 +G′(p∗ + ε)(p∗ + ε) + C2 = G(p∗ + ε)
C2 = G(p∗ + ε) +
1
2
d2(p∗ + ε)
2 −G′(p∗ + ε)(p∗ + ε) (3.29)
Luego, sustituyendo (3.24), (3.25), (3.27), (3.28) y (3.29) en (3.21) para obtener
el valor de d2
29
12
d1p
2
∗ + β1p∗ + C1 =
1
2
d2p
2
∗ + β2p∗ + C2
1
2
[
−d2 +
G′(p∗ + ε)−G
′(p∗ − ε)
ε
]
p2∗
+
[
d2(p∗ − ε) +G
′(p∗ − ε) +
p∗ − ε
ε
[G′(p∗ − ε)−G
′(p∗ + ε)]
]
p∗
−
1
2
(
d2 +
G′(p∗ − ε)−G
′(p∗ + ε)
ε
)
(p∗ − ε)
2
−G′(p∗ − ε)(p∗ − ε) +G(p∗ − ε) =
1
2
d2p
2
∗ + [G
′(p∗ + ε)− d2(p∗ + ε)] p∗
+G(p∗ + ε) +
1
2
d2(p∗ + ε)
2 −G′(p∗ + ε)(p∗ + ε)
Hacemos las operaciones correspondientes
−
1
2
d2p
2
∗ +
1
2
[
G′(p∗ + ε)−G
′(p∗ − ε)
ε
]
p2∗
+ d2(p∗ − ε)p∗ +
[
G′(p∗ − ε) +
p∗ − ε
ε
[G′(p∗ − ε)−G
′(p∗ + ε)]
]
p∗
−
1
2
d2(p∗ − ε)
2 −
1
2
(
G′(p∗ − ε)−G
′(p∗ + ε)
ε
)
(p∗ − ε)
2
−G′(p∗ − ε)(p∗ − ε) +G(p∗ − ε) =
1
2
d2p
2
∗ +G
′(p∗ + ε)p∗ − d2(p∗ + ε)p∗
+G(p∗ + ε) +
1
2
d2(p∗ + ε)
2 −G′(p∗ + ε)(p∗ + ε)
Ahora agrupamos terminos semejantes,
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−
1
2
d2p
2
∗ + d2(p∗ − ε)p∗ −
1
2
d2(p∗ − ε)
2 +
1
2
d2p
2
∗ + d2(p∗ + ε)p∗
−
1
2
d2(p∗ + ε)
2 = G′(p∗ + ε)p∗ +G(p∗ + ε)−G
′(p∗ + ε)(p∗ + ε)
−
1
2
[
G′(p∗ + ε)−G
′(p∗ − ε)
ε
]
p2∗
−
[
G′(p∗ − ε) +
p∗ − ε
ε
[G′(p∗ − ε)−G
′(p∗ + ε)]
]
p∗
+
1
2
(
G′(p∗ − ε)−G
′(p∗ + ε)
ε
)
(p∗ − ε)
2
+G′(p∗ − ε)(p∗ − ε)−G(p∗ − ε)
Luego, simplificamos
−ε2d2 =
[
G′(p∗ + ε)−G
′(p∗ − ε)
ε
] [
−
p2∗
2
+ (p∗ − ε)p∗ −
(p∗ − ε)
2
2
]
+G′(p∗ + ε)p∗ +G(p∗ + ε)−G
′(p∗ + ε)(p∗ + ε)
−G′(p∗ − ε)p∗ +G
′(p∗ − ε)(p∗ − ε)−G(p∗ − ε)
−ε2d2 =−
ε
2
[G′(p∗ + ε)−G
′(p∗ − ε)]− ε [G
′(p∗ + ε) +G
′(p∗ − ε)]
+ [G(p∗ + ε)−G(p∗ − ε)]
d2 =
ε
2
[G′(p∗ + ε)−G
′(p∗ − ε)] + ε [G
′(p∗ + ε) +G
′(p∗ − ε)]− [G(p∗ + ε)−G(p∗ − ε)]
ε2
(3.30)
Ya que todos los coeficientes d1, β1, C1, β2, C2 están en términos del coeficiente
d2 y (3.30) nos da el valor de d2, a continuación hacemos las sustituciones necesarias
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para encontrar el valor de los coeficientes d1, β1, C1, β2, C2.
Ahora, sustituyendo (3.30) en (3.25) calculamos el valor de d1
d1 = −d2 +
G′(p∗ + ε)−G
′(p∗ − ε)
ε2
d1 =−
(
ε
2
[G′(p∗ + ε)−G
′(p∗ − ε)] + ε [G
′(p∗ + ε) +G
′(p∗ − ε)]
ε2
−
[G(p∗ + ε)−G(p∗ − ε)]
ε2
)
+
G′(p∗ + ε)−G
′(p∗ − ε)
ε
d1 =
− ε
2
[G′(p∗ + ε)−G
′(p∗ − ε)]− ε [G
′(p∗ + ε) +G
′(p∗ − ε)]
ε2
+
[G(p∗ + ε)−G(p∗ − ε)]
ε2
+
G′(p∗ + ε)−G
′(p∗ − ε)
ε
d1 =
ε
2
[G′(p∗ + ε)−G
′(p∗ − ε)]− ε [G
′(p∗ + ε) +G
′(p∗ − ε)]
ε2
+
[G(p∗ + ε)−G(p∗ − ε)]
ε2
(3.31)
Después, sustituyendo (3.30) en (3.27) encontramos el valor de β1
β1 = d2(p∗ − ε) +G
′(p∗ − ε) +
p∗ − ε
ε
[G′(p∗ − ε)−G
′(p∗ + ε)]
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β1 =
(
ε
2
[G′(p∗ + ε)−G
′(p∗ − ε)] + ε [G
′(p∗ + ε) +G
′(p∗ − ε)]
ε2
−
[G(p∗ + ε)−G(p∗ − ε)]
ε2
)
(p∗ − ε) +G
′(p∗ − ε)
+
p∗ − ε
ε
[G′(p∗ − ε)−G
′(p∗ + ε)]
β1 =
(
ε
2
[G′(p∗ + ε)−G
′(p∗ − ε)] + ε [G
′(p∗ + ε) +G
′(p∗ − ε)]
ε2
−
[G(p∗ + ε)−G(p∗ − ε)]
ε2
)
(p∗ − ε) +G
′(p∗ − ε)
−
p∗ − ε
ε2
[G′(p∗ − ε)−G
′(p∗ + ε)] ε
β1 =
(
−
ε
2
[G′(p∗ + ε)−G
′(p∗ − ε)] + ε [G
′(p∗ + ε) +G
′(p∗ − ε)]
ε2
−
[G(p∗ + ε)−G(p∗ − ε)]
ε2
)
(p∗ − ε) +G
′(p∗ − ε)
β1 =
(
ε
2
[G′(p∗ + ε)− 3G
′(p∗ − ε)]− [G(p∗ + ε)−G(p∗ − ε)]
ε2
)
(p∗ − ε)
+G′(p∗ − ε)
(3.32)
Luego, sustituimos (3.30) en (3.28) para calcular el valor de C1
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C1 =−
1
2
(
d2 +
G′(p∗ − ε)−G
′(p∗ + ε)
ε
)
(p∗ − ε)
2
−G′(p∗ − ε)(p∗ − ε) +G(p∗ − ε)
Hacemos las sustituciones necesarias
C1 =−
1
2
(
ε
2
[G′(p∗ + ε)−G
′(p∗ − ε)] + ε [G
′(p∗ + ε) +G
′(p∗ − ε)]
ε2
−
[G(p∗ + ε)−G(p∗ − ε)]
ε2
)
(p∗ − ε)
2
−
1
2
(
G′(p∗ − ε)−G
′(p∗ + ε)
ε
)
(p∗ − ε)
2
−G′(p∗ − ε)(p∗ − ε) +G(p∗ − ε)
Multiplicamos y dividimos por ε el termino
(
G′(p∗+ε)−G′(p∗−ε)
ε
)
C1 =−
1
2
(
ε
2
[G′(p∗ + ε)−G
′(p∗ − ε)] + ε [G
′(p∗ + ε) +G
′(p∗ − ε)]
ε2
−
[G(p∗ + ε)−G(p∗ − ε)]
ε2
)
(p∗ − ε)
2
+
ε
2
(
G′(p∗ + ε)−G
′(p∗ − ε)
ε2
)
(p∗ − ε)
2
−G′(p∗ − ε)(p∗ − ε) +G(p∗ − ε)
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C1 =
1
2
(
− ε
2
[G′(p∗ + ε)−G
′(p∗ − ε)]− ε [G
′(p∗ + ε) +G
′(p∗ − ε)]
ε2
+
[G(p∗ + ε)−G(p∗ − ε)]
ε2
)
(p∗ − ε)
2
+
ε
2
(
G′(p∗ + ε)−G
′(p∗ − ε)
ε2
)
(p∗ − ε)
2
−G′(p∗ − ε)(p∗ − ε) +G(p∗ − ε)
Realizamos las operaciones necesarias
C1 =
1
2
(
ε
2
[G′(p∗ + ε)−G
′(p∗ − ε)]− ε [G
′(p∗ + ε) +G
′(p∗ − ε)]
ε2
+
[G(p∗ + ε)−G(p∗ − ε)]
ε2
)
(p∗ − ε)
2
−G′(p∗ − ε)(p∗ − ε) +G(p∗ − ε)
Finalmente, tenemos lo siguiente
C1 =
1
2
(
− ε
2
[G′(p∗ + ε) + 3G
′(p∗ − ε)] + [G(p∗ + ε)−G(p∗ − ε)]
ε2
)
(p∗ − ε)
2
−G′(p∗ − ε)(p∗ − ε) +G(p∗ − ε)
(3.33)
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Sustituyendo (3.30) en (3.29) para calcular el valor de C2
C2 = G(p∗ + ε) +
1
2
d2(p∗ + ε)
2 −G′(p∗ + ε)(p∗ + ε)
C2 =G(p∗ + ε)−G
′(p∗ + ε)(p∗ + ε)
+
1
2
(
ε
2
[G′(p∗ + ε)−G
′(p∗ − ε)] + ε [G
′(p∗ + ε) +G
′(p∗ − ε)]
ε2
−
[G(p∗ + ε)−G(p∗ − ε)]
ε2
)
(p∗ + ε)
2
(3.34)
Sustituyendo(3.30) en (3.24) para calcular el valor de β2
β2 = G
′(p∗ + ε)− d2(p∗ + ε)
β2 =G
′(p∗ + ε)
−
(
ε
2
[G′(p∗ + ε)−G
′(p∗ − ε)] + ε [G
′(p∗ + ε) +G
′(p∗ − ε)]
ε2
−
[G(p∗ + ε)−G(p∗ − ε)]
ε2
)
(p∗ + ε)
(3.35)
Para continuar con la demostración del Teorema, sustituimos (3.8) y (3.9) en la
función de volumen total de producciónQ(p; ν0, ν1, · · · , νn) =
∑n
i=0 qi(p; ν0, ν1, · · · , νn)
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Q(p; ν0, ν1, · · · , νn) =
n∑
i=0
qi(p; ν0, ν1, · · · , νn)
=
p− b0
a0
+
ν0
a0
n∑
i=1
p− bi
νi + ai
+
n∑
i=1
p− bi
νi + ai
=
p− b0
a0
+
ν0 + a0
a0
n∑
i=1
p− bi
νi + ai
=
p− b0
a0
+
ν0 + a0
a0
[
n∑
i=1
p
νi + ai
−
n∑
i=1
bi
νi + ai
]
=
p− b0
a0
+
ν0 + a0
a0
n∑
i=1
p
νi + ai
−
ν0 + a0
a0
n∑
i=1
bi
νi + ai
=
p
a0
−
b0
a0
+ p
[
ν0 + a0
a0
n∑
i=1
1
νi + ai
]
−
ν0 + a0
a0
n∑
i=1
bi
νi + ai
=
p
a0
+ p
[
ν0 + a0
a0
n∑
i=1
1
νi + ai
]
−
b0
a0
−
ν0 + a0
a0
n∑
i=1
bi
νi + ai
= p
[
1
a0
+
ν0 + a0
a0
n∑
i=1
1
νi + ai
]
−
[
b0
a0
+
ν0 + a0
a0
n∑
i=1
bi
νi + ai
]
= p
[
ν0 + a0
a0
n∑
i=0
1
νi + ai
]
−
[
ν0 + a0
a0
n∑
i=0
bi
νi + ai
]
(3.36)
Sean
M =
[
ν0 + a0
a0
n∑
i=0
1
νi + ai
]
y N =
[
ν0 + a0
a0
n∑
i=0
bi
νi + ai
]
(3.37)
Entonces
Q(p; ν0, ν1, · · · , νn) = Mp−N (3.38)
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Supongamos que Q intersecta a la parábola 1
2
d2p
2 + β2p+ C2 +D, entonces:
Mp−N =
1
2
d2p
2 + β2p+ C2 +D
1
2
d2p
2 + β2p+ C2 +D −Mp+N = 0
1
2
d2p
2 + p (β2 −M) + (C2 +D +N) = 0
pε∗ =
− (β2 −M)±
√
(β2 −M)
2 − 4
(
1
2
d2
)
(C2 +D +N)
2
(
1
2
d2
)
pε∗ =
M − β2 ±
√
(β2 −M)
2 − 2d2 (C2 +D +N)
d2
(3.39)
Primero, vamos a considerar el caso cuando
l´ım
ε→0
G(p∗ + ε)−G(p∗ − ε) = g(p∗)−G(p∗) < 0 (3.40)
Analizaremos el término M−β2
d2
en (3.39) sustituyendo (3.24) en el nos queda
M − β2
d2
=
M −G′(p∗ + ε) + d2(p∗ + ε)
d2
=
M −G′(p∗ + ε)
d2
+ (p∗ + ε)
(3.41)
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Al sustituir (3.24) en el primer miembro en (3.41) vemos que para valores su-
ficientemente pequeños de ε el primer miembro de la suma en (3.41) es positivo y
tiende a cero cuando ε→ 0.
M −G′(p∗ + ε)
d2
=
M −G′(p∗ + ε)
ε
2
[G′(p∗+ε)−G′(p∗−ε)]+ε[G′(p∗+ε)+G′(p∗−ε)]−[G(p∗+ε)−G(p∗−ε)]
ε2
Pero el segundo miembro de la suma (3.41) para valores suficientemente pequeños
de ε es positivo y tiende a p∗ > 0 cuando ε→ 0, entonces para valores suficientemente
pequeños de ε tenemos
0 <
M −G′(p∗ + ε) + d2(p∗ + ε)
d2
(3.42)
y
l´ım
ε→0
M − β2
d2
= p∗ (3.43)
Tomemos de (3.39) el término siguiente
√
(β2 −M)
2 − 2d2 (C2 +D +N)
d2
para su análisis, tomando su forma equivalente:
√√√√[β2 −M
d2
]2
−
2 (C2 +D +N)
d2
(3.44)
mostraremos que la expresión que está bajo de la raíz cuadrada en (3.44) toma
valores positivos para valores suficientemente pequeños de ε. Tomemos el término:
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[
β2 −M
d2
]2
−
2 (C2 +D +N)
d2
=
[
G′(p∗ + ε)− d2(p∗ + ε)−M
d2
]2
−
2 (C2 +D +N)
d2
=
[
G′(p∗ + ε)−M
d2
− (p∗ + ε)
]2
−
2
(
G(p∗ + ε) +
1
2
d2(p∗ + ε)
2 −G′(p∗ + ε)(p∗ + ε) +D +N
)
d2
=
[
G′(p∗ + ε)−M
d2
− (p∗ + ε)
]2
−
2 (G(p∗ + ε)−G
′(p∗ + ε)(p∗ + ε) +D +N)
d2
− (p∗ + ε)
2
=
[
G′(p∗ + ε)−M
d2
]2
− 2
[
G′(p∗ + ε)−M
d2
]
(p∗ + ε) + (p∗ + ε)
2
−
2 (G(p∗ + ε)−G
′(p∗ + ε)(p∗ + ε) +D +N)
d2
− (p∗ + ε)
2
=
[
G′(p∗ + ε)−M
d2
]2
− 2
[
G′(p∗ + ε)−M
d2
]
(p∗ + ε)
−
2 (G(p∗ + ε)−G
′(p∗ + ε)(p∗ + ε) +D +N)
d2
=
[
G′(p∗ + ε)−M
d2
]2
−
2G′(p∗ + ε)(p∗ + ε)
d2
+
2M(p∗ + ε)
d2
−
2G(p∗ + ε)
d2
+
2G′(p∗ + ε)(p∗ + ε)
d2
−
2D
d2
−
2N
d2
=
[
G′(p∗ + ε)−M
d2
]2
+
2M(p∗ + ε)
d2
−
2G(p∗ + ε)
d2
−
2D
d2
−
2N
d2
=
[
G′(p∗ + ε)−M
d2
]2
+ 2
[(
M(p∗ + ε)
d2
−
N
d2
)
−
(
G(p∗ + ε)
d2
+
D
d2
)]
=
[
G′(p∗ + ε)−M
d2
]2
+ 2
[(
M(p∗ + ε)−N
d2
)
−
(
G(p∗ + ε) +D
d2
)]
(3.45)
Ya que Q(p) = Mp − N intersecta a la parábola 1
2
d2p
2 + β2p + C2 en el punto
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pε∗ ≤ p∗ + ε, entonces, Q(p∗ + ε) = M(p∗ + ε)−N ≥ G(p∗ + ε) +D y de tal modo
demostramos que
[
β2 −M
d2
]2
−
2 (C2 +D +N)
d2
> 0 (3.46)
Cuando ε → 0 observamos que 1
d2
→ 0, por lo que cada uno de los términos de
(3.46) tienden a cero y además se cumple (3.40), entonces podemos asegurar que:
[
β2 −M
d2
]2
−
2 (C2 +D +N)
d2
→ 0 (3.47)
Por lo anterior
l´ım
ε→0
√√√√[β2 −M
d2
]2
−
2 (C2 +D +N)
d2
= 0 (3.48)
De (3.39) tenemos que
l´ım
ε→0
(pε∗(ν0, ν1, · · · , νn, D)) = p∗(ν0, ν1, · · · , νn, D) (3.49)
Como (p∗(ν0, ν1, · · · , νn, D)) continuamente depende de los parámetros (ν0, ν1, · · · , νn, D),
entonces el límite l´ım
ε→0
(pε∗(ν0, ν1, · · · , νn, D)) en (3.49) también depende de los pará-
metros continuamente (ya que la convergencia en (3.49) puede ser considerada sobre
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algún compacto y entonces es uniforme).
Supongamos que Q intersecta a 1
2
d1p
2 + β1p + C1 +D, entonces, utilizando las
notaciones (3.37) y que se cumpla (3.40) tenemos
Mp−N =
1
2
d1p
2 + β1p+ C1 +D
1
2
d1p
2 + β1p+ C1 +D −Mp+N = 0
1
2
d1p
2 + p (β1 −M) + (C1 +D +N) = 0
pε∗ =
− (β1 −M)±
√
(β1 −M)
2 − 4
(
1
2
d1
)
(C1 +D +N)
2
(
1
2
d1
)
pε∗ =
M − β1 ±
√
(β1 −M)
2 − 2d1 (C1 +D +N)
d1
pε∗ =
M − β1
d1
±
√√√√(β1 −M)2 − 2d1 (C1 +D +N)
d21
(3.50)
Igual que el caso anterior analizaremos primero el término M−β1
d1
, sustituyendo
(3.23) en él nos queda
M − β1
d1
=
M −G′(p∗ − ε) + d1(p∗ − ε)
d1
=
M −G′(p∗ − ε)
d1
+ (p∗ − ε)
(3.51)
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Después de aplicar la fórmula (3.31) para el primer miembro en (3.51) vemos
que para valores suficientemente pequeños de ε, el primer miembro de la suma en
(3.51) es negativo y tiende a cero cuando ε→ 0
M −G′(p∗ − ε)
d1
=
M −G′(p∗ − ε)
ε
2
[G′(p∗+ε)−G′(p∗−ε)]−ε[G′(p∗+ε)+G′(p∗−ε)]+[G(p∗+ε)−G(p∗−ε)]
ε2
(3.52)
Pero el segundo miembro de la suma en (3.51) es positivo y tiende a p∗ > 0
cuando ε→ 0, entonces, para valores suficientemente pequeños de ε
0 <
M −G′(p∗ − ε) + d1(p∗ − ε)
d1
(3.53)
y
l´ım
ε→0
M − β1
d1
= p∗ (3.54)
La magnitud dentro de la raíz en (3.50) es:
(β1 −M)
2 − 2d1 (C1 +D +N)
d21
> 0 (3.55)
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ya que d1 ≤ 0,C1 ≥ 0,D > 0 y N > 0. Entonces, la fórmula (3.50) se tiene de tal
forma como sigue:
pε∗ =
M − β1
d1
+
√√√√(β1 −M)2 − 2d1 (C1 +D +N)
d21
(3.56)
Cuando ε → 0 notamos que 1
d1
→ 0, por lo que (3.55) tienden a cero y además
se cumple (3.40).
Por lo tanto
0 <
√√√√(β1 −M)2 − 2d1 (C1 +D +N)
d21
→ 0 cuando ε→ 0 (3.57)
Por lo anterior
l´ım
ε→0
(pε∗(ν0, ν1, · · · , νn, D)) = p∗(ν0, ν1, · · · , νn, D) (3.58)
y además sabemos que pε∗(ν0, ν1, · · · , νn, D) depende continuamente de los pará-
metros ν0, ν1, · · · , νn, D, entonces el límite p∗(ν0, ν1, · · · , νn, D) también depende de
los parámetros continuamente por convergencia uniforme.
Por lo tanto p∗(ν0, ν1, · · · , νn, D) es un equilibrio exterior, es único y depende
continuamente de los paramentos.
Ahora consideremos el caso cuando
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l´ım
ε→0
G(p∗ + ε)−G(p∗ − ε) = g(p∗)−G(p∗) = 0 (3.59)
Supongamos que Q intersecta a la parábola 1
2
d2p
2 + β2p + C2 +D, tomando el
termino M−β2
d2
de (3.39) para su análisis, sustituyendo (3.24) en él, nos queda:
M − β2
d2
=
M −G′(p∗ + ε) + d2(p∗ + ε)
d2
=
M −G′(p∗ + ε)
d2
+ (p∗ + ε)
(3.60)
Al sustituir (3.30) en el primer miembro en (3.60) vemos que para valores su-
ficientemente pequeños de ε el primer miembro de la suma en (3.60) es positivo y
tiende a cero cuando ε→ 0
M −G′(p∗ + ε)
d2
=
M −G′(p∗ + ε)
ε
2
[G′(p∗+ε)−G′(p∗−ε)]+ε[G′(p∗+ε)+G′(p∗−ε)]−[G(p∗+ε)−G(p∗−ε)]
ε2
+ (p∗ + ε)
=
ε2 [M −G′(p∗ + ε)]
ε
2
[G′(p∗ + ε)−G′(p∗ − ε)] + ε [G′(p∗ + ε) +G′(p∗ − ε)]− [G(p∗ + ε)−G(p∗ − ε)]
+ (p∗ + ε)
(3.61)
Cuando ε tiende a cero más rápido que [G(p∗ + ε)−G(p∗ − ε)] nos queda que
ε2 [M −G′(p∗ + ε)]
ε
2
[G′(p∗ + ε)−G′(p∗ − ε)] + ε [G′(p∗ + ε) +G′(p∗ − ε)]− [G(p∗ + ε)−G(p∗ − ε)]
→ 0
(3.62)
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Pero el segundo miembro de la suma (3.61) es positivo para valores suficien-
temente pequeños de ε y tiende a p∗ > 0 cuando ε → 0, entonces para valores
suficientemente pequeños de ε (3.60) queda de la siguiente forma:
0 <
M −G′(p∗ + ε) + d2(p∗ + ε)
d2
y
l´ım
ε→0
M − β2
d2
= p∗ (3.63)
Tomemos el término siguiente de (3.39):
√
(β2 −M)
2 − 2d2 (C2 +D +N)
d2
tomando su forma equivalente:
√√√√(β2 −M)2 − 2d2 (C2 +D +N)
d22
(3.64)
Tomando en cuenta el resultado de los pasos anteriores, sabemos que (3.64) toma
valores positivos cuando ε es suficientemente pequeño.
Sustituyendo el valor de d2, que está dado por (3.30) en (3.64) tenemos
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√√√√√ (β2 −M)
2 − 2d2 (C2 +D +N)[ ε
2
[G′(p∗+ε)−G′(p∗−ε)]+ε[G′(p∗+ε)+G′(p∗−ε)]−[G(p∗+ε)−G(p∗−ε)]
ε2
]2
=
√√√√√√ ε
4
[
(β2 −M)
2 − 2d2 (C2 +D +N)
]
[
ε
2
[G′(p∗ + ε)−G′(p∗ − ε)] + ε [G′(p∗ + ε) +G′(p∗ − ε)]− [G(p∗ + ε)−G(p∗ − ε)]
]2
(3.65)
Cuando ε tiende a cero más rápido que [G(p∗ + ε)−G(p∗ − ε)], entonces
ε4
[
(β2 −M)
2 − 2d2 (C2 +D +N)
]
[
ε
2
[G′(p∗ + ε)−G′(p∗ − ε)] + ε [G′(p∗ + ε) +G′(p∗ − ε)]− [G(p∗ + ε)−G(p∗ − ε)]
]2 → 0
Quedando (3.64) de la siguiente forma:
l´ım
ε→0
√√√√(β2 −M)2 − 2d2 (C2 +D +N)
d22
= 0 (3.66)
Entonces de (3.39) tenemos que
l´ım
ε→0
(pε∗(ν0, ν1, · · · , νn, D)) = p∗(ν0, ν1, · · · , νn, D) (3.67)
De la misma forma, como (pε∗(ν0, ν1, · · · , νn, D)) depende continuamente de los
parámetros (ν0, ν1, · · · , νn, D), entonces el límite siguiente: (p∗(ν0, ν1, · · · , νn, D)) en
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(3.67) también depende de los parámetros continuamente(ya que la convergencia en
(3.67) puede ser considerada sobre algún compacto y entonces es uniforme).
Supongamos que Q intersecta a la parábola 1
2
d1p
2 + β1p + C1 +D, tomando el
término M−β1
d1
de (3.50) para su análisis, sustituyendo (3.23) en él, nos queda:
M − β1
d1
=
M −G′(p∗ − ε) + d1(p∗ − ε)
d1
=
M −G′(p∗ − ε)
d1
+ (p∗ − ε)
(3.68)
Después sustituyendo (3.31) que corresponde al valor de d1 en (3.68)
M −G′(p∗ − ε)
d1
+ (p∗ − ε)
=
M −G′(p∗ − ε)
ε
2
[G′(p∗+ε)−G′(p∗−ε)]−ε[G′(p∗+ε)+G′(p∗−ε)]+[G(p∗+ε)−G(p∗−ε)]
ε2
+ (p∗ − ε)
=
ε2 [M −G′(p∗ − ε)]
ε
2
[G′(p∗ + ε)−G′(p∗ − ε)]− ε [G′(p∗ + ε) +G′(p∗ − ε)] + [G(p∗ + ε)−G(p∗ − ε)]
+ (p∗ − ε)
(3.69)
Cuando ε→ 0 más rápido que [G(p∗ + ε)−G(p∗ − ε)]; tenemos que
ε2 [M −G′(p∗ − ε)]
ε
2
[G′(p∗ + ε)−G′(p∗ − ε)]− ε [G′(p∗ + ε) +G′(p∗ − ε)] + [G(p∗ + ε)−G(p∗ − ε)]
→ 0
Y p∗ − ε→ p∗ y se cumple (3.59). Quedando (3.69) de la siguiente forma:
l´ım
ε→0
M − β1
d1
= p∗ (3.70)
48
Tomemos el término
√
(β1 −M)
2 − 2d1 (C1 +D +N)
d1
para su análisis, tomando su forma equivalente:
√√√√(β1 −M)2 − 2d1 (C1 +D +N)
d21
(3.71)
La magnitud dentro de la raíz toma valores positivos cuando se toman valores
muy pequeños de ε, ya que d1 ≤ 0,C1 ≥ 0,D > 0 y N > 0 resultando que
−2d1 (C1 +D +N) ≥ 0
Sustituyendo el valor de d1, que está dado por (3.31) en (3.71)
√√√√(β1 −M)2 − 2d1 (C1 +D +N)
d21
=
√√√√√ (β1 −M)
2 − 2d1 (C1 +D +N)[ ε
2
[G′(p∗+ε)−G′(p∗−ε)]−ε[G′(p∗+ε)+G′(p∗−ε)]+[G(p∗+ε)−G(p∗−ε)]
ε2
]2
=
√√√√√√ ε
4
[
(β1 −M)
2 − 2d1 (C1 +D +N)
]
[
ε
2
[G′(p∗ + ε)−G′(p∗ − ε)]− ε [G′(p∗ + ε) +G′(p∗ − ε)] + [G(p∗ + ε)−G(p∗ − ε)]
]2
(3.72)
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Cuando ε→ 0 más rápido que [G(p∗ + ε)−G(p∗ − ε)] y se cumple (3.59) queda
(3.71) de la siguiente forma:
l´ım
ε→0
√√√√(β1 −M)2 − 2d1 (C1 +D +N)
d21
→ 0 (3.73)
De manera similar concluimos que:
l´ım
ε→0
(pε∗(ν0, ν1, · · · , νn, D)) = p∗(ν0, ν1, · · · , νn, D)
y además sabemos que (pε∗(ν0, ν1, · · · , νn, D)) depende continuamente de los pará-
metros (ν0, ν1, · · · , νn, D), entonces el límite (p∗(ν0, ν1, · · · , νn, D)) también depende
de los parámetros continuamente por convergencia uniforme.
Por lo tanto p∗(ν0, ν1, · · · , νn, D) es un equilibrio exterior, es único y continua-
mente depende de los paramentos.
Ahora, investigamos la dependencia del precio del equilibrio exterior respecto a
la demanda activa D. Fijamos algún valor D = D y consideramos primero D > D.
Ya que p∗(D) ≥ p∗(D), consideramos dos casos: p∗(D) = p∗(D) en alguna vecindad
a lado derecho deD, o p∗(D) > p∗(D) cuando D > D. En el primer caso Q(p∗(D)) ≥
g(p∗(D)) +D cuando D > D, y entonces,
Q(p∗(D)) > g(p∗(D)) +D (3.74)
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De lo contrario, si se cumple (3.74), entonces para 0 ≤ D − D ≤ Q(p∗(D) −
g(p∗(D)), se cumple, p∗(D) = p∗(D). De tal manera, p∗(D) es constante dentro del
intervalo [D,D+) donde D+ > D si y sólo si se cumple la desigualdad estricta (3.74).
Si en lugar de (3.74), se cumple la igualdad Q(p∗(D)) = g(p∗(D))+D. Entonces,
esta igualdad se guarda en alguna vecindad en el lado derecho de D. Es correcto ya
que en caso contrario es posible encontrar la sucesión monótonamente decreciente
de los puntos Dk > D convergente a D para la cual se cumplen las desigualdades:
g(p∗(D) +Dk < Q(p∗(D)) ≤ G(p∗(D) +Dk (3.75)
Por continuidad, p∗(D) respecto a D, obtenemos que p∗(Dk) converge a p∗(D).
En el otro lado, en el caso considerado p∗(D) 6= p∗(Dk) para Dk > D. De este
modo, la desigualdad (3.75) muestra que p∗(D) es el punto límite de los puntos de
discontinuidad de la demanda, lo que contradice la suposición A1, entonces,
Q(p∗(D)) = g(p∗(D)) +D (3.76)
Para D ≥ D dentro alguna vecindad del punto D. Por diferenciabilidad continua
y monotonía de las funciones Q(p) y g(p) = G(p) en el lado derecho del punto p∗(D)
obtenemos que la función p∗(D) es continua y diferenciable derecho del punto D,
además
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p′(D + 0) =
1
Q′(p∗(D))−G′(p∗(D) + 0)
(3.77)
El caso cuando D < D, es simétrico. De la misma manera se establece que p∗(D)
es diferenciable izquierda del punto D . Además, p′∗(D − 0) = 0, si Q(p∗(D)) <
G(p∗(D)) + D, y p′(D − 0) = 1Q′(p∗(D))−G′(p∗(D)−0) , si Q(p∗(D)) = G(p∗(D)) + D.
Para terminar la demostración se quedo escribir Q′(p∗(D)) utilizando las formulas
siguientes
∂q0
∂p
=
1
a0
+
1
ν0
n∑
i=1
1
νi + ai
≥
1
a0
> 0, i = 1, 2, · · · , n  (3.78)
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Capítulo 4
Equilibrio Interior
Para definir equilibrio interior, primero vamos a realizar un procedimiento de
verificación de los coeficientes de influencia νi como ya fue propuesto en el trabajo
[22]. Asumimos que tenemos un equilibrio exterior (p, q0, q1, · · · , qn) y esto ocurre
para algún ν0, ν1, · · · , νn y D. Uno de los productores, digamos k, temporalmente
cambia su comportamiento por la abstención de maximizar su utilidad conjeturada
(o beneficio social, como en el caso k = 0 ) y haciendo pequeñas variaciones alre-
dedor de su volumen de producción de equilibrio qk. En términos matemáticos, esto
es equivalente a la restriccióón de los agentes del modelo al subconjunto i 6= k con
la producción qk sustraída de la demanda activa.
Las variaciones del volumen de producción por el agente k son entonces equivalen-
tes a las variaciones de la demanda activa en la forma Dk = D− qk. Si consideramos
estas variaciones que sean infinitesimales, asumimos que mediante la observación del
correspondiente cambio del precio de equilibrio, el agente k obtiene la derivada del
precio de equilibrio con respecto a la demanda activa, esto es, sus coeficientes de
influencia. Para calcular éstas derivadas aplicamos las fórmulas del Teorema 3.2,
recordando que el agente k esta temporalmente ausente del modelo de equilibrio, de
modo que en la suma debe ser excluido el término i = k. Teniendo esto en cuenta
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se obtiene el siguiente criterio.
Criterio de consistencia 4.1. En un equilibrio exterior (p, q0, q1, · · · , qn) para los
coeficientes de influencia νk ≥ 0, k = 0, 1, · · · , n, n ≥ 2 serán consistentes si existen
rk ∈ [G
′(p− 0), G′(p+0)] cuando G′(p− 0) ≤ G′(p+0) ó rk ∈ [G′(p+0), G′(p− 0)]
cuando G′(p+ 0) ≤ G′(p− 0) tales que se cumplen las siguientes condiciones:
ν0 =
1∑n
i=1
1
νi+ai
− r0
(4.1)
νi =
1
ν0+a0
a0
∑n
j=0j 6=i
1
νj+aj
− rj
i = 1, 2, · · · , n si n ≤ 2 (4.2)
en donde G′(p− o) y G′(p+ o) se calculan en el punto (p,G =
∑n
i=0 qi−D) de la
gráfica L de la función de la demanda. Si rk = −∞, entonces los vk son iguales a cero.
Comentario: Sí, todos los agentes son empresas privadas que buscan maximizar
su utilidad, entonces las formulas en el caso de n ≥ 2 (4.1)- (4.2) se reducen a la
forma obtenida en [22]:
νi =
1∑n
j=0j 6=i
1
νj+aj
− rj
i = 0, 1, 2, · · · , n (4.3)
Ahora estamos en condiciones de definir el equilibrio interior.
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Definición 4.2. El vector (p, q0, q1, · · · , qn, ν0, ν1, · · · , νn), νk ≥ 0, k = 0, 1, · · · , n
se llama equilibrio interior si, para los coeficientes de influencia considerados el
vector (p, q0, q1, · · · , qn) es un equilibrio exterior, y el criterio de consistencia se sa-
tisface para todo k. Si todos rk en (4.1)- (4.2) respectivamente son iguales entre sí,
el equilibrio interior se llama fuerte.
Teorema 4.3. (Formulación del Teorema sin demostración esta en [30] )
Bajo las suposiciones A1, A2 y A3, existe un equilibrio interior fuerte.
Demostración
Vamos a demostrar que existen r ∈ [−∞, 0], νi ∈ [0,+∞), p ∈ [p0,+∞) y qi ≥ 0,
tales que el vector (p, q0, q1, · · · , qn) es el equilibrio exterior y para todos los k se
cumple el criterio de consistencia (4.1)- (4.2). Para no tener valores infinitos defini-
mos r = α
1+α
, α ∈ [−1, 0] y reescribimos la parte derecha del criterio de consistencia
(4.1)- (4.2) del modo siguiente:
F0(α, ν0, ν1, · · · , ν0) =
1 + α
(1 + α)
∑n
i=1
1
νi+ai
− α
(4.4)
Fi(α, ν0, ν1, · · · , ν0) =
1 + α
(1 + α)ν0+a0
a0
∑n
j=0j 6=i
1
νj+aj
− α
(4.5)
Como νi ≥ 0, ai > 0, i = 0, 1, · · · , n y α ∈ [−1, 0] las funciones Fi, i = 0, 1, · · · , n
estan bien definidas y además son funciones continuas con respecto a sus argumentos
νj, j = 0, 1, · · · , n sobre los dominios correspondientes. La dependencia del pará-
metro D no la consideramos ya que dentro de la demostración este parámetro no
cambia su valor.
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Introducimos un mapeo auxiliar φ : [−1, 0]× Rn+1+ → 2[−1,0] de la siguiente ma-
nera. Para α ∈ [−1, 0] y (ν0, ν1, · · · , νn) ∈ Rn+1+ encontramos el equilibrio exterior
(p, q0, q1, · · · , qn) correspondiente a ν0, ν1, · · · , νn, y en el punto (p,G =
∑
qi) de la
curva L de la demanda obtenemos G′(p + 0) y G′(p − 0). Utilizando estos valores
calculamos α+ = G
′(p+0)
1−G′(p+0)
y α− = G
′(p−0)
1−G′(p−0)
. Ya que G′(p+0) y G′(p−0) pertenecen
al intervalo [−∞, 0], entonces, α+ y α− pertenecen al intervalo [−1, 0].
Definimos el valor del mapeo φ(α; ν0, ν1, · · · , νn) en el punto (α; ν0, ν1, · · · , νn)
como el intervalo cerrado [α+, α−], si α+ ≤ α−, o el intervalo [α−, α+], si α+ > α−.
Vamos a mostrar que el mapeo φ es cerrado. Si el punto p es el punto de con-
tinuidad de la curva de la demanda, entonces, en una vecindad de este punto p se
cumple G′(p + 0) = G′(p − 0) = G′(p) y la función G′(p) es continua respecto a
p y como p continuamente depende de ν0, ν1, · · · , νn, entonces α+ = α− y conti-
nuamente dependen de ν0, ν1, · · · , νn (como una función compuesta de las funciones
continuas). La dependencia φ del primer argumento α es ficticia. Suponemos ahora
que el equilibrio ocurrió en el punto de discontinuidad de la curva L de la demanda,
en este caso pueden pasar los cuatro casos siguientes:
1) G(p) =
∑
qi > g(p), es decir, es el punto de discontinuidad de la función de la
demanda L y el punto (p,G) está en el punto superior del segmento vertical
de la gráfica de la curva L;
2) G(p) >
∑
qi = g(p), en este caso el punto (p,G) de discontinuidad está en el
punto inferior del segmento vertical de la gráfica de la curva L;
3) G(p) >
∑
qi > g(p), en este caso el punto (p,G) de discontinuidad está en el
punto intermedio del segmento vertical de la gráfica de la curva L;
4) G(p) =
∑
qi = g(p), pero G′(p+ 0) 6= G′(p− 0); en este caso p es el punto de
continuidad de la función de la demanda pero su derivada no es continua.
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Consideramos detalladamente el primer caso. En este caso G′(p + 0) = −∞ y,
entonces α+ = −1, pero G′(p− 0) tiene valor finito, que significa que α− ∈ (−1, 0].
Además, existe una vecindad al lado izquierdo del punto p (incluyendo el punto p)
tal que la función G′(p) es continua dentro de esta vecindad.
Por eso, para cualquier ε > 0 existe δ > 0 tal que para los precios µ ∈ (p−δ, p] se
cumple |α
−−G′(π−0)
1−G′(π−0)
| < ε. Además, podemos suponer que dentro del intervalo (p−δ, p)
no hay puntos de discontinuidad ni de la función G(p) ni de sus derivadas.
Consideramos el vector ν = (ν0, ν1, · · · , νn) y una vecindad V ⊂ Rn+1+ del punto
ν. Para w ∈ V notamos por µ(w) y qi(w) el precio y los volúmenes de producción
correspondientes al equilibrio exterior encontrado para w (que existe y es único). De
tal modo, µ(ν) = p y qi(ν) = qi y son funciones continuas, entonces, podemos elegir
la vecindad V suficientemente pequeña, que si w ∈ V se cumplen las desigualdades
siguientes |µ(w)− p| < δ y
∑
qi(w) > g(p).
Por α+(w) y α−(w) notamos los extremos del intervalo φ(α,w) tal como fue
definido arriba. Si ocurre µ(w) > p para algún w ∈ V , entonces, ya que los puntos
de discontinuidad son aislados y la función de la demanda es no creciente, nosotros
obtenemos que G(µ(w)) ≤ g(p) <
∑
qi(w) ≥ G(µ(w)).
La contradicción obtenida demuestra que µ(w) ≤ p para cualquier w ∈ V . Si
µ(w) = p y
∑
qi(w) < G(µ(w)) = G(p), entonces α−(w) = α+(w) = −1, es decir,
φ(α,w) consiste de sólo un único punto, el cual pertenece a φ(α, ν). Si para µ(w) = p
se cumple
∑
qi(w) = G(µ(w)) = G(p), entonces α−(w) = α− y α+(w) = α+ = −1,
es decir, φ(α,w) coincide con φ(α, v).
Sea ahora µ = µ(w) ∈ (p − δ, p). En este caso α−(w) = α+(w) = G
′(µ)
1−G′(µ)
, y por
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elección de δ el punto φ(α,w) está en la distancia del α− menos que ε, es decir,
|φ(α,w)− α−| < ε. De tal modo (ya que ε > 0 es cualquier) demostramos que φ es
mapeo semicontinuo superiormente en el punto (α, v).
Los demás casos se consideran de la misma manera como consideramos el primer
caso, utilizando las modificaciones evidentes de los pasos anteriores.
Para finalizar la demostración del Teorema 4.3, consideramos el mapeo
H = (φ, F0, F1, · · · , Fn) : [−1, 0]×R
n+1
+ → [−1, 0]×R
n+1
+ (4.6)
y elegimos un compacto tal que el mapeo H mapea este compacto en sí mismo.
Definimos s = max{ν0, a0, a1, · · · , an}. Si α = −1, entonces
F0(−1, ν0, ν1, · · · , ν0) = 0 (4.7)
Fi(−1, ν0, ν1, · · · , ν0) = 0 i = 1, 2, · · · , n (4.8)
si α ∈ (−1, 0], entonces
0 ≤ F0(α, ν0, ν1, · · · , ν0) =
1 + α
(1 + α)
∑n
i=1
1
νi+ai
− α
≤
1 + α
(1 + α)
∑n
i=1
1
νi+ai
=
1∑n
i=1
1
νi+ai
≤
1∑n
i=1
1
νi+s
y
0 ≤ F1(α, ν0, ν1, · · · , ν0) =
1 + α
(1 + α)ν0+a0
a0
∑n
j=0,j 6=i
1
νj+aj
− α
≤
1
ν0+a0
a0
∑n
j=0,j 6=i
1
νj+aj
≤
1∑n
j=0,j 6=i
1
νj+aj
≤
1∑n
j=0,j 6=i
1
νj+s
i = 1, 2, · · · , n
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y de las desigualdades obtenidas arriba sigue que si α ∈ [−1, 0] y 0 ≤ νj ≤ sn−1 ,
j = 0, 1, · · · , n, entonces Fj(α, ν0, ν1, · · · , νn) ∈ [0, sn−1 ],j = 0, 1, · · · , n. Entonces,
el mapeo semicontinuo superiormente H = (φ, F0, F1, · · · , Fn) mapea el compacto
[−1, 0]× [0, s
n−1
]n+1 en sí mismo y, por el teorema de Kakutani, el mapeo H tiene el
punto fijo (α, ν0, ν1, · · · , νn), es decir,


φ(α, ν0, ν1, · · · , νn) = α
F0(α, ν0, ν1, · · · , νn) = ν0
F1(α, ν0, ν1, · · · , νn) = ν1
...
Fn(α, ν0, ν1, · · · , νn) = νn
(4.9)
Utilizando los valores encontrados de los coeficientes de influencia de los produc-
tore (ν0, ν1, · · · , νn) ∈ [0, ν0)×Rn+ calculamos el equilibrio exterior (p, q0, q1, · · · , qn),
el cual existe y es único (por el Teorema 4.2). Las condiciones de consistencia son
cumplidas para los coeficientes de influencia, lo cual se ve inmediatamente del sis-
tema anterior. Entonces, el vector (p, q0, q1, · · · , qn, ν0, ν1, · · · , νn) es un equilibrio
interior fuerte.
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Capítulo 5
Conclusiones y trabajo futuro
5.1. Conclusiones
En el trabajo presentado se consideró un oligopolio mixto con equilibrio de varia-
ciones conjeturadas (CVE) con más de 2 productores en un mercado de un producto
homogéneo, con la función de la demanda G(p) discontinua. Las conjeturas de los
agentes se refieren a la variación de los precios en función de incrementar o disminuir
su producción. El oligopolio mixto con el que trabajamos cuenta con un productor
público, el cual, en contraste a los agentes privados, no maximiza la función de su
ganancia neta sino la función de beneficio doméstico social.
Bajo suposiciones generales, demostramos la existencia y la unicidad del equili-
brio exterior, definido por las conjeturas fijas de los agentes dadas en forma exógena,
así como la existencia del equilibrio interior o equilibrio interior fuerte, en los
cuales las conjeturas (coeficientes de influencia) de los agentes se encuentran en el
proceso de la búsqueda del equilibrio mismo.
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5.2. Trabajo futuro
Para nuestro trabajo futuro tenemos contemplado extender los resultados teóri-
cos obtenidos en este trabajo de tesis para el caso de un duopolio mixto, además de
realizar los experimentos numéricos para cada uno de los casos (oligopolio mixto y
duopolio mixto), usando el modelo propuesto en ésta tesis.
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Capítulo 6
Anexo
En este Anexo se hace una recopilación de resultados existentes necesarios sobre
el Teorema de Kakutani para la demostración del Teorema 4.3 en el Capítulo 4.
Por esta razón a continuación haremos una breve introducción de este teorema, así
como un repaso para el Teorema de Brouwer.
El Teorema de Brouwer establece que, para ciertas condiciones sobre el dominio,
una función continua de un conjunto en sí mismo tiene al menos un punto fijo, es
decir, que la ecuación f(x) = x tiene al menos una solución. Introducimos unas
definiciones.
Definición 6.1. Sea f un mapeo de un conjunto A en sí mismo. Decimos que x ∈ A
es punto fijo de f si f(x) = x.
Tratando de dar una idea más intuitiva de este concepto, al aplicar una función
a un conjunto podemos imaginar que la función “mueve” a los puntos del conjunto.
Con esta idea de movimiento, un punto fijo es un punto que no se mueve, simple-
mente se queda fijo donde está. Así, un punto fijo es invariante bajo la función,
nunca cambia sin importar cuantas veces se la apliquemos.
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Definición 6.2. Un espacio métrico es una pareja (M,d), donde M es un conjunto,
M 6= ∅ y d : M × M → R es una función de la distancia con las siguientes
propiedades:
1) d(b, a) > 0
2) d(b, a) = 0 si y solo si a = b
3) d(a, b) = d(b, a)
4) d(a, b) ≤ d(a, c) + d(c, b) (Desigualdad del triángulo)
Además si {xn} es una sucesión de Cauchy en M , entonces existe un punto x
en M tal que d(xn, x) → 0 (completez de M) . Si se cumple lo anterior se dice que
(M,d) un espacio métrico completo.
Es bien sabido que Rn con la distancia usual euclidiana es un espacio métrico
completo. Debido a que trabajaremos principalmente en Rn o subconjuntos de éste,
podremos aplicar los resultados que obtengamos para espacios métricos completos.
En un espacio métrico completo, una clase importante de funciones es la clase
de funciones que encogen o contraen el espacio. Bajo la idea de movimiento expli-
cada anteriormente, una función de contracción es aquella que acerca los puntos del
conjunto. La definición formal es la siguiente.
Definición 6.3. Un mapeo f : M → M , donde M es un espacio métrico, se dice
que es mapeo de contracción si existe un número real 0 ≤ θ < 1 tal que para toda x,
y en M se cumple:
d(f(x), f(y)) ≤ θd(x, y)
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Los teoremas de punto fijo pueden clasificarse en dos grandes grupos: teoremas
de existencia o teoremas de construcción. Un teorema de existencia únicamente nos
asegura que, bajo ciertas condiciones, la función tiene un punto fijo, mientras que
uno de construcción nos presenta un proceso o algoritmo para encontrar el punto fijo.
El Teorema de Punto Fijo de Banach nos asegura que con suficientes iteraciones,
podemos conseguir o aproximarnos a un punto fijo de la función. Éste es un claro
ejemplo de un teorema de construcción, donde el proceso para conseguir el punto
fijo es iterar la función. Por esta razón presentamos el Teorema de Punto Fijo de
Banach, como fue enunciado en [31].
Teorema 6.4 (Teorema de Punto Fijo de Banach). Sea (M,d) un espacio métrico
completo y f : M → M un mapeo de contracción, entonces f tiene un único punto
fijo en M .
El Teorema de Brouwer es un teorema de existencia, no nos proporciona la
solución explícita a f(x) = x, sólo nos asegura la existencia de una solución. En
seguida se cita este teorema como en el trabajo [31].
Teorema 6.5 (Teorema de Brouwer). Sea f un mapeo continuo de la bola unitaria
Bn en sí misma, entonces existe un punto c en Bn tal que f(c) = c.
Es importante notar que las hipótesis del Teorema de Brouwer son imprescindi-
bles, si el mapeo no es continuo o si no está definido en la bola unitaria, la función
podría no tener un punto fijo. Consideramos dos ejemplos:
1. Considere la función f definida en la bola unitaria B1 de la siguiente forma;
f(x) = 0 para x 6= 0 y f(0) = 1. Esta función es discontinua sólo en el cero
pero eso es suficiente para que no tenga puntos fijos;
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2. Considere la función f(x) = −x definida en B1 −{0} . La función es continua
en todo el dominio, el cual es la bola unitaria sin un punto, pero no tiene
puntos fijos.
El Teorema de Brouwer es muy limitado debido a la restricción sobre el domi-
nio del mapeo, pero se puede extender el resultado a conjuntos más generales. Es
decir, aplicar el Teorema de Brouwer para conjuntos compactos y convexos. Estos
conjuntos son topológicamente equivalentes a la bola unitaria.
Definición 6.6. Sean A,D subconjuntos de Rn. Decimos que A y D son topológi-
camente equivalentes, si existe un homeomorfismo h entre ellos, es decir, si existe
una biyección continua de A sobre D con inversa continua.
Con la definición anterior el Teorema de Brouwer se extiende a conjuntos topo-
lógicamente equivalentes a la bola unitaria Bn. Se enuncia el siguiente colorario.
Colorario 6.7. Sea D topológicamente equivalente a la bola unitaria Bn y sea f un
mapeo continuo de D en sí mismo, entonces f tiene al menos un punto fijo.
A continuación observamos algunos de los conjuntos topológicamente equivalen-
tes a la bola unitaria Bn, para los cuales cualquier función continua definida de ellos
en sí mismos tendrá al menos un punto fijo:
1. toda bola Br(c) en Rn es topológicamente equivalente a la bola unitaria Bn;
2. todo subconjunto compacto y convexo de Rn es topológicamente equivalente
a la bola unitaria Bn.
Ahora, citamos el Teorema que es extensión del Teorema de Brouwer.
Teorema 6.8. Sea K un subconjunto compacto y convexo de Rn y sea f un mapeo
continuo de K en sí mismo. Entonces f tiene al menos un punto fijo en K.
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El Teorema de Kakutani es un teorema de punto fijo para correspondencias por
lo cual empezaremos entonces por definir lo que son las correspondencias, también
conocidas como multifunciones. Adicionalmente definiremos vecindad de un conjun-
to, el concepto de semicontinuidad superior de una correspondencia.
Denotamos por P (A) el conjunto de todos los subconjuntos del conjunto A, es
decir, P (A) = B \B ⊂ A.
Definición 6.9. Sean X, Y dos conjuntos no vacíos. Una correspondencia de X
en Y es un mapeo φ : X → P (Y ), esto es que a cada punto x en X le asigna un
subconjunto no vacío φ(x) de Y .
Definición 6.10. Una vecindad de un conjunto A es cualquier conjunto V tal que
existe un abierto B que satisface A ⊂ B ⊂ V .
Definición 6.11. Sean X,Y espacios métricos. Una correspondencia φ : X → P (Y )
es semicontinua superiormente en x ∈ X si para cada vecindad U de φ(x), existe
una vecindad V de x tal que si z ∈ V entonces φ(z) ⊂ U .
La correspondencia φ se dice ser semicontinua superiormente en X si es semi-
continua superiormente en todo punto x ∈ X.
Consideramos dos ejemplos de correspondencias, de los cuales uno es correspon-
dencia semicontinua superiormente y el otro no lo es:
1. Los ejemplos más sencillos de correspondencias semicontinuas superiormente
son las correspondencias constantes. Es decir, correspondencias φ : X → P (Y ),
tales que φ(x) = A ∀x ∈ X, donde A es un subconjunto de Y .Demostrarlo
no es difícil. Sea x ∈ X arbitrario, entonces para cualquier vecindad U de A,
existe la vecindad V = X de x tal que si z ∈ X entonces φ(z) = A ⊂ U ,
debido a que U es vecindad de A.
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2. Considere la correspondencia φ : [0, 2]→ P ([0, 4]) definida por
φ(x) =


{2} si x = 1
[0, 4] si x 6= 1
(6.1)
Esta correspondencia no es semicontinua superiormente en el 1. Para la ve-
cindad [1, 3] de φ(1) = {2}, cualquier vecindad del 1 contiene un punto cuya
imagen bajoφ es el [0, 4], el cual no está contenido en [1, 3]. Aunque es constante
en su dominio excepto sólo por el 1, no es semicontinua superiormente.
Por otro lado la correspondencia ψ : [0, 2]→ P ([0, 4]) definida por:
ψ(x) =


{2} si x 6= 1
[0, 4] si x = 1
(6.2)
es continua superiormente, también lo es la correspondencia φ : [0, 1] → [0, 1]
definida por
φ(x) : [0, x] (6.3)
Las anteriores son ejemplos de correspondencias no constantes y semicontinuas
superiormente.
Ahora podemos formular el Teorema de Kakutani de tal manera como está for-
mulado en [31].
Teorema 6.12 (Teorema de Kakutani ). Sea C un subconjunto no vacío, compacto
y convexo de Rn. Si F : C → P (C) es una correspondencia semicontinua superior-
mente cuyos valores son cerrados y convexos, entonces F tiene al menos un punto
fijo, es decir, existe un punto x∗ ∈ C tal que x∗ ∈ F (x∗).
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