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1. INTR~DIJCTI~N 
In recent years, the study of representations of diagrams has played a 
central role in the study of modules over a finite dimensional algebra, leading 
to major breakthroughs in previously unsolved problems, and has also 
appeared in the representation theory of lattices over orders (see [BGRS, 
Gl, GR, K]). In this paper we employ similar techniques to investigate 
sequences of maps between finitely generated free modules over a complete 
local (commutative) principal ideal domain. One of the main results of this 
paper is the determination of necessary and sufficient conditions for the 
consistent diagonalization of a sequence of two such maps which satisfy 
certain conditions. Let R be a complete local principal ideal domain with 
maximal ideal m. We say an R-module M is torsion if mNM= (0) for some 
N 2 1. Iff: F + F' is an R-module homomorphism between finitely generated 
free R-modules, we say f is full if the cokernel off is a torsion R-module. 
We use the notation dam(f), codom(f), im(f), ker(f), and coker(f) for 
the domain of j; codomain of .f, image of A kernel of A and cokernel of J 
respectively. 
In a general sense, the main thrust of the paper is to analyze the structure 
of the category A, which is defined as follows. The objects of A are pairs, 
(.f, g), of full monomorphisms between finitely generated free R-modules 
where codom(f) = dam(g). Note that we do not assume that im(f) = 
ker(g). The morphisms in A are triples of R-homomorphisms (&, 4,) &): 
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(f, g) + (f’, 8’) such that 4if=f’& and &g= g’d,. Thus if IrO = 
dam(f), F, = dom( g) = codom(f), F, = codom(g), F; = dom(f’), F; = 
dom(g’), and F; = codom(g’) then we have the commutative diagram 
We say an object (f, g) in A consistently diagonalizes if there exist 
choices of bases for the domains off and g and the codomain of g such 
that f and g are represented by diagonal matrices. In Section 2 we present 
an algorithm for determining which objects of A consistently diagonalize. 
Before providing a summary of the results in this paper, we give three 
natural interpretations of the category A. The first interpretation is as an 
extension of the theory of representations of diagrams. Let A, be the 
diagram l + l + l consisting of three vertices and two arrows. The 
category of free R-representations of A, is the category whose objects are 
tuples (f, g), where f and g are R-module homomorphisms between 
finitely generated free R-modules such that codom(f) = dom( g). The 
morphisms are defined as in A. Thus, A is a full subcategory of the 
category of free R-representations of A,. Note that the category of free 
R-representations of A, is equivalent to the category of functors from A,, 
viewed as a diagram category, to the category of finitely generated free 
R-modules. From this point of view, the study of A is a generalization of 
the study of the k-representations of the diagram A,, where k is a field. As 
mentioned earlier, k-representations of diagrams have played an important 
role in the study of finite dimensional k-algebras. See [GGl, Appendix] for 
details about k-representations. 
It is well known that the category of k-representations of the diagram A, 
is equivalent to the category of modules over the ring of 3 x 3 lower 
triangular matrices over k. This leads to the second interpretation of A. Let 
T(R) denote the ring 
/R 0 O\ 
of 3 x 3 lower triangular matrices over R. Let L(T(R)) denote the category 
of finitely generated R-free T(R)-modules. That is, L( T(R)) is the category 
of R-lattices in the category of T(R)-modules. Note that T(R) is not a 
classical order since, if K denotes the quotient field of R, then KOR T(R) 
is isomorphic to the 3 x 3 lower triangular matrices over K, T(K). Since 
T(K) is not a semi-simple ring, we are not in the classical situation. We do 
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have the following known result, the proof of which we sketch for com- 
pleteness. 
PROPOSITION 1.1. The category L( T(R)) and the category of R-free 
representations of A, are equivalent. 
Sketch of the Proof If we set 
eI=(i & $, ez=[i a i), and e3=[i i !), 
then a T(R)-module, X, can be viewed as a triple of R-modules, 
where Xi=e,X for i= 1, 2, 3. 
The action of T(R) on X is given by left multiplication by T(R) on 
Thus the action of T(R) on X is determined by 
(i a $ and (! p !) actingon (i:). 
These actions, in turn, can viewed as R-homomorphisms ROR Xl -+ X2 
and R OR X, + X,. Finally, by identifying RBR Xi with X, we see that 
T(R)-modules can be viewed as triples of R-modules (Xi, X,, X,), together 
with two maps f: X, + X, and g: X, + X,. In this fashion, we see that if 
X is in L(T(R)), then (f, g) is an R-free representation of A,. This induces 
the desired equivalence of categories. 1 
By combining the above result with the preceeding remarks, we see that 
the study of A can be viewed as the study of a full subcategory of the 
category of lattices over a nonclassical order. 
Our final interpretation of the consistent diagonalization of objects of A 
is as a study of how the Invariant Factor Theorem [CR, Theorem 16.61 
can be generalized. In our terminology, one can state the Invariant Factor 
Theorem as follows: If R is a complete local principal ideal domain and 
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f: F, + F2 is a full monomorphism of free R-modules, then there are bases 
of F, and Fz such that f is represented by a diagonal matrix. As we see, 
it is far from true that every element of A can be consistently diagonalized. 
Our main theorem provides an algorithm for determining which objects of 
A can be consistently diagonalized, and, if one can be consistently 
diagonalized, we provide an algorithm for constructing appropriate bases 
which yield the consistent diagonalization. 
We end this Introduction with a brief summary of the paper. Section 2 
provides a statement of the main result, giving an algorithm describing 
when elements of A consistently diagonalize. At the end of the section, we 
furnish three examples of how the algorithm works. Sections 3 and 4 
provide a proof this algorithm. Section 3 shows that the problem can be 
translated to a problem involving monomorphisms of torsion R-modules. 
It is also worth noting that this connection can be viewed as reducing the 
problem to the problem of decomposing short exact sequences over a serial 
artin algebra. Section 4 gives the proof of the main result using the translation 
techniques developed in Section 3. In Section 5, we sketch a proof that the 
category of monomorphisms between torsion R-modules introduced in 
Section 3 is of infinite representation type. This implies that it is rare for 
objects of A to consistently diagonalize. It also implies that there are 
objects (f, g) in A with the rank of dam(f) arbitrarily large, so that (f, g) 
is indecomposable. In Section 6 we study special short exact sequences of 
torsion R-modules, for example, split sequences and almost split sequences. 
The sequences are associated to special objects of A which we describe and, 
in the case of the almost split sequences, we show that the associated 
objects have special mapping properties. The final section provides possible 
generalizations of some of the constructions of the paper. 
2. STATEMENT OF THE MAIN RESULT AND EXAMPLES 
Let X= (f, g) be an object of A with X = F, A F, A F2. Since f and 
g are full monomorphisms, we see that the ranks of F,,, F,, and Fz are all 
equal and we call this common rank the rank of X. If X= (f, g) and 
Y=(f’,g’) with X=FO- F,& F, and Y=G,_fl,GIAGz then the 
direct sum of X and Y, denoted X 0 Y, is (f @ f ‘, g @ g’), where X 0 Y = 
F&GO- F,@G,- Fz @ G,. We say an object X in A decomposes 
if X is isomorphic to X, @X, for some X, and X, in A with the rank of 
Xi~1fori=1,2.Notethatifh=fOg:F,OG,~F,OG,,whereeachFi 
and Gi are finitely generated free R-modules, then h is a full 
monomorphism if and only if both f and g are full monomorphisms. From 
this it follows that summands of objects in A are also objects in A. We say 
an object X in A is indecomposable if X does not decompose. In this 
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terminology, we see that an object X in A consistently diagonalizes if and 
only if X decomposes into a direct sum of rank 1 objects in A. 
Since R is a complete local ring and T(R) is a finite R-module, we see 
that the category of T(R)-lattices, L( T(R)), satisfies the Krull-Schmidt- 
Azumaya Theorem [RR, Sect. 2 (11 )]. Thus, to determine if an object X 
decomposes into a direct sum of rank 1 objects, we may split off rank 1 
direct summands one at a time. That is, if X= X, OX,, where the rank of 
X, is 1, then X decomposes into a direct sum of rank 1 objects if and only 
if X, does. Our algorithm proceeds in this fashion. It provides necessary 
and sufficient conditions for an object X to have a rank 1 summand. By the 
above remarks, that is all that is needed for an algorithm to determine if 
an object is consistently diagonalizable. If an object X has a rank 1 direct 
summand, it also provides a procedure for finding bases that yield a 
decomposition which splits off a rank 1 summand. 
Our first result of this section gives an easy but important case of when 
an object of A has a summand of rank 1. Recall that m denotes the maximal 
ideal of R. 
LEMMA 2.1. Let X= (f, g) be an object of A. Then im(gf) 9 
m(codom(g)) if and only z+fX has a summand of rank 1 of the form (1 R, 1 R)r 
where 1, denotes the identity map on R. 
Proqf: Write X= F, I F, -5 F2. If X has a summand of rank 1 of 
the form (lR, 1 K), then clearly im(gf) cannot be contained in 
m(codom(f )). On the other hand, the condition that im(gf) g 
m(codom(g)) implies that there is a monomorphism CI: R + F, and a 
surjection 2: F, -+ R such that Tgfo = 1 R. Consider the commutative 
diagram 
R= R= R 
where &=T, d,=v, and h,=zg$ Define ($o,~l,$z): (lR, lR)+(f, g) 
by 11/0 =(T, $, =,fo, and ti2 = gfa. It is routine to check that (do, dl, &) 0 
(tiO, $1, $2) is the identity map on (1 R, 1 R). This proves the result. 1 
The condition im(gf) SC m(codom(g)) is equivalent to the condition 
that for any choice of bases of FO, F,, and F2, the matrix representing f 
must have at least one unit entry. The next result, although not used in 
what follows, is worth mentioning. 
481:13911-3 
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COROLLARY 2.2. When an object X = (f, g) of A is viewed as a 
T(R)-module, X has a projective summand if and only if im( gf) g 
m(codom(g)). 
Proof The projective T(R)-modules are known to be exactly those of 
the forms 
Since f and g are full monomorphisms, X cannot have a summand of the 
form(O:O-+R, 1,:R+R)or(O:O-+0,0:0+R).ThusXhasaprojective 
summand if and only if X has a summand of the form (1 R, 1 R). 4 
We show how the above results are algorithmic. 
ALGORITHM 1. For finding a rank 1 summand of (f, g) of the form 
(1 R, 1 R) if im(gf) g m(codom(g)). Suppose that we have an object 
(f, g) = F, .f F, * F2 in A with im(gf) g m(codom(g)). Let 
a= {a,, . . . . a,}, 8= (PI, ..., /I,>, and 7 = (y,, . . . . y,,) be bases of F,, F,, and 
F,, respectively. Suppose that the (i, j)th entry of the matrix representing 
gf with respect to the bases CI and y is a unit, which we may assume is 1. 
Let G: R-F0 by a(l)=ai and r: F2 + R by r(yk)= 6,, where 6, is the 
Kronecker delta. Then tgfo = 1,. Choose new bases ol’, b’, and y’ as 
follows. If f(a,) = Ci= i akPk, then some ak must be a unit, say a,. Let 
a’= {a,, a;: k= 1, . . . . j- 1, j+ 1, . . . . n}, where &=a,-(tgf(a,)).orj, 
/?‘= (f(ai), fi;: k= 1, . . . . s - 1, 3 + 1, . . . . n}, where Pk = Bk - (qGk)) .f(a,), 
and y’= {gf(y,), y;: k= l,..., i-l, i+l,..., n], where y;=yk- 
(~(7~)). gf(or,). With these new bases it is an easy computation to show 
that the matrices representing f and g are of the form 
1 o...o 
0 * ... * l i . . 0 * ... * 
This gives the desired decomposition. 
Our next result plays an important technical role in the overall algorithm. 
The proof is standard and is left to the reader. 
LEMMA 2.3. Let x be a generator of the maximal ideal m of R. Let i be 
a positive integer and let (h,, h2) be an object in A. Then the following 
statements are equivalent: 
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0) (~l~~2)=tf~~f2)O(gl~ 8,) 
$1 th,,x’h,)=tf,,~‘f,)Otg~,x’g~) 
(iii) (x’h,,h,)=tx’f,,f,)Otx’g,, g2). 
As an immediate consequence of the above result we can state another 
part of the algorithm. 
FACTOR STEP. In determining if an element (f, g) has a rank 1 direct 
sumand, by factoring out powers of a generator of m, we may assume that 
im(f) e m(codom(f)) and im(g) 4~ m(codom(g)). 
Equivalently, in determining if an element (A g) has a rank 1 direct 
summand, by factoring out powers of a generator of m, we may assume 
that for any choice of bases of F,, F,, and F2, the matrices associated to 
f and g both must have at least one unit entry. 
We now begin the main part of the algorithm. Let (f, g)= F,L 
F, -% F2 be an object in A. By applying the Factor Step, we may always 
assume that for any choice of bases of F,, F,, and F2, the matrices 
representing f and g each have at least one unit entry. Next, by applying 
Algorithm 1 repeatedly, possibly alternating with the Factor Step, we may 
assume that (f, g) satisfies the following conditions: 
(1) imkf)~m(codom(g)) 
(2) im(f) P mtcodomtf)) 
(3) imtg) P mtcodomtg)). 
If an element (f, g) of A satisfies conditions (1) (2), and (3) above, we 
say that (f, g) satisfies condition (*). 
If (f, g) satisfies condition (*), the Factor Step and Algorithm 1 are no 
longer useful and we need another technique to continue. For the remainder 
of the paper, fix a generator x of the maximal ideal m of R. By the 
Invariant Factor Theorem, there are two bases c( and c? of FO and bases fi 
of F, and y of F2 such that 
(i) the matrix representing f with respect to the bases c1 and fl is 
diagonal with diagonal entries xuA, and 
(ii) the matrix representing gf with respect to the bases oi and y is 
diagonal with diagonal entries xht. 
Given such a choice of bases tl, 8, p, and y, we say that f and gf are 
appropriately diagonalized. We may now state the main theorem of the 
algorithm, the proof of which is completed in the next two sections. 
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MAIN THEOREM 2.4. Let (f g)=F, -& F, 8, FZ be an obj’ect in A 
which satisfies condition (*) and which consistently diagonalizes. Assume that 
a and oi are bases of FO, b is a basis of F, , and y is a basis of F2 such that 
f and gf are appropriately diagonalized with x“’ the (s, s)th entry of the 
matrix representing f and xbi the (t, t)th entry of tha matrix representing gf 
Then for some i and j w’e have ai= 6, and the (i, ,j)th entry of the matrix 
representing g with respect to the bases /I and y is a unit. 
The next result shows that the above theorem allows one to split off a 
rank 1 summand of (J; g) in an algorithmic fashion, provided that the 
conclusion of the above theorem holds. 
ALGORITHM 2. For finding and splitting off a rank 1 summand of an 
object (A g) which satisfies condition (*) and consistently diagonalizes. Let 
(f; g) = FO & F, -5 F2 be an object in A which satisfies condition (*). It 
is well known that finding bases which diagonalize a matrix over a 
principal ideal domain is algorithmic. Hence, it is algorithmic to find bases 
c(= {a,, . . . . cc,} and oi of F,, /I= {PI, . . . . /I,) of F,, and y= {y,, . . . . y,} of FZ 
so that f and gf appropriately diagonalize. 
Supposing that (f, g) consistently diagonalizes, the Main Theorem states 
that there exist an i and a j such that a/- = bi and the (i, j)th entry of the 
matrix representing g with respect to the bases /3 and y is a unit. Let g,, 
denote the (u, v)th entry of the matrix representing g. By multiplying by 
appropriate units, we may assume that g,= 1. In Section 4, we prove that 
under these hypothesis xul-q g,, E R for s = 1, . . . . n; see Lemma 4.3 and 
recall that a/ = bi. Consider the following new bases of F,, F,, and F2. 
Let y’ = {y;, . . . . yL>, where yb = g(p,) if k = i and y; = yk if k # i; 
B’ = (8, . . . . /Ii}, where &=#I,) if k=j and b;=JI-gikljl if k#j; and 
cd = {a; ) . ..) GIL}, where &=(a,) if k=j and c&=~k-xUkP~gik~i f kfj. 
These are clearly bases. Lemma 2.5, which follows, proves that the matrix 
representing f remains diagonal under these new bases and that the matrix 
representing g is of the form 
0 
0 
0 ... 0 1 0 ... c 
0 
0 
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where we show the ith row and jth column. Hence (f, g) has a rank 1 
summand of the form (pxu,, 1 R), where pL,<,,: R -+ R is multiplication by xq. 
This completes Algorithm 2. 
LEMMA 2.5. Keeping the notation qf Algorithm 2, under the bases CI’ for 
F,, fi’ for F, , and y’,for F,, the matrices representing f and g have the forms 
asserted in Algorithm 2. 
Proof: First consider J: We have f(ai) =f(a,) = x9& = x”bi. Further- 
more, if k#j, f(ak)= f(~k-~UA~~gjk~j)=~Uk~k-xukgik~,=~Uk(~~). 
Hence, under the new bases a’ and fi’, the matrix associated to f remains 
diagonal. 
Now consider g. We have g@;) = g(fl,) = y:. It remains to show that if 
k # j, then g(bk) is in the R-span of {y;i: k # i}. Assume k # j. We have 
S(BL) = g(P!f - grkPj) = C;= 1 g/kY/ - gik(C:= 1 gt,YO = (Cl#i g/kY/ + 
gikyj) - kikgBy, + Clfr g,,g,,y,). But g,= 1. Thus, we get sW’;) = 
(C,ziglky,)-(C,zigikgrjyl). But for k#i, Y~=Y; and the proof is 
complete. m 
Before giving some examples, we summarize the algorithm. Using 
Algorithm 1 and the Factor Step, we split off rank 1 summands of an 
object in A. Either this consistently diagonalizes the object or we are 
reduced to an object in A which satisfies condition (*). If the object 
consistently diagonalizes, Algorithm 2 allows us to continue by splitting off 
a rank 1 summand. If the object cannot be consistently diagonalized, then 
we cannot continue to split off rank 1 summands and hence, at some stage, 
the conclusion of Theorem 2.4 will be invalid. Note that after applying 
Algorithm 2, one must in general repeat Algorithm 1 and the Factor Step 
before one can reduce to condition (*) again. 
EXAMPLE 2.6. An object qf A qf rank 2 which is indecomposable. Let 
/=(A ,9, &f -1) 
X=R2- R2AR2. 
Note that X satisfies condition (*). Let CY, 8, and y be the standard bases 
of R2. Let oi be the basis {(A), c-r)}. It is easy to check that the matrix 
representing gf with respect to the bases B and y is (y,’ $). Then the 
conclusion of the Main Theorem fails and it follows that X does not 
consistently diagonalize. Since X is rank 2 we conclude that X is, in fact, 
an indecomposable object in A. 
We see in Section 6 that X in fact corresponds to an almost split 
sequence in a category which is representation equivalent to A. 
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EXAMPLE 2.7. An example of how Algorithm 1 and the Factor Step work. 
Let 
X=R3 - 
Apply the Factor Step to ,f and replace it by the matrix 
i 0 1 x 0 0 1  . 
Then gf has a 1 in the (1, 1)-entry. By Algorithm 1, X must have a 
summand of the form X, = R 5 R A R. The bases that work are 
wJ={(;)> (;). -fi) 
y={(xr:l!2 r). (s)}.
The new matrix representing f with respect to a and b remains the same. 
The matrix representing g with respect to p and y is 
Thus if we let 
then X=X,@X,. 
To continue this example, we apply the Factor Step and factor out x 
from the matrices to yield 
.f,=(G y, I A+= (,
2 - .x3 ~ .x4 
Y=R’- R2 
I - 2 + x3 
)P R2. 
This must decompose since g'f' has a unit entry and we may apply 
Algorithm 1 again. When we are done we get the decomposition 
XzRzR’-R@RAR&R@RLRAR. 
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Example 2.8. Use of Algorithm 2. Let 
It is easy to verify that condition (*) holds. Next note that if one chooses 
oi = {(A), (,“)J and y to be the standard basis, then gf is represented by 
(i $). The conclusion of the Main Theorem holds, since a, = h, = 2 and 
g12 = 1. Thus we may apply Algorithm 2. The bases a’ and b’ remain the 
standard bases but y’ = {(A), (:)}. Under these bases we have f as above 
and g diagonalizes to (; y). 
3. THE REDUCTION THEOREM 
In this section we develop techniques for studying a subcategory of A 
which plays an important role in what follows. Let B be the full 
subcategory of A consisting of those objects (f, g) such that im(gf) c 
m(codom(g)). By Algorithm 1, an object of A is a direct sum of an object 
in B with a direct sum of rank 1 objects of the form (1 R, 1 R). It is clear 
that an object in B has no summands of the form (l,, 1 R). Thus, if an 
object in B decomposes, then the summands are also objects in B. The aim 
of this section is to develop a method for reducing the study of B to the 
study of a simpler category which we now introduce. Let F denote the 
category of monomorphisms a : A -+ B between two finitely generated torsion 
R-modules A and B. A morphism d : {a: A -+ B} --t {a’: A’ -+ B’} is a pair 
of R-homomorphisms (4,) d2) such that the following diagram commutes: 
A -5B 
We remark that the category Y is a full subcategory of the morphism 
category of the category of finitely generated torsion R-modules. Let .4p 
denote the category whose objects are short exact sequences, 0 - A -% 
Bb’ C - 0, of finitely generated torsion R-modules with morphisms 
defined in the obvious way. We have the following obvious result. 
PROPOSITION 3.1. The categories Y and Y are equivalent. 
We now define a funcor, 9, from B to 5. If (A g) is an object in B, 
define F(f, g) = (a: coker(f) -+ coker(gf)}, where a is the map induced 
from the map g. Thus, if (f, g) = F,, L F, 3 F,, we have a commutative 
diagram: 
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0 0 
f I fs I 
g 
f', - F2 
I I 
coker(f) ---5 cokerkf) 
I i 
0 0 
The hypothesis that f and g are full ensures that both coker(f) and 
coker(gf) are torsion R-modules. The induced map a is clearly a mono- 
morphism. We define 9: B + F on morphisms in the obvious fashion. 
Recall that a functor between two additive categories is a representation 
equivalence if it is an additive, full, dense functor which reflects 
isomorphisms and preserves indecomposability. Our goal is to show that 
4: B -+ f is a representation equivalence. To do this we need to develop 
something like an inverse to 9. 
Let a : A -+ B be an object in F. Let p : F2 + B be an R-projective cover 
of B. Consider the pullback, F1, of 
By denoting the kernel of p by F,, we get the following commutative 
diagram with exact rows and columns: 
0 
1 I 
F, = FO 
O- F,d F2 --+ coker(g) - 0 
O-A”- B - coker(a) - 0 
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Define %( {a}) = (f, g). Technically, FJ( {a}) is dependent on the choice of 
the projective cover p: F2 -+ B; but, since we apply 9 to fixed objects of 5 
we abuse notation and ignore that F# is dependent on p, Since R is a local 
principal ideal domain, it is immediate that F, and F, are finitely generated 
free R-modules. Since p is a projective cover, it follows that im(gf) E 
m(codom(g)). It is also clear that both f and g are full monomorphisms. 
Thus, we conclude that Y( {a}) is an object in B. Although 2? cannot be 
extended to a functor, it plays an important role in proving that 9 is a 
representation equivalence. We now state the main result of this section. 
REDUCTION THEOREM 3.2. The finctor P-: B -+ Y is a representation 
equivalence. 
Proof It is clear that 9 is an additive functor. To see that F is dense, 
we note that if {a} is an object in F-, then F%( {a}) g {a}. Next we show 
that F is full. Let (#1, b2): (a: A + B} + {a’: A’+ B’}. Consider the 
diagram 
0 0 
O-A ----+ B w coker(a) - 0 (I 
where (A g) = %( {a}) and (f’, g’) = g( (a’}). 
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Since ~‘4, = &a, there is an induced map b3 : coker(a) + coker(a’). Since 
p and p’ are projective covers, there is a morphism pu,: F, + F; such that 
d2p = p’pz. By letting rc and rr’ denote the maps F, + coker(a) and 
F; -+ coker(a’), respectively, we see from the commutativity rc’,u* = d3 n that 
there is an induced map p, : F, -+ F,’ so that g’p, = pL2 g. The existence of 
p,,: F,-tF; such that ,f’po=pl f is an easy consequence of the 
commutativity of the other maps. By the commutativity of the constructed 
maps, it follows that /A = (pO, ,u,, pZ) is a morphism in B such that F(p) = 
(d, , &). Hence 9 is full. 
Since p and p’ are projective covers, it also follows from the construction 
that if (4,) d2) = P(,u) is an isomorphism then p is an isomorphism. Next, 
let (f, g) = F,, L F1 -5 F2 be given and 9((f; g)) = (a: A + B}. Set 
{a’:A’+B’}={a:A-+B} and 9({a’})=(f’,g’)=F6_fL,F;xFi. By 
letting (4r, &) = (1,) 1,) and using the above diagram, we see that 
(f, g)g %P(f, g). It follows that F reflects isomorphisms. Since p is a 
projective cover and R is complete, standard arguments show that B 
preserves indecomposability. This completes the proof. 1 
We end this section with some remarks which indicate why we stated 
earlier that f seems to be easier to handle than B. We first introduce some 
notation that we keep for the remainder of the paper. Let N be a positive 
integer. Let A, = R/(mN). Note that A, is a serial artin algebra of length 
N. Thus there are precisely N nonzero indecomposable A,-modules, 
v/(1 1, . ..> V(N), where V(i) is the indecomposable A,-module of length i; 
that is, V(i) E AN/(ri) E R/(m’), w h ere r denotes the Jacobson radical of 
AN. More generally, the indecomposable torsion R-modules are of the form 
R/(mN), which we also denote by V(N). We sometimes denote the zero 
module (0) by V(0). Given a short exact sequence of finitely generated 
torsion R-modules, 0 + A --f B + C-t 0, we see that by choosing N suffi- 
ciently large, we may view the sequence as a short exact sequence over AN. 
The study of the decomposability of such a sequence in B then can be 
viewed as the study of the decomposability of the short exact sequence over 
an artin serial algebra A,, for sufficiently large N. 
Our final remarks, similar to some of the discussion in Section 1, give 
another interpretation of the category r-. For sufficiently large N, an object 
{a: A -+ B} in r can be viewed as a module over the lower triangular 
matrix ring T = (;; /p, ). Thus, the study of the decomposability of objects 
in y can be reduced to the study of the decomposability of objects 
(A’, Y, f), such that f: X-+ Y is a monomorphism, and (X, Y, f) is an 
module over a 2 x 2 lower triangular matrix ring of a serial artin algebra. 
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4. PROOF OF THE MAIN THEOREM 
In this section we complete the proof of the results stated in Section 2. 
We briefly recall some of the definitions from that section. If (L g) = 
F,L F1 4 F, is an object in A then we say (f, g) satisfies condition (*) 
if im(gf) c_ m(codom(g)), im(,f) $C m(codom(f )), and im( g) $C 
m(codom(g)). In particular, if (f, g) satisfies condition (*), then (A g) is 
an object in B. Further, suppose we have a choice of bases a and a’ for F,, 
b for F,, and y for F, so that the matrix representing f with respect to the 
bases a and p and the matrix representing gf with respect to CI’ and y are 
both diagonal matrices. Then CI, cz’, /?, and y are said to appropriately 
diagonalize f and gf: Such bases can always be found by the Invariant 
Factor Theorem. We now state the main result of this section, which was 
stated as Theorem 2.4. 
MAIN THEOREM 4.1. Let (f, g) = F, A F1 -5 F, be consistently 
diagonalizable. Suppose that (A g) satisfies condition (*) and that we have 
chosen bases c( and 3i qf F,, b of F,, and y of F,, which appropriately 
diagonalize f and g5 with the matrix representing f having diagonal entries 
x‘+ and the matrix representing g,f having diagonal entries xhl. Then there 
exist i and j so that ai = bi and the (i, j)th entry of the matrix representing 
g with respect to /I and y is a unit. 
Our proof uses the Reduction Theorem and the special properties of the 
category r. We begin by translating what condition (*) means in Y. To 
do this, first let h: F-+ G be a full monomorphism between two finitely 
generated free R-modules. Since h is full, the cokernel of h is a finitely 
generated torsion R-module. Let n = rank(F) = rank(G). Keeping this 
notation, we have the following useful result. 
LEMMA 4.2. (a) coker(h) z @y=, V(a,) for some m d n and a, > 1 
(b) vim(h) c m(codom(h)), then m = n. 
(c) If im(h) g m(codom(h)), then m <n. 
Proof Part (a) follows from the structure of finitely generated torsion 
modules over a principal ideal domain, together with the fact the torsion 
module coker(h) has at most n generators since a rank n free module, G, 
maps onto it. 
One way of proving (b) and (c) is to note that G is an R-projective cover 
of coker(h) if and only if im(h) % m(codom(h)). Another method of proof 
is to apply the Invariant Factor Theorem. m 
We also note that if h: F + G is a full monomorphism and CI and b are 
bases of F and G, respectively, so that the matrix representing h with 
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respect to c( and /I is diagonal with diagonal entries xUL, . . . . x““, then 
coker(h) = or= r V(a,), recalling the convention that V(0) = (0). Analyzing 
objects in F more closely, we see that if a < 6, then up to isomorphism in 
F-, there is only one object of the form {a: V(a) -+ V(b)}. That is, if (a, E’: 
V(a) + V(b)} are both monomorphisms, then {M: V(a) + V(b)] and 
{a’: V(a) + V(b)} are isomorphic objects. We sometimes abuse notation 
and denote by (V(a), V(b)) one of these isomorphic objects. 
Next we investigate what objects in F correspond to rank 1 objects 
in B. Let (f, g) = R L R & R be a rank 1 object in B. Then 
coker(gf) = V(b) for some b > 1 since im(gf) E mR. There are two choices 
for coker(f). One is that f is an isomorphism and hence coker (f) = 0. The 
other possibility is that coker(f) = V(a). S ince coker(f) maps injectively 
into coker(gf) we see that a db. Thus we see that the rank 1 object (A g) 
maps to some (k’(u), V(b)) under F-. 
Before proving the Main Theorem, we prove the lemma that was used 
in Algorithm 2 of Section 2. 
LEMMA 4.3. Assume that (f, g) = F, / F, A F2 satisfies condition (*) 
and that we have chosen bases so that f and gf appropriately diugonulize 
with diagonal entries xUz and xbz, respectively. Then if the matrix representing 
g has entries gii, we huve 
ProojI Let CI, 6, /?, and y denote bases that appropriately diagonalize f 
and gf: Consider the jth inclusion oj: R -+ F1, where G,( 1) = /Ii. Then if 
pf: F, -+ coker( f) is the canonical surjection, we have coker(f) = @ i V(u,) 
and we get a commutative diagram, 
P 
I I 
PI 
V(q) -L 0 j V(q) 
where 6 is the inclusion map and p is the canonical surjection. Similarly, 
if r,: F2 -+ R denotes the ith projection, then we get a commutative 
diagram, 
F, A R 
PRl 
I i 
P 
Oj Vtbj) A V(b,) 
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where Z is the ith projection and p is the canonical surjection. Finally, by 
setting g: @ V(a,) + @ V(h,) to be the map induced by g from coker(f) 
to coker(gf), we get a commutative diagram, 
R L F, z ’ F, AR 
P 
I 
PI 
I 
PXI 
I 
P 
Va,) A Ok V(a,)A Ok V(b,)L V(ii). 
If ai 3 bi then the lemma holds. Assume that aj < bi. Consider the above 
commutative diagram. From the commutativity of the diagram, we get --- 
p~~goj(l)=~g~p(l). But ~r,gcr,(l)=pt~(g~). Since aj<h, it follows that --- Tgop( 1) E rnbj- q V(b,). But this implies that g, E m”-‘f. Thus, xq- hz g, E R 
and the result is proved. 1 
We now turn our attention to the Main Theorem. 
Proof of the Main Theorem. Keeping the notation developed above, we 
have a commutative diagram with exact rows and columns, 
0 0 
I I 
0 - Oh V(ak) (I- Ok V(b,) 
I I 
0 0 
where coker(f) = Ok V(a,) and coker(gf) = Ok V(b,). Since condition 
(*) holds, we see that at least one ak = 0 and b, > 0 for k = 1, . . . . n. Thus we 
conclude that coker(gf) has more indecomposable summands than 
coker(f). Part of the hypothesis of the theorem is that (f, g) consistently 
diagonalizes. Hence, {a: coker(f) -+ coker(gf)}, where a is the map 
induced by g, decomposes as an object of Y into summands of the form 
(V(a), V(b)). Finally, note that by condition (*), coker(g) also has fewer 
than n indecomposable summands. 
We claim, by this last remark, that one of the indecomposable summands 
of {a: coker(f) + coker(gf)} must be of the form (V(c), V(c)) or else 
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coker(g) would have as many indecomposable summands as coker( gf). 
From this, we easily conclude that if (V(c), V(c)) is a summand of 
(a: coker(f) + coker(gf)}, then for some i and j, aj = hi = c, and that the 
(i, j)th entry of the matrix representing g is a unit. This completes the 
proof. 1 
5. INFINITE REPRESENTATION TYPE 
In this section we sketch an argument showing that if R = k[ [xl] is a 
power series ring over a field k in one variable, then A contains an infinite 
number of nonisomorphic indecomposable objects other than those of rank 
1. We do this by considering r and showing that for some N, sufficiently 
large, there are an infinite number of nonisomorphic indecomposable 
objects {a: A + 8) with the property that xNA = xNB = 0. For a fixed N, 
there are only a finite number of objects P(,I; g) = {a: A + B} which 
satisfy xNA = xNB= 0 and such that the rank of (A g) = 1 since by the 
remarks in Section 3, all such objects must be isomorphic to one of the 
form {inclusion: V(a) + V(b)}, where a<b<N. 
We now introduce a diagram that is of importance in this section. Let 9 
denote the diagram 
I 2 ?I+1 m+n+l 
.+.+... . +... . 
t 
. 
We use the results of [GGl, Appendix] freely and refer the reader there 
for definitions. Let I,,, denote the full subcategory of the category of 
k-representations of $8 such that the objects of Z,,, have no semi-simple 
summands. It is well known [Gl, DR] that I,,,, is of wild representation 
type if m, n > 3. Let N = m + n + 1. Let TN denote the full subcategory of Y 
consisting of those objects {u: A -+ B} such that x”‘A = xNB= 0. We can 
now state the main result of this section, which has as a consequence the 
claims made above. 
THEOREM 5.1. There is an additive functor from the category I,,,, to the 
category F)Z which preserves indecomposability. In particular, if N > 9, then 
FN is of wild representation type. 
Sketch of the ProoJ We define a functor A : I,,, n + 9,Y.Y which we show 
is an additive functor that preserves indecomposability. Let Z be the object 
in I,,, corresponding to the following representation of 9: 
Al-f-!--+ A,-% . ..“n bl bm D- B,-...---+ B,. 
t 
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We assume that c: C + D is a monomorphism since if not, the kernel of c 
splits off as a semi-simple direct summand of Z. Define d(Z) = {a: A + B}, 
where A=C@(@,“=, B,) and B=(@:=, Aj)@D@(@~zJ_m=l II,) and 
a : A + B is given by a restricted to C is c : C + D and a restrrcted to Bk is 
the inclusion of B, into 0, B,. 
We must describe how A and B are torsion R-modules. To do this, we 
describe the action of X. For A, the action of x on C is given by the map 
h, 0 c, for k < m, the action of x on B, is given by 6, + , , and on B,, x acts 
as 0. Similarly, for B, the action of x on the various summands is given by 
the maps ai and b,. With this action, A and B can be viewed as torsion 
R-modules and it is not hard to check that a: A + B is an R-monomorphism. 
Furthermore, x”‘A = xNB = 0. The definition of A on morphisms and the 
proof that d is a faithful additive functor are straightforward and left to the 
reader. 
That A preserves indecomposability is a bit more subtle and we provide 
only a sketch of the proof. First, recall from Section 3 that objects 
{a: A -+ B} such that xNA = xNB= 0 can be viewed as modules over 
the 2 x 2 lower triangular matrix ring ,4 = (~[[:~~~i$~ kllX~,i(x”I). Since 
k[[x]]/(xN) is isomorphic to k[x]/(x”), we see that the quiver of A is 
with relations uN = vN = 0 and wu = VW. We may grade A by giving u and 
v grade 1. With the results of [GG2, GG3, G2] applied, the graded 
A-modules are representations of the diagram 
. . . A. A. 2, . . . 
M 
I i 
M’ 
. . .D, . A. -LL) . . . 
with relations uN = 0, vN = 0, and wu = VW. In this setting d(Z) is a graded 
A-module and can be represented in the above diagram as follows: 
In [GG2], it was shown that summands of graded modules are again 
graded. From the above description of d(Z) as a graded A-module, it 
follows that if 2 is an indecomposable representation of 9 which is not 
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semi-simple, then d(Z) is also indecomposable. This completes the sketch 
of the proof. 1 
6. SPECIAL SEQUENCES 
We devote this section to the examination of certain special objects in 
the category Y of short exact sequences of finitely generated torsion 
R-modules. The equivalence of the categories F and Y was noted in 
Section 3. We denote by A r*: B + Y the functor obtained by composing 
the representation equivalence F : B -+ F with an equivalence of categories 
from F to 9. 
We introduce some notation that we keep for the remainder of this section. 
Let (E) = 0 + A 5 B A C + 0 be a short exact sequence in Y. Suppose 
that (f, g) = F, L F, a F2 is an object in B such that F*((f, g)) = (8). 
Then we have the following commutative diagram with exact rows and 
columns: 
0 0 
h 0-A” B-C-0 
I I i 
0 0 0 
EXAMPLE 6.1. Split sequences. We first note that A = (0) if and only if 
f is an isomorphism. Similarly, C = (0) if and only if g is an isomorphism. 
If f is an isomorphism then by the diagram 
F, = F, - F, R 
we see that (f, g) is isomorphic to (l,,, g). It is clear that (IF,, g) 
consistently diagonalizes into rank 1 objects of the form (1 R, xl). Similarly, 
if g is an isomorphism then (f, g) consistently diagonalizes into rank 1 
objects of the form (x’, lR). 
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If (E) = 0 + A -+ B + C + 0 is a split exact sequence, then (E) is the direct 
sum of two sequences O+ArA+O+O and O-O-C-C-+0. 
Thus, if .P*((f, g))=(s) and ( E is a split exact sequence, then (f, g) is ) 
isomorphic to an object 
where either both fi and g, are isomorphisms or both f2 and g, are 
isomorphisms. Thus, in this case, (f, g) consistently diagonalizes. 
EXAMPLE 6.2. Almost split sequences. Almost split sequences, some- 
times called Auslander-Reiten sequences, have played an important role in 
the study of the representation theory of artin algebras and of lattices over 
classical orders and, more recently, in the study of Cohen-Macauley 
modules over commutative rings. For completeness we provide a definition 
and refer to [A, AS, R] for further details. A nonsplit exact sequence 
0 + A -2 B -% C -+ 0 is called an almost split sequence if both A and C 
are indecomposable and, given a map f: X-+ C which is not a splittable 
epimorphism, then there is a map 4: X+ B such that 
is a commutative diagram. 
We have the following result, the proof of which we leave to the reader. 
PROPOSITION 6.3. The category of finitely generated torsion R-modules 
has almost split sequences. More precisely, in the category of finitely 
generated torsion R-modules, for each t > 0, the following sequences are 
almost split sequences, 
(surj incl) o- V(t)- V(t- l)@ V(t+ l)= V(t)- 0, 
where surj and incl denote the canonical surjections and inclusions, respectively. 
We call the above sequence the almost split sequence for V(t). We now 
state another easily verified result. 
PROPOSITION 6.4. Let E, be the object R 3 R 2 R in B and for t > 1, 
let E, be the object 
481/139/l-4 
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in B. Then 5*(E,) is the almost split sequence for V(t), t 2 1, and hence 
each E, is an indecomposable object in B. 
We note that the almost split sequence for V(t) is a special case of the 
sequences studied in Example 6.9, below. Before turning to our next example, 
we examine some special mapping properties of E,. For notational 
convenience, set E, = (f,, g,) and assume that t > 1. 
PROPOSITION 6.5. Let (f, g) = F, L F, --% F2 be an object in B. 
(a) Suppose that we are given uO: R2 -+ FO and u1 : R2 + F1 such that 
we get a commutative diagram, 
R2 “0 F, 
/I I I f 
R2 7 F, 
Then either the induced map from the cokernel off, to the cokernel off is 
a split monomorphism or there exists a map u2 : R2 + F2 such that (uO, u,, u2): 
(f,, g,) + (f, g) is a morphism in B. 
(b) Suppose that we are given u1 : F, --+ R2 and u2: F2 + R2 such that 
we get a commutative diagram, 
R2 d-- F, 
Then either the induced map ,from the cokernel of g to the cokernel of g, is 
a split epimorphism or there exists a map uO: FO + R2 such that (u,, u,, u2): 
(f, g) -+ (f,, g,) is a morphism in B. 
Proof: The proof follows from the fullness of F* and the mapping 
properties of almost split sequences. fl 
EXAMPLE 6.6. Sequences with one term “projective.” Given the short 
exact sequence (E) = 0 -+ A A B A C + 0 in Y, as we noted in other 
sections, for sufficiently large t, A, B, and C and the sequence (E) can all 
be viewed over the ring R/(m’). In particular, we can do this if all the 
indecomposable R-modules occurring as summands of A, B, or C have 
length at most t. Since R/(m’) is a serial artin ring, if either A or C is a 
projective R/(m’)-module, then (E) is a split sequence. Thus, by Example 6.1, 
above, if A or C is a projective R/(m’)-module and if X is an object in B 
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such that F*(X) = (E), then X consistently diagonalizes. It is surprising 
that this must happen if B is a projective R/(m’)-module. 
PROPOSITION 6.7. Suppose that X is an object in B such that 9*(X) = 
0 --f A 4 B A C + 0 and that B is isomorphic to a direct sum of copies of 
V(t). Then X consistently diagonalizes. 
Proof Suppose that B = 0, V(t). It follows that A and C are also 
R/(m’)-modules and that B is a projective R/(m’)-module. Let 
4: @,,, V(t) -+ C be an R/(m’)-projective cover. By standard arguments, 
the sequence 0 + A --% B A C -+ 0 is the direct sum of two sequences of 
the following form: O-K+ @,,, V(t)A C-0 and O--+ @p-m V(t)’ 
@p-m V(t)-+O+O. But, by th e structure of R/(m’)-modules, both the 
sequences decompose into sequences coming from rank 1 objects in B. The 
result follows. 1 
COROLLARY 6.8. Zf (f, g): F, L Fl A F2 is an object in A such that 
there are bases of F, and F2 so that gf is represented by the matrix XII,, 
where Z,, is the n x n identity matrix, then (f, g) consistently diagonalizes. 
EXAMPLE 6.9. It is a tedious but straightforward computation to verify 
that the sequences 
(surj incl) .zij=O- V(i)- V(t)@V(i+j-t)a V(j)-0 
in which 0 d t d min{ i, j} are the only short exact sequences with left-hand- 
end V(i) and right-hand-end V(j). Note that by setting t = i- 1 and j= i, 
we get the almost split sequence for V(i). The proof of the following result 
is left to the reader. 
PROPOSITION 6.10. Let E,: denote the following object in B: 
Then 9*(E!>) = (E;). Furthermore, for t < min(i, j), the E,> are non- 
isomorphic indecomposable objects. 
In [Cl, a number of results on the nature of indecomposable short exact 
sequences of modules over artin algebras of finite representation type are 
presented. The above example can be considered as a special case of a more 
general phenomenon. 
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7. FINAL REMARKS 
In this section we discuss some possible generalizations of the theory 
developed in this paper. If one considers sequences of n full mono- 
morphisms over R, A(n), then, as in Section 1, there are three interpreta- 
$ons ,of this category, namely, as free R-representations of the diagram 
l + l + ... + :, as a subcategory of the category of R-lattices over the 
(n + 1) x (n + 1) lower triangular matrix ring over R, and as n x n matrices 
over R that we can act on in a prescribed fashion. By a construction similar 
to that found in Section 3, there is a representation equivalence from 
A(n) to Y(n), the category whose objects are of the form A, 2 
AZ+ . . . a A,, where each a, is a monomorphism between finitely 
generated torsion R-modules. 
Algorithm 1, the Factor Step, and the Reduction Theorem of Section 3 
easily generalize to this setting. Unfortunately, we have not been able to 
extend Algorithm 2 or the Main Theorem to this setting if n > 2. 
Another direction that is open is to weaken the conditions on R. 
Unfortunately, once this is done, the torsion R-modules become more 
complicated and again we have no general results on the consistent 
diagonalization of pairs of full monomorphisms between finitely generated 
free R-modules. 
Finally, keeping the hypothesis that R is a complete local principal ideal 
domain, it would be interesting to study general objects of the form 
F&-+ F,A F2, where Fo, F,, and F2 are finitely generated free 
R-modules, but we make no restriction on f or g. Some partial results 
indicate that there are some interesting connections between such general 
objects from the category A. 
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