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Introduction
This introduction is divided into three parts. First we give a short overview
of the main aspects and results of the present thesis. Then we explain the
concept of topological entropy and how it can be adapted to control systems.
In particular, we introduce the central notion of invariance entropy. Finally, we
summarize the contents of the individual chapters of this thesis.
Outline of the thesis
The increasing relevance of control systems with restricted digital communica-
tion channels has spurred interest in the information rate necessary to accom-
plish control tasks. The minimal information rate necessary for stabilizing a
linear control system has been considered in Nair & Evans [39, 40, 41], Baillieul
[7], Hespanha & Ortega & Vasudevan [28], and in Tatikonda & Mitter [51] both
for deterministic and stochastic systems under different assumptions on the
coding and control scheme. Nevertheless, the same minimal rate was obtained
in all of these papers depending only on the unstable eigenvalues of the open-
loop system. More results of this kind can be found in the textbook Matveev
& Savkin [38]. This suggests that it should be possible to assign an intrinsic
quantity to a control system, depending only on the open-loop dynamics, which
captures that minimal data rate. For discrete-time systems the first approach
to define such a quantity was made by Nair & Evans & Mareels & Moran [42] in
2004. They introduced topological feedback entropy as a measure for the inher-
ent rate at which a control system generates stability information and proved
that the minimal data rate necessary to stabilize the system into a compact set
is exactly given by that measure. In the present thesis, we consider the problem
of keeping a continuous-time control system in a compact controlled invariant
subset Q of the state space. We introduce the notion of invariance entropy
which measures how often open-loop control functions have to be updated in
order to accomplish this control task. Since the definition of invariance entropy
makes no reference to particular feedback strategies, this quantity is intrinsic;
in fact, it is invariant under state equivalence. The similarity to the notion of
topological entropy (for uncontrolled dynamical systems) makes it possible to
adapt several techniques used for the computation of the latter and to derive
a couple of analogous results. In particular, certain estimates from below and
above involving volume growth rates and asymptotic Lipschitz constants, re-
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spectively, can be adapted quite easily. For linear systems we show that the
invariance entropy is given by the sum of the unstable eigenvalues and hence
coincides with the topological entropy of the corresponding linear flow. This
result can be generalized for inhomogeneous bilinear systems in form of an es-
timate from below. Here the unstable eigenvalues are replaced by the unstable
minimal Lyapunov exponents of the associated homogeneous (bilinear) system
on certain invariant subspaces of the extended state space, i.e., the state space of
the corresponding control flow. If the system is control-affine and the property
of controllability is imposed on the set Q—more precisely, if Q is the closure of
a control set—, the invariance entropy is bounded from above by the sum of the
unstable Lyapunov exponents of an arbitrary periodic solution in the interior of
Q, provided that the linearization along this solution is controllable. A similar
result, proved by Nair et al. [42], holds for the topological feedback entropy,
and our proof is a modification of theirs. For one-dimensional locally accessible
systems with one control vector field we show that the invariance entropy of a
control set equals the minimal Lyapunov exponent of the stationary solutions
in the set Q, provided that this minimum is positive, and otherwise vanishes.
This result is applied to a controlled linear oscillator with damping. Here we
compute the invariance entropy of that subset of the state space, where stabi-
lization at the unstable equilibrium is possible. Then we derive an alternative
characterization of the invariance entropy, which reveals the similarity to the
notion of topological feedback entropy. Moreover, it enables us to show that
the invariance entropy of Q equals the minimal data rate necessary to render
Q invariant by a causal coding and control law, in an analogous way as it is
proved for the topological feedback entropy in [42]. Finally, we use the alterna-
tive characterization to describe an algorithm which computes rigorous upper
bounds of the invariance entropy.
Central ideas of the thesis
In the following, we briefly describe the concept of topological entropy for dy-
namical systems and how it can be adapted to control systems.
Topological entropy measures the rate at which a dynamical system generates
information about the initial state, or more loosely speaking, how chaotic the
system behaves. In 1965, Adler, Konheim, and McAndrew introduced the con-
cept of topological entropy for a continuous map f : X → X on a compact
topological space X. Prior to that, entropy was already defined in a measure-
theoretic setting by Kolmogorov [34] (metric entropy), and Adler et al. followed
that approach closely. Precisely, their definition is as follows. First, the entropy
H(U) of an open cover U of X is defined as the logarithm of the cardinality
of a minimal subcover. Then, for each natural number n an open cover Un of
X is defined as the collection of all sets A ⊂ X with the property that ev-
ery point x ∈ A has the same trajectory with respect to the cover U up to
time n − 1, i.e., x ∈ A0, f(x) ∈ A1, . . . , fn−1(x) ∈ An−1 for a fixed sequence
A0, A1, . . . , An−1 ∈ U . The topological entropy htop(f,U) of f with respect to
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the cover U is the limit limn→∞ 1nH(Un), and the topological entropy htop(f)
of the map f is defined by taking the supremum over all open covers,
htop(f) := sup
U
htop(f,U) = sup
U
lim
n→∞
1
n
H(Un).
In 1970, Bowen [9] and independently, Dinaburg [19], found two alternative
characterizations of the topological entropy for a map on a compact metric
space (X, d), based on the notions of “(n, ε)-separated” and “(n, ε)-spanning”
sets. Using a family of “dynamic metrics”, given by
dn,f (x, y) = max
0≤i≤n−1
d(f i(x), f i(y)), n ≥ 1,
an (n, ε)-separated set E ⊂ X is a set with the property that dn,f (x, y) > ε
holds for any choice of two different points x, y ∈ E. That is, two points in E can
be distinguished if one knows their orbits up to time n−1 and if measurements
of the state can be made precise enough in order to distinguish between points
whose distance is greater than ε. In contrast, an (n, ε)-spanning set F ⊂ X is
a set such that for every x ∈ X there is at least one y ∈ F with dn,f (x, y) ≤ ε,
i.e., the ε-balls with respect to the metric dn,f , centered at the points in F ,
form a cover of X. If one denotes the cardinality of a maximal (n, ε)-separated
set by rsep(n, ε, f), and by rspan(n, ε, f) that of a minimal (n, ε)-spanning set,
one can consider the exponential growth rates hsep(ε, f) and hspan(ε, f) of these
numbers as n tends to infinity. The limits of these growth rates for ε tending
to zero exist and coincide with the topological entropy htop(f):
htop(f) = lim
εց0
lim sup
n→∞
1
n
log rsep(n, ε, f) = lim
εց0
lim sup
n→∞
1
n
log rspan(n, ε, f).
These characterizations made estimation and computation of topological en-
tropy much easier, and they also allowed to extend the concept to uniformly
continuous maps and flows on noncompact metric spaces (see Bowen [10]).
Another key result on topological entropy, which was already conjectured in
Adler & Konheim & McAndrew [2], is the so-called variational principle, which
states that the topological entropy equals the supremum over the measure-
theoretic entropies with respect to all invariant Borel measures of the given
dynamical system. This was proved by Goodwyn [25], Dinaburg [19], and
Goodman [24] in the years from 1969 to 1971. Since these days a vast theory of
topological entropy has been developed. We refer to Katok & Hasselblatt [33]
and other books on dynamical systems for further reading.
In this thesis, we are concerned with the minimal information rate necessary to
stabilize a control system in the sense that trajectories do not leave a certain
subset of the state space. A first approach to measure this rate using an entropy-
like quantity was made by Nair & Evans & Mareels & Moran [42] in 2004,
using similar open cover techniques as Adler, Konheim, and McAndrew. They
introduced the notion of (weak and strong) topological feedback entropy as a
measure for the inherent rate at which a discrete-time control system generates
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“stability information”. Precisely, they consider a control system of the form
xk+1 = F (xk, uk)
on a topological space X with controls uk taken from an arbitrary set U . Then
the control task of stabilizing the system into a compact set K ⊂ X is con-
sidered, whereas two different invariance conditions of increasing strength are
imposed on K. The first one, called weak invariance, requires the existence of
a compact set K ′ in the interior of K and a time n ≥ 1 such that for every
x ∈ K there is a control sequence, which allows to steer from x into the interior
of K ′ in time n. The second one, called strong invariance, requires the same
in time n = 1. Depending on which of these invariance conditions is imposed
on K, the weak or strong topological feedback entropy of K is defined. In the
strong version, triples (α,G, τ) are considered, where α is an open cover of K, τ
a positive integer and G a function, assigning to each A ∈ α a control sequence
G(A) = (Gk(A))
τ−1
k=0 such that starting from any x0 ∈ A with the control se-
quence G(A) one stays in intK ′ up to time τ , i.e., xk ∈ intK ′ for k = 1, . . . , τ
with xk = F (xk−1, Gk−1(A)). Then for any sequence A0, A1, . . . , Aj ∈ α an
open set Bj = Bj(A0, A1, . . . , Aj) ⊂ K can be defined containing all x0 ∈ X
such that the sequence (xk) given by xk+1 = F (xk, uk) with uk = G(Ai−1) for
k = (i−1)τ, . . . , iτ , satisfies xiτ ∈ Ai for i = 0, 1, . . . , j. The sets Bj form again
an open cover βj of K, which by compactness has a minimal finite subcover,
whose cardinality is denoted by N(βj |K). Then the strong topological feedback
is given by
hsi(F,K,U) := inf
(α,G,τ)
lim
j→∞
logN(βj |K)
jτ
,
where the infimum is taken over all triples (α,G, τ) with the described property.
The weak topological feedback entropy is defined analogously. Nair et al. show
that the system can be stabilized into K if and only if the data rate in the
feedback loop exceeds the topological feedback entropy of K. Moreover, a
local version of the topological feedback entropy is defined which measures the
minimal data rate necessary to achieve local uniform asymptotic stabilization at
a fixed point. Finally, it is proved that for a continuously differentiable system
in Euclidean space the local topological feedback entropy can be expressed in
terms of the unstable eigenvalues of the fixed point Jacobian.
In contrast to the authors of [42], our approach is closer to the Bowen-Dinaburg
characterization of topological entropy via spanning sets. For a continuous-time
control system
x˙(t) = F (x(t), u(t)), u ∈ U ,
on a smooth manifold we consider a pair (K,Q) of compact subsets of the
state space with K ⊂ Q and Q being controlled invariant. The latter means
that from every point of Q an admissible trajectory emanates, which remains
in Q for all positive times. We call a set S of admissible control functions T -
spanning for (K,Q) if for all x ∈ K there is some u ∈ S such that the solution
ϕ(t, x, u) stays in Q for all times t ∈ [0, T ]. Then we define the strict invariance
entropy h∗inv(K,Q) as the exponential growth rate of the minimal cardinalities
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r∗inv(T,K,Q) of T -spanning sets as T tends to infinity, i.e.,
h∗inv(K,Q) := lim sup
T→∞
1
T
ln r∗inv(T,K,Q).
One inconvenience of this notion is that the numbers r∗inv(T,K,Q) need not
be finite. To avoid this problem, we define another quantity, simply called the
invariance entropy of (K,Q). To this end, we define (T, ε)-spanning sets for
(K,Q) now requiring only that trajectories stay in an ε-neighborhood of Q
up to time T . Again the exponential growth rate of the minimal cardinalities
rinv(T, ε,K,Q) of such sets is considered, now for each positive ε. Then the
invariance entropy is introduced as the limit of these growth rates for ε tending
to zero,
hinv(K,Q) := lim
εց0
lim sup
T→∞
1
T
ln rinv(T, ε,K,Q).
This definition now avoids the problem of dealing with infinite numbers. Indeed,
finiteness of rinv(T, ε,K,Q) follows by an easy argument from compactness of
K and continuous dependence on initial conditions. Moreover, the definition of
hinv(K,Q) is closer to the characterization of topological entropy via spanning
sets, which allows us to adapt several techniques used in the computation of
topological entropy. It can also be shown that hinv(K,Q) is finite in general,
which can be disproved for h∗inv(K,Q) by counterexamples. While hinv(K,Q)
is always a lower bound of h∗inv(K,Q), it is not clear if equality holds in case
that the latter happens to be finite.
Summary of the thesis
In the following, we give a short overview of the contents of each chapter.
In Chapter 1, we develop the basic theory of continuous-time control systems
on smooth manifolds. In particular, existence and uniqueness of solutions, con-
tinuous and differentiable dependence on initial data, the Liouville Formula
and the Wazewski Inequality are proved. Also linearizations along controlled
trajectories and approximations of arbitrary trajectories by trajectories corre-
sponding to simple control functions are discussed. Moreover, some parts of
the qualitative theory as developed in Colonius & Kliemann [16] are presented.
In the second chapter, we introduce the central notions of the thesis, namely
strict invariance entropy and invariance entropy, and we derive basic properties
of these quantities. It is shown that the invariance entropy shares several prop-
erties with topological entropy. In particular, it is proved that it is preserved
under state equivalence, i.e., under a continuous change of coordinates in the
state space. The concept of invariance entropy is then extended to certain non-
compact controlled invariant subsets of the state space. Finally, we analyze how
the behavior of the control system in a neighborhood of the controlled invari-
ant set Q is related to the invariance entropy of Q. In particular, we consider
the opposite situations that Q is isolated and that controllability holds on a
neighborhood of Q, respectively.
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The third chapter deals with analytical estimates of the invariance entropy.
Using similar methods as applied in the estimation of topological entropy, we
compute an upper bound for hinv(K,Q) in terms of the maximal eigenvalue
of the symmetrized covariant derivative of the right-hand side (with respect to
some Riemannian metric) and the fractal dimension of the setK. This bound in
particular guarantees finiteness of hinv(K,Q). Using volume growth arguments,
a lower bound in terms of the divergence of the right-hand side (with respect
to some volume form) is derived in case K has positive volume. Both estimates
are applied to projected bilinear control systems on the unit sphere. Finally,
the notion of a uniformly expanding system is introduced for systems whose
solution maps are uniformly expanding for all control functions with respect to
a metric on the state space. For a system which is uniformly expanding on Q
we compute a lower bound for hinv(K,Q), which is positive if K has positive
fractal dimension. For one-dimensional linear systems we obtain a formula for
hinv(K,Q), using this estimate together with the aforesaid upper bound.
Chapter 4 is devoted to the study of linear systems and of control sets for
control-affine systems. In both cases it turns out that the invariance entropy
is closely related to the positive Lyapunov exponents of the system on the set
Q. For a linear system the Lyapunov exponents are exactly the real parts
of the eigenvalues of the system matrix. Under the assumption that K has
positive Lebesgue measure, we show that hinv(K,Q) is given by the sum of
those real parts which are positive. For inhomogeneous bilinear systems we are
able to compute a lower bound for hinv(K,Q) in terms of the positive minimal
Lyapunov exponents on certain invariant subbundles for the control flow of
the homogeneous (bilinear) system. For control-affine systems with compact
and convex control range it can be shown that the closure of a control set
is controlled invariant. Hence, the closure of a relatively compact control set
D is a perfect candidate for the controlled invariant set Q in the definition
of invariance entropy. Using approximate controllability in D we show that
both hinv(K, clD) and h
∗
inv(K, clD) are independent of the choice of K, as
long as K has nonvoid interior and is contained in D. This observation is
the key for a couple of results: For one-dimensional locally accessible control-
affine systems with one control vector field we derive an exact formula for the
invariance entropy of a control set D. Precisely, we prove that hinv(K, clD)
and h∗inv(K, clD) coincide and equal the maximum of zero and the minimal
Lyapunov exponent of the stationary solutions in clD. We apply this result
to a controlled linearized mathematical pendulum with damping in order to
compute the invariance entropy of that state space region, where it is possible to
stabilize the pendulum at the unstable position. Also for linear systems we can
show that hinv(K, clD) = h
∗
inv(K, clD). For control-affine systems in arbitrary
dimensions we prove that the strict invariance entropy h∗inv(K, clD) of a control
set D is bounded from above by the sum of the unstable Lyapunov exponents
of an arbitrary periodic solution in intD, provided that the linearization along
this solution is controllable.
In Chapter 5, we give an alternative characterization of the strict invariance
entropy h∗inv(Q) in terms of so-called invariant coverings of Q, which essen-
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tially coincides with the definition of strong topological feedback entropy for
discrete-time systems except for some minor technical differences. The alter-
native characterization allows us to compute the strict invariance entropy for
one-dimensional linear systems in case Q is a compact interval. Moreover, we
can show that the strict invariance entropy h∗inv(Q) precisely equals the infi-
mum data rate necessary to render the set Q invariant by a causal coding and
control law. Finally, we use the characterization via invariant coverings in order
to describe an algorithm which computes rigorous upper bounds of h∗inv(Q) and
is mainly based on another algorithm developed by Froyland & Junge & Ochs
[21] for the computation of topological entropy.
In the appendix, we provide the basic facts on differentiable manifolds,
topological entropy and fractal dimension, which are used in this thesis. In
addition, the appendix contains a compilation of technical lemmas.
Finally, some characteristics of the thesis are pointed out:
• Most non-elementary results from the literature used in the proofs are for-
mulated in the first chapter, in the appendix or in footnotes.
• Most sections end with a list of open questions, which are interesting for
future work.
• For simplicity, some statements are not formulated in the most general way
possible. For example, manifolds and Riemannian metrics are frequently
assumed to be of class C∞, while certainly less smoothness would be suffi-
cient.
• When working with local coordinates of a manifold, the Einstein Summa-
tion Convention is not used, but in sums the range of the index is omitted,
i.e., instead of
∑d
i=1 just
∑
i is written, if d is the dimension of the manifold.
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Chapter 1
Control Theory
In this chapter, we introduce continuous-time control systems on smooth mani-
folds.1 We prove elementary results, as e.g., existence and uniqueness of solu-
tions and continuous and differentiable dependence on initial conditions, but
also more advanced results, in particular Liouville’s Formula and Wazewski’s
Inequality. Moreover, we discuss the linearization of control systems along
controlled trajectories and we formulate a theorem on the approximation of
arbitrary trajectories by trajectories corresponding to simple, i.e., piecewise
constant control functions, which follows from results of Grasse & Sussmann
[26]. Finally, we give a short (and incomplete) survey of the qualitative theory
as developed in Colonius & Kliemann [16].
By a control system we understand a family of ordinary differential equations
of the form
x˙(t) = F (x(t), u(t)),
on a smooth manifold M , parametrized by a set U of admissible control func-
tions u : R → Rm. In control theory it is necessary that one can switch from
one control function to another at any time. Hence, one must allow control
functions with discontinuities. Therefore, we only require that the elements of
U are essentially bounded and thus locally integrable. This implies that for a
fixed control function u ∈ U also the right-hand side of the differential equation
is only locally integrable in t, and we must apply the theory of Carathe´odory
differential equations. Since we do not know any textbook which rigorously
treats Carathe´odory differential equations on manifolds, we develop the the-
ory, as far as we need it, by ourselves.2 Results for Carathe´odory equations
in Euclidean space can be found, e.g., in the books Hale [27], Kurzweil [35],
Sansone & Conti [48], Siegmund [49], Sontag [50] and Walter [53]. In Aulbach
& Wanner [5] Carathe´odory differential equations on abstract Banach spaces
are investigated.
1In this thesis, a smooth manifold always means a connected second-countable Hausdorff
topological manifold endowed with a C∞-differentiable structure. See also Section A.1 of the
appendix.
2In particular, we restrict ourselves to control systems and do not treat general
Carathe´odory differential equations on manifolds.
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1.1 Preliminaries
In the following, we introduce the notion of locally absolutely continuous curves
on smooth manifolds and cite results on Carathe´odory differential equations,
both of which will be needed in order to define control systems and establish a
result on existence and uniqueness of solutions.
Locally Absolutely Continuous Curves
The solutions of a Carathe´odory differential equation are in general not contin-
uously differentiable but only locally absolutely continuous. Therefore, we first
introduce the notion of locally absolutely continuous curves (cf. Kurzweil [35,
Defintion 18.1.1, p. 315]).
1.1.1 Definition:
Let I ⊂ R be an interval. A mapping η : I → Rd is called an absolutely
continuous curve if for every ε > 0 there exists δ > 0 such that for every
finite system {[α1, β1], . . . , [αn, βn]} of disjoint subintervals of I the implication
n∑
i=1
(βi − αi) < δ ⇒
n∑
i=1
‖η(βi)− η(αi)‖ < ε
holds, where ‖ · ‖ is an arbitrary (but fixed) norm on Rd.3 The mapping η is
called a locally absolutely continuous curve if the restriction of η to every
compact interval J ⊂ I is absolutely continuous.
1.1.2 Remarks:
• Obviously, a locally absolutely continuous curve is continuous.
• By Kurzweil [35, Theorem 18.1.3, p. 316] a curve η : I → Rd is locally
absolutely continuous if and only if every coordinate function ηi : I → R,
i = 1, . . . , d, is locally absolutely continuous.
For a proof of the following proposition see Kurzweil [35, Theorem 18.1.22,
p. 323].
1.1.3 Proposition:
A locally absolutely continuous curve η : I → Rd is differentiable almost every-
where4 in I.
Before we introduce locally absolutely continuous curves on smooth manifolds,
we give a different characterization of such curves in Rd:
3Obviously, the property of absolute continuity does not depend on the chosen norm, since
all norms on Rd are equivalent.
4By the term “almost everywhere” (abbreviated by “a.e.”) we always mean “Lebesgue
almost everywhere”, i.e., everywhere except for a set of Lebesgue measure zero.
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1.1.4 Proposition:
For a mapping η : I → Rd, defined on an interval I ⊂ R, the following state-
ments are equivalent:
(i) η is a locally absolutely continuous curve.
(ii) For every τ ∈ I there exists a compact interval Jτ ⊂ I such that τ ∈ intI Jτ
(the interior of Jτ with respect to I) and η|Jτ is absolutely continuous.
Proof:
The implication “(i) ⇒ (ii)” is trivial. Hence, we only prove the reverse impli-
cation: Assume that (ii) is true and let J ⊂ I be any compact interval. Then
for every τ ∈ J there exists a compact interval Jτ with τ ∈ intI Jτ such that
η|Jτ is absolutely continuous. Since τ ∈ intI Jτ 6= ∅, compactness of J implies
that there exist τ1, . . . , τm ∈ J such that J ⊂
⋃m
i=1 Jτi . Let J˜i := J ∩ Jτi for
i = 1, . . . ,m. Then J equals the union of the compact intervals J˜i, i = 1, . . . ,m,
and (by passing over to smaller intervals if necessary) we may also assume that
the intervals J˜i intersect only in boundary points.
We have to prove that η|J is absolutely continuous. To this end, let ε > 0 be
given and choose for each i = 1, . . . ,m a number δi = δi(ε/m) > 0 according
to the absolute continuity of η restricted to J˜i. Let δ := mini=1,...,m δi, and
consider a finite system {[α1, β1], . . . , [αn, βn]} of disjoint subintervals of J with
n∑
j=1
(βj − αj) < δ. (1.1)
Define
J˜ij := J˜i ∩ [αj , βj ], i = 1, . . . ,m, j = 1, . . . , n.
Then {J˜i1, . . . , J˜in} is a finite system of disjoint (compact) subintervals of J˜i
for every i = 1, . . . ,m, whereas some of the intervals J˜ij may be empty. We
may replace those empty intervals by one-point intervals, and thus assume that
J˜ij = [αij , βij ] for some αij ≤ βij . Now (1.1) implies
n∑
j=1
(βij − αij) ≤
n∑
j=1
(βj − αj) < δ ≤ δi
and thus we obtain
n∑
j=1
‖η(βij)− η(αij)‖ < ε
m
for i = 1, . . . ,m.
The interval [αj , βj ] can be written as the union of the intervals [αij , βij ], i =
1, . . . ,m, whereas we may assume that the J˜i are ordered and hence
αj = αi1j ≤ βi1j = αi2j ≤ βi2j = αi3j ≤ · · · ≤ βirj = βj
for some r = r(j) ∈ {1, . . . ,m} and i1, i2, . . . , ir, depending on j, with ik+1 =
ik + 1 for k = 1, . . . , r − 1. Together with the triangle inequality this implies
n∑
j=1
‖η(βj)− η(αj)‖ ≤
n∑
j=1
ir(j)∑
i=i1(j)
‖η(βi1(j)j)− η(αir(j)(j)j)‖
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=
n∑
j=1
m∑
i=1
‖η(βij)− η(αij)‖
=
m∑
i=1
n∑
j=1
‖η(βij)− η(αij)‖︸ ︷︷ ︸
<ε/m
< ε.
Hence, (i) follows. 
In view of Proposition 1.1.4, the following definition of locally absolutely con-
tinuous curves on manifolds seems to be appropriate.
1.1.5 Definition:
Let M be a d-dimensional smooth manifold and I ⊂ R an interval. A mapping
η : I →M is called a locally absolutely continuous curve if for every τ ∈ I
there exists a compact subinterval Jτ ⊂ I with τ ∈ intI Jτ such that η(Jτ )
is contained in the domain V of a chart (φ, V ) and the composed mapping
φ ◦ η : Jτ → Rd is absolutely continuous.5
1.1.6 Proposition:
(i) For M = Rd the Definitions 1.1.1 and 1.1.5 are equivalent.
(ii) Let (φ1, V1) and (φ2, V2) be two charts of the d-dimensional smooth mani-
fold M and J ⊂ I a compact interval with η(J) ⊂ V1 ∩ V2 such that
φ1 ◦ η : J → Rd is absolutely continuous. Then also φ2 ◦ η : J → Rd
is absolutely continuous. Hence, Definition 1.1.5 does not depend on the
chosen charts.
Proof:
(i) It is clear that a locally absolutely continuous curve in the sense of Defi-
nition 1.1.1 is also locally absolutely continuous in the sense of Definition
1.1.5. (We can use the chart (idRd ,R
d).) The reverse follows from Propo-
sition 1.1.4.
(ii) For every finite system {[α1, β1], . . . , [αn, βn]} of disjoint subintervals of J
we have
n∑
i=1
‖φ2 ◦ η(βi)− φ2 ◦ η(αi)‖
=
n∑
i=1
‖(φ2 ◦ φ−11 ) ◦ φ1 ◦ η(βi)− (φ2 ◦ φ−11 ) ◦ φ1 ◦ η(αi)‖.
The transition function φ2 ◦ φ−11 : φ1(V1 ∩ V2) → φ2(V1 ∩ V2) is a C∞-
diffeomorphism. We can extend φ2 ◦ φ−11 to a C∞-function ψ : Rd → Rd
by using a cut-off function which equals 1 on φ1(η(J)) and has compact
5In Bullo & Lewis [11] one finds another equivalent definition: A curve η : I →M is locally
absolutely continuous if f ◦ η : I → R is locally absolutely continuous for every f ∈ C∞(M).
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support. The existence of such a function is guaranteed by Lemma A.3.3.
Using the mean value theorem this implies
n∑
i=1
‖φ2 ◦ η(βi)− φ2 ◦ η(αi)‖
≤ max
x∈suppψ
‖Dψ(x)‖︸ ︷︷ ︸
=:c
n∑
i=1
‖φ1 ◦ η(βi)− φ1 ◦ η(αi)‖.
Now, for given ε > 0 choose δ = δ(ε/c) according to the absolute conti-
nuity of φ1 ◦ η on J . Assume that
∑n
i=1(βi − αi) < δ. Then it follows
that
n∑
i=1
‖φ2 ◦ η(βi)− φ2 ◦ η(αi)‖ ≤ c ε
c
= ε,
which finishes the proof.

As for curves in Euclidean space also for curves on smooth manifolds the fol-
lowing proposition is true.
1.1.7 Proposition:
A locally absolutely continuous curve η : I → M is continuous and almost
everywhere differentiable.
Proof:
Continuity is obvious. In order to show differentiability, we cover I with count-
ably many compact intervals Jk, k ∈ N, such that η(Jk) is contained in the
domain of some chart (φk, Vk) and φk ◦η is absolutely continuous on Jk. Propo-
sition 1.1.3 implies that each of the restrictions η |Jk , k ∈ N, is differentiable
almost everywhere in Jk. Consequently, also η is differentiable almost every-
where in I, since every countable union of null sets is itself a null set. 
Carathe´odory Differential Equations
Next, we introduce Carathe´odory differential equations on open subsets of Rd
and cite results on existence and uniqueness of solutions and on differentiable
dependence on the initial value.
1.1.8 Definition:
Let I ⊂ R be an interval, D an open subset of Rd and f : I×D → Rd a function
with the following properties:
(i) f(·, x) : I → Rd is Lebesgue measurable for each fixed x ∈ D.
(ii) f(t, ·) : D → Rd is continuous for each fixed t ∈ I.
Then f is called a Carathe´odory function and the equation
x˙(t) = f(t, x(t)) (1.2)
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is called a differential equation of Carathe´odory type or aCarathe´odory
differential equation. A solution of (1.2) is a locally absolutely continuous
curve η : J → D, defined on some subinterval J ⊂ I, such that
η˙(t) = f(t, η(t)) for almost all t ∈ J.
If η(τ0) = x0 holds for some (τ0, x0) ∈ J ×D, we say that η is a solution of the
initial value problem
x˙(t) = f(t, x(t)), x(τ0) = x0. (1.3)
1.1.9 Remarks:
• Solutions of Carathe´odory equations may also be defined as continuous
curves which satisfy the integral equation corresponding to (1.2), i.e.,
η(t) = x0 +
∫ t
τ0
f(s, η(s))ds for all t ∈ J.
For instance, in Sontag [50] solutions are defined in this way. In Kurzweil
[35, Theorem 18.2.6 and Theorem 18.2.7, pp. 326–327], it is proved that
both definitions are equivalent.
• In Kurzweil [35], equations are considered whose right-hand side is defined
on some subset of R × Rd, which is not necessarily a product of the form
I ×D.
The next proposition yields sufficient conditions for existence and uniqueness
of solutions. It can be found in Sontag [50, Theorem 36, pp. 347–351].
1.1.10 Proposition:
Assume that the right-hand side f of the Carathe´odory differential equation
(1.2) has the following properties:
(i) For each x0 ∈ D there exist a real number δ > 0 and a locally integrable
function α : I → R+0 such that the ball Bδ(x0) is contained in D and
‖f(t, x)− f(t, y)‖ ≤ α(t)‖x − y‖ for all t ∈ I and x, y ∈ Bδ(x0). (1.4)
(ii) For each fixed x0 ∈ D there is a locally integrable function β : I → R+0
with
‖f(t, x0)‖ ≤ β(t) for almost all t ∈ I. (1.5)
Then, for each pair (τ0, x0) ∈ I ×D there is some (nonvoid) subinterval J ⊂ I,
open relative to I, and there exists a solution η : J → D of the initial value
problem (1.3) with the following property: If ξ : J ′ → D is any other solution
of (1.3), where J ′ ⊂ I, then J ′ ⊂ J and ξ = η|J ′ . The solution η is called the
maximal solution of the initial value problem (1.3) in the interval I.
The following proposition can be found in Kurzweil [35, Remark 18.4.16, p. 338].
It yields not only existence and uniqueness of solutions but also continuous
differentiability with respect to the initial value.
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1.1.11 Proposition:
Let I ⊂ R be an open interval, D ⊂ Rd an open set and f : I × D → Rd,
(t, x) 7→ f(t, x), a Carathe´odory function. Moreover, suppose that the partial
derivatives ∂f∂xi : I×D → Rd, i = 1, . . . , d, exist and are Carathe´odory functions.
Let each function F ∈ {f, ∂f∂x1 , . . . ,
∂f
∂xd
} satisfy the following condition: For
every (t0, x0) ∈ I ×D there exist δ1, δ2 > 0 such that the set
Q :=
{
(t, x) ∈ R1+d : |t− t0| ≤ δ1, ‖x− x0‖ ≤ δ2
}
is contained in I×D and there exists an integrable function ρ : [t0−δ1, t0+δ1]→
R with
‖F (t, x)‖ ≤ ρ(t) for all (t, x) ∈ Q.
Then the solution η(t0,x0) for each initial value problem
x˙(t) = f(t, x(t)), x(t0) = x0,
exists on some open interval J(t0, x0) ⊂ I which contains t0, and is unique.
Furthermore, the function Φ : G→ Rd, defined by
Φ(t, t0, x) := η(t0,x)(t), G =
{
(t, t0, x) ∈ R× R× Rd : t ∈ J(t0, x)
}
,
is continuous and continuously differentiable with respect to x. The derivative
∂Φ
∂x (t, t0, x) depends locally absolutely continuous on t. Moreover, for every
(t0, x) it holds that
∂
∂t
∂
∂x
Φ(t, t0, x) =
∂
∂x
∂
∂t
Φ(t, t0, x) for almost all t ∈ J(t0, x).
Consequently, the function t 7→ ∂∂xΦ(t, t0, x) solves the initial value problem
X˙(t) =
∂f
∂x
(t,Φ(t, t0, x))X(t), X(t0) = I,
where I ∈ Rd×d denotes the identity matrix.
For linear Carathe´odory differential equations the usual variation of constants
formula holds (see Aulbach & Wanner [5, Theorem 2.10, p. 58]):
1.1.12 Proposition:
Let I ⊂ R be an interval and A : I → Rd×d, b : I → Rd locally integrable
mappings. Then the equation
x˙(t) = A(t)x(t) + b(t) (1.6)
is a Carathe´odory differential equation. The solution Φ(t; t0, x0) of the corre-
sponding initial value problem (1.6), x(t0) = x0, exists and is unique with
Φ(t; t0;x0) = Λ(t, t0)x0 +
∫ t
t0
Λ(t, s)b(s)ds
for all (t, t0, x0) ∈ I×I×Rd, where t 7→ Λ(t, t0) ∈ Gl(d,R) is the unique solution
of the initial value problem
X˙(t) = A(t)X(t), X(t0) = I ∈ Rd×d.
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1.2 Basics of Control Systems
In this section, we introduce continuous-time control systems on smooth mani-
folds and prove basic results, in particular, about existence and uniqueness of
solutions and continuous and differentiable dependence on initial data. We also
prove the Liouville Formula and the Wazewski Inequality for solutions of con-
trol systems. Moreover, we introduce the linearization of control systems along
controlled trajectories and finally, we state a result about the approximation
of arbitrary solutions by solutions corresponding to piecewise constant control
functions.
1.2.1 Definition:
Let d,m ∈ N, M a d-dimensional smooth manifold, U ⊂ Rm a compact set and
F : M × Rm → TM a C1-mapping such that Fu := F (·, u) : M → TM is a
vector field on M for each fixed u ∈ Rm (i.e., F (x, u) ∈ TxM for all x ∈ M).
Let
U := {u : R → Rm | u measurable with u(t) ∈ U a.e.} .
Then the family of differential equations
x˙(t) = F (x(t), u(t)), u ∈ U , (1.7)
is called a control system, and U is called the family of admissible control
functions. The manifold M is called the state space and the function F the
right-hand side of the control system. For each fixed u ∈ U and x0 ∈M
x˙(t) = F (x(t), u(t)), x(0) = x0, (1.8)
is called the initial value problem for the pair (u, x0). A solution of (1.8) is
a locally absolutely continuous curve η : I →M , defined on an interval I with
0 ∈ I, such that η(0) = x0 and
η˙(t) = F (η(t), u(t)) for almost all t ∈ I.
1.2.2 Remark:
Actually we do not need the differentiability of the right-hand side F in (1.7)
with respect to the second argument in order to establish results on existence
and uniqueness of solutions.6 In Grasse & Sussmann [26] one finds a more
general definition for control systems on manifolds, where it is only required that
F is continuous and every local representation of F is continuously differentiable
in the first argument. Moreover, the control range U is an arbitrary separable
metric space. Later in this section, this definition will be explained in greater
detail.
1.2.3 Notation:
For a control system on an open subset M of Rd we write DxF (x, u) or
D1F (x, u) for the partial derivative of F by the first argument, and DuF (x, u)
or D2F (x, u) for the partial derivative by the second argument. Note that
DxF (x, u) ∈ Rd×d and DuF (x, u) ∈ Rd×m.
6But we will need the differentiability in the second argument in order to linearize the
system along controlled trajectories.
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Existence and Uniqueness of Solutions
The following theorem guarantees existence and uniqueness of solutions for the
initial value problem (1.8).
1.2.4 Theorem and Definition:
Consider the control system (1.7) and let (u, x0) ∈ U ×M . Then there exists
a solution η : I →M of the initial value problem (1.8), defined on a (nonvoid)
open interval I, with the following property: If ξ : J → M is another solution
of (1.8), then J ⊂ I and ξ = η|J . The solution η is denoted by
ϕ(·, x0, u) : I →M (1.9)
and it is called the maximal solution of the initial value problem (1.8). The
interval I is also denoted by Imax(u, x0).
Proof:
The proof is subdivided into three steps.
Step 1: We show that there exists a solution of (1.8) defined on a small open
interval J with 0 ∈ J . To this end, choose a chart (φ, V ) of M with x0 ∈ V .
Let W := φ(V ) ⊂ Rd and define F˜ :W × Rm → Rd by
F˜ (y, u) := Dφφ−1(y)F (φ
−1(y), u) for all (y, u) ∈W × Rm. (1.10)
Note that TyR
d can be identified canonically with Rd for all y ∈ W and thus
we may assume that F˜ maps to Rd instead of TRd. By construction, F˜ is a
C1-function. It can be decomposed in the following way:
W × Rm φ
−1×idRm−−−−−−→ V × Rm F−→ TV Dφ−−→ TW ∼=W × Rd pi2−→ Rd.
Here pi2 :W × Rd → Rd is the projection onto the second factor. For the fixed
control function u ∈ U define
f : R×W → Rd, f(t, y) := F˜ (y, u(t)) for all (t, y) ∈ R×W
and consider the differential equation
y˙(t) = f(t, y(t)). (1.11)
We want to show that f is a Carathe´odory function. To this end, consider for
fixed y ∈ W the function f(·, y) : R → Rd, t 7→ F˜ (y, u(t)). This function is
measurable, since it can be written as the composition of measurable functions:
t 7→ u(t) 7→ (y, u(t)) 7→ F˜ (y, u(t)).
Now fix t ∈ R. Then x 7→ f(t, x) = F˜ (x, u(t)) is continuous, since F˜ is contin-
uous. This proves that (1.11) is a differential equation of Carathe´odory type.
We want to show that there exists a unique solution of the initial value problem
y˙(t) = f(t, y(t)), y(0) = φ(x0).
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To this end, we show that f satisfies the conditions (1.4) and (1.5) in Proposition
1.1.10: Fix y0 ∈ W and choose δ > 0 small enough that clBδ(y0) ⊂ W . Then
the mean value theorem guarantees that
‖f(t, y1)− f(t, y2)‖ = ‖F˜ (y1, u(t))− F˜ (y2, u(t))‖
≤ max
(y,v)∈clBδ(y0)×U
∥∥∥DyF˜ (y, v)∥∥∥ · ‖y1 − y2‖
for almost all t ∈ R and all y1, y2 ∈ Bδ(y0), since Bδ(y0) is convex. This proves
(1.4). Condition (1.5) holds, since
‖f(t, y0)‖ = ‖F˜ (y0, u(t)‖ ≤ max
v∈U
‖F˜ (y0, v)‖
for almost all t ∈ R. (Recall that u(t) ∈ U for almost all t ∈ R.) Consequently,
Proposition 1.1.10 yields a maximal solution η˜ : J → W on a nonvoid open
interval J satisfying η˜(0) = φ(x0). We define η : J →M by
η(t) := φ−1 ◦ η˜(t) for all t ∈ J.
Then η clearly is a locally absolutely continuous curve on M with η(0) = x0,
and it holds that
η˙(t) = Dφ−1η˜(t) ˙˜η(t) = Dφ
−1
η˜(t)F˜ (η˜(t), u(t))
= Dφ−1φ(η(t))Dφη(t)F (η(t), u(t)) = F (η(t), u(t))
for almost all t ∈ J . Hence, η is a solution of the initial value problem (1.8).
Step 2: We show that any two solutions ξi : Ji →M , i = 1, 2, of (1.8), defined
on open intervals J1 and J2, respectively, coincide on J1 ∩ J2. To this end, we
consider the set
A := {t ∈ J1 ∩ J2 | ξ1(t) = ξ2(t)}.
Since 0 ∈ J1 ∩ J2, A is nonvoid. By continuity of ξ1 and ξ2, A is closed in
J1 ∩ J2. To see that A is also open, fix τ ∈ A and consider the initial value
problem
x˙(t) = F (x(t), u(t)), x(τ) = ξ1(τ) = ξ2(τ).
Then, by the same construction as in Step 1, one obtains a local solution defined
on an open interval containing τ . It can easily be shown that this solution is
independent of the chosen chart and by Proposition 1.1.10 it is locally unique.
This implies that ξ1 and ξ2 must coincide in a neighborhood of τ and hence A
is open. Since J1 ∩ J2 is connected, we conclude that A = J1 ∩ J2.
Step 3: We prove the assertion: We define I as the union of all open intervals
containing 0, on which there exists a solution of (1.8). Then I is nonvoid and
open. By definition, for arbitrary τ ∈ I we find some interval Iτ ⊂ I with
τ ∈ Iτ , on which a solution ξ is defined. We set η(τ) := ξ(τ). By Step 2,
the so defined function is independent of the individual solutions ξ we use. We
clearly have η(0) = x0. Moreover, η is locally absolutely continuous, since by
definition, locally it coincides with a curve having this property. Obviously, it
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is also true that η satisfies the differential equation x˙(t) = F (x(t), u(t)) almost
everywhere. By construction, any other solution ξ : J → M of (1.8) satisfies
J ⊂ I and ξ = η|J . 
The following proposition yields a sufficient condition for a maximal solution
to be defined on R.
1.2.5 Proposition:
Let η : I →M be a maximal solution of the control system (1.7). Assume that
K ⊂M is a compact set such that η(t) ∈ K for all t ∈ I. Then I = R.
Proof:
Let I = (a, b) with −∞ ≤ a < 0 < b ≤ ∞. We prove that b = ∞. (The proof
for a = −∞ works analogously.) Assume to the contrary that b < ∞ and let
(tn)n∈N be a strictly increasing sequence with tn ∈ (a, b) for all n ∈ N and tn → b
for n → ∞. All points of the sequence (η(tn))n∈N are by assumption elements
of the compact set K. Consequently, there exists a converging subsequence. So
we may assume that η(tn) → z for some z ∈ K. Let (φ, V ) be a chart around
z with
φ(z) = 0 and clB1(0) ⊂ φ(V ),
where B1(0) denotes the Euclidean ball with radius 1 centered at 0 ∈ Rd. Let
F˜ : φ(V )×Rm → Rd be defined as in (1.10), i.e., the local version of the control
system (1.7) with respect to the chart (φ, V ) is given by
y˙(t) = F˜ (y(t), u(t)), u ∈ U .
We define
L := max
(y,u)∈cl(B1(0))×U
‖F˜ (y, u)‖.
Since tn converges to b and η(tn) converges to z, we find n0 ∈ N such that
η(tn) ∈ V, φ(η(tn)) ∈ B1/4(0) for all n ≥ n0 and (b− tn0)L < 14 .
Let t ∈ (tn0 , b) be any time such that η([tn0 , t]) ⊂ V . Since V is open and η is
continuous, such t exists. We obtain
‖φ(η(tn0))− φ(η(t))‖ =
∥∥∥∥∥
∫ t
tn0
F˜ (φ(η(τ)), u(τ))dτ
∥∥∥∥∥
≤
∫ t
tn0
∥∥∥F˜ (φ(η(τ)), u(τ))∥∥∥ dτ
≤ (t− tn0)L < (b− tn0)L < 14 .
Note that the integral in the preceding estimate exists by Lemma A.3.5. Using
the triangle inequality we get
‖φ(η(t))‖ ≤ ‖φ(η(t)) − φ(η(tn0))‖ + ‖φ(η(tn0))‖ < 14 + 14 = 12 .
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Consequently, φ(η([tn0 , b))) ⊂ B1/2(0) and η([tn0 , b)) ⊂ V . For every t ∈ (tn0 , b)
there is some n = n(t) ∈ N with tn > t. By the triangle inequality we have
‖φ(η(t))‖ ≤ ‖φ(η(t)) − φ(η(tn))‖+ ‖φ(η(tn))‖.
For t→ b one has ‖φ(η(tn))‖ → 0 and
‖φ(η(t)) − φ(η(tn))‖ ≤
∫ tn
t
∥∥∥F˜ (φ(η(τ)), u(τ))∥∥∥ dτ ≤ (tn − t)L→ 0.
It follows that η can be extended continuously to a solution on (a, b] by η(b) := z,
and consequently also to a solution on some open interval (a, b+ ε) with ε > 0,
which contradicts the maximality of η : (a, b)→M . 
1.2.6 Corollary:
Assume that the right-hand side F of control system (1.7) satisfies
F (x, u) = 0 for all x ∈M\K and u ∈ Rm,
where K ⊂M is compact. Then all maximal solutions are defined on R.
Proof:
Let η : I → M be a maximal solution. Assume that ξ(τ) ∈ M\K for some
τ ∈ I. Since M\K is open in M and ξ is continuous, then ξ(t) ∈M\K for all
t in some interval of the form (τ − ε, τ + ε) with ε > 0. It follows that
d
dt
η(t) = F (η(t), u(t)) = 0 for almost all t ∈ (τ − ε, τ + ε).
Consequently, η is constant on (τ − ε, τ + ε) and thus on I. By Proposition
1.2.5 I = R follows. If there is no τ ∈ I with ξ(τ) /∈ K, then ξ(t) ∈ K for all
t ∈ I and hence also I = R by Proposition 1.2.5. 
Next, we introduce the so-called shift flow on the set U of admissible control
functions. Later, in the context of control-affine systems, we endow U with
a topology which makes U a compact metrizable space and the shift flow a
continuous dynamical system.
1.2.7 Definition:
The shift flow Θ : R× U → U is defined by
Θ(t, u) := Θtu with (Θtu)(s) = u(t+ s) for all s ∈ R.
It is easy to see that the shift flow is well-defined (i.e., Θtu ∈ U for all (t, u) ∈
R × U) and that it satisfies the flow properties: Θ(0, u) = u and Θ(t+ s, u) =
Θ(t,Θ(s, u)) for all t, s ∈ R and u ∈ U . Now consider the control system (1.7).
The maximal solutions ϕ(·, x, u) define a mapping
ϕ : D →M, (t, x, u) 7→ ϕ(t, x, u), (1.12)
where
D = {(t, x, u) ∈ R×M × U | t ∈ Imax(u, x)} .
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The mapping ϕ satisfies a cocycle property, which is described in the follow-
ing proposition.7
1.2.8 Proposition:
If (u, x) ∈ U×M and s ∈ Imax(u, x), then the following assertions hold:
(i) Imax(Θsu, ϕ(s, x, u)) = Imax(u, x)− s.
(ii) For all t ∈ Imax(u, x)− s we have
ϕ(t+ s, x, u) = ϕ(t, ϕ(s, x, u),Θsu). (1.13)
Proof:
Let I := Imax(u, x)− s. Then the function
ξ : I →M, ξ(t) := ϕ(t+ s, x, u),
is well-defined. On J := Imax(Θsu, ϕ(s, x, u)) we consider the function
η : J →M, η(t) := ϕ(t, ϕ(s, x, u),Θsu).
Both I and J contain t0 = 0 and
ξ(0) = ϕ(s, x, u) = ϕ(0, ϕ(s, x, u),Θsu) = η(0).
Moreover, ξ and η are locally absolutely continuous and thus differentiable
almost everywhere. For the derivative of ξ we obtain
ξ˙(t) =
d
dt
ϕ(t+ s, x, u) = F (ϕ(t+ s, x, u), u(t + s)) = F (ξ(t), (Θsu)(t))
for almost all t ∈ I, and for η we get
η˙(t) =
d
dt
ϕ(t, ϕ(s, x, u),Θsu)
= F (ϕ(t, ϕ(s, x, u),Θsu), (Θsu)(t)) = F (η(t), (Θsu)(t))
for almost all t ∈ J . Hence, ξ and η are both solutions of the same initial value
problem and thus coincide on I ∩ J , and the maximal interval of definition for
both ξ and η is J = Imax(Θsu, ϕ(s, x, u)), which implies I ⊂ J . But on the
other hand, it is clear that ξ cannot be extended over I, such that I = J must
hold. This implies the assertions. 
In many cases we will fix one or two of the arguments of ϕ. In order to stress
which arguments are fixed, we use the following notation:
ϕt,u(x) ≡ ϕx,u(t) ≡ ϕu(t, x) ≡ ϕt(x, u) ≡ ϕ(t, x, u).
1.2.9 Remark:
Since later we will only consider solutions which do not leave a compact subset
of the state space, due to Proposition 1.2.5 we may assume in the following that
all maximal solutions are defined on R.
7For a general definition of cocycles see Rasmussen [46, Definition 2.1, p. 9].
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Regularity Properties of the Solution
In this subsection, we prove continuous dependence of the cocycle ϕ on (t, x)
and continuously differentiable dependence on x.
1.2.10 Theorem:
Consider control system (1.7) and assume that all maximal solutions are defined
on R. Then, for every control function u ∈ U the mapping ϕu : R×M →M is
continuous.
Proof:
First we fix a metric d on M , which induces the given topology.8 We show
continuity of ϕu at an arbitrarily chosen point (t∗, x∗) ∈ R×M in five steps.
Step 1: By the triangle inequality for every (t, x) ∈ R×M we have
d(ϕ(t, x, u), ϕ(t∗, x∗, u)) ≤ d(ϕ(t, x, u), ϕ(t, x∗ , u)) + d(ϕ(t, x∗, u), ϕ(t∗, x∗, u)).
Continuity of the single solution ϕ(·, x∗, u) guarantees that the second summand
tends to zero as t→ t∗. Thus, we only have to show that also the first summand
tends to zero as (t, x) → (t∗, x∗). Without loss of generality we assume that
t∗ > 0.
Step 2:We show that it suffices to consider the case when the set ϕ([0, t∗], x∗, u)
is contained in the domain of a chart. To this end, assume that the assertion is
true in this case. In general, it is always possible to find finitely many charts
(φ1, V1), (φ2, V2), . . . , (φn, Vn)
and times
0 = t0 < t1 < · · · < tn = t∗
such that the following inclusions hold:
ϕ([ti−1, ti], x∗, u) ⊂ Vi for i = 1, 2, . . . , n.
Since x∗ and ϕ(t1, x∗, u) are contained in V1, by our assumption we have
ϕ(t, x, u)→ ϕ(t1, x∗, u) for (t, x)→ (t1, x∗). (1.14)
Now assume that (t, x)→ (t2, x∗). Then by (1.14) it follows that
(t− t1, ϕ(t1, x, u))→ (t2 − t1, ϕ(t1, x∗, u)).
Since ϕ(t1, x∗, u) and ϕ(t2, x∗, u) = ϕ(t2 − t1, ϕ(t1, x∗, u),Θt1u) are contained
in V2, by our assumption this implies
ϕ(t− t1, ϕ(t1, x, u),Θt1u)→ ϕ(t2 − t1, ϕ(t1, x∗, u),Θt1u),
8Note that every smooth manifold is metrizable, e.g., by the distance induced by a Rie-
mannian metric (see Gallot & Hulin & Lafontaine [22, Theorem 2.2, p. 49]).
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which by the cocycle property (1.13) can be written as
ϕ(t, x, u)→ ϕ(t2, x∗, u).
By repeating this process one can show that (t, x, u) → (t∗, x∗, u) implies
ϕ(t, x, u) → ϕ(t∗, x∗, u). Hence, from now on we may assume that ϕ([0, t∗ +
c], x∗, u) (for small c > 0) is contained in the domain V of a chart (φ, V ).
Step 3: We consider the local version of the control system on M with respect
to the chart (φ, V ). The corresponding right-hand side is denoted by F˜ : φ(V )×
R
m → Rd (cf. (1.10)). We may assume that
φ(V ) = B1(0) and φ(x∗) = 0.
By continuity of ϕ(·, x∗, u) the set (φ ◦ϕ)([0, t∗ + c], x∗, u) is compact and thus
we can find a number r ∈ (0, 1) with
φ ◦ ϕ([0, t∗ + c], x∗, u) ⊂ Br(0) ⊂ B1(0).
Let ξ(t) := φ(ϕ(t, x∗, u)) for t ∈ [0, t∗ + c]. Then, since ξ(0) = φ(x∗) = 0, we
obtain
ξ(t) =
∫ t
0
F˜ (ξ(τ), u(τ))dτ for all t ∈ [0, t∗ + c].
Now we extend F˜ to a C1-function on Rd × Rm by choosing a cut-off function
θ : Rd → [0, 1] with compact support supp θ ⊂ B1(0) and
θ(y) = 1 for all y ∈ Br(0).
The existence of such θ is guaranteed by Lemma A.3.3. We consider the differ-
ential equation
y˙(t) = G˜(y(t), u(t)) (1.15)
with G˜ : Rd × Rm → Rd, given by
G˜(y, u) :=
{
θ(y)F˜ (y, u) for y ∈ B1(0),
0 otherwise.
Step 4:We estimate the distance between the solution ξ and solutions of (1.15):
For G˜ one gets a global Lipschitz constant with respect to the first variable,
namely
L = max
(y,u)∈supp θ×U
∥∥∥DyG˜(y, u)∥∥∥ .
The maximal solution of the initial value problem y(0) = y for equation
(1.15) will be denoted by ηy : Imax(u, y) → Rd. By Corollary 1.2.6 we have
Imax(u, y) = R for all y ∈ Rd. Now we compare these solutions with ξ on the
interval [0, t∗ + c]:
ξ(t)− ηy(t) = (φ(x∗)︸ ︷︷ ︸
=0
−y) +
∫ t
0
[
F˜ (ξ(τ), u(τ)) − G˜(ηy(τ), u(τ))
]
dτ. (1.16)
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Since ξ(τ) ∈ Br(0) for all τ ∈ [0, t∗ + c], we have F˜ (ξ(τ), u(τ)) = G˜(ξ(τ), u(τ))
for all τ ∈ [0, t∗ + c]. Consequently, we can replace F˜ by G˜ in equation (1.16),
and we obtain for all t ∈ [0, t∗ + c]:
‖ξ(t)− ηy(t)‖ ≤ ‖y‖+
∫ t
0
∥∥∥G˜(ξ(τ), u(τ)) − G˜(ηy(τ), u(τ))∥∥∥ dτ
≤ ‖y‖+ L
∫ t
0
‖ξ(τ)− ηy(τ)‖dτ.
By Lemma A.3.4 (the Gronwall Lemma) this implies
‖ξ(t)− ηy(t)‖ ≤ ‖y‖eLt ≤ ‖y‖eL(t∗+c) for all t ∈ [0, t∗ + c]. (1.17)
Step 5: We show continuity of ϕ(·, ·, u) at (t∗, x∗): For given ε > 0 we choose
δ > 0 such that max{|t− t∗|, ‖y‖} < δ implies t ∈ [0, t∗+c] and ‖y‖eL(t∗+c) < ε.
If we choose ε > 0 small enough, we obtain that ηy(t) ∈ Br(0) for all t ∈ [0, t∗+c]
and thus
ηy(t) = y +
∫ t
0
F˜ (ηy(τ), u(τ))dτ.
Then φ−1 ◦ ηy : [0, t∗ + c] → M is a solution of the original control system on
M , namely
φ−1 ◦ ηy(t) = ϕ(t, φ−1(y), u).
Consequently, for (t, x)→ (t∗, x∗) we get φ(x)→ φ(x∗) = 0 and thus
ϕ(t, x, u) = φ−1 ◦ ηφ(x)(t)→ φ−1 ◦ ξ(t∗) = ϕ(t∗, x∗, u).
This proves the claim. 
1.2.11 Corollary:
Under the assumptions of Theorem 1.2.10 let u ∈ U and (t0, x0) ∈ R ×M be
fixed. Then for every ε > 0 there exists δ > 0 such that
d(x, x0) < δ ⇒ d(ϕ(t, x, u), ϕ(t, x0 , u)) < ε for all t ∈ [0, t0].
Proof:
By Lemma A.3.2 there is ρ > 0 such that clBρ(x0) is compact. Then also
K := [0, t∗] × clBρ(x0) is compact. Theorem 1.2.10 implies that ϕ(·, ·, u) is
uniformly continuous on K. Hence, for every ε > 0 there is δ ∈ (0, ρ) such that
d(x, x0) < δ implies d(ϕ(t, x, u), ϕ(t, x∗ , u)) < ε for all t ∈ [0, t0]. 
1.2.12 Corollary:
For all t ∈ R and u ∈ U the map ϕt,u : M → M is a homeomorphism with
inverse ϕ−t,Θtu.
Proof:
Continuity of both ϕt,u and ϕ−t,Θtu follows from Theorem 1.2.10. From Propo-
sition 1.2.8 and the flow properties of Θ for all x ∈M it follows that
ϕt,u(ϕ−t,Θtu(x)) = ϕ(t, ϕ(−t, x,Θtu), u) = ϕ(t, ϕ(−t, x,Θtu),Θ−tΘtu)
= ϕ(0, x,Θtu) = x
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and
ϕ−t,Θtu(ϕt,u(x)) = ϕ(−t, ϕ(t, x, u),Θtu) = ϕ(0, x, u) = x.
This proves the claim. 
1.2.13 Lemma:
Consider control system (1.7) and assume thatM is an open subset of Rd. Then
for each u ∈ U the function (t, x) 7→ ϕt,u(x) (where defined) is continuously
differentiable with respect to x, and for fixed x ∈M the function t 7→ Dϕt,u(x)
satisfies the Carathe´odory differential equation
y˙(t) = D1F (ϕ(t, x, u), u(t))y(t)
almost everywhere on Imax(u, x). Moreover, the derivative Dϕt,u(x) depends
locally absolutely continuous on t.
Proof:
Fix some u ∈ U and let f : R ×M → Rd be defined by f(t, x) := F (x, u(t)).
Then the assertion follows from Proposition 1.1.11 if we can verify the hy-
potheses on f : By assumption F is a C1-function. Hence, the partial deriva-
tives ∂f∂xi , i = 1, . . . , d, exist. Moreover, they are Carathe´odory functions, since
for fixed x ∈ D we have that f(·, x) = F (x, u(·)) and ∂f∂xi (·, x) = ∂F∂xi (x, u(·))
are measurable as the composition of measurable functions (see also the proof
of Theorem 1.2.4), and for fixed t ∈ R the functions f(t, ·) = F (·, u(t)) and
∂f
∂xi
(·, u(t)) = ∂F∂xi (·, u(t)) are continuous, since F is a C1-function. Now fix
some (t0, x0) ∈ R×M . Let δ > 0 be chosen such that the compact ball B ⊂ Rd
with radius δ centered at x0 is still contained in M . Then for all x ∈ B and
almost all t ∈ R it holds that
‖f(t, x)‖ = ‖F (x, u(t))‖ ≤ max
(x,v)∈B×U
‖F (x, v)‖
and∥∥∥∥ ∂f∂xi (t, x)
∥∥∥∥ = ∥∥∥∥∂F∂xi (x, u(t))
∥∥∥∥ ≤ max(x,v)∈B×U
∥∥∥∥∂F∂xi (x, v)
∥∥∥∥ , i = 1, . . . , d.
This proves that the hypotheses on f hold. 
1.2.14 Theorem:
Consider control system (1.7) and assume that all maximal solutions are defined
on R. Then for all t ∈ R and u ∈ U the map ϕt,u : M → M is a C1-
diffeomorphism with inverse ϕ−t,Θtu.
Proof:
Let (t∗, x∗, u∗) ∈ R ×M × U be chosen arbitrarily. Without loss of generality
we may assume that t∗ > 0. We want to show that the derivative of ϕt∗,u∗ :
M → M exists in a neighborhood of x∗ and is continuous, which implies that
ϕt∗,u∗ is a C
1-map. Since t∗ and u∗ are chosen arbitrarily, the assertion then
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follows from Corollary 1.2.12. We choose times 0 = τ0 < τ1 < · · · < τn = t∗
and charts (φ1, V1), . . . , (φn, Vn) of M such that
ϕ([τj , τj+1], x∗, u∗) ⊂ Vj+1 for j = 0, 1, . . . , n− 1.
The map ϕt∗,u∗ can be written as
ϕt∗,u∗ = ϕτn−τn−1,un−1 ◦ · · · ◦ ϕτ2−τ1,u1 ◦ ϕτ1−τ0,u0
with uj = Θτju∗, j = 0, 1, . . . , n − 1, which follows from the cocycle property
(1.13) via induction. Hence, it suffices to show that for j = 0, 1, . . . , n − 1 the
map ϕτj+1−τj ,uj is continuously differentiable in a neighborhood of the point
xj := ϕ(τj , x∗, u∗). To this end, consider the local version of system (1.7) for
the control function uj with respect to the chart (φj+1, Vj+1):
y˙(t) = F˜ (y(t), uj(t)), F˜ (y, u) = Dφj+1(φ
−1
j+1(y))F (φ
−1
j+1(y), u). (1.18)
Let the solutions of (1.18) be denoted by ϕ˜(t, y, uj). We have
ϕ([τj , τj+1], x∗, u∗) ⊂ Vj+1 and hence
ϕ˜(t, φj+1(xj), uj) = φj+1(ϕ(t+ τj, x∗, u∗)) for all t ∈ [0, τj+1 − τj].
By continuous dependence on the initial value (see Corollary 1.2.11) there is a
neighborhood W ⊂ M of xj such that ϕ([0, τj+1 − τj],W, uj) ⊂ Vj+1. Hence,
we obtain a commutative diagram:
W
ϕτj+1−τj,uj−−−−−−−−→ Vj+1
φj+1
y yφj+1
φj+1(W ) −−−−−−−−→
ϕ˜τj+1−τj,uj
φj+1(Vj+1)
By Lemma 1.2.13 the map ϕ˜τj+1−τj ,uj is of class C
1 on φj+1(W ) and hence also
ϕτj+1−τj ,uj is continuously differentiable on W . 
The Liouville Formula
We prove the Liouville Formula for solutions of control systems (cf. Mane [37,
Theorem 3.2, p. 34]). This formula describes the evolution of a volume element
in the state space under the “flow” of the control system. Since we consider
systems on abstract differentiable manifolds, we need an additional structure
to define a volume, namely a volume form. In Section A.1 of the appendix, one
finds, amongst others, the definition of volume forms and most of the results
used in this subsection.
For the proof of the Liouville Formula in its general form we use the following
proposition, which can be regarded as a simpler version. Its proof is essentially
copied from Aulbach [4, Satz 6.1.6, pp. 217–218].
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1.2.15 Proposition:
Let D be an open subset of Rd and f : R ×D → Rd a Carathe´odory function
satisfying the assumptions of Proposition 1.1.11. Denote the maximal solution
of the initial value problem
x˙(t) = f(t, x), x(0) = x0,
by t 7→ ϕ(t, x0) = ϕt(x0), I(x0)→ Rd. Then for every x ∈ D the function
t 7→ detDϕt(x), I(x)→ R,
is locally absolutely continuous and satisfies the linear scalar Carathe´odory
differential equation
z˙(t) = trDxf(t, ϕ(t, x))z(t). (1.19)
Proof:
By Proposition 1.1.11 the derivative Dϕt(x) ∈ Rd×d exists and depends contin-
uously on x and locally absolutely continuous on t. Then also t 7→ detDϕt(x)
is locally absolutely continuous, since the determinant det : Rd×d → R is a
C∞-function and hence locally Lipschitz continuous. The function
g : R×D → R, (t, x) 7→ trDxf(t, ϕ(t, x)),
is a Carathe´odory function, which follows from the facts that the partial deriva-
tives ∂f∂xi , i = 1, . . . , d, exist and are Carathe´odory functions (by assumption),
that ϕ(t, x) depends continuously on x, and that the trace function is continu-
ous. Hence, (1.19) is a Carathe´odory differential equation.
Now, for fixed x ∈ D denote the entries of the Jacobian Dϕt(x) by wij(t),
i, j = 1, . . . , d. Denote the rows of Dϕt(x) by µ1(t), . . . , µd(t). Moreover, write
aij(t) for the entries of the matrix Dxf(t, ϕ(t, x)) ∈ Rd×d. Then, by Proposition
1.1.11, the identity
µ˙1(t) = a11(t)µ1(t) + · · · + a1d(t)µd(t),
...
...
...
µ˙d(t) = ad1(t)µ1(t) + · · · + add(t)µd(t)
(1.20)
holds for almost all t ∈ I(x). The Leibniz Formula for computation of determi-
nants yields
detDϕt(x) =
∑
σ∈Σd
sign(σ)w1σ(1)(t) · · ·wdσ(d)(t).
Hence, for almost all t ∈ I(x) we obtain
d
dt
detDϕt(x) =
∑
σ∈Σd
sign(σ)w˙1σ(1)(t) · · ·wdσ(d)(t) + · · ·
+
∑
σ∈Σd
sign(σ)w1σ(1)(t) · · · w˙dσ(d)(t).
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This implies
d
dt
detDϕt(x) = det

µ˙1(t)
µ2(t)
...
µd(t)
+ det

µ1(t)
µ˙2(t)
...
µd(t)
+ · · · + det

µ1(t)
µ2(t)
...
µ˙d(t)
 .
From the identity (1.20) and the fact that the determinant of a matrix with
two equal rows vanishes it follows that
d
dt
detDϕt(x) =
d∑
i=1
aii(t) det

µ1(t)
µ2(t)
...
µd(t)
 = trDxf(t, ϕ(t, x)) detDϕt(x).
This proves the assertion. 
1.2.16 Theorem:
Consider control system (1.7) and assume that all maximal solutions are defined
on R. Let ω ∈ Ωd1(M) be a C1-volume form on M . Then for all (t, x, u) ∈
R
+
0 ×M × U the Liouville Formula holds:
detωDϕt,u(x) = exp
(∫ t
0
divω Fu(s)(ϕs,u(x))ds
)
. (1.21)
Proof:
We fix (x, u) ∈M ×U . For brevity we write Xt = Fu(t) and xt = ϕt,u(x) for all
t ∈ R. First we prove that the following identity holds true:
d
dt
ϕ∗t,uω = ϕ
∗
t,u(LXtω) for almost all t ∈ R. (1.22)
It suffices to prove formula (1.22) locally (in Rd).9 Then we have ω = α · ω0
with the standard volume form ω0 = dx
1 ∧ · · · ∧ dxd and a C1-function α :
R
d → R. Let v1, . . . , vd ∈ Rd be vectors such that (without loss of generality)
det(v1| · · · |vd) = 1.10 Then for all t ∈ R we obtain
ϕ∗t,uω(x)(v1, . . . , vd) = α(xt) det(Dϕt,u(x)v1| · · · |Dϕt,u(x)vd)
= α(xt) det [Dϕt,u(x) · (v1| · · · |vd)]
= α(xt) detDϕt,u(x) det(v1| · · · |vd)︸ ︷︷ ︸
=1
.
For almost all t ∈ R the derivatives ddtϕt,u(x) = x˙t and ddtDϕt,u(x) exist (see
Lemma 1.2.13 for the latter). For those t-values we have
d
dt
ϕ∗t,uω(x)(v1, . . . , vd) =
d
dt
(α(xt) detDϕt,u(x))
= 〈∇α(xt), x˙t〉detDϕt,u(x) + α(xt) d
dt
detDϕt,u(x).
9We can use the same trick as in the proof of Theorem 1.2.14 and write ϕt,u as the
composition of functions ϕτ1,u1 , . . . , ϕτn,un for sufficiently small times τ1, . . . , τn.
10By (v1| · · · |vd) we denote the d× d-matrix with columns v1, . . . , vd.
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By Proposition 1.2.15 we have
d
dt
detDϕt,u(x) = trDXt(xt) detDϕt,u(x).
This leads to
d
dt
ϕ∗t,uω(x)(v1, . . . , vd) = 〈∇α(xt),Xt(xt)〉detDϕt,u(x)
+ α(xt) trDXt(xt) detDϕt,u(x)
= (〈∇α,Xt〉+ α trDXt) (xt) detDϕt,u(x).
For the right-hand side of (1.22) we obtain
ϕ∗t,u(LXtω)(x)(v1, . . . , vd)
(A.17)
= ϕ∗t,u(divωXt · ω)(x)(v1, . . . , vd)
(A.18)
= ϕ∗t,u ((αdivω0 Xt + 〈∇α,Xt〉)ω0) (x)(v1, . . . , vd)
= (α trDXt + 〈∇α,Xt〉) (xt) detDϕt,u(x).
This proves (1.22). In order to show the assertion, we have to prove that
ln detωDϕt,u(x) =
∫ t
0
divωXs(xs)ds for all t ≥ 0. (1.23)
Note that the integral on the right-hand side of the equation exists, since the
function
t 7→ divωXt(xt) = divω Fu(t)(ϕt,u(x))
is the composition of the measurable function t 7→ (ϕ(t, x, u), u(t)), R → M ×
R
m, and the continuous function (p, v) 7→ divω Fv(p), M × Rm → R, and it is
essentially bounded on compact intervals: For almost all s ∈ [0, t] one has∣∣divω Fu(s)(ϕs,u(x))∣∣ ≤ max
(z,v)∈ϕ([0,t],x,u)×U
|divω Fv(z)| .
For t = 0 both sides of equation (1.23) coincide, since ϕ0,u = idM and hence
detωDϕ0,u(x) ≡ 1. Therefore, it suffices to show that the derivatives of both
sides coincide almost everywhere:
d
dt ln detωDϕt,u(x) = (detωDϕt,u(x))
−1 d
dt
detωDϕt,u(x)
(A.16)
= (detωDϕt,u(x))
−1 d
dt
ϕ∗t,uω(x)
ω(x)
(1.22)
= (detωDϕt,u(x))
−1ϕ
∗
t,u(LXtω)(x)
ω(x)
(A.17)
= (detωDϕt,u(x))
−1ϕ
∗
t,u([divωXt] · ω)(x)
ω(x)
(A.16)
=
ω(x)
(ϕ∗t,uω)(x)
ϕ∗t,u([divωXt] · ω)(x)
ω(x)
=
ϕ∗t,u([divωXt] · ω)(x)
(ϕ∗t,uω)(x)
=
divωXt(xt)
ω(xt)
ω(xt) = divωXt(xt).
This implies the assertion. 
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The Wazewski Inequality
Next, we prove the Wazewski Inequality (see, e.g., Boichenko & Leonov & Reit-
mann [8, p. 42]) for solutions of control systems, which follows from the Rie-
mannian variational equation (see the following proposition). This inequality
will allow us to estimate the maximal possible growth of the distance between
two solutions for the same control function but different initial values. The
distance on the manifoldM is supposed to be induced by a Riemannian metric.
The facts on Riemannian manifolds used in this subsection can be found in
Section A.1 of the appendix.
1.2.17 Proposition:
Consider the control system (1.7) and assume that all maximal solutions are
defined on R. Let g be a Riemannian metric on M of class C∞. For arbitrary
(x, u) ∈M × U and v ∈ TxM the curve
cx,u,v : t 7→ Dϕt,u(x)v, cx,u,v : R → TM,
is locally absolutely continuous and satisfies the variational equation
Dz
dt
(t) = ∇Fu(t)(ϕt,u(x))z(t) (1.24)
almost everywhere, where Ddt denotes the covariant derivative along the solution
ϕ(·, x, u).
Proof:
We consider (x, u) ∈M ×U and v ∈ TxM as fixed, and we abbreviate cx,u,v by
c and ϕt,u(x) by xt. Let the local expressions of Fu(t) and xt, respectively, with
respect to a chart (φ, V ) be
Fu(t)(x) =
∑
i
F˜ i(t, φ(x))∂iφx, F˜ (t, y) :≡ (F˜ 1(t, y), . . . , F˜ d(t, y)),
x˜t = φ(xt).
By Lemma A.3.6 the local expression of the endomorphism ∇Fu(t)(x) : TxM →
TxM is given by
w 7→
∑
i,j
∂F˜ i
∂yj
(t, φ(x))wj∂iφx +
∑
i,j,k
Γkij(x)F˜
i(t, φ(x))wj∂kφx
for a tangent vector w =
∑
j w
j∂jφx. In local coordinates let
c(t) =
∑
i
c˜i(t)∂iφxt , c˜(t) :≡ (c˜1(t), . . . , c˜d(t)).
Then from Lemma 1.2.13 we know that c˜ (and hence c) is locally absolutely
continuous with
˙˜ci(t) =
∑
j
∂F˜ i
∂yj
(t, x˜t)c˜
j(t) almost everywhere
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for i = 1, . . . , d. Hence, the right-hand side of (1.24) is (almost everywhere)
locally given by∑
i,j
∂F˜ i
∂yj
(t, x˜t)c˜
j(t)∂iφxt +
∑
i,j,k
Γkij(xt)F˜
i(t, x˜t)c˜
j(t)∂kφxt
= c˙(t) +
∑
i,j,k
Γkij(xt) ˙˜x
i(t)c˜j(t)∂kφxt.
For the left-hand side we obtain
Dc
dt
(t) =
D
dt
∑
j
c˜j(t)∂jφxt
 =∑
j
[
˙˜cj(t)∂jφxt + c˜
j(t)
D∂jφxt
dt
(t)
]
= c˙(t) +
∑
j
c˜j(t) (∇x˙t∂jφ) (xt)
= c˙(t) +
∑
j
c˜j(t)
(
∇∑
i
˙˜xi(t)∂iφxt
∂jφ
)
(xt)
= c˙(t) +
∑
i,j
˙˜xi(t)c˜j(t)
(∇∂iφxt∂jφ) (xt)
= c˙(t) +
∑
i,j,k
Γkij(xt) ˙˜x
i(t)c˜j(t)∂kφxt .
This proves the claim. 
1.2.18 Theorem:
Under the assumptions of Proposition 1.2.17 we have
‖Dϕt,u(x)‖ ≤ exp
(∫ t
0
λmax(S∇Fu(s)(ϕs,u(x)))ds
)
for all t ≥ 0,
where λmax(·) denotes the maximal eigenvalue and S∇· the symmetrized co-
variant derivative of a vector field.11
Proof:
Let xt :≡ ϕt,u(x) and λ(t) :≡ λmax(S∇Fu(t)(ϕt,u(x))). Let z : R → TM be a
locally absolutely continuous solution of the variational equation (1.24). Then
for almost all t ∈ R we obtain12
d
dt
‖z(t)‖2 = d
dt
gxt(z(t), z(t))
(A.13)
= gxt
(
Dz
dt
(t), z(t)
)
+ gxt
(
z(t),
Dz
dt
(t)
)
= gxt
(∇Fu(t)(xt)z(t), z(t)) + gxt (z(t),∇Fu(t)(xt)z(t))
= gxt
(∇Fu(t)(xt)z(t), z(t)) + gxt (∇Fu(t)(xt)∗z(t), z(t))
= 2gxt
(
1
2
[∇Fu(t)(xt) +∇Fu(t)(xt)∗] z(t), z(t))
≤ 2λ(t)‖z(t)‖2 .
11The symmetrized covariant derivative is given by S∇X(p) = 1
2
[∇X(p) + ∇X(p)∗] for
X ∈ X 1(M), p ∈M .
12Note that Formula (A.13) also holds for locally absolutely continuous curves and vector
fields, which can be proved by an easy calculation in local coordinates.
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Now we assume that z(t) 6= 0 for all t ≥ 0. This implies for almost all t ≥ 0
d
dt‖z(t)‖2
‖z(t)‖2 ≤ 2λ(t) ⇒
∫ t
0
d
ds‖z(s)‖2
‖z(s)‖2 ds ≤ 2
∫ t
0
λ(s)ds
⇒ ln (‖z(t)‖2)− ln (‖z(0)‖2) ≤ 2∫ t
0
λ(s)ds
⇒ ln ‖z(t)‖ − ln ‖z(0)‖ ≤
∫ t
0
λ(s)ds
⇒ ‖z(t)‖ ≤ ‖z(0)‖ exp
(∫ t
0
λ(s)ds
)
.
In order to show that λ is locally integrable (and hence the integral above exists)
let (φ, V ) be a chart such that ϕ(I, x, u) ⊂ V for some open interval I. Then
λ = λmax ◦A on I, where λmax is the function assigning to each real symmetric
d× d-matrix its maximal eigenvalue, and A : I → Sym(d,R) is given by
A(t) = SDF˜u(t)(xt) +
∑
i,l
F˜ iu(t)(xt)g
µl(xt)
∂gνl
∂xi
(xt)

µ,ν
.
Here F˜ is the local expression of F (see also Lemma A.3.6). The function λmax
is continuous, since eigenvalues depend continuously on the matrix (see, e.g.,
Sontag [50, Section A.4]). A is measurable, since both F˜u(t)(xt) and DF˜u(t)(xt)
depend measurably on t, which follows from the facts that F˜ is continuously
differentiable, xt is continuous and u is measurable. Finiteness of the integral
(over compact time intervals) follows from compactness of the control range U .
Since for each v ∈ TxM\{0} the function z(t) = Dϕt,u(x)v is a solution of
(1.24) with z(t) 6= 0 for all t ≥ 0, we obtain
‖Dϕt,u(x)‖ = max‖v‖=1 ‖Dϕt,u(x)v‖
≤ max
‖v‖=1
‖Dϕ0,u(x)︸ ︷︷ ︸
=id
v‖ exp
(∫ t
0
λ(s)ds
)
= exp
(∫ t
0
λ(s)ds
)
,
which finishes the proof. 
Linearization Along Controlled Trajectories
In this subsection, we introduce the linearization of a control system along a
controlled trajectory and show that the solutions of the linearization approx-
imate the solutions of the given system in a neighborhood of the controlled
trajectory. Moreover, we discuss controllability of the linearization along peri-
odic trajectories.
1.2.19 Definition:
Consider control system (1.7) and let g be a Riemannian metric on M of class
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C∞. Let ϕ(·, x0, u0) : R → M be a solution corresponding to an initial value
x0 ∈M and a control function u0 ∈ U . Define
A(t) := ∇Fu0(t)(ϕt,u0(x0)) : Tϕt,u0 (x0)M → Tϕt,u0(x0)M,
B(t) := D2F (ϕt,u0(x0), u0(t)) : R
m → Tϕt,u0(x0)M
for all t ∈ R. The pair (ϕ(·, x0, u0), u0) is called a controlled trajectory and
the family
Dz
dt
(t) = A(t)z(t) +B(t)µ(t), µ ∈ L∞(R,Rm), (1.25)
of differential equations, where Ddt denotes the covariant derivative along the
solution ϕ(·, x0, u0), is called the linearization of (1.7) along (ϕ(·, x0, u0), u0).
A solution of (1.25) with initial value λ ∈ Tx0M corresponding to a control
function µ ∈ L∞(R,Rm) is a locally absolutely continuous vector field z : I →
TM along ϕ(·, x0, u0), defined on an interval I with 0 ∈ I, satisfying equation
(1.25) for almost all t ∈ I such that z(0) = λ.
1.2.20 Remarks:
• Note that there exist other definitions for the linearization along controlled
trajectories. See, e.g., Bullo & Lewis [11], where the linearization of a
control-affine system x˙ = f0(x)+
∑m
i=1 uifi(x) along a controlled trajectory
is defined using the tangent and vertical lifts (with respect to a connection
on M) of the vector fields fi.
• In the following, we will consider control system (1.7) not only with control
functions taking values in a fixed compact set U , but with arbitrary L∞-
control functions. It is easy to see that existence and uniqueness of solutions
is also guaranteed for this bigger class of control functions.
In the proof of the next proposition, we use some of the statements of Sontag
[50, Theorem 1, p. 56]. For convenience of the reader we first formulate a
corresponding reduced version of this theorem:
1.2.21 Theorem:
LetM be an open subset of Rd and F :M×Rm → Rd a C1-mapping. Consider
the control system
x˙(t) = F (x(t), u(t)), u ∈ L∞(R,Rm),
and denote its solutions by ϕ(t, x, u). For fixed τ > 0 define
Dτ := {(x, u) ∈M × L∞([0, τ ],Rm) | τ ∈ Imax(u, x)} .
Then Dτ is open in M × L∞([0, τ ],Rm) and the mapping
ϕτ : Dτ →M, (x, u) 7→ ϕ(τ, x, u),
is of class C1. For fixed (x0, u0) ∈ M × L∞([0, τ ],Rm) and (λ, µ) ∈ Rd ×
L∞([0, τ ],Rm) the function
ξ(t) := Dϕτ (x0, u0)(λ, µ), ξ : [0, τ ]→ Rd,
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is a solution of the Carathe´odory differential equation
ξ˙(t) = D1F (ϕ(t, x0, u0), u0(t))ξ(t) +D2F (ϕ(t, x0, u0), u0(t))µ(t)
with initial value λ.13
1.2.22 Proposition:
Consider control system (1.7) assuming that all maximal solutions for arbitrary
L∞-control functions are defined on R. Let (ϕ(·, x0, u0), u0) be a controlled tra-
jectory with corresponding linearization (1.25). Then the following statements
hold:
(i) For every τ > 0 the mapping
ϕτ :M × L∞([0, τ ],Rm)→M, (x, u) 7→ ϕ(τ, x, u),
is continuously differentiable.
(ii) For every initial value λ ∈ Tx0M and every control function µ ∈
L∞(R,Rm) there exists a unique solution ϕl(·, λ, µ) : R → TM of (1.25)
satisfying
ϕl(t, λ, µ) = Dϕt(x0, u0)(λ, µ) (1.26)
for all t ∈ R and (λ, µ) ∈ Tx0M × L∞(R,Rm).
(iii) For every τ > 0 the mapping
ϕl(τ, ·, ·) : Tx0M × L∞([0, τ ],Rm)→ Tϕ(τ,x0,u0)M
is linear and continuous.
(iv) Assume that the controlled trajectory (ϕ(·, x0, u0), u0) is T0-periodic for
some T0 > 0. Then for all k ∈ Z, t ∈ R and λ ∈ Tx0M it holds that
ϕl(t, ϕl(kT0, λ, 0), 0) = ϕ
l(t+ kT0, λ, 0).
Proof:
(i) Let (x0, u0) ∈ M × L∞(R,Rm) be chosen arbitrarily and let (φ, V ) be a
chart around x0. Define
F˜ : φ(V )× Rm → Rd, F˜ (y, u) := Dφφ−1(y)F (φ−1(y), u).
Then F˜ is a C1-mapping and we can consider the control system
y˙(t) = F˜ (y(t), u(t)), u ∈ L∞(R,Rm), (1.27)
on the state space φ(V ) ⊂ Rd. We denote the corresponding solutions by
ϕ˜(t, y, u). By multiplying the right-hand side with a cut-off-function we
can extend system (1.27) to Rd and hence may assume that the maximal
13Here Dϕτ (x0, u0) denotes the Fre´chet differential of ϕτ at (x0, u0).
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solutions are defined globally. Locally the solutions of (1.27) are related
to the solutions of (1.7) by
φ(ϕ(t, x, u)) = ϕ˜(t, φ(x), u) for all (x, u) ∈ V × L∞(R,Rm) (1.28)
and t ∈ R with ϕ(t, x, u) ∈ V . Now, choose τ˜ > 0 such that
ϕ˜([0, τ˜ ], φ(x0), u0) ⊂ φ(V ).
From Theorem 1.2.21 it follows that ϕ˜τ˜ is continuous and consequently
there exist open neighborhoods W1 ⊂ φ(V ) of φ(x0) and W2 ⊂
L∞([0, τ˜ ],Rm) of u0 (regarded as an element of L∞([0, τ˜ ],Rm)) such that
ϕ˜([0, τ˜ ], y, u) ⊂ φ(V ) for all (y, u) ∈W1 ×W2.
Moreover, by Theorem 1.2.21, the mapping
ϕ˜τ˜ :W1 ×W2 → φ(V )
is of class C1. Hence, ϕτ˜ is of class C
1 on φ−1(W1)×W2.
Now let τ > 0 be arbitrary. We want to show that ϕτ is of class C
1
on an open neighborhood of (x0, u0), which proves the assertion. By
compactness of ϕ([0, τ ], x0, u0) we can find charts (φ1, V1), . . . , (φn, Vn) of
M and times 0 = τ0 < τ1 < · · · < τn = τ such that
ϕ ([τi−1, τi], x0, u0) ⊂ Vi for i = 1, . . . , n.
Moreover, by what we have shown, for i = 0, 1, . . . , n−1 we can find open
neighborhoods
Ni =W
1
i ×W 2i ⊂ Vi+1 × L∞([0, τi+1 − τi],Rm)
of (xi, ui) := (ϕ(τi, x0, u0), (Θτiu0)|[0,τi+1−τi]) such that
ϕτi+1−τi(Ni) ⊂W 1i+1
and such that ϕτi+1−τi is of class C
1 on Ni. Define
N :=W 10 ×
n−1⋂
i=0
{
u ∈ L∞([0, τ ],Rm) : Θτi
(
u|[τi,τi+1]
) ∈W 2i } .
Since the restriction L∞([0, τ ],Rm)→ L∞([τi, τi+1],Rm) is continuous, N
is an open neighborhood of (x0, u0). By the cocycle property (1.13) we
have
ϕτ,u = ϕτn−τn−1,Θτn−1−τn−2u ◦ · · · ◦ ϕτ2−τ1,Θτ1−τ0u ◦ ϕτ1−τ0,u
and hence
ϕτ = ϕτn−τn−1 ◦ · · · ◦ (ϕτ2−τ1 ,Θτ1−τ0) ◦
(
ϕτ1−τ0 , idL∞([0,τ ],Rm)
)
.
Since the restrictions and shifts of L∞-functions are linear and continuous,
this shows that ϕτ|N is of class C1.
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(ii) Consider again the local control system (1.27). By Theorem 1.2.21 the
function
ξ(t) := Dϕ˜t(φ(x0), u0)(v, µ), ξ : I → Rd,
satisfies the variational equation
ξ˙(t) = D1F˜ (ϕ˜t,u0(φ(x0)), u0(t))ξ(t)+D2F˜ (ϕ˜t,u0(φ(x0)), u0(t))µ(t) (1.29)
with initial value ξ(0) = v = (v1, . . . , vd). Here I denotes the maximal
interval of definition. In the following, we write
xt := ϕ(t, x0, u0) for all t ∈ R.
Define
λ :=
∑
i
vi∂iφx0 ∈ Tx0M
and the vector field
z(t) := Dϕt(x0, u0)(λ, µ), z : R → TM,
along the trajectory xt. Let
z(t) ≡
∑
i
zi(t)∂iφxt , z
i : I → R.
By (1.28) we obtain
z(t) = Dϕt(x0, u0)(λ, µ) = D
(
φ−1 ◦ ϕ˜t ◦ (φ× id)
)
(x0, u0)(λ, µ)
= Dφ−1ϕ˜t(φ(x0),u0)Dϕ˜t(φ(x0), u0)(Dφx0λ︸ ︷︷ ︸
=v
, µ)
= Dφ−1φ(ϕt(x0,u0))ξ(t) = Dφ
−1
φ(xt)
ξ(t).
This proves that zi(t) = ξi(t) (the ith component of ξ(t) with respect to
the standard basis). The covariant derivative of z along xt is given by
Dz
dt
(t) =
D
(∑
i z
i(t)∂iφxt
)
dt
(t) =
∑
i
[
z˙i(t)∂iφxt + z
i(t)∇x˙t∂iφxt
]
.
Let x˙t =
∑
j w
j(t)∂jφxt . Then
Dz
dt
(t) =
∑
i
z˙i(t)∂iφxt + zi(t)∑
j
wj(t)∇∂jφxt∂iφxt

=
∑
i
z˙i(t)∂iφxt + zi(t)∑
j,k
Γkij(xt)w
j(t)∂kφxt

=
∑
k
z˙k(t) +∑
i,j
Γkij(xt)z
i(t)wj(t)
 ∂kφxt .
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Let F (x, u) =
∑
i F
i
u(x)∂iφx. Then
F˜ (y, u) = Dφφ−1(y)F (φ
−1(y), u)
=
∑
i
F iu(φ
−1(y))Dφφ−1(y)∂iφφ−1(y)︸ ︷︷ ︸
=ei
.
Hence, F iu(φ
−1(y)) is the ith component of F˜ (y, u) with respect to the
standard basis. The covariant derivative of Fu0(t) at xt, applied to z(t), is
given by
∇z(t)Fu0(t)(xt) =
∑
i
zi(t)∇∂iφxt
∑
j
F ju0(t)(xt)∂jφxt

=
∑
i,j
zi(t)
[
∂iφxt
(
F ju0(t)
)
∂jφxt + F
j
u0(t)
(xt)∇∂iφxt∂jφxt
]
=
∑
i,j
zi(t)
[
∂iφxt
(
F ju0(t)
)
∂jφxt
+ F ju0(t)(xt)
∑
k
Γkij(xt)∂kφ(xt)
]
=
∑
k
[∑
i
∂iφxt
(
F ku0(t)
)
zi(t)
+
∑
i,j
Γkij(xt)z
i(t)F ju0(t)(xt)︸ ︷︷ ︸
=wj(t)
]
∂kφxt .
Hence, we obtain
Dz
dt
(t) − ∇z(t)Fu0(t)(xt) =
∑
k
[
z˙k(t)−
∑
i
∂iφxt
(
F ku0(t)
)
zi(t)
]
∂kφxt
=
∑
k
[
ξ˙k(t)−
∑
i
∂(F ku0(t) ◦ φ−1)
∂yi
(φ(xt))ξ
i(t)
]
∂kφxt .
Applying Dφxt to this equation gives
Dφxt
(
Dz
dt
(t)−∇z(t)Fu0(t)(xt)
)
= ξ˙(t)−D1F˜ (φ(xt), u0(t))ξ(t)
(1.29)
= D2F˜ (φ(xt), u0(t))µ(t).
By linearity of Dφxt this implies
Dz
dt
(t)−∇z(t)Fu0(t)(xt) = (Dφxt)−1D2F˜ (φ(xt), u0(t))µ(t)
= (Dφxt)
−1D2DφxtF (xt, u0(t))µ(t)
= D2(Dφxt)
−1DφxtF (xt, u0(t))µ(t)
= D2F (xt, u0(t))µ(t).
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This proves that z (locally) satisfies equation (1.25) with initial condition
λ and control µ. By using the cocycle property and an argument similar to
that in the proof of (i), one easily shows that this implies (1.26), provided
that uniqueness of the solution holds. Since uniqueness is a local issue
and equation (1.25) locally reduces to the variational equation in Rd, as
we have seen, the assertion holds.
(iii) This immediately follows from statement (ii).
(iv) We write
X(t) := ϕl(t+ kT0, λ, 0), Y (t) := ϕ
l(t, ϕl(kT0, λ, 0), 0).
Both X and Y are locally absolutely continuous vector fields along
ϕ(·, x0, u0) and X(0) = ϕl(kT0, λ, 0) = Y (0). By periodicity of
(ϕ(·, x0, u0), u0) also A(t) is periodic with the same period T0 and hence
DX
dt
(t) = A(t+ kT0)X(t) = A(t)X(t),
DY
dt
(t) = A(t)Y (t).
By uniqueness of solutions it follows that X = Y .

1.2.23 Remark:
Proposition 1.2.22(ii) shows that the linearization (1.25) is an object which
actually does not depend on the Riemannian metric g, since the solutions are
the same for every metric.
The following proposition shows that the solutions of the linearization (1.25)
approximate the solutions of the nonlinear system (1.7) in a neighborhood of
the controlled trajectory.
1.2.24 Proposition:
Consider control system (1.7) and its linearization along the controlled trajec-
tory (ϕ(·, x0, u0), u0). Then for all τ, C > 0 there exist δ > 0 and a function
ζ = ζτ,C : [0, δ) → R+0 with
lim
bց0
ζ(b) = 0
such that∥∥∥exp−1ϕ(τ,x0,u0)(ϕ(τ, x, u)) − ϕl(τ, exp−1x0 (x), u − u0)∥∥∥ ≤ ζ(b)b (1.30)
for all x ∈M with d(x, x0) ≤ b and u ∈ L∞([0, τ ],Rm) with ‖u− u0‖[0,τ ] ≤ Cb,
where b ∈ [0, δ) is small enough that exp−1x0 (x) and exp−1ϕ(τ,x0,u0)(ϕ(τ, x, u)) are
defined (i.e., x and ϕ(τ, x, u) are contained in the range of the local diffeomor-
phisms, defined by restriction of expx0 and expϕ(τ,x0,u0) to appropriate open
neighborhoods of 0 ∈ Tx0M and 0 ∈ Tϕ(τ,x0,u0)M , respectively).
Proof:
For given τ > 0 consider the mappings
α :M × L∞([0, τ ],Rm)→M, (x, u) 7→ ϕ(τ, x, u),
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and
α˜ : Tx0M × L∞([0, τ ],Rm) ⊃ W˜ → Tϕ(τ,x0,u0)M
(y, u) 7→ exp−1ϕ(τ,x0,u0)(α(expx0(y), u)),
where W˜ is an open neighborhood of (0, u0) ∈ Tx0M × L∞([0, τ ],Rm), chosen
small enough such that α˜ is well-defined. Since α(expx0(0), u0) = ϕ(τ, x0, u0)
and α is continuous, which follows from Proposition 1.2.22(i), such W˜ exists.
By Proposition 1.2.22(i) both α and α˜ are continuously differentiable. Differ-
entiating α˜ at (0, u0) by the chain rule yields
Dα˜(0,u0)(λ, µ) = D exp
−1
ϕ(τ,x0,u0)
(ϕ(τ, x0, u0))Dα(x0,u0)D(expx0 × id)(λ, µ).
Using that Dα(x0,u0)(λ, µ) = ϕ
l(τ, λ, µ) (see Proposition 1.2.22(ii)) and that the
derivative of the Riemannian exponential map at 0 is the identity (see (A.14))
we obtain
Dα˜(0,u0)(λ, µ) = ϕ
l(τ, λ, µ).
Thus,
exp−1ϕ(τ,x0,u0)(ϕ(τ, expx0(y), u)) = α˜(y, u)
= α˜(0, u0)︸ ︷︷ ︸
=0
+Dα˜(0,u0)(y, u− u0) + r(y, u)
= ϕl(τ, y, u− u0) + r(y, u)
for all (y, u) ∈ W˜ , where r(y, u) satisfies
lim
(y,u)→(0,u0)
r(y, u)
‖y‖+ ‖u‖[0,τ ]
= 0. (1.31)
Hence, we obtain∥∥∥exp−1ϕ(τ,x0,u0)(ϕ(τ, expx0(y), u)) − ϕl(τ, y, u− u0)∥∥∥ ≡ ‖r(y, u)‖. (1.32)
Since W˜ is an open neighborhood of (0, u0), for given C > 0 there exists δ > 0
such that the Bδ(0) ×BCδ(u0) ⊂ W˜ . Define ζτ,C : [0, δ)→ R+0 by
ζC,τ (b) :=
{
b−1 sup ‖y‖≤b,
‖u−u0‖[0,τ ]≤Cb
‖r(y, u)‖ for b ∈ (0, δ),
0 for b = 0.
Then from (1.32) we obtain (1.30). From (1.31) it follows that for every ε > 0
there is b > 0 such that ‖y‖ ≤ b and ‖u− u0‖[0,τ ] ≤ Cb implies ‖r(y,u)‖‖y‖+‖u‖[0,τ ] ≤ ε.
Hence, from
‖r(y, u)‖
‖y‖+ ‖u‖[0,τ ]
=
‖r(y, u)‖
b
b
‖y‖+ ‖u‖[0,τ ]
≤ ε
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it follows that
‖r(y, u)‖
b
≤ ε‖y‖+ ‖u‖[0,τ ]
b
≤ εb(C + 1)
b
= ε(C + 1).
For b = b(ε) this implies
ζC,τ (b) = sup
‖y‖≤b,
‖u−u0‖[0,τ ]≤Cb
‖r(y, u)‖
b
≤ ε(C + 1),
which finishes the proof. 
Next, we introduce the notion of controllability for the linearization along a
periodic controlled trajectory.
1.2.25 Definition:
Let (ϕ(·, x0, u0), u0) be a T0-periodic controlled trajectory of system (1.7). Then
the linearization along (ϕ(·, x0, u0), u0) is called controllable if for all λ1, λ2 ∈
Tx0M there exists µ ∈ L∞([0, T0],Rm) such that
ϕl(T0, λ1, µ) = λ2.
1.2.26 Proposition:
Under the assumptions of Definition 1.2.25 system (1.25) is controllable if and
only if for each λ ∈ Tx0M there is µ ∈ L∞([0, T0],Rm) with
ϕl(T0, λ, µ) = 0.
Proof:
We only show the nontrivial direction: Let λ1, λ2 ∈ Tx0M and define λ˜2 :=
ϕl(−T0, λ2, 0) ∈ Tx0M . Then one finds µ ∈ L∞([0, T0],Rm) with
0 = ϕl(T0, λ1 − λ˜2, µ) = ϕl(T0, λ1, µ)− ϕl(T0, λ˜2, 0)
= ϕl(T0, λ1, µ)− ϕl(T0, ϕl(−T0, λ2, 0), 0)
= ϕl(T0, λ1, µ)− λ2.
Here we used Proposition 1.2.22(iii) and (iv). 
1.2.27 Proposition:
Consider control system (1.7) and its linearization along the T0-periodic con-
trolled trajectory (ϕ(·, x0, u0), u0). If the linearization is controllable, then there
exists C > 0 such that for all λ ∈ Tx0M there is µ ∈ L∞([0, T0],Rm) with
ϕl(T0, λ, µ) = 0 and ‖µ‖[0,T0] ≤ C‖λ‖.
Proof:
By controllability, for every λ ∈ Tx0M there exists at least one µ ∈
L∞([0, T0],Rm) such that ϕl(T0, λ, µ) = 0 or equivalently
ϕl(T0, 0, µ) = ϕ
l(T0,−λ, 0).
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Consider the automorphism Q : Tx0M → Tx0M , Qλ := ϕl(T0,−λ, 0) and the
continuous linear operator
L : L∞([0, T0],Rm)→ Tx0M, µ 7→ ϕl(T0, 0, µ).
Obviously, controllability is equivalent to L being surjective. Hence, by Bach-
man & Narici [6, Theorem 16.5, p. 265] (the bounded inverse theorem), there
exists a constant C˜ > 0 such that for all λ ∈ Tx0M there is µ ∈ L∞([0, T0],Rm)
with Lµ = Qλ and ‖µ‖[0,T0] ≤ C˜‖Qλ‖. Thus, with C := C˜‖Q‖ the assertion
holds. 
1.2.28 Remark:
For control systems on Euclidean space our notion of controllability for the
linearization along a (periodic) controlled trajectory coincides with the usual
one, as it is defined, e.g., in Sontag [50, Chapter 3]. In particular, in the case of a
controlled equilibrium (x0, u0), controllability of the linearization is equivalent
to controllability of the matrix pair (A,B) with A = DxF (x0, u0) and B =
DuF (x0, u0), which means that the controllability matrix [B|AB| · · · |Ad−1B]
has full rank (cf. Sontag [50, Section 3.2]).
Approximation by Simple Controls
In this subsection, we use results from Grasse & Sussmann [26] in order to
obtain a theorem on the approximation of arbitrary trajectories of a control
system by trajectories corresponding to piecewise constant control functions.
To this end, we first explain how control systems are defined in [26] and why
the results there can be applied to control systems in the sense of our definition.
In [26, Definition 2.2, p. 35] a C1-control system is defined as a mapping
f :M × Ω→ TM,
where M is a connected, d-dimensional, second-countable, Hausdorff, differen-
tiable manifold of class Ck for k ≥ 2, and Ω is a separable metric space, such
that the following properties are fulfilled:
(i) For each ω ∈ Ω the map fω :M → TM , x 7→ f(x, ω), is a vector field.
(ii) For every chart (φ, V ) of M the map fφ : φ(V )× Ω→ Rd, given by
fφ(y, ω) = Dφφ−1(y)f(φ
−1(y), ω),
is of class C1 in its first variable, i.e., for every y the map y 7→ fφ(y, ω) is
of class C1 and fφ, D1fφ are continuous on φ(V )× Ω.
Obviously, the right-hand side of a control system in the sense of our definition
satisfies these properties and hence we can use the results of [26].
In [26, Definition 2.9, p. 37], for a C1-control system f : M × Ω → TM a
Lebesgue measurable function u : R → Ω is said to be an admissible control
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function if for every chart (φ, V ) ofM the map h(y, t) := fφ(y, u(t)), h : φ(V )×
Ω→ Rd, satisfies the following properties:
(i) For every t ∈ R the map y 7→ h(y, t) is of class C1.
(ii) For every y ∈ Rd the maps t 7→ h(y, t) and t 7→ D1h(y, t) are measurable.
(iii) For every (y0, t0) ∈ φ(V )×R there exists δ > 0 and λ ∈ L1([t0−δ, t0+δ],R)
such that ‖h(y, t)‖ + ‖D1h(y, t)‖ ≤ λ(t) for all t ∈ [t0 − δ, t0 + δ].
The set of all admissible control functions in this sense is denoted by Umeas(f).
Since our control systems have a continuously differentiable right-hand side
and a compact control range, it is clear that the control functions we consider
are elements of Umeas(f). Indeed, this is proved in [26, Example 2.10, pp. 37–38].
For a C1-control system f : M × Ω → TM a topology on Umeas(f), called the
f -topology, is defined via a family of pseudo-metrics (see Definition 2.13 in [26],
p. 39). A control function u ∈ Umeas(f) is called a step map (see Definition 2.3
in [26], p. 35), if there exist t1 < t2 < · · · < tp in R such that u is constant on
the intervals (−∞, t1), (t1, t2),. . . ,(tp−1, tp), (tp,∞). The set of all step maps
is denoted by Ustep.
By [26, Theorem 2.20, p. 45] for a C1-control system f :M ×Ω→ TM the set
Ustep is a dense subset of Umeas(f) in the f -topology. The following proposition
now immediately follows from the observations above and [26, Theorem 2.24,
p. 48]:
1.2.29 Proposition:
Consider control system (1.7) assuming that all maximal solutions are defined
on R. Let dM denote a metric on M compatible with the given topology. Let
(x0, u0) ∈ M × U and T > 0. Then for every ε > 0 there exist δ > 0 and a
neighborhood N of u0 in the F -topology on U such that dM (x, x0) < δ and
u ∈ N imply
dM (ϕ(t, x, u), ϕ(t, x0 , u0)) ≤ ε for every t ∈ [0, T ].
By the fact that Ustep is dense in Umeas(F ) the next corollary immediately
follows:
1.2.30 Corollary:
Consider control system (1.7) assuming that all maximal solutions are defined
on R. Let dM denote a metric on M compatible with the given topology. Let
(x0, u0) ∈ M × U and T > 0. Then for every ε > 0 there exist δ > 0 and a
piecewise constant control function u ∈ U such that dM (x, x0) < δ implies
dM (ϕ(t, x, u), ϕ(t, x0 , u0)) ≤ ε for every t ∈ [0, T ].
1.3 Qualitative Theory 45
1.3 Qualitative Theory
In this section, we cite some results from Colonius & Kliemann [16] on the
qualitative behavior of control systems. In particular, we introduce the impor-
tant notion of control sets, which are the maximal subsets of the state space on
which approximate controllability holds. We consider the control system (1.7)
and assume that all solutions are defined globally, i.e., that the cocycle ϕ is
defined on R×M × U .
1.3.1 Definition:
Let x ∈M . The set of points reachable from x up to time T > 0 is
O+≤T (x) := {y ∈M | ∃t ∈ [0, T ], u ∈ U : y = ϕ(t, x, u)} .
The set of points controllable to x within time T > 0 is
O−≤T (x) := {y ∈M | ∃t ∈ [0, T ], u ∈ U : x = ϕ(t, y, u)} .
Furthermore, we define
O+(x) :=
⋃
T>0
O+≤T (x), O−(x) :=
⋃
T>0
O−≤T (x).
We call O+(x) and O−(x) the positive and negative orbit of x, respectively.
1.3.2 Definition (Controlled Invariance):
A set D ⊂ M is called controlled invariant if for every x ∈ D there exists
some u ∈ U such that ϕ(R+0 , x, u) ⊂ D. D is called (positively) invariant if
O+(x) ⊂ D for all x ∈ D.
1.3.3 Definition (Control Set):
A set D ⊂ M is called a control set of system (1.7) if it has the following
properties:
(i) D is controlled invariant.
(ii) For all x ∈ D one has D ⊂ clO+(x).
(iii) D is maximal with the properties (i) and (ii), i.e., if D′ ⊃ D has the
properties (i) and (ii), then D′ = D.
If clO+(x) = clD for all x ∈ D, then D is called an invariant control set,
otherwise a variant control set.
1.3.4 Definition (Local Accessibility):
The control system (1.7) is called locally accessible from x ∈ M if the sets
intO+≤T (x) and intO−≤T (x) are nonvoid for all T > 0. The system is called
locally accessible if it is locally accessible from every point x ∈M .
The following theorem gives a sufficient condition for local accessibility. The
proof can be found in [16, Theorem A.4.4, p. 526].
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1.3.5 Theorem (Krener):
Consider the control system (1.7) and assume that F (·, u) : M → TM is a
complete C∞-vector field for all u ∈ U . Define
F := {F (·, u) | u ∈ U} ⊂ X∞(M).
Let L(F) ⊂ X∞(M) be the smallest Lie algebra containing the set F and
∆L(F)(p) := {X(p) | X ∈ L(F)}. Then, if ∆L(F)(p) = TpM for all p ∈ M , the
system is locally accessible.
The next proposition can be found in [16, Lemma 3.2.13, p. 60].
1.3.6 Proposition:
Let D be a control set of system (1.7) with nonvoid interior. Then the following
assertions hold:
(i) If the system is locally accessible from all x ∈ clD, then D is connected
and cl intD = clD.
(ii) If the system is locally accessible from y ∈ intD, then y ∈ O+(x) for all
x ∈ D.
(iii) If the system is locally accessible from all y ∈ intD, then intD ⊂ O+(x)
for all x ∈ D, and for every y ∈ intD one has
D = clO+(y) ∩O−(y). (1.33)
Another important property of a control set D with nonvoid interior is that
trajectories starting in D cannot leave D and return, which is also called the
no-return property. The following propositions are taken from [16, Proposition
3.2.3, p. 54] and [16, Proposition 3.2.4, p. 54].
1.3.7 Proposition:
Let D ⊂ M be a maximal set with the property that for all x ∈ D one has
D ⊂ clO+(x) and suppose that for some x ∈ D there are T > 0 and u ∈ U
with ϕ(T, x, u) ∈ D. Then ϕ(t, x, u) ∈ D for all t ∈ [0, T ].
1.3.8 Proposition:
Let D ⊂ M be a maximal set with the property that for all x ∈ D one has
D ⊂ clO+(x) and suppose that the interior of D is nonvoid. Then D is a
control set.
1.3.9 Remark:
It easily follows that also the converse of Proposition 1.3.8 is true: Let D ⊂M
be a control set with nonvoid interior. Assume to the contrary that D is not
maximal with D ⊂ clO+(x) for all x ∈ D. Then D is a proper subset of a set
D′, which is maximal with this property. Then, due to the proposition, D′ is a
control set, which implies the contradiction that D is not a control set.
The boundary of a control set with nonvoid interior allows a partition into three
subsets with different dynamical properties. This decomposition is described in
the following definition.
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1.3.10 Definition:
For a control set D with nonvoid interior we define the following subsets of the
boundary:
Γ(D) := {x ∈ bdD | ∃y ∈ intD : u ∈ U : T > 0 : x = ϕ(T, y, u)} ,
Γ∗(D) := {x ∈ bdD | ∃y ∈ intD : u ∈ U : T > 0 : y = ϕ(T, x, u)} ,
Γ˜(D) :=
{
x ∈ bdD | O+(x) ∩D = ∅ and O−(x) ∩D = ∅} .
These sets are called the exit, entrance and tangential boundaries of D,
respectively.
The next proposition describes topological properties of these sets (see [16,
Proposition 3.2.25, p. 66]).
1.3.11 Proposition:
Let D be a control set with nonvoid interior such that local accessibility holds
on clD. Then the following is true:
(i) The sets Γ(D), Γ∗(D) and Γ˜(D) form a decomposition of bdD.
(ii) The sets Γ(D) and Γ∗(D) are open in bdD and Γ˜(D) is closed in bdD.
(iii) The equality Γ˜(D) = cl Γ(D) ∩ cl Γ∗(D) holds and intbdD Γ˜(D) = ∅.
1.3.12 Remark:
Although the right-hand sides of control systems are assumed to be of class
C∞ frequently in [16], the results on control sets also hold true for systems
with less smoothness, since in the proofs only continuous dependence on initial
conditions is used.
Next, we introduce an important class of control systems, namely control-affine
systems.
1.3.13 Definition:
Let F : M × Rm → TM be defined by F (x, u) := f0(x) +
∑m
i=1 uifi(x) with
f0, f1, . . . , fm ∈ X 1(M), and let U ⊂ Rm be compact and convex. Then the
corresponding control system
x˙(t) = F (x(t), u(t)) = f0(x(t)) +
m∑
i=1
ui(t)fi(x(t)), u ∈ U , (1.34)
is called a control-affine system. f0 is called the drift vector field and
f1, . . . , fm the control vector fields.
Obviously, everything which is true for the more general systems defined in
Definition 1.2.1 also holds for control-affine systems. But moreover, it can be
shown that for these systems U becomes a compact metrizable space when
endowed with the weak∗-topology of L∞(R,Rm) = L1(R,Rm)∗ and both the
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shift flow Θ and the cocycle ϕ are continuous with respect to this topology.14
See the following proposition. (For the proof see [16, Lemma 4.2.1, p. 95], [16,
Lemma 4.2.4, p. 96] and [16, Lemma 4.3.2, p. 100]).
1.3.14 Proposition:
Consider the control-affine system (1.34) and let U be endowed with the weak∗-
topology. Then the following assertions hold:
(i) U is a compact, separable metrizable space. A metric is given by
dU (u, v) =
∞∑
n=1
1
2n
| ∫
R
〈u(t)− v(t), xn(t)〉dt|
1 + | ∫
R
〈u(t)− v(t), xn(t)〉dt| , (1.35)
where {xn | n ∈ N} is an arbitrary countable dense subset of L1(R,Rm)
and 〈·, ·〉 is an inner product on Rm.
(ii) The shift flow Θ : R × U → U and the cocycle ϕ : R ×M × U → M are
continuous, and the mapping
Φ : R×M × U →M × U , Φ(t, x, u) := (ϕ(t, x, u),Θtu), (1.36)
is a continuous flow, the so-called control flow of system (1.34).
For each pair (x, u) ∈ M × U the ω-limit set ω(x, u) ⊂ M × U with respect to
the control flow is
ω(x, u) = {(y, v) ∈M × U | ∃tk →∞ : (ϕ(tk, x, u),Θtku)→ (y, v)} .
By piM : M × U → M we denote the projection onto the first factor, i.e.,
piM (x, u) = x. Then
piMω(x, u) = {y ∈M | ∃tk →∞ : ϕ(tk, x, u)→ y} .
For the following proposition see [16, Proposition 4.2.7, p. 98].
1.3.15 Proposition:
Consider the control-affine system (1.34) and let U be endowed with the weak∗-
topology. Then the shift flow Θ : R× U → U is topologically mixing, topologi-
cally transitive and chain transitive.
14The weak∗-topology on L∞(R,Rm) is the weakest topology such that for all v ∈ L1(R,Rm)
the functional u 7→
∫
R
〈v(t), u(t)〉dt, L∞(R,Rm)→ R, is continuous.
Chapter 2
Basics of Invariance Entropy
In this chapter, we introduce the central notion of this thesis—invariance en-
tropy. Roughly speaking, invariance entropy is a quantity that measures how
often open loop controls have to be updated in order to keep a continuous-time
control system in a given compact and controlled invariant subset Q of the state
space, starting from a set K ⊂ Q. The notion, originally introduced in Colonius
& Kawan [15], is defined in a fashion similar to the Bowen-Dinaburg charac-
terization of topological entropy for dynamical systems via (n, ε)-spanning sets
(see Bowen [9]). We consider for each positive time T > 0 the minimal number
r∗inv(T,K,Q) of control functions necessary to keep every trajectory starting in
K in the bigger set Q up to time T . Then we consider the exponential growth
rate of these numbers as T tends to infinity, i.e., we define
h∗inv(K,Q) := lim sup
T→∞
1
T
ln r∗inv(T,K,Q).
This number, called the strict invariance entropy of (K,Q), has the disadvan-
tage that it may be infinite. In fact, the numbers r∗inv(T,K,Q) may not be
finite. To overcome this problem, we define a weaker version, simply called
invariance entropy, in the following way: For T, ε > 0 the minimal number of
control functions necessary to keep every trajectory with initial value in K in
an ε-neighborhood of Q is denoted by rinv(T, ε,K,Q). Then again, the expo-
nential growth rate for T → ∞ is considered and in the end, ε is sent to zero.
Precisely,
hinv(K,Q) := lim
εց0
lim sup
T→∞
1
T
ln rinv(T, ε,K,Q).
For the numbers rinv(T, ε,K,Q) finiteness can easily be shown. Indeed, as we
will see in Chapter 3, also hinv(K,Q) is finite. hinv(K,Q) is less than or equal
to h∗inv(K,Q), but it is not clear if equality holds in case h
∗
inv(K,Q) is finite. In
Chapter 4, we will prove equality in two special situations, but in general we
have to leave this problem open.
In this chapter, we also show that invariance entropy shares several properties
with topological entropy. In particular, invariance entropy is preserved under
49
50 Chapter 2: Basics of Invariance Entropy
a continuous change of coordinates in the state space.1 Then we extend the
concept of invariance entropy to certain noncompact controlled invariant subsets
of the state space, which can be projected to compact subsets in the state
space of another control system, which is semiconjugate to the given one via
the projection map. As an example, we introduce bilinear control systems on
Rd and their projections to the unit sphere Sd−1.
Finally, we ask the question what we can say about the invariance entropy of a
control-affine system under certain assumptions on the behavior of the system in
a neighborhood of the set Q. Here we find that under the assumption that Q is
isolated (in the sense that every solution which stays in a given neighborhood of
Q for all times must already be contained in Q), the invariance entropy is given
by hinv(ε,K,Q) for small ε and hence taking the limit εց 0 is unnecessary. If
we instead assume that controllability holds in a neighborhood of Q (in a sense
which has to be made precise), then it turns out that the limes superior in the
definition of hinv(K,Q) can be replaced by a limes inferior. Similar results are
known for the topological entropy of a dynamical system (see Section 2.3 for
more details).
2.1 Definition
Now we will define the notions of invariance entropy and strict invariance en-
tropy and derive some basic properties of these quantities. Throughout this
section, we consider control system (1.7) and assume that K,Q ⊂ M are non-
void compact sets with K ⊂ Q and Q being controlled invariant.
2.1.1 Definition (Strict Invariance Entropy):
For given T > 0 a set S∗ ⊂ U is called T -spanning for (K,Q) if
∀x ∈ K : ∃u ∈ S∗ : ∀t ∈ [0, T ] : ϕ(t, x, u) ∈ Q.
By r∗inv(T,K,Q) we denote the number of elements in a minimal T -spanning set
for (K,Q). If there exists no finite T -spanning set, we set r∗inv(T,K,Q) := ∞.
The strict invariance entropy of (K,Q) is defined by
h∗inv(K,Q) := lim sup
T→∞
1
T
ln r∗inv(T,K,Q) (2.1)
if r∗inv(T,K,Q) is finite for all T > 0. Otherwise h
∗
inv(K,Q) :=∞.
Hence, the strict invariance entropy is defined as the exponential growth rate
of the minimal number of control functions necessary to keep every trajectory
starting in K in the bigger set Q up to time T , as T tends to infinity. One
problem with this definition is that one may need more than finitely many
control functions in order to keep all trajectories in Q for some positive time,
i.e., the numbers r∗inv(T,K,Q) may not be finite. Indeed, the following examples
show that this can happen.
1In the context of dynamical systems this is known under the name “topological conjugacy”.
In the context of control systems it is usually called “state equivalence”.
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2.1.2 Example:
Consider the one-dimensional linear control system
x˙(t) = −x(t) + u(t), u ∈ U ,
with control range U = [−1, 1]. Let K = Q ⊂ [−1, 1] be an infinite compact set
which is totally disconnected, e.g., a Cantor set. Then for every x ∈ Q there
exists a unique constant control function ux ∈ U with ϕ(t, x, ux) = x for all
t ≥ 0, namely ux(t) ≡ x. Hence, Q is controlled invariant. Since Q is totally
disconnected, each point x ∈ Q can be kept in Q up to some positive time
T > 0 only by choosing the control function ux, which makes x an equilibrium.
Consequently, since Q has infinitely many elements, no finite T -spanning set
for (Q,Q) exists. Hence, we have r∗inv(T,Q,Q) =∞ for all T > 0 and therefore
h∗inv(Q,Q) =∞. ♦
2.1.3 Example:
Consider the control system(
x˙(t)
y˙(t)
)
=
(
x(t)
(x(t)2 + y(t)2)1/2
− u(t)
)2(
x(t)
y(t)
)
, u ∈ U ,
on M := R2\{(0, 0)} with control range U = [−1, 1]. For every z = (x, y) ∈
M there exists a constant control function uz ∈ U such that z becomes an
equilibrium, namely uz(t) ≡ x(x2+y2)1/2 . Hence, every subset of M is controlled
invariant. We define
Q :=
{
(x, y) ∈M | 12 ≤ ‖(x, y)‖ ≤ 1
}
,
i.e., Q is the compact annulus with inner radius 12 and outer radius 1. Obviously,
every point z ∈M can only be steered along the line through (0, 0) and z away
from the origin. Hence, a point z on the outer boundary S1(0) ⊂ Q can only
be kept in Q for some positive time T > 0 with the constant control function
uz. Since one needs infinitely many of these control functions for all points on
S1(0), there exists no finite T -spanning set for (S1(0), Q) and hence for Q. This
proves that h∗inv(Q,Q) =∞. ♦
2.1.4 Remark:
The system in the preceding example is obviously not locally accessible but this
is not what causes the problem. The problem also appears for the system(
x˙(t)
y˙(t)
)
=
(
x(t)
(x(t)2 + y(t)2)1/2
− u(t)
)2(
cos v(t) − sin v(t)
sin v(t) cos v(t)
)(
x(t)
y(t)
)
with (u(t), v(t)) ∈ [−1, 1]× [−pi4 , pi4 ], because it also has the property that every
point on the outer boundary of the annulus Q can only be steered in directions
which point to the outside of Q. Local accessibility of this system easily follows
from Theorem 1.3.5 (Krener’s Theorem), since the right-hand side is of class
C∞ and the admissible directions from each point span the whole tangent space.
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In order to avoid the problem of dealing with infinities, we introduce a second,
weaker version of invariance entropy. In order to define this quantity, we use
an arbitrary but fixed metric d on M , which induces the given topology:2
2.1.5 Definition (Invariance Entropy):
For given T, ε > 0 we call a set S ⊂ U (T, ε)-spanning for (K,Q) if
∀x ∈ K : ∃u ∈ S : ∀t ∈ [0, T ] : ∃y ∈ Q : d(ϕ(t, x, u), y) < ε.
By rinv(T, ε,K,Q) we denote the number of elements in a minimal (T, ε)-
spanning set for (K,Q). For every ε > 0 we define
hinv(ε,K,Q) := lim sup
T→∞
1
T
ln rinv(T, ε,K,Q).
The invariance entropy of (K,Q) is then given by
hinv(K,Q) := lim
εց0
hinv(ε,K,Q). (2.2)
2.1.6 Remarks:
• Note that the notion of (T, ε)-spanning sets differs from the one used for
defining topological entropy (see Section A.2).
• One could do without the metric by replacing the ε-neighborhoods of Q by
arbitrary open neighborhoods and taking the supremum over all neighbor-
hoods instead of letting ε tend to 0 (see also Proposition 2.1.10(i)).
• Instead of the natural logarithm it would actually be more appropriate to
take the logarithm to the base 2, since we want to measure information.
But as we will see, the formulas for the invariance entropy become nicer
when working with the natural logarithm. (Otherwise the number log2 e
would explicitly appear as a factor in every formula.)
• In the case K = Q we often suppress the argument K in r∗inv(·), rinv(·),
hinv(·) and h∗inv(·). That means, we write, e.g., hinv(Q) instead of hinv(Q,Q).
Sometimes we stress the (possible) dependence of hinv(K,Q) on the con-
trol range U or on the metric d or on the right-hand side F by writing
hinv(K,Q;U), hinv(K,Q; d) or hinv(K,Q;F ).
• Note that for the definition of (strict) invariance entropy we do not need to
assume that all maximal solutions of the control system are defined on R,
since we only have to consider solutions which do not leave a small neigh-
borhood of a compact set, which, if chosen small enough, has a compact
closure (see Lemma A.3.2).
• In the definition of invariance entropy the requirement of the control range
to be compact is not essential. Indeed, many results of this and the following
chapters also hold true for systems with noncompact control range.
The following propositions summarize the most elementary properties of the
quantities rinv(·), r∗inv(·), hinv(·) and h∗inv(·).
2Note that d need not be induced by a Riemannian metric.
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2.1.7 Proposition:
The number rinv(T, ε,K,Q) is finite for all T, ε > 0.
Proof:
Let T, ε > 0 be given. Since Q is controlled invariant and K ⊂ Q, for every x ∈
K there exists a control function ux ∈ U such that ϕ([0, T ], x, ux) ⊂ Q. Since
Nε(Q) is open in M , by continuous dependence on the initial value (Corollary
1.2.11) there exists a neighborhoodWx of x such that ϕ([0, T ],Wx, ux) ⊂ Nε(Q).
By compactness, K can be covered by finitely many of these neighborhoods,
i.e., there exist points x1, . . . , xn ∈ K (n ∈ N) with K ⊂
⋃n
i=1Wxi . Hence, the
set S := {ux1 , . . . , uxn} is a finite (T, ε)-spanning set for (K,Q). 
The next proposition summarizes monotonicity properties. The proof immedi-
ately follows from the definitions and hence we omit it.
2.1.8 Proposition:
(i) If T1 < T2, then r
∗
inv(T1,K,Q) ≤ r∗inv(T2,K,Q) and rinv(T1, ε,K,Q) ≤
rinv(T2, ε,K,Q) for every ε > 0.
(ii) If ε1 < ε2, then rinv(T, ε1,K,Q) ≥ rinv(T, ε2,K,Q) for all T > 0 and
hence hinv(ε1,K,Q) ≥ hinv(ε2,K,Q).
(iii) If K1 ⊂ K2, then hinv(K1, Q) ≤ hinv(K2, Q) and h∗inv(K1, Q) ≤
h∗inv(K2, Q).
(iv) Assume that Q1 ⊂ Q2 are controlled invariant and K ⊂ Q1. Then
h∗inv(K,Q1) ≥ h∗inv(K,Q2) and hinv(K,Q1) ≥ hinv(K,Q2).
(v) Consider two different (compact) control ranges U1, U2 ⊂ Rm with U1 ⊂
U2. Assume that Q is controlled invariant with respect to both U1 and U2.
Then h∗inv(K,Q;U1) ≥ h∗inv(K,Q;U2) and hinv(K,Q;U1) ≥ hinv(K,Q;U2).
From Proposition 2.1.7 and 2.1.8(ii) it follows that the limit in (2.2) exists and
thus the following is true.
2.1.9 Corollary:
hinv(K,Q) is a well-defined number contained in the interval [0,∞].
2.1.10 Proposition:
(i) hinv(K,Q) does not depend on the metric d.
(ii) The number r∗inv(T,Q) is either finite for all T > 0 or for none.
(iii) The function T 7→ ln r∗inv(T,Q), (0,∞)→ R+0 , is subadditive and therefore
h∗inv(Q) = lim
T→∞
1
T
ln r∗inv(T,Q) = inf
T>0
1
T
ln r∗inv(T,Q). (2.3)
(iv) rinv(T, ε,K,Q) ≤ r∗inv(T,K,Q) for all T, ε > 0 and hence
hinv(K,Q) ≤ h∗inv(K,Q). (2.4)
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Proof:
(i) Let d˜ be another metric onM , which induces the given topology. Since Q
is compact, the identity map id : (M,d)→ (M, d˜) is uniformly continuous
on Q, i.e.,
∀ε > 0 : ∃δ > 0 : ∀x ∈ Q : ∀y ∈M : d(x, y) < δ ⇒ d˜(x, y) < ε.
Consequently, the δ-neighborhood of Q with respect to d is contained in
the ε-neighborhood with respect to d˜. This implies
rinv(T, ε,K,Q; d˜) ≤ rinv(T, δ,K,Q; d) for all T > 0
and hence hinv(ε,K,Q; d˜) ≤ hinv(δ,K,Q; d). Since
hinv(δ,K,Q; d) ≤ hinv(K,Q; d) for all δ > 0,
we obtain hinv(K,Q; d˜) ≤ hinv(K,Q; d). Changing the roles of d and d˜
yields the result.
(ii) Assume that r∗inv(T0, Q) < ∞ for some T0 > 0. By Proposition 2.1.8(i)
we have r∗inv(T,Q) ≤ r∗inv(T0, Q) <∞ for all T ∈ (0, T0). Now let T > T0.
Choose k ∈ N such that kT0 ≥ T and let S∗ = {u1, . . . , un} be a minimal
T0-spanning set for Q. For every k-tuple (i0, . . . , ik−1) ∈ {1, . . . , n}k we
define a control function ui0,i1,...,ik−1 ∈ U by
ui0,i1,...,ik−1(t) := uij (t−jT0) for all t ∈ [jT0, (j+1)T0), j = 0, 1, . . . , k−1.
On R\[0, kT0) the function may be extended arbitrarily. Altogether we
obtain nk control functions by this construction. Now consider the set
S∗k :=
{
ui0,i1,...,ik−1 : (i0, i1, . . . , ik−1) ∈ {1, . . . , n}k
}
.
Let x0 ∈ Q be an arbitrary point. Since S∗ is strictly T0-spanning, there
exists ui0 ∈ S∗ with ϕ([0, T0], x0, ui0) ⊂ Q. Let x1 := ϕ(T0, x0, ui0).
Then there exists ui1 ∈ S∗ with ϕ([0, T0], x1, ui1) ⊂ Q. Again, for x2 :=
ϕ(T0, x1, ui1) there exists ui2 ∈ S∗ and so on. After k steps we obtain (by
the cocycle property (1.13)) ui0 , ui1 , . . . , uik−1 ∈ S∗ with
ϕ([0, kT0], x0, ui0,i1,...,ik−1) ⊂ Q.
This implies that S∗k is a (kT0)-spanning set for Q and thus
r∗inv(T,Q) ≤ r∗inv(kT0, Q) ≤ #S∗k = nk <∞,
which proves the assertion.
(iii) If r∗inv(T,Q) = ∞ for all T > 0, the assertion is trivial. So assume
r∗inv(T,Q) < ∞ for all T > 0. If we can show that T 7→ ln r∗inv(T,Q)
is subadditive, then (2.3) follows from Lemma A.3.7. In order to show
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subadditivity, let T1, T2 > 0 be given. Let Sj be a minimal Tj-spanning
set for Q, j = 1, 2. Define control functions
uvw(t) :=
{
v(t) for t ∈ [0, T1]
w(t− T1) for t ∈ (T1, T1 + T2] , (v,w) ∈ S1 × S2.
Extend uvw arbitrarily on R\[0, T1 + T2]. Then S12 := {uvw | (v,w) ∈
S1 × S2} is a (T1 + T2)-spanning set for Q, which follows with the same
arguments as in the proof of (ii). Hence,
r∗inv(T1 + T2, Q) ≤ #S12 = #S1 ·#S2 = r∗inv(T1, Q) · r∗inv(T2, Q).
Applying the logarithm to this inequality yields the result.
(iv) Since Q ⊂ Nε(Q) for all ε > 0, every T -spanning set is also (T, ε)-spanning
for all ε > 0. This implies the assertion.

The following corollary is an immediate consequence of Proposition 2.1.10(ii)
and (iii).
2.1.11 Corollary:
The following statements are equivalent:
(a) r∗inv(T,Q) is finite for some T > 0.
(b) r∗inv(T,Q) is finite for all T > 0.
(c) h∗inv(Q) is finite.
2.1.12 Remark:
In Section 3.1, we will show that, in contrast to the strict invariance entropy,
the invariance entropy hinv(K,Q) is always finite. The next proposition thus
yields two conditions for finiteness of h∗inv(K,Q).
2.1.13 Proposition:
(i) Assume that M is diffeomorphic to R or S1 and Q is a compact interval.
Then h∗inv(K,Q) <∞.
(ii) Assume that also K is controlled invariant and Q is a neighborhood of K.
Then h∗inv(K,Q) ≤ hinv(K).
Proof:
(i) It suffices to prove the assertion for K = Q, since h∗inv(K,Q) ≤ h∗inv(Q)
by Proposition 2.1.8(iii). Without loss of generality we may assume
that M = R. Let Q = [a, b]. By Corollary 2.1.11 it suffices to show
that r∗inv(T,Q) < ∞ for some T > 0. If a = b, then there must
exist a constant control function which makes a an equilibrium point.
This implies r∗inv(T,Q) = 1 for all T > 0. Otherwise there exists
c ∈ (a, b). Since Q is controlled invariant, there are ua, ub ∈ U with
ϕ(R+0 , a, ua) ⊂ Q and ϕ(R+0 , b, ub) ⊂ Q. Since (a, b) is open and solutions
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depend continuously on the initial value, there exist times Ta, Tb > 0
with ϕ([0, Ta], [a, c], ua) ⊂ Q and ϕ([0, Tb], [c, b], ub) ⊂ Q. Hence, for
T := min{Ta, Tb} the set S∗ := {ua, ub} is T -spanning for Q.
(ii) Since Q is a neighborhood of K, there exists ε0 > 0 with Nε0(K) ⊂ Q.
Let S be a minimal (T, ε0)-spanning set for (K,K). Then obviously S is
also T -spanning for (K,Q) which implies r∗inv(T,K,Q) ≤ rinv(T, ε0,K).
Since this is true for all T > 0, we obtain h∗inv(K,Q) ≤ hinv(ε,K) for all
ε ∈ (0, ε0). For ε tending to zero h∗inv(K,Q) ≤ hinv(K) follows.

The following proposition yields a sufficient condition for the equality of
hinv(K,Q) and h
∗
inv(K,Q) in terms of the numbers rinv(T, ε,K,Q). It uses the
fact that for control-affine systems one has rinv(T, ε,K,Q) → r∗inv(T,K,Q) for
εց 0. The condition formulated in the proposition implies uniform convergence
(in T ) of 1T ln rinv(T, ε,K,Q) to
1
T r
∗
inv(T,K,Q) for εց 0, which is sufficient for
the two limits in the definition of hinv(K,Q) to be commutable.
2.1.14 Proposition:
Consider the control-affine system (1.34). Let Q ⊂M be a compact controlled
invariant set and K ⊂ Q compact. Moreover, assume that
∀δ > 0 : ∃ε0 > 0 :∀ε1 ∈ (0, ε0] : ∃T0 > 0 : ∀ε2 ∈ (0, ε1) : ∀T ≥ T0 :
rinv(T, ε2,K,Q) ≤ eδT rinv(T, ε1,K,Q). (2.5)
If, in addition, h∗inv(Q) <∞, then hinv(K,Q) = h∗inv(K,Q).
Proof:
We subdivide the proof into two parts.
Step 1: We show that for each fixed T > 0 it holds that
lim
εց0
rinv(T, ε,K,Q) = r
∗
inv(T,K,Q).
By the assumption h∗inv(Q) < ∞ and Corollary 2.1.11 we know that
r∗inv(T,K,Q) ≤ r∗inv(T,Q) < ∞. Since rinv(T, ε,K,Q) ≤ r∗inv(T,K,Q) for all
ε > 0 and rinv(T, ε1,K,Q) ≥ rinv(T, ε2,K,Q) for ε1 < ε2, the function
ε 7→ rinv(T, ε,K,Q), (0,∞)→ N,
is monotonically decreasing and bounded from above by r∗inv(T,K,Q). This
implies that the limit limεց0 rinv(T, ε,K,Q) exists and is not greater than
r∗inv(T,K,Q). Hence, there are n0, r ∈ N such that
rinv(T,
1
n ,K,Q) = r ≤ r∗inv(T,K,Q) for all n ≥ n0.
For each integer n ≥ n0 let Sn denote a minimal (T, 1n)-spanning set for (K,Q),
Sn = {v1(n), . . . , vr(n)} .
By Proposition 1.3.14 U is compact in the weak∗-topology. Hence, we can
choose converging subsequences vj(m
(j)
n ) → v∗j for j = 1, . . . , r. By a standard
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construction3 we can assume without loss of generality that the subsequences
(m
(j)
n )n∈N are identical for j = 1, . . . , r, say m
(j)
n ≡ mn. Set
S∗ := {v∗1 , . . . , v∗r} .
We want to show that S∗ is a T -spanning set for (K,Q). To this end, pick
x ∈ K arbitrarily. Then for every integer n ∈ N with mn ≥ n0 there exists
j = j(n) ∈ {1, . . . , r} such that
ϕ([0, T ], x, vj(n)(mn)) ⊂ N 1
mn
(Q). (2.6)
Since j(n) can only vary within the finite set {1, . . . , r}, there must be one
j0 ∈ {1, . . . , r} such that j(n) = j0 for infinitely many n ∈ N. Let (mkn)n∈N
be a corresponding subsequence. By continuity of ϕ (Proposition 1.3.14) this
implies for every t ∈ [0, T ] that
lim
n→∞ϕ(t, x, vj(kn)(mkn)) = limn→∞ϕ(t, x, vj0(mkn)) = ϕ(t, x, limn→∞ vj0(mkn))
= ϕ(t, x, lim
n→∞ vj0(mn)) = ϕ(t, x, v
∗
j0).
By (2.6) and compactness of Q it follows that ϕ(t, x, v∗j0) ∈ Q. This proves that
S∗ is T -spanning for (K,Q) and hence
r∗inv(T,K,Q) ≤ #S∗ = r = lim
εց0
rinv(T, ε,K,Q) ≤ r∗inv(T,K,Q).
Step 2: Assumption (2.5) can also be written as
∀δ > 0 : ∃ε0 > 0 : ∀ε1 ∈ (0, ε0] : ∃T0 > 0 : ∀ε2 ∈ (0, ε1) : ∀T ≥ T0 :∣∣ 1
T ln rinv(T, ε2,K,Q) − 1T ln rinv(T, ε1,K,Q)
∣∣ ≤ δ.
For arbitrary δ > 0 take ε0 = ε0(
δ
2 ) as above, and let ε ∈ (0, ε0] be arbitrary.
Then take T0 = T0(
δ
2 , ε0, ε) as above. For every T ≥ T0 Step 1 yields ε˜(T ) ∈
(0, ε) with ∣∣ 1
T ln r
∗
inv(T,K,Q) − 1T ln rinv(T, ε˜(T ),K,Q)
∣∣ ≤ δ2 . (2.7)
Using the triangle inequality we obtain for all T ≥ T0:∣∣ 1
T ln r
∗
inv(T,K,Q) − 1T ln rinv(T, ε,K,Q)
∣∣
≤ ∣∣ 1T ln r∗inv(T,K,Q) − 1T ln rinv(T, ε˜(T ),K,Q)∣∣
+
∣∣ 1
T ln rinv(T, ε˜(T ),K,Q) − 1T ln rinv(T, ε,K,Q)
∣∣ ≤ δ2 + δ2 = δ.
Hence, we have proved the following:
∀δ > 0 : ∃ε0 > 0 : ∀ε ∈ (0, ε0] : ∃T0 > 0 : ∀T ≥ T0 :∣∣ 1
T ln r
∗
inv(T,K,Q) − 1T ln rinv(T, ε,K,Q)
∣∣ ≤ δ.
3First take a converging subsequence v1(mn) of v1(n). Then take a converging subsequence
of v2(mn) and so on.
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This implies
∀δ > 0 : ∃ε0 > 0 : ∀ε ∈ (0, ε0] :
lim sup
T→∞
∣∣ 1
T ln r
∗
inv(T,K,Q) − 1T ln rinv(T, ε,K,Q)
∣∣ ≤ δ.
Now for δ > 0 take ε0 = ε0(δ) as above and let ε ∈ (0, ε0]. For brevity we write
f(T ) := 1T ln r
∗
inv(T,K,Q) and g(T ) :=
1
T ln rinv(T, ε,K,Q). Then we have
|h∗inv(K,Q)− hinv(ε,K,Q)| =
∣∣∣∣lim sup
T→∞
f(T )− lim sup
T→∞
g(T )
∣∣∣∣
=
∣∣∣∣∣ limT0→∞ supT≥T0 f(T )− limT0→∞ supT≥T0 g(T )
∣∣∣∣∣
=
∣∣∣∣∣ limT0→∞
[
sup
T≥T0
f(T )− sup
T≥T0
g(T )
]∣∣∣∣∣
= lim
T0→∞
[
sup
T≥T0
f(T )− sup
T≥T0
g(T )
]
.
The last equality follows from the fact that f(T ) ≥ g(T ) for all T > 0. Now we
use that
sup
T≥T0
f(T )− sup
T≥T0
g(T ) ≤ sup
T≥T0
[f(T )− g(T )] ,
which follows from
sup
T≥T0
f(T ) = sup
T≥T0
[(f(T )− g(T )) + g(T )] ≤ sup
T≥T0
[f(T )− g(T )] + sup
T≥T0
g(T ).
Hence, we obtain
|h∗inv(K,Q) − hinv(ε,K,Q)| ≤ lim
T0→∞
sup
T≥T0
[f(T )− g(T )]
= lim sup
T→∞
[f(T )− g(T )]
= lim sup
T→∞
|f(T )− g(T )| ≤ δ.
This proves the assertion. 
2.1.15 Open Question:
Does h∗inv(K,Q) <∞ imply hinv(K,Q) = h∗inv(K,Q)?
2.2 Elementary Properties
In this section, we prove more elementary properties of the (strict) invariance
entropy. The first proposition yields a sufficient condition for the strict invari-
ance entropy to vanish.
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2.2.1 Proposition:
Consider the control system (1.7). Let Q ⊂ M be a compact controlled in-
variant set, and K ⊂ Q compact. If there exist finitely many control func-
tions u1, . . . , un ∈ U such that for all x ∈ K there is i ∈ {1, . . . , n} with
ϕ(R+0 , x, ui) ⊂ Q, then h∗inv(K,Q) = 0. In particular, this condition is satisfied
in each of the following situations:
(i) K is finite.
(ii) Q is positively invariant (in particular, Q =M).
(iii) There exists some u0 ∈ U with F (x, u0) = 0 for all x ∈ K.
Proof:
Under the assumption it is clear that r∗inv(T,K,Q) ≤ n for all T > 0, which
implies
h∗inv(K,Q) ≤ lim sup
T→∞
lnn
T
= 0.
If K is finite, then this condition immediately follows from the controlled in-
variance of Q. If Q is positively invariant, then ϕ(R+0 ,K, u) ⊂ Q for all u ∈ U .
In case (iii) every point x ∈ K becomes an equilibrium if we choose the con-
stant control function u(t) ≡ u0 and hence the condition is satisfied with n = 1.

The resemblance of the definition of invariance entropy to the Bowen-Dinaburg
characterization of topological entropy via (n, ε)-spanning sets suggests that
both quantities have similar properties. Indeed, the following propositions af-
firm this conjecture.
2.2.2 Proposition:
Consider control system (1.7). Let Q ⊂ M be a compact controlled invariant
set, and K ⊂ Q compact. Consider for some s > 0 also the control system
x˙(t) = s · F (x(t), u(t)), u ∈ U . (2.8)
Then Q is also controlled invariant with respect to (2.8). For the corresponding
invariance entropies the following holds for all ε > 0:
hinv(ε,K,Q; sF ) = s · hinv(ε,K,Q;F ), h(∗)inv(K,Q; sF ) = s · h(∗)inv(K,Q;F ).
Proof:
Let ϕs denote the cocycle of system (2.8). Let (x, u) ∈ M × U and define
u˜ : R → Rm by u˜(t) := u(ts) for all t ∈ R. Then obviously u˜ ∈ U and for
almost all t ∈ R it holds that
d
dtϕs
(
t
s , x, u˜
)
= s · F (ϕs ( ts , x, u˜) , u˜ ( ts)) 1s = F (ϕs ( ts , x, u˜) , u(t)) .
Since ϕs(0, x, u˜) = x, by uniqueness of solutions, we obtain
ϕs
(
t
s , x, u˜
)
= ϕ (t, x, u) for all t ∈ R.
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This implies that every (T, ε)-spanning set for (K,Q) with respect to system
(1.7) yields a (Ts , ε)-spanning set for (K,Q) with respect to system (2.8) with
the same number of elements, and vice versa. Hence, rinv(T, ε,K,Q;F ) =
rinv(
T
s , ε,K,Q; sF ). We obtain
hinv(ε,K,Q;F ) = lim sup
T→∞
1
T
ln rinv(T, ε,K,Q;F )
= lim sup
T→∞
1
T
ln rinv
(
T
s , ε,K,Q; sF
)
=
1
s
lim sup
T→∞
s
T
ln rinv
(
T
s , ε,K,Q; sF
)
=
1
s
hinv(ε,K,Q; sF ).
For εց 0 it follows that hinv(K,Q; sF ) = s · hinv(K,Q;F ). The corresponding
assertion for h∗inv(K,Q; sF ) is proved analogously. 
In order to prove the next proposition, we need a technical lemma:
2.2.3 Lemma:
For any functions f1, . . . , fN : R
+
0 → (0,∞) (N ∈ N) it holds that
lim sup
T→∞
1
T
ln
N∑
i=1
fi(T ) ≤ max
i=1,...,N
lim sup
T→∞
1
T
ln fi(T ).
Proof:
For brevity we write
λ(f) := lim sup
T→∞
1
T
ln f(T )
for any function f : R+0 → (0,∞). We define g : R+0 → (0,∞) by
g(T ) := max
i=1,...,N
fi(T ) for all T ∈ R+0 .
Then
λ
(
N∑
i=1
fi
)
≤ λ(Ng) = lim sup
T→∞
1
T
(lnN + ln g(T )) = λ(g).
Thus, it suffices to show that λ(g) ≤ maxi=1,...,N λ(fi). To this end, let (Tk)k∈N,
Tk ∈ R+0 , be a sequence with Tk →∞ and
λ(g) = lim
k→∞
1
Tk
ln max
i=1,...,N
fi(Tk).
Obviously, there exists i0 ∈ {1, . . . , N} such that fi0(Tk) = maxi=1,...,N fi(Tk)
for infinitely many k ∈ N. Let (Tnk)k∈N be a corresponding subsequence. Then
λ(g) = lim
k→∞
1
Tnk
ln fi0(Tnk) ≤ λ(fi0) ≤ max
i=1,...,N
λ(fi),
which finishes the proof. 
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2.2.4 Proposition:
Consider control system (1.7). Let Q ⊂ M be a compact controlled invariant
set, and K ⊂ Q compact. Assume that K = ⋃Ni=1Ki with finitely many
compact sets K1, . . . ,KN . Then
h∗inv(K,Q) = max
i=1,...,N
h∗inv(Ki, Q), hinv(K,Q) = max
i=1,...,N
hinv(Ki, Q).
Proof:
If S is a minimal (T, ε)-spanning set for (K,Q), then S is also (T, ε)-spanning
for (Ki, Q), i = 1, . . . , N . Thus, we obtain
rinv(T, ε,Ki, Q) ≤ rinv(T, ε,K,Q) ⇒ max
i=1,...,N
hinv(Ki, Q) ≤ hinv(K,Q).
On the other hand, if Si is a minimal (T, ε)-spanning set for (Ki, Q), i =
1, . . . , N , then S := ⋃Ni=1 Si is (T, ε)-spanning for (K,Q), which implies
rinv(T, ε,K,Q) ≤ #S ≤
N∑
i=1
#Si =
N∑
i=1
rinv(T, ε,Ki, Q).
By Lemma 2.2.3 we obtain
hinv(ε,K,Q) ≤ lim sup
T→∞
1
T
ln
N∑
i=1
rinv(T, ε,Ki, Q) ≤ max
i=1,...,N
hinv(ε,Ki, Q),
which yields the result for εց 0. The corresponding assertion for the strict
invariance entropy is proved analogously. 
2.2.5 Remark:
In Section 3.2, we will show, by counterexample, that Proposition 2.2.4 does
not hold true for arbitrary countable coverings of K (see Remark 3.2.11).
Another natural question is under which transformations the invariance en-
tropy is preserved. It turns out that a coordinate change in the state space, as
described in the following definition, is the appropriate kind of transformation.
2.2.6 Definition (Topological Conjugacy):
Consider two control systems
x˙(t) = F (x(t), u(t)), u ∈ U , (2.9)
and
y˙(t) = G(y(t), v(t)), v ∈ V, (2.10)
on smooth manifolds M and N with control ranges U and V and (globally
defined) cocycles ϕ and ψ, respectively. Let U and V denote the corresponding
families of admissible control functions, and let pi : M → N , h : U → V be
maps such that pi is continuous and the following identity holds:
pi(ϕ(t, x, u)) = ψ(t, pi(x), h(u)) for all (t, x, u) ∈ R×M × U . (2.11)
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Then we say that system (2.9) is topologically semiconjugate to system
(2.10), and we call the pair (pi, h) a topological semiconjugacy. If pi is a
homeomorphism and h is invertible, then the systems are called topologically
conjugate and (pi, h) is called a topological conjugacy from system (2.9) to
system (2.10).
2.2.7 Remark:
Note that what we call topological conjugacy is usually called state equivalence
in control theory, provided that the mapping pi is a diffeomorphism and h = idU .
See, e.g., Agrachev & Sachkov [3, Definition 5.23, p. 77] or Jakubczyk [31].
2.2.8 Proposition:
Consider the control systems (2.9) and (2.10). Let Q ⊂ M be a compact
controlled invariant set with respect to system (2.9), and letK ⊂ Q be compact.
Then, if system (2.9) is topologically semiconjugate to system (2.10) with a
semiconjugacy (pi, h), the set pi(Q) ⊂ N is controlled invariant with respect to
system (2.10) and
h∗inv(pi(K), pi(Q);G) ≤ h∗inv(K,Q;F ), hinv(pi(K), pi(Q);G) ≤ hinv(K,Q;F ).
Equation (2.11) in particular holds if pi :M → N is a C1-map and H : U → V
is a continuous map such that
DpixF (x, u) = G(pi(x),H(u)) for all (x, u) ∈M × U. (2.12)
Proof:
By the assumptions it is clear that pi(K) and pi(Q) are nonvoid compact subsets
of N with pi(K) ⊂ pi(Q). Equation (2.11) implies controlled invariance of pi(Q)
with respect to system (2.10): If y ∈ pi(Q), then there exists x ∈ Q with
pi(x) = y. Let u ∈ U be a control function with ϕ(R+0 , x, u) ⊂ Q. Then it
follows that
ψ(t, y, h(u)) = ψ(t, pi(x), h(u))
(2.11)
= pi(ϕ(t, x, u)) ∈ pi(Q) for all t ≥ 0.
Now let T, ε > 0. Since pi is uniformly continuous on the compact set Q, there
exists δ > 0 with pi(Nδ(Q)) ⊂ Nε(pi(Q)). Let S ⊂ U be a minimal (T, δ)-
spanning set for (K,Q) and define S˜ := h(S). For any y ∈ pi(K) there exists
x ∈ K with pi(x) = y. Let u ∈ S such that ϕ([0, T ], x, u) ⊂ Nδ(Q). Then
h(u) ∈ S˜ and ψ([0, T ], pi(x), h(u)) ⊂ pi(Nδ(Q)) ⊂ Nε(pi(Q)). This shows that S˜
is (T, ε)-spanning for (pi(K), pi(Q)). Consequently,
hinv(ε, pi(K), pi(Q);G) ≤ hinv(δ,K,Q;F ) ≤ hinv(K,Q;F ).
For εց 0 we obtain hinv(pi(K), pi(Q);G) ≤ hinv(K,Q;F ). It is even easier to
see that the same inequality holds for the strict invariance entropy.
In order to see that the second assertion holds, recall that the solution ϕ(·, x, u) :
R → M is the unique locally absolutely continuous curve with ϕ(0, x, u) = x
and
d
dt
ϕ(t, x, u) = F (ϕ(t, x, u), u(t)) for almost all t ∈ R.
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By the chain rule we obtain for almost all t ∈ R that
d
dt
pi(ϕ(t, x, u)) = Dpiϕ(t,x,u)
d
dt
ϕ(t, x, u)
= Dpiϕ(t,x,u)F (ϕ(t, x, u), u(t))
(2.12)
= G(pi(ϕ(t, x, u)),H(u(t))).
It follows that pi(ϕ(·, x, u)) : R → N is a locally absolutely continuous
curve on N with pi(ϕ(0, x, u)) = pi(x), which satisfies the differential equation
y˙(t) = G(y(t),H(u(t))) almost everywhere (pi(ϕ(·, x, u)) is locally absolutely
continuous, since pi is a C1-map and hence locally Lipschitz continuous.) Let
h : U → V be defined by h(u)(t) := H(u(t)) for all u ∈ U and t ∈ R. Since H is
continuous, H ◦u is measurable for all u ∈ U , and thus h is well-defined. Then,
by uniqueness of solutions, it follows that pi(ϕ(t, x, u)) = ψ(t, pi(x), h(u)) for all
(t, x, u) ∈ R×M × U . 
2.2.9 Remarks:
• If the pair (pi, h) in Proposition 2.2.8 is a topological conjugacy, it follows
that h
(∗)
inv(K,Q;F ) = h
(∗)
inv(pi(K), pi(Q);G), since then (2.11) implies
pi−1(ψ(t, y, v)) = ϕ(t, pi−1(x), h−1(v)) for all (t, y, v) ∈ R×N × V.
Hence, the (strict) invariance entropy is indeed preserved under topological
conjugation.
• To obtain the result of Proposition 2.2.8 it would be sufficient to require
the conjugacy identity (2.11) only for positive times t ≥ 0.
• In Jakubczyk [31] and Agrachev & Sachkov [3, Section 5.7] necessary and
sufficient conditions for smooth conjugacy (state equivalence) of control
systems are analyzed.
The next proposition shows that for the computation of the invariance entropy
it is sufficient to consider the system at times which are integer multiples of
some fixed time step τ > 0.
2.2.10 Proposition:
Consider control system (1.7) and let K,Q ⊂ M be compact sets with K ⊂ Q
and Q being controlled invariant. Then, for all ε > 0 and τ > 0
hinv(ε,K,Q) = lim sup
n→∞
1
nτ
ln rinv(nτ, ε,K,Q) (2.13)
and
h∗inv(K,Q) = lim sup
n→∞
1
nτ
ln r∗inv(nτ,K,Q). (2.14)
Proof:
Obviously, the left-hand side of (2.13) is not less than the right-hand side.
In order to show the reverse, let (Tk)k∈N, Tk > 0, be an arbitrary sequence
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converging to ∞. Then for every k ∈ N there exists nk ∈ N such that nkτ ≤
Tk ≤ (nk + 1)τ , and nk →∞ for k →∞. By Proposition 2.1.8(i) we have
rinv(Tk, ε,K,Q) ≤ rinv((nk + 1)τ, ε,K,Q)
and consequently
1
Tk
ln rinv(Tk, ε,K,Q) ≤ 1
nkτ
ln rinv((nk + 1)τ, ε,K,Q).
This yields
lim sup
k→∞
1
Tk
ln rinv(Tk, ε,K,Q) ≤ lim sup
k→∞
1
nkτ
ln rinv((nk + 1)τ, ε,K,Q).
Since
1
nkτ
ln rinv((nk + 1)τ, ε,K,Q) =
nk + 1
nk
1
(nk + 1)τ
ln rinv((nk + 1)τ, ε,K,Q)
and nk+1nk → 1 for k →∞, we obtain
lim sup
k→∞
1
Tk
ln rinv(Tk, ε,K,Q) ≤ lim sup
k→∞
1
nkτ
ln rinv(nkτ, ε,K,Q)
≤ lim sup
n→∞
1
nτ
ln rinv(nτ, ε,K,Q).
Formula (2.14) is proved analogously. 
Next, we define (strict) invariance entropy also for certain noncompact subsets
of the state space.
2.2.11 Definition (Invariance Entropy for Noncompact Sets):
Consider control system (1.7) and assume that N is another smooth manifold
of dimension dim(N) ≤ d and that pi : M → N is a surjective C1-submersion.
Suppose that the control system (1.7) can be projected onto N via pi, which
means that
G : N×Rm → TN, G(pi(x), u) := DpixF (x, u) for all (x, u) ∈M×Rm, (2.15)
is a well-defined C1-mapping. Consider the control system
y˙(t) = G(y(t), u(t)), u ∈ U . (2.16)
LetK,Q ⊂M be closed withK ⊂ Q and Q being controlled invariant. Suppose
that pi(K) and pi(Q) are compact subsets of N with K = pi−1(pi(K)) and
Q = pi−1(pi(Q)). Then we define
h∗inv,nc(K,Q;pi) := h
∗
inv(pi(K), pi(Q)), hinv,nc(K,Q;pi) := hinv(pi(K), pi(Q)),
(2.17)
where the invariance entropy on the right-hand side is measured with respect
to system (2.16).
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2.2.12 Remark:
Definition 2.2.11 makes sense, since K ⊂ Q implies pi(K) ⊂ pi(Q) and pi(Q) is
controlled invariant with respect to system (2.16), which is shown as in the proof
of Proposition 2.2.8. Now assume that S is a T -spanning set for (pi(K), pi(Q))
with respect to system (2.16). Let x ∈ K be chosen arbitrarily. Then there
exists u ∈ S such that ψ([0, T ], pi(x), u) ⊂ pi(Q), where ψ denotes the cocycle
corresponding to system (2.16). Since pi maps solutions of (1.7) to solutions of
(2.16) (see the proof of Proposition 2.2.8), we have
ϕ([0, T ], x, u) ⊂ pi−1(ψ([0, T ], pi(x), u)) ⊂ pi−1(pi(Q)) = Q.
This shows that Definition 2.2.11 is reasonable.
2.2.13 Example:
Consider a bilinear control system
x˙(t) =
[
A0 +
m∑
i=1
ui(t)Ai
]
︸ ︷︷ ︸
=:A(u(t))
x(t), u ∈ U , (2.18)
where A0, A1, . . . , Am ∈ Rd×d. We regard (2.18) as a control system on Rd\{0}.
Let
pi : Rd\{0} → Sd−1, pi(x) = x‖x‖ ,
be the radial projection onto the sphere Sd−1 = {s ∈ Rd | ‖s‖ = 1}. It can
easily be verified that pi is a C1-submersion with derivative
Dpi(x) =
1
‖x‖
(
I − xx
T
‖x‖2
)
.
The bilinear system (2.18) can be projected to Sd−1 via pi and the right-hand
side of the projected system is given by
G(s, u) = (A(u) − sTA(u)sI)s, Sd−1 × Rm → TSd−1,
which follows from
Dpi(x)A(u)x =
1
‖x‖
(
I − xx
T
‖x‖2
)
A(u)x
=
(
A(u)− xx
TA(u)
‖x‖2
)
x
‖x‖
=
(
A(u)x− x(x
TA(u)x)
‖x‖2
)
1
‖x‖
=
(
A(u)− x
TA(u)x
‖x‖2 I
)
x
‖x‖
=
(
A(u)− pi(x)TA(u)pi(x)I) pi(x) = G(pi(x), u).
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It is easy to see that it is also possible to project the bilinear system (2.18) to
the (d−1)-dimensional real projective space Pd−1, defined as the quotient space
of Rd\{0} under the equivalence relation
x1 ∼ x2 :⇔ ∃λ ∈ R\{0} : x2 = λx1,
which identifies points that lie on the same line through the origin. ♦
In this section, we have proved elementary properties of the (strict) invariance
entropy, some of which are also known to be valid in a similar form for the
topological entropy of a flow. The following table provides a comparison of the
corresponding properties.
Topological Entropy Invariance Entropy
x˙(t) = s · f(x(t)) with flow Φs x˙(t) = s · F (x(t), u(t)), u ∈ U
⇒ htop(Φs) = s · htop(Φ) ⇒ hinv,s(K,Q) = s · hinv(K,Q)
pi ◦ Φt = Ψt ◦ pi pi(ϕ(t, x, u)) = ψ(t, pi(x), h(u))
⇒ htop(Ψ) ≤ htop(Φ) ⇒ hinv(pi(K), pi(Q)) ≤ hinv(K,Q)
K = K1∪˙ · · · ∪˙KN , Φt(Ki) ⊂ Ki K =
⋃N
i=1Ki
⇒ htop(K,Φ) = maxi htop(Ki,Φ) ⇒ hinv(K,Q) = maxi hinv(Ki, Q)
For the properties of the topological entropy stated above see Bowen [10, Propo-
sition 21] and Adler & Konheim & McAndrew [2, Theorem 1 and Theorem 4],
and note that the topological entropy of a flow equals that of its time-one-map.
2.2.14 Open Question:
Does h
(∗)
inv(K,Q) depend continuously on K and/or on Q in some sense and
under some condition?
2.3 Isolated Sets and Inner Control Sets
Now we examine how the behavior of a control-affine system in a neighborhood
of a controlled invariant set Q is related to the invariance entropy of Q. We
consider two opposite situations. First we assume that the set Q is isolated in
the sense that any trajectory, which does not leave a fixed neighborhood of Q,
is already contained in Q. In this situation, it turns out that the invariance
entropy is given by hinv(ε,K,Q) for small ε and hence taking the limit εց 0 is
unnecessary. Then we consider the situation that the system is controllable in a
neighborhood of Q (in a sense which will be made precise). Here we will see that
the limes superior in the definition of the invariance entropy can be replaced
by a limes inferior. Both of these results are inspired by analog results for the
topological entropy: For expansive homeomorphisms it is also not necessary
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to take the limit εց 0 in the definition of topological entropy via separated
and hence also via spanning sets (see Katok & Hasselblatt [33, Corollary
3.2.13, p. 126]). Replacing the limes superior by a limes inferior in the defini-
tion via spanning sets is always possible (see Mane [37, Proposition 7.1, p. 237]).
First we prove a useful lemma.
2.3.1 Lemma:
LetD be a control set of the control-affine system (1.34). Then clD is controlled
invariant.
Proof:
Let x ∈ clD be chosen arbitrarily. Then there exists a sequence (xn)n∈N with
xn ∈ D for all n ∈ N and xn → x. Since D is controlled invariant, for every
n ∈ N there is un ∈ U with ϕ(R+0 , xn, un) ⊂ D ⊂ clD. Since U is compact
with the weak∗-topology, we may assume that un → u for some u ∈ U . By
continuity of ϕ we have ϕ(t, xn, un) → ϕ(t, x, u) for all t ≥ 0, which implies
ϕ(R+0 , x, u) ⊂ clD. Hence, clD is controlled invariant. 
Next, we give a definition of isolated sets and inner control sets.
2.3.2 Definition (Isolated Sets and Inner Control Sets):
Consider the control-affine system (1.34) with compact and convex control range
U ⊂ Rm and let A be a subset of M .
(i) A is called isolated if there exists δ0 > 0 such that for all (x, u) ∈
clNδ0(A)× U the implication
ϕ(R, x, u) ⊂ clNδ0(A) ⇒ ϕ(R, x, u) ⊂ A (2.19)
holds.
(ii) A is called isolated in forward time if there exists δ0 > 0 such that for
all (x, u) ∈ clNδ0(A)× U the implication
ϕ(R+0 , x, u) ⊂ clNδ0(A) ⇒ ϕ(R+0 , x, u) ⊂ A (2.20)
holds.
(iii) A is called an inner control set if there exists a decreasing family of
compact and convex sets {Uρ}ρ∈[0,1] in Rm (i.e., Uρ2 ⊂ Uρ1 for ρ2 > ρ1),
such that for every ρ ∈ [0, 1] the control-affine system (1.34) with control
range Uρ (instead of U) has a control set Dρ with nonvoid interior and
compact closure, and the following conditions are satisfied:
(a) U = U0 and A = D1.
(b) clDρ2 ⊂ intDρ1 whenever ρ1 < ρ2.
(c) For every neighborhoodW of clA there is ρ ∈ [0, 1) with clDρ ⊂W .
In the next proposition, we assume that the set Q is isolated in forward time.
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2.3.3 Proposition:
Consider the control-affine system (1.34). Let Q ⊂ M be compact, controlled
invariant and isolated in forward time with constant δ0. Then for every compact
set K ⊂ Q it holds that
hinv(K,Q) = hinv(ε,K,Q) for all ε ∈ (0, δ0].
Proof:
We may assume that δ0 is small enough that clNδ0(Q) is compact, since the
assumption (2.20) is also satisfied for smaller δ0 (see Lemma A.3.2). Then first
we show the following:
∀ρ > 0 : ∀ε ∈ (0, δ0] : ∃n ∈ N : ∀(x, u) ∈ clNδ0(Q)× U :
max
t∈[0,n]
dist(ϕ(t, x, u), Q) ≤ ε ⇒ dist(x,Q) < ρ.
To this end, assume that the opposite is true:
∃ρ > 0 : ∃ε ∈ (0, δ0] : ∀n ∈ N : ∃(xn, un) ∈ clNδ0(Q)× U :
max
t∈[0,n]
dist(ϕ(t, xn, un), Q) ≤ ε and dist(xn, Q) ≥ ρ.
By compactness of clNδ0(Q) and U (endowed with the weak∗-topology) we may
assume that (xn, un)→ (x, u) ∈ clNδ0(Q)× U . By continuity of dist(·, Q) (see
Lemma A.3.1) we obtain
dist(x,Q) = lim
n→∞dist(xn, Q) ≥ ρ ⇒ x /∈ Q.
For arbitrary t0 ≥ 0 we have
dist(ϕ(t0, x, u), Q) = lim
n→∞dist(ϕ(t0, xn, un), Q)
≤ lim sup
n→∞
max
t∈[0,t0]
dist(ϕ(t, xn, un), Q)︸ ︷︷ ︸
≤ε for n≥t0
≤ ε ≤ δ0.
Hence, ϕ(R+0 , x, u) ⊂ clNδ0(Q) which implies ϕ(R+0 , x, u) ⊂ Q in contradiction
to x /∈ Q.
Now let 0 < ε1 < ε2 ≤ δ0. Then, by what we have shown, there exists n ∈ N
such that for all (x, u) ∈ clNδ0(Q)× U it holds that
max
t∈[0,n]
dist(ϕ(t, x, u), Q) ≤ ε2 ⇒ dist(x,Q) < ε1. (2.21)
For arbitrary T > 0 let S be a minimal (n+T, ε2)-spanning set for (K,Q). Pick
x ∈ K. Then there exists ux ∈ S with
ϕ ([0, n + T ], x, ux) ⊂ Nε2(Q).
Let s ∈ [0, T ]. Then
max
t∈[0,n]
dist(ϕ(t, ϕ(s, x, ux),Θsux), Q) = max
t∈[0,n]
dist(ϕ(t+ s, x, ux), Q) < ε2.
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Hence, by (2.21) we have
dist(ϕ(s, x, ux), Q) < ε1 for all s ∈ [0, T ],
which implies that S is a (T, ε1)-spanning set for (K,Q). Therefore,
rinv(T, ε1,K,Q) ≤ rinv(n+ T, ε2,K,Q) for all T > 0,
which immediately gives
hinv(ε1,K,Q) ≤ hinv(ε2,K,Q).
Together with hinv(ε2,K,Q) ≤ hinv(ε1,K,Q) (see Proposition 2.1.8(ii)) this
implies the result. 
2.3.4 Example:
Consider a linear control system
x˙(t) = Ax(t) +Bu(t), u ∈ U ,
with A ∈ Rd×d and B ∈ Rd×m such that (A,B) is controllable, the control
range U is compact and convex with 0 ∈ intU , and all eigenvalues of A have
positive real parts. Then there exists a unique open control set D ⊂ Rd with
compact closure Q, which is given by D = O−(0). To prove the latter, note
that 0 ∈ intD (see Colonius & Kliemann [16, Example 3.2.16, p. 61]) and hence
D = clO+(0) ∩ O−(0) by Formula (1.33). Since intD ⊂ O+(0), we have
ϕ
(
R
+
0 , intD, 0
)
=
⋃
t≥0
eAt intD ⊂ O+(0),
and since eAt is expanding, this implies Rd ⊂ O+(0). In particular, there are
constants c, α > 0 such that
‖eAtx‖ ≥ ceαt‖x‖ for all t ≥ 0 and x ∈ Rd, (2.22)
which follows from Lemma A.3.8. Now let x ∈ Rd\Q and u ∈ U . Define
β := dist(x,Q) > 0.
For given τ > 0 define
y := −
∫ τ
0
e−AsBu(s)ds.
Then y ∈ O−(0) = D, since
ϕ(τ, y, u) = eAτ
(
−
∫ τ
0
e−AsBu(s)ds
)
+
∫ τ
0
eA(τ−s)Bu(s)ds = 0.
This implies
‖ϕ(τ, x, u)‖ = ‖ϕ(τ, x, u) − ϕ(τ, y, u)‖ = ‖eAτ (x− y)‖
(2.22)
≥ ceατ ‖x− y‖︸ ︷︷ ︸
≥dist(x,Q)
≥ ceατβ.
Hence, ϕ(τ, x, u) →∞ for τ →∞, which implies (2.20). ♦
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Now we consider sets which are isolated with respect to the whole time. The
proof of the following proposition is completely analogously to that of Proposi-
tion 2.3.3.
2.3.5 Proposition:
Consider the control-affine system (1.34). Let Q ⊂ M be compact, controlled
invariant both in forward and in backward time and isolated with constant δ0.
Then for every compact set K ⊂ Q it holds that
hinv(K,Q) = hinv(ε,K,Q) for all ε ∈ (0, δ0].
Proof:
We may assume that δ0 is small enough that clNδ0(Q) is compact, since the
assumption (2.19) is also satisfied for smaller δ0 (see Lemma A.3.2). Then first
we show the following:
∀ρ > 0 : ∀ε ∈ (0, δ0] : ∃n ∈ N : ∀(x, u) ∈ clNδ0(Q)× U :
max
t∈[−n,n]
dist(ϕ(t, x, u), Q) ≤ ε ⇒ dist(x,Q) < ρ.
To this end, assume that the opposite is true:
∃ρ > 0 : ∃ε ∈ (0, δ0] : ∀n ∈ N : ∃(xn, un) ∈ clNδ0(Q)× U :
max
t∈[−n,n]
dist(ϕ(t, xn, un), Q) ≤ ε and dist(xn, Q) ≥ ρ.
By compactness of clNδ0(Q) and U (endowed with the weak∗-topology) we may
assume that (xn, un)→ (x, u) ∈ clNδ0(Q)× U . By continuity of dist(·, Q) (see
Lemma A.3.1) we obtain
dist(x,Q) = lim
n→∞dist(xn, Q) ≥ ρ ⇒ x /∈ Q.
For arbitrary t0 ∈ R we obtain
dist(ϕ(t0, x, u), Q) = lim
n→∞dist(ϕ(t0, xn, un), Q)
≤ lim sup
n→∞
max
t∈[−|t0|,|t0|]
dist(ϕ(t, xn, un), Q)︸ ︷︷ ︸
≤ε for n≥|t0|
≤ ε ≤ δ0.
Hence, ϕ(R, x, u) ⊂ clNδ0(Q), which implies ϕ(R, x, u) ⊂ Q in contradiction to
x /∈ Q.
Now let 0 < ε1 < ε2 ≤ δ0. Then, by what we have shown, there exists n ∈ N
such that for all (x, u) ∈ clNδ0(Q)× U it holds that
max
t∈[−n,n]
dist(ϕ(t, x, u), Q) ≤ ε2 ⇒ dist(x,Q) < ε1. (2.23)
For arbitrary T > 0 let S be a minimal (n+T, ε2)-spanning set for (K,Q). Pick
x ∈ K. Then there exists ux ∈ S with
ϕ ([0, n + T ], x, ux) ⊂ Nε2(Q).
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Let s ∈ [0, T ]. Then
max
t∈[0,n]
dist(ϕ(t, ϕ(s, x, ux),Θsux), Q) = max
t∈[0,n]
dist(ϕ(t+ s, x, ux), Q) < ε2.
Since Q is controlled invariant in backward time by assumption, we can assume
that ϕ([−n, 0], x, ux) ⊂ Q and hence
max
t∈[−n,0]
dist(ϕ(t, ϕ(s, x, ux),Θsux), Q) = max
t∈[−n,0]
dist(ϕ(t+ s, x, ux), Q) < ε2.
Hence, by (2.23) we have
dist(ϕ(s, x, ux), Q) < ε1 for all s ∈ [0, T ],
which implies that S is a (T, ε1)-spanning set for (K,Q). Therefore,
rinv(T, ε1,K,Q) ≤ rinv(n+ T, ε2,K,Q) for all T > 0,
which immediately gives
hinv(ε1,K,Q) ≤ hinv(ε2,K,Q).
Together with hinv(ε2,K,Q) ≤ hinv(ε1,K,Q) (see Proposition 2.1.8(ii)) this
implies the result. 
2.3.6 Remark:
An example for a set which is controlled invariant in forward and in backward
time is the closure of a control set D with nonvoid interior, provided that local
accessibility holds on clD. This follows from Colonius & Kliemann [16, Lemma
3.2.22, p. 65], which says that there exists a unique control set D∗ for the time-
reversed system such that intD = intD∗. The closures of D and D∗ coincide
by Proposition 1.3.6, and hence, by Lemma 2.3.1, clD is controlled invariant
in backward time.
Now we turn to the case that Q is the closure of an inner control set.
2.3.7 Proposition:
Let Q be the closure of a relatively compact inner control set of the control-
affine system (1.34). Then Q is controlled invariant and for every compact set
K ⊂ Q with nonvoid interior we have
hinv(K,Q) = lim
εց0
lim inf
T→∞
1
T
ln rinv(T, ε,K,Q). (2.24)
Proof:
Controlled invariance of Q follows from the fact that Q is the closure of the
set D1, which is a control set for the control range U1 ⊂ U (see Lemma 2.3.1).
By the assumptions we can find a monotonically increasing sequence (ρn)n∈N
in [0, 1) with Dρn ⊂ N1/n(Q) for all n ∈ N. Since Q = clD1 ⊂ intDρn for all
n ∈ N, we can find a monotonically decreasing sequence (εn)n∈N of positive real
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numbers with limn→∞ εn = 0 such that Nεn(Q) ⊂ Dρn for all n ∈ N. For each
n ∈ N it is possible to steer all points of Nεn(Q) to K with finitely many control
functions using the control range Uρn and hence (by the no-return property, see
Remark 1.3.9) not leaving the control set Dρn , which is contained in N1/n(Q).
Let αn be the minimal number of control functions which are necessary to do
so. Then for every τ > 0 and m ∈ N we can construct an (mτ, 1n)-spanning set
for (K,Q) with cardinality less than αmn rinv(τ, ε,K,Q)
m for all ε ∈ (0, εn] (by
iterated concatenation of the control functions of a minimal (τ, ε)-spanning set
for (K,Q) and the control functions used to steer the system from Nεn(Q) to
K). Hence, we obtain
rinv
(
mτ, 1n ,K,Q
) ≤ αmn rinv(τ, ε,K,Q)m for all m ∈ N, τ > 0, 0 < ε ≤ εn.
Using Proposition 2.2.10, this implies
hinv
(
1
n ,K,Q
)
= lim sup
m→∞
1
mτ
ln rinv
(
mτ, 1n ,K,Q
)
≤ lim sup
m→∞
1
τ
(lnαn + ln rinv(τ, ε,K,Q))
=
1
τ
lnαn +
1
τ
ln rinv(τ, ε,K,Q).
Therefore, we have
hinv
(
1
n ,K,Q
) ≤ lim
εց0
lim inf
τ→∞
(
1
τ
lnαn +
1
τ
ln rinv(τ, ε,K,Q)
)
= lim
εց0
lim inf
τ→∞
1
τ
ln rinv(τ, ε,K,Q).
This implies
hinv(K,Q) = lim
n→∞hinv
(
1
n ,K,Q
) ≤ lim
εց0
lim inf
τ→∞
1
τ
ln rinv(τ, ε,K,Q),
which finishes the proof. 
2.3.8 Remark:
Note that from (2.24) it does not necessarily follow that the limit
limT→∞ 1T ln rinv(T, ε,K,Q) exists for any ε > 0.
2.3.9 Open Question:
Is the isolation property (2.19) satisfied if Q is a chain control set?
Chapter 3
Estimates
In this chapter, we obtain lower and upper bounds for the invariance entropy,
which can be computed directly from the right-hand side of the control system.
The existence of upper bounds in particular shows finiteness of hinv(K,Q).
Since these bounds involve terms which depend on additional structures we
have to impose on the state space—namely Riemannian metrics and volume
forms—the question arises, how the bounds can be optimized by varying the
corresponding structures. But this question seems to be quite difficult and
except for some trivial examples one cannot hope to get tight bounds for the
invariance entropy by doing such an optimization. Hence, we do not attempt
to solve this problem. For one-dimensional linear systems and for projected
bilinear systems on the unit sphere we compute the aforesaid bounds explicitly.
Moreover, we introduce the notion of a uniformly expanding system, meaning
a system, whose solutions expand a given metric on the state space uniformly
for all control functions. We show that under the assumption that the set
K has positive fractal dimension, hinv(K,Q) is positive for a system which is
uniformly expanding on Q. Finally, we are able to derive an explicit formula
for the invariance entropy of one-dimensional linear systems.
3.1 Upper Bounds
In this section, we derive a metric-dependent upper bound for the invariance
entropy hinv(K,Q) in terms of the fractal dimension of K and the maximal
eigenvalue of the symmetrized covariant derivative of the right-hand side. In
particular, this proves finiteness of hinv(K,Q). In order to do so, we first intro-
duce another entropy-like quantity, which serves as a general upper bound for
the invariance entropy.
3.1.1 Definition (Strong Invariance Entropy):
Consider control system (1.7). Let Q ⊂ M be a compact controlled invariant
set and let K ⊂ Q be compact. Define the lift of Q by
Q := {(x, u) ∈M × U | ϕ(R+0 , x, u) ⊂ Q} .
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For T, ε > 0 a set S+ ⊂ Q is called strongly (T, ε)-spanning for (K,Q) if
∀x ∈ K : ∃(y, u) ∈ S+ : max
t∈[0,T ]
d(ϕ(t, x, u), ϕ(t, y, u)) < ε.
We let r+inv(T, ε,K,Q) denote the minimal number of elements in a strongly
(T, ε)-spanning set. For every ε > 0 we define
h+inv(ε,K,Q) := lim sup
T→∞
1
T
ln r+inv(T, ε,K,Q).
The strong invariance entropy of (K,Q) is defined by
h+inv(K,Q) := limεց0
h+inv(ε,K,Q). (3.1)
3.1.2 Remark:
Note that, in contrast to T -spanning and (T, ε)-spanning sets, the elements of
strongly (T, ε)-spanning sets are pairs (x, u) of points and control functions.
3.1.3 Proposition:
(i) h+inv(K,Q) is a well-defined number contained in [0,∞].
(ii) h+inv(K,Q) does not depend on the metric d.
(iii) The following estimates hold:
hinv(ε,K,Q) ≤ h+inv(ε,K,Q) and hinv(K,Q) ≤ h+inv(K,Q). (3.2)
Proof:
(i) With the same arguments as used for the quantities rinv(T, ε,K,Q) (com-
pactness of K, continuous dependence on the initial value) one can show
that the numbers r+inv(T, ε,K,Q) are finite. If ε1 < ε2, and S+ is a
strongly (T, ε1)-spanning set, then obviously it is also a strongly (T, ε2)-
spanning set, and hence r+inv(T, ε2,K,Q) ≤ r+inv(T, ε1,K,Q). This implies
h+inv(ε2,K,Q) ≤ h+inv(ε1,K,Q) and thus the limit for εց 0 exists.
(ii) Let d˜ be another metric on M . Since Q is compact, the identity map
id : (M,d)→ (M, d˜) is uniformly continuous on Q, i.e.,
∀ε > 0 : ∃δ > 0 : ∀x ∈ Q : ∀y ∈M : d(x, y) < δ ⇒ d˜(x, y) < ε.
Now let T, ε > 0 be given and choose δ = δ(ε) as above. Let S+ be a
strongly (T, δ)-spanning set for (K,Q) with respect to the metric d, i.e.,
∀x ∈ K : ∃(y, u) ∈ S+ : ∀t ∈ [0, T ] : d(ϕ(t, x, u), ϕ(t, y, u)) < δ.
Since ϕ([0, T ], y, u) ⊂ Q, this implies
∀x ∈ K : ∃(y, u) ∈ S+ : ∀t ∈ [0, T ] : d˜(ϕ(t, x, u), ϕ(t, y, u)) < ε.
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Consequently, S+ is strongly (T, ε)-spanning for (K,Q) with respect to d˜,
which yields
r+inv(T, ε,K,Q; d˜) ≤ r+inv(T, δ,K,Q; d) for all T > 0.
Hence, h+inv(ε,K,Q; d˜) ≤ h+inv(δ,K,Q; d). Letting ε → 0 we obtain
h+inv(K,Q; d˜) ≤ h+inv(K,Q; d). Changing the roles of d and d˜ yields the
result.
(iii) Let S+ = {(y1, u1), . . . , (yn, un)} be a minimal strongly (T, ε)-spanning set
for (K,Q) and let S := {u1, . . . , un}. We want to show that S is (T, ε)-
spanning for (K,Q). To this end, pick x ∈ K arbitrarily. Then there
exists i ∈ {1, . . . , n} with d(ϕ(t, x, ui), ϕ(t, yi, ui)) < ε for all t ∈ [0, T ].
Since S+ ⊂ Q we have ϕ(t, yi, ui) ∈ Q for all t ≥ 0 and this implies
ϕ([0, T ], x, ui) ⊂ Nε(Q). Hence,
rinv(T, ε,K,Q) ≤ #S ≤ #S+ = r+inv(T, ε,K,Q).
Consequently, also hinv(ε,K,Q) ≤ h+inv(ε,K,Q) and hinv(K,Q) ≤
h+inv(K,Q).

Now we can prove the main theorem of this section.
3.1.4 Theorem (General Upper Bound):
Consider control system (1.7). Let K,Q ⊂ M be compact sets with K ⊂ Q
and Q being controlled invariant. Let g be a Riemannian metric on M of class
C∞. Then the estimate
hinv(K,Q) ≤ max
{
0, max
(x,u)∈Q×U
λmax(S∇Fu(x))
}
· dimF (K) (3.3)
holds, where λmax(·) denotes the maximal eigenvalue, S∇· the symmetrized
covariant derivative of a vector field and dimF (·) the fractal dimension.
Proof:
The proof is subdivided into three parts.
Step 1: Let ε > 0 be chosen arbitrarily but small enough such that clN2ε(Q) is
compact and for all x ∈ Q the Riemannian exponential function expx is defined
on the ball Bε(0) ⊂ TxM . By compactness of Q both is possible. For the first
see Lemma A.3.2, and for the second Gallot & Hulin & Lafontaine [22, Corollary
2.89, p. 82].1 By Lemma A.3.3 there exists a cut-off function θ : M → [0, 1] of
class C1 such that
θ(x) ≡ 1 on clNε(Q) and θ(x) ≡ 0 on M\N2ε(Q).
1This corollary states in particular that for every point x on a Riemannian manifold (M, g)
there exists a neighborhood U of x and ε > 0 such that for all y ∈ U the map expy is defined
on Bε(0) ⊂ TyM .
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We define a C1-mapping F˜ :M × Rm → TM by
F˜ (x, u) := θ(x)F (x, u) for all (x, u) ∈M × Rm,
and consider the control system
x˙(t) = F˜ (x(t), u(t)), u ∈ U . (3.4)
The corresponding cocycle is denoted by ϕ˜. Note that by Corollary 1.2.6 all
maximal solutions of (3.4) are defined on R. By definition of F˜ we have
ϕ(t, x, u) = ϕ˜(t, x, u) whenever ϕ([0, t], x, u) ⊂ clNε(Q) (3.5)
for all (t, x, u) ∈ R+0 ×M×U . In particular, this implies that Q is also controlled
invariant with respect to system (3.4). Now we define for every τ > 0 the set
D(τ) := [0, τ ] × clNε(Q)× U
and the number
Lε(τ) := sup
(t,x,u)∈D(τ)
‖Dϕ˜t,u(x)‖ , Lε := Lε(1), (3.6)
where ‖·‖ denotes the operator norm induced by the Riemannian metric. Since
ϕ˜0,u(x) ≡ x on M × U , we have
Lε(τ) ≥ sup
(x,u)∈clNε(Q)×U
‖Dϕ˜0,u(x)‖ = sup
x∈clNε(Q)
‖idTxM‖ = 1. (3.7)
Let λ(t, x, u) := λmax(S∇F˜u(t)(ϕ˜t,u(x))) for all (t, x, u) ∈ R+0 ×M × U . Then,
by the Wazewski Inequality (Theorem 1.2.18), we obtain
Lε(τ) ≤ sup
(t,x,u)∈D(τ)
exp
(∫ t
0
λ(s, x, u)ds
)
≤ sup
(t,x,u)∈D(τ)
exp
(∫ t
0
max{0, λ(s, x, u)}ds
)
≤ sup
(x,u)∈clNε(Q)×U
exp
(∫ τ
0
max{0, λ(s, x, u)}ds
)
≤ sup
(x,u)∈clNε(Q)×U
exp
(
τ ess sup
t∈[0,τ ]
max{0, λ(t, x, u)}
)
= sup
(x,u)∈clNε(Q)×U
exp
(
τ ess sup
t∈[0,τ ]
max{0, λmax(S∇F˜u(t)(ϕ˜t,u(x)))}
)
≤ sup
(z,v)∈ϕ˜(D(τ))×U
exp
(
τ max{0, λmax(S∇F˜v(z))}
)
.
By definition of F˜ every solution of system (3.4) starting in clNε(Q) stays
in clN2ε(Q) for all positive times. Hence, ϕ˜(D(τ)) ⊂ clN2ε(Q), which by
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continuity of (z, v) 7→ λmax(S∇F˜v(z)) implies
Lε(τ) ≤ sup
(z,v)∈clN2ε(Q)×U
exp
(
τ max{0, λmax(S∇F˜v(z))}
)
= exp
(
τ max
{
0, max
(z,v)∈clN2ε(Q)×U
λmax(S∇F˜v(z))
})
<∞.
Hence, Lε(τ) ∈ [1,∞) for all τ > 0. We further obtain
1
τ
lnLε(τ) ≤ sup
(z,v)∈ϕ˜(D(τ))×U
max
{
0, λmax(S∇F˜v(z))
}
. (3.8)
Step 2: We show that the following estimate holds:
h+inv(ε,K,Q) ≤ ln(Lε) dimF (K). (3.9)
To this end, first assume that Lε > 1. Let T > 0 be chosen arbitrarily
and let S+ = {(y1, u1), . . . , (yn, un)} be a minimal strongly (T, ε)-spanning
set for (K,Q) with respect to system (1.7). (Note that this implies n =
r+inv(T, ε,K,Q).) Then, by (3.5), S+ is also minimal strongly (T, ε)-spanning
for (K,Q) with respect to system (3.4). We define
Kj :=
{
x ∈M : max
t∈[0,T ]
d(ϕ˜(t, x, uj), ϕ˜(t, yj , uj)) < ε
}
, j = 1, . . . , n.
By the definition of strongly (T, ε)-spanning sets we have K ⊂ ⋃nj=1Kj . Let
r(ε, T ) := εL−(⌊T ⌋+1)ε ,
We want to prove that
Br(ε,T )(yj) ⊂ Kj for j = 1, . . . , n.
To this end, let x ∈ Br(ε,T )(yj) be chosen arbitrarily for some j ∈ {1, . . . , n}, and
let t ∈ [0, T ] and s := t− ⌊t⌋. By the cocycle property (1.13) ϕ˜t,uj decomposes
into ⌊t⌋+ 1 maps in the following way:
ϕ˜t,uj = ϕ˜s,Θ⌊t⌋uj ◦ ϕ˜1,Θ⌊t⌋−1uj ◦ · · · ◦ ϕ˜1,Θ1uj ◦ ϕ˜1,uj .
Let c : [0, 1] → M be a shortest geodesic joining x and yj, which exists by the
choice of ε. Since ϕ˜1,uj ◦ c joins ϕ˜(1, x, uj) and ϕ˜(1, yj , uj), we get
d(ϕ˜(1, x, uj), ϕ˜(1, yj , uj)) ≤
∫ 1
0
∥∥ d
dr ϕ˜1,uj (c(r))
∥∥ dr
=
∫ 1
0
∥∥Dϕ˜1,uj (c(r))c˙(r)∥∥ dr
≤
∫ 1
0
∥∥Dϕ˜1,uj (c(r))∥∥ ‖c˙(r)‖dr
≤ sup
(z,v)∈clNε(Q)×U
‖Dϕ˜1,v(z)‖
∫ 1
0
‖c˙(r)‖ dr
≤ Lεd(x, yj) < Lεr(ε, T ) = εL−⌊T ⌋ε ≤ ε.
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In the last inequality we used that Lε ≥ 1. Now (if t ≥ 2) we can choose a
shortest geodesic joining ϕ˜(1, x, uj) and ϕ˜(1, yj , uj) and estimate the distance
of ϕ˜(2, x, uj) and ϕ˜(2, yj , uj) in the same way. Recursively, for l = 1, . . . , ⌊t⌋−1
we obtain
d(ϕ˜1,Θluj ◦ · · · ◦ ϕ˜1,uj (x), ϕ˜1,Θluj ◦ · · · ◦ ϕ˜1,uj (yj)) ≤ Llεd(x, yj)
< εL−⌊T ⌋−1+lε ≤ ε,
and thus also d(ϕ˜t,uj (x), ϕ˜t,uj (yj)) < ε. This proves that Br(ε,T )(yj) ⊂ Kj .
Now assume to the contrary that N := N(r(ε, T ),K) < r+inv(T, ε,K,Q) = n,
where N(r(ε, T ),K) denotes the minimal number of r(ε, T )-balls necessary to
cover the set K (see Section A.2 of the appendix). Then K can be covered
by N balls of radius r(ε, T ), which can be assumed to be centered at points
z1, . . . , zN ∈ Q by Lemma A.2.2. Now we assign to each zj a control function
vj ∈ U such that (zj , vj) ∈ Q, and we define S˜+ := {(z1, v1), . . . , (zN , vN )}.
Then S˜+ is strongly (T, ε)-spanning for (K,Q), since for every x ∈ K we have
x ∈ Br(ε,T )(zj) for some j ∈ {1, . . . , N} and we have shown that d(x, zj) <
r(ε, T ) implies maxt∈[0,T ] d(ϕ˜(t, x, vj), ϕ˜(t, zj , vj)) < ε. Since S+ is minimal,
this is a contradiction. Hence,
r+inv(T, ε,K,Q) ≤ N(r(ε, T ),K). (3.10)
We have ln r(ε, T ) = ln(εL
−(⌊T ⌋+1)
ε ) = ln(ε) − (⌊T ⌋+ 1) ln(Lε) and thus
T ≥ ⌊T ⌋ = ln(ε)− ln(r(ε, T ))
lnLε
−1 = − ln r(ε, T )
lnLε
(
1 +
ln(Lε)− ln(ε)
ln r(ε, T )
)
. (3.11)
Note that
(
1 + ln(Lε)−ln(ε)ln r(ε,T )
)
→ 1 for T →∞. This yields
h+inv(ε,K,Q) = lim sup
T→∞
ln r+inv(T, ε,K,Q)
T
(3.10)
≤ lim sup
T→∞
lnN(r(ε, T ),K)
T
= ln(Lε) lim sup
T→∞
lnN(r(ε, T ),K)
ln(Lε)T
(3.11)
≤ ln(Lε) lim sup
T→∞
lnN(r(ε, T ),K)
− ln r(ε, T )
(
1 + ln(Lε)−ln(ε)ln r(ε,T )
)
= ln(Lε) lim sup
T→∞
lnN(r(ε, T ),K)
ln r(ε, T )−1
≤ ln(Lε) dimF (K).
If Lε = 1, we can prove the same estimate with Lε + δ = 1 + δ for every δ > 0
and hence, for δց 0, we obtain h+inv(ε,K,Q) = 0.
Step 3:We complete the proof. To this end, consider for every τ > 0 the system
x˙(t) = τ · F˜ (x(t), u(t)), u ∈ U . (3.12)
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Then, by Proposition 2.2.2, Q is also controlled invariant with respect to each
of these systems. We denote the corresponding invariance entropy and strong
invariance entropy by hinv(ε,K,Q; τF˜ ) and h
+
inv(ε,K,Q; τF˜ ), respectively. By
Proposition 2.2.2 we obtain for every τ > 0 the estimate
hinv(ε,K,Q; F˜ ) =
1
τ hinv(ε,K,Q; τF˜ )
(3.2)
≤ 1τ h+inv(ε,K,Q; τF˜ ). (3.13)
Now we apply the estimate (3.9) to system (3.12). Denote the cocycle of system
(3.12) by ϕ˜τ . Then, by the proof of Proposition 2.2.2, we have
ϕ˜τ ( tτ , x, u˜) = ϕ˜(t, x, u) for all (t, x, u) ∈ R×M × U ,
where u˜(t) ≡ u(tτ). Hence,
sup
(t,x,u)∈D(1)
∥∥Dϕ˜τt,u(x)∥∥ = sup
(t,x,u)∈D(1)
‖Dϕ˜tτ,u(x)‖
= sup
(t,x,u)∈D(τ)
‖Dϕ˜t,u(x)‖ = Lε(τ).
Consequently, from (3.13) we obtain
hinv(ε,K,Q) ≤ 1τ ln(Lε(τ)) dimF (K)
(3.8)
≤ sup
(z,v)∈ϕ˜(D(τ))×U
max{0, λmax(S∇F˜v(z))}dimF (K)
= max
{
0, sup
(z,v)∈ϕ˜(D(τ))×U
λmax(S∇F˜v(z))
}
dimF (K).
Let z ∈ ϕ˜(D(τ)). Then z = ϕ˜(t, x, u) for some (t, x, u) ∈ [0, τ ] × clNε(Q)× U .
If u is a piecewise constant control function, then the corresponding solution
ϕ˜(·, x, u) is piecewise continuously differentiable, and hence we can measure its
length by taking the integral over ‖ ddt ϕ˜x,u(t)‖. This implies that for t ∈ [0, τ ]
d(x, ϕ˜(t, x, u)) ≤
∫ t
0
∥∥ d
dt ϕ˜x,u(t)
∥∥ dt ≤ ∫ τ
0
∥∥ d
dt ϕ˜x,u(t)
∥∥ dt
=
∫ τ
0
∥∥∥F˜ (ϕ˜(t, x, u), u(t))∥∥∥ dt
≤ max
(z,v)∈clN2ε(Q)×U
∥∥∥F˜ (z, v)∥∥∥︸ ︷︷ ︸
=:C
∫ τ
0
dt = Cτ.
The same inequality for arbitrary admissible control functions follows from
Corollary 1.2.30. This implies
ϕ˜(D(τ)) ⊂ clNmin{2ε,ε+τC}(Q) for every τ > 0.
For τ > 0 with ε+ τC < 2ε we obtain
hinv(ε,K,Q) ≤ max
{
0, max
(z,v)∈clNε+τC(Q)×U
λmax(S∇F˜v(z))
}
dimF (K).
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Now take a sequence (τn)n∈N, τn > 0, with τnց 0. Let (zn, vn) ∈ clNε+τnC(Q)×
U be a point where the maximum above is attained. By compactness we may
assume that (zn, vn)→ (z∗, v∗) ∈ clNε(Q)× U for n→∞. Then
λmax(S∇F˜v∗(z∗)) = max
(z,v)∈clNε(Q)×U
λmax(S∇F˜v(z)), (3.14)
since otherwise there exists (z∗∗, v∗∗) ∈ clNε(Q)× U with
λmax(S∇F˜v∗∗(z∗∗)) > λmax(S∇F˜v∗(z∗)),
which, by continuity of (z, v) 7→ λmax(S∇F˜v(z)), implies
λmax(S∇F˜vn(zn)) = max
(z,v)∈clNε+τnC(Q)×U
λmax(S∇F˜v(z))
< λmax(S∇F˜v∗∗(z∗∗))
≤ max
(z,v)∈clNε(Q)×U
λmax(S∇F˜v(z))
for n large enough. This is a contradiction, since the maximum on clNε(Q)×U
cannot be greater than the maximum on clNε+τnC(Q)×U . Hence, we conclude
that
hinv(ε,K,Q) ≤ lim
n→∞max
{
0, max
(z,v)∈clNε+τnC(Q)×U
λmax(S∇F˜v(z))
}
dimF (K)
= lim
n→∞max
{
0, λmax(S∇F˜vn(zn))
}
dimF (K)
= max
{
0, λmax(S∇F˜v∗(z∗))
}
dimF (K)
(3.14)
= max
{
0, max
(z,v)∈clNε(Q)×U
λmax(S∇F˜v(z))
}
dimF (K)
= max
{
0, max
(z,v)∈clNε(Q)×U
λmax(S∇Fv(z))
}
dimF (K).
The last equality follows from the fact that F˜ and F coincide on clNε(Q)×U .
With the same arguments it follows that
hinv(K,Q) = lim
εց0
hinv(ε,K,Q) ≤ max
{
0, max
(z,v)∈Q×U
λmax(S∇Fv(z))
}
dimF (K),
which finishes the proof. 
3.1.5 Remark:
In Boichenko & Leonov & Reitmann [8, Corollary 6.2.1, p. 292], one finds a
similar estimate for the topological entropy of a flow on Rn, restricted to a
compact flow-invariant set. There logarithmic matrix norms are used in order
to compute asymptotic Lipschitz constants for the time-one-map of the flow,
and then an upper estimate for the topological entropy proved by Ito [30] is
applied. In Noack [44, Satz 2.1.1, p. 75], the analogous result is proved for flows
on Riemannian manifolds by applying an upper estimate for the topological
entropy of a map (involving an asymptotic Lipschitz constant and the lower
box dimension of the state space), to the time-t-maps of the flow.
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The idea of the following corollary comes from Noack [44, Folgerung 2.11.1,
p. 75].
3.1.6 Corollary:
Under the assumptions of Theorem 3.1.4, let W ⊂M be an open neighborhood
of Q and α :W → R a C∞-function. Then
hinv(K,Q) ≤ max
{
0, max
(x,u)∈Q×U
(λmax(S∇Fu(x)) + LFuα(x))
}
· dimF (K).
Proof:
We define a new Riemannian metric g˜ on W by
g˜(x) := e2α(x)g(x) for all x ∈W
and we let ∇˜ denote the Levi-Civita connection associated with g˜. Then, by
Lemma A.3.6, for every f ∈ X 1(M) the matrix representation of S∇˜f with
respect to a chart (φ, V ) is given by
2
[
S∇˜f
]
µν
= ∂νφ(f
µ) +
∑
θ,κ
∂θφ(f
κ)g˜µθ g˜κν +
∑
i,l
f ig˜µl
∂g˜νl
∂xi
= ∂νφ(f
µ) +
∑
θ,κ
∂θφ(f
κ)gµθgκν +
∑
i,l
f ie−2αgµl
∂(e2αgνl)
∂xi
= ∂νφ(f
µ) +
∑
θ,κ
∂θφ(f
κ)gµθgκν
+ e−2α
∑
i,l
f igµl
[
e2α
∂gνl
∂xi
+ 2e2αgνl
∂α
∂xi
]
= ∂νφ(f
µ) +
∑
θ,κ
∂θφ(f
κ)gµθgκν
+
∑
i,l
f igµl
∂gνl
∂xi
+ 2
∑
i,l
f igµlglν
∂α
∂xi
.
Since
∑
l g
µlglν = δµν , we obtain[
S∇˜f
]
µν
= [S∇f ]µν + δµν
∑
i
f i
∂α
∂xi
= [S∇f ]µν + (Lfα)δµν .
This implies the assertion. 
3.1.7 Example:
Consider the one-dimensional linear control system
x˙(t) = ax(t) + u(t), u ∈ U , (3.15)
where a ∈ R and U = [c, d] for some c, d ∈ R with c ≤ d. With respect to the
standard metric on R the symmetrized covariant derivative of the right-hand
side F (x, u) = ax+ u equals a constantly. Hence, Theorem 3.1.4 implies
hinv(K,Q) ≤ max{0, a} · dimF (K). (3.16)
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In the next section, we will show that equality holds in (3.16). ♦
3.1.8 Example:
Consider the bilinear control system (2.18) from Example 2.2.13 and its projec-
tion to the unit sphere. On Sd−1 consider the round metric and let Q ⊂ Sd−1
be a compact controlled invariant set, and K ⊂ Q compact. We want to use
the estimate (3.3) to determine an upper bound for hinv(K,Q). To this end,
we must compute the symmetrized covariant derivative of the right-hand side
of the projected system. By Example 2.2.13, this right-hand side is given by
F (s, u) = (A(u) − sTA(u)sI)s, Sd−1 × Rm → TSd−1.
Let us consider F as a mapping from Rd×Rm to Rd for a moment and compute
its derivative with respect to s:
D1F (s, u) = A(u)− sTA(u)sI − ssT (A(u) +A(u)T ). (3.17)
Then, by Gallot & Hulin & Lafontaine [22, Proposition 2.56, p. 69], the co-
variant derivative ∇vFu(s) is given by the orthogonal projection of D1F (s, u)v
onto TsS
d−1 = s⊥. Writing Qs := I − ssT and using that (I − ssT )ssT = 0, we
obtain
∇vF (s) = Qs(A(u)− sTA(u)sI)v. (3.18)
The adjoint operator ∇F (s)∗ : TsSd−1 → TsSd−1 is the unique linear mapping
on TsS
d−1 with the property gs(∇vF (s), w) = gs(v,∇wF (s)∗) for all v,w ∈
TsS
d−1. Since gs is just the restriction of the Euclidean scalar product of Rd to
TsS
d−1, we obtain
gs (∇vF (s), w) =
〈
Qs(A(u)− sTA(u)sI)v,w
〉
=
〈
v, (A(u)T − sTA(u)sI)Qsw
〉
=
〈
Qsv, (A(u)
T − sTA(u)sI)w〉
=
〈
v,Qs(A(u)
T − sTA(u)sI)w〉 .
Hence, ∇vF (s)∗ = Qs(A(u)T − sTA(u)sI)v, which implies
S∇vFu(s) = 12 [∇vF (s) +∇vF (s)∗]
= 12Qs
[
A(u) +A(u)T − 2sTA(u)sI] v.
Writing A(u)+ for 12 (A(u) + A(u)
T ) and using that sTA(u)s = sTA(u)+s, we
obtain
S∇Fu(s) = QsA(u)+ − sTA(u)+sI.
Hence, Theorem 3.1.4 implies
hinv(K,Q) ≤ max
{
0, max
(s,u)∈Q×U
λmax
(
QsA(u)
+ − (sTA(u)+s)I)} · dimF (K).
In the next section, we will also determine a lower bound for projected bilinear
systems on the sphere. ♦
3.1.9 Open Question:
Is it possible to find a Riemannian metric such that the estimate (3.3) becomes
optimal?
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3.2 Lower Bounds
The first main theorem of this section yields a lower bound for the invariance
entropy in terms of the divergence of the right-hand side with respect to a
volume form onM . In the proof, we use a volume growth argument to determine
lower bounds for the numbers rinv(T, ε,K,Q). In order to apply this argument
we have to assume that the set K has positive volume.
3.2.1 Theorem (General Lower Bound):
Consider control system (1.7). Let Q ⊂ M be a compact controlled invariant
set and K ⊂ Q compact. Let ω be a volume form onM of class C1 and assume
that µω(K) > 0. Then the following estimate holds:
hinv(K,Q) ≥ max
{
0, min
(x,u)∈Q×U
divω Fu(x)
}
. (3.19)
Proof:
For arbitrary T, ε > 0 let S = {u1, . . . , un} be a minimal (T, ε)-spanning set for
(K,Q) and define
Kj := {x ∈ K | ϕ([0, T ], x, uj) ⊂ Nε(Q)} , j = 1, . . . , n.
Then, by definition of (T, ε)-spanning sets, K =
⋃n
j=1Kj . For each j ∈
{1, . . . , n} the set Kj is a Borel set, since it is the intersection of the com-
pact set K and the open set {x ∈ M | ϕ([0, T ], x, uj) ⊂ Nε(Q)}. By Corollary
1.2.12 ϕT,uj is a homeomorphism and therefore also ϕT,uj (Kj) is a Borel set.
Hence, we get
µω(ϕT,uj (Kj)) ≤ µω(Nε(Q)), j = 1, . . . , n. (3.20)
For the ω-measure of ϕT,uj(Kj) we obtain
µω(ϕT,uj (Kj)) =
∫
ϕT,uj (Kj)
dµω
(A.20)
=
∫
Kj
|detωDϕT,uj (x)|dµω(x)
≥
∫
Kj
dµω inf
(x,u)∈K×U
ϕ([0,T ],x,u)⊂Nε(Q)
|detωDϕT,u(x)|
= µω(Kj) inf
(x,u)∈K×U
ϕ([0,T ],x,u)⊂Nε(Q)
|detωDϕT,u(x)| .
By the Liouville Formula (Theorem 1.2.16) this implies
µω(ϕT,uj (Kj)) ≥ µω(Kj) · inf
(x,u)∈K×U
ϕ([0,T ],x,u)⊂Nε(Q)
exp
(∫ T
0
divω Fu(s)(ϕ(s, x, u))ds
)
.
Let
V (ε, T ) := inf
(x,u)∈K×U
ϕ([0,T ],x,u)⊂Nε(Q)
exp
(∫ T
0
divω Fu(s)(ϕ(s, x, u))ds
)
.
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By Lemma A.3.2 we may assume that ε is chosen small enough that clNε(Q)
is compact. For every (x, u) ∈ K ×U with ϕ([0, T ], x, u) ⊂ Nε(Q) it holds that
exp
(∫ T
0
divω Fu(s)(ϕ(s, x, u))ds
)
≥ exp
(
T min
(z,u)∈clNε(Q)×U
divω Fu(z)
)
= min
(z,u)∈clNε(Q)×U
exp (T divω Fu(z)) ,
which implies
V (ε, T ) ≥ min
(z,u)∈clNε(Q)×U
exp (T divω Fu(z)) > 0. (3.21)
We obtain
µω(Kj) ≤
µω(ϕT,uj(Kj))
V (ε, T )
(3.20)
≤ µω(Nε(Q))
V (ε, T )
. (3.22)
Let j0 ∈ {1, . . . , n} be chosen such that µω(Kj0) = maxj=1,...,n µω(Kj). Then
µω(K) ≤ µω
( n⋃
j=1
Kj
)
≤ n · µω(Kj0)
(3.22)
≤ n · µω(Nε(Q))
V (ε, T )
.
Since n = rinv(T, ε,K,Q), we get
rinv(T, ε,K,Q) ≥ µω(K)
µω(Nε(Q))
V (ε, T ) for all T, ε > 0
and hence
hinv(ε,K,Q) ≥ lim sup
T→∞
[ 1
T
lnV (ε, T ) +
1
T
ln
µω(K)
µω(Nε(Q))︸ ︷︷ ︸
→0
]
(3.21)
≥ lim sup
T→∞
min
(z,u)∈clNε(Q)×U
divω Fu(z)
= min
(x,u)∈clNε(Q)×U
divω Fu(x).
For εց 0 we have min(x,u)∈clNε(Q)×U divω Fu(x) → min(x,u)∈Q×U divω Fu(x),
which can be seen as follows: Assume to the contrary that there exists δ > 0
such that for all n ∈ N there is (xn, un) ∈ clN1/n(Q)× U with
divω Fun(xn) = min
(x,u)∈clN1/n(Q)×U
divω Fu(x)
and
min
(x,u)∈Q×U
Fu(x)− divω Fun(xn) ≥ δ.
By compactness of clN1/n(Q) × U we may assume that (xn, un) converges to
some (x∗, u∗) ∈ Q × U , which, by continuity of (x, u) 7→ divω Fu(x), leads to
the contradiction
divω Fu∗(x∗) + δ ≤ min
(x,u)∈Q×U
Fu(x) ≤ divω Fu∗(x∗).
Hence, the assertion is true. 
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3.2.2 Remark:
In Gelfert [23] one finds lower estimates for the topological entropy of dynami-
cal systems in terms of so-called singular value functions and global Lyapunov
exponents. These estimates are also based on volume growth arguments, but
the proof techniques are quite different than ours, which essentially is due to
the fact that the topological entropy—roughly speaking—measures the maxi-
mal speed at which solutions move away from each other, which is determined
by the local (or even the infinitesimal) behavior of the system, while the invari-
ance entropy depends on the global behavior of the system on the controlled
invariant set Q, which may not be determined by local properties. (For ex-
ample, if Q is the whole state space, the invariance entropy is always zero, no
matter how complicated the dynamics of the system are.) Further estimates
for the entropy of a dynamical system involving volume growth rates are due
to Newhouse [43] and Yomdin [54]. They derived upper bounds for the metric
entropy of a diffeomorphism on a compact manifold in terms of the volume
growth rate of embedded submanifolds under the iterated application of the
diffeomorphism.
3.2.3 Example:
Consider again the bilinear control (2.18) and its projection to the unit sphere:
s˙(t) = F (s(t), u(t)), u ∈ U , F (s, u) = [A(u)− sTA(u)sI] s.
Consider the volume form on Sd−1 induced by the round metric, and let Q ⊂
Sd−1 be a compact controlled invariant set, and K ⊂ Q a compact set of
positive measure. We want to use estimate (3.19) to determine a lower bound
for hinv(K,Q). To this end, we must compute the divergence of Fu, which
is given by the trace of the covariant derivative (see Formula (A.22)). Let
(v1, . . . , vd−1) be an orthonormal basis of TsSd−1. Then, with (3.18) we get
divFu(s) = tr∇Fu(s) =
d−1∑
i=1
〈Qs(A(u)− sTA(u)sI)vi, vi〉
=
d−1∑
i=1
〈(A(u) − sTA(u)sI)vi, Qsvi〉
=
d−1∑
i=1
〈(A(u) − sTA(u)sI)vi, vi〉
= tr(A(u)− sTA(u)sI)− 〈(A(u) − sTA(u)sI)s, s〉︸ ︷︷ ︸
=0
= trA(u)− d · sTA(u)s.
Hence, the estimate
hinv(K,Q) ≥ max
{
0, min
(s,u)∈Q×U
(
trA(u)− d · sTA(u)s)}
follows from Theorem 3.2.1. ♦
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3.2.4 Corollary:
Under the assumptions of Theorem 3.2.1 let α : W → R be a C1-function,
defined on an open neighborhood W of Q. Then
hinv(K,Q) ≥ max
{
0, min
(x,u)∈Q×U
[divω Fu(x) + LFuα(x)]
}
. (3.23)
Proof:
On W consider the volume form ω′ := β · ω with β(x) ≡ eα(x). Using a cut-off
function we can extend ω′ to M . Then by Formula (A.18) we have
divω′ Fu(x) = divω Fu(x) +
LFuβ(x)
β(x)
= divω Fu(x) +
eα(x)LFuα(x)
eα(x)
= divω Fu(x) + LFuα(x).
Now the assertion immediately follows from Theorem 3.2.1. 
3.2.5 Example:
Let M = (0,∞) and F (x, u) = 2ax + 2√xu with a > 0, F : M × R → R.
Consider the control system
x˙(t) = F (x(t), u(t)), u ∈ U ,
with control range U = [−1,−12 ]. Let Q := [ 14a2 , 1a2 ]. Then Q is controlled
invariant, since for every x ∈ Q one can define the constant control function
ux(t) :≡ −a
√
x ∈ [−1,−12 ], which yields F (x, ux) = 0. Using the standard
volume form one obtains the estimate
hinv(Q) ≥ min
(x,u)∈Q×U
∂F
∂x
(x, u) = min
(x,u)∈Q×U
[
2a+
u√
x
]
= 0,
since −1
(4a2)−1/2
= −2a. Now let α : (0,∞) → R be given by α(x) := −12 ln(x).
Then, by Corollary 3.2.4, we obtain
hinv(K,Q) ≥ min
(x,u)∈Q×U
[
divFu(x) + α
′(x)Fu(x)
]
= min
(x,u)∈Q×U
[
2a+
u√
x
− a− u√
x
]
= a.
This shows that the standard volume form is not always the best choice for
estimating the invariance entropy from below. ♦
3.2.6 Corollary:
Consider a control-affine system of the form
x˙(t) = f0(x(t)) + u(t)f1(x(t)), u ∈ U ,
on a smooth oriented d-dimensional manifold M endowed with a Riemannian
metric g of class C∞, and f0, f1 ∈ X∞(M). Let Q ⊂ M be compact and
controlled invariant and let K ⊂ Q be a compact set with positive Riemannian
volume. Moreover, assume that there exists an open neighborhoodW ofQ and a
vector field h ∈ X∞(W ) such that the following hypotheses are satisfied:
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(i) f1(x) 6= 0 for all x ∈ Q.
(ii) gx(f1(x), h(x)) = 0 for all x ∈ Q.
(iii) The following vector field is integrable on W :2
x 7→ h(x)− divg f1(x)‖f1(x)‖2x
f1(x).
Then hinv(K,Q) is bounded from below by
max
{
0,min
x∈Q
[
divg f0(x)− divg f1(x)‖f1(x)‖2x gx(f0(x), f1(x)) + gx(f0(x), h(x))
]}
,
where divg denotes the divergence with respect to the volume form induced by
the Riemannian metric g (cf. Formula (A.22)).
Proof:
Let F (x, u) := Fu(x) := f0(x) + uf1(x). By hypothesis (iii) there exists a
C∞-function α :W → R such that
gradα(x) = h(x)− divg f1(x)‖f1(x)‖2x
f1(x) for all x ∈W. (3.24)
On W we define a new Riemannian metric by
g˜(x) := e
2
d
α(x)g(x) for all x ∈W.
Let ∇˜ denote the Levi-Civita connection associated with g˜. Then from Formula
(A.21) and the proof of Corollary 3.2.4 it easily follows that for any vector field
f ∈ X∞(W ) one has
divg˜ f(x) = tr ∇˜f(x) = tr∇f(x) + (Lfα)(x) = divg f(x) + (Lfα)(x).
From the definition of the gradient (see (A.15)) it follows that
Lf (α)(x) = f(α)(x) = gx(gradα(x), f(x)) (3.25)
for every vector field f ∈ X∞(W ). Hence, for all (x, u) ∈ Q× U we obtain
divg˜ Fu(x) = divg Fu(x) + (LFuα)(x) = divg f0(x) + udivg f1(x)
+ f0(α)(x) + uf1(α)(x)
(3.25)
= divg f0(x) + udivg f1(x)
+ gx(f0(x), gradα(x)) + ugx(f1(x), gradα(x))
(3.24)
= divg f0(x) + udivg f1(x) + gx(f0(x), h(x))
− divg f1(x)‖f1(x)‖2x
gx(f0(x), f1(x)) + u gx(f1(x), h(x))︸ ︷︷ ︸
=0
− udivg f1(x)‖f1(x)‖2x
gx(f1(x), f1(x))︸ ︷︷ ︸
=‖f1(x)‖2x
= divg f0(x) + gx(f0(x), h(x)) − divg f1(x)‖f1(x)‖2x
gx(f0(x), f1(x)).
2This means that the vector field is the gradient of some C∞-function.
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Thus, the result follows from Theorem 3.2.1. 
Next, we define a property of control systems which guarantees that the invari-
ance entropy of a set with positive fractal dimension is positive.
3.2.7 Definition (Uniformly Expanding System):
Consider control system (1.7) and let Q ⊂ M be compact. Assume that
there exist ε, c, λ > 0 such that for all x1, x2 ∈ Q, u ∈ U and T > 0 with
ϕ([0, T ], xj , u) ⊂ Nε(Q) (j = 1, 2) the estimate
d(ϕ(T, x1, u), ϕ(T, x2, u)) ≥ ceλT d(x1, x2) (3.26)
holds. Then the system is called uniformly expanding on Q with respect to
the metric d. The constant λ is called an expansion factor.
The following proposition provides a simple condition for the right-hand side of
a system which guarantees that the system is uniformly expanding.
3.2.8 Proposition:
Consider control system (1.7). Let g be a complete Riemannian metric on M
of class C∞. Let ε, ρ > 0 be real numbers such that
λmin(S∇Fu(x)) ≥ ρ for all (x, u) ∈ gh(Nε(Q))× U, (3.27)
where λmin(·) denotes the minimal eigenvalue and gh(Nε(Q)) the union of the
images of all shortest geodesics joining points in Nε(Q).
3 Then the system is
uniformly expanding on Q with expansion factor ρ.
Proof:
We subdivide the proof into three steps. First we prove expansiveness for
constant control functions, then for piecewise constant ones and finally, for
arbitrary admissible control functions.
Step 1: Let x1, x2 ∈ Q, T > 0 and u ∈ U a constant control function, say
u(t) ≡ u0 ∈ U . Assume further that ϕ([0, T ], xj , u) ⊂ Nε(Q) for j = 1, 2. In
order to prove expansiveness with expansion factor ρ we show the following:
∀δ ∈ (0, ρ) : d(ϕ(T, x1, u), ϕ(T, x2, u)) ≥ eδT d(x1, x2). (3.28)
To this end, we consider the time-reversed system
x˙(t) = f(x(t)), f(x) :≡ −F (x, u0).
The time-t-map of the corresponding flow is denoted by φt : M → M . It
obviously holds that φt ≡ ϕ−t,u0 . Hence, (3.28) is equivalent to
∀δ ∈ (0, ρ) : d(x1, x2) ≤ e−δT d(φ−T (x1), φ−T (x2)). (3.29)
3The letters “gh” are supposed to stand for “geodesic hull”, though we mean something
slightly different here.
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With the substitution x˜j := φ
−T (xj) = ϕ(T, xj , u), j = 1, 2, we obtain the
equivalent statement
∀δ ∈ (0, ρ) : d(φT (x˜1), φT (x˜2)) ≤ e−δT d(x˜1, x˜2). (3.30)
In order to prove (3.30) we introduce for every τ > 0 the set
A(τ) :=
⋃
t∈[0,τ ]
φt(gh(Nε(Q)))
and show that the following statement holds:
∀δ ∈ (0, ρ) : ∃τ > 0 : ∀(x, u) ∈ A(τ)× U : λmin(S∇Fu(x)) ≥ δ. (3.31)
To this end, first note that gh(Nε(Q)) is relatively compact, which follows
from the assumption that (M,g) is complete and gh(Nε(Q)) is bounded, since
obviously diam gh(Nε(Q)) = diam(Nε(Q)). For every δ ∈ (0, ρ) we find a
neighborhood W of cl gh(Nε(Q)) such that λmin(S∇Fu(X)) ≥ δ holds for all
(x, u) ∈W ×U , which follows the fact that the map (x, u) 7→ λmin(S∇Fu(x)) is
uniformly continuous on the compact set cl gh(Nε(Q))×U . Hence, it suffices to
show that τ can be chosen small enough such that A(τ) ⊂ W . Assume to the
contrary that there is no such τ . Then we find sequences (tn)n∈N in (0,∞) with
tn → 0 and (xn)n∈N in gh(Nε(Q)) converging to some point x ∈ cl gh(Nε(Q))
such that φtn(xn) ∈ M\W for all n ∈ N. By continuity the contradiction
x = φ0(x) ∈ (M\W ) ∩ cl gh(Nε(Q)) = ∅ follows. Hence, (3.31) is proved. Now
let t ∈ [0, τ ] for some τ = τ(δ). Let c : [0, 1] → M be a shortest geodesic from
x˜1 to x˜2, which exists by completeness of (M,g). Then we have
d(φt(x˜1), φ
t(x˜2)) ≤ L(φt ◦ c) =
∫ 1
0
∥∥ d
ds(φ
t ◦ c)(s)∥∥ ds
=
∫ 1
0
‖Dφt(c(s))c˙(s)‖ds ≤
∫ 1
0
‖Dφt(c(s))‖ · ‖c˙(s)‖ds
≤
(
max
ξ∈c([0,1])
‖Dφt(ξ)‖
)∫ 1
0
‖c˙(s)‖ds
≤
(
max
ξ∈cl gh(Nε(Q))
‖Dφt(ξ)‖
)
d(x˜1, x˜2).
By the Wazewski Inequality (Theorem 1.2.18) we obtain the estimate
‖Dφt(ξ)‖ ≤ exp
(
t sup
s∈[0,t]
λ(s)
)
,
where λ(s) denotes the maximal eigenvalue of S∇f(φs(ξ)) = −S∇Fu(φs(ξ)).
Since φs(ξ) ∈ A(τ) for all s ∈ [0, τ ], (3.31) implies
‖Dφt(ξ)‖ ≤ exp
(
t sup
s∈[0,t]
[−λmin(S∇Fu(φs(ξ)))]
)
≤ exp
(
t sup
s∈[0,t]
(−δ)
)
= exp(−δt).
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Hence, for all t ∈ [0, τ ] we have
d(φt(x˜1), φ
t(x˜2)) ≤ e−δtd(x˜1, x˜2).
An inductive argument (using the flow property) shows that the same estimate
holds for arbitrary T > 0. Hence, we have proved (3.30).
Step 2: Let x1, x2 ∈ Q, u ∈ U a control function and T > 0 any number such
that ϕ([0, T ], xj , u) ⊂ Nε(Q), j = 1, 2, and such that there exists a partition
0 = t0 < t1 < · · · < tn = T with u(t) constant on each of the intervals [tj−1, tj],
j = 1, . . . , n. Then, by Step 1, we have
d(ϕt,u(x1), ϕt,u(x2)) ≥ etρd(x1, x2) for all t ∈ [t0, t1].
Now let t ∈ [t1, t2]. Then the cocycle property (1.13) implies
d(ϕt,u(x1), ϕt,u(x2)) = d(ϕ(t−t1, ϕ(t1, x1, u),Θt1u), ϕ(t−t1, ϕ(t1, x2, u),Θt1u)).
Since Θt1u is constant on [0, t2 − t1], again Step 1 implies
d(ϕt,u(x1), ϕt,u(x2)) ≥ e(t−t1)ρd(ϕt1,u(x1), ϕt1,u(x2))
≥ e(t−t1)ρet1ρd(x1, x2) = etρd(x1, x2).
Inductively we obtain the assertion for all t ∈ [0, T ].
Step 3: Expansiveness for arbitrary admissible control functions now can easily
be concluded using Corollary 1.2.30. 
3.2.9 Theorem (Lower Bound for Expanding Systems):
Assume that the system (1.7) is uniformly expanding on Q with expansion
factor λ. Let Q ⊂ M be compact and controlled invariant, and let K ⊂ Q be
compact. Then the following estimate holds:
hinv(K,Q) ≥ λ · dimF (K). (3.32)
Proof:
Let S = {u1, . . . , un} be a minimal (T, ε)-spanning set for (K,Q), where ε is
chosen small enough according to Definition 3.2.7 and T is arbitrary. Define
Kj := {x ∈ K | ϕ([0, T ], x, uj) ⊂ Nε(Q)} , j = 1, . . . , n.
Then {K1, . . . ,Kn} is a covering of K and by minimality Kj 6= ∅ for j =
1, . . . , n. Let x, y ∈ Kj for some j ∈ {1, . . . , n}. Then by (3.26) it follows that
ceλTd(x, y) ≤ d(ϕ(T, x, uj), ϕ(T, y, uj)) ≤ diamNε(Q),
which implies
d(x, y) ≤ diamNε(Q)
c
e−λT .
Let C(ε) := diamNε(Q)c . Then Kj is contained in the ball with radius C(ε)e
−λT
centered at any point in Kj and hence
rinv(T, ε,K,Q) = n ≥ N(C(ε)e−λT ,K). (3.33)
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It holds that ln([C(ε)e−λT ]−1) = λT − lnC(ε), and thus
T =
ln(C(ε)−1eλT ) + lnC(ε)
λ
=
ln(C(ε)−1eλT )
λ
(
1 +
lnC(ε)
ln(C(ε)−1eλT )
)
. (3.34)
Note that
lim
T→∞
(
1 +
lnC(ε)
ln(C(ε)−1eλT )
)
= 1. (3.35)
Hence, we obtain
hinv(ε,K,Q) = lim sup
T→∞
1
T
ln rinv(T, ε,K,Q)
(3.33)
≥ lim sup
T→∞
1
T
lnN(C(ε)e−λT ,K)
= λ lim sup
T→∞
lnN(C(ε)e−λT ,K)
λT
(3.34)
= λ lim sup
T→∞
lnN(C(ε)e−λT ,K)
λ ln(C(ε)
−1eλT )
λ
(
1 + lnC(ε)
ln(C(ε)−1eλT )
)
= λ lim sup
T→∞
lnN(C(ε)e−λT ,K)
ln(C(ε)−1eλT )
(
1 + lnC(ε)
ln(C(ε)−1eλT
)
(3.35)
= λ lim sup
T→∞
lnN(C(ε)e−λT ,K)
ln(C(ε)−1eλT )
= λdimF (K).
For εց 0 the assertion follows. 
3.2.10 Example:
Consider the one-dimensional linear system (3.15) from Example 3.1.7. By
Proposition 1.1.12 the solutions are given by
ϕ(t, x, u) ≡ eatx+
∫ t
0
ea(t−s)u(s)ds.
This implies that for all x, y ∈ R, u ∈ U and t ≥ 0 it holds that
|ϕ(t, x, u) − ϕ(t, y, u)| = eat|x− y|.
Hence, for a > 0, the system is uniformly expanding on every compact set with
expansion factor a and thus Theorem 3.2.9 implies hinv(K,Q) ≥ a · dimF (K).
Together with (3.16) we obtain
hinv(K,Q) = max{0, a} · dimF (K) (3.36)
for arbitrary a ∈ R. ♦
3.2.11 Remark:
From Formula (3.36) it follows that in general hinv(K,Q) 6= supj∈N hinv(Kj , Q)
if K =
⋃
j∈NKj . As a counterexample, consider the linear system (3.15) with
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a = 1 and control range U = [−1, 1]. Then Q := [−1, 1] is controlled invariant,
since every point x ∈ Q becomes an equilibrium for the constant control function
ux(t) :≡ −x. The set K := {0} ∪ {1, 12 , 13 , . . .} is compact, and by Boichenko &
Leonov & Reitmann [8, Example 2.2.2, p. 198] its fractal dimension is 12 . Now
let K0 := {0} and Kj := {1j } for every j ∈ N. Then K =
⋃
j∈N0 Kj , but
hinv(K,Q)
(3.36)
= 12 6= 0 = sup
j∈N0
hinv(Kj , Q)︸ ︷︷ ︸
=0
.
3.2.12 Open Question:
Is it possible to find a volume form such that the estimate (3.19) becomes
optimal?
Chapter 4
Relation to Lyapunov
Exponents
This chapter deals with the invariance entropy of linear control systems and of
control sets for control-affine systems. In both cases we will see that there is a
strong connection between the invariance entropy and the Lyapunov exponents
of the system, i.e., the exponential growth rates
λ(x, u; z) = lim sup
t→∞
1
t
ln ‖Dϕt,u(x)z‖
for (x, u) ∈ M × U and z ∈ TxM , where the norm ‖ · ‖ is induced by some
Riemannian metric. For a linear control system x˙ = Ax + Bv, v ∈ V, the
invariance entropy hinv(K,Q) is given by the sum of the eigenvalues of A with
positive real parts (counted with their multiplicities), provided that the set
K has positive Lebesgue measure. The proof of this result is partially based
on Bowen’s theorem on the topological entropy of a linear map [10, Theorem
15]. For the more general inhomogeneous bilinear systems, where the constant
matrix A is replaced by a control-dependent matrix of the form A(u) = A0 +∑
i uiAi, we still obtain that hinv(K,Q) is bounded from below by the sum
of the positive minimal Lyapunov exponents on subbundles of U × Rd, which
are invariant under the control flow of the bilinear system x˙ = A(u)x, u ∈ U .
Here again we need the assumption that K has positive Lebesgue measure.
Unfortunately, we cannot provide an analogous upper bound for systems of
this type.
For control-affine systems the controlled invariance of a control set carries over
to its closure. Hence, if the closure of a control set D is compact, the (strict)
invariance entropy h
(∗)
inv(K, clD) is defined. From the approximate controllabil-
ity on D it can be concluded that h
(∗)
inv(K, clD) does not depend on the set K,
provided that K is contained in D and has nonvoid interior. Both for linear
systems and for one-dimensional systems with one control vector field it can be
shown that hinv(K, clD) = h
∗
inv(K, clD). In the one-dimensional case it turns
out that, under mild conditions, the entropy is the maximum of zero and the
minimal Lyapunov exponent of the system restricted to clD. As an example,
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the invariance entropies of the control sets of a controlled linear oscillator are
computed. Finally, the following theorem is proved: If the linearization along a
controlled periodic trajectory in the interior of a control set D is controllable,
then h∗inv(K, clD) is bounded from above by the sum of the positive Lyapunov
exponents of the periodic solution. The proof of this theorem is a modification
of the proof of Theorem 3 in Nair & Evans & Mareels & Moran [42], which says
that the local topological feedback entropy of a discrete-time control system
at a fixed point is given by the sum of the unstable eigenvalues of the fixed
point Jacobian. As an example, we compute the upper bound of the theorem
explicitly for an equilibrium of a projected bilinear system on the unit sphere.
Since the Lyapunov exponents describe the stability behavior of the solutions,
where the positive Lyapunov exponents correspond to unstable solutions, the
results of this chapter suggest that, in general, the invariance entropy of a set Q
is the higher the more unstable the solutions in Q are. For the metric entropy
and the topological entropy of differentiable dynamical systems similar relations
to the Lyapunov exponents are known. For example, the metric entropy of a
C1-diffeomorphism on a compact manifold with respect to an invariant Borel
measure µ is bounded from above by the µ-integral over the sum of the positive
Lyapunov exponents on each tangent space. This estimate, known as the Ruelle
Inequality, can be found, e.g., in Katok & Hasselblatt [33, Theorem S.2.13,
p. 669]. For a C2-diffeomorphism with a smooth invariant measure the Ruelle
Inequality becomes an equality (see Pesin [45]). In Gelfert [23] lower bounds of
the topological entropy in terms of Lyapunov exponents are derived both for
maps and for flows of class C1 (see [23, Folgerung 6.1.1 and Folgerung 6.1.2,
pp. 112–113]).
4.1 Linear and Inhomogeneous Bilinear Systems
Throughout this section, we consider control-affine systems on Rd of the form
x˙(t) =
[
A0 +
m1∑
i=1
ui(t)Ai
]
x(t) +Bv(t), (u, v) ∈ U × V, (4.1)
where A0, A1, . . . , Am1 ∈ Rd×d and B ∈ Rd×m2 (m = m1+m2), and the control
range is a product U × V of compact sets U ⊂ Rm1 and V ⊂ Rm2 . We call a
system of this type an inhomogeneous bilinear control system. In the case that
m1 = 0 the system is called a linear control system and takes the form
x˙(t) = Ax(t) +Bv(t), v ∈ V. (4.2)
We frequently use the abbreviation
A(u) := A0 +
m1∑
i=1
uiAi.
By Proposition 1.1.12 the solution of (4.1) is given by
ϕ(t, x, w) = ϕ(t, x, (u, v)) = Λu(t, 0)x +
∫ t
0
Λu(t, s)Bv(s)ds, (4.3)
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where Λu(t, s) is the evolution operator corresponding to the linear homoge-
neous equation x˙(t) = A(u(t))x(t).
4.1.1 Notation:
In the proofs of this section, we frequently work with the internal and the
external sum of vector spaces. In order to avoid confusion, we use the following
notation: For linear subspaces W1 and W2 of a real vector space V we write
W1 ⊕iW2 = {w1 + w2 | w1 ∈W1 and w2 ∈W2}
for the internal sum of W1 and W2, and
W2 ⊕oW2 = {(w1, w2) | w1 ∈W1 and w2 ∈W2} =W1 ×W2
for the external sum of W1 and W2.
Our first result yields a formula for the invariance entropy of the linear system
(4.2) under the assumption that the set K has positive Lebesgue measure.
4.1.2 Theorem (Invariance Entropy of Linear Systems):
Consider the linear control system (4.2). Let K,Q ⊂ Rd be compact sets with
K ⊂ Q and Q being controlled invariant. Let λ1, . . . , λd be the eigenvalues of
A. Then the following estimate holds:
h+inv(K,Q) ≤
∑
i: Re(λi)>0
Re(λi).
If, in addition, K has positive Lebesgue measure, we have
hinv(K,Q) = h
+
inv(K,Q) =
∑
i: Re(λi)>0
Re(λi).
Proof:
The proof is subdivided into three steps.
Step 1: We show that h+inv(K,Q) is bounded from above by the sum of the
positive real parts of the eigenvalues of A. To this end, consider the linear
semiflow Φ(t, x) = eAtx, Φ : R+0 × Rd → Rd. With respect to the Euclidean
norm, this semiflow is uniformly continuous in the sense of Definition A.2.5,
since for all t0 > 0, t ∈ [0, t0] and x, y ∈ Rd one has
‖eAtx− eAty‖ = ‖eAt(x− y)‖ ≤ ‖eAt‖‖x− y‖ ≤
(
max
t∈[0,t0]
‖eAt‖
)
‖x− y‖.
Hence, by Proposition A.2.6 the topological entropy htop(Φ) equals the topo-
logical entropy of the time-one-map Φ1(x) = e
Ax. By Proposition A.2.7(i) the
topological entropy of the linear map Φ1 is given by
htop(Φ1) =
∑
i: |µi|>1
ln |µi|,
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where µ1, . . . , µd are the eigenvalues of e
A. Since |µi| =
∣∣eλi∣∣ = eRe(λi), we
obtain
htop(Φ) = htop(Φ1) =
∑
i: |eλi |>1
Re(λi) =
∑
i: Re(λi)>0
Re(λi).
Hence, it suffices to show that h+inv(K,Q) ≤ htop(Φ). To this end, for given
T, ε > 0 let E ⊂ Q be a maximal (T, ε)-separated set with respect to the
semiflow Φ, say E = {y1, . . . , yn}. Then E is also (T, ε)-spanning the set Q,
which means that for all x ∈ Q there is j ∈ {1, . . . , n} with
max
t∈[0,T ]
‖eAtx− eAtyj‖ < ε.
Since Q is controlled invariant, we can assign to each yj (j ∈ {1, . . . , n})
a control function vj ∈ V such that ϕ(R+0 , yj , vj) ⊂ Q. Let S+ :=
{(y1, v1), . . . , (yn, vn)} ⊂ Q. Since ϕ(t, x, v) − ϕ(t, y, v) = eAtx − eAty for all
t ≥ 0, x, y ∈ Rd and v ∈ V, we obtain that S+ is strongly (T, ε)-spanning for
(Q,Q) and hence also for (K,Q). This implies
r+inv(T, ε,K,Q) ≤ s(T, ε,Q,Φ) for all T, ε > 0
and consequently, h+inv(K,Q) ≤ hsep(Q,Φ) = htop(Q,Φ) ≤ htop(Φ).
Step 2: Under the assumption that λd(K) > 0 and Re(λi) > 0 for all i ∈
{1, . . . , d} we prove that
hinv(K,Q) ≥
d∑
i=1
Re(λi).
This is an easy consequence of Theorem 3.2.1: With Fv(x) = Ax+Bv we obtain
divω0 Fv(x) = trDFv(x) = trA =
d∑
i=1
λi =
d∑
i=1
Re(λi),
where ω0 is the standard volume form on R
d. The last equality holds, since
nonreal eigenvalues of a real matrix appear as pairs of complex conjugate num-
bers and thus the imaginary parts in the sum cancel. By (3.19) the assertion
follows.
Step 3: We prove the inequality hinv(K,Q) ≥
∑
i: Re(λi)>0
Re(λi) under the as-
sumption λd(K) > 0 for arbitrary matrices A: If all real parts of the eigenvalues
of A are nonpositive, the assertion is true, since hinv(K,Q) ≥ 0 holds anyway.
Hence, we may assume that there exists at least one eigenvalue with positive
real part. We write Es, Eu and Ec for the corresponding stable, unstable and
center subspace with respect to the flow (t, x) 7→ eAtx. This furnishes the
decomposition Rd = Eu ⊕i (Es ⊕i Ec). Consider the projection
pi : Rd → Eu, x 7→ xu.
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The map pi is obviously of class C1 and we can project the control system (4.2)
to Eu: Let F (x, v) = Ax+Bv and G(y, v) = A |Eu y+piBv, G : Eu×Rm → Eu.
Then we have
DpixF (x, v) = pi(Ax+Bv) = piAx+ piBv = Apix+ piBv = G(pix, v)
and thus we can apply Proposition 2.2.8, which yields
hinv(K,Q;F ) ≥ hinv(piK, piQ;G).
Since the projected system on Eu also is a linear control system and all real
parts of the eigenvalues of A |Eu : Eu → Eu are positive, by Step 2 we obtain
hinv(K,Q) ≥
∑
λ∈σ(A|Eu)
Re(λ) =
∑
i: Re(λi)>0
Re(λi),
if piK ⊂ Eu has positive Lebesgue measure. In order to show the latter, let
s = dimEu and let λs denote the s-dimensional Lebesgue measure on Eu.
Assume to the contrary that λs(piK) = 0, and consider the linear transformation
α : Rd → im(pi)⊕o ker(pi), x 7→ (pix, x− pix).
On im(pi)⊕o ker(pi) let 〈·, ·〉e be the inner product given by
〈(u1, v1), (u2, v2)〉e = 〈u1, u2〉+ 〈v1, v2〉,
where 〈·, ·〉 denotes the standard inner product of Rd. The inner product 〈·, ·〉e
induces a norm ‖ · ‖e and a Lebesgue measure λde on im(pi)⊕o ker(pi). Using the
transformation theorem and the theorem of Fubini we obtain
λd(K) ≤ λd(pi−1piK) =
∫
Rd
1pi−1piK(x)dx
=
∫
im(pi)⊕oker(pi)
1pi−1piK(α
−1(u, v))|det α−1|d(u, v)
= |detα−1|
∫
im(pi)
∫
ker(pi)
1pi−1piK(u+ v)du dv
= |detα−1|
∫
im(pi)
∫
ker(pi)
1α(pi−1piK)(u, v)du dv.
Since α(pi−1piK) = piK × ker(pi), we obtain the contradiction
λd(K) ≤ |detα−1|
∫
im(pi)
∫
ker(pi)
1piK×ker(pi)(u, v)du dv
= |detα−1|
∫
im(pi)
∫
ker(pi)
1piK(u)1ker(pi)(v)dv du
= |detα−1|
∫
ker(pi)
1ker(pi)(v)
(∫
im(pi)
1piK(u)du
)
dv
= |detα−1|
∫
ker(pi)
1ker(pi)(v)λ
s(piK)︸ ︷︷ ︸
=0
dv = 0.
This finishes the proof. 
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4.1.3 Remarks:
• In the case when λd(K) = 0 we cannot make a general statement about
the exact value of hinv(K,Q) unless d = 1 (see Example 3.2.10). If, e.g.,
K is finite, then hinv(K,Q) = 0. But if the projection of K to E
u(A) has
positive Lebesgue measure in Eu(A), then hinv(K,Q) =
∑
i: Re(λi)>0
Re(λi)
anyway.
• The existence of a nonvoid compact controlled invariant subset for the linear
control system (4.2) can be guaranteed, if the pair (A,B) is controllable, the
matrix A is hyperbolic and the control range U is compact and convex with
nonvoid interior. Then there exists a unique control set D with nonvoid
interior and its closure Q = clD is compact (see Colonius & Spadini [17,
Theorem 4.1]). It is easily seen to be controlled invariant (see Lemma 2.3.1).
Next, we consider one-dimensional inhomogeneous bilinear systems. For sim-
plicity, we assume that m1 = m2 = 1:
x˙(t) = [a+ u(t)]x(t) + v(t), (u(t), v(t)) ∈ [umin, umax]︸ ︷︷ ︸
=U
× [vmin, vmax]︸ ︷︷ ︸
=V
. (4.4)
The solution of (4.4) is given by
ϕ(t, x, (u, v)) = e
∫ t
0 (a+u(s))ds
(
x+
∫ t
0
v(s)e−
∫ s
0 (a+u(τ))dτ ds
)
, (4.5)
as can easily be verified. Using the estimates we already know, we can prove
the following proposition.
4.1.4 Proposition:
Consider system (4.4) and let K,Q ⊂ R be compact with K ⊂ Q and Q being
controlled invariant. Then the following statements hold:
(i) If a+ umax ≤ 0, then hinv(K,Q) = 0.
(ii) If a+ umin ≥ 0, then hinv(K,Q) ∈ [a+ umin, a+ umax] · dimF (K).
Proof:
Theorem 3.1.4 yields
hinv(K,Q) ≤ max{0, a + umax} · dimF (K), (4.6)
which implies (i). From (4.5) it follows that
|ϕ(t, x, (u, v)) − ϕ(t, y, (u, v))| = e
∫ t
0 (a+u(s))ds|x− y|.
This implies that for a+ umin > 0 the system is uniformly expanding on every
compact set with expansion factor a+ umin. Theorem 3.2.9 implies that
hinv(K,Q) ≥ (a+ umin) · dimF (K).
Together with (4.6) this proves (ii). 
4.1 Linear and Inhomogeneous Bilinear Systems 99
4.1.5 Remark:
Note that the interval [a+umin, a+umax] coincides with the Lyapunov spectrum
of system (4.4).
Now consider system (4.1) in arbitrary dimensions. Assume that the sets U and
V are convex. Then also U ×V is convex and by Proposition 1.3.14 the cocycle
ϕ : R× Rd × (U × V)→ Rd is continuous, since the system is control-affine.
In the following, we denote the space of all projections P ∈ Rd×d with k-
dimensional image by P(k, d,R). If W is a k-dimensional subspace of Rd,
then we have a k-dimensional Lebesgue measure λkW on W , since W can be
identified isometrically with Rk. We will use several times that images of cer-
tain measurable sets under projections are again measurable with respect to
the lower-dimensional Lebesgue measure in the image space of the projection.
While in general this is not true,1 it holds for sets which can be written as the
intersection of an open and a compact set:
4.1.6 Lemma:
Let P ∈ P(k, d,R) be a projection and A = K ∩ U ⊂ Rd, where K is compact
and U is open. Then P (A) ⊂ im(P ) is Lebesgue measurable with respect to
the k-dimensional Lebesgue measure in im(P ).
Proof:
By Cohn [13, Proposition 1.1.5, p. 6] the open set U is an Fσ-set, i.e., the
countable union of closed sets Cn, n ∈ N. Hence,
P (A) = P (K ∩ U) = P
(
K ∩
⋃
n∈N
Cn
)
= P
(⋃
n∈N
(K ∩Cn)
)
=
⋃
n∈N
P (K ∩Cn).
Since Cn is closed and K is compact, Cn∩K is compact and by continuity of P
also P (K ∩Cn). Every compact set is closed and thus P (A) again is an Fσ-set.
Since Fσ-sets are Borel sets, P (A) ⊂ im(P ) is Lebesgue measurable. 
In order to prove our next result we need the following two technical lemmas.
4.1.7 Lemma:
For arbitrary z ∈ Rd and r > 0 the function
µ : P(k, d,R)→ R+0 , P 7→ λkim(P )(P (Br(z))),
is bounded on every compact subset of P(k, d,R).
Proof:
Any projection P ∈ P(k, d,R), regarded as a mapping from Rd to im(P ), is an
open map by the open mapping theorem. Consequently, P (Br(z)) ⊂ im(P ) is
open and thus a Borel set. This shows that µ is well-defined.
1Counterexample: Let P : R2 → R, P (x, y) = x, and let A ⊂ R be a set which is not
Lebesgue measurable with respect to the one-dimensional Lebesgue measure. Then A×{0} ⊂
R
2 is Lebesgue measurable with respect to the two-dimensional Lebesgue measure, since it is
contained in a set of measure zero (the x-axis), and P (A× {0}) = A.
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In order to prove the assertion, consider for fixed P ∈ P(k, d,R) the affine
subspace W := z + ker(P )⊥. The restriction P |W : W → im(P ) is bijective. In
order to show this, assume P (z + x1) = P (z + x2) for some x1, x2 ∈ ker(P )⊥.
Then P (x1 − x2) = 0 and consequently, x1 − x2 ∈ ker(P ) ∩ ker(P )⊥ = {0}.
In particular, P maps ker(P )⊥ bijectively onto im(P ) because of injectivity,
linearity and dimker(P )⊥ = dim im(P ). This yields
P (W ) = P (z + ker(P )⊥) = Pz + P (ker(P )⊥) = Pz + im(P ) = im(P ).
We want to show that W ∩ Br(z) is mapped onto P (Br(z)). To this end, let
y ∈ P (Br(z)). Then y = Px for some x ∈ Rd with ‖x − z‖ < r. We have to
prove that there exists x˜ ∈W , x˜ = z + w˜, with ‖x˜− z‖ < r and Px˜ = Px. Let
x˜ be the orthogonal projection of x onto W , i.e.,
x˜ := z +
k∑
j=1
〈ej , x− z〉ej ∈ z + ker(P )⊥ =W.
where (ej)
k
j=1 is an orthonormal basis of ker(P )
⊥. We extend (ej)kj=1 to an
orthonormal basis (ej)
d
j=1 of R
d. Then we obtain
‖x˜− z‖2 =
∥∥∥∥∥∥
k∑
j=1
〈ej , x− z〉ej
∥∥∥∥∥∥
2
=
k∑
j=1
|〈ej , x− z〉|2
≤
d∑
j=1
|〈ej , x− z〉|2 =
∥∥∥∥∥∥
d∑
j=1
〈ej , x− z〉ej
∥∥∥∥∥∥ = ‖x− z‖2 < r2.
We have x =
∑d
j=1〈x, ej〉ej and z =
∑d
j=1〈z, ej〉ej . Thus,
x− x˜ =
d∑
j=k+1
〈x, ej〉ej −
d∑
j=k+1
〈z, ej〉ej ∈ ker(P ).
This shows that Px = Px˜. Now we know that P (Br(z)) can be parametrized
over D := ker(P )⊥ ∩Br(0) by the affine map x 7→ Pz + Px. Let
L(P ) := P |ker(P )⊥ : ker(P )⊥ → im(P ).
Then the transformation rule yields
µ(P ) = λkim(P )(P (Br(z))) = λ
k
ker(P )⊥(D)|detL(P )|.
The k-dimensional Lebesgue measure of D in ker(P )⊥ does not depend on
P because of the symmetry of the ball Br(0). It is just the volume of a k-
dimensional ball of radius r. Hence, it suffices to show that the function P 7→
|detL(P )| is bounded on compact sets P ⊂ P(k, d,R). With∥∥∥P |ker(P )⊥∥∥∥ = max
v∈ker(P )⊥
‖v‖=1
‖Pv‖.
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we obtain
‖Px‖ ≤ ‖P |ker(P )⊥ ‖‖x‖ for all x ∈ ker(P )⊥. (4.7)
Let α1, . . . , αk ≥ 0 be the singular values of L(P ), i.e., the eigenvalues of the
self-adjoint operator
√
L(P )∗L(P ) : ker(P )⊥ → ker(P )⊥. Then there exists
an orthonormal basis (v1, . . . , vk) of ker(P )
⊥ of corresponding eigenvectors, i.e.,
L(P )∗L(P )vi = α2i vi and 〈vi, vj〉 = δij for i, j = 1, . . . , k. By (4.7) we obtain
‖P |ker(P )⊥ ‖2 = ‖P |ker(P )⊥ ‖2‖vi‖2 ≥ ‖Pvi‖2 = ‖Lvi‖2
= 〈Lvi, Lvi〉 = 〈L∗Lvi, vi〉 = α2i ‖vi‖2 = α2i .
Hence,
|detL(P )| =
k∏
i=1
αi ≤ ‖P |ker(P )⊥ ‖k ≤ ‖P‖k.
The assertion now follows by continuity of P 7→ ‖P‖k. 
4.1.8 Lemma:
Let K ⊂ Rd be a compact set with positive Lebesgue measure and let P ⊂
P(k, d,R) be a compact set of projections with k-dimensional image. For all
P ∈ P(k, d,R) let λkP denote the k-dimensional Lebesgue measure in im(P ).
Then there exists β > 0 such that for every finite open covering {K1, . . . ,Kr}
of the set K (i.e., K =
⋃r
j=1Kj and the sets Kj are open relative to K) and
for every P1, . . . , Pr ∈ P we have
r∑
j=1
λkPj(Pj(Kj)) ≥ β.
Proof:
It suffices to show that there exists a constant C > 0 such that
λd(A) ≤ CλkP (P (A)) for all P ∈ P and measurable A ⊂ K. (4.8)
Under the assumption that (4.8) holds we can prove the assertion by contra-
diction: Assume that β does not exist. Then we can find a sequence of cov-
erings (Kn)n∈N, Kn = {Kn1 , . . . ,Knrn} and a corresponding sequence of tuples
(Pn1 , . . . , P
n
rn) ∈ Prn such that
rn∑
j=1
λkPnj (P
n
j (K
n
j ))→ 0 for n→∞.
Since λd(K) > 0 by assumption, for sufficiently large n ∈ N this leads to the
contradiction
λd(K) ≤
rn∑
j=1
λd(Knj )
(4.8)
≤ C
rn∑
j=1
λkPnj (P
n
j (K
n
j )) < λ
d(K).
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In order to prove (4.8) let Kˆ be a compact ball with K ⊂ Kˆ. Then we obtain
for every P ∈ P and for every measurable set A ⊂ K:
λd(A) ≤ λd(P−1(P (A)) ∩K) ≤ λd(P−1(P (A)) ∩ Kˆ).
Hence, it suffices to show the existence of C > 0 with
λd(P−1(B) ∩ Kˆ) ≤ CλkP (B) for all P ∈ P and measurable B ⊂ im(P ).
To this end, consider for every P ∈ P the linear isomorphism
ΦP : R
d → im(P )⊕o ker(P ), x 7→ (Px, (I − P )x),
with inverse Φ−1P (u, v) = u+ v. We identify im(P ) ⊕o ker(P ) (up to isometry)
with the Euclidean space Rd by defining the inner product
〈(u1, v1), (u2, v2)〉e := 〈u1, u2〉+ 〈v1, v2〉,
where 〈·, ·〉 is the standard inner product on Rd. This gives us a norm ‖ · ‖e and
a d-dimensional Lebesgue measure λde on im(P ) ⊕o ker(P ). For every (u, v) ∈
im(P )⊕o ker(P )\{(0, 0)} we obtain∥∥Φ−1P (u, v)∥∥2 = ‖u+ v‖2 = ‖u‖2 + 2〈u, v〉 + ‖v‖2
=
(
1 + 2
〈u, v〉
‖u‖2 + ‖v‖2
)(‖u‖2 + ‖v‖2)
=
(
1 + 2
〈u, v〉
‖u‖2 + ‖v‖2
)
‖(u, v)‖2e .
Since (u, v) = (Px, (I − P )x) with x = u+ v, we obtain∥∥Φ−1P (u, v)∥∥2 = (1 + 2 〈Px, (I − P )x〉‖Px‖2 + ‖(I − P )x‖2
)
‖(u, v)‖2e .
The function f(P, x) := 〈Px,(I−P )x〉‖Px‖2+‖(I−P )x‖2 , f : P × (Rd\{0}) → R, does not
depend on the norm of the vector x, since for every λ ∈ R\{0} we have
〈P (λx), (I − P )(λx)〉
‖P (λx)‖2 + ‖(I − P )(λx)‖2 =
〈Px, (I − P )x〉
‖Px‖2 + ‖(I − P )x‖2 .
Consequently, continuity of f and compactness of P×S1(0) implies the existence
of M ≥ 0 with f(P, x) ≤M for all (P, x) ∈ P × (Rd\{0}). This yields∥∥Φ−1P (u, v)∥∥ ≤ √1 + 2M ‖(u, v)‖e for all P ∈ P and (u, v) ∈ im(P )⊕o ker(P ).
For the volume distortion |detΦ−1P | of Φ−1P this gives us∣∣detΦ−1P ∣∣ ≤ (1 + 2M) d2 for all P ∈ P.
Using this estimate, we obtain for every measurable set A ⊂ Kˆ
λd(A) =
∫
Rd
1Adλ
d =
∫
im(P )⊕oker(P )
1A(Φ
−1
P (x))|detΦ−1P |dλde(x)
≤ (1 + 2M) d2
∫
im(P )⊕oker(P )
1ΦP (A)(x)dλ
d
e(x) = (1 + 2M)
d
2λde(ΦP (A)).
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In order to finish the proof, it suffices to show the existence of C˜ > 0 with
λde
(
ΦP (P
−1(B) ∩ Kˆ)
)
≤ C˜λkP (B) for all P ∈ P and measurable B ⊂ im(P ).
By the theorem of Fubini we have
λde
(
ΦP (P
−1(B) ∩ Kˆ)
)
=
∫
ker(P )
∫
im(P )
1ΦP (P−1(B)∩Kˆ)(u, v) du dv.
Together with
ΦP
(
P−1(B) ∩ Kˆ
)
=
{
(Px, (I − P )x) : x ∈ P−1(B) ∩ Kˆ
}
⊂ B ×
(
ker(P ) ∩ (I − P )Kˆ
)
this leads to
λde
(
ΦP (P
−1(B) ∩ Kˆ)
)
≤
∫
ker(P )
∫
im(P )
1B×(ker(P )∩(I−P )Kˆ)(u, v) du dv
=
∫
ker(P )
∫
im(P )
1B(u) · 1ker(P )∩(I−P )Kˆ(v) du dv
=
∫
ker(P )
1ker(P )∩(I−P )Kˆ(v)
(∫
im(P )
1B(u) du
)
dv
= λkP (B) ·
∫
ker(P )
1(I−P )Kˆ(v) dv
= λkP (B) · λd−kI−P ((I − P )Kˆ).
Hence, it suffices to show that λd−kI−P ((I − P )Kˆ) is bounded on P. But this
follows from Lemma 4.1.7. 
In the following, we use the notation ϕh(t, x, u) = Λu(t, 0)x and ϕ
s(t, u, v) =∫ t
0 Λu(t, s)Bv(s)ds. Then, according to (4.3), we have
ϕ(t, x, (u, v)) ≡ ϕh(t, x, u) + ϕs(t, u, v).
We assume that for the bilinear system
x˙(t) = A(u(t))x(t), u ∈ U , (4.9)
we have a continuous decomposition
U × Rd =W1 ⊕W2
with invariant subbundles W1 and W2 of dimension d1 and d2, respectively
(d = d1 + d2). That is,
R
d =W1(u)⊕iW2(u) for all u ∈ U
with linear subspaces W1(u) and W2(u) (dimWj(u) = dj , j = 1, 2) and
Wj =
⋃
u∈U
{u} ×Wj(u), j = 1, 2.
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Invariance of the subbundles means that Φt(Wj) =Wj (j = 1, 2) for all t ∈ R,
where Φ denotes the control flow of system (4.9). Continuity of the decomposi-
tion means that the map u 7→ P (u), U → P(d1, d,R), is continuous, where U is
equipped with the weak∗-topology, and P (u) is the projection onto W1(u) with
respect to the decomposition Rd = W1(u) ⊕i W2(u). By Lemma A.3.9 this is
no additional assumption we have to impose on the decomposition, since it is
always satisfied. From the invariance of the subbundles Wj it follows that
P (Θtu)ϕ
h(t, x, u) = ϕh(t, P (u)x, u) for all (t, x, u) ∈ R× Rd × U . (4.10)
By λd1u we denote the d1-dimensional Lebesgue measure on W1(u) for u ∈ U .
The following proposition provides a lower bound for the invariance entropy
hinv(K,Q) of the inhomogeneous bilinear system (4.1) in terms of the asymp-
totic behavior of a function, which describes a lower bound of the volume growth
on one of the subbundles W1 and W2. The idea of the proof is essentially the
same as in Theorem 3.2.1. But it is technically more complicated, since we have
to consider the projection of the control system to a subbundle of U×Rd, which
itself is not a control system in the sense of our definition. Another difference
is that we cannot use the Liouville Formula in order to describe the volume
growth. In the subsequent theorem we will see that by choosing an appropriate
volume growth function, we obtain as a lower bound of the invariance entropy
the sum of the positive infimal Lyapunov exponents on the subbundles of an
invariant decomposition of U × Rd.
4.1.9 Proposition:
Consider the inhomogeneous bilinear system (4.1) with U and V convex. Let
K,Q ⊂ Rd be compact with K ⊂ Q, Q being controlled invariant, and λd(K) >
0. Assume that for system (4.9) there exists a continuous decomposition
U × Rd =W1 ⊕W2
into invariant subbundles. Let k := dimW1. Further assume that there exists
a function f : R+0 → (0,∞) with
λkΘtu(ϕ
h(t, A, u)) ≥ f(t)λku(A) (4.11)
for all t ∈ R+0 , u ∈ U and for all Lebesgue measurable sets A ⊂ W1(u). Then
the following estimate holds:
hinv(K,Q) ≥ lim sup
t→∞
1
t
ln f(t). (4.12)
Proof:
For given T, ε > 0 let S = {(u1, v1), . . . , (un, vn)} be a minimal (T, ε)-spanning
set for (K,Q). Define
Kj := {x ∈ K | ϕ([0, T ], x, (uj , vj)) ⊂ Nε(Q)} , j = 1, . . . , n.
Since S is (T, ε)-spanning, we have ⋃nj=1Kj = K. By continuous dependence
on initial conditions, Kj is open relative toK, which by Lemma 4.1.6 guarantees
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that the k-dimensional Lebesgue measure λkuj(P (uj)Kj) is well-defined. From
the definition of Kj it immediately follows that
P (ΘTuj)ϕ(T,Kj , (uj , vj)) = P (ΘTuj)ϕ
h(T,Kj , uj) + P (ΘTuj)ϕ
s(T, uj , vj)
⊂ P (ΘTuj)Nε(Q)
or equivalently
P (Θtuj)ϕ
h(T,Kj , uj) ⊂ P (ΘTuj)Nε(Q)− P (ΘTuj)ϕs(T, uj , vj).
Consequently,
λkΘTuj
(
P (ΘTuj)ϕ
h(T,Kj , uj)
)
≤ λkΘT uj (P (ΘTuj)Nε(Q)− P (ΘTuj)ϕs(T, uj , vj)) .
Since the Lebesgue measure is invariant under translations, it follows that
λkΘTuj
(
P (ΘTuj)ϕ
h(T,Kj , uj)
)
≤ λkΘT uj (P (ΘTuj)Nε(Q)) . (4.13)
By (4.10) we obtain
P (ΘTuj)ϕ
h(T,Kj , uj) = ϕ
h(T, P (uj)Kj , uj).
Together with assumption (4.11) this implies
λkΘT uj
(
P (ΘTuj)ϕ
h(T,Kj , uj)
)
≥ f(T )λkuj (P (uj)Kj) . (4.14)
Hence, we have
n∑
j=1
λkuj (P (uj)Kj) ≤ n maxj=1,...,nλ
k
uj (P (uj)Kj)
(4.14)
≤ nf(T )−1 max
j=1,...,n
λkΘT uj
(
P (ΘTuj)ϕ
h(T,Kj , uj)
)
(4.13)
≤ nf(T )−1 max
j=1,...,n
λkΘT uj (P (ΘTuj)Nε(Q))
≤ nf(T )−1 sup
u∈U
λkΘT u (P (ΘTu)Nε(Q)) .
Since Nε(Q) is bounded, we can find a ball B ⊂ Rd with Nε(Q) ⊂ B. Then
n∑
j=1
λkuj (P (uj)Kj) ≤ nf(T )−1 sup
u∈U
λkΘTu (P (ΘTu)B)
= nf(T )−1 sup
u∈U
λku (P (u)B) .
By compactness of U in the weak∗-topology, continuity of the map u 7→ P (u)
and Lemma 4.1.7 we obtain an upper bound α > 0 for the supremum above.
By Lemma 4.1.8 there exists a lower bound β > 0 for the left-hand side. Hence,
β ≤ nf(T )−1α ⇒ n ≥ β
α
f(T ). (4.15)
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Since n = rinv(T, ε,K,Q), for T →∞ it follows that
hinv(K,Q) ≥ hinv(ε,K,Q) ≥ lim sup
T→∞
1
T
ln
(
β
α
f(T )
)
= lim sup
T→∞
(
1
T
ln
β
α
+
1
T
ln f(T )
)
= lim sup
T→∞
1
T
ln f(T ),
which is the desired inequality. 
By Colonius & Kliemann [16, Theorem 5.1.4, p. 144] there exists a unique
decomposition of U × Rd into invariant subbundles
U × Rd =W1 ⊕ · · · ⊕Wr, (4.16)
where Wi corresponds to a connected component of the chain recurrent set of
the projective flow PΦ, where Φ is the control flow of the bilinear system (4.9).2
We will use this decomposition in the following theorem.
4.1.10 Theorem (Lower Bound for Inhomog. Bilinear Systems):
Consider the inhomogeneous bilinear system (4.1) with U and V convex. Let
K,Q ⊂ Rd be compact sets such that K ⊂ Q, Q is controlled invariant, and
λd(K) > 0. Consider the decomposition (4.16) of U × Rd into the invariant
subbundles Wi. For each subbundle define the infimal Lyapunov exponent
κ∗i := inf
(u,x)∈Wi
x 6=0
lim sup
t→∞
1
t
ln
∥∥∥ϕh(t, x, u)∥∥∥ .
Then the following estimate holds:
hinv(K,Q) ≥
∑
i: κ∗i>0
κ∗i dimWi. (4.17)
Proof:
We may assume that κ∗1, . . . , κ
∗
l > 0 and κ
∗
l+1, . . . , κ
∗
r ≤ 0 for some 0 ≤ l ≤ r.
Let ki := dimWi for i = 1, . . . , r. The proof now proceeds in three steps.
Step 1: Let f1, . . . , fl : R
+
0 → (0,∞) be functions satisfying
λkiΘtu(ϕ
h(t, A, u)) ≥ fi(t)λkiu (A)
for all t ∈ R+0 , u ∈ U and for all Lebesgue measurable sets A ⊂ Wi(u). We
want to show that this implies
hinv(K,Q) ≥ lim sup
t→∞
1
t
ln
l∏
i=1
fi(t). (4.18)
2The existence of the decomposition actually follows from Selgrade’s Theorem on the exis-
tence of finest Morse decompositions for linear flows on vector bundles with chain transitive
base flow. See also Colonius & Kliemann [16, Theorem 5.2.5, p. 152].
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Without loss of generality we may assume that l = 2: LetW :=W1⊕W2. Fix a
control function u ∈ U . Let A ⊂W (u) denote a Lebesgue measurable set which
is the product of two Lebesgue measurable sets A1 ⊂W1(u) and A2 ⊂W2(u),
A = {a1 + a2 | (a1, a2) ∈ A1 ×A2} .
For fixed t ≥ 0 we consider the linear transformation
gΘtu :W (Θtu)→W1(Θtu)⊕oW2(Θtu), gΘtu(x) = (x1, x2),
which splits a point x ∈ W (Θtu) into its components x1 ∈ W1(Θtu) and
x2 ∈ W2(Θtu). On the external sum W1(Θtu) ⊕o W2(Θtu) we consider an
inner product 〈·, ·〉Θtu with the property that W1(Θtu) = W2(Θtu)⊥. The k-
dimensional Lebesgue measure induced by 〈·, ·〉Θtu is denoted by λkΘtu,o. Using
the transformation theorem and the theorem of Fubini we obtain
λkΘtu
(
ϕh(t, A, u)
)
=
∫
ϕh(t,A,u)
dλkΘtu =
∫
gΘtu(ϕ
h(t,A,u))
∣∣det g−1Θtu∣∣ dλkΘtu,o
=
∣∣det g−1Θtu∣∣ ∫
W1(Θtu)⊕oW2(Θtu)
1gΘtu(ϕ
h(t,A,u))(x1, x2)dλ
k
Θtu,o(x1, x2)
=
∣∣det g−1Θtu∣∣ ∫
W1(Θtu)
∫
W2(Θtu)
1gΘtu(ϕ
h(t,A,u))(x1, x2)dλ
k2
Θtu
(x2)dλ
k1
Θtu
(x1).
Since ϕh(t, ·, u) is linear, we have
ϕh(t, A, u) =
{
ϕh(t, a1, u) + ϕ
h(t, a2, u) : (a1, a2) ∈ A1 ×A2
}
=
{
x1 + x2 : (x1, x2) ∈ ϕh(t, A1, u)× ϕh(t, A2, u)
}
and thus
gΘtu
(
ϕh(t, A, u)
)
= ϕh(t, A1, u)× ϕh(t, A2, u).
This implies
λkΘtu
(
ϕh(t, A, u)
)
=
∣∣det g−1Θtu∣∣ ∫
W1(Θtu)
∫
W2(Θtu)
1ϕh(t,A1,u)(x1)1ϕh(t,A2,u)(x2)dλ
k2
Θtu
(x2)dλ
k1
Θtu
(x1)
=
∣∣det g−1Θtu∣∣λk1Θtu (ϕh(t, A1, u))λk2Θtu (ϕh(t, A2, u))
≥ ∣∣det g−1Θtu∣∣ (f1(t)λk1u (A1))(f2(t)λk2u (A2)) .
Further we have
λk1u (A1)λ
k2
u (A2) =
∫
W1(u)
∫
W2(u)
1A1(x1)1A2(x2)dλ
k2
u (x2)dλ
k1
u (x1)
=
∫
W1(u)⊕oW2(u)
1A1×A2(x)dλ
k
u,o(x)
=
∫
g−1u (W1(u)⊕oW2(u))
1A1×A2(gu(x))|det gu|dλku(x)
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= |det gu|
∫
W (u)
1g−1u (A1×A2)(x)dλ
k
u(x)
= |det gu|
∫
W (u)
1A(x)dλ
k
u(x) = |det gu|λku(A).
Consequently, we obtain
λkΘtu
(
ϕh(t, A, u)
)
≥ |det gu|
∣∣det g−1Θtu∣∣ f1(t)f2(t)λku(A)
≥
(
inf
u1∈U
|det gu1 |
)(
inf
u2∈U
∣∣det g−1u2 ∣∣) f1(t)f2(t)λku(A).
With the same arguments used in the proof of Lemma 4.1.8 one can show that
infu1 |det gu1 | and infu2 |det g−1u2 | are positive. Thus, there exists C > 0 with
λkΘtu
(
ϕh(t, A, u)
)
≥ Cf1(t)f2(t)λku(A) for all u ∈ U , t ≥ 0,
and all measurable sets A ⊂W (u), which can be written as products. From the
linearity of the maps ϕh(t, ·, u) it follows that the same inequality holds for all
measurable sets A ⊂W (u) and hence (4.11) is satisfied with f(t) := Cf1(t)f2(t).
This implies
hinv(K,Q) ≥ lim sup
t→∞
1
t
ln (Cf1(t)f2(t)) = lim sup
t→∞
1
t
ln (f1(t)f2(t)) ,
which proves (4.18).
Step 2: For every i ∈ {1, . . . , r} we define
fi(t) :=
 inf
(u,x)∈Wi
‖x‖=1
∥∥∥ϕh(t, x, u)∥∥∥
ki , fi : R+0 → (0,∞),
and
ξmin(Wi) := inf
(u,x)∈Wi
x 6=0
lim inf
t→−∞
1
t
ln
∥∥∥ϕh(t, y, u)∥∥∥ .
We will first show that hinv(K,Q) is bounded from below by
∑l
i=1 kiξmin(Wi)
and then, that ξmin(Wi) = κ∗i , which completes the proof. Note that fi satisfies
(4.11) on the subbundle Wi, since for all (u, x) ∈ Wi and t ≥ 0 we have3∥∥∥ϕh(t, x, u)∥∥∥ = ∥∥∥ϕh (t, x‖x‖ , u)∥∥∥ · ‖x‖ ≥ fi(t)1/ki‖x‖.
Now let gi(t) := inf (u,x)∈Wi
‖x‖=1
1
t ln ‖ϕh(t, x, u)‖ for all t > 0 and i = 1, . . . , l. Then
exp (tkigi(t)) ≡ fi(t), i = 1, . . . , l, (4.19)
3In general, for a linear map L : V → W between n-dimensional Euclidean vector spaces,
the inequality ‖Lv‖W ≥ c‖v‖V for all v ∈ V with a constant c > 0 implies that λ
n
W (L(A)) ≥
cnλnV (A) for all measurable sets A ⊂ V . This follows, e.g., from Boichenko & Leonov &
Reitmann [8, Proposition 7.2.1, p. 73].
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and
gi(t) =
1
t
ln
 inf
(u,x)∈Wi
‖x‖=1
∥∥∥ϕh(t, x, u)∥∥∥
 = 1
t
ln
 inf
(u,x)∈Wi
x 6=0
‖ϕht,u(x)‖
‖x‖

=
1
t
ln
 inf
(Θtu,y)∈Wi
y 6=0
‖y‖
‖(ϕht,u)−1(y)‖
 = 1
t
ln
 inf
(v,y)∈Wi
y 6=0
‖y‖
‖(ϕht,Θ−tv)−1(y)‖

=
1
t
ln
 sup
(v,y)∈Wi
y 6=0
‖(ϕht,Θ−tv)−1(y)‖
‖y‖
−1
= −1
t
ln
 sup
(v,y)∈Wi
‖y‖=1
∥∥∥(ϕht,Θ−tv)−1(y)∥∥∥
 = −1
t
sup
(v,y)∈Wi
‖y‖=1
ln
∥∥∥(ϕht,Θ−tv)−1(y)∥∥∥ .
Note that (ϕht,Θ−tv)
−1 ≡ ϕh−t,v (see Corollary 1.2.12). Hence, we obtain
lim inf
t→∞ gi(t) = lim inft→∞
−1
t
sup
(v,y)∈Wi
‖y‖=1
ln
∥∥∥ϕh(−t, y, v)∥∥∥

= − lim sup
t→∞
1
t
sup
(v,y)∈Wi
‖y‖=1
ln
∥∥∥ϕh(−t, y, v)∥∥∥ .
By Colonius & Kliemann [16, Proposition 5.4.15, p. 178]4, applied to the flow
(t, (y, v)) 7→ (Θ−tv, ϕh(−t, y, v)), R×Wi →Wi, we get
lim inf
t→∞ gi(t) = − sup(v,y)∈Wi
y 6=0
lim sup
t→∞
1
t
ln
∥∥∥ϕh(−t, y, v)∥∥∥
= inf
(v,y)∈Wi
y 6=0
lim inf
t→∞
1
(−t) ln
∥∥∥ϕh(−t, y, v)∥∥∥
= inf
(v,y)∈Wi
‖y‖=1
lim inf
t→−∞
1
t
ln
∥∥∥ϕh(t, y, v)∥∥∥ = ξmin(Wi).
Together with (4.18) we obtain
hinv(K,Q) ≥ lim sup
t→∞
1
t
ln
l∏
i=1
fi(t) = lim sup
t→∞
1
t
l∑
i=1
ln fi(t)
≥ lim inf
t→∞
1
t
l∑
i=1
ln fi(t) ≥
l∑
i=1
lim inf
t→∞
1
t
ln fi(t)
(4.19)
=
l∑
i=1
lim inf
t→∞
1
t
ln exp(tkigi(t)) =
l∑
i=1
ki lim inf
t→∞ gi(t)
=
l∑
i=1
kiξmin(Wi).
4The proposition says that for a linear flow Φ on a vector bundle pi : V → B the numbers
supv∈V,‖v‖6=0 lim supt→∞
1
t
ln ‖Φtv‖ and lim supt→∞
1
t
supb∈B ln ‖Φ(t, b)‖ coincide.
110 Chapter 4: Relation to Lyapunov Exponents
Step 3:We prove that ξmin(Wi) = κ∗i , which yields the assertion: By Colonius &
Kliemann [16, Theorem 5.1.6, p. 146] the infimal Lyapunov exponent κ∗i equals
the infimum of the Morse spectrum of the control flow Φ on Wi:5
κ∗i = inf ΣMo(Φ|Wi).
By Colonius & Kliemann [16, Proposition 5.3.4, p. 161] we have
inf ΣMo(Φ|Wi) = − supΣMo(Φ∗|Wi),
where Φ∗ is the time-reversed control flow (t, (u, x)) 7→ (θ−tu, ϕh(−t, x, u)).
Again, by Colonius & Kliemann [16, Theorem 5.1.6, p. 146] the supremum of
the Morse spectrum of Φ∗|Wi equals the maximal Lyapunov exponent. Hence,
κ∗i = − supΣMo(Φ∗|Wi) = − sup
(u,x)∈Wi
x 6=0
lim sup
t→∞
1
t
ln
∥∥∥ϕh(−t, x, u)∥∥∥
= inf
(u,x)∈Wi
x 6=0
lim inf
t→∞
1
(−t) ln
∥∥∥ϕh(−t, x, u)∥∥∥
= inf
(u,x)∈Wi
x 6=0
lim inf
t→−∞
1
t
ln
∥∥∥ϕh(t, x, u)∥∥∥ = ξmin(Wi).
This finishes the proof. 
4.1.11 Remark:
Note that for a linear control system the right-hand side in Formula (4.17)
reduces to the sum of the eigenvalues of A with positive real parts, counted
with multiplicities, since the projective linear flow (t,Px) 7→ PeAtx has exactly
r chain recurrent components M1, . . . ,Mr, where r is the number of different
Lyapunov exponents of the linear flow eAtx, i.e., the number of different real
parts. Moreover, P−1Mi is the ith Lyapunov space Li(A) of A (see Colonius
[14, Theorem 5.2]). In this case, the decomposition (4.16) is given by
U × Rd = (U × L1(A)) ⊕ · · · ⊕ (U × Lr(A)) .
The next proposition yields an upper bound for the invariance entropy of an
inhomogeneous bilinear system. It is an easy consequence of Theorem 4.1.2 and
hence we omit its proof.
4.1.12 Proposition:
Consider the inhomogeneous bilinear system (4.1). Let K,Q ⊂ Rd be compact
withK ⊂ Q andQ being controlled invariant. Assume that u0 ∈ U is a constant
control function such that Q is controlled invariant with respect to the linear
system
x˙(t) =
(
A0 +
m1∑
i=1
u0iAi
)
x(t) +Bv(t), v ∈ V.
5Note that by Proposition 1.3.15 the base flow Θ : R×U → U is chain transitive and hence
chain recurrent.
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Then Q is also controlled invariant with respect to system (4.1) with
h+inv(K,Q) ≤
∑
i: Re(λi(u0))>0
Re(λi(u
0)),
where λ1(u
0), . . . , λd(u
0) denote the eigenvalues of A0 +
∑m1
i=1 u
0
iAi.
4.1.13 Example:
Consider the one-dimensional system
x˙(t) = (a+ u(t))x(t) + v(t), u(t) ∈ [umin, umax], v(t) ∈ [vmin, vmax].
Assume that vmin < vmax and a + umin > 0. Let Q :=
1
a+umin
[−vmax,−vmin].
Then Q is controlled invariant, since for every x ∈ Q we have
vx := −(a+ umin)x ∈ [vmin, vmax] and (a+ umin) + vx = 0.
From Proposition 4.1.4(ii) and Proposition 4.1.12 we obtain
hinv(Q) = a+ umin.
This shows that the lower bound of Theorem 4.1.10 can also be tight for inho-
mogeneous bilinear systems which are not linear. ♦
We end this section with a geometric criterion for finiteness of h∗inv(Q).
4.1.14 Proposition:
Let Q ⊂ Rd be compact and convex with intQ 6= ∅, and controlled invariant
for the inhomogeneous bilinear system (4.1). Then the following statements are
equivalent:
(i) h∗inv(Q) <∞.
(ii) For some τ0 > 0 there exists a finite τ0-spanning set for (bdQ,Q).
Proof:
The implication “(i) ⇒ (ii)” follows from Corollary 2.1.11 and Proposition
2.1.8(iii). In order to show that (ii) implies (i), let S∗ = {u1, . . . , un} be a
finite τ0-spanning set for (bdQ,Q) and define
Q̂j := {z ∈ bdQ | ϕ([0, τ0], z, uj) ⊂ Q} , j = 1, . . . , n.
Then {Q̂j}1≤j≤n is a covering of bdQ. Now fix an arbitrary x0 ∈ intQ and
define6
Qj :=
⋃
z∈Q̂j
[x0, z], j = 1, . . . , n.
Since Q is convex and bdQ ⊂ Q, we have Qj ⊂ Q for all j ∈ {1, . . . , n}. On
the other hand, for every y ∈ Q either y = x0 holds or there exists a unique line
6By [x, y] we denote the line segment {ty + (1− t)x | t ∈ [0, 1]} for x, y ∈ Rd.
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g ⊂ Rd such that x0, y ∈ g. Since Q is bounded, there exists some z ∈ g ∩ bdQ
such that y ∈ [x0, z]. Hence, {Qj}1≤j≤n is a covering of Q. Since x0 ∈ intQ, by
continuity of ϕ(·, x, u) for every j ∈ {1, . . . , n} there exists a time τj > 0 with
ϕ([0, τj ], x0, uj) ⊂ Q. Let T := min{τ0, τ1, . . . , τn} and pick an arbitrary x ∈ Q.
Then x ∈ Qj for some j ∈ {1, . . . , n} and hence x ∈ [x0, z] for some z ∈ Q̂j . By
linearity of ϕ(t, ·, u) and convexity of Q we have
ϕ(t, x, uj) ∈ ϕ(t, [x0, z], uj) = [ϕ(t, x0, uj), ϕ(t, z, uj)] ⊂ Q for all t ∈ [0, T ].
Hence, S∗ is a finite T -spanning set for Q. By Corollary 2.1.11 this implies (i).

4.1.15 Open Question:
What is the exact value of the invariance entropy for inhomogeneous bilinear
systems?
4.2 Control Sets of Control-Affine Systems
Throughout this section, we consider only control-affine systems with compact
and convex control range. For this class of systems we know that the set U
of admissible control functions becomes a compact metrizable space with the
weak∗-topology and the cocycle ϕ : R×M ×U →M is continuous (see Propo-
sition 1.3.14). We also know that the closure of a control set D is controlled
invariant (see Lemma 2.3.1). Hence, if clD is compact, we can consider the in-
variance entropy hinv(K, clD) for compact sets K ⊂ D. The following theorem
shows in particular that this quantity does not depend on K, provided that K
has nonvoid interior. This observation will be the key for a couple of further
results relating the invariance entropy to the positive Lyapunov exponents of
the given control system.
4.2.1 Theorem (Invariance Entropy of Control Sets):
Let D be a control set of the control-affine system (1.34) with compact closure
Q := clD and nonvoid interior. Then the following statements hold:
(i) If K1,K2 ⊂ D are compact sets with nonvoid interior, then
hinv(K1, Q) = hinv(K2, Q) and h
∗
inv(K1, Q) = h
∗
inv(K2, Q).
(ii) If local accessibility holds on Q, then h∗inv(K,Q) <∞ for all compact sets
K ⊂ D.
(iii) Assume that there exists a control function u∗ ∈ U and an open set V ⊂ D
such that piMω(x, u
∗) ∩ intD 6= ∅ for all x ∈ V . Then h∗inv(K,Q) = 0 for
all compact sets K ⊂ D.
Proof:
(i) Consider the first equality. Obviously, it suffices to prove the inequality
“≤”. Since D ⊂ clO+(x) for every x ∈ D, we can assign to each x ∈ K1 a
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control function ux ∈ U and a time tx ≥ 0 such that ϕ(tx, x, ux) ∈ intK2.
Trajectories cannot leave the control set and return and hence we also
have ϕ([0, tx], x, ux) ⊂ D (see Remark 1.3.9). By continuous dependence
on initial conditions one finds a neighborhood Vx of x with ϕ(tx, Vx, ux) ⊂
intK2. The family {Vx}x∈K1 is an open cover ofK1. By compactness there
exist x1, . . . , xn ∈ K1 with K1 ⊂
⋃n
i=1 Vxi . Now, for arbitrary T, ε > 0 let
S = {v1, . . . , vk} be a minimal (T, ε)-spanning set for (K2, Q). For every
index pair (i, j) with 1 ≤ i ≤ n and 1 ≤ j ≤ k such that there exists
x ∈ K1 with yx := ϕ(txi , x, uxi) ∈ intK2 and ϕ([0, T ], yx, vj) ⊂ Nε(Q) we
define the control function wij by
wij(t) :=
{
uxi(t) for t ∈ [0, txi ],
vj(t− txi) for t > txi .
The number of these control functions is bounded from above by nk =
nrinv(T, ε,K2, Q). Consider the set Sˆ consisting of the control functions
wij . Let Tˆ := T + mini=1,...,n txi . Then, by construction, Sˆ is a (Tˆ , ε)-
spanning set for (K1, Q). Consequently,
rinv(T, ε,K1, Q) ≤ rinv(Tˆ , ε,K1, Q) ≤ nrinv(T, ε,K2, Q).
Hence, we obtain
hinv(ε,K1, Q) ≤ lim sup
T→∞
(
lnn
T
+
ln rinv(T, ε,K2, Q)
T
)
= hinv(ε,K2, Q).
For εց 0 the desired inequality hinv(K1, Q) ≤ hinv(K2, Q) follows. The
proof for the strict invariance entropy works analogously.
(ii) Any compact subset of D is contained in a compact subset with non-
void interior. Hence, by Proposition 2.1.8(iii), we may assume that K
has nonvoid interior. By Colonius & Kliemann [16, Proposition 4.3.3(i),
p. 100] the periodic points of the control flow are dense in the lift D
of D.7 Hence, we can find a pair (x∗, u∗) ∈ intD × U and a time
T ∗ > 0 with ϕ(T ∗, x∗, u∗) = x∗ and ΘT ∗u∗ = u∗. Since by Re-
mark 1.3.9 trajectories cannot leave a control set and return, we have
ϕ(R+0 , x
∗, u∗) ⊂ D. Now assume to the contrary that ϕ(t, x∗, u∗) ∈ bdD
for some t ∈ (0, T ∗). Then, by Colonius & Kliemann [16, Proposi-
tion 3.2.25, p. 66], ϕ(t, x∗, u∗) ∈ Γ∗(D) (the entrance boundary of D),
since D ∩ bdD = Γ∗(D). But otherwise, since the point x∗ ∈ intD
can be steered to ϕ(t, x∗, u∗), we have ϕ(t, x∗, u∗) ∈ Γ(D) (the exit
boundary of D). Since Γ∗(D) ∩ Γ(D) = ∅, this is not possible and
thus ϕ(R+0 , x
∗, u∗) ⊂ intD. Since ϕ(R+0 , x∗, u∗) = ϕ([0, T ∗], x∗, u∗) is
compact, we find a compact set K˜ ⊂ intD with nonvoid interior and
ϕ(R+0 , x
∗, u∗) ⊂ int K˜. By statement (i), we may assume that K = K˜.
For every x ∈ K ⊂ intD we can find a control function ux ∈ U and a
time tx ≥ 0 with ϕ(tx, x, ux) = x∗ by exact controllability in the interior
of control sets (see Proposition 1.3.6(iii)). By Colonius & Kliemann [16,
7Here, the lift of D is defined by D = cl{(u, x) ∈ U ×M | ϕ(R, x, u) ⊂ intD}.
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Lemma 3.2.21, p. 65] we may assume that tx ≤ T0 for all x ∈ K for some
T0 > 0.
8 By switching to the control function u∗ after time tx we can
assume that
yx := ϕ(T0, x, ux) ∈ intK for all x ∈ K.
Let Vx be a neighborhood of yx with Vx ⊂ intK. By continuity there
exists a neighborhood Wx of x with ϕ(T0,Wx, ux) ⊂ Vx ⊂ intK. Since
{Wx}x∈K covers the compact set K, we find x1, . . . , xn ∈ K (n ∈ N) with
K ⊂ ⋃nj=1Wxj . Consequently, the set S∗ := {ux1 , . . . , uxn} is T0-spanning
for (K,Q) (since trajectories starting in D cannot leave D and return).
Obviously, one can construct (kT0)-spanning sets S∗k for all k ∈ N from
S∗ such that #S∗k ≤ nk. This proves that h∗inv(K,Q) ≤ lnnT0 <∞.
(iii) By property (ii) of control sets, for every x ∈ K there exist ux ∈ U and
tx > 0 with ϕ(tx, x, ux) ∈ intV . By continuous dependence on the initial
value there exists a neighborhood Wx of x with ϕ(tx,Wx, ux) ⊂ intV .
Since K is compact, finitely many of these neighborhoods are sufficient to
cover K, say Wx1, . . . ,Wxn . We define n control functions v1, . . . , vn by
vi(t) :=
{
uxi(t) for t ∈ [0, txi ],
u∗(t− txi) for t > txi .
Then, for every x ∈ K there exists i ∈ {1, . . . , n} with piMω(x, vi)∩intV 6=
∅. Hence, there exists a sequence tn →∞, tn > 0, such that ϕ(tn, x, vi) ∈
intD for all n ∈ N. Since trajectories cannot leave the control set D and
return, this implies ϕ(R+0 , x, vi) ⊂ D. It follows that r∗inv(T,K,Q) ≤ n for
all T > 0 and thus h∗inv(K,Q) = 0.

4.2.2 Remarks:
• If the set K is only contained in Q and not in D, then the proof of the
preceding theorem does not work. Hence, in particular the case K = Q is
excluded here, except for the trivial case of an invariant control set (where
the invariance entropy vanishes).
• Note that the hypothesis of Theorem 4.2.1(iii) is in particular satisfied if
there exists a point in the interior of D, which is an attractive equilibrium
for some constant control function.
• If D is a control set with nonvoid interior and compact closure, then by
Theorem 4.2.1 it is justified to speak of the (strict) invariance entropy of
D, meaning the value of h
(∗)
inv(K, clD), where K ⊂ D is any compact set
with intK 6= ∅.
8The statement of this lemma is the following: For a control set D with nonvoid interior
and two compact sets K1 in the domain of attraction of D and K2 in intD, under the
assumption of local accessibility on K2, there exists a time T = T (K1,K2) < ∞ such that
inf{t ≥ 0 | ∃u : ϕ(t, x, u) = y} ≤ T for all x ∈ K1 and y ∈ K2.
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It is clear that for an invariant control set D one has h∗inv(K, clD) = 0 for all
K ⊂ D. The following example shows that the converse is in general not true.
4.2.3 Example:
Let f : R → R be a C1-function with f(x) > 0 for all x ∈ (−1, 1) and f(x) = 0
for all x ∈ R\(−1, 1). Consider the control-affine system
x˙(t) = u1(t)f(x(t)) + u2(t), (u1, u2) ∈ U ,
with control range U = [−1, 1]× [0, 1]. We want to show that D := [−1, 1) is a
variant control set with h∗inv(K, clD) = 0 for all compact sets K ⊂ D:
By setting u1(t) := u2(t) := 0 for all t ≥ 0 one achieves that ϕ(t, x, (u1, u2)) =
x for all x ∈ R and t ≥ 0. Consequently, every subset of R is controlled
invariant, so in particular the set D. By this observation it is also clear that
h∗inv(K, clD) = 0, since a single control function is sufficient to keep every point
in clD for all times. By choosing u2(t) := 0 for all t ≥ 0 and giving u1 a
constant value between −1 and 1 it is possible to steer every point in (−1, 1)
to the left and to the right and reach every point in (−1, 1) from every other
point. By choosing u1(t) := 0 and u2(t) := 1 for all t ≥ 0 it is further possible to
reach from any point x ∈ R every other point y ∈ R with y > x. Consequently,
we have D ⊂ clO+(x) for all x ∈ [−1, 1) = D. Since one cannot steer points
x ∈ R\D to the left, D is maximal with the properties (i) and (ii) of control
sets, and hence is a control set (which is obviously variant). ♦
Now consider again the linear control system (4.2) with compact and convex
control range U such that 0 ∈ intU . Suppose that the Kalman rank condition
holds, i.e., that the matrix
[B|AB|A2B| · · · |Ad−1B] ∈ Rd×(md) (4.20)
has full rank (cf. Sontag [50, Section 3.2]). Then there exists a unique control set
D ⊂ Rd with nonvoid interior, which is bounded if the matrix A is hyperbolic,
i.e., if all eigenvalues of A have nonzero real parts (see Colonius & Kliemann
[16, Example 3.2.16, pp. 61–63] or Colonius & Spadini [17, Theorem 4.1]). The
following theorem shows that in this case h∗inv(K, clD) = hinv(K, clD) for all
compact sets K ⊂ D with intK 6= ∅.
4.2.4 Theorem (Control Sets of Linear Systems):
Consider the linear control system (4.2). Assume that the control range U is
compact and convex with 0 ∈ intU , and that A is hyperbolic and the Kalman
rank condition is satisfied. Then the closure Q of the unique control set D is
compact and for all compact sets K ⊂ D with intK 6= ∅ it holds that
h∗inv(K,Q) = hinv(K,Q) =
∑
i: Re(λi)>0
Re(λi),
where λ1, . . . , λd are the eigenvalues of A.
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Proof:
For every ρ ∈ (0, 1] we consider the system
x˙(t) = Ax(t) +Bu(t), u ∈ Uρ = {u ∈ U | u(t) ∈ Uρ a.e.},
where Uρ = ρ · U . That is, we consider the same linear system with smaller
control range. It is easy to see that Uρ is compact and convex with 0 ∈ intU
for all ρ ∈ (0, 1]. Hence, for every ρ ∈ (0, 1] there exists a unique control
set Dρ with nonvoid interior and compact closure. By Theorem 4.2.1(i) and
Proposition 2.1.13(ii), it follows that
h∗inv(K,Q) = h
∗
inv(K˜,Q) ≤ hinv(K˜),
if K˜ ⊂ intQ is compact, has nonvoid interior and is controlled invariant. If we
can show that clDρ ⊂ intD for some ρ < 1, thus we obtain the assertion, since
by Theorem 4.1.2 we have∑
i: Re(λi)>0
Re(λi) = hinv(K,Q) ≤ h∗inv(K,Q) ≤ hinv(clDρ) =
∑
i: Re(λi)>0
Re(λi).
Note that here we use that Dρ and hence clDρ is controlled invariant with
respect to system (4.2) for every ρ ∈ (0, 1]. From Colonius & Spadini [17, The-
orem 4.1] it follows that 0 ∈ intDρ for all ρ ∈ (0, 1] and for every neighborhood
W of 0 there exists ρ0 ∈ (0, 1] with Dρ ⊂W for all ρ ∈ (0, ρ0]. This implies that
for small enough ρ we have clDρ ⊂ intD. Hence, the assertion holds. 
The following theorem yields a formula for h∗inv(K, clD) for one-dimensional sys-
tems with one control vector field and shows that it coincides with hinv(K, clD).
4.2.5 Theorem (Control Sets of One-Dimensional Systems):
On M = R consider a control-affine system of the form
x˙(t) = f0(x(t)) + u(t)f1(x(t)), u ∈ U . (4.21)
Let D be a control set with nonvoid interior and compact closure Q, and assume
that local accessibility holds on Q. Then for every compact set K ⊂ D with
nonvoid interior we have
h∗inv(K,Q) = hinv(K,Q) = max
{
0,min
x∈Q
[
f ′0(x)−
f ′1(x)
f1(x)
f0(x)
]}
. (4.22)
Proof:
The proof is subdivided into three steps.
Step 1: By Proposition 1.3.6(i) D is connected and thus Q is a compact interval.
In order to show that formula (4.22) makes sense, we have to prove that f1(x) 6=
0 for all x ∈ Q: Assume to the contrary that f1(x∗) = 0 for some x∗ ∈ Q. From
Colonius & Kliemann [16, Theorem 8.1.1, p. 313] it follows that for every x ∈ Q
there exists ux ∈ U with f0(x)+uxf1(x) = 0. Hence, f0(x∗) = 0, which implies
ϕ(t, x∗, u) = x∗ for all t ∈ R and u ∈ U and therefore contradicts the local
accessibility on Q.
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Step 2: We prove that system (4.21) is topologically conjugate to a system with
constant control vector field via a C2-diffeomorphism: Since f1(x) 6= 0 on Q,
by continuity of f1, it holds that f1(x) 6= 0 on a neighborhood of Q. Since
Q is a compact interval, this neighborhood can be chosen as an open interval
(a, b). On (a, b) there exists a C2-function pi with derivative f1(x)
−1, i.e., pi(x) =∫
f1(x)
−1dx. Since f1(x) is either strictly positive or strictly negative on (a, b),
pi is either strictly increasing or strictly decreasing. Hence, we can extend pi to
a C2-diffeomorphism pi : R → R and define vector fields g0, g1 : R → R by
gi(x) := pi
′(pi−1(x))fi(pi−1(x)) for all x ∈ R, i = 0, 1.
Then it holds that g1(x) ≡ f1(pi−1(x))−1f1(pi−1(x)) ≡ 1 and system (4.21) is,
by Proposition 2.2.8, topologically conjugate to the system
y˙(t) = g0(y(t)) + u(t), u ∈ U , (4.23)
with topological conjugacy (pi, idU ). Moreover, pi(D) is a bounded control set
for system (4.23), since pi maps trajectories of (4.21) onto trajectories of (4.23)
corresponding to the same control function. By Proposition 2.2.8 it follows that
h∗inv(K,Q; f0, f1) equals h
∗
inv(pi(K), pi(Q); g0, g1).
Step 3: We compute h∗inv(pi(K), pi(Q); g0, g1): By Theorem 3.2.1 we have
h∗inv(K,Q) ≥ hinv(K,Q) ≥ max
{
0, min
y∈pi(Q)
g′0(y)
}
.
For the derivative of g0 we obtain
g′0(y) = f
′
0(pi
−1(y))
pi′(pi−1(y))
pi′(pi−1(y))
+
pi′′(pi−1(x))
pi′(pi−1(y))
f0(pi
−1(y))
= f ′0(pi
−1(y))− f
′
1(pi
−1(y))
f21 (pi
−1(y))
f1(pi
−1(y))f0(pi−1(y))
= f ′0(pi
−1(y))− f
′
1(pi
−1(y))
f1(pi−1(y))
f0(pi
−1(y)).
Hence,
h∗inv(K,Q) ≥ hinv(K,Q) ≥ max
{
0,min
x∈Q
[
f ′0(x)−
f ′1(x)
f1(x)
f0(x)
]}
.
In order to show the reverse inequality, we distinguish two cases:
Case 1: There exists a point y∗ ∈ int pi(Q) with g′0(y∗) < 0: Then, by Remark
4.2.2, h∗inv(K,Q) = 0, since y
∗ becomes an attractive equilibrium for the con-
stant control function u(t) ≡ −g0(y∗). Hence, the assertion holds true in this
case, since
min
x∈Q
[
f ′0(x)−
f ′1(x)
f1(x)
f0(x)
]
= min
y∈pi(Q)
g′0(y) ≤ g′0(y∗) < 0
and thus
0 ≤ hinv(K,Q) ≤ h∗inv(K,Q) = 0 = max
{
0,min
x∈Q
[
f ′0(x)−
f ′1(x)
f1(x)
f0(x)
]}
.
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Case 2: For all y ∈ intpi(Q) it holds that g′0(y) ≥ 0: Then, by continuity,
g′0(y) ≥ 0 holds on pi(Q). By Proposition 2.1.13(ii) we obtain
h∗inv(pi(K), pi(Q)) = h
∗
inv(K˜, pi(Q)) ≤ hinv(K˜)
for every compact set K˜ ⊂ int pi(Q) with int K˜ 6= ∅ and hence
h∗inv(pi(K), pi(Q)) ≤ inf
K˜
hinv(K˜),
where the infimum is taken over all such sets. By Theorem 3.1.4 we obtain
hinv(K˜) ≤ max
{
0,max
y∈K˜
g′0(y)
}
· dimF (K˜)︸ ︷︷ ︸
=1
= max
y∈K˜
g′0(y).
Note that dimF (K˜) = 1 follows from Proposition A.2.3. Consequently,
h∗inv(pi(K), pi(Q)) ≤ inf
K˜
max
y∈K˜
g′0(y) = min
y∈Q
g′0(y) = min
x∈Q
[
f ′0(x)−
f ′1(x)
f1(x)
f0(x)
]
,
which implies the assertion. 
4.2.6 Remarks:
(i) Theorem 4.2.5 can also be applied to systems on the circle, if the closure
of the control set D is not the whole circle.
(ii) Note that f ′0(x)− f
′
1(x)
f1(x)
f0(x) = D1F (x, ux), where F (x, u) = f0(x)+uf1(x)
and ux ∈ U is chosen such that F (x, ux) = 0, i.e., ux = − f0(x)f1(x) . This
implies
h∗inv(K,Q) = max
0, min(x,u)∈Q×U
F (x,u)=0
D1F (x, u)
 . (4.24)
(iii) By Colonius & Kliemann [16, Theorem 8.1.2, p. 313] the following holds:
If the control set D is contained in a compact positively invariant set and
clD is a chain control set,9 then the Lyapunov spectrum on Q = clD, i.e.,
the set of all Lyapunov exponents corresponding to solutions, which stay
in Q for all positive times, is given by
ΣLy(Q) =
[
inf
x∈Q
max
u∈U
F (x,u)=0
D1F (x, u), sup
x∈Q
max
u∈U
F (x,u)=0
D1F (x, u)
]
.
Since for the system (4.21) there exists exactly one u ∈ U for each x ∈ Q
such that F (x, u) = 0, from Formula (4.24) it follows that
h∗inv(K,Q) = max{0,minΣLy(Q)}.
9See Colonius & Kliemann [16, Section 3.4] for the definition of chain control sets and their
properties.
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(iv) Consider a one-dimensional control system of the form
x˙(t) = f0(x(t)) + g(u(t))f1(x(t)), u ∈ U , (4.25)
with a homeomorphism g : R → R and compact connected control range
U ⊂ R. This system is topologically conjugate to the control-affine system
with right-hand side F (x, u) = f0(x) + uf1(x) and control range g(U) via
the conjugacy (idR, G), where G(u)(t) := g(u(t)) for all u ∈ U and t ∈ R,
as can easily be verified using Proposition 2.2.8. Hence, by Proposition
2.2.8, it follows that Formula (4.21) also holds for system (4.25).
4.2.7 Example:
Consider a bilinear control system on R2 of the form
x˙(t) = (A0 + u(t)A1) x(t), u ∈ U . (4.26)
Let A0 = (a
0
ij), A1 = (a
1
ij) and A(u) = A0 + uA1. Consider the projection of
(4.26) to S1, given by (cf. Example 2.2.13)
s˙(t) =
(
A(u(t)) − s(t)TA(u(t))s(t)I) s(t), u ∈ U . (4.27)
We assume that local accessibility holds for this system and that D ⊂ S1 is a
control set with nonvoid interior such that Q := clD is not the whole circle.
We want to compute h∗inv(K,Q) for arbitrary compact K ⊂ D with intK 6= ∅.
This also gives us the invariance entropy h∗inv,nc(pi
−1(K), pi−1(Q);pi) with respect
to system (4.26) in the sense of Definition 2.2.11, where pi : R2\{0} → S1,
x 7→ x‖x‖ . To this end, we describe system (4.27) in polar coordinates. By
writing s(t) = (cos(ϕ(t)), sin(ϕ(t))) a simple calculation leads to the system
ϕ˙(t) = f0(ϕ(t)) + u(t)f1(ϕ(t)), u ∈ U ,
where f0, f1 : [0, 2pi)→ R are given by
fk(ϕ) = (a
k
22 − ak11) sin(ϕ) cos(ϕ)− ak12 sin2(ϕ) + ak21 cos2(ϕ), k = 0, 1.
For the derivatives f ′k (k = 0, 1) we get
f ′k(ϕ) = (a
k
22 − ak11) cos(2ϕ) − (ak12 + ak21) sin(2ϕ).
By Theorem 4.2.5 we obtain that h∗inv(K,Q) is the maximum of zero and the
minimum of the following function on Q.
ϕ 7→ (a022 − a011) cos(2ϕ) − (a012 + a021) sin(2ϕ)
− ((a
1
22−a111) cos(2ϕ)−(a112+a121) sin(2ϕ))((a022−a011) sin(ϕ) cos(ϕ)−a012 sin2(ϕ)+a021 cos2(ϕ))
(a122−a111) sin(ϕ) cos(ϕ)−a112 sin2(ϕ)+a121 cos2(ϕ)
.
The next example provides an application of this formula. ♦
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4.2.8 Example:
We consider the scalar second-order system
y¨(t) + 2by˙(t)− (1 + u(t))y(t) = 0, u ∈ U ,
with b > 0 and control range U = [−ρ, ρ], where 0 < ρ < b2 + 1. This equation
describes the linearization of a controlled damped mathematical pendulum at
the unstable position (a linear oscillator). The corresponding first-order system
is the following bilinear control system:
x˙(t) =
(
0 1
1 −2b
)
︸ ︷︷ ︸
=:A0
x(t) + u(t)
(
0 0
1 0
)
︸ ︷︷ ︸
=:A1
x(t), u ∈ U .
The eigenvalues of the matrix A0 are given by
λ± = −b±
√
b2 + 1.
Since b > 0, λ− is negative and λ+ is positive. Hence, the uncontrolled system
has one stable and one unstable direction. By Example 4.2.7 the projected
system on S1 is given by10
ϕ˙ =
(−2b sin(ϕ) cos(ϕ)− sin2(ϕ) + cos2(ϕ)) + u(t) cos2(ϕ), u ∈ U .
From Colonius & Kliemann [16, Theorem 8.1.1, p. 313] it follows that the
control sets on S1 consist of equilibria. Hence, in order to determine these sets,
we have to find the zeros of the right-hand side. To this end, we divide by
cos2(ϕ) (which is possible for ϕ /∈ {pi2 , 3pi2 }). This yields
tan2(ϕ) + 2b tan(ϕ)− (1 + u) = 0 ⇔ tan(ϕ) = −b±
√
b2 + 1 + u.
Hence, we obtain the solutions
ϕ± = arctan
(
−b±
√
b2 + 1 + u
)
∈ (−pi2 , pi2 )
and two other solutions in (pi2 ,
3pi
2 ). The solutions ϕ± are real numbers, since
b2 + 1 + u ∈ [b2 + 1− ρ, b2 + 1 + ρ] ⊂ (0, 2(b2 + 1)).
Hence, in (−pi2 , pi2 ) we obtain the following two intervals of equilibria, which are
the closures of control sets:
Q− =
[
arctan
(
−b−
√
b2 + 1 + ρ
)
, arctan
(
−b−
√
b2 + 1− ρ
)]
,
Q+ =
[
arctan
(
−b+
√
b2 + 1− ρ
)
, arctan
(
−b+
√
b2 + 1 + ρ
)]
.
Applying the result from Example 4.2.7 we can calculate the invariance entropy
of these control sets. An elementary computation gives
hinv(K,Q±) = max
{
0, min
ϕ∈Q±
(−2b− 2 tan(ϕ))
}
.
10The argument t is suppressed from here on.
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Hence, we obtain
hinv(K,Q−) = max
{
0, min
u∈[−ρ,ρ]
(
2
√
b2 + 1− u
)}
= 2
√
b2 + 1− ρ,
hinv(K,Q+) = 0.
We can interpret this result as follows: The control set D = intQ− contains
ϕ0 := arctan(−b−
√
b2 + 1), which is an equilibrium for the control u = 0, i.e.,
the vector (cos(ϕ0), sin(ϕ0)) is an eigenvector of the matrix A0 corresponding
to the stable eigenvalue λ− = −b −
√
b2 + 1. On D the projected system is
controllable. This implies that the cone pi−1(D) ⊂ R2 over D is the maximal
subset of R2 where it is possible to steer to the stable axis (i.e., to the one-
dimensional eigenspace corresponding to λ−) with the bilinear system. Thus,
we have computed the invariance entropy of the maximal subset of R2, where
the system can be stabilized to the equilibrium (0, 0). The control set Q+ is
easily seen to be invariant and hence its invariance entropy is zero. ♦
Q
−
stable axis
pi−1(Q
−
)
unstable axis
x1
x2
Figure 4.1: The control set Q−
The next theorem yields an upper bound for the strict invariance entropy
h∗inv(K, clD) of a control set D in terms of the positive Lyapunov exponents
of a periodic trajectory contained in the interior of D with controllable lin-
earization. The key idea of the proof is as follows: We use the approximate
controllability in D in order to steer from every point of the set K into a small
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neighborhood of a point on the periodic orbit, and then use the controllability
of the linearized system in order to keep the system in a small tube around the
periodic orbit for some time τ > 0. The number of control functions necessary
to do so can be related to the Lyapunov exponents of the linearized system,
which then yields an estimate on the strict invariance entropy. Actually, the
proof is a modification of that of Theorem 3 in Nair & Evans & Mareels &
Moran [42].11
4.2.9 Theorem (Upper Bound for the Entropy of a Control Set):
Consider the control-affine system (1.34) and let D ⊂ M be a control set with
nonvoid interior and compact closure Q = clD. Let (ϕ(·, x0, u0), u0) be a T0-
periodic controlled trajectory with ϕ ([0, T0], x0, u0) ⊂ intD. Moreover, assume
that u0(t) is contained in a compact subset of intU for almost all t ∈ [0, T0]
and that the linearization along (ϕ(·, x0, u0), u0) is controllable in the sense of
Definition 1.2.25. Let ρ1, . . . , ρr be the different Lyapunov exponents of the
solution ϕ(·, x0, u0) with corresponding multiplicities d1, . . . , dr. Then for every
compact set K ⊂ D it holds that
h∗inv(K,Q) ≤
∑
j: ρj>0
djρj. (4.28)
Proof:
We prove the theorem in three steps. In the first step, we use the fundamental
lemma of Floquet theory in order to write the solutions of the linearization
along (ϕ(·, x0, u0), u0) in terms of the matrix exponential of an endomorphism
R on Tx0M . Then we construct an adapted Riemannian metric, which yields an
orthonormal Jordan basis for R. In the second step, we define several constants.
In particular, a (large) time step τ ∈ T0N and a (small) radius b0 > 0 are
defined such that the controllability of the linearization can be used in order
to steer the system from the ball Bb0(x0) to itself in time τ , using a finite
number of control functions that is related to the eigenvalues of R and hence
to the Lyapunov exponents ρ1, . . . , ρr. This is done in Step 3 by subdividing
a cube of side length 2b0 centered at the origin of Tx0M into an appropriate
number of subcuboids whose midpoints are steered to 0 ∈ Tx0M in time τ via
the linearization. Using the Riemannian exponential function at x0 it is shown
that the corresponding control functions also work for the nonlinear system
in order to get back to Bb0(x0) in time τ . This process can be repeated and
thus yields kτ -spanning sets for (Bb0(x0), Q) for all k ∈ N. By choosing τ big
enough and b0 small enough, the corresponding cardinality growth rate of these
sets comes arbitrarily close to
∑
j: ρj>0
djρj. Since h
∗
inv(K,Q) does not depend
on the set K, this proves the assertion.
11The theorem states that the local topological feedback entropy of a continuously differ-
entiable discrete-time system xk+1 = F (xk, uk) at an equilibrium pair (x∗, u∗) is given by∑
η∈σ(A):|η|>1 log2 |η|, where A = DxF (x∗, u∗) and B = DuF (x∗, u∗), provided that (A,B) is
controllable.
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Step 1: Consider the automorphism
A := Dϕ2T0(x0, u0)(·, 0)
(1.26)
= ϕl(2T0, ·, 0) : Tx0M → Tx0M. (4.29)
By Proposition 1.2.22(iv) it holds that A = ϕl(T0, ·, 0)2 and hence from Chicone
[12, Theorem 2.4.7, p. 163]12 it follows that there exists a linear endomorphism
R : Tx0M → Tx0M with
A = e2T0R. (4.30)
By Proposition 1.2.22(iv) it follows that
ϕl(2T0k, λ, 0) = A
kλ = e2T0kRλ for all λ ∈ Tx0M, k ∈ N. (4.31)
The real parts of the eigenvalues of R are exactly the Lyapunov exponents of
the solution ϕ(·, x0, u0). To show this, we write t > 0 as t = 2T0k + s with
k ∈ N0 and s ∈ [0, 2T0). Then for all λ ∈ Tx0M we obtain
ϕl(t, λ, 0) = ϕl(s, ϕl(k(2T0), λ, 0), 0)
(4.31)
= ϕl(s, ·, 0)e2T0kRλ.
Hence,
l1
∥∥∥e2kT0Rλ∥∥∥ ≤ ∥∥∥ϕl(t, λ, 0)∥∥∥ ≤ l2 ∥∥∥e2kT0Rλ∥∥∥
with the positive constants
l1 := min
s∈[0,2T0]
∥∥∥ϕl(s, ·, 0)−1∥∥∥−1 , l2 := max
s∈[0,2T0]
∥∥∥ϕl(s, ·, 0)∥∥∥ .
By Proposition 1.2.22(ii) (or Proposition 1.2.17) we have Dϕt,u0(x0)λ =
ϕl(t, λ, 0) and hence the exponential growth of ‖Dϕt,u0(x0)λ‖ for t→∞ equals
the growth of ‖e2T0⌊ t2T0 ⌋Rλ‖ for all λ ∈ Tx0M , which proves the claim.
Choose a basis Bx0 of Tx0M adapted to the (real) Jordan structure of R. Let
L1(R), . . . , Lr(R) be the different Lyapunov spaces of R. Then we have the
decomposition
Tx0M = L1(R)⊕ · · · ⊕ Lr(R).
Let dj = dimLj(R) and denote by λ
(j) ∈ Lj(R) the jth component of a vector
λ ∈ Tx0M with respect to this decomposition. Moreover, denote by ρj the real
part of the eigenvalues corresponding to Lj(R). The restriction of R to Lj(R) is
denoted by Rj . Now, let g be a Riemannian metric onM of class C
∞ such that
the basis Bx0 is orthonormal with respect to gx0 , and let d denote the distance
on M induced by g.13 In order to get a metric with this property one can start
with an arbitrary metric g˜ on M , whose existence is guaranteed by Gallot &
Hulin & Lafontaine [22, Theorem 2.2, p. 49]. Then one takes a chart (φ, V )
around x0 and a scalar product (·, ·) on Rd such that Bx0 is orthonormal with
12The theorem says that for a nonsingular real n×n-matrix C there exists a real n×n-matrix
B with eB = C2.
13Note that by Remark 1.2.23 controllability of the linearization does not depend on the
Riemannian metric imposed on M .
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respect to the induced scalar product (Dφx0 ·,Dφx0 ·) on Tx0M . On V consider
the pullback gˆ of (·, ·) by φ, i.e.,
gˆ(x)(v,w) := (Dφxv,Dφxw) for all x ∈ V, v,w ∈ TxM.
Then let θ :M → [0, 1] be a cut-off function of class C∞ such that supp θ ⊂ V
and θ(x) = 1 on a compact neighborhood W of x0 (see Lemma A.3.3). Define
g by
g(x) :=
{
θ(x)gˆ(x) + (1− θ(x))g˜(x) for all x ∈ V,
g˜(x) for all x ∈M\V.
It can easily be seen that g is a Riemannian metric on M with gx0 having the
desired property.
Step 2: We fix some constants: Let S0 be any real number which satisfies
S0 >
∑
j: ρj>0
djρj. (4.32)
Choose ξ = ξ(S0) > 0 such that
0 < dξ < S0 −
∑
j: ρj>0
djρj . (4.33)
Let δ ∈ (0, ξ) be chosen small enough such that ρj < 0 implies ρj + δ < 0 for
all j ∈ {1, . . . , r}. From Lemma A.3.8 it follows that there exists a constant
c = c(δ) > 0 such that
∀j ∈ {1, . . . , r} : ∀k ∈ N0 :
∥∥∥ekT0Rj∥∥∥ ≤ ce(ρj+δ)kT0 , (4.34)
where ‖ · ‖ denotes the operator norm on Hom(Tx0M,Tx0M) induced by gx0 .
For every t > 0 we define positive integers
Mj(t) :=
{ ⌊e(ρj+ξ)t⌋+ 1 if ρj ≥ 0
1 if ρj < 0
, j = 1, . . . , r. (4.35)
Moreover, we define a function β : (0,∞)→ (0,∞) by
β(t) := c
√
r max
1≤j≤r
[
e(ρj+δ)t
√
dj
Mj(t)
]
. (4.36)
If ρj < 0, then (by our definitions) ρj + δ < 0 and Mj(t) ≡ 1. This implies that
e(ρj+δ)t
√
dj
Mj(t)
converges to zero for t → ∞. If ρj ≥ 0, we have Mj(t) ≥ e(ρj+ξ)t
by (4.35) and hence
e(ρj+δ)t
√
dj
Mj(t)
≤ e(ρj+δ)t
√
dj
e(ρj+ξ)t
=
√
dje
(δ−ξ)t.
Since δ ∈ (0, ξ), we have δ − ξ < 0 and hence the term above converges to zero
for t → ∞. Thus, also β(t) → 0 for t → ∞. This implies that for given ε > 0
we can choose a number τ = 2kT0 with k ∈ N big enough such that
β(τ) < 1 and dτ ln(2) < ε. (4.37)
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Since we assume that the linearization along (ϕ(·, x0, u0), u0) is controllable, by
Proposition 1.2.27 there exists a constant C > 0 with the following property:14
∀λ ∈ Tx0M : ∃µ ∈ L∞([0, τ ],Rm) : ϕl(τ, λ, µ) = 0 and ‖µ‖[0,τ ] ≤ C‖λ‖.
(4.38)
Let W1 ⊂ Tx0M and W2 ⊂ M be open neighborhoods of 0 ∈ Tx0M and x0,
respectively, such that
expx0 :W1 →W2
is a diffeomorphism. The inverse of expx0|W1 will simply be denoted by exp−1x0 .
Now, choose b0 > 0 small enough such that the following conditions are satisfied:
clBb0(0) ⊂W1,
clBb0(x0) ⊂ D,
clBC
√
db0
(u0(t)) ⊂ U for almost all t ∈ [0, T0],
ϕ(τ, clBb0(x0), u) ⊂W2 if ‖u− u0‖[0,τ ] ≤ C
√
db0.
 (4.39)
The second and third inclusion are possible, since x0 ∈ intD and u0(t) is
contained in a compact subset of intU for almost all t ∈ [0, T0]. The last one
is possible by continuity of (x, u) 7→ ϕ(τ, x, u) (see Proposition 1.2.22(i)). By
Proposition 1.2.24 there exists a function ζ = ζτ,
√
dC : [0, α)→ R+0 (α > 0) with∥∥∥exp−1x0 (ϕ(τ, x, u)) − ϕl(τ, exp−1x0 (x), u− u0)∥∥∥ ≤ ζ(b)b (4.40)
for all (x, u) ∈ M × U with d(x, x0) ≤ b ≤ b0 and ‖u − u0‖[0,τ ] ≤ C
√
db, and
ζ(b) → 0 for b → 0. We can assume that b0 < α and hence ζ(b0) is defined.
Because of the strict inequality β(τ) < 1 we can also assume that b0 is chosen
small enough such that √
rζ(b0) + β(τ) ≤ 1. (4.41)
Step 3: By Theorem 4.2.1(i) and (4.39), we can assume that K = clBb0(x0).
Consider a d-dimensional cube C in Tx0M centered at the origin with sides of
length 2b0 parallel to the vectors of the basis Bx0. Then exp
−1
x0 (K) = clBb0(0) ⊂
Tx0M and hence exp
−1
x0 (K) ⊂ C. Partition C by dividing each coordinate axis
corresponding to a component of the jth Lyapunov space of R into Mj(τ) in-
tervals of equal length. The total number of subcuboids in this partition is∏r
j=1Mj(τ)
dj . Now pick an arbitrary x ∈ clBb0(x0). Let γ0 : [0, 1] → M be
a shortest geodesic from x0 to x and let λx ∈ C be the center of a subcuboid
which contains exp−1x0 (x) = γ˙0(0). (Note that ‖γ˙0(0)‖ = L(γ0) = d(x0, x) ≤ b0.)
Then the following estimate holds, where the additional superscripts denote
components of vectors within the corresponding Lyapunov spaces of R:
∥∥∥γ˙0(0)(j) − λ(j)x ∥∥∥ =
 dj∑
l=1
(
γ˙0(0)
(j,l) − λ(j,l)x
)21/2
≤
 dj∑
l=1
(
b0
Mj(τ)
)21/2 = √dj
Mj(τ)
b0. (4.42)
14Note that controllability on [0, T0] implies controllability on [0, τ ].
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By (4.38) there exists ux ∈ L∞([0, τ ],Rm) such that ϕl(τ, λx, ux − u0) = 0 or
equivalently,
ϕl(τ, λx, ux) = ϕ
l(τ, 0, u0) (4.43)
and
‖ux − u0‖[0,τ ] ≤ C‖λx‖ ≤ C
 r∑
j=1
dj∑
l=1
∥∥∥λ(j,l)x ∥∥∥2
1/2 ≤ C√db0, (4.44)
since λx ∈ C implies ‖λ(j,l)x ‖ ≤ b0 for each component. By (4.39) it holds that
ux ∈ U and
ϕ(τ, x, ux) ∈W2. (4.45)
Let γ1 : [0, 1]→M be a shortest geodesic from x0 to ϕ(τ, x, ux). Then
d (ϕ(τ, x, ux), x0) = L(γ1) =
∫ 1
0
‖γ˙1(t)‖︸ ︷︷ ︸
= constant
dt = ‖γ˙1(0)‖ . (4.46)
By the triangle inequality we have∥∥∥γ˙1(0)(j)∥∥∥ ≤ ∥∥∥γ˙1(0)(j) − ϕl (τ, γ˙0(0), ux − u0)(j)∥∥∥+ ∥∥∥ϕl(τ, γ˙0(0), ux − u0)(j)∥∥∥ .
Since g is chosen such that the Lyapunov spaces of R are orthogonal, for the
first term we obtain∥∥∥γ˙1(0)(j) − ϕl(τ, γ˙0(0), ux − u0)(j)∥∥∥ = ∥∥∥∥[γ˙1(0)− ϕl(τ, γ˙0(0), ux − u0)](j)∥∥∥∥
≤
∥∥∥γ˙1(0)− ϕl(τ, γ˙0(0), ux − u0)∥∥∥
=
∥∥∥exp−1x0 (ϕ(τ, x, ux))− ϕl(τ, exp−1x0 (x), ux − u0)∥∥∥ (4.40)≤ ζ(b0)b0.
By linearity of ϕl(τ, ·, ·) for the second term we obtain∥∥∥ϕl(τ, γ˙0(0), ux − u0)(j)∥∥∥ = ∥∥∥ϕl(τ, γ˙0(0), ux)(j) − ϕl(τ, 0, u0)(j)∥∥∥
(4.43)
=
∥∥∥ϕl(τ, γ˙0(0), ux)(j) − ϕl(τ, λx, ux)(j)∥∥∥
=
∥∥∥ϕl(τ, γ˙0(0)− λx, 0)(j)∥∥∥
(4.31)
=
∥∥∥∥[e2kT0R(γ˙0(0)− λx)](j)∥∥∥∥
=
∥∥∥[eτR(γ˙0(0)− λx)](j)∥∥∥ .
By invariance of the Lyapunov spaces of R under eτR we get∥∥∥ϕl(τ, γ˙0(0), ux − u0)(j)∥∥∥ = ∥∥∥eτR(γ˙0(0)− λx)(j)∥∥∥
≤ ∥∥eτRj∥∥ ∥∥∥(γ˙0(0)− λx)(j)∥∥∥
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(4.34)
≤ ce(ρj+δ)τ
∥∥∥(γ˙0(0)− λx)(j)∥∥∥ .
Altogether, we have∥∥∥γ˙1(0)(j)∥∥∥ ≤ ζ(b0)b0 + ce(ρj+δ)τ ∥∥∥(γ˙0(0)− λx)(j)∥∥∥
(4.42)
≤ ζ(b0)b0 + ce(ρj+δ)τ
√
dj
Mj(τ)
b0.
By orthogonality of the Lyapunov spaces of R it follows that
d (ϕ(τ, x, ux), x0) = ‖γ˙1(0)‖ =
 r∑
j=1
∥∥∥γ˙1(0)(j)∥∥∥2
1/2
≤
 r∑
j=1
(
ζ(b0)b0 + ce
(ρj+δ)τ
√
dj
Mj(τ)
b0
)21/2
(∆)
≤ √rζ(b0)b0 +
 r∑
j=1
(
ce(ρj+δ)τ
√
dj
Mj(τ)
b0
)21/2
≤ √rζ(b0)b0 + c
√
r max
1≤j≤r
[
e(ρj+δ)τ
√
dj
Mj(τ)
]
b0
(4.36)
=
[√
rζ(b0) + β(τ)
]
b0
(4.41)
≤ b0.
The estimate (∆) follows from the triangle inequality in Rr. Hence, we have
proved that
∏r
j=1Mj(τ)
dj admissible control functions are sufficient to steer
all points of K back to K in time τ . By the no-return property of control
sets it follows that the trajectories do not leave Q within the time interval
(0, τ). By iterated concatenation of these control functions we can construct an
nτ -spanning set for each n ∈ N with (∏rj=1Mj(τ)dj )n elements and hence we
obtain
r∗inv(nτ,K,Q) ≤
 r∏
j=1
Mj(τ)
dj
n =
 ∏
j: ρj≥0
(
⌊e(ρj+ξ)τ⌋+ 1
)djn ,
which implies
h∗inv(K,Q) = lim sup
n→∞
1
nτ
ln r∗inv(nτ,K,Q) ≤
1
τ
∑
j: ρj≥0
ln
(
⌊e(ρj+ξ)τ⌋+ 1
)dj
=
∑
j: ρj≥0
dj
1
τ
ln
(
⌊e(ρj+ξ)τ⌋+ 1
)
≤
∑
j: ρj≥0
dj
1
τ
ln
(
2e(ρj+ξ)τ
)
=
∑
j: ρj≥0
dj
(
ln(2)
τ + (ρj + ξ)
)
≤ dτ ln(2) + dξ +
∑
j: ρj>0
djρj
(4.33)
< dτ ln(2) + S0
(4.37)
< S0 + ε.
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The first equality follows from Proposition 2.2.10. Since ε can be chosen ar-
bitrarily small and S0 arbitrarily close to
∑
j: ρj>0
djρj , the assertion of the
theorem follows. 
4.2.10 Remark:
If D is a control set with nonvoid interior for the control-affine system (1.34),
and if every point in the interior of D is locally accessible, then by Colonius &
Kliemann [16, Proposition 4.3.3, p. 100] the periodic points of the control flow
are dense in the lift D of D. This implies the existence of periodic solutions as
required in Theorem 4.2.9. But in general it is not clear if the linearizations
along those solutions are controllable.
Since equilibria are periodic solutions for every period T0 > 0, the following
corollary immediately follows.
4.2.11 Corollary:
Consider the control-affine system (1.34) and let g be a Riemannian metric
on M of class C∞. Let D ⊂ M be a control set with nonvoid interior and
compact closure Q = clD. Let (x0, u0) ∈ intD× intU such that F (x0, u0) = 0.
Moreover, assume that the linearization along (x0, u0) is controllable. Then for
every compact set K ⊂ D it holds that
h∗inv(K,Q) ≤
∑
λ∈σ(∇Fu0(x0))
Re(λ)>0
Re(λ),
where every eigenvalue λ in the sum is counted with its multiplicity.
In the proof of the next corollary, we use the fact that in dimension one local
accessibility implies controllability of the linearized system at any controlled
equilibrium.
4.2.12 Corollary:
Consider the control-affine system (1.34) on M = R. Let D be a control set
with nonvoid interior and compact closure Q = clD and assume that local
accessibility holds on intD. Then for every compact set K ⊂ D it holds that
h∗inv(K, clD) ≤ max
0, inf(x,u)∈intD×intU
F (x,u)=0
D1F (x, u)
 .
Proof:
Let (x∗, u∗) ∈ intD × intU such that
F (x∗, u∗) = f0(x∗) +
m∑
i=1
u∗ifi(x∗) = 0. (4.47)
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Then the controllability of the linearization at (x∗, u∗) is equivalent to the
controllability of the matrix pair (A,B) with
A = D1F (x∗, u∗) = f ′0(x∗) +
m∑
i=1
u∗if ′i(x∗) ∈ R1×1,
B = D2F (x∗, u∗) = (f1(x∗), . . . , fm(x∗)) ∈ R1×m,
which in this case means that the matrix B has full rank (cf. Formula (4.20)).
Since B is a 1×m-matrix, this is satisfied if and only if B 6= 0. Assume to the
contrary that B = (f1(x∗), . . . , fm(x∗)) = 0. Then from (4.47) it follows that
f0(x∗) = 0 and hence x∗ is an equilibrium for every control function, which
contradicts the local accessibility on Q. Thus, Theorem 4.2.9 implies
h∗inv(K, clD) ≤ inf
(x,u)∈intD×intU
F (x,u)=0
max {0,D1F (x, u)}
= max
0, inf(x,u)∈intD×intU
F (x,u)=0
D1F (x, u)

for every compact set K ⊂ D. 
4.2.13 Corollary:
Let Q be the closure of a relatively compact inner control set of the control-
affine system (1.34). Further assume that there exists a T0-periodic controlled
trajectory (ϕ(·, x0, u0), u0) with ϕ([0, T0], x0, u0) ⊂ Q and u0(t) ∈ U1 for almost
all t ∈ [0, T0]. Then, if the linearization along (ϕ(·, x0, u0), u0) is controllable,
the estimate
hinv(Q) ≤
∑
i: λi>0
diλi
holds, where λ1, . . . , λr are the Lyapunov exponents of the solution ϕ(·, x0, u0)
with corresponding multiplicities d1, . . . , dr.
Proof:
From Theorem 4.2.9 it follows that
h∗inv(Q, clDρ;Uρ) ≤
∑
i: λi>0
diλi for all ρ ∈ [0, 1).
Now, for given ε > 0 choose ρ ∈ [0, 1) such that clDρ ⊂ Nε(Q). Then
hinv(ε,Q;U0) ≤ hinv(ε,Q;Uρ) ≤ h∗inv(Q, clDρ;Uρ) ≤
∑
i: λi>0
diλi.
The first inequality follows from Uρ ⊂ U0 and Proposition 2.1.8(v). The second
is clear, since every T -spanning set for (Q, clDρ) is also (T, ε)-spanning for Q.
(Note that Q is controlled invariant with respect to all the control ranges Uρ,
ρ ∈ [0, 1].) Since hinv(Q) = limεց0 hinv(ε,Q;U0), the assertion follows. 
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4.2.14 Example:
Consider the bilinear control system (2.18) on Rd and its projection to the unit
sphere Sd−1. Let D ⊂ Sd−1 be a control set of the projected system with
nonvoid interior15 and set Q := clD. Since Sd−1 is compact, also Q is compact.
By (3.18) the covariant derivative of the right-hand side vector field Fu of the
projected system is
∇Fu(s) = Qs(A(u)− sTA(u)sI)
with Qs = I − ssT . A point s0 ∈ intD is an equilibrium for some constant
control u0 ∈ intU if and only if
0 = F (s0, u0) = A(u0)s0 − (sT0A(u0)s0)s0,
i.e., if and only if s0 is an eigenvector of A(u0). We write λ for the corresponding
eigenvalue sT0A(u0)s0. We want to compute the spectrum of ∇Fu0(s0). To this
end, let v ∈ Ts0Sd−1 = s⊥0 . Then
∇Fu0(s0)v = Qs0
(
A(u0)v − (sT0A(u0)s0)v
)
= Qs0A(u0)v − λv.
Hence, it suffices to determine the eigenvalues of the linear map L :=
Qs0A(u0)|Ts0Sd−1. To this end, let µ ∈ C be an arbitrary eigenvalue of A(u0)
and z /∈ 〈s0〉 a corresponding (complex) eigenvector. Consider the vector
ζ := Qs0z ∈ Ts0Sd−1 ⊕ iTs0Sd−1. Then we obtain
Lζ = Qs0A(u0)Qs0z = Qs0A(u0)(I − s0sT0 )z = Qs0A(u0)z −Qs0A(u0)s0sT0 z
= µQs0z −Qs0(A(u0)s0)(sT0 z) = µζ −Qs0(λs0)(sT0 z)
= µζ − λ(sT0 z)Qs0s0 = µζ.
Hence, the eigenvalues of L coincide with eigenvalues of A(u0) and the eigen-
values of ∇Fu0(s0) are the eigenvalues of A(u0) minus λ. Hence, under the
assumption that the linearization at (s0, u0) is controllable, by Corollary 4.2.11
the estimate
h∗inv(K,Q) ≤
∑
j∈{1,...,d−1},
Re(µj )>λ
(Re(µj)− λ)
holds true for every compact set K ⊂ D, where λ, µ1, . . . , µd−1 are the eigen-
values of A(u0). ♦
4.2.15 Open Questions:
• Is hinv(K,Q) = h∗inv(K,Q) true in general, if Q is the closure of a control
set and K ⊂ D with int(K) 6= ∅?
• Does h∗inv(K,Q) = h∗inv(Q) and/or hinv(K,Q) = hinv(Q) hold for Q = clD?
• Can the periodic trajectory in Theorem 4.2.9 be replaced by an arbitrary
trajectory?
15By Colonius & Kliemann [16, Theorem 7.3.3, pp. 283–284] for the projected system on
P
d−1 there exist (finitely many) control sets with nonvoid interior under the assumption of
local accessibility. The connected components of the lifts of these control sets to the unit
sphere are control sets for the system on the sphere.
Chapter 5
Alternative Characterization,
Data Rates and Numerics
In this last chapter, we provide an alternative characterization of the strict in-
variance entropy h∗inv(Q) via so-called invariant coverings of the set Q, which
reveals the similarity of the invariance entropy and the topological feedback
entropy, defined in Nair & Evans & Mareels & Moran [42]. We use this char-
acterization in order to compute the strict invariance entropy h∗inv(Q) for one-
dimensional linear systems, when Q is a compact interval, and thereby show
that it coincides with hinv(Q) in this case. Moreover, we use it to prove that
h∗inv(Q) equals the infimum data rate in a feedback loop necessary to render
the set Q invariant for a very general class of coding and control schemes, in
analogy to the corresponding result for the topological feedback entropy proved
in [42]. Finally, we use the characterization of h∗inv(Q) via invariant coverings in
order to describe an algorithm for the numerical computation of rigorous upper
bounds for h∗inv(Q), which is mainly based on another algorithm, designed for
the computation of topological entropy (see Froyland & Junge & Ochs [21]).
5.1 Characterization via Invariant Coverings
In this section, we give a different characterization of the strict invariance en-
tropy in terms of invariant coverings, which are defined as follows.
5.1.1 Definition (Invariant Covering):
Let Q be a compact controlled invariant set for the control system (1.7). An
invariant covering of Q is given by a triple (A, v, τ), where A is a finite
covering of Q, v : A → U is a function, assigning to each set in A a control
function, and τ is a positive real number such that
ϕ([0, τ ], A, v(A)) ⊂ Q for all A ∈ A.
We also say that the triple (A, v, τ) is invariantly covering the set Q.
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The following proposition yields a first relation between the strict invariance
entropy and invariant coverings.
5.1.2 Proposition:
Let Q be a compact controlled invariant set for control system (1.7). Then
h∗inv(Q) <∞ if and only if there exists an invariant covering (A, v, τ) of Q.
Proof:
Assume that h∗inv(Q) <∞. Then, by Corollary 2.1.11, there exists a time τ > 0
and a finite τ -spanning set S∗ = {v1, . . . , vn} for Q. Define
Aj := {x ∈ Q | ϕ([0, τ ], x, vj) ⊂ Q} , j = 1, . . . , n.
Let A := {A1, . . . , An} and let v : A → U be given by v(Aj) := vj . Then
obviously (A, v, τ) is an invariant covering of Q.
On the other hand, if (A, v, τ) is an invariant covering of Q, the set v(A) ⊂ U is
a finite τ -spanning set for Q. Hence, by Corollary 2.1.11, h∗inv(Q) <∞. 
5.1.3 Definition (Entropy of an Invariant Covering):
Let C = (A, v, τ) be an invariant covering of a compact controlled invariant
set Q with A = {A1, . . . , Aq} and let K ⊂ Q be compact. We denote by
va the control function v(Aa) for a = 1, . . . , q, and we define for every word
[a0, a1, . . . , aN−1] (N ∈ N arbitrary) with aj ∈ {1, . . . , q} a control function by
va0,a1,...,aN−1(t) := vaj (t− jτ) for all t ∈ [jτ, (j + 1)τ), j = 0, 1, . . . , N − 1.
On R\[0, Nτ) the function may be extended arbitrarily. The word
[a0, a1, . . . , aN−1] is called admissible for the pair (K,Q) and the invariant
covering C, if there exists an x ∈ K with
ϕ
(
jτ, x, va0,a1,...,aN−1
) ∈ Aaj for j = 0, 1, . . . , N − 1.
We write WN (C;K,Q) for the set of all admissible words of length N (N ∈ N
arbitrary). The strict invariance entropy of (K, Q) with respect to the
invariant covering C is defined by
h∗inv(C;K,Q) := lim sup
N→∞
ln#WN (C;K,Q)
Nτ
. (5.1)
If K = Q, we also write WN (C;Q) and h∗inv(C;Q) instead of WN (C;Q,Q) and
h∗inv(C;Q,Q), respectively.
5.1.4 Proposition:
Let Q be a compact controlled invariant set for control system (1.7). If C is an
invariant covering of Q, then the sequence (ln#WN (C;Q))N∈N is subadditive
and hence
h∗inv(C;Q) = lim
N→∞
ln#WN (C;Q)
Nτ
= inf
N∈N
ln#WN(C;Q)
Nτ
.
5.1 Characterization via Invariant Coverings 133
Proof:
It suffices to show that
#WN1+N2(C;Q) ≤ #WN1(C;Q) ·#WN2(C;Q) for all N1, N2 ∈ N.
To this end, we define an injective mapping
α :WN1+N2(C;Q)→WN1(C;Q)×WN2(C;Q).
This implies
#WN1+N2(C;Q) = #α (WN1+N2(C;Q))
≤ #(WN1(C;Q)×WN2(C;Q)) = #WN1(C;Q) ·#WN2(C;Q).
Let C = (A, v, τ) with A = {A1, . . . , Aq}, and let [a0, a1, . . . , aN1+N2−1] ∈
WN1+N2(C;Q). Then there exists x ∈ Q with ϕ(jτ, x, va0 ,a1,...,aN1+N2−1) ∈ Aaj
for j = 0, 1, . . . , N1+N2− 1. Let y := ϕ(N1τ, x, va0,a1,...,aN1+N2−1). Then y ∈ Q
and by the cocycle property (1.12)
ϕ
(
jτ, y, vaN1 ,aN1+1,...,aN1+N2−1
)
∈ AaN1+j for j = 0, 1, . . . , N2 − 1.
This proves that [aN1 , aN1+1, . . . , aN1+N2−1] is an admissible word of length N2.
Hence, we can define α by
α : [a0, a1, . . . , aN1+N2−1] 7→ ([a0, a1, . . . , aN1−1], [aN1 , . . . , aN1+N2−1]) .
Injectivity of α is obvious. 
By the next proposition the strict invariance entropy of a pair (K,Q) with
respect to an invariant covering is always an upper bound for h∗inv(K,Q).
5.1.5 Proposition:
Let Q be a compact controlled invariant set for control system (1.7) and K ⊂ Q
compact. Then for any invariant covering C = (A, v, τ) of Q the following holds:
h∗inv(K,Q) ≤ h∗inv(C;K,Q) ≤
ln#A
τ
.
Proof:
Let q = #A. Since WN (C;K,Q) ⊂ {1, . . . , q}N , we have #WN (C;K,Q) ≤
#{1, . . . , q}N = qN and thus
ln#WN (C;K,Q)
Nτ
≤ ln q
N
Nτ
=
ln#A
τ
for all N ∈ N.
This implies h∗inv(C;K,Q) ≤ ln#Aτ . Now consider for every N ∈ N the set
SN :=
{
va0,a1,...,aN−1 | [a0, a1, . . . , aN−1] ∈ WN (C;K,Q)
}
.
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Let A = {A1, . . . , Aq} and va = v(Aa) for a = 1, . . . , q. We want to show that
SN is (Nτ)-spanning for (K,Q). To this end, pick x0 ∈ K arbitrarily. Then
there exists a0 ∈ {1, . . . , q} with x0 ∈ Aa0 . This implies
ϕ ([0, τ ], x0, va0) ⊂ ϕ([0, τ ], Aa0 , va0) ⊂ Q.
Let x1 := ϕ(τ, x0, va0). Then there is a1 ∈ {1, . . . , q} with x1 ∈ Aa1 and we
obtain ϕ([0, τ ], x1, va1) ⊂ Q. Again, for x2 := ϕ(τ, x1, va1) we have x2 ∈ Aa2 for
some a2. Repeating this process, after N steps, we have found an admissible
word [a0, a1, . . . , aN−1] for (K,Q), since the cocycle property implies
ϕ
(
jτ, x0, va0,a1,...,aN−1
) ∈ Aaj for j = 0, 1, . . . , N − 1.
Hence, SN is (Nτ)-spanning for (K,Q) and we obtain
r∗inv(Nτ,K,Q) ≤ #WN (C;K,Q) for all N ∈ N,
which by Proposition 2.2.10 implies
h∗inv(K,Q)
(2.14)
= lim sup
N→∞
1
Nτ
ln r∗inv(Nτ,K,Q)
≤ lim sup
N→∞
ln#WN (C;K,Q)
Nτ
(5.1)
= h∗inv(C;K,Q).
This finishes the proof. 
The following lemma shows that, in order to approximate h∗inv(Q) by the quan-
tities h∗inv(C;Q), it is sufficient to consider invariant coverings (A, v, τ), where
A is a partition of the set Q.
5.1.6 Lemma:
For every invariant covering C = (A, v, τ) of a compact controlled invariant set
Q there exists another invariant covering C˜ = (A˜, v˜, τ) such that A˜ is a partition
of Q with #A˜ = #A and
h∗inv(C˜;Q) ≤ h∗inv(C;Q).
Proof:
Let A = {A1, . . . , Aq} and define sets A˜1, . . . , A˜q by
A˜1 := A1, A˜j := Aj\
j−1⋃
i=1
Ai for j = 2, . . . , q.
Then A˜ := {A˜1, . . . , A˜q} is a partition of Q, which is proved as follows. For
j1 < j2 we have
A˜j1 ∩ A˜j2 =
(
Aj1\
j1−1⋃
i=1
Ai
)
∩
(
Aj2\
j2−1⋃
i=1
Ai
)
=
(
Aj1 ∩
j1−1⋂
i=1
Aci
)
∩
(
Aj2 ∩
j2−1⋂
i=1
Aci
)
= Aj1 ∩Aj2 ∩Ac1 ∩ · · · ∩Acj1 ∩ · · · ∩Acj2−1 = ∅.
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Hence, the elements of A˜ are disjoint. If x ∈ Q, then x ∈ Aj(x) with
j(x) := min {j ∈ {1, . . . , q} | x ∈ Aj} .
This yields
x ∈ Aj(x)\
j(x)−1⋃
i=1
Ai = A˜j(x).
Hence, A˜ is a partition of Q. By setting v˜(A˜j) := v(Aj), j = 1, . . . , q, we obtain
an invariant covering C˜ = (A˜, v˜, τ), since A˜j ⊂ Aj . Now let [a0, a1, . . . , aN−1]
be an admissible word of length N for C˜. Then there exists x ∈ Q with
ϕ
(
jτ, x, v˜a0 ,a1,...,aN−1
)
= ϕ
(
jτ, x, va0 ,a1,...,aN−1
) ∈ A˜aj ⊂ Aaj
for j = 0, 1, . . . , N−1. This implies that [a0, a1, . . . , aN−1] is also admissible for
C and hence WN (C˜;Q) ⊂ WN (C;Q) for all N ∈ N, which yields the assertion.

As the next lemma shows, it is also sufficient to assume that v : A → U is
injective (considered as a function from A to {u|[0,τ ] : u ∈ U}), i.e., that with
every set A of the covering A a different control function is associated.
5.1.7 Lemma:
Let C = (A, v, τ) be an invariant covering of a compact controlled invariant set
Q such that A is a partition of Q. Assume that B is a refinement of A, i.e., a
partition of Q such that for every B ∈ B there is an A ∈ A with B ⊂ A. Define
w : B → U by w(B) := v(A), where A is defined by the relation B ⊂ A. Then
D := (B, w, τ) is an invariant covering of Q with
h∗inv(D;Q) ≥ h∗inv(C;Q).
Proof:
It is clear that D is an invariant covering of Q. Let [b0, b1, . . . , bN−1] be an
admissible word for D and for each j ∈ {0, 1, . . . , N − 1} let aj ∈ {1, . . . ,#A}
be defined by the relation Bbj ⊂ Aaj . Then there exists x ∈ Q with
ϕ
(
jτ, x, va0 ,a1,...,aN−1
)
= ϕ
(
jτ, x,wb0 ,b1,...,bN−1
) ∈ Bbj ⊂ Aaj .
Hence, [a0, a1, . . . , aN−1] is an admissible word for C and thus for every N ∈ N
we can define a mapping
αN :WN (D;Q)→WN (C;Q), [b0, b1, . . . , bN−1] 7→ [a0, a1, . . . , aN−1].
This mapping is surjective, since for every admissible word [a0, a1, . . . , aN−1]
for C there is an x ∈ Q with ϕ(jτ, x, va0 ,a1,...,aN−1) ∈ Aaj for j = 0, 1, . . . , N − 1
and for every j there is bj such that ϕ(jτ, x, va0 ,a1,...,aN−1) ∈ Bbj and Bbj ⊂ Aaj .
Hence, [b0, b1, . . . , bN−1] is mapped to [a0, a1, . . . , aN−1] by αN . This implies
#WN (C;Q) ≤ #WN (D;Q) for all N ∈ N.
Hence, h∗inv(C;Q) ≤ h∗inv(D;Q). 
136 Chapter 5: Alternative Characterization, Data Rates and Numerics
5.1.8 Theorem (Characterization via Invariant Coverings):
Let Q be a compact controlled invariant set for control system (1.7). Then
h∗inv(Q) = infC
h∗inv(C;Q), (5.2)
where the infimum1 is taken over all invariant coverings C = (A, v, τ) of Q such
that A is a Borel measurable partition of Q and v is injective2. Moreover, it
suffices to consider only times τ which are integer multiples of some τ0 > 0.
Proof:
For h∗inv(Q) = ∞ the assertion follows from Proposition 5.1.2. Hence, we may
assume h∗inv(Q) <∞. By Proposition 5.1.5 it suffices to show that there exists
a sequence (Ck)k∈N, Ck = (Ak, vk, τk), of invariant coverings such that Ak is
a measurable partition of Q, vk is injective, τk = kτ0 for some τ0 > 0 and
h∗inv(Ck;Q) → h∗inv(Q) for k → ∞. To this end, fix τ0 > 0 and let τk := kτ0.
For each k ∈ N let Sk = {uk1 , . . . , uknk} be a minimal kτ0-spanning set for Q and
define the covering A˜k = {A˜1, . . . , A˜nk} by
A˜j :=
{
x ∈ Q : ϕ
(
[0, kτ0], x, u
k
j
)
⊂ Q
}
, j = 1, . . . , nk.
A˜j is a Gδ-set for every j ∈ {1, . . . , nk}, which follows from the identity
A˜j =
⋂
n∈N
{
x ∈ Q : ϕ
(
[0, kτ0], x, u
k
j
)
⊂ N1/n(Q)
}
.
Now we construct a partition Ak from A˜k by
A1 := A˜1, Aj := A˜j\
j−1⋃
i=1
A˜i, j = 2, . . . , nk.
By the proof of Lemma 5.1.6 the sets Aj form a measurable partition of Q.
Let vk : A → U be given by vk(Aj) := ukj , j = 1, . . . , nk. Then (Ak, vk, τk) is
obviously an invariant covering of Q and vk is injective. By Proposition 2.2.10
and Proposition 2.1.10(iii) we have
h∗inv(Q) = lim
k→∞
1
kτ0
lnnk = inf
k∈N
1
kτ0
lnnk.
Hence, for given ε > 0 we can choose k0 ∈ N big enough such that 1kτ0 lnnk −
h∗inv(Q) < ε for all k ≥ k0. Together with Proposition 5.1.5 we obtain
h∗inv(Q) ≤ h∗inv(Ck;Q) ≤
lnnk
kτ0
< h∗inv(Q) + ε for all k ≥ k0.
This implies the assertion. 
1inf ∅ is defined as ∞ (in the case there is no invariant covering).
2Here v is considered as a function from A to {u|[0,τ ] : u ∈ U}.
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5.1.9 Remark:
Note that the proof of Theorem 5.1.8 does not work for the case K 6= Q, since
then a T -spanning set for (K,Q) does not yield an invariant covering of Q.
5.1.10 Remark:
The characterization of the strict invariance entropy, given in Theorem 5.1.8,
essentially coincides with the definition of (strong) topological feedback entropy,
introduced in Nair & Evans & Mareels & Moran [42]. But nevertheless there
are crucial differences between the two notions. Topological feedback entropy
is defined for discrete-time control systems of the form
xk+1 = F (xk, uk), k ≥ 0,
where the state spaceX is a topological space and the controls uk are taken from
an arbitrary set U . A compact set Q ⊂ X with nonvoid interior is considered
such that there is another compact set Q′ ⊂ intQ, and the following holds:
For every x0 ∈ Q there is a control u0 ∈ U with x1 = F (x0, u0) ∈ intQ′.
This invariance condition—called strong invariance in [42]—differs from the
controlled invariance that we impose on the set Q. For example, if Q is the
closure of a variant control set with nonvoid interior, then there are always
points on the boundary of Q which cannot be steered to the interior. The
strong invariance condition in [42], which is tailored for stabilization problems,
also makes it possible to consider only open covers of Q.
5.1.11 Example:
Consider the one-dimensional linear system (3.15) from Example 3.1.7 with a >
0 and control range U = [umin, umax]. Let Q = [q1, q2] ⊂ 1a [−umax,−umin] with
q1 < q2. Then Q is a controlled invariant compact interval, since every point
in Q becomes an equilibrium for some constant control function. We define an
invariant covering (A, v, τ) of Q as follows: Let p := q1+q22 and A1 := [q1, p],
A2 := [p, q2]. Then A := {A1, A2} is a covering of Q. Let v1(t) :≡ v(A1)(t) :≡
−aq1 and v2(t) :≡ v(A2)(t) :≡ −aq2. Finally, let τ := ln(2)a . Then (A, v, τ) is
an invariant covering, since for all t ∈ [0, τ ] we have
ϕ(t, A1, v1) = e
atA1 − aq1
∫ t
0
ea(t−s)ds =
[
eatq1, e
atp
]
+ q1(1− eat)
=
[
q1, q1 + e
at q2−q1
2
] ⊂ [q1, q1 + eaτ q2−q12 ] = [q1, q2] = Q
and
ϕ(t, A2, v2) = e
atA2 − aq2
∫ t
0
ea(t−s)ds =
[
eatp, eatq2
]
+ q2(1− eat)
=
[
q2 − eat q2−q12 , q2
] ⊂ [q2 − eaτ q2−q12 , q2] = [q1, q2] = Q.
Now Proposition 5.1.5 implies that h∗inv(Q) is bounded from above by
ln#A
τ =
a, and together with h∗inv(Q) ≥ hinv(Q) = a (see Example 3.2.10) we obtain
h∗inv(Q) = a.
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Now we consider system (3.15) with a ≤ 0: Let Q = [q1, q2] be any compact
controlled invariant interval. Again we define p := q1+q22 . Let u(t) :≡ −ap.
Then for all t ≥ 0 we have
ϕ(t, q1, u) = e
atq1 +
q1+q2
2 (1− eat) = q1+q22 − eat q2−q12 ⊂ [q1, p] ⊂ Q,
since eat ∈ [0, 1] for t ≥ 0. Analogously we get ϕ(t, q2, u) ∈ Q for all t ≥ 0.
Hence, r∗inv(T,Q) = 1 for all T > 0, which implies h
∗
inv(Q) = 0.
Thus, we have the result
h∗inv(Q) = max{0, a},
which also shows that the strict invariance entropy coincides with the invariance
entropy in this case (see Example 3.2.10). ♦
5.1.12 Open Questions:
• Are there smaller families of invariant coverings which are sufficient to ap-
proximate h∗inv(Q)?
• Can Theorem 5.1.8 be generalized for the case K 6= Q?
5.2 Relation to Data Rates
In the following, we prove that the strict invariance entropy h∗inv(Q) coincides
with the infimum data rate necessary to render the set Q invariant by a causal
coding and control law. To this end, we use the characterization via invariant
coverings and adapt the corresponding proof for the topological feedback
entropy (see Nair & Evans & Mareels & Moran [42, Theorem 1, p. 1588]).
Consider control system (1.7) and suppose that a sensor, which is connected
to a controller via a digital noiseless channel, measures its states at sampling
times kτ , k ∈ N0, for some fixed time step τ > 0. The state at time kτ is coded
using a finite coding alphabet Sk of (time-varying) size µk. We require that the
sequence (µk)k∈N0 satisfies
lim inf
k→∞
1
k
k−1∑
j=0
log2 µj <∞. (5.3)
The coder transmits a symbol sk ∈ Sk, which may depend on the present state
and on all past states. The corresponding coder mapping is denoted by
γk :M
k+1 → Sk.
At time kτ the controller has k+1 symbols s0, s1, . . . , sk available and generates
a finite-time control function uk : [0, τ ] → U . We denote the corresponding
controller mapping by
δk : S0 × S1 × · · · × Sk → Uτ :=
{
u|[0,τ ] : u ∈ U
}
.
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x˙(t) = F (x(t), u(t))
CODER
noiseless digital channel
CONTROLLER
transmission data rate: R bits/s
SYSTEM
Figure 5.1: A Coder-Controller
5.2.1 Definition (Coder-Controller):
The 4-tuple H := (S, γ, δ, τ), where S = (Sk)k∈N0 , γ = (γk)k∈N0, and δ =
(δk)k∈N0 , is called a coder-controller. We define the transmission data
rate of H by
R(H) := lim inf
k→∞
1
kτ
k−1∑
j=0
log2 µj , (5.4)
which by (5.3) is a finite number.3 We say that H renders Q invariant if for
all x0 ∈ Q the sequence (xk)k∈N0 , defined recursively by
xk := ϕ (τ, xk−1, uk−1)
with
uk−1 = δk−1(γ0(x0), γ1(x0, x1), . . . , γk−1(x0, x1, . . . , xk−1)),
satisfies
ϕ([0, τ ], xk , uk) ⊂ Q for all k ∈ N0.
That is, starting in Q at time k = 0 one stays in Q forever.
5.2.2 Theorem:
Let Q be a compact controlled invariant set for control system (1.7). Then
h∗inv(Q) = infH
R(H)
log2 e
, (5.5)
where the infimum is taken over all coder-controllers H, which render Q invari-
ant.4
3The definition of the transmission data rate is taken from Nair & Evans & Mareels &
Moran [42]. Probably it would not make much difference if we consider the limes superior
instead of the limes inferior in this definition.
4As in Theorem 5.1.8, inf ∅ is defined as∞ (in the case there is no coder-controller rendering
Q invariant).
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Proof:
The proof proceeds in three steps.
Step 1: Assume that h∗inv(Q) =∞ and let H = (S, γ, δ, τ) be a coder-controller
rendering Q invariant. Consider the sets
As := {x ∈ Q | ϕ([0, τ ], x, δ0(s)) ⊂ Q} , s ∈ S0.
The family A := {As}s∈S0 is a finite covering of Q, since x ∈ Aδ0(γ0(x)) holds by
Definition 5.2.1. With v(As) := δ0(s), s ∈ S0, one obtains an invariant covering
(A, v, τ) of Q. By Proposition 5.1.2 this contradicts h∗inv(Q) = ∞. Hence, the
assertion holds if h∗inv(Q) =∞.
Step 2: For an arbitrary coder-controller H = (S, γ, δ, τ), rendering Q invariant,
we show that R(H)log2 e ≥ h
∗
inv(Q): It immediately follows from the definition of
R(H) that for given ε > 0 there exists r ∈ N such that
1
rτ
r−1∑
k=0
log2 µk < R(H) + ε log2 e. (5.6)
For every sequence (s0, s1, . . . , sr−1) ∈ S0 × S1 × · · · × Sr−1 let
As0,s1,...,sr−1 := {x0 ∈ Q | γj(x0, . . . , xj) = sj for j = 0, 1, . . . , r − 1} ,
where x0, x1, . . . , xr−1 are defined as in Definition 5.2.1. Then the familyA of all
the sets As0,s1,...,sr−1 obviously is a finite covering of Q, which can be extended to
an invariant covering C = (A, v, rτ), where v assigns to the set As0,s1,...,sr−1 the
control function given by concatenation of u0, u1, . . . , ur−1, which are defined
as in Definition 5.2.1. By Proposition 5.1.5 we obtain
h∗inv(Q) ≤ h∗inv(C;Q) ≤
ln#A
rτ
=
ln
∏r−1
k=0 µk
rτ
=
∑r−1
k=0 lnµk
rτ
=
1
log2 e
[
1
rτ
r−1∑
k=0
log2 µk
]
(5.6)
<
R(H)
log2 e
+ ε.
Since this holds for every ε > 0, the assertion follows.
Step 3:We show that there exist coder-controllers rendering Q invariant, whose
transmission data rates come arbitrarily close to (log2 e)h
∗
inv(Q): By the proof
of Theorem 5.1.8 there exists a sequence (Cn)n∈N, Cn = (An, vn, τn), An =
{An1 , . . . , Anqn}, of invariant coverings of Q such that An is a partition of Q and
ln qn
τn
→ h∗inv(Q) for n→∞. (5.7)
Define the coder-controller Hn = (Sn, γn, δn, τn) by
τn := τn,
Snk := {1, . . . , qn},
γnk (x0, x1, . . . , xk) := sk with xk ∈ Ansk ,
δnk (s0, s1, . . . , sk) := vn(A
n
sk
)|[0,τn]
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for all k ∈ N0 and for each n ∈ N.5 From the definition of invariant coverings
it immediately follows that Hn renders Q invariant. For the corresponding
transmission data rates we obtain
R(Hn) = lim inf
k→∞
1
kτn
k−1∑
j=0
log2 qn︸ ︷︷ ︸
=k log2 qn
=
log2 qn
τn
= (log2 e)
ln qn
τn
(5.7)−→ (log2 e)h∗inv(Q).
This completes the proof. 
5.2.3 Remarks:
• Note that the factor log2 e only appears in Formula (5.5) since we use the
natural logarithm instead of the logarithm with base 2 in the definition of
invariance entropy.
• In Nair & Evans & Mareels & Moran [42] it is only required that the se-
quence (µk)k∈N0 of alphabet sizes satisfies
1
k log2 µk → 0 for k → ∞, i.e.,
that it grows subexponentially, which also allows infinite transmission data
rates, e.g., if µk grows linearly.
6
• In Nair & Evans & Mareels & Moran [42] the symbols generated by the
coder are also allowed to depend on the past symbols. But since the past
symbols can be generated from the past states, we only consider coders
with inputs from the state space.
5.2.4 Open Question:
Is there a generalization of Theorem 5.2.2 for the case K 6= Q?
5.3 Notes on Numerical Computation
In this section, we sketch a numerical algorithm for computing rigorous upper
bounds of the strict invariance entropy h∗inv(Q), based on the characterization
via invariant coverings. The algorithm splits into two main tasks:
(i) Construction of a “good” invariant covering C of Q.
(ii) Computation of h∗inv(C;Q).
By Theorem 5.1.8 h∗inv(C;Q) is an upper bound for h∗inv(Q), and if the invariant
covering is chosen appropriately, it comes arbitrarily close to h∗inv(Q) (that is
what we mean by “good”). In the following, we explain how these tasks can be
realized.
5Hence, in particular the alphabet of Hn is time-invariant and the coder and controller
mappings depend only on the present state or symbol, respectively.
6For µk ≡ k + 1 one has
1
k
∑k−1
j=0 log2(j + 1) =
1
k
log2(k!). Since (2k)! ≥ k
kk!, one obtains
1
2k
log2((2k)!) ≥
1
2
log2(k) +
1
2k
log2(k!)→∞.
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(I) Construction of a Good Invariant Covering
By a good invariant covering we mean a covering C, which produces a slow
increase in the number of admissible words (such that the approximation is
good). On the other hand, it should also result in a reasonable computation
time for h∗inv(C;Q). Numerically we cannot work with arbitrary admissible
control functions. So we restrict ourselves to piecewise constant ones. The idea
for the construction of the invariant covering C is as follows: We first choose a
coarse partition A0 = {A01, . . . , A0q} of Q (the coarser the better), and a small
time step τ0 > 0, such that (A0, τ0) can be extended to an invariant covering
of Q by assigning constant control functions to the sets in A0. (We have to
impose the assumption on Q that this is possible.) From Proposition 5.1.5 we
know that
h∗inv(Q) ≤
ln#A0
τ0
(5.8)
must hold. If we know an upper bound L > 0 for h∗inv(Q), then choosing
τ0 ≤ ln#A0
L
guarantees that (5.8) holds. Analogously, any lower bound for h∗inv(Q) leads
to a necessary condition for the choice of τ0. When τ0 is chosen, we check if
ϕ(τ0, A
0
i , u) ⊂ Q holds for all i = 1, . . . , q and all constant control functions u
taking values in a finite uniformly distributed set Û ⊂ U . Note that, if Q has the
no-return property, then ϕ(τ0, A
0
i , u) ⊂ Q guarantees that ϕ([0, τ0], A0i , u) ⊂ Q.
Otherwise it is possible that ϕ(t, A0i , u) ∩ Qc 6= ∅ for some t ∈ (0, τ). In this
case, we can estimate the maximal distance from a point z ∈ ϕ(t, A0i , u) to the
set Q, and choose a smaller value for τ0, if we do not want to accept this error.
If δ > 0 is the maximal distance we accept, then we have to choose
τ0 ≤ δ
sup(z,v)∈Nδ(Q)×U ‖F (z, v)‖
,
since sup(z,v)∈Nδ(Q)×U ‖F (z, v)‖ is the maximal speed at which a trajectory in
Nδ(Q) can move away from Q. Assume that for each of the sets A
0
i we find at
least one control u ∈ Û such that ϕ([0, τ0], A0i , u) ⊂ Q (approximately) holds.
(Otherwise we have to start again with a finer partition and/or a smaller time
step and/or a bigger set Û of allowed control values.) Then we can assign the
maximal (nonempty) set Ûi ⊂ Û to each i ∈ {1, . . . , q} such that
ϕ
(
[0, τ0], A
0
i , u
) ⊂ Q for all u ∈ Ûi.
Let
Ûi = {ui1, . . . , uini} , ni ∈ N.
Now we choose a number K ∈ N and set τ := Kτ0, which will be the time step
for our final invariant covering (A, v, τ), whose entropy will be computed and
used as an approximation for h∗inv(Q). For every set A
0
i , i = 1, . . . , q, and every
control uij , j = 1, . . . , ni, we check which of the intersections ϕ(τ0, A
0
i , uij)∩A0k,
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k = 1, . . . , q, is nonempty. This defines for every i ∈ {1, . . . , q} a q×ni-transition
matrix Mi = (m
i
jk), where
mijk =
{
1 if ϕ(τ0, A
0
i , uij) ∩A0k 6= ∅,
0 otherwise.
Then for each of the sets A0i0 , i0 = 1, . . . , q, we know possible control functions,
defined on the time interval [0, τ ], of the form
u = ui0j1 · ui1j2 · · · · · uiK−1jK , (concatenation)
where i1, . . . , iK−1 ∈ {1, . . . , q}, jl ∈ {1, . . . , nil−1}, and
mi0j1i1 = 1, m
i1
j2i2
= 1, . . . ,m
iK−2
jK−1iK−1
= 1.
Let U i denote the set of these control functions for A0i . Then for each x ∈ A0i
there is at least one u ∈ U i such that ϕ(jτ0, x, u) ∈ Q for j = 1, . . . ,K. Now
we subdivide the sets A0i into smaller sets Aij ⊂ A0i , j = 1, . . . ,mi, such that
for each Aij we find some uij ∈ U i with ϕ(jτ0, Aij , uij) ⊂ Q for j = 1, . . . ,K.
Then we defineA as the family consisting of all the sets Aij , (i, j) ∈ {1, . . . , q}×
{1, . . . ,mi}, and we assign to each Aij a control function v(Aij) of the uij’s, such
that the number of sets hit by ϕ(τ,Aij , v(Aij)) becomes as small as possible.
This defines our invariant covering C = (A, v, τ).
The proof of Theorem 5.1.8 suggests that h∗inv(C;Q) comes closer to h∗inv(Q) if
τ = Kτ0 becomes bigger. It is also reasonable to expect that τ0 should be small
and #Û big in order to approximate h∗inv(Q) more accurately, since then more
admissible control functions can be realized. How the number of elements in
the initial partition A0 affects the entropy h∗inv(C;Q) is not clear, but it should
be kept small for the sake of a feasible expense of computational time and
memory, especially since the refined partition A has to be refined again for the
computation of h∗inv(C;Q) and a lot of computations have to be performed on
a transition matrix corresponding to that second refinement.
(II) Computation of the Entropy of an Invariant Covering
If C = (A, v, τ) is an invariant covering of the set Q such that A = {A1, . . . , Aq}
is a partition of Q, we can define a piecewise continuous map fC : Q→ Q by
fC(x) := ϕ
(
τ, x, va(x)
)
, where a(x) is defined by x ∈ Aa(x).
Now the sets WN (C;Q) of admissible words can be described in terms of the
iterates of fC as follows: A word [a0, a1, . . . , aN−1] is admissible for Q if and
only if there exists x ∈ Q with
x ∈ Aa0 , fC(x) ∈ Aa1 , . . . , fN−1C (x) ∈ AaN−1 .
By this observation, it turns out that the quantity h∗inv(C;Q) coincides with the
topological entropy of fC with respect to the partition A, as defined in Froyland
& Junge & Ochs [21] (up to the factor τ). The exact definition is as follows.
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5.3.1 Definition:
Let X be a set and f : X → X a map. Let A = {A1, . . . , Aq} be a finite
partition of X. For every N ∈ N define
WN (f,A) :=
{
[a0, a1, . . . , aN−1] : ∃x ∈ X : f i(x) ∈ Aai , 0 ≤ i < N
}
.
Then the entropy of f with respect to the partition A is given by
h∗(f,A) := lim
N→∞
ln#WN (f,A)
N
. (5.9)
Hence, we can just use the algorithm presented in [21], once we have constructed
an invariant covering. The basic idea of that algorithm is to define a topological
Markov chain corresponding to a refinement B of the initial partition A, which
is regarded as a directed graph. The edges of this graph are endowed with labels
corresponding to the initial partition A. The words formed by traversing this
labeled graph form a sofic shift, whose entropy is an upper bound for h∗(f,A).
The algorithm computes a reduced right-resolving representation of the sofic
shift, which makes it possible to obtain the entropy as the maximal eigenvalue
of a transition matrix. The upper bounds computed in this way converge to
h∗(f,A) as the diameter of the refinement B approaches zero.
On the complexity of this algorithm only little seems to be known. We refer to
Froyland & Junge & Ochs [21] for further details.
Appendix
In the appendix, we present a compilation of central notions and results used in
this thesis. The first section deals with differentiable manifolds and structures
defined on them, including vector fields, Riemannian metrics and volume forms.
Note that not every result here is presented with a reference. In the second
section, we introduce the notions of fractal dimension and topological entropy,
and in the third section we compile a couple of technical lemmas.
A.1 Manifolds
In this section, we recall some of the basic notions from differential topology
and Riemannian geometry. We only consider C∞-manifolds, which results in
no loss of generality, since every Ck-differentiable structure on a manifold M
contains a C∞-differentiable structure (see Hirsch [29, Theorem 2.9, p. 51]).
Note that for a C∞-manifold M the tangent space TpM at a point p can be
defined as the vector space of derivations acting on functions germs defined in
a neighborhood of p, which is not possible for Ck-manifolds with k < ∞ (see,
e.g., Jurdjevic [32, p. 11]).
Smooth Manifolds
Let M be a second countable Hausdorff space. A family A = {(φα, Uα)}α∈A is
called a C∞-atlas on M if the following axioms are satisfied:
(i) {Uα}α∈A is an open cover of M .
(ii) For each α ∈ A, φα : Uα → Vα is a homeomorphism onto an open subset
Vα of R
d for some d ∈ N.
(iii) For all α, β ∈ A the transition function
φβ ◦ φ−1α : φα(Uα ∩ Uβ)→ φβ(Uα ∩ Uβ)
is a C∞-diffeomorphism.
The space M together with the atlas A is called a C∞-manifold or a smooth
manifold. The elements (φα, Uα) of A are called charts, and the inverse
functions φ−1α : Vα → Uα local parametrizations of M . Every C∞-atlas A
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is contained in a unique maximal C∞-atlas Amax.7 If M is connected, then
the natural number d (the dimension of the Euclidean space where φα takes
its values) is independent of the chart. In this case, d is called the dimension
of M and we write d = dim(M). In the following, we will assume that every
manifold is connected and thus has a well-defined dimension. Every connected
manifold is also path-connected. Moreover, every manifold is locally compact,
locally path-connected and metrizable. When speaking of Rd as a smooth
manifold we mean Rd together with the atlas consisting of the single chart
(idRd ,R
d). Every open subset N of a d-dimensional smooth manifold M with
atlas A is itself a d-dimensional manifold, whereas an atlas for N is given by
{(φ|U∩N , U ∩N) | (φ,U) ∈ A}.
Let f : M → N be a continuous map between smooth manifolds M and N .
Then f is called a Ck-map (k ∈ N∪{∞}) if for every p ∈M there exist charts
(φ,U) of M and (ψ, V ) of N with p ∈ U and f(p) ∈ V such that f(U) ⊂ V and
ψ ◦ f ◦ φ−1 : φ(U)→ ψ(V )
is of class Ck. This definition is independent of the chosen charts. If f is invert-
ible and both f and f−1 are Ck-maps, then f is called a Ck-diffeomorphism.
Ck(M) denotes the set of all real-valued Ck-functions on a manifold M .
Let M be a d-dimensional smooth manifold and p ∈ M . Then C∞(M,p) de-
notes the set of all real-valued C∞-functions, defined on an open neighborhood
of p, modulo the equivalence relation which identifies two functions if they coin-
cide on some neighborhood of p. The set C∞(M,p) has the canonical structure
of both a real vector space and a commutative ring. A tangent vector of M
at p is a linear map α : C∞(M,p)→ R with the additional property8
α(f · g) = α(f) · g(p) + f(p) · α(g) for all f, g ∈ C∞(M,p).
The tangent space TpM is the set of all tangent vectors at p. TpM with its
canonical vector space structure is isomorphic to Rd. If (φ,U) is a chart of M
with p ∈ U , then a basis of TpM is given by the vectors ∂1φp, . . . , ∂dφp, which
are defined as follows:
(∂iφp) (f) =
∂(f ◦ φ−1)
∂xi
(φ(p)) for all f ∈ C∞(M,p).
Let c : (−ε, ε)→M be a curve with c(t) = p, which is differentiable at t. Then
c defines a tangent vector c˙(t) ∈ TpM , given by
c˙(t)(f) :=
d
dt
(f ◦ c)(t) for all f ∈ C∞(M,p).
It can be shown that the following identity holds:
TpM =
{
c˙(0) | c : (−ε, ε)→M C1-curve with c(0) = p} .
7Maximality means that no further charts can be added to Amax without destroying the
property that all transition functions are of class C∞.
8A function with this property is called a derivation.
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If f : M → N is a Ck-map between manifolds M and N , then the derivative
Df(p) = Dfp : TpM → Tf(p)N of f at p ∈M is defined by
Dfp(α)(ϕ) = α(ϕ ◦ f) for all α ∈ TpM, ϕ ∈ C∞(N, p).
Dfp is a linear map and the following properties are satisfied:
(i) If f is a C1-diffeomorphism, then Dfp is an isomorphism for all p ∈M .
(ii) D(g ◦ f)(p) = Dgf(p) ◦Dfp for Ck-maps f :M → N and g : N → P .
(iii) Dfp(c˙(0)) =
d
dt(f ◦ c)(0) for a C1-curve c : (−ε, ε)→M with c(0) = p.
The tangent bundle TM is the disjoint union of all tangent spaces of M .
It can be equipped with a C∞-atlas in a canonical way such that it becomes
a (2d)-dimensional smooth manifold. In order to describe the charts of TM ,
consider the map pi : TM →M , pi(p, α) = p. If (φ,U) is a chart of M , then the
associated chart of TM is (Φ, pi−1(U)) with
Φ(p, α) = (φ(p),Dφpα) ∈ Rd × Tφ(p)Rd ∼= R2d.
Note that Φ is a C∞-map and that Tφ(p)Rn can be identified with Rd canonically
using the basis induced by the chart (idRd ,R
d).
For every p ∈ M we denote by T ∗pM the dual space of TpM , T ∗pM =
Hom(TpM,R). The disjoint union T
∗M of all these dual spaces is called the
cotangent bundle of M . If (φ,U) is a chart of M and p ∈ U , then a basis
dφ1(p), . . . , dφd(p) of T
∗
pM is given by
dφi(p)(α) = (Dφi)p(α),
where φi : U → R is the ith coordinate function of φ and (Dφi)p : TpM →
Tφi(p)R
∼= R. {dφ1(p), . . . , dφd(p)} is the dual basis of {∂1φ(p), . . . , ∂dφ(p)},
i.e., dφi(p)(∂jφ(p)) = δij .
A Ck-map f :M → N between manifoldsM and N is called a Ck-submersion
ifDfp : TpM → Tf(p)N is surjective for all p ∈M . It is called a Ck-immersion
if Dfp is injective for all p ∈M .
Vector Fields
A Ck-vector field (k ∈ N0 ∪ {∞}) on a d-dimensional smooth manifold M is a
Ck-map X : M → TM such that pi ◦X = idM , i.e., Xp := X(p) ∈ TpM for all
p ∈M . The vector field X is of class Ck if and only if for every chart (φ,U) of
M the coefficient functions ξ1, . . . , ξd : U → R, defined by the equation
Xp =
d∑
i=1
ξi(p)∂iφp for all p ∈ U,
are of class Ck. The set X k(M) of all Ck-vector fields on M has the canonical
structure of a real vector space.
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Every X ∈ X∞(M) induces a map on C∞(M), also denoted by X, given by
X(f)(p) := Xp(f) for all f ∈ C∞(M) and p ∈M,
where on the right-hand side of the equation above f is considered to be an
element of C∞(M,p). X is completely determined by its induced map on
C∞(M). For two vector fields X,Y ∈ X∞(M) a third vector field [X,Y ] is
defined by
[X,Y ](f) = X(Y (f))− Y (X(f)) for all f ∈ C∞(M).
The operator [·, ·] : X∞(M)×X∞(M)→ X∞(M), called the Lie bracket, has
the following properties:
(i) [·, ·] is bilinear.
(ii) [X,Y ] = −[Y,X] for all X,Y ∈ X∞(M), i.e., [·, ·] is antisymmetric.
(iii) [X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0 for all X,Y,Z ∈ X∞(M).
The third property is also called the Jacobi identity. The Lie bracket [X,Y ]
is also defined for Ck-vector fields X,Y ∈ X k(M) with k ≥ 1. In this case,
[X,Y ] ∈ X k−1(M) (see Lang [36, Proposition 1.3, p. 115]).
Tensor Fields
Let V be a d-dimensional vector space over R. Then V ∗ denotes the dual space
of V , V ∗ = Hom(V,R). The space of all multilinear mappings
t : V ∗ × · · · × V ∗︸ ︷︷ ︸
l factors
×V × · · · × V︸ ︷︷ ︸
k factors
→ R
is denoted by T lk(V ) (l, k ∈ N0). The elements of T lk(V ) are called tensors of
type (l, k). Given t1 ∈ T lk(V ) and t2 ∈ T rs (V ), the tensor product of t1 and
t2 is a tensor of type (l + r, k + s), given by
(t1 ⊗ t2)(ξ1, . . . , ξl+r , η1, . . . , ηk+s)
= t1(ξ
1, . . . , ξl, η1, . . . , ηk) · t2(ξl+1, . . . , ξl+r, ηk+1, . . . , ηk+s)
for all ξi ∈ V ∗ and ηj ∈ V , i = 1, . . . , l + r, j = 1, . . . , k + s.
If {e1, . . . , ed} is a basis of V and {e1, . . . , ed} its dual basis, then ei (i = 1, . . . , d)
can be interpreted as a tensor of type (1, 0) by setting ei(ξ) := ξ(ei) and e
j
(j = 1, . . . , d) is by definition a tensor of type (0, 1). A basis of T lk(V ) is given
by the tensors
ei1 ⊗ · · · ⊗ eil ⊗ ej1 ⊗ · · · ⊗ ejk ,
where i1, . . . , il, j1, . . . , jk ∈ {1, . . . , d} and hence dimT lk(V ) = dk+l (see Abra-
ham & Marsden & Ratiu [1, Proposition 5.1.2, p. 339]). A tensor t ∈ T k0 (V ) is
called symmetric if
t(ξ1, . . . , ξk) = t(ξσ(1), . . . , ξσ(k))
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and skew-symmetric if
t(ξ1, . . . , ξk) = sign(σ)t(ξσ(1), . . . , ξσ(k))
for all vectors ξ1, . . . , ξk ∈ V ∗ and permutations σ ∈ Σk. Analogously one de-
fines symmetric and skew-symmetric tensors of type (0, k). By
∧k V we denote
the vector space of all skew-symmetric tensors of type (k, 0) and by
∧k V ∗ the
vector space of all skew-symmetric tensors of type (0, k). The dimension of
both
∧k V and ∧k V ∗ is (dk).
The wedge product of two tensors t ∈ T 0k (V ) and s ∈ T 0l (V ) is an element of∧k+l V ∗, defined by
(t ∧ s)(e1, . . . , ek+l) := 1
k!l!
∑
σ∈Σk+l
sign(σ)(t⊗ s)(eσ(1), . . . , eσ(k+l)).
The wedge product is bilinear, associative and it satisfies t ∧ s = (−1)kls ∧ t.
LetM be a d-dimensional smooth manifold. A Cr-tensor field (r ∈ N0∪{∞})
of type (l, k) on M is given by a family t = (tp)p∈M of tensors tp ∈ T lk(TpM),
p ∈M , such that the functions
ti1,...,ilj1,...,jk : U → R, i1, . . . , il, j1, . . . , jk ∈ {1, . . . , d},
defined by
ti1,...,ilj1,...,jk(p) := tp(dφi1(p), . . . , dφil(p), ∂j1φ(p), . . . , ∂jkφ(p))
are of class Cr. A Cr-tensor field t of type (0, k) (or (k, 0)) is called (skew-)
symmetric if tp is (skew-)symmetric for all p ∈ M . A Cr-tensor field of type
(0, 0) is an element of Cr(M). A Cr-tensor field of type (1, 0) can be identified
canonically with a Cr-vector field. The tensor product and the wedge product
for tensor fields are defined pointwise.
If f : M → N is a Cr-map (r ≥ 1) between smooth manifolds M and N ,
and t is a Cr-tensor field on N of type (0, k), the pullback f∗t of t by f is a
Cr−1-tensor field on M of type (0, k), defined by
(f∗t)(x)(v1, . . . , vk) := t(f(x))(Dfxv1, . . . ,Dfxvk) (A.10)
for all x ∈ M and v1, . . . , vk ∈ TxM (cf. Abraham & Marsden & Ratiu [1,
Definition 5.2.16, p. 354]).
Let X ∈ X r(M), r ≥ 1. The Lie derivative LX assigns to each Cr-tensor
field t of type (l, k) a Cr−1-tensor field LX(t) of type (l, k). For f ∈ Cr(M)
LX(f) is defined by X(f). For Y ∈ X r(M) the Lie derivative is given by
LX(Y ) = [X,Y ]. LX can be uniquely extended to a differential operator on the
full tensor algebra of M (see Abraham & Marsden & Ratiu [1, Section 5.3]).
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Riemannian Metrics
Let M be a d-dimensional smooth manifold. A Riemannian metric on M of
class Ck (k ∈ N0 ∪ {∞}) is a symmetric and positive definite Ck-tensor field
g of type (0, 2) (i.e., gp : TpM × TpM → R is symmetric and positive definite
for every p ∈M). The pair (M,g) is called a Riemannian manifold (of class
Ck). If (φ,U) is a chart of M , then for every p ∈ U gp can be described by a
symmetric positive definite matrix (gij(p))1≤i,j≤d, given by
gij(p) = gp(∂iφp, ∂jφp), i, j = 1, . . . , d.
The Riemannian metric g induces a norm ‖ · ‖p on TpM for every p ∈M by
‖v‖p :=
√
gp(v, v).
The length of a (piecewise) C1-curve c : [a, b]→M is defined by
L(c) :=
∫ b
a
‖c˙(t)‖c(t)dt.
Moreover, the Riemannian metric g induces a metric on M by
d(p, q) := inf
{L(c) | c : [a, b]→M piecewise C1, c(a) = p, c(b) = q} .
The metric d is called the Riemannian distance on (M,g). The topology
induced by d coincides with the given one.
A connection onM is a mapping∇ : X∞(M)×X∞(M)→ X∞(M), (X,Y ) 7→
∇XY , which satisfies the following axioms for all X,Y,X1,X2, Y1, Y2 ∈ X∞(M)
and f ∈ C∞(M):
(i) ∇X1+X2Y = ∇X1Y +∇X2Y .
(ii) ∇fXY = f∇XY .
(iii) ∇X(Y1 + Y2) = ∇XY1 +∇XY2.
(iv) ∇X(fY ) = f∇XY +X(f)Y .
On every Riemannian manifold (M,g) of class C∞ there exists a unique con-
nection ∇ which additionally satisfies the following axioms:
(i) [X,Y ] = ∇XY −∇YX.
(ii) Z(g(X,Y )) = g(∇ZX,Y ) + g(X,∇ZY ).9
This connection is called the Levi-Civita connection. If (φ,U) is a chart
of M , the Levi-Civita connection ∇ defines d3 C∞-functions Γkij : U → R,
i, j, k = 1, . . . , d, by
(∇∂iφ∂jφ)p =
d∑
k=1
Γkij(p)∂kφp. (A.11)
9Z(g(X,Y )) means: The vector field Z applied to the C∞-function p 7→ gp(Xp, Yp).
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The functions Γkij are called the Christoffel symbols (of the second kind)
of (M,g) with respect to (φ,U). They satisfy the following equation:
Γkij =
1
2
d∑
l=1
gkl
(
∂gil
∂xj
+
∂gjl
∂xi
− ∂gij
∂xl
)
, (A.12)
where (gij(p))1≤i,j≤d is the inverse of the positive definite symmetric matrix
(gij(p))1≤i,j≤d, and
∂gij
∂xk
:≡ ∂kφ(gij).
If X ∈ X k(M) with k ≥ 1, then the covariant derivative of X at p ∈ M
is the endomorphism ∇X(p) : TpM → TpM , defined by v 7→ (∇vX)(p). This
definition makes sense, since for fixedX ∈ X k(M) the vector (∇YX)(p) depends
only on Y (p).
A vector field along a C∞-curve c : I → M is a function X : I → M with
Xt := X(t) ∈ Tc(t)M for all t ∈ I. It is called smooth, if for every t0 ∈ I and
every chart (φ,U) with c(t0) ∈ U the functions ξ1, . . . , ξd, which satisfy X(t) =∑
i ξ
i(t)∂iφ(c(t)), are of class C
∞. The set of all smooth vector fields along c is
denoted by Xc. There exists a unique mapping Ddt : Xc → Xc, which satisfies the
following axioms for all X,X1,X2 ∈ Xc, f ∈ C∞(I) and Y ∈ X∞(M):
(i) D(X1+X1)dt =
DX1
dt +
DX2
dt .
(ii) D(fX)dt = f
′X + f DXdt .
(iii) D(Y ◦c)dt = ∇c˙(t)Y .
D
dt is called the covariant derivative along c. A further property of
D
dt is
d
dt
gc(t)(X(t), Y (t)) = gc(t)
(
DX
dt
(t), Y (t)
)
+ gc(t)
(
X(t),
DY
dt
)
. (A.13)
A C∞-curve c : I → M is called a geodesic if Dc˙dt (t) = 0 for all t ∈ I. Every
geodesic is parametrized proportionally to its arclength, i.e., ‖c˙(t)‖ is constant.
For every p ∈M and v ∈ TpM there exists a unique open interval I with 0 ∈ I
and a maximal geodesic cv : I →M with c(0) = p and c˙(0) = v. That is, every
geodesic c˜ : J →M with c˜(0) = p and ˙˜c(0) = v is a restriction of cv. The subset
of TpM , where cv(1) is defined, contains an open neighborhood Up of 0, such
that mapping expp : Up → M , expp(v) := cv(1), is a C∞-diffeomorphism onto
its image. In particular, it holds that
D expp(0) = idTpM . (A.14)
expp is called the Riemannian exponential map at p ∈M .
Every piecewise C1-curve c : [a, b]→M with L(c) ≤ L(c˜) for all c˜ : [a, b] →M
with c˜(a) = c(a) and c˜(b) = c(b), is a geodesic. On the other hand, for every
p ∈M there exists ε > 0 such that for all δ ∈ [0, ε) and for every v ∈ TpM with
‖v‖ = 1 the geodesic cv : [0, δ] →M is the shortest curve between its endpoints.
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By the Theorem of Hopf-Rinow the following assertions are equivalent for a
Riemannian manifold (M,g):
(a) All maximal geodesics are defined on R.
(b) There exists a point p0 ∈ M such that all maximal geodesics starting at
p0 are defined on R.
(c) Every bounded and closed subset of M is compact.
(d) M is a complete metric space with the distance induced by g.
Let α : M → R be a C1-mapping. Then the gradient of α is the unique
continuous vector field on M , which is locally given by
gradα(x) :=
∑
i,j
gij(x)∂jφx(α)∂iφx. (A.15)
See also Abraham & Marsden & Ratiu [1, p. 354].
Volume Forms
Let M be a d-dimensional smooth manifold. The real vector space of all skew-
symmetric Cr-tensor fields ω ∈ T 0k (M) on M is denoted by Ωkr (M). The ele-
ments of Ωkr(M) are called k-forms. The d-forms ω ∈ Ωdr(M) with ω(p) 6= 0
for all p ∈ M are called volume forms (cf. Abraham & Marsden & Ratiu [1,
Definition 6.5.1, p. 449]). If there exists a C1-volume form ω on M , then M is
called orientable and (M,ω) is called a volume manifold. In this case, any
other volume ω′ form on M can be written as ω′ = f · ω for some f ∈ C1(M)
(cf. Abraham & Marsden & Ratiu [1, Proposition 6.5.2, p. 449]).
The standard volume form ω0 on R
d is given by
ω0(x) := dx
1 ∧ · · · ∧ dxd for all x ∈ Rd,
where dxi ∈ T 01 (Rd) is the linear map v 7→ 〈v, ei〉.
Let M and N be smooth d-dimensional manifolds and ω a Cr-volume form on
N , r ≥ 1. Let f :M → N be a Cr-diffeomorphism. Then f∗ω is a Cr−1-volume
form on M .
Let ω be a C1-volume form on M and f : M → M a C1-map. Then for every
x ∈M we define detωDf :M → R by
(f∗ω)(p) ≡ detωDf(p) · ω(p). (A.16)
For a vector field X ∈ X 1(M) the divergence with respect to the volume form
ω is defined by the equation
(LXω)(p) ≡ divωX(p) · ω(p). (A.17)
If α ∈ C1(M) and α(p) 6= 0 for all p ∈ M , then (cf. Abraham & Marsden &
Ratiu [1, Proposition 6.5.17, pp. 455–456])
divαωX = divωX +
X(α)
α
. (A.18)
A.2 Fractal Dimension and Topological Entropy 153
A Cr-volume form ω on a d-dimensional smooth manifold M induces a Borel
measure µω (and hence an integral) onM as follows: Let A ⊂M be a Borel set,
which is contained in the domain V of a chart (φ, V ) of M . Then the pullback
ω˜ := (φ−1)∗ω is a volume form on φ(V ) and hence there exists a Cr-function
α : φ(V )→ R with ω˜(x) = α(x) · ω0(x). Then the measure of A is defined by
µω(A) :=
∫
φ(A)
|α(x)|dλd(x). (A.19)
This definition is independent of the chosen chart and µω can be extended
uniquely to a measure on the full Borel σ-algebra of M (see also Lang [36,
Theorem 4.3, p. 301]).
If f : M → R is an integrable function on M with respect to the integral
induced by µω, and g :M →M a C1-diffeomorphism, then the transformation
rule holds: ∫
g(A)
f(x)dµω(x) =
∫
A
f(g(y)) · |detωDg(y)|dµω(y). (A.20)
If (M,g) is an oriented Riemannian manifold, then there exists a canonical
volume form ωg on M induced by the Riemannian metric g, called the Rie-
mannian volume. It is locally given by
ωg(p) =
√
det g(p) dx1 ∧ · · · ∧ dxd (A.21)
with respect to any chart of an oriented atlas. The divergence of a vector field
X ∈ X 1(M) with respect to ωg is given by (cf. Taylor [52, Proposition 3.1,
p. 131])
divωg X(p) = tr∇X(p). (A.22)
A.2 Fractal Dimension and Topological Entropy
Fractal Dimension
Recall that a subset Z ⊂ X of a metric space (X, d) is called totally bounded
if for every ε > 0 it can be covered with finitely many ε-balls, or equivalently,
if it can be written as the union of sets with diameter less than ε. If (X, d) is
complete, a set Z ⊂ X is totally bounded if and only if clZ is compact. For a
totally bounded set Z let N(ε, Z) denote the minimal number of ε-balls which
are necessary to cover Z.
A.2.1 Definition (Fractal Dimension):
Let (X, d) be a metric space and Z ⊂ X totally bounded. Then the fractal
dimension or upper box dimension of Z (with respect to the metric d) is
defined as
dimF (Z) := lim sup
εց0
lnN(ε, Z)
ln 1/ε
.
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The next lemma shows that the fractal dimension of Z does not depend on the
space it is embedded in.
A.2.2 Lemma:
Let (X, d) be a metric space and Z ⊂ X a totally bounded set. Let dimF (Z;X)
denote the fractal dimension of Z as a subspace of (X, d) and dimF (Z;Z) the
fractal dimension of Z as a subspace of (Z, d). Then dimF (Z;X) = dimF (Z;Z).
Proof:
By N(ε, Z;X) (N(ε, Z;Z)) we denote the minimal cardinality of a covering of Z
with ε-balls in X (in Z). For given ε > 0 let B = {Bε(x1), . . . , Bε(xn)}, xi ∈ X,
be a minimal covering of Z with ε-balls in X, i.e., in particular n = N(ε, Z;X).
Then for every i ∈ {1, . . . , n} there exists some zi ∈ Bε(xi)∩Z, since otherwise B
would not be minimal. Let B˜ := {B2ε(z1), . . . , B2ε(zn)}. Now take an arbitrary
point z ∈ Z. Then there exists i ∈ {1, . . . , n} with d(z, xi) < ε. It follows that
d(z, zi) ≤ d(z, xi) + d(xi, zi) < ε+ ε = 2ε.
Hence, B˜ is a covering of Z consisting of n balls in Z of radius 2ε. This implies
N(2ε, Z;X) ≤ N(2ε, Z;Z) ≤ N(ε, Z;X).
Hence, for all ε ∈ (0, 1) it holds that
lnN(2ε, Z;X)
ln(1/ε)
≤ lnN(2ε, Z;Z)
ln(1/ε)
≤ lnN(ε, Z;X)
ln(1/ε)
.
Using that ln(1/ε) = ln(2) + ln(1/(2ε)) we obtain
lim sup
εց0
lnN(2ε, Z;X)
ln(2) + ln(1/(2ε))
≤ lim sup
εց0
lnN(2ε, Z;Z)
ln(2) + ln(1/(2ε))
≤ dimF (Z;X).
Since
lnN(2ε, Z;X)
ln(2) + ln(1/(2ε))
=
ln(1/(2ε))
ln(2) + ln(1/(2ε))︸ ︷︷ ︸
→1 for ε→0
· lnN(2ε, Z;X)
ln(1/(2ε))
,
we obtain dimF (Z;X) ≤ dimF (Z;Z) ≤ dimF (Z;X). 
The following proposition summarizes elementary properties of the fractal di-
mension (see Boichenko & Leonov & Reitmann [8, Proposition 2.2.2, p. 200]).
A.2.3 Proposition:
Let (X, d) be a metric space.
(i) dimF (Z1) ≤ dimF (Z2), if Z1 ⊂ Z2 ⊂ X are totally bounded sets.
(ii) dimF (
⋃
j≥1Zj) ≥ supj≥1 dimF (Zj), where Zj ⊂ X, j = 1, 2, . . ., are to-
tally bounded sets.
(iii) dimF (
⋃k
j=1Zj) = maxj=1,...,k dimF (Zj), if Zj ⊂ X are totally bounded
sets, j = 1, 2, . . . , k.
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(iv) If (X ′, d′) is a second metric space and φ : X → X ′ is a bi-Lipschitz map,
then dimF (Z) = dimF (φ(Z)) for any totally bounded set Z ⊂ X.
(v) If Z ⊂ X is a totally bounded set, then dimF (clZ) = dimF (Z).
(vi) If (M,g) is a d-dimensional compact Riemannian manifold, then
dimF (M) = d.
Topological Entropy
Let (X, d) be a metric space and f : X → X a uniformly continuous map. The
iterates of f are defined inductively by f0 := idX and f
n+1 = f ◦ fn for all
n ∈ N0. It can easily be verified that for every n ∈ N the following function
defines a metric on X which is topologically equivalent to d:
dn,f (x, y) := max
0≤i≤n−1
d(f i(x), f i(y)).
A set E ⊂ X is called (n, ε)-separated if for all x, y ∈ E with x 6= y it holds
that dn,f (x, y) ≥ ε. A set F ⊂ X (n, ε)-spans another set K ⊂ X if for every
x ∈ K there exists y ∈ F with dn,f (x, y) < ε.10
For every compact set K ⊂ X we denote by rsep(n, ε,K, f) the cardinality of a
maximal (n, ε)-separated subset of K. Moreover, we denote by rspan(n, ε,K, f)
the cardinality of a minimal subset of X, which (n, ε)-spans K. We define
hspan(ε,K, f) := lim sup
n→∞
1
n
ln rspan(n, ε,K, f),
hsep(ε,K, f) := lim sup
n→∞
1
n
ln rsep(n, ε,K, f).
With these definitions the following statements hold true:
(i) rspan(n, ε,K, f) ≤ rsep(n, ε,K, f) ≤ rspan(n, ε2 ,K, f) <∞.
(ii) If ε1 < ε2, then hspan(ε1,K, f) ≥ hspan(ε2,K, f) and hsep(ε1,K, f) ≥
hsep(ε2,K, f).
Hence, the following definitions make sense:
A.2.4 Definition:
The topological entropy of f is defined by
htop(K, f) := lim
εց0
hspan(ε,K, f) = lim
εց0
hsep(ε,K, f),
htop(f) := sup
K⊂X
htop(K, f),
where the supremum is taken over all nonvoid compact subsets of X.
10In Bowen [10], dn,f (x, y) > ε for separated sets and dn,f (x, y) ≤ ε for spanning sets is
required. But for our purposes it is better to relax the strict inequality and vice versa. For
the values of the topological entropy this makes no difference. For example, in Katok &
Hasselblatt [33] spanning and separated sets are defined in the same way as we do.
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In general, htop(f) and even htop(K, f) depends on the metric. If d1 and d2
are two different metrics on X (inducing the same topology) such that the
identity id : (X, d1) → (X, d2) is uniformly continuous, then the correspond-
ing topological entropies coincide. In particular, this is the case if X is compact.
Now consider a continuous semiflow Φ : R+0 × X → X on X.11 We denote
the time-t-map Φ(t, ·) : X → X by Φt, and we assume that Φ is uniformly
continuous in the sense of the following definition, which is taken from Section
5 of Bowen [10].
A.2.5 Definition:
The semiflow Φ : R+0 ×X → X is called uniformly continuous if for all t0 > 0
the following holds:
∀ε > 0 : ∃δ > 0 : ∀t ∈ [0, t0], x, y ∈ X : d(x, y) < δ ⇒ d(Φt(x),Φt(y)) < ε.
Now we can define the topological entropy of Φ in a way analogous to how we
did for maps: For every positive time T > 0 we introduce a metric on X by
dT,Φ(x, y) := max
t∈[0,T ]
d(Φt(x),Φt(y)).
A set E ⊂ X is called (T, ε)-separated if for all x, y ∈ E with x 6= y one has
dT,Φ(x, y) ≥ ε, and a set F ⊂ X (T, ε)-spans another set K ⊂ X if for all x ∈ K
there is y ∈ F with dT,Φ(x, y) < ε. Then rsep(T, ε,K,Φ) denotes the maximal
cardinality of a (T, ε)-separated set contained in K, and rspan(T, ε,K,Φ) the
minimal cardinality of a set which (T, ε)-spans K. The quantities hspan(ε,K,Φ)
and hsep(ε,K,Φ) are then defined by
hspan(ε,K,Φ) := lim sup
T→∞
1
T
ln rspan(T, ε,K,Φ),
hsep(ε,K,Φ) := lim sup
T→∞
1
T
ln rsep(T, ε,K,Φ),
and the topological entropy of Φ is given by
htop(K,Φ) := lim
εց0
hspan(ε,K,Φ) = lim
εց0
hsep(ε,K,Φ),
htop(Φ) := sup
K⊂X compact
htop(K,Φ).
The following proposition relates the topological entropy of a semiflow to the
topological entropy of its time-one-map.12
A.2.6 Proposition:
The topological entropy of the semiflow Φ equals the topological entropy of its
time-one-map: htop(Φ) = htop(Φ1).
11That is, Φ(0, x) = x and Φ(t+ s, x) = Φ(t,Φ(s, x)) for all x ∈ X and t, s ∈ R+0 .
12Note that usually the topological entropy of a flow is just defined as the topological entropy
of its time-one-map.
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Proof:
Fix a compact set K ⊂ X and real numbers T, ε > 0. Let F ⊂ X be a set
which (T, ε)-spans K with respect to the semiflow Φ and define n ∈ N to be
the greatest natural number such that n− 1 ≤ T . Then for every x ∈ K there
is some y ∈ F with maxt∈[0,T ] d(Φt(x),Φt(y)) < ε. Since Φj = (Φ1)j for all
j ∈ N0, this implies
dn,Φ1(x, y) = max
0≤j≤n−1
d((Φ1)
j(x), (Φ1)
j(y)) ≤ max
t∈[0,T ]
d(Φt(x),Φt(y)) < ε.
Thus, F (n, ε)-spans the set K with respect to the map Φ1, which implies
r(n, ε,K,Φ1) ≤ r(T, ε,K,Φ). It follows that
hspan(ε,K,Φ1) = lim sup
n→∞
1
n
ln r(n, ε,K,Φ1) ≤ lim sup
n→∞
1
n
ln r(n, ε,K,Φ)
≤ lim sup
T→∞
1
T
ln r(T, ε,K,Φ) = hspan(ε,K,Φ).
Consequently, hspan(Φ1) ≤ hspan(Φ). In order to show the converse inequality,
let T, ε > 0 and choose δ = δ(ε) according to Definition A.2.5 with t0 = 1. Let
n ∈ N be the smallest natural number such that T ≤ n − 1 and let F ⊂ X be
a set which (n, δ)-spans K with respect to Φ1. Then for every x ∈ K there is
some y ∈ F such that dn,Φ1(x, y) < δ. For every t ∈ [0, T ] there are unique
j ∈ {0, 1, . . . , n− 1} and s ∈ [0, 1) such that t = j + s, which implies
d(Φt(x),Φt(y)) = d(Φs(Φj(x)),Φs(Φj(x)))
= d(Φs((Φ1)
j(x)),Φs((Φ1)
j(x))) < ε.
Consequently, F is also (T, ε)-spanning the set K with respect to the semiflow
Φ. Now for given T > 0 let n = n(T ) denote the smallest integer with T ≤ n−1.
Then it follows that
hspan(ε,K,Φ) = lim sup
T→∞
1
T
ln r(T, ε,K,Φ) ≤ lim sup
T→∞
1
T
ln r(n(T ), δ,K,Φ1)
≤ lim sup
n→∞
1
n− 2 ln r(n, δ,K,Φ1)
= lim sup
n→∞
1
n
ln r(n, δ,K,Φ1) = hspan(δ,K,Φ1).
Thus, htop(K,Φ) ≤ htop(K,Φ1) and htop(Φ) ≤ htop(Φ1). 
The following result can be found in Bowen [10] as Theorem 15.
A.2.7 Proposition:
The topological entropy of a linear map f : Rd → Rd is given by
htop(f) =
∑
|λi|>1
ln |λi|,
where λ1, . . . , λd are the eigenvalues of f , and R
d is equipped with a metric
induced by a norm.
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A.3 Technical Lemmas
Before we formulate and prove several technical lemmas, we introduce some
notation:
Let (X, d) be a metric space and K ⊂ X some subset. Then, for every ε > 0,
the ε-neighborhood of K is defined by
Nε(K) := {x ∈ X | ∃y ∈ K : d(x, y) < ε} .
That is, Nε(K) is the union of the open balls Bε(x), x ∈ K, and thus an open
neighborhood of K. For a point x ∈ X and a nonvoid set A ⊂ X the distance
from x to A is defined by
dist(x,A) := inf
a∈A
d(x, a).
A.3.1 Lemma (Continuity of the dist-Function):
Let (X, d) be a metric space and A ⊂ X nonvoid. Then the function
x 7→ dist(x,A), X → R+0 ,
is continuous.
Proof:
For all x, y ∈ X and a ∈ A we have
dist(x,A) ≤ d(x, a) ≤ d(x, y) + d(a, y).
Hence, dist(x,A) − d(x, y) ≤ d(a, y), which implies
dist(x,A) − d(x, y) ≤ inf {d(y, a) | a ∈ A} = dist(y,A).
Hence, dist(x,A) − dist(y,A) ≤ d(x, y). By changing the roles of x and y we
obtain
|dist(x,A)− dist(y,A)| ≤ d(x, y),
which proves the assertion. 
A.3.2 Lemma (Existence of Precompact ε-Neighborhoods):
Let M be a smooth manifold and d : M ×M → R+0 a metric on M , which
induces the given topology. Then for every nonvoid compact set K ⊂M there
exists some ε > 0 such that clNε(K) is compact.
Proof:
Since M is locally compact, for every x ∈ K there exists a neighborhood Kx ⊂
M of x such that clKx is compact. SinceK is compact there are x1, . . . , xn ∈ K
(n ∈ N) with K ⊂ ⋃ni=1Kxi . LetW := ⋃ni=1 clKxi . Then, as the finite union of
compact sets, W is a compact neighborhood of K. Assume to the contrary that
for all ε > 0 there is some x ∈ M with dist(x,K) < ε and x /∈ W . Then there
are sequences (yn)n∈N and (zn)n∈N with yn ∈M\W , zn ∈ K and d(yn, zn) < 1n
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for all n ∈ N. By compactness of K we may assume that zn → z for n → ∞
with z ∈ K. Consequently, also yn → z for n→∞. Let i ∈ {1, . . . , n} such that
z ∈ Kxi . Then, for sufficiently large n we obtain yn ∈ Kxi ⊂W in contradiction
to yn ∈M\W . Hence, there exists some ε > 0 with Nε(K) ⊂W , which implies
that clNε(K) ⊂W is compact. 
The next lemma is an immediate consequence of Abraham & Marsden & Ratiu
[1, Theorem 5.5.7 and Proposition 5.5.8, pp. 379–380].
A.3.3 Lemma (Existence of Cut-off Functions):
Let M be a smooth manifold and U1, U2 ⊂M open sets with clU1 ⊂ U2. Then
there exists a C∞-function θ :M → [0, 1] such that θ(x) = 1 for all x ∈ U1 and
θ(x) = 0 for all x ∈M\U2.13
The following result is known as the Gronwall Lemma. For a proof see Sontag
[50, Lemma C.3.1, p. 346].
A.3.4 Lemma (Gronwall Lemma):
Let I ⊂ R be an interval, c ≥ 0 and α, µ : I → R+0 two functions such that α is
locally integrable and µ is continuous. Suppose that for some σ ∈ I
µ(t) ≤ c+
∫ t
σ
α(s)µ(s)ds for all t ≥ σ, t ∈ I.
Then, it holds that
µ(t) ≤ ce
∫ t
σ
α(s)ds.
A.3.5 Lemma:
Let d,m ∈ N, I an interval and D ⊂ Rd open. Let f : D × Rm → Rd and
ξ : I → D be continuous and u : I → Rm Lebesgue measurable. Then the
mapping
h(t) := f(ξ(t), u(t)), h : I → Rd,
is Lebesgue measurable. If there exists a compact set U ⊂ Rm such that
u(t) ∈ U for almost all t ∈ I, then h is locally integrable.
Proof:
We have h = f ◦ (ξ × u), where ξ × u : I → D × Rm, t 7→ (ξ(t), u(t)). Since f
is continuous, it suffices to show that ξ× u is measurable. This can be done by
showing that the preimage of every open set of the form X×U ⊂ D×Rm with
open X ⊂ D and U ⊂ Rm is measurable, since the family of these sets generate
the Borel σ-algebra of D × Rm (see Elstrodt [20, Folgerungen 4.2, p. 18]). We
have
(ξ × u)−1(X × U) = {t ∈ I | (ξ(t), u(t)) ∈ X × U} = ξ−1(X) ∩ u−1(U).
Since both ξ and u are measurable, ξ−1(X) and u−1(U) are measurable and
thus also their intersection.
13A function with this property is called a cut-off function.
160 APPENDIX
Now assume that u(t) ∈ U for almost all t ∈ I and let J = [a, b] ⊂ I be a
compact interval. Then ‖h(t)‖ is bounded from above by maxz∈ξ(J)×U ‖f(z)‖
for almost all t ∈ J , which implies that the integral ∫ ba h(t)dt exists. 
A.3.6 Lemma (Symmetrized Covariant Derivative):
Let (M,g) be a Riemannian manifold of class C∞ and f ∈ X 1(M). Let (φ,U)
be a chart of M and f(x) =
∑
i f
i(x)∂iφx on U . Then the local expression of
the covariant derivative ∇f with respect to the chart (φ,U) is given by
∇vf(x) =
∑
i,k
∂iφx(fk) +∑
j
Γkij(x)f
j(x)
 vi∂kφx, (A.23)
where v =
∑
i v
i∂iφx. The local expression of the symmetrized covariant deriva-
tive S∇f(x) = 12 [∇f(x) + ∇f(x)∗] is given by the matrix (sµν(x)) with the
entries
2sµν = ∂νφ(f
µ) +
∑
θ,κ
∂θφ(f
κ)gµθgκν +
∑
i,l
f igµl
∂gνl
∂xi
. (A.24)
Proof:
Let v ∈ TxM (x ∈ U), v =
∑
i v
i∂iφx. Then
∇vf(x) =
∑
i
vi∇∂iφx
∑
j
f j(x)∂jφx

=
∑
i,j
vi
[
f j(x)∇∂iφx∂jφx + ∂iφx(f j)∂jφx
]
(A.11)
=
∑
i,j
vi∂iφx(f
j)∂jφx +
∑
i,j
vif j(x)
∑
k
Γkij(x)∂kφx
=
∑
i,k
vi∂iφx(f
k)∂kφx +
∑
i,j,k
Γkij(x)f
j(x)vi∂kφx.
This proves (A.23). Now let C(x) ∈ Rd×d be the matrix representation of
∇f(x) : TxM → TxM with respect to the chart (φ,U) and let g(x) = (gij(x)) be
the symmetric positive definite matrix, defined by gij(x) = gx(∂iφx, ∂jφx) for all
x ∈ U . It is a well-known fact from linear algebra that the matrix representation
of the adjoint operator ∇f(x)∗ is then given by g(x)−1C(x)T g(x). From (A.23)
it follows that
[C(x)]µν = ∂νφx(f
µ) +
∑
j
Γµνj(x)f
j(x) for µ, ν = 1, . . . , d.
For brevity we suppress the argument x in the following. Then we obtain
[g−1CT g]µν =
∑
θ,κ
gµθ∂θφ(f
κ)gκν +
∑
θ
gµθ
∑
κ
[∑
i
Γκiθf
i
]
gκν
=
∑
θ,κ
[
∂θφ(f
κ) +
∑
i
Γκiθf
i
]
gµθgκν .
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The matrix representation of 2S∇f(x) is then given by
[
C + g−1CT g
]
µν
= ∂νφ(f
µ) +
∑
j
Γµνjf
j +
∑
θ,κ
[
∂θφ(f
κ) +
∑
i
Γκiθf
i
]
gµθgκν
= ∂νφ(f
µ) +
∑
θ,κ
∂θφ(f
κ)gµθgκν +
∑
i
Γµνif
i +
∑
θ,κ,i
Γκiθf
igµθgκν
= ∂νφ(f
µ) +
∑
θ,κ
∂θφ(f
κ)gµθgκν
+
∑
i
f i
Γµiν +∑
θ,κ
Γκiθg
µθgκν

= ∂νφ(f
µ) +
∑
θ,κ
∂θφ(f
κ)gµθgκν +
∑
i,l
f igµl
∂gνl
∂xi
.
The latter equality is proved by the following calculations:
Γµiν +
∑
κ,θ
Γκiθg
µθgκν
(A.12)
=
1
2
∑
l
gµl
(
∂gil
∂xν
+
∂gνl
∂xi
− ∂giν
∂xl
)
+
1
2
∑
κ,θ
∑
l
gκl
(
∂gil
∂xθ
+
∂gθl
∂xi
− ∂giθ
∂xl
)
gµθgκν
=
1
2
∑
l
gµl
(
∂gil
∂xν
+
∂gνl
∂xi
− ∂giν
∂xl
)
+
1
2
∑
κ,θ,l
(
∂gil
∂xθ
+
∂gθl
∂xi
− ∂giθ
∂xl
)
gµθgκlgκν .
Using that
∑
κ g
κlgκν =
∑
κ g
lκgκν = δlν we get
Γµiν +
∑
κ,θ
Γκiθg
µθgκν =
1
2
∑
l
gµl
(
∂gil
∂xν
+
∂gνl
∂xi
− ∂giν
∂xl
)
+
1
2
∑
θ
gµθ
(
∂giν
∂xθ
+
∂gθν
∂xi
− ∂giθ
∂xν
)
We rename the counter θ by l in the second sum, which leads to
1
2
∑
l
gµl
(
∂gil
∂xν
+
∂gνl
∂xi
− ∂giν
∂xl
+
∂giν
∂xl
+
∂glν
∂xi
− ∂gil
∂xν
)
=
∑
l
gµl
∂gνl
∂xi
.
This finishes the proof of (A.24). 
For the proof of the following lemma see Davies [18, Lemma 1.21, p. 14].
A.3.7 Lemma (Subadditive Functions):
Let f : (0,∞)→ R+0 be a subadditive function, i.e.,
f(t+ s) ≤ f(t) + f(s) for all t, s > 0.
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Suppose that f is bounded on an interval of the form (0, t0] with t0 > 0. Then
the limit limt→∞
f(t)
t exists and equals inft>0
f(t)
t .
A.3.8 Lemma:
Let A ∈ Rd×d and denote by α(A) the maximum of the real parts of all eigen-
values of A. Then it holds that
∀δ > 0 : ∃c > 0 : ∀t ≥ 0 : ∥∥eAt∥∥ ≤ ce(α(A)+δ)t,
where ‖ · ‖ denotes the operator norm induced by an arbitrary norm on Rd.
Proof:
For given δ > 0 define Bδ := A− (α(A) + δ)I. Then all eigenvalues of Bδ have
negative real parts, and hence, by Robinson [47, Theorem 5.1, p. 108], there
exist constants a > 0 and c ≥ 1 such that∥∥eBδt∥∥ ≤ ce−ta for all t ≥ 0.
Since eBδt = e−(α(A)+δ)teAt, this implies∥∥eAt∥∥ ≤ c e−at︸︷︷︸
≤1
e(α(A)+δ)t ≤ ce(α(A)+δ)t,
which proves the assertion. 
A.3.9 Lemma:
Let B be a compact metric space and pi : B × Rd → B, pi(b, x) = b, a trivial
vector bundle. Let piW : W → B, W ⊂ B × Rd, W =
⋃
b∈B{b} ×W (b), be a
k-dimensional subbundle. For every b ∈ B let Pb ∈ Rd×d denote the orthogonal
projection onto W (b). Then the mapping
b 7→ Pb, B → Rd×d,
is continuous. If V ⊂ B×Rd, V = ⋃b∈B{b} × V (b), is a second subbundle such
that B × Rd =W ⊕V, then also the mapping
b 7→ Qb, B → Rd×d,
is continuous, where Qb denotes the projection onto W (b) with respect to the
decomposition Rd =W (b)⊕ V (b).
Proof:
Let b0 ∈ B. Then, by definition of vector bundles (see, e.g., Colonius &
Kliemann [16, Definition B.1.11, p. 534]), there exists an open neighborhood
U ⊂ B of b0 and a homeomorphism ϕ : pi−1W (U) → U × Rk of the form
ϕ(b, x) = (b, ϕˆ(b, x)). Hence, for every b ∈ U and y ∈ Rk there exists a unique
x ∈W (b) with ϕˆ(b, x) = y. In particular, the map ϕˆb :W (b)→ Rk, x 7→ ϕˆ(b, x),
is a homeomorphism, and it holds that
W (b) = ϕˆ−1b (R
k) for every b ∈ U.
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Now let {e1(b0), . . . , ek(b0)} be an orthonormal basis of W (b0) and define
e1(b), . . . , ek(b) ∈W (b) by
ej(b) := ϕˆ
−1
b (ϕˆb0(ej(b0)))
for every b ∈ B. Since (b, y) 7→ ϕˆ−1b (y) is continuous, and k linearly indepen-
dent vectors stay linearly independent under small perturbations, there exists a
neighborhood V ⊂ U of b0 such that {e1(b), . . . , ek(b)} is a basis of W (b) for all
b ∈ V . For every b ∈ V let {eˆ1(b), . . . , eˆk(b)} be the orthonormal basis of W (b),
which results from the Gram-Schmid process applied to {e1(b), . . . , ek(b)}. Then
eˆj(b) depends continuously on b ∈ V , and the orthogonal projection Pb, b ∈ V ,
can be written as
Pbx =
k∑
j=1
〈x, eˆj(b)〉 eˆj(b).
Hence,
‖Pb − Pb0‖ = max‖x‖=1 ‖(Pb − Pb0)x‖ = max‖x‖=1 ‖Pbx− Pb0x‖
= max
‖x‖=1
∥∥∥∥∥∥
k∑
j=1
[〈x, eˆj(b)〉 eˆj(b)− 〈x, eˆj(b0)〉 eˆj(b0)]
∥∥∥∥∥∥︸ ︷︷ ︸
=:f(b,x)
.
Since f(b, x) is uniformly continuous on the compact set W × Sd−1, where
W ⊂ V is a compact neighborhood of b0 and Sd−1 = {x ∈ Rd | ‖x‖ = 1}, for
every ε > 0 we find δ > 0 such that d(b, b0) < δ implies |f(b, x)− f(b0, x)| < ε
for all x ∈ Sd−1. This implies continuity of b 7→ Pb at b0.
If V is another subbundle of B×Rd with B×Rd =W⊕V, we can analogously
find a neighborhood W ⊂ B of b0, where bases {e1(b), . . . , ek(b)} of W (b) and
{ek+1(b), . . . , ed(b)} of V (b), depending continuously on b, are defined. Then
for each (b, x) ∈W ×Rd there are unique α1(b, x), . . . , αd(b, x) ∈ R such that
x =
k∑
i=1
αi(b, x)ei(b)︸ ︷︷ ︸
=Qbx
+
d∑
i=k+1
αi(b, x)ei(b).
Let aij(b) := 〈ei(b), ej(b)〉 for all b ∈ W and i, j = 1, . . . , d. Then A(b) :=
(aij(b))1≤i,j≤d is a symmetric positive definite matrix and for j = 1, . . . , d
xj(b) := 〈x, ej(b)〉 =
d∑
i=1
aij(b)αi(b, x).
Hence, the vectors xˆ := (x1(b), . . . , xd(b)) and α(b, x) := (α1(b, x), . . . , αd(b, x))
satisfy xˆ = A(b)α(b, x), which implies α(b, x) = A(b)−1xˆ. Therefore, in par-
ticular α1(b, x), . . . , αk(b, x) depend continuously on (b, x) and thus also Qbx.
Continuity of Qb then follows by uniform continuity on compact sets. 
Notation
SET THEORY
∅ the empty set
{x ∈ X | E(x)} set of all x ∈ X with property E(x)
{x ∈ X : E(x)} see above
x ∈ A x element of A
x /∈ A x not an element of A
A ⊂ B A subset of B
A ⊃ B A superset of B
A ∪B union of A and B⋃
i∈I Ai union of the sets Ai, i ∈ I
A ∩B intersection of A and B⋂
i∈I Ai intersection of the sets Ai, i ∈ I
A\B A minus B
Ac complement of the set A
A×B Cartesian product of A and B
#A cardinality of the set A
SPECIAL SETS
N set of natural numbers, {1, 2, 3, . . .}
Z set of integers, {. . . ,−2,−1, 0, 1, 2, . . .}
R set of real numbers
R
+
0 set of nonnegative real numbers
C set of complex numbers
R
n n-dimensional Euclidean space
R
n×m set of real matrices with n rows and m columns
[a, b] closed interval
(a, b) open interval
[a, b) right-open interval
(a, b] left-open interval
Sd the d-dimensional sphere
P
d the d-dimensional real projective space
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FUNCTIONS
f : X → Y function from X to Y
f−1 inverse of the invertible function f
f(A) image of the set A under f
f−1(B) preimage of the set B under f
f|A restriction of f to the set A
idX the identity on X
f ◦ g composition of f and g
fn nth iterate of the function f : X → X
1A characteristic function of the set A
f(x) ≡ g(x) f(x) = g(x) for all x
TOPOLOGICAL AND METRIC SPACES
clA closure of the set A
intA interior of the set A
bdA boundary of the set A
(X, d) metric space
Bε(x) open ball with radius ε centered at x
Nε(Q) ε-neighborhood of the set Q
N(ε,K) minimal number of ε-balls needed to cover the set K
dist(x,A) distance of the point x to the set A, infa∈A d(x, a)
dimF (K) fractal dimension of the (totally bounded) set K
diam(A) diameter of the set A, supx,y∈A d(x, y)
(xn)n∈N the sequence n 7→ xn
xn → x the sequence (xn)n∈N is converging to x
limn→∞ xn = x see above
C0(X,Y ) set of continuous function from X to Y
LINEAR ALGEBRA
〈·, ·〉 standard scalar product on Rd
‖ · ‖ Euclidean norm on Rd
e1, . . . , ed standard basis vectors of R
d
U⊥ orthogonal complement of the subspace U
U ⊕ V internal sum of the linear subspaces U and V
〈v1, . . . , vn〉 linear span of v1, . . . , vn
det(A) determinant of the matrix A
σ(A) spectrum of the matrix A
ker(A) kernel of the matrix A
im(A) image of the matrix A
tr(A) trace of the matrix A
I the identity matrix
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L∗ the adjoint of a linear map L on a Euclidean vector space
Gl(d,R) the general linear group of d× d-matrices
Sym(d,R) the space of real symmetric d× d-matrices
Hom(V,W ) the space of homomorphisms from V to W
O(d) the orthogonal group of Rd
V ∗ dual space of V
T lk(V ) set of tensors of type (l, k) over the vector space V
DIFFERENTIABLE MANIFOLDS
dim(M) dimension of the manifold M
Ck(M) the set of all Ck-mappings f :M → R (k ∈ N0 ∪ {∞})
C∞(M,p) the set of all function germs at p ∈M
TpM tangent space at p ∈M
∂iφ i
th basis vector associated with the chart (φ,U)
TM tangent bundle of M
T ∗M cotangent bundle of M
Df(p) differential of the map f at p
Dfp see above
X k(M) set of Ck-vector fields on M (k ∈ N0 ∪ {∞})
Ωkr(M) set of k-forms of class C
r on M
f∗t pullback of a tensor t via f
LX Lie derivative with respect to X ∈ X k(M)
divω divergence operator associated with the volume form ω
detω Jacobian determinant with respect to the volume form ω
µω measure induced by the volume form ω
RIEMANNIAN MANIFOLDS
(M,g) Riemannian manifold
gij components of the metric tensor with respect to a chart
gij components of the inverse of (gij)
Γkij Christoffel symbols
expp Riemannian exponential map at p ∈M
∇X(p) covariant derivative of X ∈ X k(M) at p ∈M
gradα(p) gradient of a C1-function α :M → R at p ∈M
TOPOLOGICAL ENTROPY
dn,f (x, y) max0≤j≤n−1 d(f j(x), f j(y))
rspan(n, ε,K, f) minimal cardinality of an (n, ε)-spanning set for K
rsep(n, ε,K, f) maximal cardinality of an (n, ε)-separated subset of K
htop(K, f) topological entropy of f|K
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htop(f) topological entropy of the map f
MISCELLANEOUS
ΣLy(·) Lyapunov spectrum
ΣMo(·) Morse spectrum
Lp(X,Rm) the space of Lp-functions from X to Rm
Σk the symmetric group on the set {1, . . . , k}
λd d-dimensional Lebesgue measure
|z| absolute value of a real or complex number z
Re(z) real part of the complex number z
Im(z) imaginary part of the complex number z
⌊x⌋ the greatest integer less or equal to x ∈ R
∇f(x) gradient of f : Rd ⊃ D → R at x
supA supremum of a set A ⊂ R
inf A infimum of a set A ⊂ R
lim supt→t0 f(t) limes superior of f for t→ t0
lim inft→t0 f(t) limes inferior of f for t→ t0
limt→t0 f(t) limit of f for t→ t0
supp f support of a function f : X → R
exp exponential function
loga logarithm to the base a
ln natural logarithm
sin sine function
cos cosine function
δij the Kronecker delta
λ˙(t) derivative of a curve λ : I →M
f ′(x) first derivative of a function f : (a, b)→ R at x
f ′′(x) second derivative of a function f : (a, b)→ R at x
X ∼= Y X isomorphic to Y
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