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Abstract
Face recognition has been received significant attention for its wide applications.
Various face recognition algorithms have been developed to identify a face from a
novel image. Most recognition systems emphasize improving system performance,
and focus on their positive classification/recognition rate. However few studies have
addressed the prediction of recognition algorithm failures, even though it directly
addresses a very relevant issue and can be very important in overall systems design.
This thesis focuses on prediction the failure of face recognition/identification based
on face image features.
Two approaches has been investigated for failure prediction. One is blind image
quality analysis, where blind measurement of image SNR is employed to predict
potential failure before recognition is applied. A further enhanced face image quality
model is presented to extract face local features. When the image quality is not the
dominant justification for face image, the blind image quality measurement has been
proven to be a week predictor.
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Especially pose and illumination are two major challenges to affect the robust-
ness of face recognition system. The other approach, which is based on Principle
Component Analysis (PCA), is presented to predict the identification of face image
with different pose and illumination conditions. A global eigenspace is built on the
subspace of CMU PIE database. The vectors of eigenvalues are obtained by project-
ing probe and gallery images to the eigenspace. Using the eigenvalues as input and
the rank fractions as output, a backpropagation neural network is trained to be the
predictor for identification failure. The different test sets and various neural network
parameters are implemented and their performance are analyzed.
2
Chapter 1
Introduction
1.1 Motivation
Object detection and recognition systems face the problem of error to correctly rec-
ognize or detect the objects. Most current research emphasizes improving the per-
formance or accuracy of systems, dwelling largely on the positive recognition rate.
However, even for an modern systems, the recognition or detection rate is still less-
than-perfect (100% recognition or detection rate). While most papers tend to focus
on the positive nature of recognition system, the evil twin of recognition - failure
- has been generally neglected.
At an algorithm level, recognition rate and failure rate are inseparable, knowing
one implies the other. But at a system level, where one might be able to adaptively or
interactively acquire a new image, their is a significant difference. If one can predict
3
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the recognition subsystem failure, data can be pre filtered or alternative images might
be captured and eventually passed to the recognizer, or the sensing/imaging system
might be reconfigured, e.g. additional lighting could be added. Collecting extraneous
data is wasteful and time consuming, but in a real system once the "subject" is no
longer available to the system, collection of added data is impossible. If we can
quickly predict potential failure, added data may be collected before its too late.
From a scientific point of view, there is the hope that if we can predict failure we
might be able to improve the recognition algorithms.
Predicting failure also has value for sensor or data fusion. If multiple sensors
are used for face recognition, it is necessary to coordinate the operations of all the
sensors. The output could be the result from the best sensor, or some mixture of
the results. It is possible that one or more sensors may fail during recognition.
But without knowledge of each sensor's reliability such fusion is difficult. Failure
prediction can naturally be used to support various approaches to fusion, and hybrid
classifiers. A hybrid classifier, combining a set of classifiers, is not a new concept [1].
If the system failure can be predicted, then it simplifies the design of the combination
of classifiers and should improve their reliability.
Some failure prediction can be almost trivial and is often a natural part of good
systems engineering. Consider a simple example of a system has a physical shutter on
the camera (common on thermal sensors) such that 1 in 100 images is severely dark-
ened (and hence will lead to recognition failure). Then detecting shuttered frames
4
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is a type of failure prediction. In this case the failure prediction would probably be
used to prefilter data from the system.
A slightly more sophisticated approach for failure prediction would be to use
detailed knowledge of the algorithm. For example, knowing that a face recognition
system needs a minimum Inter-Pupil Distance (IPD) of, say, 40 pixels, then we might
preprocess and reject images with insufficient IPD. If we were more conservative and
rejected faces with an IPD less than 50, it would probably improve the recognition
rate as cases near the boundary of system performance is often most problematic.
Of course we would also be limiting the system application and might be throwing
away useful data. Note that prefiltering of data where the system is likely to fail
can significantly impact the reported recognition rates, and is one of the differences
between algorithm recognition rate and system recognition rate. If a system includes
components that predict recognition algorithm failure and compensate or filter the
data, it can boost the system recognition rate by excluding failures.
1.2 Previous Work
For face recognition systems to successfully meet the demands of various applica-
tions, it is necessary to develop testing procedures that specifically address these
applications.There have been various face recognition algorithms and the famous per-
formance evaluation methodology is FERET testing protocol. The Sep96 FERET
evaluation protocol [38, 39] was designed to measure 12 face recognition algorithms
5
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performance on different galleries and probe sets for different scenarios. The aims
of FERET test are to evaluate the performance of face recognition algorithms and
to identify areas of strengths and weaknesses in the field of face recognition. A new
evaluation framework for recognition system that can be modeled by a stratified
sampling process has been developed in [4]. The new methodology could be used to
augment the FERET evaluation with standard errors and confidence intervals.
However, most research on the performance evaluation emphasizes improving the
positive recognition rate [4, 39] and none of them addresses the system failure. The
recognition failure has been generally neglected. Actually, the recognition rate and
failure rate are inseparable at an algorithm level. Failure prediction has great value
for various applications and could be a worthwhile research topic.
1.3 Approaches and Outline
The main goal of this thesis is to discuss how to generalize image based approaches
to determine or predict when a face recognition system will fail, or probably fail. An
overall review on face recognition and face features is included in Chapter 2. There
are two categories of techniques which may be employed to estimate the system
failures. Chapter 3 describes a blind estimation of image SNR quality, which is
based on the measurement of the edge intensity image. The edges in an image often
corresponds to object boundaries or to changes in surface orientations, which contain
a great deal of useful information in an image. Thus the statistical properties of the
6
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edge intensity histogram change when an image degraded, which indicate that the
image quality can be estimated with the characteristics of its edges. Especially the
local feature area takes more weights in face recognition algorithm, the weighted
image quality model is applied to enhance the edges around two eyes and noses and
more suitable for facial images.
However, the performance of the image SNR quality predictor varies when there
is poses and illumination variation among face images. Therefore, the other scheme
is conducted in Chapter 4, which is based on an information theory approach that de-
composes face images into a small set characteristic feature images called eigenfaces.
The eigenfaces may be thought of as the principal components of the initial set of face
images. A face image is transformed into the eigenface components and consequently
a vector of weights is produced as a standard pattern for the face image. The PCA
algorithm has been implemented for individual face recognition and proved as one
of the most common recognition techniques. In this chapter, the vector of weights is
used as face features to predict face identification failure. A backpropagation neural
network is learned for prediction. Finally, Chapter 5 addresses the conclusion and
future work.
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Chapter 2
Face Recognition Overview
2.1 Introduction
Automatic recognition, description, classification, and grouping of patterns are im-
portant problems in various disciplines such as biology, psychology, computer vision,
artificial intelligence, and remote sensing [1]. Pattern recognition has received sig-
nificant attention due to emerging applications. Face, as one of the patterns, could
be classified and recognized for the purpose of personal identification. A general
statement of face recognition problem can be formulated as follows: Given still or
video images of a scene, identify or verify one or more persons in the scene using a
stored database of faces. The solution to the problem involves segmentation of faces
(face detection) from cluttered scenes, feature extraction from the face region, and
recognition or verification.
8
2.1. INTRODUCTION
In the statistical approach, a pattern is represented in term of d features or
measurements and is viewed as a point in a d-dimensional space. The recognition
system is operated in two modes: training (learning) and classification (testing), as
shown in Figure 2.1. The role of the preprocessing module is segmenting the pattern
of interest from the background, removing noise, normalizing the pattern and any
other operation which will contribute in defining a compact representation of the
pattern. In the training mode, the feature extraction/selection module finds the
appropriate features for representing the input patterns and the classifier is trained
to partition the feature space. The feedback path allows a designer to optimize
the preprocessing and feature extraction/selection strategies. In classification mode,
the trained classifier assigns the input pattern to one of the pattern classes under
consideration based on the measured features.
test I . I Feature Classificationtt l Preprocessmg I Measurement~pa ern
I
Classification
---------------- ~------------------ ------------------ ------------
Training
Feature
training I . I
pattern -I Preprocessmg I Extraction! I----. Learning
Selection
Figure 2.1: Model for statistical pattern recognition [1].
Feature extraction is the key to pattern recognition task because of measurement
cost and classification accuracy. A limited yet salient feature set simplifies both the
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pattern representation and the classifiers that are built on the selected representation.
Therefore, face feature analysis and extraction are important to facial recognition
systems.
2.2 Face Features for Recognition
A wide variety of approaches to facial recognition has been published in the liter-
ature. Accompanying the increase in research activities, the commercialization of
face recognition technology has been greatly developed in the last decade [3]. In
the survey [2], a total of 25 commercially available facial systems from 13 companies
were listed. Many factors have contributed to the development and success of face
recognition activities. One of the major factors is attributed to a fundamental change
in the extracted face features.
A robust and reliable face recognition system could be built based on efficient
face feature extraction. On the other hand, suitable face features can be used to
represent a face image for recognition failure prediction. There are numerous face
features coping with variations of the face images including poses, illumination, and
expressions.
2.2.1 Manually defining features
Face recognition methods have mostly relied on defined geometry-dependent features
for recognition. These feature values depend on the detection of geometric local facial
10
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features, including items such as eye, mouth, nose, and chin. The features defined
for faces typically include a set of characteristic points on the face image and the
distances or angles between these points.
Face Profile
The profile feature has only been included in earlier face recognition schemes when
a side view face was presented in an image. The significance of the profile feature of
face recognition is demonstrated by the recognition accuracy of over 90% achieved
[5]. The profile can be detected via an intensity projection from the defined profile
region in the face image.
Face Contour
Another important feature is the face contour. In a psychological assessment on the
cue saliency of face features [7], the whole contour of a face is ranked right after
the eyes, nose, and eyebrows, but before the chin, lips, and mouth. Therefore, the
contour of the face may be used as another feature of human faces. The shape of
a face can be represented by point measures, such as the width of the head on the
eye line and across the mouth, the horizontal width of the face at the nose and at
the mouth, the curvature of the bottom of the chin, and some angles defined in the
chin area. An alternative contour excluding the forehead was studied in [5] and the
whole face contour appeared most suited to the faces fully visible. The contour can
be extracted by line search in combination with curve fitting from the edged image
11
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with reference to the intensity face image.
Geometric Measures
The generic geometric measurements have been studied for face recognition based
on the detailed face features. The face is represented not only by the relationship
of the face organs, such as distances between them, but also by the features of the
organ themselves, like nose length and mouth width. All the measurements are
normalized with the distance between the eyes as the unit length, which enables
these measurements to be invariant when the face changes in poses.
2.2.2 Statistically Deriving Features
This type of approach originated from the image representation task. Kirby and
Sirovich [6] treated a face image as a high dimensional vector, each pixel being
mapped to a component in that vector. The Karhunen-Loeve (KL) projection to the
corresponding vector space was used for face image characterization. Although this
approach was not used originally for face recognition, the idea of representing the
intensity image of a face by a linear combination of the principle component vectors
can be used for face recognition as well. Turk and Pentland used this technique for
face recognition problem [40]. This statistical approach was extended later for 3-D
recognition. Using the image vector representation, the linear discriminant analysis
(LDA) has been independently used for face recognition [8].
12
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This statistical method derives features directly from intensity images, not re-
quiring the locations and shapes of facial organs, such as eyes, nose, and mouth.
However, this feature extraction requires that the input face images are canonical.
In other words, to take into account the variation in the position and size of the
face in an input image, the image need be scaled and preprocessed to the standard
input size. Therefore instead of using the locations of facial organs as pattern for
face recognition, they are utilized only for cropping and normalization procedure.
13
Chapter 3
Image SNR Quality Analysis
3.1 Blind Image Quality assessment
Image quality measurements are crucial for evaluating digital images [21, 33, 34].
Image quality can be measured at various levels of abstraction and commonly image
quality measurements methods are divided into objective and subjective methods.
Subjective tests have the advantage that they can be set up for quality evaluation
with respect to particular application-dependent tasks. However, they are extremely
time-consuming and difficult to integrate into a real time system. Therefore, objec-
tive quality measurement methods have received attention because they are easy to
apply in most cases. The currently available objective quality measurement methods
are, in general, restricted to still image quality.
In fact, many objective image quality measurements have been proposed [32,
14
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22, 23, 24, 25, 26, 27, 28, 29]. Mean squared error (MSE) [30, 31], signal to noise
ratio (SNR) [30] and their variants are the mostly widely used objective quality
measurements. However, most research on image quality assumes that both the
degraded and the reference images are available. The research goal is to evaluate the
distortion produced by particular image processing operations. Strictly speaking,
this is a process of evaluating the fidelity rather than the quality of the target image
[14].
Since in most circumstances it is impossible to provide any reference images, blind
estimation of the image quality has been proposed to tackle the problem. Some blind
image quality measurements have been studied [9, 10, 14, 15, 16, 17, 18, 19, 20, 35],
and they are useful to many image-related applications. For example, in image
interpolation the original high-resolution image is often not available as the ground
truth; therefore, blind estimation of the quality of the interpolated image becomes
necessary. The other example is digital image fusion performance evaluation. In
practice, it is difficult to obtain an ideal reference image to judge the fused result.
Blind image quality assessment for fused image would be more efficient for evaluation.
Face images are analyzed and judged during recognition to see whether it is
sufficient for the further steps that follow. In real systems, once the subject is no
longer available to the system, it is impossible to collect additional data. Because
collecting image data is really time consuming, if the image quality can be calculated
quickly, added data can be gathered at a low cost before it is too late.
15
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Noise sources degrade images during collection and the degraded face images may
cause recognition failure. Moreover, image compression is employed during large face
collection for storage saving which produces noise in image coding. One frequently
used method to judge the intensity of noise is Signal to Noise Ratio (SNR). For
an already acquired image, it is required to estimate the size of noise blindly when
there is not any reference. A new blind SNR estimation has been investigated in
[9, 10] but it has not received much attention to date. In this chapter, we discuss the
implementation of blind SNR image quality measurement on face images to predict
potential failure before a recognition algorithm is applied.
3.2 Blind SNR Image Quality Measure
3.2.1 Edge Detection
Image edges contain a great deal of useful information of an image. The extraction
of the accurate edge data from images is of primary importance to image feature
analysis. There exist many techniques for detecting different image edges. All edge
detectors are more or less based on the computation of gradients, which are very
sensitive to noise. Therefore, the edge intensity images are required for the estimation
of image noise.
The most common class of edge detection technique is based on the application
of a local different operator at every pixel. There are many well known operators
16
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to calculate edges. Canny [12] proposed a set of edge detection criteria: first, good
detection corresponding to low probability of error; second, good location, i.e., to
mark points as close as possible to the center of the true edge; third, only one
response to a single edge, Le., low probability of more than one response. Canny
formulated an optimal operator by maximizing a function which combined signal to
noise ratio in detection and reliability in edge location. Canny then used Gaussian
operator to approximate the optimal operator. In [9], Canny's algorithm was used
to form edge intensity images as a step in blind image quality estimation.
3.2.2 Gaussian Mixtures for Histogram Model
The Gaussian mixture model has been used powerfully to model practical pdfs [36,
37]. Usually three or four terms can provide a good match for most pdfs. Here
Gaussian mixture model are used to approximate the histogram of edge intensity
images. Consider a noisy image I for which
I(h,v) = s(h,v) +n(h,v) (3.1)
where I is the detected image, s is the ideal image, n is the noise and (h, v) denotes
a particular pixel. Let I~ and I~ represent the images which result from convolving
the image I with a one dimensional mask, as specified in Canny's algorithm, to find
the edge contributions in both the horizontal (x) and vertical (y) directions. Thus
I~ and I~ are obtained by a linear time-invariant filtering of I. It is assumed that I~
and I~ can be considered random variables with a joint pdf which can be modeled
17
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as a mixture of Gaussian pdfs as
M 1 _x2+l
1[' [' (x, y) = L:Wi--2 e 217 i
x' y i=l 27rO"i
(3.2)
where each Wi is nonnegative and I:f'!:1 Wi = 1, and for convenience assume the 0";
are ordered so that O"? < O"i < ... < O"~.
Now the edge intensity image is formed by setting each pixel to the square root
of the sum of the squares of the corresponding pixels in the horizontal and vertical
images. So that the edge intensity image IIV'III = J1'1 +Ii· Under the above
assumptions the pdf of a pixel from IIV'III can be calculated by using (3.2) along
with the established mapping theory for pdfs [11] to be
(3.3)
which is a mixture of Rayleigh pdfs. In practice, the histogram of IIV'III can be
modeled with (3.3). Under appropriate conditions [11] the histogram closely approx-
imates the pdf. It has been tested that the histogram of IIV'III is well modeled by
(3.3) in [9]. The parameters, O"i, Wi, i = 1, ... , M, in (3.3) can be found using the EM
algorithm [9, 13].
3.2.3 Blind SNR Estimation
The variance of noise in an image can be used to judge the image quality for certain
applications. The noise variance can be estimated by EM algorithm based on the
assumption that O"? in (3.3) for an ideal image is very small [9]. Furthermore, the
18
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SNR of an image can be estimated based on the histogram of corresponding edge
intensity image.
Considering the quantity
00
Q =! 1I1'v111(r)dr
2JL
where j.t is the mean of IIV'III. Instead of estimating the parameters of the mixture
model by EM algorithm, in practical calculation, Q is again approximated by using
histograms and j.t is calculated by averaging over the image. It is shown that for
an M = 2 model that if 111\7111 is described by a nontrivial mixture as in (3.3), Q
will decrease when Li.d. Gaussian noise is added [10]. Thus the value of Q for the
more noisy image is always smaller than the value of Q for the image with less noise.
The one exception is if the signal is Gaussian distributed itself. In this case, Q is
evaluated to e-7r [10].
It can be proved that Qdecreases when Li.d. Gaussian noise is added to an image
for a nontrivial case (signal not Gaussian) with M = 2. Consider the Gaussian
mixture model in (3.2) with M = 2 and (J2 = (Jl + €. In this case we have j.t =
ff.(Wl(Jl + W2(J2) which leads to
-1I"(Wj Uj +w2(Uj +<))2 -"(Wj u1 +w2(Uj +.))2
Q = wle U? + W2e (uj+.)2 (3.5)
First it can be proved that a Rayleigh distribution for 111\7111(r) leads to the minimum
value of Q [9].Computing the derivative with respect to € we obtain that
(3.6)
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dQ > 0 for 0 < E < 00dE (3.7)
Thus, Q is a monotonic increasing function of E with minimum value at E = O. Since
Q is a monotonic increasing function of E, we just need to prove that E will decrease
when we add noise. Define ,62 such that
(3.8)
where (Jr and (J~ are the parameters before adding noise. Using (3.8) we have (E > 0)
,62
E = (J2 - (Jl = ---
(J2 + (Jl
(3.9)
(3.10)
After adding zero-mean LLd. Gaussian noise with variance (J;, the parameters
of the modified Rayleigh mixture model become (J? = (Jr + (J; and (J;2 = (J~ + (J;.
Thus, the new difference
I I I ,62
E = (J2 - (Jl = I I
(J2 + (Jl
must be smaller since ,62 is unchanged and (J; + (J~ has increased. Now since Q is
monotonic increasing in E it must also decrease.
In general, for M > 2, it is observed that adding noise does cause the (Ji in (3.3)
move closer together and this causes Q to decrease. Thus, the value of Qcan be used
to estimate the noise in a image. Detailed analytical and numerical justifications can
be found in [9].
Computing Q using a histogram only requires counting the number of pixels of
IIV'III greater than 2f.L where f.L is the average over the image IIV'III. So EM algorithm
20
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is not necessary for calculating Q. Only the gradient intensity is used and thus the
calculation complexity is very low.
Comparing with SNR definition as
(3.11)
where 0'; and 0'; are the sample variances of the signal and noise (the signal is
known), the blind SNR estimation can be defined as QR
(3.12)
which validates the utility of the Q measurement.
However, in our experiment the quality of image is still estimated by the quantity
of Q because it is straightforward to estimate Q by the percentage of edge pixels above
2J.l over all the edge pixels in the edge intensity image.
3.3 Predict Face Recognition Failure
3.3.1 FERET Database and Facelt system
The FERET (Face Recognition Technology) database is designed to advance the state
of the art in face recognition, with the images collected in 15 sessions between August
1993 and July 1996 [38, 39]. Images of an individual were acquired in sets of 5 to 11
images, collected under relatively unconstrained conditions. Two frontal views were
taken and a different facial expression was requested for the second frontal image.
21
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For 200 sets of images, a third frontal image was taken with a different camera and
different lighting. The remaining images were collected at various aspects between
right and left profile. By July 1996, 1564 sets of images were in the database,
consisting of 14,126 total images. The database contains 1199 individuals and 365
duplicate sets of images.
In our experiment, each face image in an gallery set was acquired directly from
FERET database. Then images were degraded by blurring, lower JPEG compression
rates, and different Gamma parameters to form various groups of probe sets.
The face recognition algorithm comes from Visionics' FaceIt SDK and FaceIt is
a registered trademark of the Visionics Corporation.
3.3.2 Preprocessing Face Images
The lighting, size of the face vary between images and this is desirable situation that
the feature extraction should be able to handle images without special requirements
on the source face images. In consequence, preprocessing of the face images is nec-
essary to determine the position of the face image, to segment the face from the
background, and to highlight certain parts or features within the image to ease later
feature extraction.
In FaceIt recognition algorithm, facial region is separated from whole image and
normalized after locating the positions of eyes, nose and mouth, because the system
use Local Feature Analysis (LFA) to represent face images. Thus we crop the FERET
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face images around the local features for SNR quality calculation, including the part
of eyes and nose only. Figure 3.1 shows the way how face region is cropped from the
image. Since we already know the coordinates of the eyes, the cropped region size is
then decided by the scale between two eyes Dis in pixels and the coordinates of the
eye shown on left of the face image (Xl, 1'/). Suppose the coordinates of the upperleft
corner of the crop box is (Xc, Y;;) and the size of the box is W x H in pixels. Table
3.1 gives the calculation of the crop box related to Dis and Xl, 1'/).
Figure 3.1: Crop face region from the image.
It is noted that the face region in each image is of different size because the scales
between two eyes are various for each facial image. Therefore, the cropped face
images have various pixel numbers. However, the calculation of image SNR quality
is based on the edge intensity images and its quantity can be approximated by the
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Scale between eyes
Dis ~ 90
75 ~ Dis < 90
65 ~ Dis < 75
50 ~ Dis < 65
Dis < 50
X l -40
X l -35
X l -30
X l -2S
X l -26
1'l- 40
1'l- 35
1'l- 30
1'l- 26
1'l- 26
W H
Dis + SO 9S
Dis + 70 90
Dis + 60 SO
Dis + 56 72
Dis + 52 70
Table 3.1: The location and size of the crop box.
percentage of edge pixels above 2f-L over all the edge pixels in the edge intensity image.
Therefore the cropped face image can be directly used for image quality calculation
since Q is insensitive to the size of the image. Figure 3.2 shows some examples of
cropped face images and their edge intensity images. Here the image SNR quality Q
for cropped faces is called boxed image quality.
"
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Figure 3.2: Some cropped face images and corresponding edge intensity images.
3.3.3 SNR and Recognition Rate
The primary method to measure the performance statistic of face recognition system
is the percentage of probes that are correctly identified by the algorithm, which is
reported as correct recognition rate. The computation of recognition rate is quite
simple. Let P be a probe set and IPI the size of P. We score probe set P against
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Scale Iwt"I\'('en eyes
Dis 2:: 00
'0 :S Dis < 00
Go :S Dis < '0
:)0 :S Dis < 6:j
Dis < :)0
Xl - c10
Xl - 30
X l - .30
Xl - 28
X l - 26
1, - c10
1,- 35
1,- 30
1, - 26
1{- 26
Di.s + 80
Dis + ,0
Dis + GO
Dis + 06
Dis + :j2
H
08
90
80
-'jI ~
70
Table 3.1: The location and size of the crop box.
pcrcentage of edge pixels abow 2JI 0\'('1' all the edge pixels in the edge intensit)' image.
TlwrefOle the cropped face image can be directly used for image quality calculation
since Q is insensitin' to the size of the image. Figure :3.2 shO\\'s some examples of
croppecl face images and t heir edge intensity images. Here the image S:'\R qualit:: Q
fur nopped faces is called boxed image quality.
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Figure 3.2: Some cropped face images and corresponding edge intensity images.
3.3.3 SNR and Recognition Rate
The primary method to measure the performance statistic of face recognition system
is the percentage of probes that are correctly identified by the algorithm, which is
reported as correct recognition rate. The computation of recognition rate is quite
simple. Let P be a probe set and IFI the size of P. \Ye score probe set P against
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gallery G, where G = {gI' g2, ... , gM} and P = {PI, P2, ... ,PN} after comparing the
similarity scores Si(') such that Pi E P and gj E G. For each probe image Pi E P, we
sort SJ) for all gallery images gj E G. Without loss of generality, we assume that a
larger similarity score implies a closer match. The function I d( i) gives the index of
the gallery image of the person in probe Pi, i.e., Pi is an image of the person in gid(i)'
A probe Pi is correctly k-identified if Si(Id(i)) is one of the k-th largest scores SJ)
for gallery G. Let Nk denote the number of probes in the top k, the correct facial
recognition rate is defined as Rk = Nk/IPI. For example, if a probe set P has the
size of IPI = 256, and there are Nk = 235 images in the top k = 5, then we reported
that the correct recognition rate is Rk = 235/256 or 0.918.
To see the overall relationship between the image quality and face recognition
rate, we built a probe set including 256 FERET face images and degraded the image
set by six Gaussian blur kernel, as listed in Table 3.2. The average boxed image
quality of each different probe set can be calculated. When given the number of k
and the gallery, recognition rate can be easily obtained after running FaceIt algorithm
for each probe set. Table 3.2 shows the result. We tested the probe sets with two
galleries, GI with the size of 256 and G2 with 1545 images. For GI , the recognition
rate was calculated only at top 1 while both top 1 and top 10 recognition rate were
conducted for G2.
It is obvious that correct recognition rate decreases while the image quality goes
down. Statistically, it should be true that the better quality face image has a higher
25
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Group # Blur Kernel R1 of G1 R1 of G2 RIO of G2 Average Q
1 7x10 0.8633 0.8086 0.882'8 0.1000
2 7x20 0.8359 0.7969 0.8516 0.0776
3 7x30 0.7813 0.6992 0.8086 0.0569
4 7x40 0.7266 0.6641 0.7578 0.0451
5 7x50 0.6680 0.6094 0.7109 0.0386
6 7x60 0.6289 0.5781 0.6563 0.0358
Table 3.2: Image quality and face recognition rate
recognition probability than the worse one. To evaluate the robustness of face recog-
nition system, we did the test on different categories of probe and gallery sets. It
turns out that the overall relationship between image quality and recognition rate is
true.
3.3.4 Predictor Error
Subsystem failures originate from the limitation of the recognition subsystem: for
a recognition or classification algorithm, it may classify the input image example
(probe) incorrectly. The approach we take herein provide a "confidence measure"
for each image and a threshold can be varied to produce a prediction.
Because we are predicting failure of a recognition system, there could be two
levels of "classification/recognition" and the terminology can be a bit confusing.
Given the ground truth for each image and a confidence measure, one can then plot
as shown in Figure 3.3, the distribution of the experimental results for the subsystem
success and subsystem failure classes with respect to this measure. In general the
two populations will overlap, with more discriminating confidence measures reducing
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the overlap. For every possible threshold iJ (represented by vertical dashed line) we
choose to discriminate between the two populations, resulting in four case (labeled
1, 2, 3, 4, respectively) results -
• Case 1 - Traditionally called as "True Accept" , wherein the underlining recog-
nition algorithm was successful and our prediction is that it will succeed.
• Case 2 - Conventionally called as "False Accept" , when the prediction is that
the recognition system will succeed, but ground truth shows it does not.
• Case 3 - Conventionally called as "False Reject", it is when the prediction is
that the recognition process will fail, but ground truth shows it was successful.
• Case 4 - Conventionally defined as "True Reject", it is that the failure predic-
tion system correctly says the recognition system will fail.
o
Threshold II
I
I
I
I
x
Figure 3.3: Thresholded discrimination on two distributions of classification results.
Note that a detailed analysis might discriminate between the false positives and
false negatives from the original recognition system, resulting in 8 cases to consider,
but in this thesis only these 4 cases are considered.
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It is also important that each case need be normalized since for different settings
or algorithms the underlying recognition rate will be changing and hence changing
the size of set of failures. So in this thesis the predictions are false alarms for items
in Case 3 (we claim they will not be recognized, but they are), with the Failure
Prediction False Alarm Rate (FPFAR) defined as
FPFAR = ICase31 .
ICase31 + ICasell
The miss detection would be those items in Case 2, i.e., we predict that they will
be recognized but they are not, with the Failure Prediction Miss-Detection Rate
(FPMDR) defines as
FPMDR = ICase21 .
ICase21 + ICase41
To avoid confusion the terminology such as "true positive" or "true reject" is substi-
tuted by using the terms Case 1 through Case 4 throughout the thesis. The desired
tradeoff between FPFAR and FPMDR may be of varying importance depending on
the system goals, so the results are represented as ROC curves showing the tradeoff
between them.
Before recognition, the boxed image quality predictor could calculate the quantity
Q for each cropped probe image. When given a certain threshold QTh of recognizable
face image quality, we predict that the face in an image can be recognized if its quality
is above the threshold QTh' Otherwise, the face image is predicted as unrecognizable.
However, all the probe facial images can be identified by FaceIt algorithms and the
ground truth is given by the rank score. Here we define the face is correctly recognized
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by the algorithm when the rank score is one. When given the ground truth of those
probe images, the error of Case 2 and Case 3 can be calculated.
3.3.5 Experiments
The six groups of Gaussian blurred probe images described in previous section are
used for test. The boxed image quality and rank score of 256 blurred face images in
each group are both calculated. Therefore, the ROC curves are generated by showing
the tradeoff between FPMDR and FPFAR based on changing the threshold QTh
from a low value to a high value. The ROC curves of the first four probe groups are
shown in Figure 304. When looking at the slope of each curve, the more the curve
is below the diagonal, the better the prediction performs. It is noted that while
the overall boxed image quality is better (Group 1), the prediction does a better
job. When the probe face images blurred deeper (Group 4), the performance of the
image quality predictor may not work so well because the curve moves closer to the
diagonal.
Different probe image sets ,with diverse Gamma("'() parameters are tested. Fig-
ure 3.5 shows the ROC curves of "'(= 004, 1.2, 1.6, 2.0. It appears that brighter images
(larger "'() has better prediction than the darker ones (smaller "(), but the difference
is not significant when the images are getting brighter. One possible reason is that
the brightness of image may not change the edge intensity information very much.
Figure 3.6 shows the cropped images and edge intensity images for "(= 1.2, 1.6, 2.0.
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Boxed Image quality ROC for blurred images
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Figure 3.4: ROC curves for different blurred probe images. Group 1 has overall best
image quality, and Group 4 is the worst.
There are no significant difference among these edge intensity images.
Figure 3.7 shows the ROC of different JPEG compression rates. The predictor's
performance is much different from the blurred image groups and the different '"'(
parameters. The qO group of JPEG images actually have the lowest overall image
quality, but the predictor does a great job. However the images with high quality
(ql00 and q80) do not have good prediction. We find that it is not always true that
good quality images can be well predicted. In fact, the factors that degrade image
quality could impact the predictor's performance.
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Boxed imge quality ROC lor different gamma
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Figure 3.5: ROC curves for different 'Y parameters for probe images, where
'Y =0.4(g04), 1.2(g12), 1.6(g16), 2.0(g20).
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Figure 3.6: The cropped and edge intensity images for 'Y =1.2 (left), 1.6 (middle),
2.0(right) .
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Boxed imge quality ROC lor different gamma
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Figure 3..5: ROC curves for different I parameters for probe images, \"here
~! =0.4(g04), 1.2(g12), 1.6(g16), 2.0(g20).
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Figure 3.6: The cropped and edge intensity images for ~/ =1.2 (left), 1.6 (middle),
2.0(right).
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Boxed image quality for JPEG compression
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Figure 3.7: ROC curves for different JPEG compression level probe images. Com-
pression levels qO has overall worst image quality, and ql00 is the best.
3.4 Weighted Face Image Quality Model
The SNR quality Q calculated from simply cropped face images has been used to
predict the recognition failure. But the results show that the predictor does not work
well when the image are degraded by various factors. One possible enhancement is to
improve the quality measurement to be more suitable for face image recognition. It
is noted edge intensity image is used in calculating the image quality matrix. In the
previous section, all the images for quality calculation are cropped only including the
eyes and nose. In other words, the cropped face images have different size. Although
the effects of hair, background on boxed image quality could be partially eliminated
with cropping, we may lose some overall feature about the whole face. Instead of
cropping images, the weighted face image quality model is employed on the whole
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image to extract the face features.
In face recognition system, the eyes and nose are dominant features to extract. So
we might give more weights to enhance the edge intensity around them.That is, the
edge closer to the eyes and nose will have heavier weight for image quality calculation,
while the edge getting further to these parts, weight is smaller. Therefore each pixel
of edge intensity image has different weights via the contributions to recognition. A
kernel function is used
Ihll
Wi = Smexp(--)D·t
(3.13)
where ri is the i pixel's distance to the eyes or nose, Di is the function of scale
between two eyes, and Sm is the maximum enhance scalar. After weighting the edge
around eyes and nose, we can get a new quality value for each face, which is called
weighted image quality. Figure 3.8 shows the difference between boxed and weighted
image edges, actually only the region with edges is presented for weighted model.
Figure 3.8: The edge intensity image for boxed (left) and weighted (right) image
quality model.
The six blurred probe sets are employed for new image quality quantities. We
have already noted that when the images are blurred deeper, the predictor does not
work well. The blurred probe image sets of Group 5 and Group 6, which are not
presented in Figure 3.4, have even worse performance than Group 4. Based on the
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image to extract the face features.
In face recognition system. the eyes and nose are dominant featmes to extract. So
\w might giw more \wights to enhance the edge intensity around them.That is. the
edge closer to the eyes and nose \\'ill haw heavier ,wight for image quality calculation.
\\'hile the edge getting fmt her to these parts, weight is smaller. Therefore each pixel
of edge intensin' imagc has cliH'erent \wights via the contributions to recognition. A
kernel funct ion is used
(:3.13)
\\·here I', is the i pixel's distance to the eyes or nose. Di is the function of scale
hen\'een n\'o eves. and S,n is the maximum enhance scalar. After \wighting the edge
awund ews and nose. \H' can get a ne\\' quality value for each face. \\'hich is called
\H'ightecl image quality. Figme 3.8 shows the difference bet\\'een boxed and \\'eighted
image edges. actllally only the region with edges is presented for \wighted model.
Figme 3.8: The edge intensity image for boxed (left) and weighted (right) image
quality model.
The six blurred probe sets are cmployed for ne\\' image quality quantities. \Ye
haw already noted that \\'hen the images are blurred deeper. the predictor does not
\\'ork \\·ell. The blurred probe image sets of Group;) and Group 6, which are not
presented in Figure 3.-L have eYell' \\'orse performance than Group 4. Based on the
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weighted image quality model, new sets of ROC curves are plotted in Figure 3.9
for Group 5 and Group 6, comparing with the boxed image quality predictor. It
is clearly shown that the weighted image quality model can improve the prediction
performance, because the curves of weighted model move dramatically below the
diagonal.
WeIghted and boxed Image quanty ROC
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Figure 3.9: Comparison of ROC curves between before and after weighting image
quality model with blurred image groups.
3.5 Discussion
The image SNR quality and its enhancement for face images have been tested in
this chapter. The performance of the quality predictor is sensitive to the factors
that degrade the image. When the images are blurred generally, the predictor works
relatively well. However the probe sets with different JPEG compression rate cannot
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Comparlslon of weighted and boxed Image quality with valous illumination
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Figure 3.10: Comparison of ROC curves between before and after weighting image
quality model with illumination variation.
be well predicted. One possible reason is that image SNR measurement only may
not give an accurate reflection of image quality. It suggests that the combination of
different measurements could be used as image quality criteria.
The probe images tested in the previous sections are generated by degrading
the images in FERET database. In practice, the pose variation and illumination
change are two major challenges to the face recognition system performance. When
image quality degradation is not the dominant justification, the quality predictor
may not produce good prediction results. A group of 256 blurred probe images with
various illumination against the gallery are tested by the SNR quality predictor,
which means that image quality may not the dominant factor that degrades the face
image. Figure 3.10 shows the ROC curves for both boxed and weighted image quality
models. Even the weighted image quality model does not make the predictor work
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any better. The cross between the two curves indicates that the weighted model
cannot improve the prediction all the time. It only takes the advantage when the
image quality is the dominant justification. The model selection is also based on
which error (Case 3 or Case 2) is concerned most by the system.
Since the image SNR quality is proved to have poor performance when the face
images vary in different poses and illumination. Other features instead of edges may
be extracted for system failure prediction.
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Chapter 4
peA featured quality analysis
4.1 Introduction
Pose and illumination are two major challenges to affect the robustness of face recog-
nition system. Since most face recognition algorithms focus on frontal facial views,
and pose changes may lead to large variation in performance. When the change of
pose and illumination dominates the face image variance, the blind SNR image qual-
ity measurement and its enhancement have been proved not a good predictor because
only local features of the face images are captured. In this case, other global fea-
tures may need to be extracted for supplementary image quality calculation. There
are numerous face features used in face recognition algorithms. Among them, the
Principal Components Analysis (PCA) is one of the most common techniques that
have been used for various pose and illumination images.
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PCA technique consists of extracting eigenvectors and eigenvalues of an im-
age from a covariance matrix, which is constructed from the subspace of an image
database. These eigenvectors can be thought of as a set of features that together
characterize the variation between face images. Each individual face image can be
expressed as a linear combination of the eigenvectors, which is called an eigenface.
The eigenfaces can be used together with some classification techniques for face
recognition. PCA has been widely used and developed for face recognition system
[6, 40, 41, 42].
Instead of using PCA to recognize faces, in this chapter PCA-based features
are employed to predict face identification failure. It is worth predicting the face
recognition success or failure for an arbitrary face image with pose and illumination.
The rank score of a probe image could be predicted based upon the global PCA-
based features to indicate the face identification failure. Here a backpropagation
neural network is explored as the predictor. The CMU PIE database is utilized
to form various image sets. First, a global eigenspace is created with the subset
of PIE database. Then both probe and gallery images are projected to the global
eigenspace, each image can be represented by a vector of associated eigenvalues. The
diverse combinations of the probe's and gallery's eigenvalues are formed as the input
of the neural network, while the fractional rank score is the output to the network.
Once the neural network is trained, the test images are implemented on the predictor
to evaluate the performance of prediction.
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4.2 PeA-based Feature Extraction
4.2.1 Calculating Eigenvectors
In [40], Turk and Pentland addressed the approach to calculate eigenvectors. Let a
face image I(x, y) be a two dimensional N by N array intensity values. An image
may also be considered as a vector of dimension of N *N, so that an image of 128
by 128 becomes a vector of dimension 16,384. The main idea of the PCA is to find
the vectors that best account for the distribution of face images within the entire
image space. These vectors define the subspace of face images, which is called "face
space". Each vector is of length N 2 , describes an N by N image, and is a linear
combination of the original face images. Because these vectors are the eigenvectors
of the covariance matrix corresponding to the original face images, and because they
are face-like in appearance, we refer to them as "eigenfaces".
Let the subspace of face images be r1, r2, rg, ••• , rM . The average face of the
set is defined by \lJ = it L:~l r n' Each face differs from the average by the vector
<Pi = r i - \lJ. This set of very large vectors is then subject to principal component
analysis, which seeks a set of M orthonormal vectors Un, which best describes the
distribution of the data. The kth vector, Uk, is chosen such that
(4.1)
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is a maximum, subject to
{
1,
uTUk = 6lk --:-
0,
if l = k
otherwise
(4.2)
The vectors Uk and scalars Ak are the eigenvectors and eigenvalues, respectively, of
(
the covariance matrix
c = ~ I: <Pn<P~ = AAT
n=1
(4.3)
where the matrix A = [<PI <P2 ... <PM]. The matrix C, however, is N2 by N2, and
determining the N 2 eigenvectors and eigenvalues is an intractable task for typical
image sizes. These eigenvectors need be found by a computationally feasible method.
If the number of data points in the image space in less than the dimension of the
space (M < N2), there will be only M -1, rather than N 2 , meaningful eigenvectors.
(The remaining eigenvectors will have associated eigenvalues of zero.) Fortunately
we can solve for the N 2 dimensional eigenvectors in this case by first solving for the
eigenvectors of an M by M matrix and then taking appropriate linear combinations
of the face images <Pi. Consider the eigenvectors Vi of ATA such that
(4.4)
Premultiplying both side by A, we have
(4.5)
from which we see that AVi are the eigenvectors of C = AAT .
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Following this analysis, we construct the M by M matrix L = ATA,and find
the M eigenvectors, VI of L. These vectors determine linear combinations of the M
subspace face images to form the eigenfaces Ul.
M
Ul = L Vlk (f}k, l = 1, ... ,M
k=l
(4.6)
With this analysis the calculations are greatly reduced, from the order of the
number of pixels in the image (N2 ) to the order of the number of images in the
subspace (M). In practice, the subspace of face images will be relatively small
(M << N 2), and the calculations become manageable. The associated eigenvalues
allow us to rank the eigenvectors according to their usefulness in characterizing the
variation among the images.
4.2.2 Project Images into Eigenspace
The eigenface images calculated from the eigenvectors of L span a basis set with which
to describe face images. In practice, a smaller M' can be chose for identification [40]
since accurate reconstruction of the image is not a requirement. The eigenfaces span
an M' -dimensional subspace of the original N2 image space.
An arbitrary new face image (r) is transformed into its eigenface components,
which is defined as projected into eigenspace, by a simple operation,
(4.7)
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for k = 1, ... , M'. This describes a set of point by point image multiplications
and summations, operations performed at approximately fame rate on current image
processing hardware.
The weights from a vector 07 = [WI, W2, ••• , wM'] that describes the contribution
of each eigenface in representing the new input face image, treating the eigenfaces
as basis set for face images. In PCA-based face recognition algorithm, the vector is
used as a standard pattern to find which of a number of predefined face classes, if
any, best describes the face. However, we use the vector of weights as the face feature
to form the characteristics of the face image and afterward predict the recognition
failure.
4.3 Methodology
4.3.1 Image Database
To investigate how various poses and illumination conditions affect the correct recog-
nition rate, face images varying in different viewpoint and illumination should be
examined for face recognition system. Therefore, CMU Pose, Illumination, and Ex-
pression (PIE) database is used for the experiment.
The PIE database adopted is composed of a collection of images of 68 individuals
[43]. The participants were imaged in the CMU 3D room using a set of 13 synchro-
nized high quality color cameras and 21 flashes. The resulting images are 640x480
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in size, with 24-bit color resolution.
Figure 4.1: The pose variation in the PIE database [43]. The pose varies from full
left profile (c34) to full frontal (c27) and on to full right profile (c22). The 9 cameras
in the horizontal sweep are each separated by about 22.5. The 4 other cameras are
typical locations for surveillance.
A example of the pose variation in PIE database is shown in Figure 4.1. This
figure contains images of one individual in the database from each of 13 cameras.
There is a wide variation in pose from full profile to full frontal with the horizontal
9 camera locations. The other 4 cameras are in the typical locations for surveillance
cameras, which will not used as pose variations in the following experiments.
Illumination variation is obtained with 21 flashes turned on in a rapid sequence.
With the room lights off, each camera recorded 24 images, 2 with no flashes, 21
with one flash firing and then a final image with no flashes. There is another set of
illumination conditioned with the room lights on. The above procedure was repeated
but only the output of three cameras (frontal, three-quarter and profile view) was
kept. Figure 4.2 shows the examples of the illumination variation. There is expression
variation included in the database, but in our experiment only pose and illumination
variation are investigated.
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in size. ,,"ith 2-4-bi t color resolution.
Figure -4.1: The pose "ariation in the PIE database [-43]. The pose YCtries from full
left profile (c3-4) to full front al (c27) and on to full right profile (c22). The 9 cameras
ill the horizontal sweep are each separated by about 22.5. The -4 other cameras are
i:~'pical locations for surveillance.
A example of the pose variation in PIE database is Sh0'\"11 in Figure -4.1. This
figure contains images of one individual in the database from each of 1:3 cameras.
There is a wide variation in pose from full profile to full frontal with the horizontal
9 camera locations. The other -4 cameras are in the typical locations for sUl":eillance
cameras, "'hich will not used as pose variations in the following experiments.
Illumination variation is obtained with 21 flashes turned on in a rapid sequence.
\Yith the room lights off, each camera recorded 2-4 images, 2 with no flashes. 21
,\"ith one flash firing and then a final image with no flashes. There is another set of
illumination conditioned with the room lights on. The above procedure was repeated
but only the output of three cameras (fromaL three-quarter and profile view) ,,"as
kept. Figure 4.2 shows the examples of the illumination variation. There is expression
variation included in the database, but in our experiment only pose and illumination
variation are investigated.
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Figure 4.2: Illumination variation in the PIE database. The images in the first row
show faces recorded with room lights on, the images in the second row show faces
captured with only flash illumination.
4.3.2 Preprocessing and Normalization
We only take 256 grey levels face images into consideration in our experiments,
therefore all the PIE face images were converted to the resolution of 256 gray levels
in the first step.
All PIE face images have been hand-labeled with the x-y positions of both eyes
(pupils) and the tip of the nose. From the obtained pupils coordinates, each image is
rotated so that the line between the two points become horizontally oriented. Next,
the image is scaled so that the distance between the eyes is 70 pixels for all face
images. With the vertical position of the eyes located at 45 pixels, the face region is
then tightly cropped of the size 150x130 pixels. Figure 4.3 shows the result of face
region extraction for two cameras (c27 and c37) of the PIE database.
Finally, intensity normalization can be applied for all cropped face images. His-
togram equalization has been used on all images, which stretches the grey level of the
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Figure 4.2: Illumination variation in the PIE database. The images in the first ro\v
shO\v faces recorded \vith room lights on, the images in the second rO\\' shO\\' faces
captmed \\'ith only flash illumination.
4.3.2 Preprocessing and Normalization
\Ye onl\' take 256 gn'\' kwls face images into consideration in om experimems.
therefore all the PIE face images \wre com'erted to the resolution of 250 gray lewls
in the first step .
.'\11 PIE face images llE\\"(~ been hand-labeled \\'ith the x-y positions of both eyes
(pupils) and the tip of the nose. From the obtained pupils coordinates, each image is
rot a teel so that the line between the two points become horizontally oriented. :\ext.
the image is scaled so that the distance bet\\-een the eyes is 70 pixels for all face
images. \Yith the wrtical position of the eyes located at 45 pixels, the face region is
then tightly cropped of the size 150x130 pixels. Figure 4.3 shows the result of face
region extraction for t\\·o cameras (c27 and c37) of the PIE database.
Finally, intensity normalization can be applied for all cropped face images. His-
tograrn equalization has been used on all images, which stretches the grey level of the
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•
Figure 4.3: Face normalization. The original (left) images, normalized images with-
out histogram equalization (middle), and normalized images with histogram equal-
ization (right) are shown. The first two rows are from camera views c27 and c37
with room light on and no flash. The third row is from camera view c27 without
room light and with one flash firing.
image to cover the whole range of 256 levels. Standardization to zero mean and unit
standard deviation can be implemented to normalize of the image intensity distri-
bution. The intensity normalization procedure benefits the statistical measurements
and analysis and are optional during the preprocessing.
4.3.3 Experiments
Face region extraction and normalization are performed on a subset of eMU PIE
database. Suppose that the results are the images:
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figure -±.:3: face normalization. The original (left) images, normalized images \\'ith-
out histogram equalization (middle). and normalized images with histogram equal-
ization (right) are shmy]l. The first two ro\yS are from camera \'ie,,'s c21 and c:31
\"ith room light on ane! 110 flash. The third row is from camera yie\y c21 without
room lighT and "'ith one flash firing.
image TO cOYer the whole range of 2;:>6 leycls. Standardization to zero mean and unit
standard deyiation can lw implemented to normalize of the image intensity distri-
bution. The intensity lIormalization procedure benefits the statistical measurements
aile! alia lysis and are optional durillg the preprocessing.
4.3.3 Experiments
face region extraction and normalization are performed on a subset of G\IU PIE
database. Suppose that the results are the images:
4.3. METHODOLOGY
(4.8)
where id E {I, 2, ... ,67, 68} is the identity of the individuals, c E {02, 05, 07, 09,11,
14,22,25,27,29,31,34,37} is the camera number corresponding to different poses,
and illum E {2, 3, 4 ... , 22} is the index of flashes because the first two (index 0 and
1) and the final (index 23) images are with no flashes.
To extract the PCA-based face features, a set of characteristic face images of
various poses and illumination conditions are chose to build a "global eigenspace" .
We randomly choose half of these participants, using 5 poses (cE {05, 11, 27, 29, 37}
) and 6 illumination conditions (illumE {8, 9,10,11,12, 13}) without room lights for
each individual. Therefore, 30 images per individual for 34 different people are used
to build the global eigenspace. PCA is performed on these 1020 images to form the
eigenvectors and eigenvalues. The rationale that only half of the people are used for
the global eigenspace is to leave enough data for training and testing the predictor.
On the other hand, the number of poses and illumination variations was selected to
result in approximately the same number of images per individual as the number of
people, to prevent biasing the eigenspace by the individuals. It is noted that not all
eigenvectors are used in practice, but only the N significant ones.
The predictor needs to be trained with a relatively large amount of training data,
so that it can learn the relationships in the global eigenspace between input image
and gallery that result in various recognition ranks. Before we train the predictor, a
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probe set P and gallery set G are processed by FaceIt SDK algorithm for recognition
to obtain similarity scores and ranks. Here the probe set includes all the training
images for the predictor. A floating point number "rank fraction" is calculated for
each probe image to be the output of the neural network. The rank fraction is obtain
by 1 - riIGI, where r is the corresponding rank for the probe image and IGI is the
size of gallery G. It is noted that all the images for recognition algorithm come from
eMU PIE database without any cropping and normalization process.
The gallery for the face recognition system is the frontal images with room light
on for the other half of the participants, who are not in the global eigenspace. The
training set includes 7 poses (CE {02, 05,11,14,27,29, 37} ) and 10 illumination vari-
ation (illumE {10, 11, ... , 19}) without room lights for the same people used in the
gallery. After face region extraction and normalization, all the training and gallery
images need be projected into the global eigenspace to obtain their eigenvalues.
These features as well as the rank fractions are used to train the predictor.
4.3.4 Neural Network Training
A backpropagation neural network has been learned as the predictor. The general
structure of a single hidden layer BP neural network is shown in Figure 4.4.
The output of the unit jth is
m
OJ = G(I)WijXi - OJ))
i=l
(4.9)
where Xi is the output value of the ith unit in a previous layer, Wij is the weight on
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Figure 4.4: The structure of a single hidden layer BP neural network.
the connection from the ith unit, OJ is the threshold, and m is the number of units
in the previous layer. The function G(.) is a transfer function.
The BP neural network is trained using the following process. First, initialize
weights of connections with smaller non-zero random values; then use a number
of input data and their ideal output to train the network; repeat the forward and
backward processes until a sufficiently low RMS error is obtained. The forward
process propagates the given input data through the hidden layer and output layer
until the actual output achieved; the backward process computes the error between
actual outputs and ideal outputs, and based on the errors, adjusts weights of the
links in the net [44, 45].
The design of the BP neural network is to choose the hidden units of the network
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and determine the transfer function and parameters. In our experiment, a Sigmoidal
transfer function is applied for the hidden layer, and a linear function is employed for
the output layer. The learning rate is set as 0.05 and the global momentum is 0.5.
Usually, when there is only one hidden layer, the hidden nodes is about one third of
the number of input nodes.
4.4 Preliminary Results
From the similarity score file, the top k gallery images closest in similarity to the
training (probe) image could be noted. Eigenvalues from the training image and
the corresponding top k gallery images are used as the input of the neural network.
Therefore, input to the neural network contains (k + 1) * N floating point values
where N is the number of significant eigenvalues obtained by projecting each train
image to the global eigenspace. The output to the neural network is the rank fraction
of the corresponding train image.
The test set includes the same people as training set, with different 7 poses (CE
{02, 05, 11, 14, 27, 29, 37}) and other 10 illumination variation (illumE {03, 04, ... ,09,
20,21, 22}). The output of the network is the prediction of the rank fraction for all
test images. Comparing the network output with the true rank fraction obtained
from face recognition system, the error is plotted indexed by different poses and
illumination conditions. Figure 4.5 shows that the performance of predictor varies
while the face poses change. High pose might cause larger prediction error. However,
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the predictor is insensitive to the illumination variation.
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Figure 4.5: The error plots indexed by different poses and illumination. The plot
in the first row is the two hidden layer predictor's error indexed by pose (left) and
illumination (right) when N=50, k=lj the plot in the second row is the two hidden
layer predictor error indexed by pose (left) and illumination (right) when N=50, k=4.
It is noted that Figure 4.5 only gives a preliminary results that what the error
distributions are by pose and illumination index. The prediction is weak because it
is not clear that how the larger errors distribute from the plots. Various thresholds of
error might be provided to analyze the performance of predictor with errors greater
than the threshold.
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4.5 Discussion
The preliminary results shows that the predictor cannot tell the illumination varia-
tion. It is known that the design of neural network and its input combination may
cause different predictor performance. Therefore, various inputs to the neural net-
work will be tested in the future experiments, such as the angles between the training
image eigenvalues and gallery image eigenvalues; or the combination of eigenvalues
and angles. On the other hand, the predictor error is defined as the difference be-
tween the ground truth rank fraction and the neural network output. How the output
of the network indicates the error need be analyzed to form ROC curves.
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Chapter 5
Conclusions and Future Work
5.1 Conclusions
In this thesis, image based techniques have been introduced to predict recogni-
tion/identification failure. Two approaches have been investigated to extract face
features for failure prediction. First local feature are analyzed to calculate the blind
SNR image quality. Both boxed and weighted image quality models are applied to
predict recognition failure. Given the ground truth for each probe image and a con-
fidence measure, the prediction error can be plotted with FPFAR and FPMDR. The
boxed image quality predictor performs differently while various degradations are
employed on face images. The weighted face image quality model has been proved
to enhance the prediction performance only when image quality is the dominant
justification.
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The pose and illumination variation are the major challenges for face identifi-
cation. It is worth knowing that whether an arbitrary probe image with certain
pose and illumination could be correctly identified or cause failure. The global fea-
ture of the image can be extracted and the probe image is represented by the linear
combination of eigenfaces. The vector of weights have been utilized to form the pat-
terns to predict identification probability. The different dimensions of patterns and
various neural network parameters are implemented in the experiments and their
performance has been analyzed.
5.2 Future Work
The preliminary experiment on PCA-based predictor gave the hint that the different
design of neural network and its input combination may cause different predictor
performance. Therefore, more inputs need to be learned to decide what features are
good for prediction. The predictor error analysis is also the future study.
To enhance the predictor accuracy, one possible way is to improve the image
quality measurement. For face recognition, the image SNR quality may be improved
when edge orientation could be considered in the quality assessment. On the other
hand, it is noted any single measurement cannot give an accurate reflection of image
quality. Therefore, a number of different measures could be combined together to
obtain better prediction in future work.
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