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1 Introduction
It has become a commonplace to assert that the outstanding feature of
economic activity is clustering, both in time and in space. But while
the former|business cycles|has empirical techniques for study that
are legion and varied, correspondingly rigorous methods are sparser
for the latter|economic geography.
This absence has implications that are not just methodological
but substantive in at least three dimensions: First, characterizing
spatial concentration can shed light on interesting economic hypothe-
ses regarding the nature of increasing returns. Second, policies for
economic growth and development often involve ideas relating geo-
graphical clustering and productivity. Whether those policies achieve
what they intend depends on the empirical validity of the motivating
ideas. Third, spatial clustering is just another way of saying regional
inequality. Inequality across space matters for the same reasons as
do inequalities across people and across nations.
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This paper describes a class of spatial probability models useful for
analyzing geographical clustering in economic activity. These struc-
tures are motivated by our hunch that useful models of economic
geography should determine not only how much economic activity
occurs at a given location but also where that location is relative to
others. Our models take such spatial relations explicitly into account.
The goal in this paper is not to propose yet another index of
concentration or agglomeration. Such calculations are informative,
but we seek instead to provide empirical and theoretical descriptions
of economic geography that can be matched explicitly in structural
estimation. To do that, the analysis needs to give a law of motion in
space, analogous to the laws of motion in time used to study business
cycles.
Section 2 describes the connection between this paper and related
literature. It also describes, relative to that literature, the basic issues
with which the current paper will be concerned. Section 3 provides an
explicit skeleton framework that highlights our distinguishing, on the
one hand, models that describe how much economic activity happens
at given locations and, on the other, models that determine simulta-
neously both the location and the intensity of economic activity.
Section 4 presents a class of statistical models suggested by the
model of Section 3 and used for the empirical analysis that follows
in Section 5. The paper concludes with Section 6, summarizing our
principal ¯ndings and describing extensions and directions for future
work. The Technical Appendix Section 7 provides additional techni-
cal discussion.
2 Related work and basic issues
With rigorous general equilibrium modelling of Marshall's insights
on 19th-century industrial clustering in place (among others, Fujita,
Krugman and Venables (1999) and Krugman (1991)), the ensuing em-
pirical analysis has, in our interpretation, taken two principal forms.1
1 Since Marshall also used vivid language in describing how indus-
trial centers ferment ideas so that \mysteries of the trade become no
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First are attempts to examine directly the underlying economic
mechanism, using the spatial dimension primarily as a source of appo-
site data. Examples of these include Ciccone and Hall (1996), Ja®ee,
Trajtenberg and Henderson (1993), Rauch (1993), and Henderson
(2003), among others. Panel data or cross-section regressions, using
observable covariates related by space and geography, are useful and
revealing here. Such regression analyses end up constructing a hy-
pothetical representative unit|a ¯rm, a location, a city|and trace
through the impact of di®ering covariate values on the performance
of that unit.
Second are attempts to characterize the entire spatial distribution
of economic activity, relative to a set of hypotheses. An economic the-
ory might, for instance, predict a power-law distribution of production
across space, evolving in particular ways over time. Or, theory might
suggest certain patterns of industrial concentration over an appro-
priate spatial measure, possibly di®erent from geographical area or
Lebesgue measure.2 The empirical research then seeks to document
such regularities. Examples of this second approach include Dev-
ereux, Gri±th and Simpson (1999), Duranton and Overman (2002),
Ellison and Glaeser (1997), and Ioannides and Overman (2000). Here,
mystery; but are as it were in the air", and how \if one man starts
a new idea, it is taken up by others and combined with suggestions
of their own; and thus it becomes the source of further new ideas",
it is natural to draw a connection from spatial clusters to economic
performance where knowledge matters importantly|examples might
include Internet industries and Silicon Valley (see, e.g., David, Foray
and Dalle, 1998; Ja®ee, Trajtenberg and Henderson, 1993; Kolko,
2002; Quah, 2000; Rauch, 1993). In such analyses, however, proximity
can easily mean something other than physical distance in Euclidean
space.
2 Localization|concentration in speci¯c industries that end up
more skewed, say, than that overall across all industries|can be
viewed as simply a property relative to a distortion of the under-
lying space or, alternatively, a spatial feature suggesting the use of
some relative measure di®erent from Lebesgue measure.
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interest rests not in the characteristics of a representative unit, but in-
stead in the joint behavior of all the di®erent units distributed across
space. The current paper belongs to this second form of analysis. For
want of a better terminology, we ¯nd it useful to think of this as a
macro empirical analysis.
However, while most others using this macro empirical analysis
have sought out particular implications of that spatial distribution|
an index of concentration or localization, say, which is just a func-
tional of an underlying distribution that strictly collapses the informa-
tion in that distribution|our goal in this paper is to estimate directly
a complete structured probability model for that distribution. Our
direct line of attack has three advantages. First, it removes the need
for axiomatic description of what yet another proposed index of con-
centration should do: with an explicit model, one simply calculates
any desired feature of interest. Second, it automatically imposes in-
ternal consistency in one's understanding of what the data say. Third,
it is a ¯rst step for further analysis relating interpretable structural
economic parameters to observable data. In contrast, looking at only
concentration indexes or other functional characterizations does not
extend naturally to structural estimation.
Before proceeding to a more elaborate discussion of our models,
it will help to set out some basic issues. This will also permit more
precise description of how our work departs from others.
Fig. 1 shows, pictorially, one of the datasets we will analyze below.
Each dot on the map of the UK in the Fig. shows the location of a
computer industry plant. These location data represent a merging of
latitude-longitude information in Duranton and Overman (2002) and
postcode data for the manufacturing sector from the UK's O±ce of
National Statistics 1996 list of all companies. The data are accurate
to within a distance of 100m.
Distinct clusters of dots appear around London in the southeast
and, proceeding northwards, around Birmingham and Manchester in
turn, before another visible concentration at the Edinburgh-Glasgow
corridor.
For comparison Fig. 2 shows the location of cutlery establishments
in the UK. The most obvious cluster now appears around She±eld,
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Figure 1: Location of computer industry establishments in
the UK
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Figure 2: Location of cutlery industry establishments in the
UK
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although London again clearly remains a center of activity. Compar-
ing Figs. 1 and 2, the cutlery industry has a point pattern in locations
visibly di®erent from that for the computer industry.
A spatial cluster might be taken to be just where a higher con-
centration of dots appears. On the map, there could be a single such
concentration or there could be multiple concentrations over di®erent
locations|London might constitute a cluster, as might Silicon Glen
in Scotland. (Section 5 will, when we turn to it later, give sharper
characterization to these statements.) Not shown in Fig. 1 but associ-
ated with each dot might be potentially observable data on number of
employees, value added, and so on, indicating the amount of economic
activity occuring at a given establishment. Continuing the graphical
encoding, we might think of such data represented by heights over
each dot in Figs. 1{2.
To introduce the notation and framework used in the remainder
of the paper, let S denote an underlying geographical space, ¯xed
throughout the analysis. In Figs. 1 and 2, S is the collection of all
points in the British Isles. More abstractly, S might be taken to be
some subset of ¯nite-dimensional Euclidean space.
A spacetime stochastic process on S is a collection of real-valued
random variables
Y = fY (z;t) : z 2 S; t 2 R+ g; (1)
where z indexes space and t indexes time. The variable Y (z;t) might
be observed employment in the computer industry [or value added or
some other measure of a speci¯c economic activity] in location z at
time t.
For most points z in S quantity Y (z;t) is zero. For instance, from
extensive ¯eldwork we know that no computer industry establish-
ments have located anywhere within 100m of the Starbucks where this
paper's coauthors regularly drink co®ee. Thus, at that Starbucks's
z, there is co®ee but no computer commercial activity. De¯ne the
subset of points
G(t) = fz 2 S : Y (z;t) > 0g (2)
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where some economic activity of the kind we wish to study occurs at
time t. It is G(t) at a given t that Fig. 1 depicts.
In our interpretation, a leading goal of macro empirical analysis in
economic geography is to produce a probability law of motion for Y in
equation (1). As time evolves, not only do the values of Y change, but
so does set G in equaton (2). Theoretical modelling should generate
laws of motion for Y and G that can be matched to data.
This analysis thus partly concerns how, given G(t) why Y (z;t) for
z 2 G(t), takes a certain height over maps like Figs. 1 and 2. This
would be research that takes locations as conditionally exogenously
given and asks how much activity locates at a given site instead of
at another given location. Most analytical research, in our view, has
taken this approach, asking whether of two possible sites, say, as much
activity locates at the ¯rst site as at the second.
But that is only part of the modelling problem. Theoretical mod-
elling should also give insight on the determination of the set of points
G(t). Since, formally, this just asks where Y (z;¢) equals zero, it might
seem to be only a special case of the previous analysis. However,
posing this question relative to observed data such as Figs. 1{2 clar-
i¯es that the substantive issues are two-fold: First, does theoretical
modelling consider a set of possible locations su±ciently rich so its
predictions can be meaningfully compared to realizations such as we
see in the Figures? Second, what kind of empirical analysis will such
theoretical modelling motivate?
Figs. 3{4 suggest some stylized answers. The left side of Fig. 3
shows, in the top and bottom panels, two hypothetical con¯gurations
of economic activity in space, each a snapshot at a ¯xed point in time.
Both panels graph, against space S on the horizontal axis, levels of
economic activity Y on the vertical. In the top panel, high and low
levels of activity alternate across space. By contrast, in the bottom
panel, all low levels of activity cluster on one side of a ¯xed point; all
high levels, on the other side. However, both top and bottom panels
imply the identical cross-section distribution, shown on the right side
of Fig. 3: One half of the observations are recorded to have high
activity; one half, low.
We conclude from Fig. 3 therefore that cross-section distributions
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Figure 3: Y uninformative for G Di®erent spatial con¯gurations
of activity on the left alias to an identical cross-section distribution
on the right
or indexes calculated from them such as Gini or Her¯ndahl coe±-
cients, by ignoring the spatial dimension in the underlying observa-
tions, are uninformative on spatial clustering in the sense described
in the left bottom panel of the Figure.
But perhaps this di±culty arises from incorrectly looking at com-
pletely disaggregated point data. If in Fig. 3 the space S were divided
into left and right halves, then the implied regional distribution would
appropriately reveal no clustering for the top panel and extreme clus-
tering for the bottom.
Aggregating into larger regions, however, raises yet other prob-
lems. Fig. 4 illustrates where four locations are invariant in physical
space but arbitrary re-drawing of regional boundaries can lead to
either extreme clustering|with all four active locations in a single
region|or, the opposite, no clustering at all, with each region hold-
ing only a single active location. Geographers call this dis¯gurement
of the underlying reality the modi¯able areal unit problem or MAUP;
in timeseries econometrics, aliasing problems like this are described
in, among others, Sims (1971).
We can summarize the discussion as follows. Empirical analysis
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Figure 4: Arbitrary discrete boundaries On the left, economic
activity is recorded to be located uniformly across regions. On the
right, there appears to be clustering in just a single, distinguished
region. However, the underlying points are invariant.
of location data such as in Fig. 1 needs to be explicit on how it
uses information in the spatial dimension if it is to formalize usefully
the notion of spatial clusters. Moreover, spatial clusters can take
di®erent forms, with two logically distinct and opposite forms usefully
identi¯ed. First, a cluster might refer to a high concentration of
dots in a map like Fig. 1. Second, given a set of dots, regularly
spaced or otherwise, a cluster might refer a high level of economic
activity over only one dot or only a relatively few dots. A complete
empirical analysis would consider simultaneously these two extreme
perspectives as well as all others in between|this is indeed what
the analytical model in Section 3 attempts. Many other studies|
empirical and theoretical|consider only the second. In the empirical
analysis of Sections 4{5, we consider the ¯rst, to emphasize how our
focus di®ers from most of the literature and to clarify the importance
of the spatial relations dimension in empirical economic geography
modelling.3
3 Empirical studies using measures of market access (see, e.g.,
the references surveyed in Overman, Redding and Venables, 2001)
study how given con¯gurations across geographical space determine
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To conclude this section, we should be clear about what we do
not do. Business cycle models determine downturns and upturns in
economic activity not in the sense of precise dating (\a downturn
for the second quarter of 1992") but in the sense of a dynamic law
of motion for economic variables of interest. We take the same ap-
proach here when we say an economic-geography model determines
locations|the model should provide a spatial law of motion, not pro-
nounce regarding, say, a particular street corner in London.
3 A Model of Activity and Location
This section describes a model determining a spatial law of motion
in the level of activity, evolving through time. In the language of
Section 2, the model endogenously determines both Y over G and G.
The model is close to those in Quah (2000, 2001, 2002) which,
in turn, draw on ideas in Krugman and Venables (1997) and Turing
(1952) but with two signi¯cant departures, one theoretical and the
other empirical: First, perfect foresight dynamic optimization is as-
sumed and turns out to be crucial to developing the spatial law of
motion.4 Second, the underlying geography is not taken to be a ¯xed
¯nite set of points, but instead a continuous space so that spatial
clusters|local peaks in the density of economic activity in space|
can be clearly distinguished. By contrast, with exogenously-speci¯ed
discrete points on an continuous space, trivially, everything is a local
peak.
economic activity at a location. What we aim for instead, in the
highly stylized setup that follows, is the endogenous determination of
those con¯gurations themselves.
4 Krugman and Venables (1997) provide a much richer descrip-
tion of their economic environment than we give below of ours. But
the equilibrium there is static; the added-on dynamics are not based
on any explicit economic reasoning. Interest there lies in divergent
timepaths, leading to extreme spatial concentration. By contrast, in
this paper, dynamics are central to the equilibrium concept and we
seek instead to describe behavior along convergent timepaths.
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To focus on these relatively technical, predictive features, the
model is stripped down to a barebones, equilibrium structure. None
of the rich layers of complexity|of the externalities from workers
and jobs co-locating, from skills complementarity, from upstream-
downstream inter-connected chains of production, and so on|that
are described in thoughtful work elsewhere on this topic will play a
role here.
Equilibrium in the model will be described by a partial di®eren-
tial equation in economic activity, one dimension in time, the other
in space. The economic structure of the model determines how lo-
cal peaks in space appear along the dynamic equilibrium path in
spatial distributions. Clusters are not located potentially only over
a small set of speci¯ed locations but emerge endogenously as peaks
in an equilibrium spatial law of motion. Technically, those spatial
clusters arise as speci¯c linear combinations of sinusoidal eigenfunc-
tions, activated along a saddlepath-stable trajectory to steady state
equilibrium. They therefore trace out a tradeo® between the given
historical distribution of activity across geography, on the one hand,
and adjustment towards the steady-state distribution, on the other.
3.1 Space
Let the underlying space S be the continuous set of locations on the
unit circle, S = fz : jzj = 1g: Identify each location z 2 S with the
corresponding angle ! 2 (¡¼;¼], so that z = ei!, as in Fig. 5.
Assume economic activity Y sees productivity spillovers across
space, i.e., there is a technology spatial-shift factor, describing how
activity Y in one location a®ects output W elsewhere. Quantity
Y can also be read as employment but we will continue to refer to
it as economic activity, mainly to suggest its connection with the
discussion elsewhere in this paper but also to denote its more general
intent.
Represent the technology shift factor by a non-negative bounded
function
A : S £ S ! [0;1]
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z = 1; ! = 0
z = ei!
S
!
Figure 5: S continuous set of locations on unit circle Each
location z 2 S can be identi¯ed with angle ! 2 (¡¼;¼].
that achieves its maximum on the principal diagonal, i.e., A(z;z) = 1
for all z 2 S. The map A might, additionally, be taken to evolve
through time but that provides no additional insight so we assume
A time-invariant. The value A(z0;z) parameterizes how activity Y at
location z0 a®ects output W at z, i.e., let
W(z;t) =
·Z
S
£
A(z0;z) ¢ Y (z0;t)
¤° dz0
¸1=°
; ° 2 (0;1); (3)
where (°¡1)¡1 is the elasticity of substitution across spatial activity.
With no spatial spillovers, function A is zero everywhere except
on the principal diagonal so that then W = Y . With spillovers highly
localized in space, function A is small except in a neighborhood sur-
rounding the principal diagonal. This speci¯cation bears some resem-
blance to standard iceberg transportation costs in economic geogra-
phy but, in general, A(z0;z) might equal 1 not only on z0 = z, and A
need be neither symmetric nor monotonically declining in Euclidean
distance between z0 and z.
A further property useful in A is radial homogeneity, i.e., A(z0;z)
varies only with z0 ¡z, not with each argument separately. This says
that all locations are, ex ante, identical; economic interaction varies
with spatial relations, but not with speci¯c location names. Note the
variation is in the vector separation z0 ¡ z, not distance jz0 ¡ zj, as
{13{Spatial cluster empirics
!0
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Figure 6: Spillover | Technology shift factor Spatial spillover
0 · A(z0;z) · 1, and A(z;z) = 1. In this example A is not symmetric.
However, it does satisfy radial homogeneity, i.e., A(ei!0
;ei!) depends
only on !0 ¡ !, not j!0 ¡ !j.
will happen with the de¯nition of isotropic in Section 7 to follow.5 A
radially homogeneous spillover function is graphed in Fig. 6.
3.2 Individual optimization
The economy begins at time 0 with some arbitrary spatial density
Y (¢;0) and proceeds forever. The evolution of economic activity Y
across space will be determined in equilibrium by optimizing, forward-
looking agents choosing how much activity to have where.
Without loss, let Y also denote the spatial density of economic
activity by requiring for all t:
8z 2 S : Y (z;t) ¸ 0 and
Z
S
Y (z;t)dz = 1: (4)
At each location z 2 S agents receive returns according to their con-
tribution to output not just where they are but across all z0 2 S; there
5 Thus, if A were a matrix, it would be Toeplitz but not Hermitian.
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are no unacknowledged externalities. The marginal contribution to
W(z0;t) of Y (z;t) is
@W(z0;t)
@Y (z;t)
= A(z;z0)°
·
Y (z0;t)
Y (z;t)
¸1¡°
;
so that integrating over all locations z0 2 S gives
w(z;t) =
Z
S
@W(z0;t)
@Y (z;t)
dz0
=
Z
S
A(z;z0)° £
Y (z0;t)=Y (z;t)
¤1¡° dz0: (5)
Equation (5) carries the intuitive feature that since ° 2 (0;1), other
things equal, higher Y (z) lowers the return to further activity locat-
ing at z. At the same time, however, if Y (z0) is high in the appro-
priate neighborhood around z dictated by spillover A(z;z0), so too
the reward at the margin from economic activity clustering in that
neighborhood.
The average return across space at time t is
w(t) = (2¼)¡1
Z
S
w(z0;t)dz0: (6)
Agents at z take as given the payment w(z;t) ¡ w(t) per unit of
economic activity Y (z;t). While, other things equal, agents seek to
locate where this quantity is largest, spatial economic activity will
optimally change only gradually through time because of adjustment
costs:
C( _ Y (z;t)) =
1
2
³ _ Y (z;t)2; ³ > 0; (7)
where _ Y denotes the partial derivative with respect to time, @Y=@t.
The form of costly adjustment in equation (7) also implies that at
any time t the current spatial density Y (¢;t) is taken as given.
Agents are forward-looking, discount the future at a constant rate
½ > 0, and choose a timepath in economic activity for where they
locate, taking as given the reward and cost structure in equations
(5){(7) and their expectations of the choices made by all other agents
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elsewhere in space. Equilibrium is when every selected timepath is
consistent with expectations and economic activity across space con-
stitutes at each timepoint a density|the counterpart in this model
of factor input market-clearing.
At time t agents at z 2 S solve
sup
fY (z;s):s¸tg
Z
s¸t
e¡s½
h
(w(z;s) ¡ w(s))Y (z;s) ¡ C( _ Y (z;s))
i
ds
(8)
s.t. equations (5){(7),
©
w(z0;s) : s ¸ t; z0 2 S
ª
;
©
Y (z0;t) : z0 2 S
ª
; and
©
Y (z0;s) : s ¸ t; z0 6= z
ª
:
To simplify and close the system, assume that output W is sold on
international markets outside of S at some exogenous price and so
can hereafter be ignored.
From the usual \stable roots backwards, unstable roots forwards"
solution procedure (Sargent, 1987), the decision rule solving problem
(8) has
_ Y (z;t) = ³¡1
Z 1
0
e¡s½ [w(z;t + s) ¡ w(t + s)] ds: (9)
Equation (9) says that economic activity in any location changes with
the expected present discounted value of returns. Since ³ is positive,
the adjustment _ Y is more muted, the larger is ³. Conditional on
³, the rule is to raise _ Y whenever compensation at that location is
high relative to average compensation elsewhere, with the comparison
undertaken in expected present discounted value.
3.3 Equilibrium distribution dynamics
At time 0 the spatial density Y (¢;0) is given. Combining this initial
condition with expectations for
©
Y (z0;t) : z0 2 S; t > 0
ª
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determines _ Y (z;t) from equation (9), using equations (5) and (6).
Equilibrium is a mapping Y from [0;1] to the space of probabil-
ity densities on S, such that when Y (¢;t) = Y(t), using Y (¢;0) and
equations (5), (6), and (9) recovers the mapping Y as a ¯xed point.
In words, equilibrium describes a timepath for the spatial density of
economic activity such that all locations optimize program (8) and
undertake actions consistent with one another. A steady-state equi-
librium is an equilibrium that is constant, i.e., Y(t+s) = Y(t) for all
s ¸ t.
In this model, no clustering is always a steady-state equilibrium.
The constant uniform density for Y implies Y (z;t) = Y (z0;t) so that,
in equation (5),
w(z;t) =
Z
S
A(z;z0)dz0 =
Z
jz0j=1
A(z ¡ z0)dz0:
But then, for all z0;z1 2 S we have w(z0;t) = w(z1;t) = w(t) repro-
ducing, from decision rule (9), an unchanging uniform density Y over
S. This no-clustering steady state implies also that any clustering
that arises does not do so purely mechanically from, say, the shape
of spatial technology shifts assumed in A.
Outside of steady state, the situation becomes both more di±cult
and more intricate. While many other interesting equilibria might
exist, we consider only those that satisfy a Markov property and that
we can characterize using the method of undetermined coe±cients.
Assume equilibrium is Markov, i.e., con¯ne attention to mappings
Y where there exists an operator T mapping the space of densities on
S to the space of their time derivatives,
_ Y(t) = (TY)(t) 8t 2 [0;1): (10)
In equilibrium, with Y (¢;t) = Y(t), the stochastic kernel representa-
tion of equation (10) is:
_ Y (z;t) =
Z
S
Mt;Y (¢;t)(z0;z)Y (z0;t)dz0 8 z and t; (11)
where Mt;Y (¢;t) is the adjoint of operator T, and we have subscripted
M explicitly to denote the nonlinearity on the right side of equation
(11).
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Use equation (10) to generate a candidate equilibrium timepath
and plug it into the reward equations (5) and (6). By the Markov
property the resulting timepaths for w and w depend only on the
initial spatial density Y (¢;t). Substituting these timepaths into the
right side of the decision rule (9) gives an equation for _ Y (z;t) that
again depends only on the spatial density at time t, Y (¢;t). In this
solution procedure, the right side of (9) has changed from an integral
over time s ¸ t to an integral over z0 2 S at t ¯xed. Comparing
this outcome with the operator adjoint equation (11)|the method of
undetermined coe±cients|allows us to restrict M and thereby the
Markov operator T.
Models of this kind have been studied in Quah (2000, 2001, 2002),
adapting ideas from the discrete versions considered in Krugman and
Venables (1997) and Turing (1952). Radial homogeneity in A and
symmetry across S imply that operator T has a Toeplitz property: If
T were a p £ p matrix, its spectrum would equal the discrete Fourier
transform of any ¯xed row of T; its eigenfunctions would be the or-
thonormal set of complex exponentials (2¼)¡1=2ei!j, with ! evaluated
on the collection of discrete Fourier frequencies k2¼=p, integer k from
0 to p ¡ 1 (Grenander and SzegÄ o, 1958). In the general case opera-
tor T continues to have for its spectrum a Fourier transform and its
eigenfunctions the (invariant) orthonormal set of complex exponen-
tials (Quah, 2000, 2001, 2002).
To be clear about what has been achieved here, it is useful to
observe that the model has, in equations (5), (6), and (9), exten-
sive inter-relations across space and time. The decision rule (9), in
particular, holds dynamically not only for a single ¯xed location z
but simultaneously across the continuum z 2 S. The model therefore
produces a real-valued partial-di®erential equation (PDE) describ-
ing equilibrium|a law of motion across both space and time. What
the Markov operator representation in equations (10){(11) allows is
analysis of the equilibrium as a single ordinary di®erential equation
(ODE) in time. Instead of a PDE, we analyze only an ODE but
one taking values in an in¯nite-dimensional state space of probability
densities on S.
Although a complete characterization of the spatial distribution
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dynamics is unavailable at this level of generality, the analysis pro-
vides two statements.6 First, the spectrum of T can be written as the
di®erence between a complex-valued function ¾ and a positive con-
stant c depending on the model parameters (°;³;½) and increasing
in the adjustment cost coe±cient ³ (Fig. 7). Second, the eigenfunc-
tions of T are complex exponentials|invariant to the precise form of
T, instead following only from T Toeplitz|so that nontrivial, nonde-
generate linear combinations of the eigenfunctions generate sinusoidal
functions on S or, more vividly, clusters in space (Fig. 8).
An implication of these two statements is useful to note for under-
standing the resulting dynamics. As the system (10){(11) evolves and
the state|the spatial density|changes through time, the stochastic
kernel M in equation (11) will, in general, also evolve. But although
its spectrum changes, the operator's eigenfunctions always remain in-
variant. Thus, the active eigenfunctions|those corresponding to the
parts of the spectrum that are not nulli¯ed to preserve saddlepath
stability|are simply multiplied into di®erent scalars to produce the
transition dynamics in the spatial density, a snapshot of which is
given in Fig. 8.
For saddlepoint stability, portions of the spectrum with positive
real parts|unstable eigenvalues|have to be nulli¯ed by appropriate
choice of the state variable Y . Fig. 7 shows how, with changing c,
those unstable parts of the spectrum will expand or contract, and
complementarily the stable parts of the spectrum, denoted in the
Fig. by J0. Spatial densities Y that imply convergence to the uniform
steady state are nondegenerate linear combinations in the operator
T's eigenfunctions and therefore show clusters, simultaneously deter-
mining (Y;G), as in Fig. 8.
6 For brevity, the calculations are not given here; they would sim-
ply repeat those in Quah (2000, 2001, 2002).
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j
<¾¡j ¡ c
0
c
J0
Figure 7: Real part of the spectrum of T Displaced downwards
with increasing c, the resulting components, J0, activate associated
complex exponentials in the invariant family of eigenfunctions.
Y
Figure 8: Waves in space Saddlepoint stability in equilibrium de-
termines (Y;G) jointly evolving through time.
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4 Statistical framework
Models such as that in Section 3 lend themselves naturally to inter-
preting the data in Fig. 1 and Fig. 2. Potential clusters are not ¯xed
prior to the analysis and the densities of points observed in those UK
maps lend themselves naturally to interpretation as empirical coun-
terparts of unobserved theoretical densities.
An appropriate framework then for empirically modelling spatial
clusters should address how the spatial density changes, conditional
on the realizations of events within arbitrary subsets of the underly-
ing geographical space. But this exactly describes a spatial hazard
function. The simplest hazard function is just a constant, and that
correctly describes a situation of no clustering.
Notice that, appropriately, a constant hazard will not produce
point events that are appear regularly distributed across space. In-
deed, such regularity will be evidence not of the absence of clustering
in the underlying model, but instead, the opposite, it will indicate
inhibition, or locations repelling one another. Similarly, apparent
spatial clustering need not be evidence of clustering in an underly-
ing model|a non-constant hazard|but instead simply the expected
outcome of a constant hazard spatial probability model.
To describe the constant hazard basecase and the extensions that
we use in our empirical analysis, establish the following notation
(some of which conforms to casual everyday terminology and so was
already used earlier). Without loss, suppress the time argument, and
say that whenever Y (z) > 0 location z is an event; call G ½ S from
equation (2) the set of events. For arbitrary region S ½ S let N(S)
denote the number of events contained in S, and write jSj = º(S)
for the area or Lebesgue measure of S. Denote by dz an in¯nitesimal
region containing z. The random measure N is sometimes what is
referred to as the point process (e.g., Cressie, 1993) but in this pa-
per we employ the more direct reference to the collection of events
themselves. The two are formally equivalent.
A constant spatial hazard function describes a complete spatial
randomness. An alternative description useful for empirical analysis
is the following.
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De¯nition 4.1 For ¸ a ¯xed positive real number, the collection of
events z1;z2;z3;::: in S is a stationary spatial Poisson process
with intensity ¸ if:
1. for every ¯nite region S ½ S the number of events N(S) is
distributed Poisson with mean ¸ ¢ º(S); and
2. for every ¯nite region S ½ S, conditional on N(S) = n, the
events z1;z2;z3;:::;zn constitute an iid sample from the uni-
form distribution over set S.
Properties 1. and 2. in Defn. 4.1 imply that for every disjoint
pair of regions S1, S2 the random variables N(S1) and N(S2) are
independent.
As in time series, while stationarity is precisely de¯ned as the in-
variance of joint probability distributions across displacements, many
di®erent departures producing nonstationarity are possible. One nat-
ural alternative has the intensity varying:
De¯nition 4.2 Suppose ¸ : S ! R+ is a given non-constant function
on S. The collection of events z1;z2;z3;::: in S is an inhomogeneous
spatial Poisson process if:
1. for every ¯nite region S ½ S, the number of events N(S) has
Poisson distribution with mean
R
S ¸(z)dz; and
2. conditional on N(S) = n, the locations z1;z2;:::;zn in S form
an independent random sample from that distribution on S with
density proportional to ¸(z); z 2 S.
Call ¸ the intensity function of the Poisson process.
As suggested by the terminology, the inhomogenous processes in
Defn. 4.2 are closely related to the stationary spatial Poisson pro-
cesses of Defn. 4.1. The critical di®erence is that for the former the
expected number of events in space varies as the intensity function
does, whereas for the latter, the expected number of events is constant
per unit area. In both, however, spatial independence is maintained,
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and so neither captures any intricate web of spatial relationships as
might appear in a model like that in Section 3.
Despite this, however, inhomogeneity is useful in that it allows ex-
plicit conditioning, i.e., a researcher can model the intensity function
as depending on covariate explanatory variables
¸(z) = ¸
¡
X(z)0µ
¢
; z 2 S; µ 2 Rdim(µ); (12)
where X(z) is a dim(µ)-dimensioned vector of explanatory variables,
observed in location z, and µ is a unknown parameter vector to be
estimated. Clustering then is generated when explanatory variables
take on values implying an especially high intensity. Figs. 9{11 and
Table 1 in Section 5 to follow present estimates to illustrate in UK
manufacturing spatial inhomogeneity and clustering, and potential
explanations for them.
In the inhomogeneous Poisson process of Defn. 4.2, clustering and
therefore conditional spatial dependence arise from speci¯c variation
in the intensity function ¸. For time-series business cycles, this would
be equivalent to explaining economic °uctuations using only contem-
poraneous movements in exogenous explanatory variables. More in-
sightful in the study of business cycles has been to allow endogenous
propagation mechanisms. The counterpart for spatial empirics is true
endogenous spatial dependence, dropping the Poisson feature shared
by both Defns. 4.1 and 4.2.
Suppose that the intensity function ¸ in Defn. 4.2 is itself stochas-
tic. The resulting point process is then a doubly stochastic process
driven by an underlying probability mechanism that can be used to
model explicitly spatial dependence, through cross-correlation in the
random ¸.
De¯nition 4.3 (Cox process) Let
f¤(z) : z 2 Sg
be a non-negative valued stochastic process on S. The collection of
events z1;z2;z3;::: in S is a Cox process driven by ¤ if conditional
on ¤ = ¸, the collection constitutes an inhomogeneous Poisson pro-
cess with intensity ¸.
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While it is intuitive that the Cox process in Defn. 4.3 just given
can produce clustering and spatial dependence in the data Y without
exogenous covariates X, it is nonetheless useful to see this explicitly.
To this end we de¯ne second-order intensity and introduce an explicit
cluster (Neyman-Scott) process.
From Defns. 4.1{4.2 the intensity function is also:
¸(z) = lim
jdzj!0
N(dz)
jdzj
= lim
º(dz)!0
N(dz)
º(dz)
; z 2 S: (13)
Thus, we can usefully de¯ne second-order intensity by:
¸2(z;z0) = lim
º(dz)!0
º(dz0)!0
E [N(dz)N(dz0)]
º(dz)º(dz0)
; z; z0 2 S: (14)
For the Cox process in Defn. 4.3 we have:
¸(z) = E [¤(z)] and ¸2(z;z0) = E
£
¤(z)¤(z0)
¤
:
More generally, interpreting ¸ in equation (13) as the mean or ¯rst-
order moment function, ¸2 in equation (14) is the (uncentered) covar-
iogram or second-order moment function, de¯ned on S£S. Similarly,
just as intensity ¸ describes the expected number of events occur-
ring over a given region, second-order intensity ¸2 characterizes the
expected additional events relative to a given event. To see this ex-
plicitly, de¯ne:
De¯nition 4.4 (Ripley's K-function) For r 2 R+ and z 2 S de-
¯ne the ball at z of radius r:
B(r;z)
def =
©
z0 2 S : kz ¡ z0k · r
ª
(15)
(where k ¢ k denotes Euclidean distance) and
K(r)
def = E [N(B(r;z)) ¡ 1 for randomly selected event z ]
= E [E [N(B(r;z)) ¡ 1 j z event]]: (16)
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Ripley's K-function in equation (16) calculates the expected number
of additional events located in a ball surrounding a randomly chosen
event. The function is sometimes de¯ned to be scaled by ¸¡1 for ho-
mogeneous Poisson processes (e.g., Diggle (1983) and Cressie (1993)).
Function K explicitly quanti¯es spatial dependence and clustering.
Related to covariance stationarity in timeseries analysis, suppose
that second-order intensity ¸2 depends only on the Euclidean distance
between its two arguments, i.e.,
¸2(z;z0) = ¸2(kz ¡ z0k):
Then, under regularity conditions given in the technical appendix
Section 7, second-order intensity and Ripley's K are related in an
intuitive way:
K(r) =
2¼
¸
Z r
0
s¸2(s)ds (17)
or
¸2(r) =
¸
2¼
£
K0(r)
r
;
i.e., up to proportional scaling, second-order intensity is just the slope
of the K-function. For example, the stationary Poisson process of
Defn. 4.1 has ¸2(r) = ¸2 so that its K-function is just
K(r) =
2¼
¸
¸2
Z r
0
sds = ¼¸r2:
Because the analytical form to K can be found for several inter-
esting cases and its empirical counterpart readily estimated, we can
use K both to estimate underlying parameters (through a version of
nonlinear least squares) and, through equation (17), explicitly ana-
lyze spatial dependence. We do this in Section 5 for the following
process that explicitly generates spatial clusters:
De¯nition 4.5 (Poisson cluster process) Let ¹ be a positive real
number, Pr be a pdf over the non-negative integers, and f a proba-
bility density over S.
1. Generate unobserved primary events ³1;³2;³3;::: on S as a sta-
tionary spatial Poisson process with intensity ¹;
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2. let each ³j seed a cluster comprising Jj secondary events
z1(³j);z2(³j);:::;zJj(³j) 2 S;
3. where J is iid Pr; and
4. conditional on (³j;Jj) secondary events locate on S as Jj iid
draws centered on ³j with clustering probability density f.
Then the collection of events z1;z2;z3;::: is a Poisson cluster pro-
cess with parameters (¹;Pr;f).
By its de¯nition the Poisson cluster process generates spatial clus-
ters explicitly. What is of interest to us is quanti¯cation of the pa-
rameters Pr and f|the number of events in a typical cluster and the
spatial spread of those events. Section 5 presents estimates of these
for a number of UK manufacturing industries.
Although we will not use them in this paper, obvious generaliza-
tions of the process given in Defn. 4.5 are possible: the draws on
(Pr;f) can be made general rather than iid; primary events can be
drawn from inhomogeneous spatial processes; and so on. In spatial
statistics, it is these generalizations that are properly called Poisson
cluster processes. For our purposes, however, the special case will
already be intricate enough to analyze, and will produce su±ciently
rich clustering possibilities. As a side-issue, it is worth noting also
that, as intuition might already suggest, certain Cox processes are
Poisson cluster processes and certain Poisson cluster processes are, in
turn, Cox processes (Cressie, 1993, Ch. 8).
5 Empirical application
We begin the empirical analysis by provisionally adopting the frame-
work of inhomogenous spatial Poisson processes given in Defn. 4.2.
From the data such as in Figs. 1{2 we can estimate intensity functions
for locations in di®erent industries. We present these in Figs. 9{11.
[TBW]
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Figure 9: Estimated intensity of computer industry establish-
ments in the UK Perspective is from the southwest. The base of
the Figure includes some ocean surrounding the British Isles. The
highest peak denotes the London cluster; smaller peaks in the north
indicate Silicon Glen in Scotland
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Figure 10: Estimated intensity of cutlery industry establish-
ments in the UK Perspective is again from the southwest. See
caption to Fig. 9. The peak is She±eld.
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Figure 11: Estimated intensity of all manufacturing industry
establishments in the UK Perspective is again from the south-
west. See caption to Fig. 9
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6 Conclusion and extensions
In this paper we have provided theoretical and empirical models for
analyzing °uctuations in economic activity across space.
Our work departs from earlier related analyses in economic geog-
raphy in two respects: First, we sought explicit spatial laws of motion
across geography|both analytical and empirical|so that, simulta-
neously, both how much and where clustering occurs are jointly de-
termined. Second, instead of providing yet further indexes to capture
this or that aspect of clustering and localization, the explicit spatial
laws of motion we analyze facilitated directly comparing theoretical
predictions and empirical descriptions. They are therefore useful for
future work intending structural estimation.
In our empirical work we found :::
[TBW]
Section 3 developed an analytical model that, although abstract
and simple, generates predictions richer than can be captured in our
probability models of Sections 4. In particular, the theoretical model
provides statements not just about location but also on quantity of
economic activity and on dynamics. Thus, a more appropriate sta-
tistical model is one of spacetime marked point processes. The in-
troduction of marks, i.e., quantity indicators on point events, cannot
be modelled just by hypothesizing multiple events piled on top of a
singular location, for the process would then no longer be orderly
(see the Technical Appendix, Section 7). Allowing that multiplic-
ity would invalidate both the Poisson-based distributions that have
been assumed throughout and the simple relationship between spa-
tial dependence and K-functions. Secondly, the dynamic dimension
will grow in importance as more data of the kind we have studied in
this paper are collected over time. These more intricate statistical
modelling are areas we intend to study in future research.
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7 Technical appendix
This appendix has four goals: First, it establishes the explicit relation
between spatial dependence and Ripley's K-function given in equa-
tion (17). Second, it provides some more explicit technical discussion
on the almost-equivalence of Cox processes and Poisson cluster pro-
cesses in Defns. 4.3 and 4.5. Third, it describes the estimation pro-
cedures we used for Section 5. Last, it provides additional technical
references.
7.1 Spatial dependence and Ripley's K-function
Following equations (13){(14) call a spatial process second-order sta-
tionary when its intensity ¸ is constant and its second-order intensity
varying only with the vector di®erence between its arguments, i.e.,
8z;z0 2 S : ¸2(z;z0) = ¸2(z00) for z00 = z ¡ z0;
or, that its second-order intensity is translation-invariant. Call a
second-order stationary spatial process isotropic when its second-
order intensity depends only on the scalar distance between its ar-
guments, i.e.,
8z;z0 2 S : ¸2(z;z0) = ¸2
¡
kz ¡ z0k
¢
:
Finally, say that a spatial process is orderly if every point in S almost
surely carries at most a single event, i.e.,
ProbfN(dz) > 1g = o(jdzj):
For an orderly process,
E [N(dz)] ¡ ProbfN(dz) = 1g = o(jdzj)
and
E
£
N(dz)N(dz0)
¤
¡ Prob
©
N(dz) = N(dz0) = 1
ª
= o
¡
max
¡
jdzj;jdz0j
¢¢
;
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and we can calculate its conditional intensity, conditional on any ran-
dom variable or event X, as
¸(z jX) = lim
º(dz)!0
E (N(dz)jX )
º(dz)
= lim
º(dz)!0
Prob(N(dz) = 1jX )
º(dz)
:
Consider then the probability of an event at z conditioned on z0 al-
ready holding an event:
Prob
©
N(dz) = 1jN(dz0) = 1
ª
=
ProbfN(dz) = N(dz0) = 1g
ProbfN(dz0) = 1g
:
Therefore,
¸(z jN(dz0) = 1)
= lim
º(dz)!0
·
ProbfN(dz) = N(dz0) = 1g
ProbfN(dz0) = 1g
£
1
º(dz)
¸
;
so that the conditional intensity
¸(z jz0 holds an event)
= lim
º(dz)!0
º(dz0)!0
E [N(dz)N(dz0)]
º(dz)º(dz0)
£
µ
E [N(dz0)]
º(dz0)
¶¡1
= ¸2(z;z0) ¢ ¸(z)¡1:
Thus, when the spatial process is orderly and isotropic on R2, we
have:
K(r) = E
"Z
z02B(r;z)
¸(z0 jz)dz0
#
=
Z r
0
¸2(s)
¸
¢ (2¼s)ds
=
2¼
¸
Z r
0
s¸2(s)ds;
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implying
¸2(r) =
¸
2¼
£
K0(r)
r
;
as in equation (17) of Section 4.
7.2 Cox processes and clustering
To see the relation between Cox processes and Poisson cluster pro-
cesses, suppose that a Cox process has the random driver intensity:
¤(z) = !
1 X
j=1
f(z ¡ zj); z 2 S;
where z1;z2;z3;::: are the events of an inhomogeneous Poisson pro-
cess with intensity ¸ : S ! R+ and f is a pdf on S. Then the prob-
ability characteristics of this Cox process are identical to those of a
Poisson cluster process that has primary events with intensity ¹ = ¸
and observed secondary events with clustering probability density f
and number generating probability Pr that is Poisson with mean !.
Cressie (1993, pp. 663{664) provides calculations for this example
and discusses further the almost-equivalence between Cox and Pois-
son cluster processes.
7.3 Estimation
For Section 5 nonparametric estimates of intensity ¸ were obtained us-
ing a kernel-smoothed two-dimensional density estimator. It is these
that are presented as Figs. 9{11.
Given covariates X and data z1;z2;:::;zn 2 S, the inhomogeneous
Poisson process of Defn. 4.2 has log-likelihood:
`(µ) =
n X
j=1
log¸µ(zj) ¡
Z
S
¸µ(z0)dº(z0);
where in Section 5 we used the exponential function
¸µ(z) = exp
¡
X(z)0µ
¢
:
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Under regularity conditions, the maximum-likelihood estimator is
consistent and asymptotically normal.
For the Poisson cluster processes given in Defn. 4.5, maximum-
likelihood estimation is usually intractable in practice, although con-
ceptually straightforward. Let the typical realization ¸µ of the ¤ pro-
cess be parameterized by vector µ 2 Rdim(µ), and generate randomness
in the driver intensity ¤ by endowing on µ a pdf g(µ;#) with hyper-
parameters # 2 Rdim(#). Given observed point data z1;z2;:::;zn 2 S,
the likelihood function then is
L(#) =
Z
Rdim(µ)
e L(µ)g(µ;#)dµ
where the conditional likelihod
e L(µ) =
µ n Y
j=1
¸µ(zj)
¶
exp
½
¡
Z
S
¸µ(z0)dº(z0)
¾
:
A Gibbs sampler will compute these as well as more elaborate related
likelihood functions (e.g., Wolpert and Ickstadt, 1998).
However, rather than attempt maximum-likelihood estimation for
Cox and Poisson cluster processes in this paper, we employ instead
in Section 5 an ad hoc weighted nonlinear least squares procedure
working o® Ripley's K-function. If, for the Poisson cluster process in
Defn. 4.5, we specify the primary process ³ to have unknown constant
intensity ¹ = µ1; the pdf Pr to be Poisson with mean µ2; and the clus-
tering probability density f to be Gaussian on R2 with mean vector
0 and variance-covariance matrix µ3 ¢I, then Ripley's K-function can
be shown, following Cressie (1993, 8.5.3), to be
K(r;µ) =
·
¼r2 + µ¡1
1 ¢
½
1 ¡ e
¡r2
4µ3
¾¸
£ µ1µ2:
For the estimates for µ in Section 5, we solved:
min
µ2R3
+
D(µ) =
Z ¹ r
0
n
b K(r)c ¡ K(r;µ)c
o2
W(r)dr;
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where b K is estimated empirically and where we experimented with
the tuning coe±cient c over [0:25;0:50], allowed bandwidth ¹ r to vary,
and selected W : R+ ! R+ as a non-negative weighting kernel.
We used both tsrf and the computer package Gauss to produce
the numerical results in Section 5.
7.4 Further references
Daley and Vere-Jones (1988) and Cressie (1993) describe mathemat-
ical foundations for the spatial point process theory in this paper.
Other useful references include Cox and Isham (1980), Diggle (1983),
and Ripley (1977).
By recognizing that in equation (13) the intensity ¸ is the Radon-
Nikodym derivative of count measure N with respect to Lebesgue
measure, we can generalize the class of spatial processes considered
to take into account yet richer speci¯cations of spatial dependence
(e.g., Wolpert and Ickstadt, 1998).
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