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Abstract. In this paper, we consider the normalized least squares estimator
of the parameter in a mildly stationary first-order autoregressive model with
dependent errors which are modeled as a mildly stationary AR(1) process. By
martingale methods, we establish the moderate deviations for the least squares
estimators of the regressor and error, which can be applied to understand the
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obtain the moderate deviations for the Durbin-Watson statistic.
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2 MDP FOR MILDLY STATIONARY AUTOREGRESSIVE MODELS
1. Introduction
Regression asymptotics with roots at or near unity have played an important role
in time series econometrics. In order to cover more general time series structure, it
has become popular in econometric methodology to study the models which permit
that the regressors and the errors have substantial heterogeneity and dependence
over time. This work is devoted to analyse a dynamic first order autoregressive
model which the errors are dependent. More precisely, we consider the asymptotic
behavior of the least squares estimators of the following autoregressive model,{
Xk,n = θnXk−1,n + εk,n,
εk,n = ρnεk−1,n + Vk,
k = 1, 2, . . . , n, n ≥ 1, (1.1)
where the unknown parameters θn, ρn ∈ R, (Xk,n)0≤k≤n is observed, and the noise
(Vk)k≥1 is a sequence of independent and identically distributed (i.i.d.) random
variables with zero mean and a finite variance σ2. For convenience, let X0,n =
ε0,n = 0 for every n ≥ 1. We take two-stage methods to estimate the unknown
parameters, θn and ρn. It is well-known that the least squares estimator of θn based
on the observed variables is given by
θˆn =
∑n
k=1Xk,nXk−1,n∑n
k=1X
2
k−1,n
, n ≥ 1. (1.2)
To obtain the estimator of ρn, we substitute θˆn for θn in (1.1), and denote the
residuals by
εˆk,n = Xk,n − θˆnXk−1,n, 1 ≤ k ≤ n, (1.3)
then the least squares estimator of ρn can be defined as
ρˆn =
∑n
k=1 εˆk,nεˆk−1,n∑n
k=1 εˆ
2
k−1,n
, n ≥ 1, (1.4)
where εˆ0,n := 0 for every n ≥ 1. As pointed out by King [16], the following
Durbin-Watson statistic,
dˆn =
∑n
k=1(εˆk,n − εˆk−1,n)2∑n
k=1 εˆ
2
k,n
, n ≥ 1, (1.5)
also plays an important role in the test of the serial correlation.
The model (1.1) has a close connection with some existing models. Firstly, we
fix the autoregressive coefficient θn, i.e. let θn ≡ θ. If ρn ≡ 0, then the model (1.1)
is precisely the classic autoregressive process with i.i.d. errors. In this case, the
asymptotic behaviors of θˆn have been examined thoroughly. For example, when the
model is stationary (|θ| < 1), under some moment conditions, Anderson [1] showed
asymptotic normality of θˆn. However, as pointed out previously by Anderson [1],
White [24], and Dickey & Fuller [12], the situation becomes more complicated
for the critical case (|θ| = 1) and the explosive case (|θ| > 1), where the limiting
distributions are functionals of Brownian motion and standard Cauchy, respectively.
In addition, if the regressive coefficient ρn in the errors is also fixed, i.e. ρn ≡ ρ, to
answer some open problems on the Durbin-Watson statistic, Bercu and Pro¨ıa [4]
investigated the asymptotic normality of the least squares estimators θˆn and ρˆn, in
the stationary case, i.e. |θ| < 1 and |ρ| < 1.
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Secondly, we assume the regression parameter is time-varying, i.e. θn depending
on the sample size n. If ρn ≡ 0 and θn = O(n−1), then the model (1.1) turns to be
the near unit root processes raised by Bobkoski [6] and Cavanagh [7] to understand
the phenomenon that the discriminatory power of statistical tests for the presence
of unit root is generally quite low against the alternative of root which is close, but
not equal, to unity. Phillips [21] and Chan &Wei [8] established that the asymptotic
distribution of θˆn is the stochastic integration of some exponential function with
respect to Brownian motion. If ρn ≡ 0 and θn = O(n−α) for some α ∈ (0, 1), then
the model (1.1) turns to be the mildly autoregressive model raised by Phillips &
Magdalinos [22]. It is interesting that their results match the standard limit theory
of the time-invariant model and partially bridge the stationary, the local to unity
and the explosive cases.
In fact, Nabeya & Perron [20] once introduced the model (1.1), where θn = 1+
γ1
n
and ρn = 1 +
γ2
n for some fixed γ1 and γ2. They showed that the asymptotic
distribution of θˆn is the functional of an Ornstein-Uhlenbeck process. And they
also pointed out that the model (1.1) can be regarded as an approximate version
of the second order autoregressive process with two unit roots.
Then, motivated by above discussions, we will consider the time-varying model
(1.1) and devote to the asymptotic properties of the least squares estimators, θˆn, ρˆn,
and the Durbin-Watson statistic, dˆn. In the preprint [15], we proved the asymptotic
normality of θˆn, ρˆn and dˆn when |θn| → 1 and |ρn| → 1 both within stationary or
explosive regions. It is well known that the large deviation estimates have proved
to be the crucial tool required to handle many questions in statistics, engineering,
statistical mechanics, and applied probabilities. The object of the present paper
is to establish the moderate deviation principle of θˆn, ρˆn and dˆn, when |θn| → 1
and |ρn| → 1 both within the stationary regions. For the classic autoregressive
model, i.e. θn ≡ θ and ρn ≡ 0, Bercu [2] and Worms [25] provided the large
deviation estimates of θˆn in the stationary, critical and explosive cases when the
noise is Gaussian. Miao & Shen [18] proved the moderate deviation principle of θˆn
for general i.i.d. noise which satisfies Gaussian integrability. Very recently, Miao
et al. [19] extended the results in [18] to the time-varying model, and obtained the
moderate deviations of θˆn when ρn ≡ 0 and θn → 1 within the stationary regions,
which also match the standard limit theory of the time-invariant model. While
Bitseki Penda et al. [5] studied the moderate deviations of θˆn and ρˆn for the model
(1.1) when θn ≡ θ and ρn ≡ ρ both in stationary cases, and the noise satisfies a
less restrictive Chen-Ledoux type condition. As an application, they obtained the
moderate deviation principle of the Durbin-Watson statistic.
The main contribution of this paper is to extend the results in [5] to the time-
varying model (1.1) when |θn| → 1 and |ρn| → 1 both within the stationary regions.
It is interesting that, when θn and ρn have opposite signs, the estimators θˆn and
ρˆn have the same rates of convergence and rate functions. In addition, we remark
that the methods of proof mainly rely on the deviation inequalities for martingale
arrays and our results can also be applied to understand the near-integrated second
order autoregressive processes. The rest of this article is organized as follows.
The next section is devoted to the descriptions of our main results. To prove the
main results, in Section 3, we will give the decomposition of the estimators and
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prove some auxiliary results. Then the proofs of main results are completed in the
remaining sections.
2. Main results
2.1. Assumptions. For the model (1.1), let (Vn)n≥1 be a sequence of real valued
i.i.d. random variables with zero mean and a finite variance σ2, and V1 satisfies the
Gaussian integrability condition, i.e. for some t0 > 0,
E
(
exp{t0V 21 }
)
<∞. (2.1)
Consider the following two cases of θn and ρn:
(Case I) θn = 1 +
γ1
κn
, ρn = 1 +
γ2
κn
, γ1 < 0, γ2 < 0;
(Case II) θn = 1 +
γ1
κn
, ρn = −1− γ2
κn
, γ1 < 0, γ2 < 0.
For the above cases, (bn)n≥1 and (λn)n≥1 are two sequences of positive numbers
and satisfy that
(H-I) (bn)n≥1 is a sequence of increasing positive numbers satisfying
bn →∞, n
b6nκ
2
n
→∞, n
b2nκ
5
n
→∞, and nb
2
n
κ5n log
2 n
→∞;
(H-II) (λn)n≥1 is a sequence of increasing positive numbers satisfying
λn →∞, n
λ6nκ
6
n
→∞, n
λ2nκ
11
n
→∞, and nλ
2
n
κ7n log
2 n
→∞.
Moreover, we need the following Chen-Ledoux condition [9], [13], [17]:
(C-L (an)) as n→∞,
1
a2n
lognP
(|V1|4 > an√n)→ −∞, (2.2)
where an = bn or λn. Note that, if V1 is a Gaussian random variable, then the
condition (C-L (an)) holds.
For the convenience of statement, throughout this paper, we always assume that
under (Case I), conditions (H-I) and (C-L (bn)) hold; under (Case II), conditions
(H-II) and (C-L (λn)) are valid.
2.2. Moderate deviations. For some convenience, denote
θ∗n =
θn + ρn
1 + θnρn
, ρ∗n = θnρnθ
∗
n, d
∗
n = 2(1− ρ∗n) (2.3)
and
Γ =
(
− γ1γ2(γ1+γ2)2 0
0 −2(γ1 + γ2)
)
. (2.4)
Theorem 2.1. Under (Case I),{
1
bn
(√
nκ3n(θˆn − θ∗n)√
nκn(ρˆn − ρ∗n)
)
, n ≥ 1
}
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satisfies the large deviation principle with the speed b2n and good rate function
Iθ,ρ(x) :=
xτΓ−1x
2
, x ∈ R2. (2.5)
That is, for any Borel subset E ⊂ R2, we have
− inf
x∈E◦
Iθ,ρ(x) ≤ lim inf
n→∞
1
b2n
logP
(
1
bn
(√
nκ3n(θˆn − θ∗n)√
nκn(ρˆn − ρ∗n)
)
∈ E
)
≤ lim sup
n→∞
1
b2n
logP
(
1
bn
(√
nκ3n(θˆn − θ∗n)√
nκn(ρˆn − ρ∗n)
)
∈ E
)
≤ − inf
x∈E¯
Iθ,ρ(x),
(2.6)
where, E◦ and E¯ denote the interior and closure of E respectively.
In particular,
{√
nκ3n
bn
(θˆn − θ∗n), n ≥ 1
}
and
{√
nκn
bn
(ρˆn − ρ∗n), n ≥ 1
}
satisfy the
large deviation principle with the speed b2n and good rate functions
Iθ(x) := − x
2
γ1γ2(γ1 + γ2)
and Iρ(x) := − x
2
4(γ1 + γ2)
, (2.7)
respectively.
From the preprint paper of Jiang et al. [15], we know that, under (Case II),
the covariance of limiting distribution of θˆn and ρˆn is singular. Therefore, in this
situation, we study the moderate deviations for each estimator individually.
Theorem 2.2. Under (Case II),{√
n/κn
λn
(θˆn − θ∗n), n ≥ 1
}
,
{√
n/κn
λn
(ρˆn − ρ∗n), n ≥ 1
}
satisfy the large deviation principle with the speed λ2n and same good rate functions
J(x) := − (γ1 + γ2)
3x2
16γ1γ2
, x ∈ R. (2.8)
Remark 2.1. For the time-invariant models, i.e. θn ≡ θ and ρn ≡ ρ, Bitseki Penda
et al. [5] showed that, when θ = −ρ,
{√
n
λn
(θˆn − θ∗n), n ≥ 1
}
and
{√
n
λn
(ρˆn − ρ∗n), n ≥ 1
}
have different rate functions.
As an application of Theorem 2.1 and Theorem 2.2, for the Durbin-Watson
statistic dˆn, we have the following result.
Corollary 2.1. Define
Id(x) = − x
2
16(γ1 + γ2)
, Jd(x) = − (γ1 + γ2)
3x2
64γ1γ2
, x ∈ R, (2.9)
then, for any x > 0, we have

limn→∞ 1b2n logP
(√
nκn
bn
|dˆn − d∗n| ≥ x
)
= −Id(x), Case I
limn→∞ 1λ2n logP
(√
n/κn
λn
|dˆn − d∗n| ≥ x
)
= −Jd(x), Case II
. (2.10)
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2.3. Some discussions. It is worthwhile to give some additional comments on our
results and other related problems.
(1) In fact, under an additional symmetry assumption on the distribution of
the noise (Vk)k≥1, Theorem 2.1 holds in the case, θn → −1 and ρn → −1,
both within the stationary regions. Suppose that{
Xk,n = θnXk−1,n + εk,n,
εk,n = ρnεk−1,n + Vk,
k = 1, 2, . . . , n, n ≥ 1,
where the unknown parameters θn, ρn ∈ (−1, 0], and (Vk)k≥1 is a sequence
of i.i.d. random variables with a symmetric distribution. Denote
αn = −θn, βn = −ρn,
Yk,n = (−1)kXk,n, ηk,n = (−1)kεk,n, Wk = (−1)kVk,
then (Wk)k≥1 is a sequence of i.i.d. random variables with the same com-
mon distribution as that of V1, αn, βn ∈ [0, 1) and{
Yk,n = αnYk−1,n + ηk,n,
ηk,n = βnηk−1,n +Wk,
k = 1, 2, . . . , n, n ≥ 1.
Putting
θ∗n =
θn + ρn
1 + θnρn
, ρ∗n = θnρnθ
∗
n, d
∗
n = 2(1− ρ∗n),
α∗n =
αn + βn
1 + αnβn
, β∗n = αnβnα
∗
n, e
∗
n = 2(1− β∗n),
θˆn =
∑n
k=1Xk,nXk−1,n∑n
k=1X
2
k−1,n
, αˆn =
∑n
k=1 Yk,nYk−1,n∑n
k=1 Y
2
k−1,n
,
ρˆn =
∑n
k=1 εˆk,nεˆk−1,n∑n
k=1 εˆ
2
k−1,n
, βˆn =
∑n
k=1 ηˆk,nηˆk−1,n∑n
k=1 ηˆ
2
k−1,n
,
dˆn =
∑n
k=1(εˆk,n − εˆk−1,n)2∑n
k=1 εˆ
2
k,n
, eˆn =
∑n
k=1(ηˆk,n − ηˆk−1,n)2∑n
k=1 ηˆ
2
k,n
,
where ηˆk,n = Yk,n − αˆnYk−1,n, we know that
θ∗n = −α∗n, ρ∗n = −β∗n, d∗n = e∗n,
and
αˆn = −θˆn, βˆn = −ρˆn, eˆn = dˆn.
If the corresponding assumptions are satisfied, then Theorem 2.1 holds for
the least squares estimators, αˆn and βˆn, hence also holds for θˆn, ρˆn. For
Theorem 2.2 and Corollary 2.1, we have similar results.
(2) Theorem 2.1, Theorem 2.2 and Corollary 2.1 match the following standard
stationary moderate deviations for time-invariant model developed in [5],

1
b2n
logP
(√
n
bn
|θˆn − θ∗| ≥ x
)
∼ − x2
2σ2
θ
,
1
b2n
logP
(√
n
bn
|ρˆn − ρ∗| ≥ x
)
∼ − x22σ2ρ ,
1
b2n
logP
(√
n
bn
|dˆn − d∗| ≥ x
)
∼ − x2
2σ2
d
,
(2.11)
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where, σ2d = 4σ
2
ρ and{
σ2θ =
(1−θ2)(1−θρ)(1−ρ2)
(1+θρ)3 ,
σ2ρ =
(1−θρ)((θ+ρ)2(1+θρ)2+θ2ρ2(1−θ2)(1−ρ2))
(1+θρ)3 .
(2.12)
Substituting 1− θ2n = − 2γ1κn (1 + o(1)), 1− ρ2n = −
2γ2
κn
(1+ o(1)), and θ∗n, ρ
∗
n,
d∗n into the above results, we have the asymptotic approximation{
σ2θ ∼ − γ1γ2(γ1+γ2)2κ3n , σ
2
ρ ∼ − 2(γ1+γ2)κn , σ2d ∼ −
8(γ1+γ2)
κn
, Case I
σ2θ ∼ − 8κnγ1γ2(γ1+γ2)3 , σ2ρ ∼ −
8κnγ1γ2
(γ1+γ2)3
, σ2d ∼ − 32κnγ1γ2(γ1+γ2)3 , Case II
,
which just correspond to our results.
(3) Note that |θn| → 1 and |ρn| → 1, are both within the stationary regions,
hence, our results, maybe provide a bridge between those for local to unity
processes and those that apply under stationarity. Given γ1, γ2 ∈ (−1, 0),
let κn = n
δ for some δ ∈ (0, 1), under (Case I), by Theorem 2.1, Corollary
2.1, and letting δ → 0, we have

1
b2n
logP
(√
n
bn
|θˆn − θ∗n| ≥ x
)
∼
x2
γ1γ2(γ1+γ2)
,
1
b2n
logP
(√
n
bn
|ρˆn − ρ∗n| ≥ x
)
∼
x2
4(γ1+γ2)
,
1
b2n
logP
(√
n
bn
|dˆn − d∗n| ≥ x
)
∼
x2
16(γ1+γ2)
,
however, the correct stationary results for the time-invariant model when
θ = 1 + γ1 and ρ = 1 + γ2, are

1
b2n
logP
(√
n
bn
|θˆn − θ∗| ≥ x
)
∼ − x2
2σ21+γ1
,
1
b2n
logP
(√
n
bn
|ρˆn − ρ∗| ≥ x
)
∼ − x2
2σ21+γ2
,
1
b2n
logP
(√
n
bn
|dˆn − d∗| ≥ x
)
∼ − x2
8σ21+γ2
.
That is to say, the variation of coefficients of the model (1.1) changes the
variances of θˆn and ρˆn. Similar phenomena also appear under (Case II). In
particular, if θn = −ρn, i.e. γ1 = γ2 =: γ, from above procedures we have

1
λ2n
logP
(√
n
λn
|θˆn − θ∗n| ≥ x
)
∼
γx2
2 ,
1
λ2n
logP
(√
n
λn
|ρˆn − ρ∗n| ≥ x
)
∼
γx2
2 .
(2.13)
However, here the correct variances for the time-invariant model are
σ21+γ = −
γ2 + 2γ + 2
γ2 + 2γ
, σ2−1−γ = −
(1 + γ)4(γ2 + 2γ + 2)
γ2 + 2γ
,
which are smaller than −1/γ, i.e. the variation of coefficients of the model
(1.1) causes overestimates on the variances of θˆn and ρˆn.
(4) Finally, we point out that, it maybe more interesting when |θn| → 1 and
|ρn| → 1 within different regions and with different orders.
3. Some preparations and auxiliary results
In order to prove our main results, in this section, we first deal with the decom-
positions of θˆn − θ∗n and ρˆn − ρ∗n, and then study some associated martingales.
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3.1. Decomposition of estimators. To obtain the decompositions of θˆn and ρˆn,
we first introduce some notations. For all 1 ≤ l ≤ n, let
Ml,n =
l∑
k=1
Xk−1,nVk, Nl,n =
l∑
k=2
Xk−2,nVk, Ul,n =
l∑
k=1
εk−1,nVk, (3.1)
and
Pl,n =
l∑
k=1
Xk,nXk−1,n, Ql,n =
l∑
k=1
Xk,nεk,n, Sl,n =
l∑
k=1
X2k,n, Tl,n =
l∑
k=1
ε2k,n.
(3.2)
In addition, denote Mn :=Mn,n, and the same definitions for Nn, Un, Pn, Qn, Sn
and Tn. Then, from (1.1), (1.2), and (2.3), it follows that
θˆn − θ∗n =
1
1 + θnρn
· Mn
Sn−1,n
+
θnρn
1 + θnρn
· Xn,nXn−1,n
Sn−1,n
. (3.3)
As for the decomposition of ρˆn − ρ∗n, we need more notations. For 1 ≤ l ≤ n, let
Il,n =
l∑
k=1
εˆk,nεˆk−1,n, Jl,n =
l∑
k=1
εˆ2k,n, In,n := In, Jn,n := Jn. (3.4)
Based on the idea in Bercu & Pro¨ıa [4], we have
Jn−1,n(ρˆn − ρ∗n)
=
(
1 + θ∗nρ
∗
n
1 + θnρn
− θ
∗
n
θn
)
Mn +
θ∗n
θn
Un − (θˆn − θ∗n)Hn + ξIn − ρ∗nξJn , (3.5)
where
Hn = Fn − ρ∗nGn, Fn = Sn +Wn − (θˆn + θ∗n)Pn, Gn = 2Pn − (θˆn + θ∗n)Sn,
Wn =
n∑
k=2
Xk,nXk−2,n, ξIn = θˆnX
2
n,n − θˆ2nXn,nXn−1,n +
1 + (θ∗n)
2
1 + θnρn
ξPn − θ∗nξQn ,
ξJn = −X2n,n + 2θˆnXn,nXn−1,n − θˆ2n(X2n,n +X2n−1,n)−
2θ∗n
1 + θnρn
ξPn ,
ξPn = θnρnXnXn−1,n − (θn + ρn)X2n,n,
ξQn = θ
∗
nξ
P
n − (θn + ρn)Xn,nXn−1,n + θnρn(X2n,n +X2n−1,n).
(3.6)
Then, we can write that

1
bn
(√
nκ3n(θˆn − θ∗n)√
nκn(ρˆn − ρ∗n)
)
= 1bn
√
nκn
YnZn +
1
bn
Rn(θ, ρ), Case I
1
λn
(√
n/κn(θˆn − θ∗n)√
n/κn(ρˆn − ρ∗n)
)
= 1λn
√
nκn
Y˜nMn +
1
λn
R˜n(θ, ρ), Case II
, (3.7)
where, for all 1 ≤ l ≤ n,
Zl,n =

Ml,nκn
Ul,n

 , Zn,n := Zn, (3.8)
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Yn =


nκ3n
(1+θnρn)Sn−1,n
0
nκ2n
Jn−1,n
(
1+θ∗nρ
∗
n
1+θnρn
− θ∗nθn
)
nκnθ
∗
n
θnJn−1,n

 , (3.9)
Y˜n =


n
(1+θnρn)Sn−1,n
n
Jn−1,n
(
1+θ∗nρ
∗
n
1+θnρn
− θ∗nθn −
Hn
Sn−1,n(1+θnρn)
)

 , (3.10)
Rn(θ, ρ) =


√
nκ3nθnρnXn,nXn−1,n
(1+θnρn)Sn−1,n
√
nκn
Jn−1,n
(
−(θˆn − θ∗n)Hn + ξIn − ρ∗nξJn
)

 , (3.11)
and
R˜n(θ, ρ) =


√
n/κnθnρnXn,nXn−1,n
(1+θnρn)Sn−1,n
√
n/κn
Jn−1,n
(
θ∗n
θn
Un − θnρn1+θnρn ·
Xn,nXn−1,n
Sn−1,n
Hn + ξ
I
n − ρ∗nξJn
)

 . (3.12)
3.2. Martingales and predictable quadratic variations. For 1 ≤ l ≤ n,
denote Fl,n = σ(V1, ..., Vl), then we know that, (Ml,n)1≤l≤n, (Nl,n)1≤l≤n, and
(Ul,n)1≤l≤n are all martingales with respect to the filtration (Fl,n)1≤l≤n, with pre-
dictable quadratic variations
< M•,n >l= σ2Sl−1,n, < N•,n >l= σ2Sl−2,n, < U•,n >l= σ2Tl−1,n, (3.13)
and predictable quadratic covariations
< M•,n, N•,n >l= σ2Pl−1,n, < M•,n, U•,n >l= σ2Ql−1,n. (3.14)
We first recall a result of large deviations for i.i.d. random variables.
Lemma 3.1 (Eichelsbacher & Lo¨we [13]). Let
Ln =
n∑
k=1
V 2k and Λn =
n∑
k=1
V 4k . (3.15)
Under (Case I) and (Case II),
{
Ln−nσ2√
nan
, n ≥ 1
}
and
{
Λn−nEV 41√
nan
, n ≥ 1
}
satisfy the
large deviation principle with speed a2n and rate functions
IL(x) =
x2
2E(V 21 − σ2)2
and IΛ(x) =
x2
2E(V 41 − EV 41 )2
, (3.16)
respectively, where an = bn or λn.
Then, using Lemma 3.1, we can show that Mnn ,
Nn
n and
Un
n are asymptotic
negligible in the sense of moderate deviations.
Lemma 3.2. Let an = bn in (Case I) and an = λn in (Case II), we have
(a) for any δ > 0,
lim
n→∞
1
a2n
logP
( |Mn|
n
> δ
)
= −∞, lim
n→∞
1
a2n
logP
( |Nn|
n
> δ
)
= −∞;
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(b) for any δ > 0,
lim
n→∞
1
a2n
logP
( |Un|
n
> δ
)
= −∞.
Proof. For part (a), we only need to prove the result forMn because the asymptotic
negligibility of Nnn can be obtained similarly. Since (Ml,n)1≤l≤n is a locally square
integrable martingale, we infer that, from Theorem 2.1 of Bercu & Touati [3], for
all x, y > 0,
P (|Mn| > x,< M•,n >n +[M•,n]n ≤ y) ≤ 2 exp
{
−x
2
2y
}
, (3.17)
where the total quadratic variation [M•,n]n =
∑n
k=1X
2
k−1,nV
2
k . By (3.17), we have,
for all δ > 0,
P
( |Mn|
n
> δ
)
≤ P (|Mn| > δn,< M•,n >n +[M•,n]n ≤ nκ5n)
+ P
(
< M•,n >n +[M•,n]n > nκ5n
)
≤ 2 exp
{
− δ
2n
2κ5n
}
+ P
(
< M•,n >n>
nκ5n
2
)
+ P
(
[M•,n]n >
nκ5n
2
)
.
According to (A.8) and (A.9) in Bercu & Pro¨ıa [4], we have for any a > 0
n∑
k=1
|Xk,n|a ≤ (1− |θ|n)−a (1− |ρ|n)−a
n∑
k=1
|Vk|a (3.18)
Put Ξl,n :=
∑l
k=1X
4
k,n and Ξn := Ξn,n, then by (3.18),
< M•,n >n= σ2Sn−1,n ≤ σ
2κ4n
γ21γ
2
2
Ln and [M•,n]n ≤ Ξ
1
2
nΛ
1
2
n ≤ κ
4
n
γ21γ
2
2
Λn. (3.19)
Therefore,
P
(
< M•,n >n>
nκ5n
2
)
+ P
(
[M•,n]n >
nκ5n
2
)
≤ P
(
Ln − nσ2√
nan
>
γ21γ
2
2
√
nκn
2σ2an
−
√
n
an
σ
2
)
+ P
(
Λn − nEV 41√
nan
>
γ21γ
2
2
√
nκn
an
−
√
n
an
EV
4
1
)
.
From Lemma 3.1 and the fact that, as n→∞,
γ21γ
2
2
√
nκn
2σ2an
−
√
n
an
σ2 →∞, γ
2
1γ
2
2
√
nκn
an
−
√
n
an
EV 41 →∞,
we get that
lim
n→∞
1
a2n
(
logP
(
< M•,n >n>
nκ5n
2
)
∨ logP
(
[M•,n]n >
nκ5n
2
))
= −∞,
which achieves the proof of part (a).
For part (b), applying (3.18), we can write that
< U•,n >n= σ2
n−1∑
k=1
ε2k,n ≤
σ2κ2n
γ22
Ln and [U•,n]n =
n∑
k=1
ε2k−1,nV
2
k ≤
κ2n
γ22
Λn.
(3.20)
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Hence, similar to the proof of part (a) in Lemma 3.2, we have
P
( |Un|
n
> δ
)
≤ 2 exp
{
− δ
2n
2κ3n
}
+ P
(
< U•,n >n>
nκ3n
2
)
+ P
(
[U•,n]n >
nκ3n
2
)
≤ P
(
Ln − nσ2√
nan
>
√
n
an
(
γ22κn
2σ2
− σ2
))
+ P
(
Λn − nEV 41√
nan
>
√
n
an
(
γ
2
2κn − EV 41
))
,
which, together with Lemma 3.1, yields that
lim
n→∞
1
a2n
logP
( |Un|
n
> δ
)
= −∞.

Lemma 3.3. We have
(a) for any δ > 0,

limn→∞ 1b2n logP
(
max1≤k≤n X
2
k,n
bn
√
nκ3n
> δ
)
= −∞, Case I
limn→∞ 1λ2n logP
(
max1≤k≤nX
2
k,n
λn
√
nκn
> δ
)
= −∞, Case II
;
(b) for any δ > 0,

limn→∞ 1b2n logP
(∣∣∣ Snnκ3n + σ22γ1γ2(γ1+γ2)
∣∣∣ > δ) = −∞, Case I
limn→∞ 1λ2n logP
(∣∣∣ Snnκn + (γ1+γ2)σ28γ1γ2
∣∣∣ > δ) = −∞, Case II ,
and 

limn→∞ 1b2n logP
(∣∣∣ Pnnκ3n + σ22γ1γ2(γ1+γ2)
∣∣∣ > δ) = −∞, Case I
limn→∞ 1λ2n logP
(∣∣∣ Pnnκn − (γ1−γ2)σ28γ1γ2
∣∣∣ > δ) = −∞, Case II ;
(c) let an = bn in (Case I) and an = λn in (Case II), for any δ > 0,
lim
n→∞
1
a2n
logP
(∣∣∣∣ Tnnκn +
σ2
2γ2
∣∣∣∣ > δ
)
= −∞;
(d) for any δ > 0,

limn→∞ 1b2n logP
(∣∣∣ Qnnκ2n − σ22γ2(γ1+γ2)
∣∣∣ > δ) = −∞, Case I
limn→∞ 1λ2n logP
(∣∣∣ Qnnκn + σ24γ2
∣∣∣ > δ) = −∞, Case II .
Proof. For part (a), according to (A.6) and (A.7) in Bercu & Pro¨ıa [4],
max
1≤k≤n
X2k,n ≤
κ2n
γ21
max
1≤k≤n
ε2k,n and max
1≤k≤n
ε2k,n ≤
κ2n
γ22
max
1≤k≤n
V 2k , (3.21)
we can see that
max
1≤k≤n
X2k,n ≤
κ4n
γ21γ
2
2
max
1≤k≤n
V 2k ,
which implies that, for the t0 > 0 in (2.1),
P
(
max
1≤k≤n
X2k,n > x
)
≤ P
(
max
1≤k≤n
V 2k >
xγ21γ
2
2
κ4n
)
≤ n exp
{
− t0xγ
2
1γ
2
2
κ4n
}
E exp{t0V 21 }.
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Hence, under (Case I),
1
b2n
logP
(
max1≤k≤nX2k,n
bn
√
nκ3n
> δ
)
≤
√
nκ−5n
bn
(
logn
bn
√
nκ−5n
− t0δγ21γ22 +
logE exp{t0V 21 }
bn
√
nκ−5n
)
→ −∞.
On the other hand, under (Case II),
1
λ2n
logP
(
max1≤k≤nX2k,n
λn
√
nκn
> δ
)
≤
√
nκ−7n
λn
(
logn
λn
√
nκ−7n
− t0δγ21γ22 +
logE exp{t0V 21 }
λn
√
nκ−7n
)
→ −∞.
Then the proof of part (a) is completed.
For part (b), by (A.14) and (A.23) in Bercu & Pro¨ıa [4], we can obtain that{
Sn =
1+θnρn
(1−θnρn)(1−θ2n)(1−ρ2n) (Ln +Rn1),
Pn = θ
∗
nSn−1,n +
1
1+θnρn
Mn +
θnρn
1+θnρn
Xn,nXn−1,n.
(3.22)
where Ln =
∑n
k=1 Vk
2 and
Rn1 =
(
2θnρn(θn + ρn)θ
∗
n − (θn + ρn)2 − (θnρn)2
)
X2n,n +
(
2(θn + ρn)− 2θnρnθ∗n
)
Mn
− 2θnρnNn +
(
2θnρn(θn + ρn)− 2(θnρn)2θ∗n
)
Xn,nXn−1,n − (θnρn)2X2n−1,n.
By simple calculation, we can write that
1 + θnρn
(1− θnρn)(1− θ2n)(1 − ρ2n)
=
{
− κ3n2γ1γ2(γ1+γ2) + o(κ3n), Case I
−κn(γ1+γ2)8γ1γ2 + o(κn), Case II
(3.23)
and
θ∗n =
{
1 +O(κ−2n ), Case I
γ2−γ1
γ1+γ2
+O(κ−1n ), Case II
,
1
1 + θnρn
=
{
1 +O(κ−1n ), Case I
− κnγ1+γ2 + O(1), Case II
.
(3.24)
According to Lemma 3.1, Lemma 3.2 and part (a) of this lemma, we have
lim
n→∞
1
a2n
logP
( |Rn1|
n
> δ
)
= −∞ (3.25)
and
lim
n→∞
1
a2n
logP
(∣∣∣∣Lnn − σ2
∣∣∣∣ > δ
)
= −∞, (3.26)
where an = bn in (Case I) and an = λn in (Case II). Then, part (b) can be achieved
by (3.22)-(3.26).
Now, we turn to the proof of part (c). Similar to the proof of part (a), we can
get that
lim
n→∞
1
a2n
logP
(
max1≤k≤n ε2k,n
an
√
nκn
> δ
)
= −∞, (3.27)
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where an = bn in (Case I) and an = λn in (Case II). Moreover, since
Tn =
ε2n,n + Ln + 2ρnUn
1− ρ2n
= −κn
(
ε2n,n + Ln + 2ρnUn
)
γ2
(
2 + γ2κn
) ,
applying (3.26), (3.27) and Lemma 3.2, we can complete the proof of part (c).
Finally, if note that
Qn =
1
2
(
(1 − θ2n)Sn + θ2nX2n,n + Tn
)
, (3.28)
then, parts (a)-(c) in this lemma, immediately yield part (d). 
4. Moderate deviations for θˆn, ρˆn and dˆn
This section is devoted to the moderate deviations for the estimators θˆn, ρˆn and
dˆn under (Case I) and (Case II). Similar to the definition of Zn, let
Z˜l,n =

Ml,n
Ul,n

 , Z˜n,n := Z˜n. (4.1)
4.1. Moderate deviations for (θˆn, ρˆn). From the decomposition (3.7), we first
establish the moderate deviations for Zn and Z˜n according to the methods used in
Lemma 4.9 of Bitseki Penda et al. [5]. For the readability of the paper, its proof
is postponed to the appendix. However, it should be noted that our truncation
methods are somewhat different from those of [5]. Next, we deal with the matrices
Yn and Y˜n, and show that they are exponentially equivalent to some deterministic
matrices. Finally, we can complete the proof of Theorem 2.1 by establishing the
asymptotic negligibility of Rn(θ, ρ)/bn and R˜n(θ, ρ)/λn in the sense of moderate
deviations.
Lemma 4.1. (a) Under (Case I),
{
Zn
bn
√
nκn
, n ≥ 1
}
satisfies the large deviation
principle with the speed b2n and good rate function IZ(x) =
xτΘ−1x
2 , where
Θ =
(
− σ42γ1γ2(γ1+γ2) σ
4
2γ2(γ1+γ2)
σ4
2γ2(γ1+γ2)
− σ42γ2
)
.
(b) Under (Case II),
{
Z˜n
λn
√
nκn
, n ≥ 1
}
satisfies the large deviation principle with
the speed λ2n and good rate function JZ˜(x) =
xτ Θ˜−1x
2 , where
Θ˜ =
(
− (γ1+γ2)σ48γ1γ2 − σ
4
4γ2
− σ44γ2 − σ
4
2γ2
)
.
As an application, we can get the moderate deviations for θˆn.
Corollary 4.1. (a) Under (Case I),
{√
nκ3n
bn
(θˆn − θ∗n), n ≥ 1
}
satisfy the large
deviation principle with speed b2n and good rate functions
Iθ(x) = − x
2
γ1γ2(γ1 + γ2)
.
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(b) Under (Case II),
{√
n/κn
λn
(θˆn − θ∗n), n ≥ 1
}
satisfy the large deviation principle
with speed λ2n and good rate functions
Jθ(x) := − (γ1 + γ2)
3x2
16γ1γ2
.
Proof. (a) Under (Case I), from the contraction principle in large deviations [10]
and Lemma 4.1, it follows that
{
Mn
bn
√
nκ3n
, n ≥ 1
}
satisfies the large deviations with
speed b2n and the good rate function
IM (x) = −γ1γ2(γ1 + γ2)
σ4
x2.
Together with Lemma 3.3 (b),
{√
nκ3n
bn
Mn
Sn−1,n
, n ≥ 1
}
satisfies the large deviations
with speed b2n and good rate function
Iθ(x) = − x
2
γ1γ2(γ1 + γ2)
, x ∈ R.
Therefore, to prove the result, by (3.3), it is sufficient to show that, for all δ > 0,
lim
n→∞
1
b2n
logP
(∣∣∣∣∣ θnρn
√
nκ3n
(1 + θnρn)bn
Xn,nXn−1,n
Sn−1,n
∣∣∣∣∣ > δ
)
= −∞. (4.2)
In fact, we have
P
(∣∣∣∣∣ θnρn
√
nκ3n
(1 + θnρn)bn
Xn,nXn−1,n
Sn−1,n
∣∣∣∣∣ > δ
)
≤ P
(∣∣∣∣ Snnκ3n +
σ2
2γ1γ2(γ1 + γ2)
∣∣∣∣ > − σ24γ1γ2(γ1 + γ2)
)
+ P
(∣∣∣∣∣Xn,nXn−1,nbn√nκ3n
∣∣∣∣∣ > − (1 + θnρn)σ
2δ
4θnρnγ1γ2(γ1 + γ2)
)
,
which achieves the proof of (4.2) by Lemma 3.3 (a)-(b).
(b) Under (Case II), according to (3.3), Lemma 3.3 and Lemma 4.1, we can get
part (b) of this corollary by the same methods as in the proof of part (a). 
Now, we turn to analyze the matrix Yn defined as in the decomposition (3.9).
From the equation (B.12) in Bercu & Pro¨ıa [4], it follows that
Jn−1,n = (1 + θ∗n)(1 − θ∗n)Sn −
2θ∗n
1 + θnρn
Mn − (θˆn − θ∗n)Gn + ξJn . (4.3)
Moreover,
Gn = 2Pn − 2θ∗nSn − (θˆn − θ∗n)Sn
= 2
(
1
1 + θnρn
Mn +
θnρn
1 + θnρn
Xn,nXn−1,n − θ∗nX2n,n
)
− (θˆn − θ∗n)Sn.
(4.4)
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Lemma 4.2. Letting an = bn in (Case I) and an = λn in (Case II), then
(a) for any δ > 0, limn→∞ 1a2n logP
( |ξJn|
nκn
> δ
)
= −∞;
(b) for any δ > 0, limn→∞ 1a2n logP
(∣∣∣Jn−1,nnκn + σ22(γ1+γ2)
∣∣∣ > δ) = −∞.
Proof. Since {
limn→∞ nκn
bn
√
nκ3n
=∞, Case I
limn→∞ nκnλn√nκn =∞, Case II
,
it follows from Lemma 3.3 (a) that
lim
n→∞
1
a2n
logP
(
|Xn,nXn−1,n| ∨X2n,n
nκn
> δ
)
= −∞, (4.5)
which implies that
lim
n→∞
1
a2n
logP
( |ξPn |
nκn
> δ
)
= −∞.
Therefore, by the definition of ξJn (refer to (3.6)), to prove part (a), it is enough to
show that
lim
n→∞
1
a2n
logP
(
|(θˆn − θ∗n)Xn,nXn−1,n|
nκn
> δ
)
= −∞ (4.6)
and
lim
n→∞
1
a2n
logP
(
|(θˆ2n − (θ∗n)2)(X2n,n +X2n−1,n)|
nκn
> δ
)
= −∞. (4.7)
We only proof (4.6) and (4.7) under (Case I), and the proof under (Case II) is
similar and omitted here. In fact, for any L > 0, under (Case I), one can see that
P
(
|(θˆn − θ∗n)Xn,nXn−1,n|
nκn
> δ
)
≤ P
(√
nκ3n|θˆn − θ∗n|
bn
> L
)
+ P
(
bn|Xn,nXn−1,n|
nκn
√
nκ3n
>
δ
L
)
According to (4.5), we can write that
lim
n→∞
1
b2n
logP
(
bn|Xn,nXn−1,n|
nκn
√
nκ3n
>
δ
L
)
= −∞
and
lim
n→∞
1
b2n
logP
(√
nκ3n|θˆn − θ∗n|
bn
> L
)
=
L2
γ1γ2(γ1 + γ2)
.
Then we complete the proof of (4.6) by taking L → +∞. Moreover, by the Delta
method in moderate deviations [14] and Corollary 4.1,
{√
nκ3n
bn
(θˆ2n − (θ∗n)2), n ≥ 1
}
satisfies the large deviation principle with speed b2n and the good rate function
I˜θ(x) = − x
2
4γ1γ2(γ1 + γ2)
, x ∈ R.
Hence, similar to the proof of (4.6), we can get (4.7) immediately.
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As for part (b), we can deduce that
(1 + θ∗n)(1− θ∗n) =
{
γ1γ2
κ2n
+ o(κ−2n ), Case I
4γ1γ2
(γ1+γ2)2
+ o(κ−1n ), Case II
.
Therefore, using Lemma 3.3 (b),
lim
n→∞
1
a2n
logP
(∣∣∣∣ (1 + θ∗n)(1 − θ∗n)nκn Sn +
σ2
2(γ1 + γ2)
∣∣∣∣ > δ
)
= −∞. (4.8)
By Lemma 3.2, (4.3), (4.8) and part (a) of this lemma, it is sufficient to show that,
for all δ > 0,
lim
n→∞
1
a2n
logP
(
|(θˆn − θ∗n)Gn|
nκn
> δ
)
= −∞. (4.9)
Indeed, for any L > 0
P
(
(θˆn − θ∗n)2Sn
nκn
> δ
)
≤


P
(
nκ3n(θˆn−θ∗n)2
b2n
> L
)
+ P
(
b2nSn
n2κ4n
> δL
)
, Case I
P
(
nκn(θˆn−θ∗n)2
λ2n
> L
)
+ P
(
λ2nSn
n2κ2n
> δL
)
, Case II
.
So, let n → +∞ and then L → +∞, by Lemma 3.3 and Corollary 4.1, we can
obtain that
lim
n→∞
1
a2n
logP
(
(θˆn − θ∗n)2Sn
nκn
> δ
)
= −∞. (4.10)
Similarly, One can easily see that
lim
n→∞
1
a2n
logP


∣∣∣( 11+θnρnMn + θnρn1+θnρnXn,nXn−1,n − θ∗nX2n,n
)∣∣∣
nκn
|θˆn − θ∗n| > δ


= −∞.
(4.11)
Thus, (4.9) can be achieved by (4.10)-(4.11). 
Lemma 4.3. For Hn defined by (3.6), we have the following results:

limn→∞ 1b2n logP
(∣∣∣Hnn − σ22 ∣∣∣ > δ) = −∞, Case I
limn→∞ 1λ2n logP
(∣∣∣ Hnnκn + σ2γ1+γ2
∣∣∣ > δ) = −∞, Case II .
Proof. According to (3.22), we can write that
Wn :=
n∑
k=2
Xk,nXk−2,n
= (θn + ρn)Pn − θnρnSn +Nn − (θn + ρn)Xn,nXn−1,n + θnρn(Xn,n +Xn−1,n)
= ((θn + ρn)θ
∗
n − θnρn)Sn +Rn3,
where
Rn3 = Nn +
θn + ρn
1 + θnρn
Mn − (θn + ρn)(1 − θnρn)
1 + θnρn
Xn,nXn−1,n + θnρn(Xn,n +Xn−1,n)
− (θn + ρn)θ∗nX2n,n.
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Consequently, (4.4) implies that
Hn = Fn − ρ∗nGn
=
(
Sn +Qn − (θˆn + θ∗n)Pn
)
− ρ∗n
(
2Pn − (θˆn + θ∗n)Sn
)
=
(1− θnρn)(1 − θn)(1− ρn)(1 + θ∗n)
1 + θnρn
Sn + (θˆn − θ∗n)(ρ∗nSn − Pn) +Rn4,
(4.12)
where Rn4 = Rn3 − 2(θ∗n + ρ∗n)
(
1
1+θnρn
Mn +
θnρn
1+θnρn
Xn,nXn−1,n − θ∗nX2n,n
)
.
Applying Lemma 3.2, Lemma 3.3 and Corollary 4.1, we have for any δ > 0

limn→∞ 1b2n logP
(
1
n
∣∣∣(θˆn − θ∗n)(ρ∗nSn − Pn) + Rn4∣∣∣ ≥ δ) = −∞, Case I
limn→∞ 1λ2n logP
(
1
nκn
∣∣∣(θˆn − θ∗n)(ρ∗nSn − Pn) +Rn4∣∣∣ ≥ δ) = −∞, Case II .
(4.13)
Furthermore, by some simple calculations,
(1− θnρn)(1 − θn)(1− ρn)(1 + θ∗n)
1 + θnρn
=
{
− γ1γ2(γ1+γ2)κ3n +O(κ
−4
n ), Case I
8γ1γ2
(γ1+γ2)2
+O(κ−1n ), Case II
.
Together with Lemma 3.3, (4.12) and (4.13), we complete the proof of this lemma.

Lemma 4.4. Letting Yn and Y˜n defined by (3.9) and (3.10) respectively, we have
for any δ > 0,{
limn→∞ 1b2n logP (‖Yn −Υ‖ > δ) = −∞, Case I
limn→∞ 1λ2n logP
(
‖Y˜n − Υ˜‖ > δ
)
= −∞, Case II ,
where
Υ :=
(
− γ1γ2(γ1+γ2)σ2 0
− 2γ1(γ1+γ2)σ2 − 2(γ1+γ2)σ2
)
, Υ˜ :=


8γ1γ2
(γ1+γ2)2σ2
− 8γ1γ2(γ1+γ2)2σ2

 .
Proof. Under (Case II), since
1 + θnρn = −γ1 + γ2
κn
− γ1γ2
κ2n
,
according to Lemma 4.3, we have for any δ > 0
lim
n→∞
1
λ2n
logP
(∣∣∣∣ HnSn−1,n(1 + θnρn)κn +
8γ1γ2
(γ1 + γ2)3
∣∣∣∣ > δ
)
= −∞. (4.14)
Moreover, note that
θ∗n
θn
=
{
1− γ1κn +O(κ−2n ), Case I
γ2−γ1
γ1+γ2
+O(κ−1n ), Case II
and
1 + θ∗nρ
∗
n
1 + θnρn
=
{
1 +O(1/κ2n), Case I
− 4γ1γ2(γ1+γ2)3κn +O(κ−1n ), Case II
.
Then, together with Lemma 3.3, Lemma 4.2 and (4.14), we can complete the proof
of this lemma. 
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Proof of Theorem 2.1. Under (Case I), from Lemma 4.1 and Lemma 4.4, we
know that the sequence
{
1
bn
√
nκn
YnZn, n ≥ 1
}
satisfies the large deviation principle
with speed b2n and the rate function
IY,Z(x) = −x
τ (ΥΘΥτ)−1x
2
, x ∈ R2.
Note that
ΥΘΥτ =
(
− γ1γ2(γ1+γ2)2 0
0 −2(γ1 + γ2)
)
= Γ,
hence, we have IY,Z(x) = Iθ,ρ(x).
On the other hand, under (Case II), using Lemma 4.1 and Lemma 4.4 again,
each component of
{
1
λn
√
nκn
Y˜nMn, n ≥ 1
}
satisfies the large deviation principle
with speed λ2n and the rate function
J(x) = − (γ1 + γ2)
3
16γ1γ2
x2, x ∈ R.
Recalling the decomposition (3.7), to obtain our main result, we only need to
prove that 

limn→∞ 1b2n logP
(
|Rn(θ,ρ)|
bn
> δ
)
= −∞), Case I
limn→∞ 1λ2n logP
(
|R˜n(θ,ρ)|
λn
> δ
)
= −∞, Case II
. (4.15)
In fact, under (Case I), similar to the proof of (4.6), we can obtain by Lemma 4.3
that
lim
n→∞
1
b2n
logP
(
|(θˆn − θ∗n)Hn|
bn
√
nκn
> δ
)
= −∞. (4.16)
Moreover, under (Case II), by Lemma 4.1 and (4.14),
lim
n→∞
1
λ2n
logP


∣∣∣ θ∗nθnUn − θnρn1+θnρn · Xn,nXn−1,nSn−1,n Hn
∣∣∣
λn
√
nκ3n
> δ

 = −∞. (4.17)
Therefore, to prove (4.15), by Lemma 4.2, (4.16) and (4.17), we need to show the
following result:

limn→∞ 1b2n logP
(
|ξIn−ρ∗nξJn|
bn
√
nκn
> δ
)
= −∞, Case I
limn→∞ 1λ2n logP
(
|ξIn−ρ∗nξJn |
λn
√
nκ3n
> δ
)
= −∞, Case II
. (4.18)
Proof of (4.18). By straightforward calculations, we get that
ξIn − ρ∗nξJn = ∆n1 +∆n2, (4.19)
where
∆n1 :=
θnρn(1 − θ2n)(1− ρ2n)
(1 + θnρn)3
Xn,nXn−1,n + ρ∗n(θ
∗
n + 1)(θ
∗
n − 1)X2n−1,n
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and
∆n2 :=
(
(θ∗n)
2 − θˆ2n + 2ρ∗n(θ∗n − θˆn)
)
Xn,nXn−1,n
+
(
ρ∗n(θˆ
2
n − (θ∗n)2) + (θˆn − θ∗n)
)
X2n,n + ρ
∗
n
(
θˆ2n − (θ∗n)2
)
X2n−1,n.
Some simple calculations imply that
θnρn(1− θ2n)(1 − ρ2n)
(1 + θnρn)3
=
{
γ1γ2
2κ2n
+O
(
κ−3n
)
, Case I
4γ1γ2
(γ1+γ2)3
κn +O(1), Case II
and
ρ∗n(θ
∗
n + 1)(θ
∗
n − 1) =
{ − γ1γ2κ2n +O (κ−3n ) , Case I
4γ1γ2(γ2−γ1)
(γ1+γ2)3
+O(κ−1n ), Case II
.
Hence, it follows that, from Lemma 3.3,

limn→∞ 1b2n logP
(
|∆n1|
bn
√
nκn
> δ
)
= −∞, Case I
limn→∞ 1λ2n logP
(
|∆n1|
λn
√
nκ3n
> δ
)
= −∞, Case II
.
Moreover, by Lemma 3.3, Corollary 4.1 and the similar methods as in the proof of
(4.7), we also get

limn→∞ 1b2n logP
(
|∆n2|
bn
√
nκn
> δ
)
= −∞, Case I
limn→∞ 1λ2n logP
(
|∆n2|
λn
√
nκ3n
> δ
)
= −∞, Case II
.
That is to say, we prove the equation (4.18). 
4.2. Moderate deviations for dˆn. For the sake of the readers, let us recall some
notations defined in previous sections,
Jn := Jn,n :=
n∑
k=1
εˆ2k,n, εˆ
2
n := εˆ
2
n,n, εˆ
2
k,n := Xk,n − θˆnXk−1,n
and the Durbin-Watson statistic,
dˆn :=
∑n
k=1(εˆk,n − εˆk−1,n)2∑n
k=1 εˆ
2
k,n
, d∗ := 2(1− ρ∗n) = 2(1− θnρnθ∗n).
Putting fn := εˆ
2
n/Jn, from the equation (C.4) in Bercu & Pro¨ıa [4], we know that
dˆn − d∗n = −2(ρˆn − ρ∗n) +Rn(d), (4.20)
where, Rn(d) = 2(ρˆn − ρ∗n)fn + (2ρ∗n − 1)fn.
Proof of Corollary 2.1. By (4.20), Theorem 2.1 and Theorem 2.2, it is sufficient
to show the asymptotic negligibility of Rn(d), i.e. for any δ > 0,

limn→∞ 1b2n logP
(√
nκn|Rn(d)|
bn
> δ
)
= −∞, Case I
limn→∞ 1λ2n logP
(√
n/κn|Rn(d)|
λn
> δ
)
= −∞, Case II
. (4.21)
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We only prove (4.21) under (Case I), while the proof under (Case II) is similar
and omitted here. In fact,
fn =
(
(θ∗n − θˆn)Xk−1,n + (θn − θ∗n)Xn−1,n + εn,n
)2
Jn
≤ 4
Jn
(
(θ∗n − θˆn)2X2n−1,n + (θn − θ∗n)2X2n−1,n + ε2n,n
)
,
therefore, for any L > 0, we have
P
(√
nκn|fn|
bn
> δ
)
≤ P
(∣∣∣∣ Jnnκn +
σ2
2(γ1 + γ2)
∣∣∣∣ > − σ24(γ1 + γ2)
)
+ P
(
(θ∗n − θˆn)2X2n−1,n + (θn − θ∗n)2X2n−1,n + ε2n,n
bn
√
nκn
> − σ
2
16(γ1 + γ2)
)
≤ P
(∣∣∣∣ Jnnκn +
σ2
2(γ1 + γ2)
∣∣∣∣ > − σ24(γ1 + γ2)
)
+ P
(
ε2n,n
bn
√
nκn
> − σ
2
48(γ1 + γ2)
)
+ P
(
X2n−1,n
bn
√
nκ3n
> − σ
2
48(γ1 + γ2)κn(θn − θ∗n)2
)
+ P
(
nκ3n
b2n
(θ∗n − θˆn)2 > L
)
+ P
(
X2n−1,n
bn
√
nκ3n
> − nκ
2
nσ
2
48(γ1 + γ2)Lb2n
)
.
Letting n → +∞ and then L → +∞, we can obtain that, by Lemma 3.3, the
equation (3.27), Corollary 4.1 and Lemma 4.2,
lim
n→∞
1
b2n
logP
(√
nκn|fn|
bn
> δ
)
= −∞.
This completes the proof of Corollary 2.1.
5. Technical appendix and proofs
In order to prove Lemma 4.1, we need a simplified version on the results of
Puhalskii [23] as to the moderate deviations for a sequence of martingale differences.
Lemma 5.1. Let {mk,n, 1 ≤ k ≤ n} be a triangular array of martingale differences
with values in Rd, with respect to the filtration {Fk,n, 1 ≤ k ≤ n}. Let {an, n ≥ 1}
be a sequence of real numbers satisfying that as n→ +∞
an →∞, n
a2n
→∞.
Suppose that there exists a symmetric positive-semidefinite matrix Q such that, for
any δ > 0,
lim
n→∞
1
a2n
logP
(∥∥∥∥∥ 1n
n∑
k=1
E
(
mk,nm
τ
k,n|Fk−1,n
)−Q
∥∥∥∥∥ > δ
)
= −∞, (5.1)
MDP FOR MILDLY STATIONARY AUTOREGRESSIVE MODELS 21
where ‖M‖ stands for the euclidean norm of matrix M . Suppose that there exists
a constant c > 0 such that for each 1 ≤ k ≤ n,
|mk,n| ≤ c
√
n
an
, a.s. (5.2)
Moreover, suppose that for all a > 0 and δ > 0, we have the exponential Lindeberg’s
condition
lim
n→∞
1
a2n
logP
(∣∣∣∣∣ 1n
n∑
k=1
E
(
|mk,n|2I{|mk,n|≥a√nan }
∣∣∣Fk−1,n
)∣∣∣∣∣ > δ
)
= −∞. (5.3)
Then, the sequence
{∑n
k=1 mk,n√
nan
, n ≥ 1
}
satisfies the large deviation principle with
the speed b2n and good rate function
Λ∗(x) = sup
λ∈Rd
{
λτx− 1
2
λτQλ
}
.
In particular, if Q is invertible, Λ∗(x) = 12x
τQ−1x.
Proof of Lemma 4.1. The results of this lemma will be proved under (Case I)
and (Case II) respectively.
(1). Case I. Firstly, we introduce the following modifications of the martingale
arrays {Ml,n, 1 ≤ l ≤ n} and {Ul,n, 1 ≤ l ≤ n}, which are slightly different from the
equation (4.77) in Bitseki Penda et al. [5]. For any r > 0 and 1 ≤ l ≤ n,
M
(r)
l,n :=
l∑
k=1
X
(r)
k−1,nV
(n)
k , U
(r)
l,n :=
l∑
k=1
ε
(r)
k−1,nV
(n)
k , M
(r)
n,n :=M
(r)
n , U
(r)
n,n := U
(r)
n ,
(5.4)
where
V
(n)
k := VkI{|Vk|≤√κn} − E
(
VkI{|Vk|≤√κn}
)
,
X
(r)
k,n :=Xk,nI
{
|Xk,n|≤r
√
nκ2n
bn
} and ε(r)k,n := εk,nI{|εk,n|≤r√nbn
}. (5.5)
Let
Z
(r)
l,n =


M
(r)
l,n
κn
U
(r)
l,n

 := l∑
k=1
m
(r)
k,n, Z
(r)
n := Z
(r)
n,n.
We divide our proofs into the following two steps.
Step 1. To prove that
{
Z(r)n
bn
√
nκn
, n ≥ 1
}
satisfies the large deviations with the speed
b2n and good rate function
IZ(x) =
xτΘ−1x
2
.
In fact, we only need to verify the conditions (5.1)-(5.3) in Lemma 5.1. Note
that, for any 1 ≤ k ≤ n,
1
κn
|X(r)k−1,nV (n)k | ≤ r
√
nκn
bn
, |ε(r)k−1,nV (n)k | ≤ r
√
nκn
bn
, (5.6)
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hence, for all r0 > 0, we can write that
1
σ2n
n∑
k=1
E
(
|m(r)k,n|2I{|m(r)
k,n
|>r0
√
nκn
bn
}
∣∣∣∣Fk−1,n
)
≤
n∑
k=1
(
X2k,n
κ2n
+ ε2k,n
)
I{|Xk,n
κn
|+|εk,n|>r0
√
n
bn
}
≤ 1
κ2n
n∑
k=1
X2k,nI
{
|Xk,n|>r0
√
nκ2n
2bn
} +
n∑
k=1
ε2k,nI
{
|εk,n|>r0
√
n
2bn
}
+
1
κ2n
n∑
k=1
X2k,nI
{
|εk,n|>r0
√
n
2bn
} +
n∑
k=1
ε2k,nI
{
|Xk,n|>r0
√
nκ2n
2bn
},
where σ2n = E
(
V
(n)
1
)2
. Now applying (3.19), we get
n∑
k=1
X2k,nI
{
|Xk,n|>r0
√
nκ2n
2bn
} ≤ 4b2n
r20nκ
2
n
Ξn ≤ 4b
2
nκ
6
n
r20γ
4
1γ
4
2n
Λn
and
n∑
k=1
ε2k,nI
{
|εk,n|>r
√
n
2bn
} ≤ 4b2n
r20n
n∑
k=1
ε4k,n ≤
4b2nκ
4
n
r20γ
4
2n
Λn.
Therefore we can obtain that, for any δ > 0,
P

 1
nκ3n
n∑
k=1
X
2
k,nI{
|Xk,n|>r0
√
nκ2n
bn
} > δ

 ≤ P (Λn − nEV 41
bn
√
n
>
√
n
bn
(
δr20γ
4
1γ
4
2n
4b2nκ3n
− EV 41
))
and
P
(
1
nκn
n∑
k=1
ε
2
k,nI{|εk,n|>r0 √nκn2bn
} > δ
)
≤ P
(
Λn − nEV 41
bn
√
n
>
√
n
bn
(
δr20γ
4
2n
4b2nκ3n
−EV 41
))
,
which implies by the condition (H-I) and Lemma 3.1 that
lim
n→∞
1
b2n
logP

 1
nκ3n
n∑
k=1
X2k,nI
{
|Xk,n|>r0
√
nκ2n
bn
} > δ

 = −∞ (5.7)
and
lim
n→∞
1
b2n
logP
(
1
nκn
n∑
k=1
ε2k,nI
{
|εk,n|>r0
√
n
2bn
} > δ
)
= −∞. (5.8)
Moreover, by Ho¨lder inequality and (3.19),
n∑
k=1
X2k,nI
{
|εk,n|>r0
√
n
2bn
} ≤ 4b2n
r20n
n∑
k=1
X2k,nε
2
k,n ≤
4b2nκ
6
n
r20γ
2
1γ
4
2n
Λn
and
n∑
k=1
ε2k,nI
{
|Xk,n|>r0
√
nκ2n
2bn
} ≤ 4b2n
r20nκ
2
n
n∑
k=1
X2k,nε
2
k,n ≤
4b2nκ
4
n
r20γ
2
1γ
4
2n
Λn.
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Therefore, similar to the proofs of (5.7) and (5.8), we can obtain that
lim
n→∞
1
b2n
logP
(
1
nκ3n
n∑
k=1
X2k,nI
{
|εk,n|>r0
√
n
bn
} > δ
)
= −∞ (5.9)
and
lim
n→∞
1
b2n
logP

 1
nκn
n∑
k=1
ε2k,nI
{
|Xk,n|>r0
√
nκ2n
2bn
} > δ

 = −∞. (5.10)
Now, from (5.7)-(5.10) and the fact that σ2n → σ2 as n→∞, it follows that
lim
n→∞
1
b2n
logP
(
1
nκn
n∑
k=1
E
(
|m(r)k,n|2I{|m(r)
k,n
|>r0
√
nκn
bn
}
∣∣∣∣Fk−1,n
)
> δ
)
= −∞.
(5.11)
By the equations (5.6), (5.11) and Lemma 5.1, to complete the proof of Step 1,
it is sufficient to show that
lim
n→∞
1
b2n
logP
(∥∥∥∥∥< Z
(r)
•,n >n
nκn
−Θ
∥∥∥∥∥ > δ
)
= −∞. (5.12)
Letting S
(r)
l,n =
∑l
k=1
(
X
(r)
k,n
)2
, S
(r)
n,n := S
(r)
n , then
< X
(r,R)
•,n >n= σ2RS
(r)
n−1,n.
We can write that, for any δ > 0,
P
(∣∣∣∣∣< M
(r)
•,n >n
nκ3n
+
σ2σ2n
2γ1γ2(γ1 + γ2)
∣∣∣∣∣ > δ
)
= P
(∣∣∣∣Sn−1,nnκ3n +
σ2
2γ1γ2(γ1 + γ2)
∣∣∣∣ > δ2σ2n
)
+ P
(∣∣∣∣∣Sn−1,n − S
(r)
n−1,n
nκ3n
∣∣∣∣∣ > δ2σ2n
)
.
From Lemma 3.3 and (5.7), it follows that
lim
n→∞
1
b2n
logP
(∣∣∣∣∣< M
(r)
•,n >n
nκ3n
+
σ2σ2n
2γ1γ2(γ1 + γ2)
∣∣∣∣∣ > δ
)
= −∞. (5.13)
Similarly, from Lemma 3.3, (5.8) and the fact that
< U
(r)
•,n >n= σ2n
n−1∑
k=1
(
ε
(r)
k,n
)2
,
it follows that
lim
n→∞
1
b2n
logP
(∣∣∣∣∣< U
(r)
•,n >n
nκn
+
σ2σ2n
2γ2
∣∣∣∣∣ > δ
)
= −∞. (5.14)
The above discussions, together with (5.13) and (5.14), show that, in order to get
(5.12), we only have to prove that
lim
n→∞
1
b2n
logP
(∣∣∣∣∣< X
(r)
•,n, U
(r)
•,n >n
nκ2n
− σ
2σ2n
2γ2(γ1 + γ2)
∣∣∣∣∣ > δ
)
= −∞. (5.15)
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In fact,
< X
(r)
•,n, U
(r)
•,n >n= σ2n
n−1∑
k=1
X
(r)
k,nε
(r)
k,n,
which implies that
P
(∣∣∣∣∣< X
(r)
•,n, U
(r)
•,n >n
nκ2n
− σ
2σ2n
2γ2(γ1 + γ2)
∣∣∣∣∣ > δ
)
≤ P
(∣∣∣∣Qn−1,nnκ2n − σ
2
2γ2(γ1 + γ2)
∣∣∣∣ > δ3σ2n
)
+ P


∣∣∣∑n−1k=1 X(r)k,n (ε(r)k,n − εk,n)∣∣∣
nκ2n
>
δ
3σ2n


+ P


∣∣∣∑n−1k=1 ε(r)k,n (X(r)k,n −Xk,n)∣∣∣
nκ2n
>
δ
3σ2n

 .
(5.16)
Now, by Ho¨lder inequality, we know that
P


∣∣∣∑n−1k=1 X(r)k,n (ε(r)k,n − εk,n)∣∣∣
nκ2n
>
δ
3σ2n


≤ P
(
Sn−1,n
nκ3n
> − σ
2
γ1γ2(γ1 + γ2)
)
+ P
(
1
nκn
n∑
k=1
ε
2
k,nI{|εk,n|>r √n2bn
} > −γ1γ2(γ1 + γ2)δ
2
9σ2σ2n
)
.
From Lemma 3.3 and (5.8), it follows that
lim
n→∞
1
b2n
logP


∣∣∣∑n−1k=1 X(r)k,n (ε(r)k,n − εk,n)∣∣∣
nκ2n
>
δ
3σ2n

 = −∞. (5.17)
Similarly, by Lemma 3.3 and (5.7), we can obtain that
lim
n→∞
1
b2n
logP


∣∣∣∑n−1k=1 ε(r)k,n (X(r)k,n −Xk,n)∣∣∣
nκ2n
>
δ
3σ2n

 = −∞. (5.18)
Then, Lemma 3.3, together with (5.16)-(5.18), yields the equation (5.15).
Step 2. To prove the exponential equivalence between Z
(r)
n and Zn, i.e. for all
δ > 0,
lim sup
n→∞
1
b2n
logP


∣∣∣Zn − Z(r)n ∣∣∣
bn
√
nκn
> δ

 = −∞. (5.19)
In fact,
Mn −M (r)n = F (r)n + E(r)n , (5.20)
where
F (r)n =
n∑
k=1
(
Xk−1,n −X(r)k−1,n
)
Vk, E
(r)
l,n =
l∑
k=1
X
(r)
k−1,n
(
Vk − V (n)k
)
, E(r)n := E
(r)
n .
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From (3.19), we have
|F (r)n | ≤
b2n
r2nκ2n
∣∣∣∣∣
n∑
k=1
X3k−1,nVk
∣∣∣∣∣
≤ b
2
n
r2nκ2n
(
n∑
k=1
X4k−1,n
) 1
2
(
n∑
k=1
X2k−1,nV
2
k
) 1
2
≤ κ
4
nb
2
n
r2γ31γ
3
2n
Λn.
Hence, by condition (H-I) and Lemma 3.1, one can see that
lim sup
n→∞
1
b2n
logP
(
|F (r)n |
bn
√
nκ3n
> δ
)
≤ lim sup
n→∞
1
b2n
logP
(
Λn − nEV 41√
nbn
>
√
n
bn
(
r2γ31γ
3
2
√
n√
κ5nbn
− EV 41
))
= −∞.
(5.21)
As for the item E
(r)
n , we also claim that
lim sup
n→∞
1
b2n
logP


∣∣∣E(r)n ∣∣∣
bn
√
nκ3n
> δ

 = −∞. (5.22)
In fact,
{
E
(r)
l,n , 1 ≤ l ≤ n
}
is a locally square-integrable martingale array. For all
1 ≤ k ≤ n, we have
P
(∣∣∣X(r)k−1,n (Vk − V (n)k )∣∣∣ > bn√nκ3n)
≤ P
(∣∣∣V1 − V (n)1 ∣∣∣ > b2n√κn)
≤ exp
{
−1
2
t0b
2
n
√
κn
}
E exp {t0|V1|} ,
which implies that
lim sup
n→∞
1
b2n
log
(
n ess sup
1≤k≤n
P
(∣∣∣X(r)k−1,n (Vk − V (n)k )∣∣∣ > bn√nκ3n)
)
= −∞. (5.23)
Moreover, for all r0 > 0 and δ > 0,
P

 1
nκ3n
n∑
k=1

E (X(r)k−1,n(Vk − V (n)k ))2 I{
|X(r)
k−1,n(Vk−V
(n)
k
)|>r0
√
nκ3n
bn
}
∣∣∣∣Fk,n

 > δ


≤ P

 1
nκ3n
n∑
k=1
(
X
(r)
k−1,n
)2
I{
|X(r)
k−1,n|>r0
√
nκ2n
b3n
} > δ
σ˜2n

+ P
(
max
1≤k≤n
|Vk − V (n)k | ≥ b2n
√
κn
)
≤ P
(
Λn − nEV 41
bn
√
n
>
√
n
bn
(
δr20γ
4
1γ
4
2n
b6nκ
3
nσ˜
2
n
− EV 41
))
+ nP
(
|V1 − V (n)1 | ≥ b2n
√
κn
)
,
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where σ˜2n := E(V1 − V (n)1 )2. Now, since σ˜2n ≤ EV
4
1
κn
, we obtain that, from Lemma
3.1,
lim sup
n→∞
1
b2n
logP
(
Λn − nEV 41
bn
√
n
>
√
n
bn
(
δr20γ
4
1γ
4
2n
b6nκ
3
nσ˜
2
n
− EV 41
))
≤ lim sup
n→∞
1
b2n
logP
(
Λn − nEV 41
bn
√
n
>
√
n
bn
(
δr20γ
4
1γ
4
2n
b6nκ
2
nEV
4
1
− EV 41
))
= −∞.
Hence,
lim sup
n→∞
1
b2n
logP

 1
nκ3n
n∑
k=1

E (X(r)k−1,n(Vk − V (n)k ))2 I{
|X(r)
k−1,n(Vk−V
(n)
k
)|>r0
√
nκ3n
bn
}
∣∣∣∣Fk,n

 > δ


= −∞.
(5.24)
Furthermore, for all δ > 0, using Lemma 3.3, (5.7) and the fact that σ˜2n → 0 as
n→∞, we get
lim sup
n→∞
1
b2n
logP
(∣∣∣∣∣< E
(r)
•,n >n
nκ3n
∣∣∣∣∣ > δ
)
= lim sup
n→∞
1
b2n
log
(
P
(∣∣∣∣Sn−1,nnκ3n
∣∣∣∣ > δ2σ˜2n
)
+ P
(∣∣∣∣∣Sn−1,n − S
(r)
n−1,n
nκ3n
∣∣∣∣∣ > δ2σ˜2n
))
= −∞.
(5.25)
Finally, the above discussions, together with (5.23)-(5.25) and Theorem 1 in Djell-
out [11], show that
{
1
bn
√
nκ3n
E
(r)
n , n ≥ 1
}
satisfies the large deviations with the
speed b2n and good rate function
IE(x) =
{
0, if x = 0,
+∞, otherwise.
Hence, we complete the proof of (5.22). Obviously, (5.21) and (5.22) imply that
lim sup
n→∞
1
b2n
logP


∣∣∣Mn −M (r)n ∣∣∣
bn
√
nκ3n
> δ

 = −∞. (5.26)
Similar to the proof of (5.26), we can obtain that
lim sup
n→∞
1
b2n
logP


∣∣∣Un − U (r)n ∣∣∣
bn
√
nκn
> δ

 = −∞, (5.27)
which, together with (5.26), achieves the proof of (5.19).
(2). Case II. In this case, let V
(n)
k , ε
(r)
k,n, U
(r)
l,n be defined as in (5.4) and (5.5).
However, we need a new modifications of the martingale array {Ml,n, 1 ≤ l ≤ n}:
for any r > 0 and 1 ≤ l ≤ n,
M˜
(r)
l,n :=
l∑
k=1
X˜
(r)
k−1,nV
(n)
k , M˜
(r)
n,n := M˜
(r)
n ,
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where
X˜
(r)
k,n := Xk,nI
{
|Xk,n|≤r
√
nκ2n
bn
}.
Moreover, let
Z˜
(r)
l,n =

M˜
(r)
l,n
U
(r)
l,n

 := l∑
k=1
m˜
(r)
k,n, Z˜
(r)
n := Z˜
(r)
n,n.
Similar to (Case I), we can show that,
•
{
Z˜(r)n
λn
√
nκn
, n ≥ 1
}
satisfies the large deviations with the speed λ2n and good rate
function
JZ˜(x) =
xτ Θ˜−1x
2
;
• the exponential equivalence between Z˜(r)n and Z˜n, i.e. for all δ > 0,
lim sup
n→∞
1
λ2n
logP


∣∣∣Z˜n − Z˜(r)n ∣∣∣
λn
√
nκn
> δ

 = −∞.
To be noted that in this step, we need the conditions:
n
λ6nκ
6
n
→∞, n
λ2nκ
11
n
→∞.
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