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Abstract
Described in this dissertation is the use of quantum Monte Carlo methods to study
two ideas in quantum many-body problems: superfluidity and entanglement. Den-
sity matrices are presented a central tool in the analysis, as are discussed in the
review of path integral Monte Carlo (PIMC) and variational Monte Carlo (VMC)
methods. PIMC is used to model a one-dimensional system of fermionic lithium
atoms according to existing experiments, including a realistic temperature. New
estimators of the pair momentum distribution are implemented, yielding in a clear
in-situ signature of a pairing mechanism (dubbed FFLO after its first proposers)
which implies a microscopic phase fluctuation in space between a normal fluid and
a superfluid. VMC is used to model homonuclear diatomic molecules of period-2
elements. The degree of entanglement and the responsible electronic configurations
in real space are quantified in terms of the entanglement spectra. Calculating the
reduced denstity matrix as an intermediate step reveals a novel way of understanding
chemical bonds, as exemplified by Be2 and C2. Possible implications of these results
in integrable many-body models and in quantum chemistry are discussed, as well as
direction for future investigation.
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1. Introduction
The 90 years after the first mathematically consistent formulation of quantum me-
chanics have witnessed, especially in the later half, an extensive development of
numerics and computational algorithms. Tempting as it may be to think that this
indicates no new scientific insight to be brought to light, evidence suggests the con-
trary for quantum many-body problems. It is not uncommon to see the results of
numerical methods feed back into the theory to yield new insights in addition to
intuition for next steps in investigation. Two relevant topics will be presented in
this dissertation: superfluidity resulting from pairing mechanisms beyond Cooper’s
initial conception, and real-space quantum entanglement of electrons in molecules.
The study of superfluidity and quantum entanglement is a much trodden path by
theories, joined only recently by several corroborating experiments. Up to the 1980s,
the only discovered superfluid was liquid helium, but the extensions to the theory
explaining it (especially the fermionic 3He) could not be tested with the probes
available. It was only after the development of laser trapping and cooling techniques
of neutral atoms that the experiments began to access low enough temperatures and
densities to allow for novel physics to be observed. For quantum entanglement, the
relevant experiments arose from the misgivings about its implications. Nonlocality,
as the main consequence of entanglement, appeared to challenge the conventional
notions of acausality between events that are in spacelike separation. The result
has been an interplay of experiments that attempt to irrefutably verify it, versus
theoretical loopholes proposed to check against its premature acceptance [4].
Superfluidity has profoundly influenced condensed matter physics and atomic, molec-
ular, and optical (AMO) physics, resulting in a deeper overlap between the two fields.
In condensed matter, one most often studies a system with the number particles that
is sufficiently large to be in the order of Avogadro’s number, often approximated by
infinity. Current experiments in post-3He superfluidity are done with clouds of alkali
atoms inside laser traps that are paraxially harmonic. The number of cold atoms
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handled in these experiments are usually less than a million and can be reliably
probed in few hundreds [53]. Although still too large to be considered as few-body
problems, the fact that the size of the trap, the spatial extent of the cloud of atoms,
the interatomic spacing, and the thermal de Broglie wavelength are all within two
orders of magnitude of each other has rendered the thermodynamic limit inapplica-
ble. This prompts theoretical properties to be derived (often perturbatively) from
many-body quantum harmonic oscillator models, with discrete spectra. In the case
of strongly attractive interactions beyond the mean-field or perturbative regimes, it
is necessary to develop efficient and accurate methods to calculate their properties.
With entanglement, much of the interest has been in quantum computation and
quantum information. The interest of the present work is to apply the concept to
chemistry, the one field to be overhauled by quantum mechanics in its early days.1
Chemical bonding, which is a central concept of chemistry, has been described by
approximate practical methods based on the quantum mechanical framework. Molec-
ular orbital (MO) theory [132] and valence bond (VB) theory [116] are two such ex-
amples, with different schemes in which the lowest-energy eigenstates of a molecule
are constructed. Such approximations for the full quantum mechanical treatment
of the molecule (exact but computationally intractable) necessarily begin with the
assumption that certain aspects of the full theory are more essential than others to
the physical process taking place. The lowest-energy orbitals of individual atoms in
the molecule, which are local quantities, are evidently among the most important
components upon which MO and VB theories are based. It will be argued in a later
chapter that the entanglement of electrons is also an important component but was
overlooked by virtually all theories for chemical bonding, including MO and VB. A
modification to MO theory will be suggested in order to account for entanglement in
order to have a more accurate understanding of a covalent bond, using homonuclear
diatomic molecules of second-row elements as examples.
1.1. Cold atoms
The main motivation for the descent to low temperatures has always been to ex-
plore new phases of different materials. The process becomes more challenging (and
1Paul Dirac famously stated that “[the] underlying physical laws necessary for the mathematical
theory of a large part of physics and the whole of chemistry are thus completely known,” and
that “approximate practical methods of applying quantum mechanics should be developed.” [38]
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interesting) if the fundamental particles are fermionic atoms instead of electrons,
because their Fermi temperatures are below the temperatures of refrigerants that
are available. The system departs significantly from the equipartition regime if its
temperature is low enough to be comparable to its Fermi temperature, that is, if
the terms in the partition function corresponding to the lowest excited states de-
cay rapidly with increasing energy. Quantum effects dominate thermal effects in this
regime, called degeneracy, which is more succinctly characterized by the interparticle
distance being in the order of the thermal de Broglie wavelength or smaller.2
10
−5
10
0
10
5
10
10
10
−6
10
−4
10
−2
10
0
2∆ / (k
b
T
F
*
)
T
c
/T
F*
(a) (b) (c)
Superconductors
Superfluid Helium–3
High–Tc Superconductors
Degenerate Fermi gases
Superfluid Helium–4
Alkali BEC
Figure 1.1.: Systems that exhibit BCS-type superconductivity or superfluidity, ar-
ranged according to transition temperatures Tc and gap energies 2∆. The BCS
systems are in (a), the crossover region is in (b), and the strongly bound compos-
ite boson systems are in (c). The Fermi temperatures for (c) are of the charged
fermionic ions after one valence electron is broken away, requiring 2∆. Taken from
ref. [62].
1.1.1. Fermi atoms and superfluidity
There are at least two reasons that cold Fermi atom systems have received much
attention recently. First, they give a natural extension and a testbed for the BCS
theory of superconductivity, where the interactions are tunable in strength and spa-
2This is not to be confused with quantum phases and their transitions, which by definition live at
absolute zero.
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tial extent, unlike the Coulomb interactions of electrons. These systems belong to
the crossover regime where the tuning (at opposite extremes) can cause the system to
resemble either the BCS superconductors or compound boson systems which undergo
BEC, as shown in Fig. 1.1. Second, they are close to the ideal models which interacts
minimally with the environment. When an idea in superconductivity is tested by
experiments on solid state systems, numerous confounding factors need to be taken
into account or worked around. One inescapable example is the lattice background,
which adds an effective attractive interaction to an otherwise purely repulsive inter-
action between two electrons. This is what allows Cooper pairs to form, but at the
same time adds a complex of electron-phonon coupling whose strength needs to be
estimated based on the types of elements in the lattice. Virtually free of such ma-
terial dependence, the BCS theory predicts a superfluid transition in these systems
as long as an attractive interaction exists between any two of them in different spin
states.
Exact many-body descriptions are known for very few of these systems. For the
vast majority, one hopes that the model possesses a very small interaction parameter
in which to expand perturbatively. The true challenge is in the strongly coupled
systems where the perturbative approach is ineffective. Understanding these highly
complex systems at the microscopic level calls for computational methods which take
pairwise interactions into account.
1.1.2. Relevant highlights in experiments
It was in the mid-1980s when atomic physicists started using lasers to bring gaseous
atoms to microkelvin temperatures. Alkali atoms (having one valence electron) were
the natural choice of species for cooling, due to the optical transitions which are well
understood theoretically and can be driven by available lasers. The development of
evaporative cooling in the following years led to another significant breakthrough in
1995, with the production of the first Bose–Einstein condensates (BEC) of 87Rb [3]
and 23Na [35], followed by 7Li [17] in 1996. The analogous state in fermionic atoms
is Fermi degeneracy, which was created a few years later with 40K [37] and 6Li [125].
Several experimental innovations led to the realization of trapped 40K and 6Li atoms
in the superfluid phase. At their core was the technique for forming magneto-optical
traps (MOT) [106], which involves two separate processes: cooling and trapping. Let
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us briefly review its workings in connection with 6Li, which is the benchmark for the
current work. Fig. 1.2 is the level diagram of 6Li at its lowest energies. The first
optically excited states of 6Li form a doublet of 2p-orbitals. Cooling and trapping
of 6Li atoms is done using the D2 transition, which is the transition between the
2S1/2 state and the 2P3/2 state.
Cooling is done by placing the cloud of atoms between a pair of counter-propagating
laser beams per spatial dimension. The frequency of the laser is close to the resonant
frequency of one of the atomic transitions of 6Li shown on Fig. 1.2, but slightly red-
detuned. Because of this, a 6Li atom resonantly absorbs a photon if the atom moves
at a velocity that causes a Doppler blueshift. But the motion of each atom is damped
in all directions by absorbing a photon with momentum components in the direction
opposite of the atom’s velocity, because the beams are applied from all directions.
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Figure 1.2.: (Left) Optical transitions of the valence electron of 6Li. (Right) Hy-
perfine splitting of s-orbital states as a function of an external magnetic field [18].
The two lowest energy states will be referred to by the shorthands |↑〉 and |↓〉.
Trapping can be explained by considering the motion of the atoms and the photon
along one of the axes: ±z in this case. Each atom needs to be scattered inwards by
preferentially absorbing photons traveling in the +z direction while on the z < 0 side
and photons traveling in the −z direction while on the z > 0 side. The possibility of
absorption thus needs to be determined by the photon’s angular momentum state as
well as its linear motion. A monotonically varying magnetic field, symmetric about
the center of the trap, is introduced along the z direction, and splits the atom’s
Zeeman levels. The laser beam is circularly polarized; the angular momenta of the
photons point forward or backward. The red-detuned beam resonates also with
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the transitions allowed by absorbing photons whose linear momenta point inward,
now distinguishable by their corresponding angular momenta.3 Stepping out of the
microscopic picture leaves us with damped harmonic motion in the paraxial region.
It is possible to apply the same idea to the other two axes to form a roughly spherical
cloud of trapped 6Li atoms.
The atoms are then transferred to a conservative single-beam optical trap, where the
imbalance in the spin can be tuned by inducing transitions between the hyperfine
levels with radio frequency (RF) waves. For the 6Li experiments cited in this section,
the electron angular momentum state with the lowest energy combines with the
nuclear spin to give a total angular momentum of F = 1/2. The transitions are
between two Zeeman levels mF = ±1/2. The 6Li atoms are prepared fully polarized
in the lowest level mF = +1/2. They are then subjected to RF waves (centered
near 76 MHz) which cause part of them to transition (‘spin-flip’) to the next lowest
hyperfine state mF = −1/2, through what is called the non-adiabatic Landau-Zener
process [90]. We shall simply refer to the two states as |↑〉 (spin-up) and |↓〉 (spin-
down). These states are known to be stable over the time scales of the experiment,
which means that we can assume the polarization to be constant. It is usually easier
to have N↑ & N↓ in the mixtures thus created. This conservative potential is lowered
afterwards to cause evaporative cooling.
Another physical feature amounting to the high tunability of cold atom experiments
is the Feshbach resonance. Its existence allows control of the strength of pair inter-
actions between the atoms with an external magnetic field of adjustable strength.
Given the two hyperfine species of 6Li, the potential can be either between like-
species or unlike-species. The depth of the former is much shallower than the latter
and is usually swamped by the effects of the degeneracy pressure. Only the pair
potential between unlike species remains a significant term in the Hamiltonian, and
in this potential, only the s-wave scattering is significant at temperatures well be-
low the centrifugal barrier of 6.6mK for 6Li [67]. Its scattering length as, postitive
or negative, is much smaller than other length scales of the system. In particular,
comparison to the length scale `ch of the spherically symmetric and conservative har-
monic potential holding N atoms shows that the experiment is done in the dilute gas
3If we were only concerned with trapping, we could have chosen the magnetic field to point
inward; we would need blue detuning and photon angular momentum pointing outward. But
red detuning is also needed by Doppler cooling, so this hypothetical case would not be an option.
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regime, N(as/`ch)3  1.4 So the pair potential is often approximated with a Dirac
delta function, which is also used in the model to be described in a later section.
ε0 open channel
closed channel
Figure 1.3.: (Left) Two-channel model of the Feshbach resonance. (Right) The
dependence of the s-wave scattering length on the external magnetic field [16].
From the ground state energy-level structure of Fig. 1.2, it is possible for the wave
functions of |↑〉 and |↓〉 to hybridize with at least one other hyperfine state from
a different value of F , via exchange interactions. This is illustrated crudely in
Fig. 1.3(left). An external magnetic field can lower the bound state energy of the
upper potential to the scattered state of the lower potential. The closer it gets to
the resonance, as diverges according to ∝ 1/ε0 [29]. Its asymptotic dependence on
the magnetic field B is
as(B) = aop ×
(
1− Bw
B −B0
)
(1.1)
where aop is the s-wave scattering length associated with the open channel potential
and Bw is the width of the resonance which depends on the type of atom [91].
Fig. 1.3(right) shows that 6Li has a broad Feshbach resonance at B0 = 834 G. In the
experiment, the magnetic field is ramped past it at 890 G, so the scattering length
is negative and the interaction is attractive. This crossover is dubbed BEC-BCS for
the processes predominantly responsible for the collective phenomena resulting from
the pair attraction between fermions of opposite spin. Note that superfluidity can
also be present on the BEC (weak field) side of the resonance in three dimensions.
Among the tasks of foremost importance in cold atom physics upon reaching de-
generacy in alkali atoms was to check for superfluidity of the BCS-type, which was
4This justifies several approximations made to simplify highly nonlinear theoretical models, such
as the Gross-Pitaevskii equation used for bosons.
7
discovered earlier in 3He [99]. But probes for pressure and temperature for 3He
cryostats cannot be applied in a trapped cloud of 6Li atoms. One must then look
for features of superfluids that do not require mechanical probing, such as quantized
vortices. The existence of quantum vortices is a direct consequence of the fact that
superfluidity is described by a macroscopic wave function. Vortices were first seen
in 3He when it was placed in a cylindrical cryostat and rotated [33, 56]. But again,
such a ‘rotating bucket’ cannot be used to contain the trapped 6Li atoms. Separately
from other trapping and cooling fields, a laser beam ‘stirrer’ was applied to cause
the rotation. This led to an unambiguous evidence for superfluidity in the trapped
6Li atoms [141].
The confirmation of 6Li as such (being of s-wave pairing like most conventional super-
conductors, due to diluteness) opened new avenues of investigation. One direction is
to use optical lattice to simulate theoretical models directly [13]. Another direction
is to push the limits of the BCS theory to explore some exotic pairing mechanisms.
1.1.3. Pairing mechanisms other than Cooper pairing
There is essentially no free parameter in the line of reasoning that began from the
model of collective excitations of unpolarized electrons [14] and led to Cooper’s real-
ization that a bound state occurs between two electrons of opposite spin and linear
momenta [32]. Even the thickness of the “thin energy shell” around the Fermi sur-
face confining the momenta of the two electrons making up the Cooper pair was
determined through energy minimization. This means that, if any new description
of superflow in degenerate fermions were to be proposed, it has to be based on a sys-
tem of fermions with an unequal population of spin states. The size and the shape
of the Fermi surfaces of the two species would no longer be constrained to be the
equal.
Indeed, superconductivity is destroyed in a sufficiently strong magnetic field where
one electron in each pair is forced5 to flip its spin and is no longer a candidate for
pairing (à la Cooper) to its former counterpart. But magnetism and superconduc-
tivity (or superfluidity in the case of atoms) have been simultaneously observed in
type-II superconductors [110] and cold Fermi atoms [102, 142]. This is explained
5This involves crossing between piecewise analytic domains of the Gibbs free energy as the mag-
netic field is increased from zero.
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in the former as far as the existence of unbroken pairs in spite of the magnetic
field can be explained, in which the London magnetic penetration depth λ and the
superconducting coherence length ξ are related by λ > ξ/
√
2 [1].
Understanding of such a transition does not translate well to other many-fermion
systems, including cold atoms. Magnetized superconductivity in type-II supercon-
ductors, which happens under a magnetic field of intermediate strength, is charac-
terized by the appearance of quantum vortices. As stated above, quantum vortices
in superfluids are caused by rotational motion and not magnetism. Atoms are com-
pletely different from electrons in how they respond to an external magnetic field,
so there is no analog for superconducting electrons in 6Li on the BCS side of the
Feshbach resonance. But there exists a critical value of the imbalance in the spin
population that leads to one of two states: (1) a phase-separated compound of a shell
of normal fluid surrounding a superfluid, or (2) a single phase of a partially polarized
superfluid. As previously mentioned, spin imbalance is adjusted by causing spin-flips
in a cloud of 6Li atoms initially prepared as |↑〉, through the Landau-Zener process.
Several proposals were made for alternate pairing mechanisms within a decade of the
proposal of the BCS theory. One notable example is the breached pair state, where
a gapped superfluid phase of the BCS type and a gapless normal fluid phase coexist,
with the latter arising from the unpaired high momentum states in the larger of
the two unmatched Fermi surfaces [113, 45]. Such pairing is expected to occur in a
narrow range of magnetic fields on the BEC side of the resonance where the chemical
potentials of the two species are of opposite sign [34].
More relevant to the 6Li experiments in the BCS regime is the case in which pairing
occurs between fermions that are close to each of the unmatched Fermi surfaces.6
This means that the magntitudes of their momenta are different and the resulting
pair has a nonzero total momentum [48, 78]. Two groups of authors independently
proposed different order parameters which break either time-reversal symmetry (FF)
or translational symmetry (LO). A recent comparison shows that the LO state is
always energetically favored over the FF state [83]. The associated order parameter
is the real-valued, spatially modulated superfluid gap function, given by
∆LO(r) = ∆0 cos (Q · r) . (1.2)
6It can be said that the experiments were designed with the specific goal of testing the theories
discussed.
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Figure 1.4.: (Left) Possible schemes of pairing between two Fermi surfaces.
(Right) Mean-field phase diagram of the 3D bulk system of 6Li at a broad Feshbach
resonance [119].
As on Fig. 1.4(left),Q ≡ p1 + p2 is the momentum of this LO pair. If pairing happens
according to this model, the order parameter should be spatially modulated with
period 2pi/ |Q| in the order of a few microns, for polarizations up to about 30%.
This is essentially a microscopic phase mixture of the superfluid and the normal
fluid. An experiment that conclusively demonstrates the existence of LO pairing
would involve a clean measurement of either the distribution of this pair momentum
or the microscopically oscillating behavior of the superfluid density.
Fig. 1.4(right) shows the phase diagram for the 3-dimensional trapped cloud from
mean-field calculations. The small area taken up by the FFLO shows very little
hope for experimental detection, especially given that the region is smaller than
experimental error bars. The phase diagram in 1D, on the other hand, has a semi-
infinite region of FFLO [101].
1.1.4. Other experimental considerations
Each refinement of experimental conditions works toward bringing the system of 6Li
atoms closer to a model against which accurate comparisons can be made. The laser
cooling techniques that were previously mentioned can only bring the atoms to about
1 mK. It is the evaporative cooling technique that brings the system to BEC and
superfluidity [123]. As the harmonic potential is lowered, the temperature takes a
final plunge to about 150 nK as a vast majority of atoms are lost (evaporated) from
the trap, leaving N ∼ 4× 105 atoms.
An optical lattice can be created in addition to the MOT by applying a counter-
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propating pair of laser beams [53]. This forms a standing wave of electric field and
drives a position-dependent AC Stark effect in the atoms. The atoms move toward
locations where the Stark shift in the energy is most negative, tracing a sinusoidal
potential of the form in Fig. 1.5(a). These beams can be turned off and on indepen-
dently of the conservative optical trap and have a lattice spacing incommensurate
with the wavelengths involved in the fine-structure transitions of the atoms. For the
6Li experiments, the respective wavelengths are 1064 nm and 1080 nm. As seen in
Fig. 1.5(b), creating optical lattices along two of the spatial axes creates a bundle
of potential ‘tubes’, which are effectively 1D systems where the optical lattice is
sufficiently deep.
U(x)
x
Figure 1.5.: (Left) Illustration of an optical lattice potential. The decay of ampli-
tude is exaggerated for visual clarity. (Right) Experimental setup with the optical
lattice potential applied from two orthogonal directions [81].
Measurements are made by studying the images created from sending probe beams
or pulses through the cloud of atoms. The atoms can be probed while they are in
the trap (in situ) or as they expand as soon as the conservative trap and the optical
lattice are turned off. The latter is used to only measure the distribution of velocity
and, through appropriate conversions, the approximate distribution of momentum.
This is called the time-of-flight measurement, where images are created from the
shadows of the atoms that have absorbed the probe beam [73]. The resulting velocity
distribution, with a sharp peak at zero velocity, has been iconic in the detection of
BEC [3].
Variants of phase-contrast imaging can be used for in-situ measurements of the spa-
tial distribution of the 6Li atoms if they are transparent to the probe beam. Exper-
iments by the Hulet group used polarization phase-contrast imaging which exploits
the birefringence of the atoms when under a strong magnetic field [17]. The spatial
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resolution is set by the diffraction limit, which typically ranges from 1 to 3 µm in
these experiments. This is not enough to resolve individual potential tubes, which
are 1064 nm÷ 2 = 532 nm apart from each other. From the side view image of the
bundle of potential tubes, it is possible to measure the density profile of the entire
bundle and estimate the number of particles only in the tube at the center of the
bundle (N ∼ 240) which has the most atoms.
1.2. Quantum entanglement
The concept of quantum entanglement states that if a system is partitioned into two
or more subsystems, then it is possible for nonlocal (position-independent) correla-
tions to exist between each pair of subsystems without exchanging force carriers. If
correlations exist without involving a force carrier, then neither the spatial distribu-
tions of the sources within each subsystem nor the spatial separations between the
subsystems enter the analysis directly. Entanglement is therefore due to the mathe-
matical form of the many-body wave function of the entire system. This means that
the subsystems can be entangled while being light-years apart, or unentangled while
in mechanical contact with each other.
The degrees of freedom over which a wave function can be partitioned is not limited
to spatial degrees of freedom, and can be as general as the variety of representations
existing for RDMs [111, 60]. QMC methods have been used to calculate spin, space,
particle, and momentum representations [97, 93].
Before moving onto a discussion entirely of quantum entanglement, it is important to
distinguish between entanglement and nonlocality per se. Nonlocality is the physical
phenomenon, whereas entanglement is the algebraic property that describes nonlo-
cality in the quantum state — the impossibility of decomposing the full quantum
state into factors associated with each subsystem. This can be illustrated with the
Bell states
∣∣∣Φ±〉 ≡ |↓〉A ⊗ |↓〉B ± |↑〉A ⊗ |↑〉B√
2
and
∣∣∣Ψ±〉 ≡ |↓〉A ⊗ |↑〉B ± |↑〉A ⊗ |↓〉B√
2
(1.3)
of two-electron spins, where each term is a tensor product of the states of subsys-
tems A and B.7 None of these sum-of-product states can be rearranged to products
7Where not ambiguous, shorthands such as |↓↑〉 ≡ |↓〉A⊗|↑〉B will be used, i.e. omitting the tensor
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of sums.
It is because the two terms in each Bell state are of equal weight that the factorization
is ‘maximally difficult’. One can continuously adjust the relative weight of each term
in Eq. 1.3 by introducing a real paramter δ ∈
[
−12 , 12
]
as, for instance,
∣∣∣Ψ˜+δ 〉 ≡
√
1
2 + δ |↓↑〉+
√
1
2 − δ |↑↓〉 .
This expression reduces to |Ψ+〉 for δ = 0 and |↓↑〉 or |↑↓〉 for δ = ±12 , which are
unentangled. A weakly entangled state would have 0 < 12 − |δ|  1. The Bell states
and
∣∣∣Ψ˜+δ 〉 are the simplest examples of the Schmidt decomposition, whose general
form is
|Ψ〉 =∑
k
ck |χk〉A ⊗ |ξk〉B . (1.4)
Here, {|χk〉} ⊂ FA and {|ξk〉} ⊂ FB have the same number of elements and sepa-
rately form orthonormal bases in the Fock spaces FA and FB. These bases uniquely
determine the set {ck}, which satisfies ∑k |ck|2 = 1. The state is unentangled if its
Schmidt decomposition has only one nonzero term: cq = 1 and ck 6=q = 0. The state
is maximally entangled when |ck| is the same for all of the terms, as is the case for
Eq. 1.3.
1.2.1. Measures of entanglement
The set of coefficients in the Schmidt decomposition gives an intuition of the degree
of entanglement in some limiting cases. This intuition is in fact a consequence of
the exchange of ideas between information theory, thermodynamics, and quantum
mechanics. It is the degree of randomness and disorder in the information contained
in a transmitted message which are in accordance with the degree of entanglement
in multipartite quantum states. This led naturally to entropy as a measure of en-
tanglement [138, 86, 120], which turned out to be a straightforward extension of
information entropy in its functional properties. But the very idea of using entropy
to quantify the information in a message finds its origin in the early days of quantum
statistical mechanics.
product operator and the subscripts to denote the partition.
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The first such form of entropy is proposed by John von Neumann as a quantum
mechanical analogue of the thermodynamic entropy. It appeared in the same papers
where he introduced density matrices, denoted by ρˆ [129, 130]. Given the eigende-
composition of ρˆ = ∑k wk |k〉 〈k|, the von Neumann entropy can be written as
S1 ≡ −Tr {ρˆ ln ρˆ} = −
∑
k
wk lnwk . (1.5)
How does this seemingly unpartitioned state relate to the idea of entanglement be-
tween partitioned states? It turns out that an implicit partition has already existed
between the system and the environment (or the bath), and the trace is already
taken over the latter. What Eq. 1.5 measures is the degree of entanglement of the
system with its environment. Constructing the density matrix of the universe (the
system and the environment combined) from the Schmidt decomposition illustrates
this clearly:
|Ψ〉 〈Ψ|U =
∑
j,k
c∗jck |χk〉 〈χj|A ⊗ |ξk〉 〈ξj|B . (1.6)
Here, labels for the universe, the system, and the environment of the outer products
of each state are U, A, and B, respectively. This is where the usefulness of the
Schmidt decomposition of a state vector is evident. By orthogonality of the basis
elements on the right-hand side, the trace over the environment leaves us with the
reduced density matrix (RDM) of the system:
ρˆ ≡ TrB {|Ψ〉 〈Ψ|U} =
∑
k
|ck|2 |χk〉 〈χk|A . (1.7)
Using this definition in Eq. 1.5, one reads off wk = |ck|2. So the minimum value of
S1 = 0 is obtained when exactly one of the coefficients wk is equal to 1 and the others
are 0. This state, which describes a system that is unentangled with the environment
(an isolated system) is called a pure state. A mixed state results when two or more of
the coefficients wk are nonzero, indicating an incoherent superposition of the outer-
product states in {|χk〉 〈χk|}. A maximally mixed state is where all wk are equal and
nonzero. A pure state can be represented as both a state vector (or a ket) and a
density matrix, whereas a mixed state can only be represented as a density matrix.8
8In fact, this was Lev Landau’s main motivation for his invention of density matrices [77], which
happened at about the same time but independently of von Neumann. Von Neumann is given
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It is possible to identify good quantum numbers in subsystem A and partition the
RDM of Eq. 1.7 into contiguous blocks (or sectors) based on those numbers. Block-
diagonalizations of the RDM yields sets of eigenvalues grouped by each sector. A
juxtaposition of the level diagrams of these sector eigenvalues is called the entangle-
ment spectrum, which will be used to understand the findings in chapter 4.
A distinction needs to be made between mixed and entangled states. The mixed
state is the result of a partial trace of the full density matrix constructed as an outer
product of an entangled state with itself. The entangled state, which can be written
as a coherent superposition of eigenstates or tensor products of eigenstates, is itself a
pure state. As an example, a maximally mixed state can be represented as a partial
trace of the Bell state |Ψ+〉, which is a maximally entangled state:
TrB
{∣∣∣Ψ+〉 〈Ψ+∣∣∣} = 12TrB {|↓↑〉 〈↓↑|+ |↓↑〉 〈↑↓|+ |↑↓〉 〈↓↑|+ |↑↓〉 〈↑↓|}
= 12 (|↓〉 〈↓|+ |↑〉 〈↑|) . (1.8)
From Eq. 1.7, the associated von Neumann entropy is S1 = −12 ln 12 − 12 ln 12 = ln 2.
The other Bell states |Ψ−〉 and |Φ±〉 yield the same von Neumann entropy, whether
traced over A or over B. This raises an important point about the degrees of freedom
in each subsystem: as long as the number of elements in the bases {|χk〉} and {|ξk〉}
from Eq. 1.4 are the same, neither spatial extent nor topology enters the calculation
of entanglement entropy directly.
It is also of interest to consider the method of preparing quantum systems. Eqs. 1.6
and 1.7 show that any given mixed-state RDM has a ‘parent’ entangled-state vector.
This makes it possible to construct the basis {|ξk〉} for the ‘environment’ and recover
the state vector for the universe in the Schmidt form of Eq. 1.4. Details of the process
aside, this ‘untracing’ of the RDM is called purification. It rests on the assumption
that the universe is indeed in a pure and entangled state.9
credit for more rigorous mathematical justification for its use.
9Discussions of pure states in many elementary textbooks — whether for isolated or for entangled
systems — gloss over the issue by stating the constituents to have been “adiabatically turned
on” from the infinite past, without giving details about the partial traces of the environment
involved. It should be noted that this formulation conflicts with the inflationary model of the
universe.
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1.2.2. Generalizations to quantum information
The von Neumann entropy was later extended into the study of quantum informa-
tion [118] and was generalized [112] to a family of entropies used in calculating the
work values of information and in quantum cryptographic protocols. They are called
Rényi entropies after their inventor and are given by
Sq =
1
1− q ln
∑
k
pqk , (1.9)
where {pk} is a set of probabilities associated with the different types of ‘events’ that
can be communicated. One can use l’Hôpital’s rule for the limit q → 1 to recover
the Shannon entropy S1 =
∑
k pk ln pk, where {pk} is taken to be the analogue of the
set {wk} of density matrix eigenvalues from Eq. 1.5.
The sequence {Sq}∞q=0 is monotonically decreasing. A consequence is that S2, also
known as the collision entropy, serves as a lower bound to the S1, the Shannon
entropy. We shall return to the discussion of S2 in chapter 4. The full sequence finds
its use in quantum information theory where, for example, quantum mechanical
restrictions are incorporated to the information obtained in an experiment in the
form of uncertainty relations [12].
1.3. Roadmap
This dissertation is structured as follows. Chapter 2 presents quantum Monte Carlo
simulations as the main method of investigation. Chapter 3 is a detailed discussion of
the trapped cold atom system in a quasi-one-dimensional geometry and the signatures
of inhomogeneous superfluidity. Chapter 4 is a detailed discussion of real-space
entanglement of electrons in simple molecular systems. Chapter 5 is the summary
of the findings and the prospects for further investigation. The Appendices provide
details of the modification to the quantum Monte Carlo implementations.
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2. Quantum Monte Carlo
Monte Carlo in computational science refers to an extended collection of numerical
methods that rely on random or pseudorandom numbers in some essential way. We
begin with the discussion of Monte Carlo methods in statistical physics, as this is the
broadest scope in which the motivation behind the details of the calculation remains
unobscured and the narrowest scope in which none of the concepts essential to the
findings are omitted in the discussion. We adopt the most common uses of Monte
Carlo calculations as a form of multidimensional integration.1
Consider the integral I ≡  b
a
f(x) dx of some smooth function f(x) as shown on
Fig. 2.1. Let us define a rectangle with a known area around the region of integration,
and then generate pairs of random numbers (x, y) that are uniformly distributed
throughout the rectangle: a ≤ x ≤ b and u ≤ y ≤ v. Those that fall within the
region of integration, y ≤ f(x), are counted as ‘hits.’ Next, the ratio of the number
of ‘hits’ to the the total number of pairs is calculated. This ratio is then multiplied
by the area of the bounding rectangle to yield an estimate of I.
f(x)
a b
x
a b
y
v
u
Figure 2.1.: Monte Carlo calculation of the area under a curve.
The efficiency of this method is readily apparent for multidimensional integrals, when
compared to the computational complexities of using higher-dimensional quadratures
1There are other uses such as in stochastic optimization or in a probabilistic formulation of inverse
problems.
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to estimate the integrals. The error estimate of the Monte Carlo integration of this
form is ofO(ν−1/2), where ν is the total number of integrand evaluations. For quadra-
ture rules, the error estimate is of O(ν−c/d), where d is the number of dimensions and
c is a constant that depends on the type of quadrature2 and the smoothness of the
integrand. Monte Carlo integrals are thus expected to converge visibly faster than
quadrature rules if it has more than 8 dimensions.
Integrands can be sharply peaked so that the convergence of the Monte Carlo esti-
mate of the integral is significantly slower than for the ‘well-behaved’ functions over
the same domain. One approach to the reduction of variance is importance sam-
pling, in which the integrand and the measure are transformed so that the region of
integration fits more smoothly into the bounding box.
In equilibrium statistical mechanics, the expected value of an observable O ({sj}),
with {sj} as the degrees of freedom, is calculated from the multidimensional integral
〈O〉T =
1
Z

Ω
∏
j
dsj
O ({sj}) e−H({sj})/(kBT ) (2.1)
where Ω is the configuration space and H({sj}) is the energy. The integrand is a
sharply peaked distribution about some equilibrium value of O ({sj}).
The bare form of importance sampling described above is not practical for such a
many-body distribution, since it is difficult to locate the peaks or to construct a mul-
tivariate scaling distribution from which n-tuples of random numbers can be drawn.
One solution is to sample Ω like a miscible fluid flow through each configuration
(represented visually as an infinitesimal element of Ω), slowly where the integrand
is large and quickly where it is small. Also, there is merging of incoming flows and
splitting of outgoing flows at each configuration. This is a generic formal description
of a Markov chain, in which the ‘velocity field’ of the flow is a function of only the
current configuration and nothing from the past — a memoryless flow. Examples in
continuous and discrete state spaces are drawn in Fig. 2.2. The master equation for
the discrete state space is given by
dPk
dt =
∑
l 6=k
[Mk←lPl −Ml←kPk] , (2.2)
2The values of c are 1, 2, and 4 for the rectangular rules, trapezoidal rule, and Simpson’s rule,
respectively [7].
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where Pk is the statistical weight of state k andMk←l is the transition matrix element
from state l to state k. Mk←l always has an eigenvalue of 1, which means that it has
an ordered set {Pk} satisfying the stationary condition dPk/dt = 0 for each k. The
continuous state space can be similarly represented with k as a continuous argument
and the summation replaced with an integration.
q0 1/4
q1
3/4
3/5
q2
2/5
1/2
1/2
Figure 2.2.: (Left) Streamlines following a 2-dimensional Stokes flow (a solution
of the Navier–Stokes equations in the viscous limit) within a closed container.
Lengths of the arrows indicate the flow speeds at various positions [61]. The
streamlines in this flow can merge or split tangentially but never intersect at an
angle. (Right) A nondeterministic finite-state machine. Outgoing arrows from
each node are labeled with transition probabilities that sum to 1.
In Monte Carlo calculations based on Markov chains, one does not keep track of the
flows in their entirety including mergers and splits. Rather, one begins with a single
configuration in Ω and decides randomly, according to some probability distribution,
which adjacent configuration to transition to in the next step. This process is called
the random walk and the mathematical entity that keeps track of the configuration
is called a walker. It is implied that time t is discretized since the sampling is done
in discrete steps.3
A random walk should be sufficiently long so that the Monte Carlo estimate of the
observable of interest should agree (within statistical errors) between independent
runs, irrespective of the starting point of the walkers. In terms of the Markov chain
as a whole, a walker should pass through all of the representative regions of Ω in
a single run, with parts of its trajectory packed close together in the regions that
are statistically important. At the scale of the walker, an equivalent statement is
that any two points in Ω are separated by a finite number of allowed Monte Carlo
steps through regions of nonzero probability. This ergodic hypothesis is a requirement
3This Monte Carlo time is not to be confused with real time, in which the displacements are not
caused by Newtonian forces.
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for the validity of the calculation and is usually assumed true for simply connected
domains, which describes Ω for fluids [70, 47].
Of the several possible ways to randomly walk through Ω, the Metropolis–Hastings
algorithm constructs a Markov chain out of the fewest assumptions about Ω and
the fewest free parameters in most cases [89, 58]. It is the most commonly used
sampling method in statistical mechanics due to its conceptual simplicity (relative
ease of implementation) and its power. Each step of the walk is a two-stage process
where a trial displacement from the current configuration is proposed, followed by a
decision to accept or reject the displacement based on a probability that depends on
the ratio of the statistical weights of the current and the target configurations. In
the simplest form of the algorithm, the trial move is oblivious and unbiased about
the steps in the past or the future. This is equivalent to a termwise cancellation of
the stationary state of Eq. 2.2, known as the detailed balance condition:
A(s′ ← s)T (s′ ← s)P (s) = A(s← s′)T (s← s′)P (s′) . (2.3)
Here, the transition matrix M(s′ ← s) is factored into two parts: the probability
T (s′ ← s) of proposing a displacement from state s to state s′, and the probability
A(s′ ← s) of accepting the move. P (s) = 1
Z
e−H(s)/(kBT ) is the statistical weight in
classical statistical mechanics. The acceptance probability is calculated ‘on the fly’
once the trial state s′ is generated from T (s′ ← s) and the reverse displacement to
the current state s is determined according to T (s← s′):
A(s′ ← s) = min
{
1, T (s← s
′)P (s′)
T (s′ ← s)P (s)
}
. (2.4)
This is implemented by generating a random number uniformly distributed in [0, 1)
and accepting the trial move if it is less than any one of the arguments of min, or
just T (s←s′)P (s′)T (s′←s)P (s) since the random number is never greater than 1. It is also possible
to propose a displacement of an entire walker, but the displacement of each particle
in the walker needs to be 1/N times the length scale of a single-particle displacement
lest A(s′ ← s) decrease rapidly.
A statistically favorable configuration with which to begin the Monte Carlo simu-
lation is usually in the topologically trivial regions of Ω. We can begin by placing
the walker at our best guess and hope that it is soon guided to yet more important
regions, through Eq. 2.4 and by the assumption of ergodicity. Configurations tra-
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versed through in these first few burn-in steps (also called warm-up or equilibration
steps) are ignored before accumulating the estimates of the observables evaluated at
some {sj}. These local values of the observable are recorded as a time series, which
should not have a trend if an appropriate number of burn-in values are cut off. The
simplest statistical analysis of time series then follows, taking into account autocor-
relation and the total number of samples to calculate the mean and the standard
error.
The time series of Monte Carlo estimators for different observables yield different
autocorrelation functions and autocorrelation times. For example, a simultaneous
translational displacement of all particles of a fluid system in a periodic cell (Fig. 2.3)
would leave the energy estimator unchanged but will change ∑Nj=1 r2j , the sum of the
square displacements from some pre-defined origin. It is also typical in the time
series of the energy estimators that the autocorrelation time (in Monte Carlo steps)
is significantly smaller than the number of particles. This means that not every
particle in the system needs to be displaced in the steps between two statistically
independent samples of energy, and furthermore shows that it is difficult to gauge how
representative the configurations are when visited with only one walker in a single
run just by looking at the standard error. A more intrinsic measure of efficiency is the
diffusion constant of walkers through Ω, which is proportional to the summed squares
of all single-particle displacements divided by the total wall-clock time elapsed while
recording the displacements, including rejections.
Another simple remedy is to keep track of Nw  1 walkers, initializing each of them
roughly evenly across Ω. Using multiple walkers does not reduce the total wall-clock
time necessary to sample the same number of independent configurations, since each
step will be Nw times slower. But it gives a better indication about the overall
shape of the statistical distribution, including the possible existence of multiple local
maxima separated by deep antimodes (‘valleys’) that may slow down the convergence
of the Markov chain. The topography of Ω would be much easier to err on with only
one walker.
Once the mean and standard error of a given estimator is calculated for each walker,
they are combined with those from other walkers in the same way the measured
quantities and their errors are combined between experiments. Let the j-th time
series (produced by the j-th walker) have length νj. Let O¯j be the average value of
the values Oj,k calculated at the k-th step of the time series, κj be the autocorrelation
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Figure 2.3.: A translational displacement of all of the particles, with periodic
boundary conditions. One particle is chosen to be starting at the reference position
defined as the origin, marked in red.
time, and
SEO¯,j ≡
√√√√√κj∑νjk=1 (Oj,k − O¯j)2
νj(νj − 1)
be the standard error. Then the combined mean is the weighted average
〈O〉 ≡
∑Nw
j=1 νjO¯j∑Nw
j=1 νj
and the combined standard error is
δO ≡
√√√√√∑Nwj=1 (SEO¯,j)2
N2w
=
SEO¯,rms√
Nw
.
This direct additivity of the Monte Carlo method is what makes it well suited for
multiple processors, as the non-necessity for the processors to exchange information
until the end of the run makes it a naturally parallelizable computation.4
So far, the discussion was on the classical Monte Carlo method. For a generic many-
body Monte Carlo to be classified as quantum, the probability distribution needs
to be of quantum mechanical origin. e−H({sj})/(kBT ) of Eq. 2.1 and P (s) of Eq. 2.3
are together replaced with either the square of the parametrized wave function for
variational Monte Carlo (VMC) or the many-body thermal density matrix for path
integral Monte Carlo (PIMC). In addition, the estimators involve operators in the
Hilbert space instead of being entirely in terms of c-numbers. This requires an
4This is called embarrassingly parallel in computer engineering, requiring little work apart from
creating clones of walkers across the processors and driving them with independently seeded
random number generators.
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additional step of projecting these operators onto the position basis, leaving only
c-numbers in the calculation. Once a method is chosen for a given problem, the
remainder of the implementation is about deciding on a form of T (s′ → s) that sam-
ples Ω efficiently, all the while keeping the ergodicity and detailed balance conditions
satisfied.
For the remainder of this section, details of the basic implementation of VMC and
PIMC will be discussed, up to the calculation of energy. The systems of interest are
many-fermion systems in continuous space with two spin-species, namely electrons
and 6Li atoms in their lowest two hyperfine states. Additions to the basic algo-
rithms (specific to the examination of the momentum distribution and entanglement
spectra) have been set aside as Appendices.
2.1. Variational Monte Carlo
VMC samples the configuration space based on a parametrized many-body trial wave
function ΨT({rj}). The variational principle states that the parameters defining
ΨT({rj}) can be adjusted so that it describes the system at progressively lower
energies, bounded below by the true ground state energy [9]. The expected value of
the observable Oˆ({rj}) is
〈O〉|ΨT|2 ≡
〈
ΨT
∣∣∣Oˆ∣∣∣ΨT〉 = 
Ω
∏
j
drj
Ψ∗T({rj})Oˆ({rj})ΨT({rj})
=

Ω
∏
j
drj
Ψ∗T({rj})Oˆ({rj})ΨT({rj})ΨT({rj}) ΨT({rj})
≡

Ω
∏
j
drj
OL({rj}) |ΨT({rj})|2
where OL({rj}) ≡
[
Oˆ({rj})ΨT({rj})
]
/ΨT({rj}) (called the local observable) is the
estimator. The integral is of the same form as Eq. 2.1 for the classical Monte Carlo
calculation, with e−H({rj})/(kBT ) replaced by |ΨT({rj})|2. ΨT({rj}) is assumed to be
normalized, but there is no need to determine the normalizing constant since it is
cancelled out in OL({rj}) and in the Metropolis acceptance probability of Eq. 2.4.
VMC would not be needed if there is a general and systematic method for finding
the true ground-state wave function Ψ0({rj}) of an interacting many-body system.
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At present, there is reasonably good understanding of the approximate functional
forms of ΨT({rj}) which capture one- and two-body effects. Trial wave functions
are constructed by starting from single-particle wave functions (‘orbitals’ in the case
of electrons), and forming either a permanent or a determinant depending on the
statistics of the particles. The focus of the current work with VMC is on electrons,
so the Slater determinants will be assumed as the basic functional form of ΨT in the
discussions that follow.
For N identical electrons that are hypothetically non-interacting, a single Slater de-
terminant constructed from N orbitals of the lowest energy is the exact solution of
the many-body Schrödinger equation. There are two common courses of sophistica-
tion for ΨT({rj}) if Coulomb interactions enter the model, in which the positions of
the nodes are shifted. One is to replace the single determinant by a linear combina-
tion of multiple determinants constructed from different subsets of orbitals from the
same basis. The other is to multiply a two-body part that is usually in a pair-product
form ∏j<k f (2) (|rj − rk|), or
exp
−∑
j<k
J (|rj − rk|)

which resembles the Boltzmann distribution of Eq. 2.1. The above expression is
called the Jastrow correlation. The term in the summation have forms such as
J(r) =
(
a
r
)b
or J(r) =
∑kmax
k=1 akr
k
1 +∑kmaxk=1 bkrk , (2.5)
where a and b are the variational parameters [85, 100]. The full form of the trial
wave function with the two spin species of the electrons taken into account is
ΨT({rj}) =
 ∏
σ=↑,↓
Dσ ({rσ,j}) e−
∑
j<k
J
(∣∣rσ,j−rσ,k∣∣) exp
− N↑∑
j=1
N↓∑
k=1
K (|r↑,j − r↓,k|)

(2.6)
up to a normalizing constant, where Dσ is the linear combination of Slater determi-
nants for spin species σ. The variational parameters here are the coefficients for each
Slater determinant term. One can continue to add more sophistication to ΨT ({rj}):
for example, three-body correlations [65], if such adjustments lead to a meaningful
improvement in the accuracy of the calculation.
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As shown, one can only make incremental improvements to the form of ΨT({rj})
while continually optimizing its new set of variational parameters from higher-order
correlations at each step. The question arises as to how close ΨT({rj}) approaches
Ψ0({rj}) with each level of sophistication. Energy is the single important indicator,
mainly because Ψ0({rj}) itself is defined from the outset by its operator, Hˆ. This can
be seen by re-expressing the difference between the VMC energy EVMC ≡ 〈EL〉|ΨT|2
and the (unknown) true ground state energy as
EVMC − E0 = (〈ΨT| − 〈Ψ0|)
(
Hˆ − E0
)
(|ΨT〉 − |Ψ0〉) ∼ O
[
|ΨT −Ψ0|2
]
(2.7)
which means that ΨT({rj}) approximates Ψ0({rj}) more accurately if an adjustment
of variational parameters lowers EVMC [6]. The variance of the local energy EL({rj})
also decreases to zero in the limit ΨT → Ψ0:
EL({rj})− EVMC = (EL({rj})− E0)− (EVMC − E0)
=
(
Hˆ − E0
)
(ΨT({rj})−Ψ0({rj}))
ΨT({rj}) − (EVMC − E0)
∼ O [ΨT −Ψ0]
Var (EL) =
〈
(EL − EVMC)2
〉
|ΨT|2
∼ O
[
|ΨT −Ψ0|2
]
. (2.8)
Both of the expressions in Eqs. 2.7 and 2.8, or their linear combination, can be
used as objective functions when ΨT({rj}) is being optimized over the variational
parameters by multiple iterations of the VMC run [94]. If the minimum possible
value of EVMC is reached but Var (EL) is nonzero, it implies that the accuracy of
ΨT({rj}) is limited by its functional form.
We leave this subsection with some details for calculating EL({rj}) in continuous
space, and postpone other details of the VMC implementation to chapter 4 and
Appendix B. The trial wave function of Eq. 2.6 can be written as
ΨT({rj}) = D↑({r↑,j})D↓({r↓,j}) exp [−U({rj})]
where U({rj}) contains all of the pair correlation terms. The potential energy terms
of Hˆ are the same in EL({rj}) so we only need to be concerned with the Laplacian
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terms of the kinetic energy, which are calculated either analytically or using finite
differences. In practice, the finite difference method is used only for debugging. It
is typical to load into the memory the analytic forms of the spatial derivatives of
the orbitals comprising the Slater determinants, and of U({rj}). Without loss of
generality, we can assume that the analytic calculation of ∇2↑,1ΨT({rj}) applies in
the same way to all of the electrons. D↑({r↑,j}) only has terms that are products of
different orbitals, and the only dependence of D↑({r↑,j}) on r↑,1 is through the terms
proportional to φn (r↑,1). So it is useful to load the pre-calculated set {∇2φn (r)} into
the memory. The Laplacian of the Jastrow correlations is
∇2↑,1e−U = e−U
[
(∇↑,1U)2 −∇2↑,1U
]
,
so it is useful to load all of the terms in ∇σ,jU ({rσ,j}) and ∇2σ,jU ({rσ,j}).
ΨT({rj}) does not have a node where a pair of fermions with different spins or a
pair of bosons coincide in space. This means that EL({rj}) is finite where they do,
even for a diverging pair potential in the short distance limit. The relevant terms
in ∇2σ,jU ({rσ,j}) are then required to exhibit singularities that exactly cancel the
singularities in the pair potential, resulting in cusps in the terms in∇σ,jU ({rσ,j}) [71,
84]. This cusp condition is implemented by defining some cutoff radius rc within
which the first r-derivatives of Eq. 2.5 are modified to approach a nonzero value in
the limit r → 0.
2.2. Path integral Monte Carlo
PIMC is a calculation of quantum statistical observables from a random walk weighted
by the position representation of the thermal density matrix ρˆ = e−βHˆ/Z, where
β ≡ 1/ (kBT ) is the inverse temperature and the normalizing constant Z ≡ Tr
{
e−βHˆ
}
is the partition function [42]. It would be possible to write down the analytic form
of the distribution as
〈
{r′}
∣∣∣∣∣∣e
−βHˆ
Z
∣∣∣∣∣∣ {r}
〉
=
∑
j
e−βEj
Z
〈{r′} |j〉 〈j| {r}〉
if Hˆ is diagonalized. But we begin without knowing Ej or Ψj ({r}) ≡ 〈j| {r}〉, so we
have to work with |{r}〉 directly by expanding the left-hand side in a small parameter.
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It is possible to factorize ρˆ as e−βHˆ =
(
e−τHˆ
)NT so that the scaled temperature
parameter τ can become arbitrarily small for an arbitrarily large NT. What follows
is a further factorization of e−τHˆ by the kinetic and potential terms in Hˆ. From the
Baker–Campbell–Hausdorff (BCH) formula, one can expand
e−τ
(
Tˆ+Vˆ
)
= e−τTˆ e−τVˆ e−S˜(τ) (2.9)
where S˜(τ) is a polynomial in τ of order 2 or greater with coefficients that are
proportional to
[
Tˆ , Vˆ
]
and higher-order commutators. The position representation
of the exact propagator for a free, non-interacting system (Vˆ = 0) is read off from
the real-time propagator [9] after it is replaced by τ :
ρ0
({
r(k)σ,j
}
,
{
r(k−1)σ,j
}
; τ
)
≡
〈{
r′σ,j
} ∣∣∣∣∣∣e
−τTˆ
Z
∣∣∣∣∣∣ {rσ,j}
〉
= 1√
4piλτNd
exp
−
∑
σ,j
(
r′σ,j − rσ,j
)2
4λτ
 (2.10)
≡ e
−K
({
r′σ,j
}
,{rσ,j};τ
)
Z
Here, d is the number of spatial dimensions and the abbreviation λ ≡ ~
2
2m is used.
K
({
r′σ,j
}
, {rσ,j} ; τ
)
is called the kinetic action. The same form is used in any path
integral calculation, with or without interaction.
It should be noted that replacing it → τ does not translate to other parts of the
formulation as a form of Wick rotation.5 The Schrödinger equation still evolves in
real time and the time evolution of the density matrix is governed by
ρˆ (t) =
∑
j
e−iEjt/~e−βEj |j 〉〈 j| eiEjt/~ = e−iHˆt/~e−βHˆeiHˆt/~ .
Differentiating with respect to β, we obtain
∂
∂β
ρˆ = −Hˆρˆ . (2.11)
PIMC is a static method in that it disregards the real-time dependence and treats
5There are other QMC methods, e.g. diffusion Monte Carlo [128], which use this analytic contin-
uation in their own Markov chains.
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β like an imaginary-time domain where the propagator of Eq. 2.10 is defined. For
simplicity, we shall hereafter refer to τ ≡ β/NT as timesteps and reassign the role of
t as the coordinate along the time axis which τ occupies. The trace operation that
defines Z forces this new time domain to be periodic, with period β.
Returning to the high-temperature (or short-time) approximations Eq. 2.9, e−τVˆ e−S˜(τ)
in the case of non-zero interaction is projected onto the position basis as
〈{
r′σ,j
} ∣∣∣e−τVˆ e−S˜(τ)∣∣∣ {rσ,j}〉 ≡ e−U({r′σ,j},{rσ,j};τ)
and then multiplied to the free-particle propagator of Eq. 2.10 to make up the total
statistical weight of a single slice. U
({
r′σ,j
}
, {rσ,j} ; τ
)
is called the potential action
and K + U is the total action denoted by S
({
r′σ,j
}
, {rσ,j} ; τ
)
. Different degrees
to which S˜ (τ) is truncated decide the accuracy of the calculation. If the potential
term is sufficiently small, simply setting S˜ (τ) = 0 results in a reasonably accurate
sampling of the configuration space Ω. This is called the primitive approximation.
Higher-order approximations may involve keeping one or more terms in S˜ (τ), or even
beginning with a more time-symmetric factorization of the full propagator as
e−τ
(
Tˆ+Vˆ
)
= e− τ2 Tˆ e− τ2 Vˆ e−S˜(τ)e− τ2 Vˆ e− τ2 Tˆ (2.12)
where the leading-order term in S˜ (τ) is τ 3 [36].
The factorizations of Eqs. 2.9 or 2.12 at the lowest order (S˜ (τ) = 0) must be good
approximations for e−τHˆ in the limit NT → ∞. For this to hold, both Tˆ and Vˆ
must be self-adjoint operators, and the Hilbert space of Hˆ must be closed under
both e−τTˆ and e−τVˆ . These conditions are true by definition since Tˆ and Vˆ are
physically meaningful operators with real eigenvalues, and since the eigenstates of Hˆ
are complete. Given these premises, the Trotter formula [124] concludes
e−βHˆ = lim
NT→∞
(
e−τTˆ e−τVˆ
)NT
.
NT is sometimes called the Trotter number for this reason. Projection onto the po-
sition basis yields an approximate product of high-temperature (short-time) density
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matrices for each time slice:
〈{
r(NT)σ,j
} ∣∣∣∣∣∣e
−βHˆ
Z
∣∣∣∣∣∣
{
r(0)σ,j
}〉
' 1
Z
〈{
r(NT)σ,j
} ∣∣∣e−τTˆ ∣∣∣ {r(NT−1)σ,j }〉 〈{r(NT)σ,j } ∣∣∣e−τVˆ ∣∣∣ {r(NT−1)σ,j }〉
×
〈{
r(NT−1)σ,j
} ∣∣∣e−τTˆ ∣∣∣ {r(NT−2)σ,j }〉 〈{r(NT−1)σ,j } ∣∣∣e−τVˆ ∣∣∣ {r(NT−2)σ,j }〉
· · ·
×
〈{
r(1)σ,j
} ∣∣∣e−τTˆ ∣∣∣ {r(0)σ,j}〉 〈{r(1)σ,j} ∣∣∣e−τVˆ ∣∣∣ {r(0)σ,j}〉
= 1
Z
NT∏
k=1
[
e−K
({
r(k)σ,j
}
,
{
r(k−1)σ,j
}
;τ
)
e−U
({
r(k)σ,j
}
,
{
r(k−1)σ,j
}
;τ
)]
≡
NT∏
k=1
ρ
({
r(k)σ,j
}
,
{
r(k−1)σ,j
}
; τ
)
.
Each factor of ρ
({
r(k)σ,j
}
,
{
r(k−1)σ,j
}
; τ
)
satisfies the semigroup property
 ∞
−∞
dr(k)σ,j ρ
({
r(k+1)σ,j
}
,
{
r(k)σ,j
}
; τ
)
ρ
({
r(k)σ,j
}
,
{
r(k−1)σ,j
}
; τ
)
= ρ
({
r(k+1)σ,j
}
,
{
r(k−1)σ,j
}
; 2τ
)
(2.13)
to which we will return in the discussion of implementation.
0
β
Bead
R(t)
Slice τ
r1(t) r2(t) r3(t)
Path Worldlines of individual particles
t
Figure 2.4.: Naming convention of the PIMC configuration.
This expression suggests the positions be stored in an arrangement shown in Fig. 2.4.
Since each bead can contain the positions of one or more particles, we shall call the
entire object the path or the polymer. For the trajectories of individual particles, we
shall use the term worldline or chain. The configuration space for PIMC includes all
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of the particle positions for each time t between the slices, which gives each polymer
NT times the degrees of freedom (stored numbers) compared to a VMC walker. The
most elementary moves are at the level of slices, proposing to move a position r(k)σ,j
by random steps uniformly distributed within a cube. Similarly to the electrons in
the previous discussion of VMC, σ represents the spin state and j the particle index.
The time slice index k is the amount of time evolved forward from the reference
time t = 0, in units of τ . The acceptance probability for this uniformly distributed
displacement takes the simple form
A
[
r(k)σ,j
′ ← r(k)σ,j
]
= min
1,
ρ
({
r(k+1)σ,j
}
,
{
r(k)σ,j
′}
; τ
)
ρ
({
r(k)σ,j
′}
,
{
r(k−1)σ,j
}
; τ
)
ρ
({
r(k+1)σ,j
}
,
{
r(k)σ,j
}
; τ
)
ρ
({
r(k)σ,j
}
,
{
r(k−1)σ,j
}
; τ
)

= min
{
1, e−∆K
(k+1,k)
σ,j −∆K
(k,k−1)
σ,j e−∆U
(k+1,k)
σ,j −∆U
(k,k−1)
σ,j
}
.
Several exponentiated terms cancel out from Eq. 2.4 because the trial probabilities
T
[
r(k)σ,j
′ ↔ r(k)σ,j
]
are constant and equal, and the high-temperature density matrices
for all time slices outside k and k ± 1 are unchanged. Similarly to the VMC moves,
the normalizing constant of ρ
({
r′σ,j
}
, {rσ,j} ; τ
)
— that is, the partition function Z
— also cancels out here as well as in other acceptance probabilities in general.
It is possible to further simplify the calculation of A
[
r(k)σ,j
′ ← r(k)σ,j
]
if r(k)σ,j is displaced
according to a Gaussian distribution centered about r(k)σ,j ≡
(
r(k−1)σ,j + r
(k+1)
σ,j
)
/2 with
standard deviation
√
λτ . This distribution has exactly the same functional form as
the kinetic action of Eq. 2.10, so the ratio of trial probabilities appearing in Eq. 2.4
is
T
[
r(k)σ,j ← r(k)σ,j
′]
T
[
r(k)σ,j
′ ← r(k)σ,j
] = e∆K(k+1,k)σ,j +∆K(k,k−1)σ,j
and the acceptance probability becomes
A
[
r(k)σ,j
′ ← r(k)σ,j
]
= min
{
1, e−∆U
(k+1,k)
σ,j −∆U
(k,k−1)
σ,j
}
.
Simplifying the calculation of acceptance ratios only partly improves the sampling
efficiency of the configuration space, that is by calculating more estimators in a given
amount of wall-clock time. Another approach is to have the walker take bigger steps
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on average, which is reflected in the diffusion constant described at the beginning
of this Chapter. Virtually all instances of this approach involve displacing multiple
slices per step. The simplest such move is displacing an entire worldline. Regard-
less of the type of distribution from which the displacement is drawn, the relative
positions between successive time slices are unchanged. So there is no change in the
kinetic action, and the acceptance probability is
A [{rσ,j ′} ← {rσ,j}] = min
{
1, e−∆Uσ,j
}
.
This applies similarly to the displacement of an entire spin species ({rσ ′} ← {rσ})
or the entire system ({r′} ← {r}).
Another type of multi-slice move is one which treats a segment of a worldline as
having a coarse-grained time scale, and then progressively focusing on finer time
scales if the Metropolis trial move is accepted at that scale. Of these multilevel
sampling schemes, the one which was shown to be the most successful is that in
which a segment of 2¯` slices is treated first as 2 slices of length 2¯`−1 and successively
bisected to 22 slices of length 2¯`−2, and so on until the displacements of all individual
slices are collectively accepted or rejected. Let us define level ` = 0 to be this final
level with unit slices, which makes ` = ¯`− 1 the starting level. This bisection method
is outlined in Fig. 2.5 for the case of ¯`= 3. The difference between the total actions in
the black and gray lines is calculated up to 3 times if the trial move is accepted at all
bisection levels. The acceptance probability of the move at each level is a conditional
probability given that the move from the previous (higher) level has been accepted:
A
{r(k0+2`(2k−1))σ,j ′
}2¯`−`−1
k=1
←
{
r
(
k0+2`(2k−1)
)
σ,j
}2¯`−`−1
k=1

`
= min

1,
T
{r(k0+2`(2k−1))σ,j ′
}2¯`−`−1
k=1
←
{
r
(
k0+2`(2k−1)
)
σ,j
}2¯`−`−1
k=1

`
[
e−∆S
]
`
T
{r(k0+2`(2k−1))σ,j ′
}2¯`−`−1
k=1
←
{
r
(
k0+2`(2k−1)
)
σ,j
}2¯`−`−1
k=1

`
[e−∆S]`+1

.
Here, we use the abbreviation
[
e−∆S
]
`
≡
2¯`−`−1∏
k=1
e−∆S
(
k0+2
`+1k,k0+2
`(2k−1)
)
−∆S
(
k0+2
`(2k−1),k0+2`(2k−2)
)
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with the base case
[
e−∆S
]
¯`≡ 1.
old
new
level 2
level 1
level 0
Figure 2.5.: Example construction of trial configurations in the bisection method
for 23 slices. The black solid lines are trial coordinates at the current level. The
dotted lines are the (tentatively accepted) trial coordinates from the previous level.
The gray lines are the old coordinates.
Trial displacements of a particle at t = kτ and at level ` are drawn from a product
of free-particle propagators of Eq. 2.10 as
T
[
r(k)σ,j
′ ← r(k)σ,j
]
`
= ρ0
(
r
(
k+2`
)
σ,j , r
(k)
σ,j
′
; 2`τ
)
ρ0
(
r(k)σ,j
′
, r
(
k−2`
)
σ,j ; 2`τ
)
= 1
(2`+2piλτ)d
exp
−
(
r(k)σ,j
′ − r¯(k;`)σ,j
)2
−
(
r(k)σ,j − r¯(k;`)σ,j
)2
2`+1λτ
 ,
which is a displacement of r(k)σ,j according to a Gaussian distribution centered about
r¯(k;`)σ,j ≡
(
r
(
k+2`
)
σ,j + r
(
k−2`
)
σ,j
)
/2. Note that the denominator of the exponent is 2`+1λτ
instead of 2`+2λτ after the rearrangement, so the standard deviation is
√
2`λτ . This
follows from the semi-group property of Eq. 2.13. Combined now with the statistical
weight of the proposed state, the ratio of both sides of Eq. 2.3 for the two slices
sharing t = kτ is
T
[
r(k)σ,j ← r(k)σ,j
′]
`
T
[
r(k)σ,j
′ ← r(k)σ,j
]
`
ρ
(
r
(
k+2`
)
σ,j , r
(k)
σ,j
′
; 2`τ
)
ρ
(
r(k)σ,j
′
, r
(
k−2`
)
σ,j ; 2`τ
)
ρ
(
r
(
k+2`
)
σ,j , r
(k)
σ,j ; 2`τ
)
ρ
(
r(k)σ,j , r
(
k−2`
)
σ,j ; 2`τ
) = e−∆U
(
k+2`,k
)
σ,j −∆U
(
k,k−2`
)
σ,j
where the kinetic action is canceled out entirely. The resulting acceptance probability
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is
A
{r(k0+2`(2k−1))σ,j ′
}2¯`−`−1
k=1
←
{
r
(
k0+2`(2k−1)
)
σ,j
}2¯`−`−1
k=1

`
= min
1,
[
e−∆U
]
`
[e−∆S]`+1
 .
The coarse-graining of the coordinates at level ` > 0 thus can be thought of as cruder
approximations of
2¯`∏
k=1
ρ
(
r(k0+k)σ,j , r
(k0+k−1)
σ,j ; τ
)
at lower temperatures. The error in this approximation is corrected for if the bisection
move is accepted at all levels down to ` = 0.
An early rejection of the bisection move at ` > 0 rules out any possibilty of the move
being accepted while the coarse-grained trial displacements are in place, even if the
move could be accepted at lower levels. This makes it more efficient than generating
the full Brownian bridge before calculating
T
{r(k0+(2k−1))σ,j ′}2
¯`−1
k=1
←
{
r(k0+(2k−1))σ,j
}2¯`−1
k=1
 and P ({r(k0+(2k−1))σ,j }2¯`−1k=0
)
,
in which the full multi-slice move is proposed but only to be accepted at the same
probability overall as the bisection method. Such uni-level, multi-slice moves can
still be necessary to displace a segment whose length is not always a power of 2.
This will be discussed in Appendix A together with the worm algorithm.
The many-body density matrix presented so far was effectively for distinguishable
particles, since the worldlines remain disjoint with each other once they are defined.
When calculating the properties of a system of indistinguishable particles, we must
take into account all possible configurations including possible permutations P {r}.
The full density matrix for a bosonic (+) or a fermionic (−) system is
ρ± ({r′} , {r} ; β) = 1∏
σ (Nσ!)
∑
P
(±1)P ρMB (P {r′} , {r} ; β) ,
where ρMB is the density matrix of the system of distinguishable particles and each
factor of (−1) is for a permutation between an indistinguishable pair of fermions of
the same spin. Every configuration of permuted worldlines can be accessed through
33
a sequence of pair permutation moves (‘Permute’), which either cut a pair of closed
worldlines to join them to each other, or do the reverse. Fig. 2.6 shows a configuration
resulting from Permute moves between 3 worldlines. Once the time domain is
made periodic by connecting the upper and lower ends, the two configurations are
represented by equivalent closed worldlines of length 3β and the order in which
Permute occurs is unimportant. Either of these closed paths represents an exact
form of Z and no longer has a defined pair of endpoints or an orientation in time.
t
=
r1 r2 r3
r2' r3' r1'
r1 r2 r3
r3' r1' r2'
tB
tA
?
Figure 2.6.: Pair permutations happening in different orders of time.
ρ− ({r′} , {r} ; β) becomes negative when there is an odd number of permutations
in total for all spin species of the system. For any observable that was being ac-
cumulated in the form a time series, this switches the sign of the estimator being
appended to the series. The probability of proposing and accepting a permutation
move increases as the two worldlines drift closer together and as the temperature
becomes lower — as the worldlines become longer. It is also proven that the two
regions in the configuration space on either side of the nodes of
lim
T→0
ρ− ({r′} , {r} ; β) = Ψ∗0 ({r′})Ψ0 ({r})
have the tiling property; for each path from {r} to {r′} that stays in one region, there
exists its counterpart in the other region [24]. So we expect that nearly half of the
terms in the time series will have (−1) multiplied to the estimators. The resulting
variance would be much larger than the mean, growing exponentially faster with the
length of the time series [43]. This is one manifestation of the fermion sign problem,
which exists in various forms in the theory of almost every many-fermion system.
An approximate method to sample ρ− ({r′} , {r} ; β) was shown to be successful in
many-electron problems [26, 19]. To apply this, we first choose a reference time t
to be defined 0 and also choose a positive direction in time. This breaks the time
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symmetry in the exact form of Z. As a result, the configurations sampled by either
of the two paths in Fig. 2.6 are different depending on whether tA or tB is chosen as
the reference time, since the order of permutations become distinguishable between
the two cases. Incrementally constructing a path beginning at a definite reference
time in slices of τ determines the value of ρ−
({
r(k)
}
,
{
r(k−1)
}
; τ
)
for each k from 1
to NT. The second part of the approximation is to abandon the sampling when a
slice that gives a negative value to ρ−
({
r(k)
}
,
{
r(k−1)
}
; τ
)
occurs at any part of the
full path. In the Metropolis–Hastings scheme, this is to reject the move when such
a configuration is proposed, including some but not all composite Permute moves.
This is called the restricted path-integral Monte Carlo (RPIMC) method.
We are now in a position to calculate the estimator of the energy. The thermody-
namic average energy of a system at constant temperature is given by 〈E〉 = − ∂
∂β
lnZ,
and the partition function is discretized as
Z ∼=


Ω
∏
σ,j
NT∏
k=1
[
ρ
({
r(k)σ,j
}
,
{
r(k−1)σ,j
}
; τ
)
dr(k)σ,j
]
;
{
r(0)
}
≡
{
r(NT)
}
.
So the average energy calculated from the discrete paths is
〈E〉 = − 1
NT
∂
∂τ
lnZ
'
〈
1
NT
∑
σ,j
NT∑
k=1
[
∂
∂τ
K
({
r(k)σ,j
}
,
{
r(k−1)σ,j
}
; τ
)
+ ∂
∂τ
U
({
r(k)σ,j
}
,
{
r(k−1)σ,j
}
; τ
)]〉
ρ
=
〈
dN
2β −
1
NT
∑
σ,j,k
(
r(k)σ,j − r(k−1)σ,j
)2
4λτ 2 +
1
NT
∑
σ,j,k
∂
∂τ
U
({
r(k)σ,j
}
,
{
r(k−1)σ,j
}
; τ
)〉
ρ
where the expression in the angular brackets is the estimator (local energy) to be
accumulated for statistics.
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3. Fermionic lithium in one dimension
One dimensional models in continuum approximate many-particle systems contained
in highly anisotropic potentials, in which narrow near-infinite potential wells are
present along two of the dimensions in an otherwise three dimensional world. For a
system of identical fermions, these nearly rigid channels are ‘narrow’ enough to forbid
double occupation at any position along the remaining (longitudinal) direction. Inte-
grable regimes of such models were studied mostly in mathematical physics since the
1960s until experimental advances emerged in the late 1990s [11, 55, 23]. Earliest re-
alizations of these quasi-1D were based on Josephson junctions [30, 59, 134], followed
by superfluid helium in porous media [131], and most recently in cold atoms [53].
The experiments mentioned above have prompted further investigation of models
in the non-integrable regime, mainly with numerics and taking fluctuations into
account. Fluctuations become increasingly important in lower dimensions, which
means that a direct treatment of the many-body degrees of freedom is needed to
determine the phase boundaries more accurately. An important feature which breaks
the integrability is a longitudinal harmonic trap, within which the system is no longer
homogeneous.
One advantage of having the experiment appear after a pre-existing theory is that
any experimental imperfections can be fed back into the model. Nearly all of the
parameters are precisely adjustable in the theory, keeping the experiment a control-
lably accurate representation of the model unlike the majority of higher-dimensional
systems. The quasi-1D experimental systems therefore serve as a checkpoint for their
higher-dimensional generalizations (and their practical applications in the future),
for which exact solutions of the parent models do not exist, even from numerical
methods. For bosons, descriptions of localization due to Mott and to Anderson are
relevant examples. For fermions, spin-orbit coupling, p- and d-wave pairings can be
better understood with the 1D setting as starting points.
Quantum Monte Carlo methods in continuous space have traditionally been used
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closely with experiments. They provided intuitive explanations on observed phe-
nomena for which theories are not integrable, and performed precursory thought
experiments to provide direction to future laboratory experiments. The work of this
chapter serves the latter purpose.
As will be explained in the following sections, path integral Monte Carlo calculations
were done to assess the prospects of discovering a novel superfluid phase with existing
techniques in the physics of laser-trapped atoms. The Hamiltonian of interest is
entirely local and is of relatively simple form, but its few parameters are complex
amalgams of the physical properties of the atoms involved. We shall examine the
series of steps toward the simplification, some of which are elemental group-specific
exploitations, to see how the model is still a valid representation of the experiment.
All of the calculations point toward a common objective of finding an unambiguous
signature of a novel superfluid phase that has a spatially modulated order parameter.
Some impediments to conclusive experimental detection will be discussed in light of
the simulation results.
3.1. Inhomogeneous superfluidity in 1D
The approximations described in sec. 1.1 build up towards the following 1D Hamil-
tonian.
Hˆ = − ~
2
2m
N∑
j=1
∂2
∂x2
− g
N↑∑
j=1
N↓∑
k=1
δ(xj − xk) +
N∑
j=1
1
2mω
2x2j
The strength of the attraction is represented by g = 2~2
ma1D
, where the effective 1D
scattering length a1D depends on the 3D s-wave scattering length as and the trans-
verse width of each potential tube. The model without the harmonic potential term
and with periodic boundaries is integrable using the Bethe ansatz [51, 137].
For ω > 0, the model needs numeric techniques to calculate observables of interest.
Density-matrix renormalization group (DMRG) calculations have shown success with
this model, but starts from a lattice model. Even if very fine lattice approximations
for continuum models lead to prediction of new phases, there remain possibilities
that it fails to capture some physics at the scales incommensurate to the lattice, or
that it makes predict unphysical artifacts due to the lattice. This is of particular
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concern as will be shown later in this section. In reduced units kB = ~ = m = ω = 1,
the experimental temperature is T ' 18 and the coupling strength is g ' 50. The
reduced unit of length and momentum are
√
~/ (mω) and
√
~mω, respectively.
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Figure 3.1.: Phase diagram of the 1D 6Li system from thermodynamic Bethe
Ansatz [81], whose input parameters include the chemical potentials µ↑ and µ↓.
The horizontal and vertical axes are µ↑ − µ↓ and µ↑ + µ↓, respectively.
Previous work using PIMC [22] has calculated the density and polarization profiles
of a system with N ∼ 200 at experimental temperature but with a weaker cou-
pling g ≤ 20. It makes a close comparison with the Thomas–Fermi approximation
which predicts a heterogeneous state of a fully-paired superfluid alongside either an
unpaired normal fluid or a partially spin-polarized superfluid of N↑ −N↓ 6= 0 ex-
cess fermions. This phase-separated state occurs when the g is larger than some
threshold, but the type of phases involved depends on the polarization P ≡ N↑−N↓
N↑+N↓
or equivalently, the difference in the chemical potentials µ↑ − µ↓.
The aim of PIMC is to give an unambiguous in situ description of the quantum state
of the samples that are studied experimentally. Quantum phase transitions, which
by definition occur at T = 0, can be predicted by QMC calculations (or any other
numerical calculation) but the exact boundary of a transition is smeared out under
normal experimental conditions, T > 0. The smoothness of such transitions is what
can be described by PIMC calculations, of which T is a parameter.
The implementation of PIMC was based on a closed-chain configuration, which made
it difficult to calculate momentum distributions in a strictly 1D system. This will be
explained after discussing the action terms in the full density matrix. Let us discuss
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how each term in the Hamiltonian translates to the action terms. From the kinetic
action 2.10, the Fermi nodal action can be derived by treating the node as a rigid
wall
V (x) =
∞ x ≤ 00 x > 0
and using the method of images. The anti-symmetrized form of the propagator
ρ0(x, y; τ) = exp
[
− (x−y)24λτ
]
/
√
4piλτ for a single free particle which satisfies the Bloch
equation and the boundary condition ρ0(0, y ≥ 0; τ) = ρ0(x ≥ 0, 0; τ) = 0 is
ρ0(x, y; τ)− ρ0(x,−y; τ) = 1√4piλτ
(
exp
[
−(x− y)
2
4λτ
]
− exp
[
−(x+ y)
2
4λτ
])
= 1√
4piλτ
exp
[
−(x− y)
2
4λτ
] (
1− exp
[
−xy
λτ
])
.
So the free-particle propagator picks up a factor of 1 − exp
[
−xy
λτ
]
from the anti-
symmetrization. We transform this single-body expression to the two-body expres-
sion by treating x and y as relative coordinates of a pair of like-fermions, and by
replacing m with the reduced mass m/2, or equivalently, λ → 2λ. For 1D systems,
in which the nodes can be located exactly, the full nodal action takes the nearest-
neighbor product form
ρF(R,R′; τ) =
∏
σ=↑,↓
Nσ∏
j=2
[
1− exp
(
−(xσ,j−1 − xσ,j)(x
′
σ,j−1 − x′σ,j)
2λτ
)]
(3.1)
where the particles are assumed to be ordered from left to right by the indices j.
The physical processes of interest to the current work is mainly due to the two-
body effects of the system. The primitive approximation, a term for the lowest-order
truncation of the expansion of exponentiated operators [72], was used to incorporate
the harmonic potential into the simulation. Higher order factorizations [140, 122, 80]
were tested but they did not show qualitative change in the phase boundaries, apart
from slight shifts in the total energy that is not worth the added computational cost.
The trapezoidal rule was used to sum the harmonic action:
ρω(R,R′; τ) = exp
[
−τ2
(1
2mω
2
xR
2 + 12mω
2
xR
′2
)]
.
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Finally, the pair action for the delta potential between the unlike-spin species is taken
from the real-time propagator [52] as
ρ↑↓(R,R′; τ) =
N↑∏
j=1
N↓∏
k=1
ρδ(x↑,j − x↓,k;x′↑,j − x′↓,k; τ) ;
ρδ(x, y; τ) = 1 +
√
pis exp
[
s(s− 2r) + z2(x− y)2
]
erfc(r − s)
with the abbreviations s = g2
√
τ
2λ , z =
1√
8λτ , and r =
|x|+|y|√
8λτ .
The goal of the current work is to implement the measurement of the reduced den-
sity matrices that takes every possibility of permutation into account. Due to the
repulsion of Eq. 3.1 between nearest neighbors, such calculation cannot be based
on a closed worldline that only opens occasionally to accumulate a histogram of its
two endpoints. The most intuitive approach is to allow the configurations to sample
the off-diagonal regions of the configuration space directly, which means that the
data structure representing the particle coordinates should be able to handle open
chains. The details of this open-chain implementation are explained in Appendix A.
Though there are drawbacks such as the difficulty in parallelization or the possibly
large overhead in the dynamic allocation of memory, the open-chain approach is the
only way to sample the degrees of freedom in space that is not simply connected.
3.2. Results from PIMC: FFLO signatures
Presented here are the benchmarks of the PIMC code against analytic results and
calculations of pair momentum distributions at coupling strengths in which the
Monte Carlo sampling remains ergodic. The procedure for calculating quantities
derived from the one- and two-body reduced density matrices in PIMC are given in
Appendix A and the references.
3.2.1. Benchmark: one-component trapped fermions at T = 0.5
Fig. 3.2(Left) is a density profile of non-interacting identical fermions in a harmonic
trap, normalized to the corresponding number N of fermions. The increase of den-
sity near x = 0 with the increase of N shows the effect of the compression by the
harmonic trap. Fig. 3.2(Right) is the distribution ρ˜(s) of the relative coordinates of
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the worldline of a single particle when it is open. This is not the raw form of the
single-particle density matrix [42]
ρ(1)(x, x′; β) =
√
mω
2pi~ sinh(β~ω) exp
{ −mω
2~ sinh(β~ω)
[(
x2 + x′2
)
cosh(β~ω)− 2xx′
]}
,
whose discretized esimator is a two-dimensional histogram. Rather, it is a generalized
trace of the relative coordinate s ≡ x′ − x over all space with the trap taken into
account:
ρ˜(s; β) =
 ∞
−∞
dx dx′ ρ(1)(x, x′; β) δ(x′ − x− s) = e
−mωs2
4~ coth
β~ω
2
2 sinh β~ω2
.
We shall refer to ρ˜(s; β) as the end-to-end distribution.
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Figure 3.2.: (Left) Density profiles of one-component non-interacting trapped
fermion systems. (Right) End-to-end distribution of a single particle fitted against
the exact expression.
In a system of more than one particle, ρ(1)(x, x′; β) is the sum of the combined effect
of all of the particles in the system, despite the possible distinguishability mentioned
at the end of sec. 3.1. For Fig. 3.3, we modify the normalization to match that of the
density profile as
∞
−∞ dx ρ
(1)(x, x; β) = ρ˜(0; β) = N .
These end-to-end distributions can be compared to the expression derived in the
grand canonical ensemble. First, the chemical potential µ is solved numerically from
summing the Fermi function over the eigenstates of the simple harmonic oscillator,
as
∞∑
n=0
1
eβ[(n+1/2)~ω−µ] + 1 = N .
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Using this value of µ, which tends to N~ω− in the limit T → 0, the integral
 ∞
−∞
dxψ∗n(x)ψn(x+ s) = (n!)e−s
2/4
n∑
k=0
(−s2/2)k
(k!)2(n− k)! ≡ ρ˜n(s)
weighted by the Fermi function can be summed over again as
∞∑
n=0
ρ˜n(s)
eβ[(n+1/2)~ω−µ] + 1 = ρ˜(s; β)
to produce the fits. Overall, there is good agreement between PIMC and the grand
canonical calculation.
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Figure 3.3.: A comparison of single-particle end-to-end distributions from PIMC
and the grand canonical calculation (GC) for (a) N = 10, (b) N = 20, (c) N = 50,
and (d) N = 100. The normalization values at the central peaks are also set to N .
Fig. 3.4 shows the single-particle momentum distributions. The tail that is visible in
the distribution for N = 100 is due to the finite resolution of the histogram for the
end-to-end distribution.
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Figure 3.4.: Single-particle momentum distributions.
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3.2.2. Two component fermions: T = 0.5, N = 20, g = 8
Fig. 3.5 shows the profiles of density ρ↑(x)+ρ↓(x) and polarization ρ↑(x)−ρ↓(x)ρ↑(x)+ρ↓(x) of two-
component fermions at various imbalances inN↑,↓. Fig. 3.6 shows the pair momentum
distributions calculated according to Eq. A.2. The dominant peaks show gradual
departure from k = 0 with increasing imbalance, which indicates that the bound
pairs possess nonzero momentum.
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Figure 3.5.: (Left) Density and (Right) polarization profiles of one-component non-
interacting trapped fermion systems. Numerically unstable values at low densities
were truncated.
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Figure 3.6.: Pair momentum distributions for T = 0.5, N = 20, and g = 8.
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3.2.3. Two component fermions: T = 18, N = 200, g = 16
Fig. 3.7 shows the pair momentum distribution in systems that have about the same
number of fermions as the experiments. A transition between the phase-separated
state (unpolarized superfluid and polarized normal fluid) and the partially polarized
superfluid state is expected between 15% and 20% polarization, as was predicted
by the thermodynamic Bethe Ansatz with the local density approximation (LDA)
µ→ µ− V (x) [98, 66]. States with high polarization show a pair of peaks that are
clearly away from k = 0.
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Figure 3.7.: Pair momentum distributions for T = 18, N = 200, and g = 16.
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3.3. Comparison with future experiments
The imaging resolution required to measure the superfluid density modulation in
space is much finer than the spacing of the potential tubes, which itself is smaller
than diffraction limit of the optics as previously discussed. It is also not possible
to track the distribution of single-particle velocities in ballistically expanding 6Li
atoms with the imaging techniques currently available. No direct way to measure
the superfluid density is known. A feasible approach is to measure the spin den-
sity modulation, but this is only an indirect evidence of pairing. Any improvements
made will necessarily involve either isolating one potential tube from the bundle, or
coherently combining the calculated superfluid densities in a way that preserves the
microscopic modulation. Spectroscopic techniques were suggested to probe this mi-
croscopic modulation [8, 41], but DMRG calculations lead to considerable pessimism
about the visibility of such fingerprints [92].
In the use of time-of-flight imaging, it will be necessary to develop probing tech-
niques for bound pairs which possess no spin as a whole. The in-situ form of the
pair momentum distribution shows which momentum states are most likely occupied
by the bound pair. But a direct comparison to an expanding cloud will be unin-
formative, since the atoms making up the pair individually possess momenta that
are in opposite directions and the pair will most likely break apart shortly after the
external harmonic trap is turned off. There was suggestion that rapidly sweeping
the external magnetic field down to the BEC regime and converting FFLO pairs to
a bound molecule before the ballistic expansion could lead to a peak in the velocity
distribution originating from the FFLO pair [107]. Another suggested approach is
to study the shot noise correlation in the occupation of kF↑ and kF↓+Q states after
the dissociation of the FFLO pair [2, 49, 54].
These difficulties put a halt on the original objective of microscopically understanding
the transition between the phase separated state and the partially polarized super-
fluid, based on the nature of the pairing involved. The FFLO prescription merely
adverts to the possibility that the pairing can happen between two momentum states
that do not add to zero, but does not give an upper bound to the spatial separa-
tion of the FFLO pairs. The earlier work with DMC was done with the assumption
that only the pairing that happens between the closest two opposite-spin atoms [22].
Given that the strictly 1D system has no true off-diagonal long-range order, but that
the 1D FFLO state is characterized by an algebraic quasi-1D order, one is prompted
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to study the pair momentum distribution at a range of distance scales. In the limit
of all possible pairs in the system contributing equally to the pair momentum distri-
bution, the off-center peaks of Fig. 3.8(Right) are shown to be much more difficult
to detect than those in Fig. 3.6.
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Figure 3.8.: (Left) Pairing schemes for either the nearest or all possible opposite-
spin pairs. (Right) Pair momentum distributions for T = 0.5, N = 20, and g = 8
while taking equal contributions from all possible pairs.
The more artificial case of Fig. 3.6 would be possible only if the experimental probes
have an unrealistic spatial resolution of the average nearest-neighbor distance or
smaller. This is seen as the reason for studying other quantities that may contain
signatures of FFLO-type pairing.
Other approaches to alter the model have also shown some promise. There have
been recent advances in 2D trapped 6Li experiments in the search for FFLO [133,
28, 139], with the introduction of “synthetic” spin-orbit coupling [82]. This greatly
enlarged the expected region of the FFLO phase in the phase diagram. The same
challenges of unambiguous detection of the FFLO phase in 1D also exist in 2D,
and the hopeful discovery of the FFLO phases resulting from the overcoming of
these obstacles is expected to be near-simultaneous. The two systems will have very
different outlooks for subsequent investigation. Works on the 1D system will revolve
around the applications of the (already thoroughly understood) theory in quantum
wires and waveguides. Works on the 2D system will explore the novel phases that
are bound to emerge from separately tuning the coupling strengths of Rashba- or
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Dresselhaus-type of interaction, which in turn may have applications in quantum
Hall systems.
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4. Many-body entanglement
In the preceding chapters, we examined the concept of density matrices as a repre-
sentation of mixed quantum states, their projection onto the position basis, and their
statistical weights at thermodynamic equilibrium. Here, we focus on the electronic
structure of either single atoms or homonuclear diatomic molecules in the first two
rows of the periodic table. Variational Monte Carlo (VMC) is the method of choice
mainly because of the relative simplicity of implementing a proof of concept, and not
because its ground-state treatment of the electrons is necessarily a good represen-
tation. The concept to be proven is that the position representation of the reduced
density matrix (RDM) leads to a novel classification of chemical bonds. All measures
of entanglement studied in this chapter are based on these RDMs. In principle, this
technique can be applied to other zero-temperature QMC methods such as diffusion
Monte Carlo [128, 126, 57, 46] and reptation Monte Carlo [10].
In atomic units (me = ~ = e = 4pi0 ≡ 1), the Hamiltonian is given by
Hˆ = −
N∑
j=1
1
2∇
2
j −
Nn∑
α=1
N∑
j=1
Zα
|rj −Rα| +
N−1∑
j=1
N∑
k=j+1
1
|rj − rk|
where {Zα} are the nuclear charges. Aside from fixing the positions of nuclei and
treating them as constant parameters {Rα}Nnα=1, we begin with the assumption that
the molecule is in a pure state |Ψ〉.
The universe U occupied by the molecule is then partitioned into two regions A
and B so that |Ψ〉 is written as a Schmidt decomposition in the form of Eq. 1.4.
This partitioning can be based on any one characteristic describable in U, such as
position, momentum, energy, or even arbitrary labelling of particles that are thus far
indistinguishable. We choose to partition real space; an electron belongs to either A
or B based on its position. Given the positional degrees of freedom, regions A and B
must contain a total of NA +NB = N electrons but can each have a variable number
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of electrons (0 ≤ NA,B ≤ N). The Schmidt decomposition is
|Ψ〉 = ∑{
j:
(
NA,↑,NA,↓
)}∑
k(j)
cj,k |χj,k〉A ⊗ |ξj,k〉B (4.1)
where 〈{r} |χj,k〉A and 〈{r} |ξj,k〉B are reduced eigenfunctions of NA and NB coor-
dinates, respectively. Even the terms with the same number of NA and NB are
distinguished by the number of spin-up or spin-down electrons. Like terms in Eq. 4.1
can be further grouped into orthonormal bases, distinguished by NA↑ and NA↓. Given
the knowledge of the total population of each spin species, N↑ and N↓, these num-
bers also reveal the total angular momentum of each partition as well as the full
molecule. The linear span of each basis is called a sector. The constraints on the
total N↑ = NA↑ +NB↑ and N↓ = NA↓ +NB↓ also fix NB↑ and NB↓.
The RDM can be prepared by integrating all of the degrees of freedom in either A
or B. Here, we choose B to be the ‘bath,’ in which the degrees of freedom are
integrated, leaving a mixed state that is dependent only on the NA↑ +NA↓ degrees
of freedom in A:
ρˆA ≡ TrB {|Ψ〉 〈Ψ|} =
∑{
j:
(
NA,↑,NA,↓
)}∑
k(j)
|cj,k|2 |χj,k 〉〈χj,k|A .
Any correlation across the partitions becomes implicit in the degrees of freedom in A.
If block-diagonalized according to sectors, we can rewrite ρˆA as a single sum of its
eigenvectors:
ρˆA =
∑
k
wk |χk 〉〈χk|A .
As discussed in sec. 1.2, the eigenvalues {wk} are the building blocks of the entan-
glement entropies and the entanglement spectra [87, 69]. Since {wk} are real and
non-negative, we can also write
ρˆA ≡ 1
Z
e−HˆA =
∑
k
e−Ek
Z
|χk 〉〈χk|A (4.2)
and define an effective entanglement Hamiltonian HˆA. Then ρˆA becomes equivalent
to a thermodynamic density matrix of a system at kBT = 1, where the thermo-
dynamic analog of the von Neumann entropy is also defined. Similarly, the eigen-
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values
{
Ek : wk ≡ e
−Ek
Z
}
of HˆA define the entanglement spectrum. Note that ρˆA
commutes with HˆA but not with the system Hamiltonian Hˆ, and that a direct map-
ping between the eigenstates of HˆA and the eigenstates of Hˆ exist only for very few
systems [104, 105]. Whether it is possible to identify the eigenstates of ρˆA based
on the currently available experimental measurements which are not confined to
region A and the probe is at present an open question.
4.1. Calculation of ρˆA: the Swap operator
The VMC calculation requires the trial wave function ΨT. In our case, the func-
tional forms of ΨT are loaded from prior Hartree–Fock calculations or even separate
iterations of VMC calculations, optimizing the variational parameters for energy. It
is possible to calculate the one-electron RDM in VMC by generating a random walk
over
Ψ∗T (r1, r2, · · · , rN)ΨT (r′1, r2, · · · , rN)
and by calculating a histogram of r1 and r′1 [64, 10]. Such direct sampling in real
space in principle can be extended to the calculation of ρˆA, but the simultaneous
accumulation of several 2NA-dimensional histograms for 0 ≤ NA ≤ N is very slow to
converge. We can instead change its representation as a projection of ΨT onto a basis
of {αk (r1, r2, · · · , rNA)}. This involves summations of local correlation functions at
the single-electron level over the occupied quantum numbers. That the Schmidt
decomposition of |ΨT〉 is possible with these correlation functions will be shown in
the next section, after the reduced orbitals with support in either region are derived.
To take this route, we need to extend the configuration space to |ΨT〉 ⊗ |αk〉, and
then accumulate the estimators resulting from swapping the degrees of freedom in αk
and the corresponding degrees of freedom in ΨT. This is called the Swap operation,
based on a special case of the ‘replica trick’ used in conformal field theory [21, 63].
This operation was also used under the guise of a Fourier transform in the calculation
of the momentum distribution [64] without being called as such. The identification
of plane-wave basis 〈r|αk〉 ≡ eik·r as the extension of the configuration space allows
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the single particle momentum distribution to be written as
ρ (k) =
 ∞
−∞
dr dr′
 N∏
j=2
drj
 Ψ∗T (r′, r2, · · · , rN)ΨT (r, r2, · · · , rN) e−ik·(r−r′)
=
〈
ΨT ⊗ αk
∣∣∣Ŝ∣∣∣αk ⊗ΨT〉
where the exchange of coordinates r↔ r′ is made in eik·rΨT (r′, r2, · · · , rN) if Ŝ
operates to the right. Note, however, that the Swap operation discussed in this
section has little to do with the Swap move in the worm algorithm in sec.A.2.
In its original conception, one would visualize the n-th order term
ln Tr {ρnA} = ln
(∑
k
wnk
)
from the definition of Rényi entropy in Eq. 1.9 by splicing together n copies of the
system that are partitioned into regions A and B. Then the degrees of freedom are
cyclically exchanged in region A in order to calculate the n-th order Rényi entropy,
as on Fig. 4.1.
B1
A1
B2
A2
B3
A3
B4
A4
n=4
B1
A1
B2
A2
B3
A3
n=3
B1
A1
B2
A2
n=2
“Swap”
Figure 4.1.: Cyclic exchange of regions Ak in n replicas of the bi-partitioned sys-
tems, with 1 ≤ k ≤ n. It is also permissible to use the same copy of region Bk(≡ B)
in each replica, as in Eq. 4.3.
For our case of n→ 1+ (corresponding to von Neumann entropy) starting from n = 2,
the cyclic permutation is essentially an operation which exchanges the coordinates
of region A between two replica walkers. To do so requires us to first write the
trial state in the form |ΨT〉 = ∑αβ Cαβ |α〉 |β〉, where α and β are orthonormal basis
elements in regions A and B, respectively. α(•) and β(•) are functions of NA and
NB particles as defined at the beginning of the chapter. The definition of Swap is
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given as
SˆA
∑
α1β1
Cα1β1 |α1〉 |β1〉
⊗
∑
α2β2
Dα2β2 |α2〉 |β2〉

=
∑
α1β1
Cα1β1
∑
α2β2
Dα2β2 |α2〉 |β1〉 ⊗ |α1〉 |β2〉 .
Its expectation value over a product of two replicas of the trial state is
〈
ΨT ⊗ΨT
∣∣∣SˆA∣∣∣ΨT ⊗ΨT〉 = ∑
α1β1α2β2
Cα1β1C
∗
α2β1Cα2β2C
∗
α1β2
=
∑
α1α2
(ρˆA)α1α2 (ρˆA)α2α1 = Tr{ρˆ2A} ≡ e−S2
where S2 is the second order Rényi entropy.1
Calculating the von Neumann entropy involves replacing one of the replicas with a
basis element α (which only depends on particles in region A), then calculating the
expected value of Swap over the resulting product.2 This yields the matrix elements
of ρˆA:
〈
ΨT ⊗ α2
∣∣∣SˆA∣∣∣α1 ⊗ΨT〉 =∑
β
Cα2βC
∗
α1β = (ρA)α1α2 .
How are these calculated in VMC? The estimator can be calculated in the extended
position basis as
〈
ΨT ⊗ αi
∣∣∣SˆA∣∣∣αj ⊗ΨT〉 =  dx1 · · · dxNdxN+1 · · · dxN+M(α)
×Ψ∗T(xA1 , xB)α∗i (xA2)αj(xA1)ΨT(xA2 , xB)
=

dx1 · · · dxNdxN+1 · · · dxN+M(α)
× |ΨT(xA1 , xB)|2 |αi(xA2)|2
ΨT(xA2 , xB)αj(xA1)
ΨT(xA1 , xB)αi(xA2)
=
〈
ΨT(xA2 , xB)αj(xA1)
ΨT(xA1 , xB)αi(xA2)
〉
|ΨTαi|2
(4.3)
1The Swap operation discussed in this section is not to be confused with the Swap move in the
worm algorithm in Appendix A.
2Throughout the chapter, we use the chemists’ convention (|α⊗Ψ〉)† ≡ 〈Ψ⊗ α| instead of the
physicists’ convention (|α⊗Ψ〉)† ≡ 〈α⊗Ψ|.
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where M(α) ≡ NA is the number of particles in the basis elements αi and αj.
Coordinates xA1 ,xB in regions A and B are sampled from a random walk over |ΨT|2
and xA2 over |αi|2.
The algorithm presented here is different from recent proposals for calculating the
entanglement spectrum in a few ways. First, there is no calculation of higher order
Rényi entropies [31], and no need to use Maximum Entropy techniques to project out
the spectrum [5]. Additionally, there is freedom in choosing the basis in which ρA is
expanded, which includes truncation of the sparsely occupied orbitals for a reduction
of complexity.
4.2. Homonuclear diatomic molecules
Some of the simplest electronic systems to gauge the significance of real-space en-
tanglement are homonuclear diatomic molecules. Of interest are the second-row
(period 2) elements, as they are the simplest atoms from which we can generate
and compare VMC trial wave functions both with and without the core electrons as
the degrees of freedom. These chemical bonds are studied in introductory courses,
starting from the simplest descriptions which impose Pauli exclusion to the electrons
while still treating them as point particles (for example, VSEPR theory) to the more
sophisticated theories which apply spatial or spin symmetry to choose linear com-
binations of atomic orbitals that gives the electron more probability to be found
between the two atoms. Molecular Orbital (MO) theory and Valence Bond (VB)
theory were mentioned in chapter 1 as examples of the latter. The aim is to apply
what is understood about chemical bonds in terms of entanglement to solids, where
the Born–Oppenheimer approximation actually applies.
We place each diatomic molecule to line up with the z-axis and be centered at
the origin. The universe is then partitioned into the symmetric half spaces z < 0
and z > 0 that are labeled A and B, respectively. Apart from the optimized
variational wave function ΨT, we also need to generate the reduced wave func-
tions
{
αk
(
r↑1, · · · , r↑NA↑ ; r↓1, · · · , r↓NA↓
)}
. This is done by a singular-value decom-
position (SVD) of the molecular orbitals with support in only region A, while the
molecular orbitals are defined in U = A ∪ B. In practice, SVD is done to a rect-
angular matrix with entries Mij = φ˜j (ri) where j is the index of each molecular
orbital φ˜j and i is the index of spatial points {ri} in a reasonably fine grid to span
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region A. The computational details will be discussed in Appendix B. We refer to
the resulting half-space orbitals
{
Θ(A)σ,` (r)
}
as the Schmidt orbitals. Some examples
of the Schmidt orbitals in H2 are shown in Fig. 4.2. We can treat each spin species σ
of the electrons separately, so that the size of
{
Θ(A)σ,` (r)
}
is Nσ or greater. A reduced
wave function αk (•) can be any determinant of the Schmidt orbitals occupied by NA
electrons. The total number of αk (•) in a sector labeled (NA↑, NA↓) is
(
N↑
NA↑
)
×
(
N↓
NA↓
)
.
We can similarly define the half-space orbitals
{
Θ(B)σ,` (r)
}
in region B, along with its
sectors complementary to region A.
Figure 4.2.: The five half-space orbitals with the largest eigenvalues of the entan-
glement Hamiltonian for H2 based on a multi-determinant ΨT, viewed from two
different angles.
Justifying the Schmidt decomposition of a single-determinant |ΨT〉 using correlation
functions is only a matter of applying these definitions [103, 27]. Let us begin by
defining the reduced fermionic field operators
Ψˆ(A)σ (r) =
∑
k
Θ(A)σ,k (r) cˆ
(A)
σ,k and Ψˆ(A)†σ (r) =
∑
k
Θ(A)∗σ,k (r) cˆ
(A)†
σ,k
for region A, where σ is the spin species and k is a generic quantum number. These
field operators satisfy the anti-commutation relations
[
Ψˆ(A)σ (r) , Ψˆ
(A)†
σ′ (r′)
]
+
= δσσ′ δ (r− r′) .
Wick’s theorem in statistical field theory (also called Gaudin’s theorem [50]) states
that if diagonal representation of the entanglement Hamiltonian of Eq. 4.2 exists as
HˆA =
∑
σ,k
ε
(A)
σ,k cˆ
(A)†
σ,k cˆ
(A)
σ,k =
∑
σ

A
dr dr′HA,σ (r, r′) Ψˆ(A)†σ (r) Ψˆ(A)σ (r′) ;
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HA,σ (r, r′) =
∑
k
ε
(A)
σ,kΘ
(A)
σ,k (r)Θ
(A)∗
σ,k (r′) ,
then there exists the like-species correlation function
C(A)σ (r, r′) ≡ Tr
{
ρˆAΨˆ(A)†σ (r) Ψˆ(A)σ (r′)
}
=
∑
k
λ
(A)
σ,kΘ
(A)∗
σ,k (r)Θ
(A)
σ,k (r′) (4.4)
and a direct relation between each of the eigenvalues of C(A)σ (r, r′) and the transpose
HA,σ (r′, r):
ε
(A)
σ,k = ln
1− λ(A)σ,k
λ
(A)
σ,k
 .
According to Eq. 4.4, the eigenvalue λ(A)σ,k ≡
〈
cˆ
(A)†
σ,k cˆ
(A)
σ,k
〉
is the occupation probability
of spin σ and state k in region A. The corresponding definitions of HˆB, C(B)σ (r, r′)
and the eigenvalues
{
ε
(B)
σ,k
}
,
{
λ
(B)
σ,k
}
can be written down through the same reasoning.
For the single-determinant trial state of the full unpartitioned molecule, there exists
a one-to-one correspondence between each λ(A)σ,k and λ
(B)
σ,k′ , with λ
(A)
σ,k + λ
(B)
σ,k′ = 1.
Omitting the labels A or B, the vacuum state |0〉 can be populated by all of the
electrons as
|ΨT〉 ≡
∏
σ
Nσ∏
k=1
(√
λσ,kcˆ
(A)†
σ,k +
√
1− λσ,kcˆ(B)†σ,k
)
|0〉 . (4.5)
The procedure is similar with a multi-determinant trial state, but the basis of op-
timized molecular orbitals (MOs) used to describe bonding can be larger than the
number of electrons. The basis has as many MOs as the number of independent
variational parameters. These parameters are usually the coefficients for the basis of
atomic orbitals (AOs) that combine to produce the molecular orbitals. Optimization
of the multi-determinant ΨT in energy gives most weight to the low-energy MOs, so
it is computationally advantageous to truncate the higher-energy MOs in the basis
with small occupation, even though the complete basis of MOs is finite. For our case
of simple diatomic molecules, keeping only the 10 lowest-energy MOs retains reason-
able accuracy. The Schmidt orbitals
{
Θ(A,B)σ,k (r)
}
are then calculated from a SVD of
this truncated basis.
If the active space of MOs is defined at the outset, it is also possible to use natural
orbitals obtained by diagonalizing the density matrix which is written down as the
56
weighted sum of the outer product of the optimized MOs. Natural orbitals are
sometimes preferred if the size of the truncated MO basis is not much smaller than
the active space [121, 114, 20]. The use of ab initio methods to prepare either of
these orbitals is outlined in Appendix B.
The generic VMC algorithm presented in sec. 2.1 is modified as follows. We use one
walker for ΨT and one walker for each reduced wave function αk (•) that can be
constructed from Schmdit orbitals. This results in a composite walker containing
a total of 1 +∑N↑NA↑=0∑N↓NA↓=0 ( N↑NA↑)( N↓NA↓) of the reduced walkers. The Ψ-walker is
displaced in each Monte Carlo step. In regular intervals of κ steps (usually the energy
autocorrelation time), we identify in which sector the Ψ-walker is found. Then only
the α-walkers representing that sector are displaced for another κ steps. Finally, the
estimator for Swap of Eq. 4.3 is accumulated into the 2D histogram with each bin
representing each sector.
Let us return to our prototypical example of the H2 molecule, with two electrons of
opposite spin and 0 ≤ NA,σ ≤ 1 for σ =↑, ↓. This involves a hybridization of the
1s orbitals of each hydrogen atom into the σ1s bonding orbital as on Fig. 4.3(Left).
The sole singular value from the SVD of this Hartree–Fock MO is λσ = 12 which
means that each of the two electrons are equally likely to be found in either of the
regions (‘delocalized’) — that they are fully participating in the chemical bond. Here,
Eq. 4.5 can be written as
|ΨT〉 =
√1
2 cˆ
(A)†
↑,1 +
√
1
2 cˆ
(B)†
↑,1
√1
2 cˆ
(A)†
↓,1 +
√
1
2 cˆ
(B)†
↓,1
 |0〉
= 12 |∅,∅〉A ⊗ |{1} , {1}〉B +
1
2 |{1} ,∅〉A ⊗ |∅, {1}〉B
+ 12 |∅, {1}〉A ⊗ |{1} ,∅〉B +
1
2 |{1} , {1}〉A ⊗ |∅,∅〉B
which expands to four equally weighted terms representing configurations with nei-
ther electron, one spin-up electron, one spin-down electron, or both electrons in
region A. The RDM ρˆA = TrB {|ΨT〉 〈ΨT|} in this case is already diagonal, with
eigenvalues wk ∈
{
1
4 ,
1
4 ,
1
4 ,
1
4
}
represented by the dashed line in Fig. 4.3(Right).
Next, interactions are introduced by using a multi-determinant ΨT whose varia-
tional parameters come from a full configuration-interaction (CI) calculation with a
correlation-consistent basis of penta-zeta quality (cc-pV5Z) [114, 135]. In Fig. 4.3, we
can identify how the four sectors from the Hartree–Fock ΨT evolved into the many-
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Figure 4.3.: (Left) Hybridization of hydrogen atomic orbitals in the ground state.
(Right) The entanglement spectrum of full configuration interaction (blue) ground
state wave function of H2. The red dashed line represents the location of the four
Hartree–Fock entanglement eigenvalues 1/4. The four sectors (columns) represent
the number of particles and spins in region A. The filled and empty circles repre-
sent the electrons of different spins. Note that the vertical scale is inverted and
logarithmic so that it appears linear in the eigenvalues of HˆA.
body spectrum. The spectral weight for the 0- and 2-electron sectors are reduced
from 0.25 to 0.20. On the other hand, the 1-particle sectors have had their proba-
bilities increased to 0.28. This agrees with the intuition that the correlations in ΨT
capture the Coulomb repulsion, making it energetically favorable for the electrons to
stay away from each other.
There are new features, namely the extra spectral weights that are separated by
a gap from the four largest values at the bottom. Although the spectral weights
for the higher energy states are small, these states are still required as they also
account for statistical correlations between the electrons in both regions. The half
orbitals
{
Θ(A)σ,` (r)
}
of Fig. 4.2 represent precisely the 1-electron states with five largest
weights. By the symmetry of the first three orbitals, the first identifies with the
σ bonding orbital corresponding to that of the Hartree–Fock ΨT. The second and
third represent the σ∗ anti-bonding orbital, with the electron localizing in regions A
and B, respectively. The remaining two orbitals are of equal weight, corresponding
to two of the degenerate eigenstates of HˆA, and identify with the pi bonds. The
basis {αk (•)} that is created by selecting NA half orbitals from
{
Θ(A)σ,` (r)
}
can thus
be further organized by their spatial symmetries. The H2 molecule is a near-trivial
case since at most one orbital is chosen from
{
Θ(A)σ,` (r)
}
for each spin so that the
calculation of any determinant is limited to 1-by-1 matrices.
58
This effect of many-body correlations is built into the Schmidt decomposition of
|ΨT〉 but not evident in other descriptions of bonding. Correlations by definition
can exist for 2 or more electrons, and there can be 4 possible sectors in the limiting
case of N↑ = N↓ = 1. Each sector is represented by one tensor product term in
the Schmidt decomposition of a single-determinant ΨT, which means that nonlocal
correlations exist while local correlations do not. It is the multi-determinant ΨT that
has (implicit) local correlations and causes each sector to have multiple terms in the
Schmidt decomposition. The distinction is unclear for larger molecules, since each
sector can have multiple terms even with the Hartree–Fock ΨT as well as from a
multi-determinant ΨT. This confirms an earlier statement that nonlocal correlations
are a consequence of entanglement (and partitionability) independently of the choice
of ΨT, and also shows that the local correlations can be eliminated with the choice
of a single-determinant ΨT.
QMC calculations can be done either in a single sector or over all sectors simulta-
neously. But doing calculations in a single sector breaks the indistinguishability of
electrons in region A from those in region B, unless they are ultimately combined
with calculations in the other sectors. Therefore, at least in the QMC framework,
nonlocal correlations are a necessary condition for indistinguishability.
We can quantify the strength of entanglement in a chemical bond by comparing
the entanglement spectra from single- and multi-determinant ΨT. First, we count
how many entanglement eigenvalues due to a single-determinant ΨT belong to each
sector before even running a relevant QMC calculation. Next, we run separate QMC
calculations with either type of ΨT, and then map entanglement eigenvalues in each
sector from a single-determinant ΨT to the largest eigenvalues (‘universal’) in each
sector from a multi-determinant ΨT. There would be additional smaller eigenvalues
(‘non-universal’) from the latter due to the local correlations. If these eigenvalues are
separated from the universal eigenvalues by a gap in orders of magnitude, as is the
case with H2, then it means the non-universal eigenvalues cannot be enhanced to a
certain level by the correlations (a mix of local and nonlocal) and the entanglement is
weak. If the gap is not much larger than the range of non-universal eigenvalues, then
it means the non-universal eigenvalues are significantly enhanced by the correlations
and the entanglement is strong.
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4.3. Chemical bonding: an entangled description
The popular characterizations of diatomic molecules in quantum chemistry (such
as MO and VB) are beset with two exceptions, exhibiting qualitative departures
from both theories. MO theory predicts Be2 to have zero bond order, yet a bond
is observed experimentally [88]. MO and VB theories predict different bond orders
for C2 [115, 136, 117]. This has led to the question of whether a radically new view
of chemical bonding is necessary or a small modification to the existing theories is
sufficient. The present work finds that modifying MO theory to also account for
entanglement effects largely resolves these inconsistencies.
The entanglement spectra for the second-row diatomic molecules with singlet ground
states are shown in Fig. 4.4. The sectors are labeled with NA ≡ NA↑ +NA↓ and
SA,z ≡ NA↑ −NA↓. An equal number of spin-up and spin-down electrons in an entire
atom allows for exploitation of two symmetries prior to diagonalizing the histogram
for (ρA)α1α2 : NA ↔ NB by symmetry across the partition and NA↑ ↔ NA↓ by time-
reversal symmetry. The eigenvalues on the left-hand column based on the single-
determinant ΨT are compared to those on the right-hand column based on ΨT which
include Jastrow correlations and are optimized with separate VMC calculations [44].3
There is a clear gap between the universal and non-universal entanglement eigenval-
ues of Li2 and N2 with the correlated ΨT, but only shifts in the eigenvalues of Be2
and C2 without the separation of universal and non-universal parts. Li2 and N2 can
be described as weakly entangled, and the universal parts of their entanglement spec-
tra capture the essential physics of the bond. Under this assumption, it is expected
that weakly entangled heteronuclear bonds will also exhibit gaps. Be2 and C2 can
be described as strongly entangled. It will be shown that entanglement can be used
to explain any discrepencies between bond orders from the existing predictions and
from experimental observations.
Let us take a closer look at C2, which has 0 ≤ NA,σ ≤ 6 for σ =↑, ↓. The singular
values from the SVD of Hartree–Fock MOs (single determinant) are
λσ ∈
{
0, 0.186, 12 ,
1
2 , 0.814, 1
}
3Some sophistications to the single-determinant forms of ΨT were stated in Eq. 2.6. Multiple
determinants constitute implicit correlation. Jastrow correlations are examples of explicit cor-
relation. We shall simply describe ΨT as correlated to refer to either type of correlation.
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which add up to 3, due to symmetric partitioning. The repeated 12 mean that two of
the electrons in each spin species (four in total) are delocalized. 0 and 1 correspond to
the core electrons (‘localized’ in the 1s2 shell in either atom). The remaining values
correspond to the partial bonds, which are not predicted by MO and VB theories.
Fig. 4.5 shows the hybridization of orbitals in the valence shell, with the partial bonds
labeled with their λ value. The localized and partially bonded electrons form a four-
electron resonance {λ, λ, 1− λ, 1− λ} within a bonding orbital and its conjugate
anti-bonding MO. The delocalized electrons form a pair
{
1
2 ,
1
2
}
that is stable in any
one bonding or anti-bonding MO. This grouping explicitly prevents the Hartree–
Fock ΨT of C2 molecule from yielding a triple bond. The only possible way is to have
three pairs of delocalized electrons, but would break the spin and space symmetries
of the Hartree–Fock ΨT and the VMC-optimized ΨT.
Tab. 4.1 summarizes the types of bonds in each diatomic molecule. The groupings of
electrons, together with the entanglement spectra, consistently identify the weakly
entangled molecules Li2 and N2 as single and triple bonds, respectively. We also see
the partial bond of four electrons in Be2. Introducing the one parameter λ arising
from the characterization of entanglement adds substantially to the understanding
of chemical bonds. This theory regresses to the MO theory if the λ values of the
partial bonding are fixed to 1/2.
Electrons involved per bond type
Molecule Localized
(0,0,1,1)
Partially bonded
(λ,λ,1−λ,1−λ)
Delocalized
(1/2,1/2)
H2
••
Li2
•••• ••
Be2
•••• •••• (0.104)
C2
•••• •••• (0.186) •• ••
N2
•••• •••• •• •• ••
F2
•••• •••• •••• •••• ••
Table 4.1.: Bonding in the first row elements described by the Hartree–Fock wave
function. The localized and the partially bonded electrons exist in groups of four,
while the fully delocalized electrons exist in pairs. The partially bonded quadru-
plets are labelled with their corresponding values of λ.
Fig. 4.6 shows an array of the half-space Schmidt orbital isosurfaces for Be2 and C2.
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The Schmidt orbitals which originate from the Hartree–Fock ΨT representing the
partial bonds (in pairs of {λ, 1− λ}) can be placed one against the other to form
what was previously interpreted as an inverted bond [115]. For the smaller of the
singular value pairs (0.104 for Be2 and 0.186 for C2), the Schmidt orbitals change
sign precisely at the nucleus while being axially symmetric and having a lobe of
charge pointing away from the bond center. This differs from an ordinary anti-
bonding MO, which changes sign at the midpoint of the bond axis. A correlated ΨT
is therefore not necessary to capture the inverted bond; it has always been present
in the Hartree–Fock ΨT.
Let us return to the entanglment spectra of Fig. 4.4 and examine the changes to
the entanglement pattern as correlations are introduced to ΨT. The sectors with
NA ≈ NB are generally favored (eigenvalues enhanced) over larger imbalances across
regions A and B, due to Coulomb repulsion. Within a group of sectors with a
given NA, however, there is an increased tendency among the electrons of the same
species to cluster around either one of the atoms. These so-called anti-ferromagnetic
correlations [136, 95] are highlighted in light green.
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Figure 4.4.: Entanglement spectra of Li2, Be2, C2, and N2. The left and right
columns are based on the HF and VMC-optimized wave functions, respectively.
Note that the vertical scale is inverted and logarithmic so that it appears linear in
the eigenvalues of HˆA. The error bars on the eigenvalues are estimated to be no
larger than 3× 10−4 for the VMC-optimized wave functions.
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Figure 4.5.: A comparison between the orbital hybridizations of C2 in the original
MO theory (left) and the theory with entanglement modification (right). The
electrons in the MO pair marked in blue are associated with the singular values
{λ, λ, 1− λ, 1− λ}.
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Figure 4.6.: Half-space orbital isosurfaces for (a) Hartree–Fock C2 and (b) Hartree–
Fock Be2. Colors are chosen from the scale bar according to the percentiles of
positive or negative charges in each region. The partial bonding orbitals are paired
and positioned against each other in (c) to show the sign change through one of
the nuclei, indicating an inverted bond in either molecule.
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5. Conclusions and outlook
Two different quantumMonte Carlo methods were used to demonstrate the versatility
of density matrices in many-fermion problems. The inner workings of the density
matrices are governed by how region A of a bipartite system is entangled with the
other, B. For the thermal density matrix, B is the implicit heat bath at constant
temperature T > 0. For the Schmidt-decomposed ground state of a molecule, the
degrees of freedom of B need to be manually integrated out before the degree of
entanglement with A can be quantified.
The goal with the one dimensional fermionic lithium was to calculate the transition
boundaries between the phase-separated state and the partially polarized superfluid
state as a function of total system size and the imbalance between the number of each
spin species of the same atom. This followed a previous work where the partially
polarized density profiles were calculated, but the presence of FFLO-like pairing was
not verified. Path integral Monte Carlo (PIMC) was the main method of choice, for
being able to account for two-body correlations exactly and having only controlled
approximations. For this work, two different versions of the estimator for the dis-
tribution of pair momenta were implemented. Both showed signatures of FFLO-like
pairing, but the version which only counted pairs that were spatially the closest gave
a much clearer presence compared to the version which equally counted all possible
pairs in the system. This raises a question as to whether the notion of the spatial
structure of the Cooper pair, in terms of an exponentially decaying envelope of the
pair wave function in the original BCS theory [68], can be transferred to the 1D
trapped setting with (uncharged) atoms. If this is the case, then a true in-situ dis-
tribution of pair momenta will be based on a sum of pairs weighted by a distribution
which monotonically decreases with increasing distance between each possible pair.
Such questions, however, are put on hold until we hear from experiments about any
ex-situ measurement of pair momentum distributions, whether in cold atoms or other
condensed matter systems. Several approaches for direct or indirect detection have
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been proposed for cold atom experiments. One interesting example is to quickly
ramp the δ-potential from being attractive to being repulsive, with the resulting
momentum distribution of the repulsively bound pairs retaining some amount of
FFLO fingerprints [109].
At the time of writing, cold atom experiments were steered in a direction of 2D traps
with spin-orbit interactions, in which the spin of the atoms are coupled with linear or
angular momenta with the use of synthetic gauge fields [133, 28]. Though it is said
that one is more likely to find FFLO in these systems, the experimental focus will
ultimately have to return to 1D systems where new questions can be raised based on
a more direct comparison (with no sign problem) between theory and experiment.
For many-body entanglement of molecular electrons, the goal was to determine
whether it can be used to give a more complete classification of chemical bonding
than hybridization of atomic orbitals. This was motivated in part by the controversy
over the chemical bond of diatomic carbon, in particular, the order of the bond. We
have expanded upon the procedure learned from calculating generalized Rényi en-
tropies to a decomposition into distinct contributions represented by many-electron
eigenstates of the spatial RDM. In the process, we have the entanglement spectrum
based on real-space degrees of freedom. The ‘driver’ method in this work was vari-
ational Monte Carlo (VMC), whose results are as accurate as the accuracy of the
functional form of the trial wave function ΨT and its variational parameters. For the
diatomic molecules of period-2 atoms, these input variables are known to at least
chemical accuracy.
A caveat is that there must exist a transformation between {αk (•)} and the eigen-
vectors of TrB {|ΨT〉 〈ΨT|} at each sector that is reasonably accurate. Under this
assumption, we were able to identify ferromagnetic coupling within some many-
electron configurations and also resolve the disagreement between theories attempt-
ing to classify chemical bonding in terms of a single integer. In addition to counting
the electrons participating in the bonding, the singular value λ of the Schmidt or-
bitals played a central role in describing partial bonds, which were shown to exist in
Be2 and C2.
These findings suggest several avenues to pursue. One trivial task is to re-examine
a collection of simple molecules that are so far well understood by existing theo-
ries in chemistry, documenting any anomalies in the process and perhaps imme-
diately understanding them. Another possibility is to propose and experimentally
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verify syntheses of novel compounds that are uniquely predicted by the entangle-
ment framework. Thirdly, one can explore different geometries and partitioning
schemes to identify removable fragments of many-electron systems, including solids,
that are less entangled with the rest of the system than others. Work is under-
way on this last development, in hopeful augmentation of density matrix embedding
theory (DMET) [74, 75].
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A. Path integral Monte Carlo
I will discuss a specific implementation of the path integral Monte Carlo (PIMC)
method for trapped 1D fermions and will direct the reader to existing reviews [25, 40]
for a generic formulation. Before proceeding with the new parts of the implementa-
tion, it is necessary to clarify the nomenclature for the purposes of this dissertation.
A natural caveat is that any declaration in this section is descriptive; other imple-
mentations of PIMC may use different terms or pose different limits to the statistical
ensemble.
There is no sign problem in the trapped system of 1D fermions, for two reasons.
The first is that the locations of nodes in the propagator are known exactly, so that
the fixed-node treatment is not an approximation. It is true that ergodicity requires
implementation of a full-particle displacement move, but the rate of acceptance for
such a move is vanishingly small. The sign of the propagator stays the same if this
move causes one worldline to leap clear onto the other side of a neighboring worldline,
as on Fig.A.1(left). Attempting to displace any part less than the full worldline past
a neighboring one always causes intersections with it and an automatic rejection of
the move, as on Fig.A.1(right).
τ
Figure A.1.: Displacement of a whole chain (left) and a segment in the chain (right)
past a neighbor.
The second (more subtle) reason is that the lack of a periodic supercell forbids
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nearest-neighbor permutations due to the nodal action. Were it a periodic sys-
tem, it would be possible for each worldline to permute onto the nearest neighbor.
This would form a solenoidal continuation of propagation in imaginary time, as on
Fig.A.2(a), until spatial winding occurs. Only then the fixed-node approximation
would need to be applied explicitly, forbidding the configurations representing a neg-
ative ρ as on Fig.A.2(b).
Left 
image
Right 
image
0
β
x
ρ>0 ρ<0 ρ>0
N=1
N=2
(a) (b)
Figure A.2.: (a) Spatial winding on a β-cylinder. (b) The effects of winding and
permutation on the sign of ρ. Within a given shaded patch of spacetime, space ex-
tends horizontally and (imaginary) time runs vertically. The dotted lines represent
the periodic continuation of a worldline in time.
Such is the intricacy of the space of configurations that can be sampled with an
entirely closed path in the system of 1D fermions. In what follows, we shall examine
the additional freedom resulting from opening one or more of the worldlines, and
from allowing the number of time slices (the discretized factors of the propagator)
to fluctuate.
A.1. Grand canonical ensemble
Before discussing the worm algorithm, let us look at the concept of sectors. We first
introduce the Matsubara Green function, which represents a process of creating a
particle at point x in space and annihilating it at x′, after (imaginary) time ε.
G(x′, x; ε) =
〈
Tτ
{
ψˆ(x′, ε)ψˆ†(x, 0)
}〉
≡ g(x
′, x; ε)
Z
The canonical ensemble is when the creation and the annihilation points of every
particle coincides in space and differ by a multiple of β in all of its identically prepared
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samples. For fermions, the propagator picks up a minus sign when this ‘imaginary’
lifetime is 2β, 4β, etc.
In the grand canonical ensemble, each configuration can have a fluctuating number
of particles. This means that the overall statistical weight of the configuration can
be factorized to a variable number of Matsubara Green functions that are traced
out. But we can add more freedom to sampling the configuration space by removing
the constraint of traces. This puts us in a grand canonical ensemble of slices rather
than of complete particles. The number of time slices in a given open worldline is
no longer constrained to be a multiple of NT.
We are also given a choice to collect estimates of observables either from an ensem-
ble with a specific number of particles or one that fluctuates. They correspond to
the canonical and the grand canonical averages, respectively. Fig.A.3(a) shows a
example distribution of energy estimates as a function of particle number at a given
value of the chemical potential µ. Any intermediate number of slices (or number of
particles that are not integers) are considered transitional states. Estimates for ‘diag-
onal’ observables such as the energy are physically nonsensical in these intermediate
configurations.
We note that the intervals in which these ‘diagonal’ observables are collected become
irregular in the grand canonical ensemble. This raises an important point in the law
of large numbers. We assume each configuration in a given ensemble to be reasonably
‘independent’ of each other. The autocorrelation time κ (in Monte Carlo steps) in
the time series of a local observable exists just to capture the degree of independence.
To get a more accurate estimate in the standard error, one can either use a more
general definition which is more robust to the stream of estimates that are stepwise
closer together [108] or simply not accumulate the estimate of the observable for
κ steps.
It is convenient for the current work to transition between the diagonal and off-
diagonal regions in configuration space. This is how we define sectors. The ‘diagonal’
region in configuration space whose integral is the canonical partition function is here
defined as the Z-sector. The ‘off-diagonal’ region with at least one open worldline
in either one of the spin species is called the Gν↑ν↓-sectors, where ν is the number
of worms in a given spin species. For example, G1,0 and G0,1 are sectors with one
worm in either of the spin-up or spin-down species, respectively. This labelling is
indifferent to the number of other worldlines that are closed.
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Figure A.3.: (a) A distribution of energy as a function of particle number N . The
shaded region is for intermediate, non-integer values of N , i.e. when the total
number of time slices is not a multiple ofNT. Only EN would be accumulated in the
canonical ensemble. (b) Transition scheme of sectors for the current calculation.
Note that it is possible to create more than one worm per species.
The sectors are then laid out in the structure shown in Fig.A.3(b). This is a repre-
sentation of the extended partition function
ZN = Z(0)N + Z(1,0) + Z(0,1) + Z(1,1) + · · ·
with
Z(1,0) = C(1,0)
∑
jI>jM

dxI dxMG1,0(xI , xM; (jI − jM)τ)
Z(0,1) = C(0,1)
∑
jI>jM

dxI dxMG0,1(xI , xM; (jI − jM)τ)
Z(1,1) = C(1,1)
∑
j′1 > j1
j′2 > j2

dx1 dx′1 dx2 dx′2G1,1(x′1, x1, x′2, x2; (j′1 − j1)τ, (j′2 − j2)τ) .
The constants C(ν1,ν2) have units of the inverse (ν1+ν2)-th powers of volume and can
be used to adjust the relative weight of each sector. This suggests a particular fashion
in which the configurations are sampled. Even though the constraint on the number
of slices is removed, playing by this diagram only allows no more than one worm
added or subtracted in a given MC move. This points to an important assumption
which one often takes for granted. It is for very few systems that the PIMC sampling
is provably ergodic over the entirety of the configuration space covered by the sectors
defined. There are infinitely many ways to make trial displacements on a system, but
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only a few efficiently sample the configuration spaces for a vast majority of quantum
many-body problems. This set of moves turns out to be inadequate for the system
of trapped 1D fermions, so the worm algorithm provides an improved sampling (or
a workaround).
Fluctuation in the total number of time slices calls for the introduction of the chem-
ical potential µσ as an input parameter, with σ ∈ {↑, ↓}. Being an intensive thermo-
dynamic property, µσ is an integral over all microscopic degrees of freedom and is
derived in terms of energy occupation numbers [76, 96]. µσ therefore does not depend
on the spatial coordinates of the particles at any one MC step, whether the system
is homogeneous or trapped in a harmonic potential. This does not mean that it is
equally easy (energetically favorable) to create or annihilate a particle everywhere
in the system, especially the trapped system. Here, the local density approximation
(LDA) µlocalσ (x) = µσ − V (x) can serve as a gauge for the relative ease of creating a
particle at a specific location, but this plays no part in the MC algorithm. This LDA
of the chemical potential is chiefly used to fit the in-situ density profiles (from both
experiment and simulation) to the Thomas-Fermi distribution.
A.2. Worm algorithm
Being an open-chain algorithm, the worm algorithm allows additional topological
freedom to sample spatial domains that are not simply connected; the path can be
displaced to wrap around a torus. A more relevant advantage of the worm algorithm
for our system of strongly attracting 1D fermions is also more subtle. To demonstrate
this, I will re-state the moves (originally used for 2D liquid helium [15]) in the context
of the trapped lithium atoms.
We are now in a position to state the worm algorithm for a trapped two-component
system. The moves are grouped in pairs due to the asymmetry in the detailed
balance condition. In the original version of the algorithm, it has two pairs of
moves that transfers the system to a different sector, namely Open/Close and
Insert/Remove as shown in Fig.A.4. Open takes a closed worldline and removes
a few slices from it, creating a head (‘Ira’ I) and a tail (‘Masha’M) in the process.
We define a worm to be this open worldline whose head and tail do not in general
coincide in imaginary time. Close connects the head and the tail of a worm with
coordinates randomly chosen if the gap is sufficiently small. The detailed balance
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Figure A.4.: Sector-crossing worm moves, paired by complementarity.
condition is given by
Aopening × Topening × ρclosed = Aclosing × Tclosing × ρopen
Aopening × 1
sNσNTM¯
× [ρfree]closed e−(Uclosed−µσMτ)
= Aclosing × C0
s˜N˜σ
M∏
j=1
pI+j × [ρfree]open e−Uopen .
Several symbols need to be explained. T are the probabilities of proposing a move to
a certain target configuration and A are the corresponding acceptance probabilities.
µσ is the chemical potential of species σ ∈ {↑, ↓} and C0 ∝ C(ν1,ν2) is a dimensionless
sector coefficient, both of which are input parameters. s = 2 is the number of
spin species that have closed worldlines, and Nσ is the number of closed worldlines
(particles) of species σ that we can randomly choose to open. s˜ is the number
of species that have worms and N˜σ is the number of worms in species σ, in the
hypothetical case of Open being accepted. Once a particle is chosen, we choose one
of NT possible time steps at which a particle is to be created, and then the number
M ∈ {1, 2, · · · , M¯} of time slices to remove to create an opening.
The trial probability Tclosing is more elaborate than Topening since it has to choose a
new strip of coordinates to fill in the gap, which has to be M¯ slices or shorter. These
M − 1 coordinates can be chosen from any probability distribution, but can lead to
significant simplification if chosen from the free particle propagator. Without mak-
ing such an assumption about the distribution, the new coordinates is taken from a
74
normalized probability distribution p(x). Once a new coordinate xI+j is chosen, their
probability densities pI+j ≡ p(xI+j) (each in units of inverse volume) are multiplied
as part of Tclosing. For the current work, p(xI+j) was chosen to be a gaussian dis-
tribution centered about xI+j−1, resulting in a standard Brownian motion. Setting
the standard deviation of this distribution to
√
2λτ results in an exact cancellation
of [ρfree]closed =
(∏M
j=1 pI+j
)
[ρfree]open. After clamping the end to Masha and appro-
priately scaling the other intermediate coordinates, the strip is transformed into a
Brownian bridge.1 This scaling relationship between the coordinates Wk in a Brow-
nian motion (also called a Wiener process) of M steps and the coordinate Bk in a
Brownian bridge is given by
Bk −B0 = Wk −W0 − k
M
[(WM −W0)− (BM −B0)]
with 0 ≤ k ≤ M . All of W0,1,··· ,M and the endpoints B0,M must be known for the
forward transformation. In the rare case that the gap between Ira and Masha is a
power of 2, we can generate the coordinates according to the bisection method [25].
Insert creates a strip of coordinates at an unoccupied region in space and Remove
annihilates a strip if it is sufficiently small. Their detailed balance condition is
Ainsertion × Tinsertion × ρremoved = Aremoval × Tremoval × ρinserted
Ainsertion ×
∏M
j=0 pI+j
sNTM¯
× [ρfree]removed e−Uremoved
= Aremoval × C0
s˜N˜σV
× [ρfree]inserted e−(Uinserted−µσMτ) .
Here,M ∈ {1, 2, · · · , M¯} is the length of the new worm inserted. Since the endpoints
are not fixed, a total ofM+1 new coordinates need to be randomly chosen for Insert.
The extra factor of volume V is in Tremoval as an input parameter to match units with
the left hand side. A reasonable value is the width of one of the distributions pI+j(x).
The remainder of the worm moves are those that do not change the number of worms
— those that do not cross sectors and thus do not involve sector coefficients such as
1There are M new coordinates in the Brownian motion. After clamping the endpoints, there are
M − 1 new coordinates in the Brownian bridge.
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Figure A.5.: Worm moves within the G-sectors, paired by complementarity.
C0 on either side. The detailed balance condition for Advance/Recede is
Aadvance × Tadvance × ρreceded = Arecede × Trecede × ρadvanced
Aadvance ×
M∏
j=1
pI+j × [ρfree]receded e−Ureceded
= Arecede × 1× [ρfree]advanced e−(Uadvanced−µσMτ) . (A.1)
In this context, M ∈ {1, 2, · · · , M¯} is the change in the length of the chosen worm.
It should be noted that M¯ could have been different for each of the worm moves, but
has led to convenient cancellations as it was chosen to be the same between comple-
mentary pairs. pI+j has units of inverse volume and compensates for the ‘missing’
units of [ρfree]receded, making the equation dimensionally consistent. While the above
equation is for Ira, the same reasoning can be applied to Recede/Advance for
Masha, with the factor of eµMτ moved to the Advance side. Ergodicity is not
broken by choosing Recede/Advance on only one of the two endpoints.2
Finally, let us consider Swap. Despite being given the same name originally, the
two moves in the complementary pair are topologically distinct. One of them joins
the worm with a neighboring closed worldline of the same species and causes them
to become a single, longer worm. The other move attaches the head or the tail of a
worm longer than β to another point on the worm that is a multiple of β away in
time, and then detaching the newly closed worldline from the host worm. We shall
call these moves Swap-In and Swap-Out, respectively.
2One could call the four moves Reptate collectively, in the spirit of reptation QMC [10].
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Of some importance in the implementation is to define the neighbors. For the 1D
model of Eq. (2.1), the nearest neighbors of unlike-species are defined by a cut-
off distance, while the nearest neighbors of like-species are defined uniquely as the
worldlines that are immediately to the left or the right of the worm selected. Swap
happens only between like-species, so there are at most two neighbors to be consid-
ered as a target for Swap-In.
The remainder of the displacement is about removing one strip with length M¯ ,
taking one of the severed ends (the one at the end of the gap) and connecting it to a
neighboring Ira by filling in the gap with a new strip of coordinates. Drawing new
coordinates from probability distributions pI+j(x) is the same as in Close, which
involves transforming a Wiener process into a Brownian bridge. The total number
of time slices does not change. The detailed balance condition is therefore
Aswap-in × Tswap-in × ρout = Aswap-out × Tswap-out × ρin
Aswap-in ×
∏M¯
j=1 pI+j
Nnn
× [ρfree]out e−Uout = Aswap-out ×
∏M¯
j=1 p˜I+j
N˜nn
× [ρfree]in e−Uin .
Having nearest neighbor counts Nnn and N˜nn on either side of the equation is the
simplest of many possible ways to choose a nearest neighbor to which to swap –
here, they are drawn from a uniform probability distribution. In essence, this is a
composite pair of moves which carry out Open and Close simultaneously. Similar
to Advance/Recede, there exists a variant of the above equation which applies to
swapping Masha against nearest neighbors.
All of the basic moves in the worm algorithm are now stated, to the level of detail
relevant to the current work. Other constraints can be further released if necessary,
such as adjusting the relative frequencies of choosing a move from a complementary
pair. Interestingly, only 3 of these 4 move pairs are necessary for ergodicity, while
the remaining 1 pair can be composed in a sequence the other 3. Special note is
given to Swap, which can be seen as a generalization of Open/Close.
A.3. Pair-momentum distribution
In loosest possible terms, the momentum distributions are Fourier transforms of the
reduced density matrices (RDMs) in real space. We shall follow the definitions used
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in Chapter 2 of Feynman [42], where they are referred to as density submatrices
instead. A number prefix will be used to indicate the number of degrees of freedom:
1RDM and 2RDM for single- and two-particle RDMs, respectively.
Since we are working in continuous space, the free coordinates of the RDM would
ideally need infinite resolution and therefore infinite storage. This is impossible, so we
keep the chain in continuous space and build a histogram of occupancies at regular,
contiguous intervals (bins) in space. Throughout the implementation of estimators
with free coordinates, we shall assume this form of discretization to be used.
A similar example is the density profile. For our system, we can record the occupancy
of each bin at each imaginary time slice, due the symmetry over the entire imaginary
time domain.
Casula [22] has re-derived a pair momentum distribution for continuous-space DMC
(T = 0) based on the calculations on a lattice. Some implicit assumptions made in
the process were that the Cooper-like pairs form close to the center of the trap, and
at reasonably short distances. The explicit form requires the transformation of x1
and x2 to Jacobi (‘reduced’) coordinates, as
ρ2
(
X ≡ x1 + x22 , X
′ ≡ x
′
1 + x′2
2 , x ≡ x1 − x2, x
′ ≡ x′1 − x′2; β
)
.
Two stages of filtering are prescribed in this definition. The first is to leave only the
center-of-mass coordinates of pairs that are closest together, which is a reasonable
discretization of ρ2a(X,X ′; β) ≡

dx dx ρ2(X,X ′, x, x′; β) δ(x) δ(x′). The second is
to leave only the region with x, x′ ∈ [−Rcutoff, Rcutoff], which is to multiply by a gate
function
u(z) ≡
1 if |z| < 1/20 otherwise ,
as ρ2b(X,X ′; β) ≡ ρ2a(X,X ′; β) u
(
X
2Rcutoff
)
u
(
X′
2Rcutoff
)
. The momentum distribution
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of the pair is thus obtained through the Fourier transform as
ρ˜pair(k) ≡

dX dX ′ ρ2b(X,X ′; β) e−ik(X−X
′) (A.2)
=

ds

dX dX ′ ρ2b(X,X ′; β) δ (s− (X −X ′))︸ ︷︷ ︸
ρ2c(s;β)
e−iks .
ρ2c(s; β) as defined and its Fourier transformation stipulate ρ2b(X,X ′; β) be transla-
tionally invariant. This means Rcutoff should be chosen narrow enough to make the
region [−Rcutoff, Rcutoff] reasonably homogeneous, but wide enough to not lose much
small momentum detail.
Even though the off-center peaks in the pair momentum can be visible, Eq. A.2 is an
in-situ form which cannot be directly compared against the time-of-flight measure-
ments. Time-of-flight measurements so far have measured the momentum distribu-
tion of single particles to reasonable accuracy, but no successful measurement of pair
momenta has been reported. This was discussed in greater detail in chapter 3.
PIMC allows a direct sampling of RDMs in real space, which can be implemented
in a few different methods [25]. One is to keep the chain closed for most of the
run and occasionally splitting one of the beads into Ira and Masha momentarily,
accumulating the histogram for the 1RDM in that step. A second cut can be made
at exactly the same time slice as the first cut if we are calculating the 2RDM. The
other method is to keep one worldline (or a pair of opposite-spin worldlines) open
throughout the simulation. Indistinguishability ensures that one open worldline is
representative of the momentum content of other particles.
Neither of these approaches work as is in our trapped 1D system. The first approach
is efficient only with thermal wavelengths much shorter than that of our system — at
higher temperatures. As for the second approach, keeping one worldline open near
the center of the trap is not representative. Trapped fermions in 1D are effectively
distinguishable by their location in the trap, especially when virtually no tunneling
happens between them.3 But more importantly, the effect of permutation becomes
much stronger than in higher dimensions, so it is required that the open worldline is
allowed to ‘permute on and off’ against a neighbor. Thankfully, Swap does exactly
3It is possible to implement tunneling moves past two particles where the density matrix does not
change sign, but the acceptance probability decreases rapidly with the Trotter number.
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that. Any sampling scheme for RDMs, therefore, should build upon the second
approach with the possibility of permutation by the open worldlines added on.
In the worm algorithm, worldlines are open for an extended amount of Monte Carlo
steps. But the histogram for the single-particle density matrix can only be accumu-
lated when Ira and Masha coincide in imaginary time. In other words, the length
of the worm needs to be a multiple of β for the histogram to be accumulated. For
pair momenta, two worms need to be open and both pairs of Ira and Masha must
be in the same imaginary time. Combined with the introduction of Rcutoff and the
assumption that pairs only form between nearest fermion pairs with opposite spin,
the efficiency of sampling the pair momentum distribution drops by much more than
a factor of NT. It is possible to ‘importance-sample’ the positions of Ira andMasha
in imaginary time by adjusting the trial probabilities T in Eq. A.1 but the expected
return in efficiency based on such ad hoc adjustments is low. The results of chapter 3
are from massively parallel runs.
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B. Variational Monte Carlo
Similarly to the preceding Appendix, I will discuss a specific implementation of the
variational Monte Carlo (VMC) for bipartite many-body entanglement in molecules,
while directing the reader to existing reviews [127, 46, 85] for a generic formulation.
VMC is a ground state (T = 0) algorithm whose random walk is weighted by the
square of a parameterized trial wave function ΨT, often optimized self-consistently.
Being a ground state method, the configuration space is fundamentally different
from the imaginary-time trajectories of PIMC. One random walker contains the
coordinates of all of the particles at a given MC step, which is a constant that is less
than 100 numbers for each molecular system studied in chapter 4. This makes the
algorithm easily parallelizable. The current implementation used the MPI library
with Fortran, as do most other published QMC packages — QMCPACK, QWalk,
CASINO, and CHAMP. It is expected that possible future implementations in the
newer, natively parallel languages — for example, Julia — will be able to exploit
this further.
Calculating the energy to chemical accuracy (roughly a millihartree) requires less
than 6 hours on a Xeon E5645 workstation for all of the first row diatomic molecules.
Calculating their entanglement spectra to 10−4 accuracy is a much more complex
process which takes approximately 2.5 million hours total on an Opteron 6274 cluster.
For the remainder of this Appendix, we shall discuss the main ingredient for calcu-
lating the entanglement spectrum, namely the Swap operator.
B.1. Wave function preparation
The accuracy of VMC calculations depend mainly on how closely the many-body
trial wave function ΨT ({r}) resembles the unknown true ground state wave function
Ψ0 ({r}). As mentioned in sec. 2.1, there are several different ways to parametrize
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ΨT ({r}). The two parametrizations used in this dissertation are Hartree–Fock (HF)
form which is a product of single determinants and the Filippi–Umrigar form which
consists of Jastrow correlations as well as multiple determinats [44]. We shall some-
times refer to the latter as the VMC-optimized form, since all of its variational
parameters were simply imported from separate VMC calculations and used un-
changed. The molecular orbitals (MOs) constituting the Slater determinants of the
HF wave function are constructed from Dunning-type correlation consistent basis
sets [39].
The other part of the extended configuration space spanned by |αj ⊗ΨT〉 which is
necessary to calculate the Swap operator is the replica wave function αj (•). As out-
lined in sec. 4.2, one can begin with any basis set of MOs and transform them into
half-space orbitals
{
Θ(A)σ,` (r)
}
via the singular-value decomposition. The determi-
nants of these Schmidt orbitals form the basis {αj (•)}. For the present work, basis
sets for the HF wave function and an implicitly correlated wave functions generated
from complete active space self-consistent field (CASSCF) calculations were used.
GAMESS was used to generate both the HF and the CASSCF wave functions [114].
The following is a typical input file for the HF wave function of a Be2 molecule using
a correlation-consistent basis of triple-zeta quality. The beryllium atoms are place at
z = ±1.23Å, which are the equilibrium positions. The documentation of GAMESS
contains a detailed explanation of each of the commands.
'
&
$
%
Listing B.1: An example GAMESS input file to generate the HF wave function for
Be2.
$CONTRL SCFTYP=ROHF RUNTYP=ENERGY MULT=1 ISPHER =1 $END
$BASIS GBASIS=CCT $END
$DET ITERMX =5000 NCORE =2 NACT=8 NELS=4 ISTSYM =1 $END
$DET NSTATE =1 PRTTOL =0.000001 $END
$GUESS GUESS=HCORE $END
$SYSTEM MEMORY =50000000 $END
$DATA
.C..
Dnh 2
Be 4.0 0.0 0.0 1.230
$END
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The variational parameters are expressed as coefficients of the basis set elements, as
follows.
'
&
$
%
Listing B.2: An example GAMESS output of the coeffients of the basis set elements
after a HF calculation.
$VEC
1 1 7.01224531E-01 1.17704559E-04 1.33231999E-02 1.21786428E -03 -0.00000000E+00
1 2 -0.00000000E+00 2.84830783E -04 -0.00000000E+00 -0.00000000E+00 1.73316880E-05
1 3 -0.00000000E+00 -0.00000000E+00 3.29867587E -05 -4.82377847E -05 -4.82377847E-05
.
.
.
60 13 -0.00000000E+00 -0.00000000E+00 1.08490187E+00 -0.00000000E+00 -7.27774299E-01
60 14 -0.00000000E+00 -7.27774299E -01 -0.00000000E+00 -0.00000000E+00 -0.00000000E+00
$END
These coefficients are passed onto the VMC code which uses them direclty to calculate
ΨT ({r}) or an array that stores {αj (•)} after being being transformed appropriately.
This was shown to be sufficient to capture the effect of entanglement on the chemical
bond, even in the absence of correlation.
Correlation is incorporated by using {αj (•)} from CASSCF calculations andΨT ({r})
from VMC optimizations. It is possible to generate {αj (•)} directly from ΨT ({r}) if
one first integrates out the coordinates of electrons in region B, and then projecting
the remaining wave function onto {αj (•)}. This was not done in the present work.
Instead, the coefficients of Listing B.2 were fed into a second round of CASSCF cal-
culation where they were further optimized to produce a new set of parameters which
add implicit correlations to {αj (•)}.
B.2. Entanglement spectra
The eigenvalues of (ρA)α1α2 by themselves do not make an entanglement spectrum.
They need to be grouped according to a good quantum number [79], a convenient
example being the number of particles in region A. We narrow our focus from the
generic formulation of the previous section to the molecular system, separately count-
ing spin-up and spin-down electrons.
For given numbers of spin-up and spin-down electrons, there can be multiple possible
occupations of reduced orbitals. Let us refer to each configuration for each (N↑, N↓)
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as a sector. There is no mixing between the sectors of ρA by the definition of Swap,
which means that the VMC runs to calculate (ρA)α1α2 can be divided into sectors.
This is much more efficient than accumulating all of the matrix elements in the same
run, aside from requiring less memory per run. We can run longer for the sectors
that are less frequently sampled than others so that the errors in the eigenvalues
are roughly even across the entanglement spectrum. One preliminary VMC run that
calculates the normalized weights of the sectors will be necessary, so that they are
multiplied to the sector-wise fragmented estimates of (ρA)α1α2 , which are normalized
within each sector.
Also of interest in this work is the magnetic properties of chemical bonds. As demon-
strated in chapter 4, it thus becomes useful to label the sectors as (N↑+N↓, N↑−N↓)
and group them by N↑ +N↓.
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