Accurate segmentation for magnetic resonance (MR) 
Introduction
In order to diagnose brain disease, many segmentation methods have been proposed. Unfortunately, most segmentation methods are hindered by various imaging artifacts such as noise and intensity inhomogeneities. In order to obtain accurate anatomical structures from brain MR images, active contour models have been extensively applied [1] [2] . The active contour models are several desirable than classical image segmentation methods, such as edge detection, thresholding, and region grow. The active contour models can be easily formulated into an energy minimization framework, which enable the models allow incorporate various prior knowledge, such as shape and intensity distribution, for robust image segmentation [3] . Furthermore, the active contour models can provide the segmentation results as smooth and closed contours, which can be readily used for further applications, such as shape analysis and recognition.
The active contour models can be categorized into two major classes: edge-based models and region-based models. Edge based models use edge information to attract the active contour toward the object boundaries, which makes the models sensitive to the noise [4] . Region based models identify the region of interest by using a certain region lose edge information. Optical flow based methods usually assume that in the local neighborhood of every pixel is uniform; however, due to the effect of bias field, this assumption cannot be hold.
In order to obtain more accurate results, scholars attempt to joint registration and segmentation. Yezzi et.al. [12] and Paragios et.al. [13] , proposed simultaneous registration and segmentation methods based on variational principle. These methods can improve the accuracy of the segmentation; however, they are based on rigid registration, which makes them hard to be used for brain MR image segmentation.
In this paper, we propose a coupled framework, which can process the registration, segment tissues and estimate the bias field, simultaneously. The registration can provide shape information as a prior to guide the segmentation and the segmentation results can make the registration more accurate. In order to reduce the effect of noise, we use statistical information (mean and variance) of local region around each pixel to construct the segmentation term and use the structure tensor information and nonlocal information to construct the registration term. The registration term can provide shape information as a prior to guide the segmentation and the segmentation term can provide the edge information to guide the registration. Another unique advantage of our method find accurate edges of the tissues with severe low contrast.
Methods

Simultaneous Intensity Inhomogeneity and Segmentation Method
The observed MRI image J can be regarded as the production of the true image I and the bias field B with the additive noise n [3] :
In order to estimate the true image I, many methods take the logarithmic transform of both sides of Equation 1:
In this paper, we set log( ) J as J % , log( ) In  as I % and log( ) B as B % , respectively. Then, Equation 2 can be written as J I B  % % % . In our previous work [3] , we assumed that the bias field B % varies slowly over the entire image domain and the image intensity I % is fairly constant within each class of tissue in brain MR images. Let  be the image domain,
, where N is the number of regions. Due to the effect of the bias field, we model the intensities in the neighborhood Y  of each pixelY by Gaussian distribution. Based on our previous work in [3] , the Gaussian probability density with varying means 
Then, the ultimate goal is to minimize Y  for all the pixels Y in the image, which directs us to define the energy function as:
The energy minimization can thus be performed by solving a level set evolution equation: 
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The flow   , uv cannot be computed locally without additional constraints [14] . 
The basic idea underlying variational approaches is to recover the optical flow as a minimizer of the flow energy function: 
Where  is the spatial Laplace operator. The smoothness constraint regularization term can fill in information at location with 0 I . This results in dense flow fields and makes subsequent interpolation steps obsolete.
As we know, the spatial Laplace operator is isotropic, which makes the method inaccurate in edge region, furthermore, it is more sensitive to noise. In order to deal with this problem, we use nonlocal information to construct an anisotropic smoothness constraint regularization term.
Let us consider the noisy image 2 : IR  defined on  . Barbu [15] has proposed PDE-based method to smooth images along defined directions of each pixels. In order to
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where f  and f  control the strength along the desired directions   and   .
Following the idea of the improved diffusion tensor, we have defined
in our previous work [17] . With this definition,
 is less than 1 in the edge regions and near to 1 in homogeneous regions. As analyzed in [43] , in this paper, we set 1 90 C  . The diffusion tensor is based on the gradient of each pixel's intensity, which makes it sensitive to the noise. We use the Nonlocal information to improve the diffusion tensor. The traditional NonLocal framework has been widely used for image denoising. The basic idea of the nonlocal framework is using the local patch information of each pixels of the image to update the intensity of the current pixel: 
where, the first term denotes the segmentation functional, the second term denotes the registration functional and the third term measures the distance between the transformed atlas
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and the current segmentation .Then, the simultaneous intensity inhomogeneity correction, registration and segmentation model can be written as: In the same manner, we can obtain the gradient descent flow of 2 
B % , u , v ,we find an optimal  and that minimizes E . By some calculus manipulations,  and can be given as 
For fixed  ,  , and B % , the minimization of Equation (23) ,0
,0
x y y y t x y y
I I u I v I I div D v T T u T v H x y T
Our model for simultaneous intensity inhomogeneity correction, segmenting and registration can be summarized as follows:
Step 1. Initialize ,  , B % , u and v .
Implementation and Results
In this section, we tested the proposed method on both synthetic and real images acquired using different modalities. For all experiments shown in this paper, we set the parameters 5   for in Equation (4) The first column shows the initial images and the second column shows the segmentation results of Li's method. The Li's method can reduce the effect of the bias field; however, it is based on the k-method and only uses the intensity information of each pixels, which makes it sensitive to the noise. From the results, we can find that the Li's method cannot obtain satisfied results when the noise level increases. The third column shows the segmentation results of the Ji's method. In order to reduce the effect of the noise, the method proposed spatial information amongst neighborhood pixels based on the posterior probabilities, prior probabilities and the spatial direction information. We can find that the Ji's method can reduce the effect of the noise. However, Ji's method is based on FCM, which makes it hard to segment tissues with low contrast. Figure 3 shows the details of the results on the 87th transaxial image of a simulated image with parameters: noise levels 3% and intensity inhomogeneity level 30%. The details of the Ji's method are shown in Figure3.(c) and from the result we can find that the method is hard to distinguish the transition region between the tissues. The NLFCM reduce the effect of the noise by using nonlocal patch information of each pixel and the results can be seen in the 4th column of Figure 2 . The NLFCM only uses the isotropic patch information, which makes it cannot obtain the results of tissues with slim structures. The details of the segmentation results can be seen in Figure 3 .(d) and from the result, we can find that some CSF have been misclassified into GM. The LGD method models the intensities of each tissues by a spatial Gaussian distribution in local regions of each pixel, which can segment images meanwhile estimate the intensity inhomogeneities. The right column of Figure 2 shows the results of our method. From the results we can find that the LGD method cannot obtain satisfied results in some transition regions. The results of our method can be seen in the right column of Figure 2 . In our method, we use the information of local region intensity distribution to construct the segmentation energy, use nonlocal information to guide the registration, and coupled the segmentation and registration to obtain the best results.
In order to show the robustness to the bias field, we compared our method with Li's method [19] , Ji's method [8] , Nonlocal information based Fuzzy Clustering method (NLFCM) [18] and LGD method [3] on the 87 the transaxial image with the parameters: intensity inhomogeneity levels 20%, 40%, 60% and 80%, respectively and the same noise levels 3%.
The first column of the Figure 4 shows the initial image. In this experiment, we use the same reference image as shown in Figure 2 . The second column shows the segmentation results of the Li's method. The Li's method estimates the bias field by using basis function. However, this method is sensitive to the noise and when the inaccurate results may make the method trapped into local optima. The segmentation results of the Ji's method are shown in the 3rd column. From the result, we can find that the method can reduce the effect of the noise by using local neighbor information of each pixel. As illustrated before, Ji's method find accurate results in area with low contrast. The fourth column shows the segment results of the NLFCM method. The NLFCM method reduce the effect of the bias field by defining a regular term, which needs uses the intensity information of the local neighborhood of each pixel. This method has high computational cost and cannot estimate the bias field. This method cannot obtain satisfied results in the areas with low contrast. The fifth column shows the segmentation results of the LGD method. The method can segment images meanwhile estimate the intensity inhomogeneities. However, the bias field is depend on the accuracy of the segmentation, more accurate segmentation results can make the method obtain more accurate estimated bias field. The method cannot obtain accurate results in the area with low contrast. The segmentation results of our method are shown in the right column and are more robust than other methods.
To facilitate the visions, we compare the proposed algorithm with the other relative methods on simulated brain MR images. The performance of segmentation was evaluated S and ground truth volume 2 S .
 
The value of JS ranges from 0 to 1, with a higher value presenting a more accurate segmentation result. To statistically show the significant of the proposed method, we apply above five methods to the segmentation of 40 whole simulated MR image data sets, in which the level of noise ranges from 3% to 9%. The accuracy of the segmentation is measured by the average JS value, and the statistical results (means and standard deviations of JS values for WM, GM and CSF) are listed in Table 1 . The results demonstrate that our method produces the most accurate results and has the best ability and robustness to the noisy images (with lower standard deviations of JS values and higher mean of JS values when the noise increases), especially in the area with abundant textures (with higher JS values for CSF tissue). We also apply above five methods to the segmentation of 40 whole simulated MR image data sets, in which the level of intensity inhomogeneity ranges from 20% to 100%. The segmentation accuracy is measured in terms of the average JS of WM, GM and CSF delineation, and is shown in Figure 5 . Both visual and quantitative comparisons show that the our method is more robust to the intensity inhomogeneity and can obtain more accurate results. 
Conclusion
In this paper, we proposed a simultaneous intensity inhomogeneity correction, registration and segmentation coupled method. The method can obtain more accurate results, especially for brain tissues with low contrast, by coupling the registration and integrating the bias field estimation model into the objective function. This method successfully overcomes the drawbacks of existing simplex segmentation schemes, including limited robustness to outliers, over-smoothness for segmentations, and limited segmentation accuracy for image details. Our results of both synthetic and real images show that the proposed model can largely overcome the difficulties raised by noise, intensity inhomogeneity, low contrast and is capable of producing more accurate segmentation results than several state-of-the-art algorithms.
