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ABSTRACT
Robotic systems that are capable of learning from experience have recently become
more common place. These systems have demonstrated success in learning difficult
control tasks. However, as tasks become more complex and the number of options to
reason about becomes greater, there is an increasing need to be able to specify the
desired behavior in a structured and interpretable fashion, guarantee system safety,
conveniently integrate task specific knowledge with more general knowledge about
the world and generate new skills from learned ones without additional exploration.
This thesis addresses these problems specifically in the case of reinforcement learning
(RL) by using techniques from formal methods.
Experience and prior knowledge shape the way humans make decisions when asked
to perform complex tasks. Conversely, robots have had difficulty incorporating a
rich set of prior knowledge when solving complex planning and control problems.
In RL, the reward offers an avenue for incorporating prior knowledge. However,
vi
incorporating such knowledge is not always straightforward using standard reward
engineering techniques. This thesis presents a formal specification language that can
combine a base of general knowledge with task specifications to generate richer task
descriptions. For example, to make a hotdog at the task level, one needs to grab a
sausage, grill it, place the cooked sausage in a bun, apply ketchup, and serve. Prior
knowledge about the context of the task, e.g., sausages can be damaged if squeezed
too hard, should also be taken into account.
Interpretability in RL rewards - easily understanding what the reward function
represents and knowing how to improve it - is a key component in understanding
the behavior of an RL agent. This property is often missing in reward engineering
techniques, which makes it difficult to understand exactly what the implications of the
reward function are when tasks become complex. Interpretability of the reward allows
for better value alignment between human intent and system objectives, leading to a
lower likelihood of reward hacking by the system. The formal specification language
presented in this work has the added benefit of being easily interpretable for its
similarity with natural language.
Safe RL - guaranteeing undesirable behaviors do not occur (i.e. collisions with
obstacles), is a critical concern when learning and deployment of robotic systems
happen in the real world. Safety for these systems not only presents legal challenges to
their wide adoption, but also raises risks to hardware and users. By using techniques
from formal methods and control theory, we provide two main components to ensure
safety in the RL agent behaviors. First, the formal specification language allows for
explicit definition of undesirable behaviors (e.g. always avoid collisions). Second,
control barrier functions (CBF) are used to enforce these safety constraints.
Composability of learned skills - the ability to compose new skills from a library
of learned ones can significantly enhance a robot’s capabilities by making efficient use
vii
of past experience. Modern RL systems focus mainly on mastery (maximizing the
given reward) and less on generalization (transfer from one task domain to another).
In this thesis, we will also exploit the logical and graphical representations of the task
specification and develop techniques for skill composition.
viii
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1Chapter 1
Introduction
1.1 What is Reinforcement Learning?
Reinforcement learning (RL) (Sutton and Barto, 1998) is an area of artificial intel-
ligence where an agent learns to make sequential decisions that maximizes a given
reward by interacting with its environment. In recent years, deep reinforcement
learning (DRL) - the combination of RL with neural networks has spawned promis-
ing results in learning complex robotic control policies for tasks such as grasping and
bin picking (Kalashnikov et al., 2018), dexterous manipulation (Marcin et al., 2018),
self-driving (Kendall et al., 2019) and quadraped locomotion (Hwangbo et al., 2019).
The key assumption in RL that distinguishes it from methods in traditional planning
and control is that the system dynamics/model is not required to be fully known.
A model, value function or a policy is represented by a parameterized function ap-
proximator which optimal parameters are inferred by repeatedly interacting with the
environment. Given a function approximator with enough parameters, an RL agent
can potentially fit a policy that maximizes its given reward while exhibiting general-
ization capabilities to unseen scenarios. RL presents the opportunity for a robot to
continuous improve its capabilities with minimum supervision.
21.2 What is Formal Methods For Robotics?
In many engineering domains, testing through deployment or simulation is sufficient.
However, the dependence of robotic systems on complex interactions between software
and hardware, and their applications in safety critical domains calls for a stronger
form of guarantee. This has encouraged the research and development of applying
formal methods in the robotics domain. Formal methods in the context of robotics
includes
• formal specification - how to formally specify the desire and/or undesired be-
haviors of the robot,
• formal synthesis - given a formal specification, how to synthesize controllers
that are guaranteed to satisfy the specification,
• formal verification - given a formal specification and a control system, how to
verify/prove that the control system is guaranteed to satisfy the specification.
As a short summary, formal methods are “mathematically-based techniques for
the specification and verification of software systems, to ensure the correctness of,
and provide sufficient evidence for the certification of, robotic systems.” (Luckcuck
et al., 2019)
1.3 What is This Thesis About?
(Deep) reinforcement learning has shown promise in generating policies for control
tasks under complex dynamics and the ability to generalize to unseen scenarios dur-
ing testing. However, it often struggles to learn tasks with complex structures and
long horizons in a sample-efficient way. In addition, the often used black/gray box
policy representations (such as neural networks) lack the interpretability and safety
3guarantees that are much in need for robotic applications. Lastly, policies learned
using RL are difficult to transfer to out-of-sample state and action spaces as well as
other task domains.
On the other hand, formal methods provide techniques to synthesize policies (Belta
et al., 2017) that are guaranteed to satisfy the given specification which can capture
a logically complex task and a set of critical safety requirements. As model-based
optimization techniques, policies obtained from formal synthesis are generally more
interpretable compared to those from RL. However, also due to its model-based na-
ture, there is a dependency on the model accuracy as well as a limit to the complexity
of models that techniques from formal synthesis can handle. The limitation also ex-
tends to the ability to generalize to the large variations of real world scenarios.
This thesis aims to bring together RL and formal methods so to obtain the best of
both worlds. We develop a formal specification language based on temporal logic that
is suitable for specifying finite horizon robot tasks. We use this language to (1) guide
the RL process, (2) provide safety constraints that are strictly enforced (both during
exploration and deployment) and (3) facilitate composition of learned policies. By
introducing formal specifications to the RL problem, we are able to make the reward
definition of complex tasks more interpretable (and convenient in many ways). Taking
advantage of automaton-based model checking techniques (Baier and Katoen, 2008),
we are also able to incorporate more structure into the policy representation. By
extracting safety constraints from the task specification and explicitly enforcing them
(taking into account the RL agent’s decisions), we are able to guarantee safety despite
the existence of unpredictability in the RL policy. The combination of these efforts
possess the potential of taking RL systems a step towards adoption in the physical
world.
41.4 Contributions And Outline
In Chapter 2, we provide a brief introduction to RL, its most common formalisms as
well as the classes of methods that are used to solve the problem. We also introduce
control barrier functions (CBF) and control Lyapunov functions (CLF) in this chap-
ter. Chapter 3 presents three different approaches of using formal specifications to
guide RL. Specifically, we introduce the truncated linear temporal logic (TLTL) and
the finite state predicate automaton (FSPA) as task representations and define re-
wards on these representations. We also present temporal logic policy search (TLPS)
as an efficient local trajectory-centric policy search method which finds a policy that
generate trajectories that satisfy the given TLTL specification. In Chapter 4, we use
the FSPA to provide exploration guidance and safety constraints for the CLF and
CBF to enforce. In Chapter 5, we use a combination of temporal logic guided RL
and FSPA guided CBF to learn a path planner for a complex robot cooking and
serving task. We provide an in depth analysis of our findings along with a discussion
of our method in general. In Chapter 6, we develop an automaton-based skill com-
position technique that constructs conjunctive and disjunctive compositional policies
from those that are learned under our temporal logic guided RL framework.
5Chapter 2
Preliminaries
In this chapter, we introduce the notations and briefly review the main concepts
from reinforcement learning as well as control barrier/Lyapunov functions. We start
by defining a dynamic system which can be used to model a control system that
operates in continuous state and action spaces.
Definition 2.0.1 (Dynamic System). A dynamic system is defined as a tuple D =
〈S,A, pD(·|·, ·)〉, where S ⊆ IRn is the state space ; A ⊆ IRm is the action space;
pD : S ×A×S → [0, 1] is the transition function with pD(s′|s, a) being the probability
of ending at s′ given the system is currently in state s and applies action a.
Note that pD can be known, unknown or partially known. We will explore these
scenarios in subsequent chapters.
2.1 Reinforcement Learning
Reinforcement learning (RL) is an area of machine learning that focuses on finding
an optimal policy that maximizes a cumulative reward by interacting with the en-
vironment. Figure 2.1 shows a schematic of the reinforcement learning process. At
each time step, the RL agent’s (parameterized) policy takes a state feedback from
the system/environment and issues an action. The system/environment evolves for
one time step and a reward is calculated according to the previous state, action and
current state. The RL agent then takes these information and updates its policy
parameters so to increase the reward it obtains.
6Figure 2.1: A schematic of the reinforcement learning process
The RL problem is most commonly formalized as a Markov decision process.
Definition 2.1.1 (Markov Decision Process, MDP). An MDP is defined as a tuple
M = 〈D, r(·, ·, ·)〉, where D is the robot system defined in Definition 2.0.1. r is the
reward function.
The reward function can be either step-wise (depends only on the current state
and action) or episodic (depends on state and action history). We will briefly go over
how both are handled and will use the introduced methods in later chapters.
2.1.1 Step-wise Reward
A step-wise reward function is of form r : S ×A× S → IR which denotes the reward
obtained by executing action at at state st and transitioning to st+1. We use st and at
to denote the state and action at time t, respectively. An optimal policy pi? : S → A
(or pi? : S × A → [0, 1] for stochastic policies) is one that maximizes the expected
return, i.e.
pi? = arg max
pi
(Epi[
T−1∑
t=0
r(st, at, st+1)]). (2.1)
7The horizon (denoted T ) is defined as the maximum allowable number of time-steps of
each execution of pi and hence the maximum length of a trajectory. In Equation (2.1),
Epi[·] is the expectation following pi. The state-action value function is defined as
Qpi(s, a) = Epi[
T−1∑
t=0
r(st, at, st+1)|s0 = s, a0 = a], (2.2)
which is the expected return of choosing action a at state s and following pi onwards.
Qpi is commonly used to evaluate the quality of policy pi. For problems with continuous
state and action spaces such as robotic control, Qpi and pi usually take the form
of parameterized function approximators. Depending on the RL method, one can
optimize for Qpi and take greedy actions accordingly (such as DQN (Mnih et al.,
2015)). One can also use Equation (2.1) for direct policy search (such as policy
gradient methods (Sutton et al., 1999)). Another popular approach is to alternate
between optimizing Qpi and pi (to decrease variance in the estimated gradients) which
is referred to as actor-critic methods (such as (Degris et al., 2012)).
2.1.2 Episodic Reward
An episodic reward takes the form r : τ → IR where τ = (s0, a0, ..., sT , ) is the state-
action trajectory. The reward r is given to the agent once at the end of each episode.
Here the goal of RL agent is to find an optimal policy pi? that maximizes the expected
accumulated reward, i.e.
pi? = arg max
pi
Ep
pi(τ) [r(τ)] , (2.3)
ppi(τ) is the trajectory distribution from following policy pi.
Episodic reward problems are most commonly tackled by using direct policy search
methods. Similar to the previous case, the policy is also represented by a parameter-
ized function approximator (e.g., neural network, radial basis function) denoted by
pi(s, a|θ) (also written as piθ in short) where θ is the set of model parameters. Search
8is then conducted in the policy’s parameter space to find the optimal set of θ that
achieves
θ? = arg max
θ
Ep
piθ (τ) [r(τ)] , (2.4)
Many policy search methods exist to solve the above problem (refer to (Deisenroth,
2011) for a survey on such techniques).
2.2 Optimal Q-Composition
Policy composability is a valuable feature to have as it allows an RL agent to generate
new policies from learned ones with little to no exploration. Here we briefly present
the optimal Q-composition theorem from (van Niekerk et al., 2018) which we will use
in Chapter 6. A special class of MDP with an absorbing set Sg ⊆ S is considered.
∀sg ∈ Sg and ∀a ∈ A, p(sg|sg, a) = 1. r = 0 after reaching sg ∈ Sg. This type of
MDP is often used to model tasks that terminate after the agent achieves some goal.
Before we introduce the main result for the optimal Q-composition, we briefly
make the distinction between the standard RL objective
J(pi) = Epi[
T−1∑
t=0
r(st, at, st+1)] (2.5)
and the entropy regularized objective
Jα(pi) = Epi[
T−1∑
t=0
r(st, at, st+1)− αKL(pi(st, at)||p¯i(st, at))]. (2.6)
In the above equation, KL() is the KL-divergence. p¯i is a reference policy. We can see
that in addition to the standard sum of rewards, Jα also penalizes deviation from the
reference policy. Jα is used to derive the optimal Q-composition results in Theorem
2.2.1.
9Given a set of tasks that are modeled as MDPs with absorbing sets and determin-
istic transition dynamics, let these tasks be different only in their reward functions
which in turn are functions of the absorbing states. If the optimal policies for theses
tasks are learned using an entropy regularized value-based or actor-critic algorithm
where an optimal action-value function (Equation (2.2)) can be obtained, the theorem
below holds.
Theorem 2.2.1. (Optimal Q-composition (van Niekerk et al., 2018)) Let r =
{r1, ..., rn} be a set of rewards, Qpi?α = {Qpi
?
1
α , ..., Q
pi?n
α } is set of optimal Q-functions.
Given a set of non-negative weights w with ||w|| = 1, the optimal Q-function for a
new task defined by r = α log(|| exp(r/α)||w) is given by
Qpi
?
α = α log(|| exp(Qpi
?
α /α)||w), (2.7)
where || · ||w is the weighted 1-norm.
In the theorem above, Qpi
?
α is the optimal Q-function for the entropy regularized
objective in Equation (2.6). Taking the low temperature limit takes us to the corollary
below
Corollary 2.2.2. (van Niekerk et al., 2018) maxQpi
?
α ↑ Qpi?0 as α→ 0, where Qpi?0 is
the optimal Q-function for the objective J(pi) = Epi(
∑T−1
t=0 rt).
Corollary 2.2.2 states that in the low temperature limit, the maximum of the
optimal entropy-regularized Q-functions approaches the standard optimal Q-function.
This means as α → 0, Qpi?α = max(Qφ
?
α ) (The log-sum-exponential expression in
Equation (2.7) is an approximation of the maximum function when α > 0).
2.3 Control Barrier Function And Control Lyapunov Func-
tion
Control barrier functions (CBF) and control Lyapunov functions (CLF) have seen
recent success in safety critic applications such as adaptive cruise control. Together
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they pose the problem of stabilization with safety guarantee as a constrained (convex)
optimization problem. In this section, we will introduce CBF and CLF for continuous
time systems. Refer to (Agrawal and Sreenath, 2017) for discrete time versions.
Define an affine control system as
s˙ = f(s) + g(s)a (2.8)
where f and g are locally Lipschitz continuous, s ∈ S ⊆ IRn is the state, a ∈ A ⊆ IRm
is the control. Here we used the same notation for state and action as the robot
system in Definition 2.0.1. Following (Ames et al., 2014), we provide the definition
of the control barrier function and the control Lyapunov function.
Definition 2.3.1. Given a set C = {s ∈ S : h(s) ≥ 0} for a continuously differen-
tiable function h : S → IR, the function h is a control barrier function if there exists
an extended class K function α such that
sup
a∈A
(∂h(s)
∂t
+ αh(s)
) ≥ 0, ∀s ∈ S. (2.9)
Definition 2.3.2. A continuously differentiable function V : S → IR is an ex-
ponentially stabilizing control Lyapunov function if there exists positive constants
c1, c2, c3 > 0 such that
c1||s||2 ≤ V (s) ≤ c2||s||2
inf
a∈A
(
∂V (s)
∂t
+ c3V (s)) ≤ 0.
(2.10)
Proposition 2.3.1. A controller that renders the safe set C forward invariant (sat-
isfies the condition in Equation (2.9)) and meets the objectives specified by the CLF
(with relaxation when in conflict with CBF) can be found by solving the quadratic
program (CLF-CBF-QP)
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a?(s) = arg min
a∈A,δ
aTa+Kδ
s.t.
∂h(s)
∂s
f(s) +
∂h(s)
∂s
g(s)a+ αh(s) ≥ 0
∂V (s)
∂s
f(s) +
∂V (s)
∂s
g(s)a+ c3V (s) ≤ δ,
(2.11)
where δ is a relaxation variable that grows when there is a conflict between the CBF
and CLF constraints. K is chosen to be a large positive constant.
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Chapter 3
Temporal Logic Guided Reinforcement
Learning
3.1 Overview
Real world applications usually involve complex tasks that may not be defined as
reach-avoid operations (“go from A to B while avoiding obstacles”). Consider the
task of a humanoid robot driving a vehicle from point A to B (a task in the 2015
DARPA robotics challenge). To apply reinforcement learning to this task with simple
extrinsic rewards, the robot will need an enormous amount of trials in order to learn
to apply the gas and brake, use the steering wheel and transmission, and the notion
of safety. This challenge exists also in the domain of self-driving cars. Although the
driving policy can be initialized with supervised or imitation learning (Bojarski et al.,
2016), RL is necessary for continuous improvements without supervision. Humans
on the other hand have mastered driving to a proficient level, and general rules and
experiences have been defined to facilitate learning of this skill. Formally incorporat-
ing these rules in the reward function can dramatically accelerate the time to learn
new skills, where correct behaviors (e.g., always put at least one hand on the steer-
ing wheel) are encouraged, and hazardous behaviors (e.g., step on the gas and brake
pedal at the same time) are penalized.
The problem of accurately incorporating complex specifications in reward func-
tions is referred to in the literature as reward hacking in (Amodei et al., 2016). The
13
inability of ad-hoc rewards to capture the semantics of complex tasks has negative
repercussions on the learned policies. Policies that maximize the reward functions are
not guaranteed to satisfy the specifications. Furthermore, it is not easy to design and
prove that increasing rewards translate to better satisfaction of the specifications. A
simple example from (Amodei et al., 2016) that highlights these problems involves a
robot learning to clean an office. If only a positive reward is given when the robot
cleans up a mess (picks up trash from the ground), then the robot may learn to first
make a mess and then clean it up. Imperfect reward functions provide opportunities
for a learning robot to exploit, and find high gain solutions that are algorithmically
correct, but deviates from the designer’s intentions.
In this chapter, we use a formal specification language, temporal logic, to capture
the designer’s requirements of what the robot should achieve. For complex tasks,
temporal logic provides a rich and high-level language to describe the task objective
and can sometimes be easier than directly shaping a reward function. Three methods
of incorporating temporal logic specifications into RL agents are proposed. Specif-
ically, we explore the use of TL to (a) define a terminal reward (Section 3.3), (b)
guide policy search (Section 3.4) and (c) define an automaton-based step-wise reward
(Section 3.5).
3.2 Related Work
Previous work on using temporal logic in an RL setting include (Giacomo et al., 2018)
and (Camacho et al., 2017), which combine temporal logic and automaton to solve
the non-Markovian reward decision process. In (Aksaray et al., 2016) and (Balakr-
ishnan and Deshmukh, 2019), the authors take advantage of the robustness degree of
signal temporal logic to motivate the learning process. The authors of (Wen et al.,
2017) incorporate maximum-likelihood inverse reinforcement learning with task con-
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straints in the form of co-safe linear temporal logic. In (Alshiekh et al., 2018), the
authors use an FSA as a safety measure that supervises the actions issued by the
agent. The authors of (Gao et al., 2019) developed a reward function based on linear
temporal logic and deterministic Rabin automaton, and converted the RL problem
into a nonconvex max-min optimization. Our effort mainly focuses on establishing
a safe and learnable planning system that extracts necessary context from the TL
based task specification. In (Littman et al., 2017), the authors introduce a variant
of linear temporal logic (geometric linear temporal logic) that can be converted to
learnable specification MDPs. The authors of (Hahn et al., 2018) present a technique
that compiles ω-regular properties into a limit-deterministic Buchi automaton which
results in a ω-regular reward that the RL agents can learn from. In (Icarte et al.,
2018), the authors introduce the reward machine, which closely reassembles an au-
tomaton, and demonstrate its use on RL benchmarks. In (Araki et al., 2019), the
logic-based value iteration network (LVIN) is proposed that incorporates the FSA
into value iteration using demonstrations. More distant work on learning and plan-
ning under non-Markovian rewards are presented in (Gretton et al., 2006), (Bacchus
et al., 1997) and (Bacchus et al., 1996). In comparison to many previous work on
combining temporal logic/automaton with RL in discrete environments, we put much
emphasis on demonstrating the effectiveness of this combination in high dimensional
robotic domains
3.3 Truncated Linear Temporal Logic (TLTL) Guided RL
In this section, we introduce TLTL, a new temporal logic that we argue is well suited
for specifying goals and introducing domain knowledge for the RL problem. We will
also explore the use the quantitative semantics of TLTL as the reward function for
RL. In the following definitions, the sets of real and integer numbers are denoted by
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IR and Z, respectively.
3.3.1 TLTL Syntax And Semantics
The syntax of TLTL is defined inductively as
φ := > | f(s) < c | ¬φ | φ ∧ ψ | φ ∨ ψ | Fφ | φU ψ | Xφ , (3.1)
where > is the True Boolean constant. s ∈ S is an MDP state in Definition 2.1.1;
f(s) < c is a predicate over the MDP states where c ∈ IR; ¬ (negation/not) and
∧ (conjunction/and), ∨ (disjunction/or) are Boolean connectives. F (eventually),
U (until), X (next), are temporal operators. Here we also define a set of derived
temporal operators. A finite time Always operator by Gφ = ¬F¬φ. Imply is defined
as φ1 ⇒ φ2 = ¬φ1 ∨ φ2. The Then operator is defined as φ1 T φ2 = φ1X Fφ2.
Concatenation of the Then operator follows φ1 T φ2 T φ3 = φ1X F(φ2X Fφ3).
We denote st ∈ S to be the MDP state at time t, and st:t+k to be a sequence of
states (state trajectory) from time t to t+ k, i.e., st:t+k = stst+1...st+k. The Boolean
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semantics of TLTL are defined as
st:t+k |= f(s) < c ⇔ f(st) < c,
st:t+k |= ¬φ ⇔ ¬(st:t+k |= φ),
st:t+k |= φ⇒ ψ ⇔ (st:t+k |= φ)⇒ (st:t+k |= ψ),
st:t+k |= φ ∧ ψ ⇔ (st:t+k |= φ) ∧ (st:t+k |= ψ),
st:t+k |= φ ∨ ψ ⇔ (st:t+k |= φ) ∨ (st:t+k |= ψ),
st:t+k |= Xφ ⇔ (st+1:t+k |= φ) ∧ (k > 0),
st:t+k |= Fφ ⇔ ∃t′ ∈ [t, t+ k) st′:t+k |= φ,
st:t+k |= φ U ψ ⇔ ∃t′ ∈ [t, t+ k) s.t. st′:t+k |= ψ
∧ (∀t′′ ∈ [t, t′) st′′:t′ |= φ).
A trajectory s0:T is said to satisfy formula φ if s0:T |= φ. Compared to linear temporal
logic which evaluates against trajectories of infinite horizon (also referred to as infinite
traces), TLTL is evaluated against trajectories of finite horizon hence “truncated”.
The quantitative semantics (also referred to as robustness of a sequence of
states/state trajectory with respect to a TLTL formula) is defined recursively as
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ρ(st:t+k,>) = ρmax,
ρ(st:t+k, f(st) < c) = c− f(st),
ρ(st:t+k,¬φ) = − ρ(st:t+k, φ),
ρ(st:t+k, φ ⇒ ψ) = max(−ρ(st:t+k, φ), ρ(st:t+k, ψ))
ρ(st:t+k, φ1 ∧ φ2) = min(ρ(st:t+k, φ1), ρ(st:t+k, φ2)),
ρ(st:t+k, φ1 ∨ φ2) = max(ρ(st:t+k, φ1), ρ(st:t+k, φ2)),
ρ(st:t+k,Xφ) = ρ(st+1:t+k, φ) (k > 0),
ρ(st:t+k,Fφ) = max
t′∈[t,t+k)
(ρ(st′:t+k, φ)),
ρ(st:t+k, φ U ψ) = max
t′∈[t,t+k)
(min(ρ(st′:t+k, ψ),
min
t∈[t,t′)
ρ(st:t′ , φ))).
where ρmax represents the maximum robustness value. A robustness of greater than
zero implies that st:t+k satisfies φ and vice versa (ρ(st:t+k, φ) > 0 ⇒ st:t+k |= φ and
ρ(st:t+k, φ) < 0 ⇒ st:t+k 6|= φ). The robustness is used as a measure of the level of
satisfaction of a trajectory s0:T with respect to a TLTL formula φ.
Intuitively, TLTL are made of predicates (e.g., f(s) > 0, where f : IRn → IR is a
scalar function), the usual Boolean operators, such as ¬ (negation), ∧ (conjunction),
∨ (disjunction), ⇒ (implication), etc., and temporal operators, such as X (next),
F (eventually, or in the future), G (bounded always, globally over a finite interval),
and U (until). An example of a valid TLTL formula is (we assume s ∈ IR) G(s <
8) ∧ F(s < 4) ∧ X F (s > 6), which entails that for all times in the considered interval
s < 8 and at some point in the future s < 4, and after that s > 6. Another example
is (φa ⇒ Fφb) U φc which means that φc becomes eventually true and, until (before)
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this happens, if φa is satisfied, then φb is eventually satisfied (φa,b,c are valid formulas).
Robustness quantifies the degree of satisfaction of a formula φ by a trajectory s0:T .
For example (again, we assume s ∈ IR), ρ(s0:3,F(s < 4)) = max(4−s0, 4−s1, 4−s2).
Since F(s < 4) requires s < 4 to be true at least once in the trajectory, we take
the maximum over the time horizon. In general, robustness greater than zero (in
the quantitative semantics) is equivalent with st:t+k satisfies φ (in the qualitative
semantics).
3.3.2 Comparison With Existing Formal Languages
In our view, a formal language for RL task specification should have the following
characteristics: (1) The language should be defined over predicates so tasks can be
conveniently specified as functions of states (2) The language should provide quantita-
tive semantics as a continous measure of its satisfaction. (3) The specification formula
should be evaluated over finite sequences (state trajectories) of variable length, thus
allows for per-step evaluation on currently available data. (4) Temporal operators can
have time bounds but should not require them. A wide variety of formal specification
languages exists and some possess parts of the above characteristics. We selectively
analyze three specification languages that support either quantitative semantics or
evaluation against finite traces, namely Signal Temporal Logic(STL) (Donze´ and
Maler, 2010) (related to Metric Temporal Logic (MTL), omitted here for simplic-
ity), Bounded Temporal Logic (BLTL) (Latvala et al., 2004) and Linear Temporal
Logic on Finite Traces (LTLf ) (De Giacomo and Vardi, 2013).
One of the most important elements in using a formal language in reinforcement
learning is the ability to transform a specification into a real-valued function that can
be used as reward. This requires quantitative semantics to be defined for the chosen
language. One obvious choice is Signal Temporal Logic (STL), which is defined over
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infinite real-valued signals with a time bound required for every temporal operator.
While this is useful for analyzing signals, it can cause problems when defining tasks
for robots. For example if the goal is to have the robot learn to put a beer in the
fridge, the robot only needs to find the correct way to operate a fridge (e.g. open
the fridge door, place the beer on a shelf and close the fridge door) and possibly
perform this sequence of actions at an acceptable speed. But using STL to specify
this task would require the designer to manually put time bounds on how long each
action/subtask should take. If this bound is set inappropriately, the robot may fail
to find a satisfying policy due to its hardware constraints even though it is capable of
performing the task. This is quite common in robotic tasks where we care about the
robot accomplishing the given task but don’t have hard constraints on when and how
fast the task should be finished. In this case mandatory time bounds add unnecessary
complexity to the specification and thus the overall learning process.
Two other possible choices are BLTL and LTLf . Both can be evaluated over
finite sequences of states. However, similar to STL, temporal operators in BLTL
require time bounds. Both languages are defined over atomic propositions rather
than predicates, and do not come with quantitative semantics.
With the above requirements in mind, we design TLTL such that its formulas
over state predicates can be evaluated against finite trajectories of any length. In
the context of reinforcement learning this can be the length of an execution episode.
TLTL does not require a time bound to be specified with every use of a temporal
operator. If however the user feels that explicit time bounds are helpful in certain
cases, the semantics of STL can be easily incorporated into TLTL. The set of operators
provided for TLTL can be conveniently used to specify some common components
(goals, constraints, sequences, decisions, etc) that many tasks or rules are made of.
The combination of these components can cover a wide range of specifications for
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robotic tasks.
3.3.3 Case Study
In this section we use the robustness of a TLTL specification as the reward for an
RL agent. We first use two simulated manipulation tasks to compare TLTL reward
with a discrete reward as well as a distance-based continuous reward commonly used
in the RL literature. We then specify a toast placing task in TLTL where a Baxter
robot is required to learn a combination of reaching policy and gripper timing policy.
Given that a robustness is an episodic reward (Section 2.1.2), an episodic version of
relative entropy policy search (REPS) (Deisenroth, 2011) is used as the RL algorithm
for all case studies in this section. We use time-varying linear-Gaussian policies
piθt = N (Ktst+kt,Σt) (here θt = (kt,Σt) for t = 0, ..., T are the policy parameters) and
weighted maximum-likelihood estimation to update the policy parameters (feedback
gain Kt is kept fixed and act as a manually tuned gain matrix to reduce the dimension
of the parameter space).
Simulated 2D Manipulation Tasks
Figure 3.1: 2D manipulation tasks. (left) Task 1. goal reaching while
avoiding obstacles. (right) Task 2. sequential goal reaching while avoiding
obstacles
Figure 3.1 shows a 2D simulated environment with a three joint manipulator.
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The 8 dimensional state feature space includes joint angles, joint velocities and the
end-effector position. The 3 dimensional action space includes the joint velocities.
For the first task, the end-effector is required to reach the goal position g while
avoiding obstacles o1 and o2. The discrete and continuous rewards are summarized
as follows:
rdiscrete1 =

5 dg ≤ 0.2
−2 do1,2 ≤ ro1,2
0 everywhere else
rcontinuous1 = −c1dg + c2
2∑
i=1
doi .
(3.2)
In the above rewards, dg is the Euclidean distance between the end-effector and the
goal, doi is the distance between the end-effector and obstacle i,roi is the radius of
obstacle i. The TLTL specification and its resulting robustness function is described
as
φ1 = FG(dg < 0.2) ∧ G(do1 > ro1 ∧ do2 > ro2) (3.3)
ρ1(φ1, (xe, ye)0:T ) = min
(
max
t∈[0,T )
(
min
t′∈[t,T )
(
0.2− dtg
))
,
min
t∈[0,T )
(
dto1 − ro1 , dto2 − ro2
))
.
(3.4)
In English, φ1 describes the task of “eventually always stay at goal g and always stay
alway from obstacles”. The user needs only to specify φ1 and the reward function ρ1
is generated automatically from the quantitative semantics indicated in Section 3.3.3.
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Here (xe, ye)0:T is the trajectory of the end-effector position. d
t is the is distance at
time t.
For the second task, the gripper is required to visit goals gr, gg, and gb in this
specific sequence while avoiding the obstacles (one more obstacle is added to further
constrain the free space). The discrete and continuous rewards are summarized as
rdiscrete2 =

5 goals visited in the right order
−5 goals visited in the wrong order
−2 do1,2,3 ≤ ro1,2,3
0 everywhere else
rcontinuous2 = −c1dgi + c2(dgj + dgk) + c3
3∑
i=1
doi .
(3.5)
Here an additional state vector is maintained to record which goals have already been
visited in order to know what the next goal is. In rcontinuous2 , gi is the correct next
goal to visit and gj, gk are the goals to avoid. The TLTL specification is defined as
φ2 =(ψgr T ψgg T ψgb) ∧ (¬(ψgg ∨ ψgb) U ψgr)∧
(¬(ψgb) U ψgg) ∧ (
∧
i=r,g,b
G(ψgi ⇒ XG¬ψgi)) ∧ Gψo,
(3.6)
where ψgi : dgi < 0.2 is the predicate for goal gi, ψo :
∧
j=1,2,3
doj > roj is the obstacle
avoidance constraint (
∧
is a shorthand for a sequence of conjunction). In English, φ2
states “visit gr then gg then gb, and don’t visit gg or gb until visiting gr, and don’t visit
gb until visiting gg, and always if visited gi implies next always don’t visit gi (don’t
revisit goals), and always avoid obstacles”. The robustness of φ2 is also be a complex
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function consisting of nested min()/max() functions (not explicitly presented here)
that would be difficult to design by hand but can be generated from the quantitative
semantics of TLTL.
During training, we consider the obstacles as “penetrable” in that the end-effector
of the gripper can enter them with a negative reward received, and depending on the
reward function the negative reward may be proportional to the penetration depth.
In practice, we find this approach to better facilitate learning than simply granting
the agent a negative reward at contact with an obstacle and re-initiate the episode.
We will also adopt this approach in the physical experiment in the next section.
Task 1 has a horizon of 200 time-steps, and is trained for 200 iterations with each
iteration updated on 30 sample trajectories. Because of the added complexity, task
2 has a horizon of 500 time-steps and is trained for 500 iterations with the same
number of samples per update. To compare the influence of reward functions on the
learning outcome, we first fix the learning algorithm to be the episode based REPS
and compare the average return per iteration for TLTL robustness reward, discrete
reward and continuous reward. However it is meaningless to compare returns on
different scales. We therefore take the sample trajectories learned with rdiscrete and
rcontinuous and calculate their corresponding TLTL robustness return for comparison.
The reason for choosing TLTL robustness as the comparison measure is that both the
discrete and continuous rewards have semantic ambiguity depending on the choices
of the discrete returns and coefficients ci. TLTL is rigorous in its semantics and a
robustness greater than zero guarantees satisfaction of the task specification.
In addition, since rdiscrete and rcontinuous can provide a immediate reward per step
(as oppose to TLTL robustness which requires the entire trajectory to produce a
terminal reward), we also used a step based REPS (Chebotar et al., 2016) that updates
at each step using the cost-to-go. This is a common technique used to reduce the
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Figure 3.2: (first three) Experiment execution. The joint states are
measured by encoders, the end-effector states are tracked using the motion
tracking system (cameras in the back). (last) Definition of toaster region
predicates
variance in the Monte Carlo return estimate. For continuous rewards, a grid search
is performed on the coefficients ci and the best outcome is reported. We train each
comparison case on 4 different random seeds.
Learning Toast-Placing Task With A Baxter Robot
Pick-and-placement tasks have been a common test scenario in reinforcement learning
research (Levine et al., 2016),(Gu et al., 2016). The task is framed as correctly
reaching a grasp position where the end-effector will perform the grasp operation
upon approach. For the object placing process, progress is measured by tracking
the distance between the object and the place to deploy. In our experiment, we will
be focusing on the placing task. We will not be tracking the position of the object
but rather express the desired behavior as a TLTL specification. The robot will
simultaneously learn to reach the specified region and a gripper timing policy that
releases the object at the right instant (as oppose to directly specifying the point of
release).
Figure 3.2 shows the experimental setup. A Baxter robot is used to perform the
task of placing a piece of bread in a toaster. The 21 dimensional state feature space
includes 7 joint angles and joint velocities, the xyz-rpy pose of the end-effector and the
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gripper position. The end-effector pose is tracked using the motion tracking system
as an additional source of information. The gripper position ranges continuously from
0 to 100 with 0 being fully closed. The 8 dimensional action space includes 7 joint
velocities and the desired gripper position. Actions are sent at 20hz.
The placing task is specified by the TLTL formula
φ =G(¬(ψtable ∨ ψtoaster)) ∧ F(ψslot)∧
(ψgc U ψslot) ∧ G(ψslot ⇒ XG(ψgo)),
(3.7)
where ψtable, ψtoaster, ψslot are predicates describing spatial regions in the form (xmin <
xe < xmax) ∧ (ymin < ye < ymax) ∧ (zmin < ze < zmax) ((xe, ye, ze) is the position of
the end-effector). Orientation constraints are specified in a similar way to ensure the
correct pose is reached at the position of release. The regions for slot and toaster are
depicted in Figure 3.2. ψgc : pg < δclose and ψgo : pg > δopen describe the conditions
for gripper open/close. In English, the specification describes the process of “always
don’t hit the table or the toaster, and eventually reach the slot, and keep gripper
closed until slot is reached, and always if slot is reached implies next always keep
gripper open”. The resulting robustness for φ is
ρ(φ, pe0:T ) = min
(
min
t∈[0,T )
(
max
(
− ρ(ψtable, pet:T ),−ρ(ψtoaster, pet:T )
))
,
max
t∈[0,T )
ρ(ψslot, p
e
t:T ),
max
t∈[0,T )
(
min
(
ρ(ψslot, p
e
t:T ), min
t′∈[0,t)
ρ(ψgc, p
e
t′:t)
))
,
min
t∈[0,T )
(
max
(
− ρ(ψslot, pet:T ), min
t′∈[t+1,T )
ρ(ψgo, p
e
t′:T )
)))
.
(3.8)
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Equation (3.8) is written in its recursive form where the robustness of the individual
predicates are evaluated at each time step. Again ρ(φ, pe0:T ) is generated from the
TLTL quantitative semantics and specification φ is satisfied when ρ(φ, pe0:T ) > 0 .
Also the robustness for ψgc and ψgo are normalized to the same scale as that of the
other predicates. This is to ensure that all sub-formulas are treated equally during
learning. Implementation of (3.8) or robustness in general is highly vectorized and run
time evaluation speed for complicated specifications do not usually cause significant
overhead.
For a comparison case, we design the following reward function
rt =

−c1dtslot + c2dttoaster − c3|ptg| min
t′∈[0,t)
dtslot > 0.03
−c1dtslot + c2dttoaster − c3|100− ptg| min
t′∈[0,t)
dtslot < 0.03.
(3.9)
In the above equation, dtslot and d
t
toaster are the Euclidean distances between the end-
effector and the center of the toaster regions defined in Figure 3.2 (at time t). ptg is
the gripper position at time t. The reward function encourages being close to the
slot and keeping away from the toaster. If the gripper has yet to reached to within
3 centimeters of the slot center at all times before t, the gripper should be closed
(ptg = 0), otherwise the gripper should be opened. The coefficients c1,2,3 are manually
tuned and the best outcome is reported.
Similar to the simulation experiment, during training the obstacle (toaster in
this case) is taken away and the region ψtoaster is penetrable with a negative reward
proportional to the penetration depth (highest at the center of the region) provided
by the robustness. Collision of the gripper with the table is determined only by their
relative vertical distance. For convenience the table is kept at its position and a new
episode is initialized if collision occurs. Each episode has a horizon of 100 time-steps
(around 6 seconds) and each update iteration uses 10 sample trajectories. Episode
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Figure 3.3: Learning curves for TLTL robustness, discrete reward and
continuous reward trained with episode based REPS, as well as discrete and
continuous rewards trained with step based REPS. (left) task 1, each episode
is 200 time-steps, each iteration uses 20 sample trajectories and trained for
200 iterations (right) task 2, each episode is 500 time-steps, 20 samples per
iteration and trained for 500 iterations
based REPS is again used as the RL algorithm for this task.
Results And Discussion
The learning curves for 2d manipulation tasks are illustrated in Figure 3.3. It can
be observed that in both tasks TLTL robustness reward resulted in the best learning
outcome in terms of convergence rate and final return. For the level of stochasticity
presented in the simulation, step based REPS showed only minor improvement in the
rate of convergence and variance reduction. For the simpler case of task 1, a well
tuned continuous reward achieves comparable learning performance with the TLTL
robustness reward. For task 2, the TLTL reward outperforms competing reward
functions by a considerable margin. Discrete reward fails to learn a useful policy due
to sparse returns.
The results indicate that a reward function with well defined semantics can signif-
icantly improve the learning outcome of an agent while providing convenience to the
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designer. For tasks with a temporal/causal structure (such as task 2), a hierarchical
learning approach is usually employed where the agent learns higher level policies
that schedules over lower level ones(Dietterich, 2000). We show that incorporating
the temporal structure correctly into the reward function allows for a relatively simple
non-hierarchical algorithm to learn hierarchical tasks in continuous state and action
spaces.
Figure 3.4: Training curves for Baxter toast-placing task. An episode
is 100 time-steps long (around 6 seconds). Each update iteration uses 10
sample trajectories. Trained for 80 iterations
Figure 3.4 shows the learning curves for the toast placing task. Trajectories learned
from rt at each iteration are used to calculated their corresponding robustness value
(as explained in the previous section) for a reasonable comparison. We can observe
that training with TLTL reward has reached a significantly better policy than that
with the comparison reward. One important reason is that the semantics of rt in
Equation (3.9) relies heavily on the relative magnitudes of the coefficients c1,2,3. For
example if c1 is much higher than c2 and c3, then rt will put most emphasis on
reaching the slot and pay less attention on learning the correct gripper timing policy
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or obstacle avoidance. An exhaustive hyperparameter search on the physical robot
is infeasible. In addition, rt expresses much less information than ρ(φ, p
e
0:T ). For
example, penalizing collision with the toaster is necessary only when the gripper comes
in contact with the toaster. Otherwise the agent should focus on the other subtasks
(reaching the slot, improving the gripper policy). For reward rt, this logistics is
again achieved only by obtaining the right combination of hyperparameters. However,
because the robustness function is made up of a series of embedded min()/max()
functions, at any instant the agent will be maximizing only a set of active functions.
These active functions represent the bottlenecks in improving the overall return. By
adopting this form, the robustness reward effectively focuses the agent’s effort in
improving the most critical set of subtasks at any time so to achieve an efficient overall
learning progress. However, this may render the TLTL robustness reward susceptible
to scaling (if the robustness of a sub-formulae changes on a different scale than other
sub-formula, the agent may devote all its effort in improving on this one sub-task and
fail to improve on the others). Therefore, proper normalization is required. Currently
this normalization process is achieved manually, future work can include automatic
or adaptive normalization of predicate robustnesses.
To evaluate the resulting behavior, 10 trials of the toast-placing task is executed
with the policy learned from each reward. The policy from the TLTL reward achieves
100% success rate while the comparison reward fails to learn the task (due to its
inability to learn the correct gripper time policy). The specification in Equation (3.7)
does not impose constraints on joint efforts, resulting in some minor quivering motion.
This can be alleviated by setting action bounds in the TLTL formula.
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3.4 A Policy Search Method for Temporal Logic Specified
Reinforcement Learning Tasks
We have shown in the previous section that the robustness of a TLTL formula can be
used as the reward for an RL agent. Even though this is a simple approach that can
be effective for some tasks, its main disadvantage lies in the fact that the robustness
function is non-Markovian. To calculate its value we need the entire trajectory, which
means the reward can be very sparse (one terminal reward for each trajectory). This
also limits the type of RL algorithm that can be used (only episodic RL methods).
To overcome the problem of reward sparsity, we introduce a model-free policy
search algorithm, which we call temporal logic policy search (TLPS), which is a
trajectory-centric approach that takes advantage of a smoothed version of the ro-
bustness degree. We show that an optimal policy that maximizes the robustness
could be obtained by solving a constrained optimization. Here the smoothed approx-
imation of the robustness degree is used for obtaining the gradients of the objective
and constraints. We prove that using the smoothed robustness as the reward pro-
vides similar semantic guarantees to the original robustness definition while providing
significant speedup in learning,
3.4.1 Problem Formulation And Approach
We formulate the problem of policy search with TLTL specification as follows:
Problem 3.4.1. Given an MDP in Definition 2.1.1 with unknown transitions and a
TLTL formula φ, find a stochastic policy pi(a|s) (pi determines a probability of taking
action a at state s) that maximizes the expected robustness degree
pi? = arg max
pi
Ep
pi(τ) [ρ(τ, φ)] , (3.10)
where the expectation is taken over the trajectory distribution ppi(τ) following policy
pi, i.e.
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ppi(τ) = p(s0)
T−1∏
t=0
p(st+1|st, at)pi(at|st). (3.11)
The solution to Problem 3.4.1 learns a stochastic time-varying policy pi(at|st)
(Deisenroth, 2011) which is a conditional probability density function of action a
given current state s at time step t.
pi is a parameterized policy pi(at|st; θt),∀t = 1, . . . , T (also written as piθ in short,
where θ = {θ0, θ1, . . . , θT−1}) is used to represent the policy parameter. The objective
defined in Equation (3.10) then becomes finding the optimal policy parameter θ∗ such
that
θ? = arg max
θ
Ep
piθ (τ) [ρ(τ, φ)] . (3.12)
To solve Problem 3.4.1, we introduce temporal logic policy search (TLPS) - a
model free RL algorithm. At each iteration, a set of sample trajectories are collected
under the current policy. Each sample trajectory is updated to a new one with higher
robustness degree by following the gradient of ρ while also keeping close to the sample
so that dynamics is not violated. A new trajectory distribution is fitted to the set
of updated trajectories. Each sample trajectory is then assigned a weight according
to its probability under the updated distribution. Finally, the policy is updated with
the weighted maximum likelihood estimation. This process ensures that each policy
update results in a trajectory distribution with higher expected robustness than the
current one. Details of TLPS will be discussed in the next section.
As introduced in Section 3.3.1, the robustness degree ρ consists of embedded
max /min functions and calculating the gradient is not possible. In Section 3.4.3, we
discuss the use of log-sum-exp to approximate the robustness function and provide
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proofs of some properties of the approximated robustness.
3.4.2 Temporal Logic Policy Search (TLPS)
Given a TLTL formula φ over predicates of S, TLPS finds the parameters θ of a
parametrized stochastic policy piθ(a|s) that maximizes the following objective func-
tion.
Jpiθ = Ep
piθ [ρ(τ, φ)], (T <∞), (3.13)
where ppiθ = ppiθ(τ) is defined in Equation (3.11).
In TLPS, we model the policy as a time-varying linear Gaussian, i.e. pi(at|st) =
N (Ktst + kt, Ct) where Kt, kt, Ct are the feedback gain, feed-forward gain and co-
variance of the policy at time t (similar approach has been adopted in (Chebotar
et al., 2016), (Montgomery and Levine, 2016)). The trajectory distribution in Equa-
tion (3.11) is modeled as a Gaussian ppiθ(τ) = N (τ |µτ ,Στ ) where µτ = (µs0 , ..., µsT )
and Στ = diag(Σs0 , ...,ΣsT ).
At each iteration, N sample trajectories are collected (denoted τ i, i ∈ [1, N ]). For
each sample trajectory τ i, we find an updated trajectory τ¯ i by solving
max
τ¯ i
ρˆ(τ¯ i, φ), s.t. ||(τ¯ i − τ i)||2 < , (3.14)
where ||·||2 is the L2-norm. In the above equation, ρˆ is the log-sum-exp approximation
of ρ. This is to take advantage of the many off-the-shelf nonlinear programming
methods that require gradient information of the Lagrangian (sequential quadratic
programming is used in our experiments). Using the log-sum-exp approximation we
can show that its approximation error is bounded. In addition, the local ascending
directions on the approximated surface coincide with the actual surface given mild
constraints (these will be discussed in more detail in the next section and proofs are
provided in Appendix A). Equation (3.14) aims to find a new trajectory that achieves
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higher robustness. The constraint is to limit the deviation of the updated trajectory
from the sample trajectory so the updated trajectory still approximately conforms to
the system dynamics.
After we obtain a set of updated trajectories, an updated trajectory distribution
p¯(τ) = N (τ |µ¯τ , Σ¯τ ) is fitted using
µ¯τ =
1
N
N∑
i=1
τ¯ i, Σ¯τ =
1
N
N∑
i=1
(τ¯ i − µ¯τ )(τ¯ i − µ¯τ )T , (3.15)
The last step is to update the policy. We will only be updating the feed-forward
terms kt and the covariance Ct. The feedback terms Kt is kept constant (the policy
parameters are θt = (kt, Ct), t ∈ [0, T )). This significantly reduces the number
of parameters to be updated and increases the learning speed. For each sample
trajectory, we obtain its probability under p¯(τ)
p(τ i) = N (τ i|µ¯τ , Σ¯τ ) (3.16)
( p(τ i) is also written in short as pi) where i ∈ [1, N ] is the sample index. Using these
probabilities, a normalized weighting for each sample trajectory is calculated using
the softmax function wi = eαp
i
/
∑N
i=1 e
αpi (α > 0 is a parameter to be tuned). Finally,
similar to (Chebotar et al., 2016), the policy is updated using weighted maximum
likelihood by
k′t =
N∑
i=1
wikit
C ′t =
N∑
i=1
wi(kit − k′t)(kit − k′t)T .
(3.17)
According to (Stulp and Sigaud, 2012), such update strategy will result in conver-
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gence. The complete algorithm is described in Algorithm 1.
Algorithm 1 Temporal Logic Policy Search
1: Inputs: Episode horizon T , batch size N , KL constraint parameter , smoothed
robustness function ρˆ(s0:T , φ), softmax parameter α > 0
2: Initialize policy pi ← (Kt, kt, Ct)
3: Initialize trajectory buffer B ← ∅
4: for m = 1 to number of training episodes do
5: τm = SampleTrajectories(pi, T )
6: Store τm in B
7: if Size(B) ≥ N then
8: τ¯ i ← GetUpdatedTrajectories(τ i) for i = 1 to N end for . Using
Equation (3.14)
9: µ¯τ , Σ¯τ ← FitTrajectoryDistribution({τ1, ..., τN}) . Using Equation (3.15)
10: for i=1 to N do
11: pi ← N (τ i|µ¯τ , Σ¯τ )
12: wi = e
αpi∑N
i=1 e
αpi
13: end for
14: for t = 0 to T-1 do
15: k′t ←
∑N
i w
ikit
16: C ′t ←
∑N
i w
i(kit − k′t)(kit − k′t)T
17: end for
18: Clear buffer B ← ∅
19: end if
20: end for
3.4.3 Robustness Smoothing
In the TLPS algorithm introduced in the previous section, one of the steps requires
solving a constrained optimization problem that maximizes the robustness (Equa-
tion (3.14)). The original robustness definition in Section 3.3.1 is non-differentiable
and thus rules out many efficient gradient-based methods. In this section we adopt a
smooth approximation of the robustness function using log-sum-exp. Specifically
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max(x1, ..., xn) ≈ 1
β
log
n∑
i
exp(βxi)
min(x1, ..., xn) ≈ − 1
β
log
n∑
i
exp(−βxi),
(3.18)
where β > 0 is a smoothness parameter. We denote an iterative max-min function as
M(x) = mamiifi(x),
where fi(x) = mamijfj(x). mami denotes a function as mami ∈ {max,min, I} where
I is a operator such that Ifj(x) = fj(x). i and j are indices of the functions in
mami and can be any positive integer. Following the definition of TLTL robustness
in Section 3.3.1, any robustness function could be expressed as an iterative max-min
function. Therefore, giving the log-sum-exp approximation definition, any robustness
function (i.e., the robustness of any TL formula) can be approximated as follows
Mˆ(x) =
1
β
log
(∑
i
exp (βfi(x))
)
,
where βi > 0 if mamii = maxi and βi < 0 if mamii = mini. In the reminder of this
section, we provide three lemmas that show the following:
• the approximation error between M(x) and Mˆ(x) approaches zero as βi →
∞. This error is always bounded by the log of the number of f(x) which is
determined by the number of predicates in the TL formulae and the horizon
of the problem. Tuning βi trades off between differentiability of the robustness
function and approximation error.
• despite the error introduced by the approximation, the optimal points remain
invariant (i.e. argmaxxM(x) = argmaxxMˆ(x)). This result provides guarantee
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that the optimal policy is unchanged when using the approximated TL reward,
• even though the log-sum-exp approximation smooths the robustness function,
locally the ascending directions of M(x) and Mˆ(x) can be tuned to coincide with
small error and the deviation is controlled by the parameter β. As many policy
search methods are local methods that improve the policy near samples, it is
important to ensure that the ascending direction of the approximated surface
does not oppose that of the real one.
We refer readers to Appendix A for proofs of the above results.
3.4.4 Case Study
In this section, we apply TLPS to a vehicle navigation example and compare its
performance with the previous terminal reward technique.
Experiment Setup
As shown in Figure 3.5, the vehicle navigates in a 2D environment. It has a 6
dimensional continuous state feature space s = [x, y, θ, x˙, y˙, θ˙] where (x, y) is the
position of its center and θ is the angle its heading makes with the x-axis. Its 2
dimensional action space a = [av, aΦ] consists of the forward driving speed and the
steering angle of its front wheels. The car moves according to dynamics
x˙ = av cos θ
y˙ = av sin θ
θ˙ =
av
L
tan aΦ
(3.19)
with added Gaussian noise (L is the distance between the front and rear axles).
However the learning agent is not provided with this model and needs to learn the
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desired control policy through trial-and-error.
Figure 3.5: Vehicle navigation task using TLTL specifications. The vehicle
is shown in brown, the obstacle is shown as the green circle and the goals are
shown as the green squares. (left) Task 1 is to reach the goal while avoiding
the obstacle. (right) Task 2 is to visit goals 1,2,3 in this order while avoiding
the obstacle
We test TLPS on two tasks with increasing difficulty. In the first task, the vehicle
is required to reach the goal g while avoiding the obstacle o. We express this task as
a TLTL specification
φ1 =F(x > xlg ∧ x < xug ∧ y > ylg ∧ y < yug )∧
G(do > ro).
(3.20)
In Equation (3.20), (xlg, x
u
g , y
l
g, y
u
g ) defines the square shaped goal region, do is the
Euclidean distance between the vehicle’s center and the center of the obstacle, ro
is the radius of the obstacle. In English, φ1 describes the task of “eventually reach
goal g and always stay away from the obstacle”. Using the quantitative semantics
described in Section 3.3.1 , the robustness of φi is
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ρ1(φ1, (x, y)0:T ) =
min
(
max
t∈[0,T )
(
min
(
xt − xlg, xug − xt, yt − ylg, yug − yt
))
, min
t∈[0,T )
(
dto − ro
))
,
(3.21)
where (xt, yt) and d
t
o are the vehicle position and distance to obstacle center at time
t. Using the log-sum-exp, approximation for ρ1(φ1, (x, y)0:T ) can be obtained as
ρˆ1(φ1, (x, y)0:T ) =− 1
β
log
T∑
t=0
(
exp[−β(xt − xlg)] + exp[−β(xug − xt)]+
exp[−β(yt − ylg)] + exp[−β(yug − yt)] + exp[−β(dto − ro)]
)
.
(3.22)
Because we used the same β throughout the approximation, intermediate log and exp
cancel and we end up with Equation (3.22). ρˆ1(φ1, (x, y)0:T ) is used in the optimization
problem defined in Equation (3.14).
In task 2, the vehicle is required to visit goals 1, 2, 3 in this specific order while
avoiding the obstacle. Expressed in TLTL results in the specification
φ2 =(ψg1 T ψg2 T ψg3) ∧ (¬(ψg2 ∨ ψg3) U ψg1)∧
(¬(ψg3) U ψg2) ∧ (
∧
i=1,2,3
G(ψgi ⇒ XG¬ψgi))∧
G(do > ro),
(3.23)
where
∧
is a shorthand for a sequence of conjunction, ψgi : x > x
l
gi
∧ x < xugi ∧ y >
ylgi ∧ y < yugi are the predicates for goal gi. In English, φ2 states “visit g1 then g2
then g3, and don’t visit g2 or g3 until visiting g1, and don’t visit g3 until visiting
g2, and always if visited gi implies next always don’t visit gi (don’t revisit goals),
and always avoid the obstacle”. Due to space constraints the robustness of φ2 and
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its approximation will not be explicitly presented, but it will take a similar form of
nested min()/max() functions that can be generated from the quantitative semantics
of TLTL.
During training time, the obstacle is considered “penetrable” in that the car can
surpass its boundary with a negative reward granted according to the penetrated
depth. In practice we find that this facilitates learning compared to a single negative
reward given at contact with the obstacle and restarting the episode.
Each episode has a horizon T = 200 time-steps. 40 episodes of sample trajectories
are collected and used for each update iteration. The policy parameters are initialized
randomly in a given region (the policy covariances should be initialized to relatively
high values to encourage exploration). Each task is trained for 50 iterations.
Results And Discussion
Figure 3.6 shows sample trajectory distributions for selected iterations. Trajectory
distributions are illustrated as shaded regions with width equal to 2 standard devia-
tions. Lighter shade indicates earlier time in the training process. We used β = 9 for
this set of results. We can see from Figure 3.6 that the trajectory distribution is able
to converge and satisfy the specification. Satisfaction occurs much sooner for task 1
(around 30 iterations) compared with task 2 (around 50 iterations).
Figure 3.7 compares the average robustness (of 40 sample trajectories) per itera-
tion for TLPS with different values of the approximation parameters β in (3.18). As
a baseline, we also compare TLPS with episode-based relative entropy policy search
(REPS) (Deisenroth, 2011). The original robustness function is used as the termi-
nal reward for REPS and our previous work (Li et al., 2016) has shown that this
combination outperforms heuristic reward designed for the same robotic control task.
The magnitude of robustness value changes with varying β. Therefore, in order for
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Figure 3.6: Sample trajectory distributions for selected iterations for (left)
task 1, (right) task 2. Each iteration consists of 40 sample trajectories
each having a horizon of 200 time-steps. The width of each distribution is
2 standard deviations and color represent recency in the training process
(lighter color indicates earlier time in training).
Figure 3.7: Average return vs training iteration for (left) task 1, (right)
task2. The average return is represented as the original robustness value
calculated from sample trajectories. TLPS is compared with varying β.
REPS with the original robustness as terminal reward is used as a baseline.
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the comparison to be meaningful (putting average returns on the same scale), sample
trajectories collected for each comparison case are used to calculate their original
robustness values against the TLTL formula and plotted in Figure 3.7. The origi-
nal robustness is chosen as the comparison measure for its semantic integrity (value
greater than zero indicates satisfaction).
Results in Figure 3.7 shows that larger β results in faster convergence and higher
average return. This is consistent with the results of Section 3.4.3 since larger β indi-
cates lower approximation error. However, this advantage diminishes as β increases
due to the approximated robustness function losing differentiability. For the relatively
easy task 1, TLPS performed comparatively with REPS. However, for the harder task
2, TLPS exhibits a clear advantage both in terms of rate of convergence and quality
of the learned policy.
TLPS is a local policy search method that offers gradual policy improvement,
controllable policy space exploration and smooth trajectories. These characteristics
are desirable for learning control policies for systems that involve physical interactions
with the environment. S (likewise for other local RL methods). Results in Figure 3.7
show a rapid exploration decay in the first 10 iterations and little improvement is seen
after the 40th iteration. During experiments, the authors find that adding a policy
covariance damping schedule can help with initial exploration and final convergence.
A principled exploration strategy is possible future work.
Similar to many policy search methods, TLPS is a local method. Therefore,
policy initialization is a critical aspect of the algorithm (compared with value-based
methods such as Q-learning). In addition, because the trajectory update step in
Equation (3.14) does not consider the system dynamics and relies on being close to
sample trajectories, divergence can occur with a small β or a large learning rate.
Making the algorithm more robust to hyperparameter changes is also an important
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future direction.
3.5 Automaton Guided Reinforcement Learning
In the previous section, we have shown that instead of using the TLTL robustness
as the terminal reward, we can utilize it to guide discovery of better trajectories (in
terms of satsifying the TLTL specification) which can be much more sample efficient
than the terminal reward approach. However, recovering a policy from the optimized
trajectories can be difficult if the estimated dynamics is not accurate enough. There-
fore, TLPS can be hard to tune at times. In this section, we explore the use of
automaton in guiding the RL process.
Given a TLTL task specification, a graph structure can be constructed to reflect
the required sequence of motions to successfully complete (satisfy) the task. These
structures are called finite state predicate automaton (FSPA), and they directly cap-
ture the syntax and semantics of TLTL through a tuple of states, transitions, guards,
initial states and final states. The guards on the FSPA transitions are predicate
Boolean formulas (in disjunctive normal form), with robustness (quantitative seman-
tic measure) that can be evaluated at any time. The robustness of a TLTL formula is
a metric describing how well the formula is satisfied given a state sequence (a positive
robustness value indicates satisfaction and a negative value indicates violation). The
information from the FSPA is used to create a reward function while the transition
function is learned through experience. To create the reward, we use a product au-
tomaton, which combines the MDP and the FSPA, meaning each state in the product
automaton is a pairing of FSPA and MDP states. This allows us to use the FSPA
guards as a reward function for the RL task; meaning we directly generate the rewards
from the high level specification, making the reward synthesis problem fundamentally
more formal, explainable, and tractable.
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At each state in the product automaton, there exists edges with guards that move
the system to other states. We evaluate each of the edge guards in terms of their
robustness and then pick the edge whose guard has the highest robustness. The
robustness of this edge guard is then the reward for the RL agent at this particular
time step. As the system moves through the product automaton, the reward function
is updated based on the available outgoing edge from the agent’s current FSPA state.
3.5.1 Finite State Predicate Automaton
The finite state predicate automaton (FSPA) is defined as
Definition 3.5.1. A finite state predicate automaton (FSPA) is a tuple A = 〈Q, S, E ,
Ψ, q0, b, F, Tr〉, where Q is a finite set of automaton states; S ⊆ IRn is the MDP state;
E ⊆ Q×Q is the set of transitions (edges), Ψ is the input alphabet, also called set of
guards (a set of predicate Boolean formulas, where the predicates are evaluated over
S), q0 ∈ Q is the initial state; b : E → Ψ maps the transitions of A to predicate
Boolean formulas from Ψ, F ⊆ Q is the set of final (accepting) states, Tr ⊂ Q is a
set of trap states.
While b(q, q′) is a Boolean formula, it can be seen as a particular case of a TLTL
formula. Its robustness ρ(st:t+k, b(q, q
′)) is only evaluated at st (refer to the robust-
ness definition in Section 3.3.1). Therefore, we use the shorthand ρ(st, b(q, q
′)) =
ρ(st:t+k, b(q, q
′)). At some states q ∈ Q, there is a transition (q, q′) to a trap state
q′ ∈ Tr. The guard of (q, q′) captures all the possible situations that lead to violation
of the specification. As it will become clear later, we will use CBFs to make sure
transitions to trap states are not possible.
The semantics of an FSPA are defined over finite trajectories s0:T over S (such
as the ones produced by the MDP from Definition 2.1.1). The motivation for the
semantics defined below will become clear later when we give the definition of the
FSPA-augmented MDP. At time 0, the automaton is in state q0. The automaton
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evaluates the formulas assigned to the edges that are connected to q0 (i.e., b(q0, q),
with (q0, q) ∈ E) at s0 by calculating ρ(s0, b(q0, q)). If at least one of the edges have
formulas that are satisfied, then the automaton will make a transition. If more than
one edge has satisfied formulas, the automaton will choose the edge (q0, q) that has the
largest (positive) robustness ρ(s0, b(q0, q)) which signifies best satisfaction at that time
instant. Given that any non-deterministic finite automaton can be translated into its
deterministic counterpart at the cost of a larger automaton, in practice, we prefer
to work with a deterministic FSPA which prevents two edge guards to be satisfied
at the same time. In the (unlikely) event that there are more than two outgoing
edges with exactly the same maximum robustness, the automaton will choose one
edge randomly. When the automaton moves to a state q, then the process described
above is reiterated at q. A trajectory is accepted if it ends in a final state of A. An
example of transitioning on an FSPA is depicted in Figure 3.8 (A), (B) and (C).
The FSPA resembles traditional finite state automaton (FSA). The main dif-
ferences are (1) predicates replace symbols on the edge guards, (2) transition on the
FSPA depends on the robustness of the predicates at each MDP state instead of truth
values of the symbols in FSAs. The decision to use TLTL and FSPA is because we
need a formalism to specify finite horizon, time dependent (non-Markovian) robotic
manipulation tasks over continuous state and action spaces, and be able to define
dense rewards and constraints on this formalism. LTL with FSA do not provide such
capabilities. Signal temporal logic (STL) (Donze´ and Maler, 2010) can be another
alternative. However, STL does not have an automaton counterpart and a reward
function defined on STL is non-Markovian (limits the type of RL algorithms that can
be used) and sparse (only a terminal reward can be obtained because robustness of
an STL formula requires the entire trajectory to calculate).
Given a TLTL formula φ over predicates in a state set S, there exists an FSPA
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Aφ = 〈Qφ, S, Eφ,Ψφ, qφ,0, bφ, Fφ, T rφ〉 that accepts all the trajectories over predicates
in S that satisfy φ. This can be generated with available packages like Lomap (Vasile,
2017) (refer to (Rozier, 2013) for details on the generation procedure). In the following
sections, we will drop the subscript φ for clarity when the context is clear.
3.5.2 FSPA-Augmented MDP
Our overall approach of using the FSPA to guide RL is depicted in Figure 3.9. Here
a TLTL specification φtask is translated to an FSPA. We establish the connection
between an FSPA and an MDP by constructing their product which we refer to as
the FSPA-augmented MDP. A policy learned using MA has implicit knowledge of
the FSPA through the automaton state q ∈ Q.
We first define P to be a set of predicates with each of its elements p ∈ P in
the form f(st) > 0 (f : S → IR is referred to as the predicate function) (we as-
sume f(st) is bounded and refer to it as the predicate function of p). We classify
the predicates into two categories - actionable and non-actionable. An actionable
predicate is one such that the agent can execute actions to increase its robustness,
i.e. ∃at ∈ A s.t. ρ(st+1, p) > ρ(st, p). A non-actionable predicate is one such that the
agent can not actively affect its robustness, essentially predicates associated with the
environment. Define also L : P → {0, 1} to be a labeling function. A predicate is
actionable if L(p) = 1 and non-actionable if L(p) = 0. The use of the labelling func-
tion is to distinguish between robot controllable and uncontrollable (environmental)
elements in the task. As will be shown later, we utilize the labelling function to filter
out the non-actionable predicates when we define the reward so the robot will not
be encouraged/penalized for changes in the environment that is not a result of its
actions. We define the FSPA-augmented MDP as follows
Definition 3.5.2. Given FSPA A = 〈Q, S, E ,Ψ, q0, b, F, Tr〉 and MDP
M = 〈S,A, pD, r〉, an FSPA-augmented MDP is defined as MA =
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Figure 3.8: Grid world example for transitioning on the FSPA of TLTL
specification FψA ∧ FψB. ψA : ||s− sA||2 < radiusA and ψB : ||s− sB||2 <
radiusB are predicates evaluating visitation of regions A and B. The blue cir-
cle represents the robot which actions include {up, down, left, right, stay}.
(A) The robot starts at at q0 indicating neither A nor B has been visited.
(B) The robot visits B and transitions to q1 on the FSPA. (C) The robot
visits C and transitions to qf on the FSPA which accomplishes the task.
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Figure 3.9: Pictorial depiction of the learning process using the FSPA-
augmented MDP. Here “guidance” is the reward provided by the FSPA.
〈S˜, A, p˜r, r˜, E ,Ψ, q0, b, F, Tr〉, where S˜ ⊆ S × Q is the product state space.
p˜r(s˜t+1|s˜t, at) is the transition function defined by
p˜r(s˜t+1|s˜t, at) =
(1/C)pD(st+1|st, at)1(ρ(st, b(qt, qt+1))) (qt, qt+1) ∈ E0 otherwise , (3.24)
where C is a normalization constant, 1 : IR → {0, 1} is the indicator function that
returns value 1 if its input is greater than zero and returns 0 otherwise. Define
Ωqt = {q′t | (qt, q′t) ∈ E , q′t 6= qt, q′t /∈ Tr} to be the set of non-trap FSPA states that
are connected with qt and not equal to qt. Let D(qt) =
∨
q′t∈Ωqt b(qt, q
′
t) represent the
disjunction of all edge guards for edges (qt, q
′
t) ∈ E, q′t ∈ Ωqt. We can write D(qt) in
its disjunctive normal form (DNF)
D(qt) =
n∨
i=0
mi∧
j=0
(¬)pijqt , (3.25)
where (¬) represents possible negations in the DNF. pijqt is the indexed predicate of
D(qt) in its DNF form. The reward function r˜ : S˜ × S˜ → IR is defined as
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r˜(s˜t, s˜t+1) =
 maxi∈[0,...,n)
[
min
j∈[0,...,mi)
(L(pijqt)ρ(st+1, (¬)pijqt))
]
∃i, j s.t. L(pijqt) = 1
−||at|| otherwise
.
(3.26)
Note that in Equation (3.26), st+1 is used to calculate r˜ which incorporates the
consequence of applying action at at state st. Action at does not directly appear in
the reward definition. We have found in practice that minimizing control effort can
improve the performance of the learned policy but we do not explicitly employ it here.
Definition of the reward in Equation (3.26) follows the robustness definition for
D(qt) (min(·) corresponds to the robustness of the inner conjunctive clause and max(·)
corresponds to the robustness of the outer disjunctive clause) while filtering out non-
actionable predicates. Intuitively, the reward function encourages the system to exit
the current automaton state and move on to the next non-trap state (by maximizing
the robustness of the most probable outgoing edge guard at each state, hence the
satisfaction of D(qt)), and by doing so eventually reaches the final state qf which
satisfies the TL specification (property of FSPA). The labeling function L(·) is used
to filter out the actionable predicates in the edge guards. At a particular state, if
the transition on the FSPA depends only on environmental factors (non-actionable
predicates), then the agent is encouraged to stay put by minimizing its actions.
For the example shown in Figures 3.8, D(q0) = (ψA ∧¬ψB)∨ (¬ψA ∧ψB)∨ (ψA ∧
ψB) = ψA ∨ ψB, D(q1) = ψA, D(q2) = ψB. At q0, the reward in Equation (3.26)
guides the robot to region A or B whichever is closer (with higher robustness). At
q1, the reward encourages the robot to visit region A and likewise for q2 and region
B. Applying the standard Q-learning (Watkins and Hellaby, 1989) algorithm to the
FSPA-augmented MDP of this example results in the policy shown in Figure 3.10.
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Figure 3.10: Policy pi(s, q) learned using the FSPA-augmented MDP for
the grid world example.
50
Figure 3.11: (left) Training environment in the V-REP simulator (Rohmer
et al., 2013). (right) Experimental environment.
3.5.3 Case Study
In this section, we evaluate the FSPA-augmented MDP using a traversing task on
the Baxter robot. To accelerate learning, we bootstrap the initial policy with a set
of demonstrations.
Experiment Setup
As shown in Figure 3.11, we control one arm of a Baxter robot (7 degrees of freedom)
to traverse among three regions defined by the red, green and blue disks. The positions
of the disks are tracked by our motion capture system and thus fully observable. Our
state space is 16 dimensional that includes 7 joint angles and the three disk positions
relative to the gripper (9 dimensional) denoted by pred,pgreen,pblue. Our action space
is the 7-dimensional joint velocities. We define three predicates ψi = |pi| < , i ∈
{red, green, blue},  is a threshold which we set to be 5 centimeters.
• Task 1: φ1 = F(ψred ∧ F(ψgreen ∧ Fψblue))
Description: visit regions red, green, and blue in this order.
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• Task 2: φ2 = Fψred ∧ Fψgreen ∧ Fψblue
Description: Eventually visit regions red, green and blue. Order does not mat-
ter.
Algorithm Details
For each task, we collect 50 human demonstration state-action trajectories (each
demonstration about 12 seconds long) with randomized initial conditions (arm con-
figuration and position of the regions). Demonstrations are collected by holding
Baxter’s gripper in gravity compensation mode while performing the task. Behavior
cloning is used to initialize the policy with the following loss function
LBC =
ND∑
i=0
||piθ(s˜i)− ai||2, (3.27)
where piθ(si) : S˜ → A is a deterministic policy represented by a feedforward neural
network with 3 layers, each layer consisting of 100 rectified linear units (ReLU). ND
is the number of samples. Other behavior cloning losses can also be used (Rusu et al.,
2015).
We use deep deterministic policy gradient (DDPG) (Lillicrap et al., 2015) as our
reinforcement learning algorithm. During training, we maintain two replay buffers,
one for interaction data and one for demonstration data. At each update step, we
sample a batch of experience from the interaction data buffer using prioritized expe-
rience replay (Schaul et al., 2015) and another batch from the demonstration data
buffer and combine the two batches for one update. In addition, we modify the policy
loss to be
Ltotal = LDDPG + λLBC , (3.28)
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where LDDPG is the usual DDPG actor loss (similar technique is used in (Nair et al.,
2017)). During training, we linearly decay λ from 0.8 to 0.1 over 30000 update steps
to favor demonstration in the beginning and unbiased DDPG loss towards the end
(similar technique is used in (Rajeswaran et al., 2017)). We set the horizon T to
be 100 steps (5 seconds). 5 episodes of exploration data are collected to perform 10
updates. We use a learning rate of 0.0003, a discount factor of 0.99, batch size of 32
(from both buffers).
We randomly initialize the joint angles, the automaton state as well as the posi-
tions of the regions at reset of each episode in order to achieve generalization over
different configurations of the workspace. An episode resets if the gripper comes too
close to the table. All of our training is performed in simulation using the V-REP
platform (Rohmer et al., 2013). The simulation environment is calibrated to the real
world workspace. We set the control frequencies in both the real and simulated robot
to be 20 Hz and show that the learned policies transfer directly to the real robot
without fine-tuning.
Comparison Cases
As comparison, we introduce a binary vector b with three digits. A digit in b is 1 if
the corresponding region has been reached at least once and 0 otherwise (i.e. b = 100
if − |pred| > 0 occurs at least once in an episode. Likewise for b = 010 for blue and
b = 001 for green). b is used to track progress towards accomplishing the task. We
train each task with the following shaped reward
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rφ1 =

− |pred| b = 000
− |pgreen| b = 100
− |pblue| b = 110
−2 otherwise.
(3.29)
rφ2 =

max(− |pred|, − |pgreen|, − |pblue|) b = 000
max(− |pgreen|, − |pblue|) b = 100
max(− |pred|, − |pblue|) b = 010
max(− |pred|, − |pgreen|) b = 001
− |pblue| b = 110
− |pgreen| b = 101
− |pred| b = 011
−2 otherwise.
(3.30)
on the original MDP. We also compare cases with and without demonstration.
Due to the scale difference between rewards provided by the FSPA augmented
MDP and the shaped reward, we present all learning curves in terms of robustness
for a clear comparison. This is because the semantics of the robustness entails that a
trajectory evaluating to a higher robustness value achieves better satisfaction of the
TL specification (a value greater than zero guarantees satisfaction).
We acknowledge that for any given task, a well-shaped reward that accelerates
learning can be provided if enough effort goes into the design and tuning process.
However, this effort grows quickly with the complexity of the task. Our goal is to use
formal languages to free users of this burden while achieving similar sample efficiency
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as a shaped reward.
Results And Discussion
In this section, we present our experimental results along with discussions of their
implications. Figure 3.12 shows an example execution of task 1 on Baxter. The
automaton serves as a progress tracking mechanism that hierarchically abstracts a
temporal dependent task to a set of independent ones.
Figure 3.12: Baxter execution trace for FSPA-augmented MDP learning
of task F(r ∧F(g ∧Fb)). The shaded q state represents current automaton
state. Robustness on the edge guards are omitted here for clarity.
As stated in Section 3.5.3, since we are training with different reward functions,
in order for a fair comparison, we sample a batch of 10 trajectories every 25,000
environmental steps (robot interaction step, as opposed to policy update step) and
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Figure 3.13: Learning curve for (left) Task 1 and (right) Task 2. Steps
here are referred to as environmental step
calculate the robustness for each trajectory. Their means and standard deviations are
presented in Figure 3.13. In the figure, we refer to learning with the FSPA-augmented
MDP with demonstrations as ’Ours’, and learning from only FSPA augmented MDP
as ’Ours without demonstration’. The shaped rewards are used to train with the
same learning procedure as stated in Section 3.5.3.
The results in Figure 3.13 show that our method is able to solve both tasks
with and without demonstrations (task is considered solved if the average robustness
stabilizes above zero). However, demonstrations and behavior cloning significantly
decreased the time to convergence as well as the variance during training. We can see
that the agent is also able to learn very slowly using the shaped rewards but is unable
to solve either task in the allocated time. The speedup of our method is mainly due
to the temporal hierarchy the FSPA provides. By adding one discrete dimension (the
q state) to the state space and randomizing on that dimension during learning, a
curriculum is created to help the agent learn a set of simpler sub-tasks building up
to the final task. This way the agent is able to visit various states along the task
without having to first learn the correct actions leading up to those states.
In all comparison cases, learning task 2 if faster than task 1. This is because task 1
imposes more constraints on the desired behavior (ordering). It is expected that even
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Figure 3.14: Task success rate evaluated using the trained policies.
Table 3.1: Average number of steps to finish the task
Task 1 Task 2
Ours 36.5 34.3
Ours without demostration 35.7 34.1
Shaped reward with demonstration 100 93.2
Shaped reward without demonstration 99.6 95.5
with the shaped reward, demonstration and behavior cloning is able help bootstrap
learning at the initial stages. However, such initialization can be damaged as shown
in Figure 3.13 left. After training, we evaluate the policies by running 10 trials
with randomly initialized robot and workspace configurations. Results in Figure 3.14
show that the resulting policies from our method (with and without demonstrations)
is able to accomplish the tasks relatively reliably whereas the policies from the shaped
rewards struggled. Table 3.1 shows the average number of steps each policy takes to
accomplish the corresponding task.
There is a learning curve to understanding formal languages and using them well
in writing specifications. We find that the FSPA has significantly helped us in un-
derstanding what we are specifying to the agent which served as an effective means
to alleviate reward hacking (Amodei et al., 2016).
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Chapter 4
Automaton Guided Safe Exploration
4.1 Overview
The aim of this chapter is to address the problem of efficient and safe exploration for
reinforcement learning. Guaranteeing undesirable behaviors do not occur (i.e. colli-
sions with obstacles), is a critical concern when learning and deployment of robotic
systems happen in the real world. Safety for these systems not only presents legal
challenges to their wide adoption, but also raises risks to hardware and users. Safety
is often addressed by constructing a similar environment in simulation, perform train-
ing in the simulation environment and transfer the learned policy to the real world
(James et al., 2018)(Chebotar et al., 2018). However, it is difficult for the dynamics of
the simulation to exactly resemble that of reality and some fine-tuning is necessary for
the sim-to-real transfer to succeed. Therefore, it is often an effective practice to incor-
porate a safe-guarding controller both during learning and at deployment(Alshiekh
et al., 2018)(Dalal et al., 2018).
For the rest of this chapter, we will introduce techniques that use temporal logic
formulas and their corresponding finite state predicate automata to facilitate learning
by (1) providing exploration guidance and (2) defining safety criteria to be enforced.
We integrate the system into a quadratic program that prevents violation of the
formula during exploration and deployment. We demonstrate the applicability of
our method in a simulated continuous control task with static and dynamic safety
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constraints.
4.2 Related Work
Safe exploration and deployment is critical for applying learning agents on physical
systems. The authors of (Dalal et al., 2018) and (Achiam et al., 2017) approach
the problem in the context of constrained policy optimization and showed minimum
violation of safety constraints during learning. The authors of (Ohnishi et al., 2019)
and (Cheng et al., 2019) utilize control barrier functions to safeguard exploration.
Temporal logic is used in conjunction with an abstraction of the system dynamics
to shield the learning process from unsafe actions in (Alshiekh et al., 2018). The
Authors of (Garc´ıa and Ferna´ndez, 2015) provides a comprehensive survey on safe
reinforcement learning. We incorporate hard constraints in a TLTL specification
with control barriers functions such that these constraints can be strictly enforced (in
addition to other user specified constraints) during learning. Compared to previous
work, our method is easy to implement, able to handle continuous state and action
spaces, nonlinear constraints and dynamics, and can be executed efficiently.
4.3 Problem Formulation And Approach
Problem 4.3.1. Given a dynamic system D = 〈S,A, pD〉 where S = Sk × Su ⊆ IRn
is the state space (Sk is the part of the state space with known dynamics in the form
s˙ = f(s) + g(s)a and Su is the part with unknown dynamics), and a TLTL formula φ
over predicates of S, find a policy pi? that generates trajectories that satisfy φ.
To solve Problem 4.3.1, we first translate φ to its equivalent FSPA and construct an
FSPA augmented MDP using Definition 3.5.1. In addition to providing the rewards,
the augmented MDP is used to also (1) provide goal states to guide exploration and
(2) provide safe sets to be enforced. These information (goal states and safe sets)
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along with the RL agent’s actions are integrated and solved for the final safe action
that’s executed by the system. A diagram of our workflow is provided in Figure 4.1.
We will use a running example throughout the following sections. As depicted
in Figure 4.2 (A), a robot is navigating in 2D space. The states are its 2D position
coordinates and its actions are x, y velocities. There are three regions A,B,C and
an obstacle D. The goal is to find a policy that satisfies the specification φex =
(F ψA ∨F ψB)∧F ψC ∧ (¬ψC U (ψA ∨ψB))∧G ¬ψD which indicates “eventually visit
regions A or B and eventually visit region C, and do not visit region C before A or
B has been visited, and always avoid region D”.
4.4 FSPA Guided Exploration
The intuition behind goal selection using the FSPA is to find the outgoing edge
(leading to a non-trap state) that is easiest for the agent to activate at its current
state. Then select the MDP state that maximizes the robustness of the guard of that
edge as the goal. This can be formalized by
sg(s, q) = arg max
sg∈S
ρ
(
sg, b(q, q
′
ρmax(s, q))
)
, where
q′ρmax(s, q) = arg max
q′∈Ωq
ρ(s, b(q, q′)),
(4.1)
where Ωq = {q′ | (q, q′) ∈ E , q′ 6= q, q′ /∈ Tr}. Finding sg using Equation (4.1)
requires solving an optimization problem. A useful heuristic is that if the predicates
are defined as regions in the state space, the state with max robustness is the center
of that region or at the center of intersection of multiple regions. For the example in
Figure 4.1, sg(s, q0) would be the center of region A or B whichever is closer to state
s.
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Figure 4.1: Pictorial depiction of the TLTL-FSPA guided learning with
CBF.
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After finding sg, a simple CLF can be defined as
V (s, q) = (s− sg)T (s− sg). (4.2)
Other CLFs that meet the criteria in Equation (2.10) can also be used. For simplicity,
the above CLF will be adopted in our case studies.
4.5 FSPA Guided Safety Set Generation
The aim of this section is to develop a method that extracts safe sets from the FSPA.
At state (st, qt), if (qt, qTr) ∈ E , we would like to avoid activating b(qt, qTr). That is
we need to ensure that b(qt, qTr) is always false or in other words ¬b(qt, qTr) is always
true (ρ(st,¬b(qt, qTr)) > 0). Using ideas similar to that in the reward definition, we
first write b(qt, qTr) in its DNF form
b(qt, qTr) =
n∨
i=0
mi∧
j=0
(¬)pijqt . (4.3)
Let
i?(st, qt) = arg max
i∈{0,...,n}
ρ(st,
mi∧
j=0
(¬)pijqt). (4.4)
We define the FSPA-based safe set at state qt as
C(qt) = {st |hi(st, qt) > 0, hi ∈ H(st, qt)}, where
H(st, qt) =

{−ρ(st, (¬)pi?jqt ) | j ∈ {0, ...,mi?}, L(pi
?j
qt ) = 1} (qt, qTr) ∈ E
∅ (qt, qTr) /∈ E
.
(4.5)
In the above equation, i? is used as a shorthand for i?(st, qt). At each time step, if there
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is an edge connecting qt to qTr, Equation (4.4) finds the conjunctive clause in Equation
(4.3) with the highest robustness (hence most likely to be satisfied). Equation (4.5)
then sets the negative robustness (negation) of the actionable predicates of conjunctive
clause i? as the control barrier functions. In the event that there are more than one
conjunctive clause with the same (highest) robustness, then all their predicates are
used to define H.
It is also valid to assign the negative robustness of all (¬)pijqt in Equation (4.3) as
control barrier functions. Doing so increases the number of constraints and may be
too restrictive at times, however it prevents violation in a global sense. In comparison,
Equation (4.5) defines local safe sets that change as the system evolves.
The goal of the CBF is to prevent the agent from entering the trap state. For the
example in Figure 4.1, at q0, the robot can violate the specification by entering either
region C or D. C(q0) is therefore any location outside of C and D (areas that are
not greyed out). In practice, Equation (4.5) blocks out the closer of C or D to the
robot at each time step. Once the robot reaches A or B and transitions to q1, the
CBF allows for entering C but prevents entering D.
4.6 TL-CLF-CBF QP
We modify the known system dynamics as
f(s) + g(s)(arl(s) + acbf + aclf )
= f(s) + g(s)arl(s)︸ ︷︷ ︸
fˆ(s)
+g(s)(acbf + aclf ),
(4.6)
arl is the action provided by the RL agent. acbf and aclf can be found by solving the
following quadratic program
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aˆ?(s, q) = arg min
aˆ,δ
aˆT aˆ+Kδ
s.t.
∂h0(s, q)
∂s
fˆ(s) +
∂h0(s, q)
∂s
g(s)aˆ+ αh0(s, q) ≥ 0
...
∂hi(s, q)
∂s
fˆ(s) +
∂hi(s, q)
∂s
g(s)aˆ+ αhi(s, q) ≥ 0
∂V (s, q)
∂s
fˆ(s) +
∂V (s, q)
∂s
g(s)aˆ+ c3V (s, q) ≤ δ
amincbf ≤ acbf ≤ amaxcbf
aminclf ≤ aclf ≤ amaxclf
(4.7)
where hi ∈ H, aˆ = [acbf , aclf ], V (s, q) and h(s, q) are defined in Equations (4.2) and
(4.5) respectively. [amincbf , a
max
cbf ] and [a
min
clf , a
max
clf ] are the control bounds for the CBF
and CLF actions. A summary of our algorithm is provided in Algorithm 2.
This framework provides much flexibility in defining a task. It incorporates prior
knowledge about the task domain in the form of temporal logic specifications. The
user can specify both hard and soft constraints (encapsulated in the CBF and CLF).
4.7 Case Study
In this section, we evaluate the TL guided safe RL approach using a 2D navigation
task with static and dynamic obstacles. We show that incorporating CLF and CBF
into the FSPA-augmented MDP can both speed up the learning process and prevent
specification violation during exploration.
Experiment Setup
Figure 4.3 shows our simulation environment. It consists of one agent with known
dynamics, safety constraints in the form of two straight lines forming a channel that
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Algorithm 2 TL Guided Safe RL
1: Inputs: TLTL task specification φ, MDP M, episode horizon T , RL agent RL,
parameterized policy piθ, action bounds bounds = [a
max
cbf , a
min
cbf , a
max
clf , a
min
clf ], QP
parameters cr, K, α, c3, reward weighting parameter w
2: Construct the FSPA augmented MDP M˜ . using Definition ??
3: Initialize policy θ ← θ0, empty experience buffer B ← []
4: for i = 0 to number of training iterations do
5: Reset environment
6: Receive initial observation s0
7: for t = 0 to T do
8: atrl = piθi(st)
9: Construct CLF V (st, qt) and CBF h(st, qt) . Equations (4.2), (4.5)
10: atcbf , a
t
clf = QP (st, qt, a
t
rl, h, V, bounds) . Equation (4.7)
11: st+1 ← step(st, qt, arl + acbf + aclf ) . step the environment to get next
observation
12: Calculate reward r˜ + wr . r is a user defined reward other than r˜ from ,
w is a weight.
13: B.append((st, qt, arl, st+1, r˜ + wr)) . r is a non-FSPA reward
14: end for
15: θi ← RL(θi−1,B) . update the policy with chosen RL agent
16: end for
17: return optimal policy parameters θ?
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Figure 4.2: A robot navigation example to illustrate the use of the
FSPA-augmented MDP and FSPA-guided CBF. The robot moves in
a 2D world with regions A, B, C and obstacle D. The robot’s states are its
positions denoted s = probot. The robot is to satisfy the task φex = (F ψA ∨
F ψB) ∧ F ψC ∧ (¬ψC U (ψA ∨ ψB)) ∧ G ¬ψD where ψi = ||probot − pi|| < δ,
i ∈ {A,B,C,D} and pi is the center coordinate of region i. (A): The robot’s
initial position and automaton state - q0 (shown in light grey). The CBF
blocks out regions C and D (shown in dark grey) to prevent violation of
the specification. (B): The robot visits region A as directed by the FSPA-
augmented MDP reward and transitions to q1. The CBF now opens up C
but still blocks D. (C): The robot visits region C to complete the task.
The edge guards in the automaton above are defined as b(q0, q0) = ¬ψA ∧
¬ψB ∧ ¬ψC ∧ ¬ψD, b(q0, q1) = (ψA ∧ ¬ψC ∧ ¬ψD) ∨ (ψB ∧ ¬ψC ∧ ¬ψD),
b(q0, qf ) = (ψA ∧ ψC ∧ ¬ψD) ∨ (ψB ∧ ψC ∧ ¬ψD), b(q0, qTr) = ψC ∨ ψD,
b(q1, qf ) = ψC ∧ ¬ψD, b(q1, qTr) = ψD. (D): Pictorial depiction of the
FSPA-guided CBF. (E): The resulting policy at q0 i.e. pi(s, q0). (F): The
resulting policy at q1 i.e. pi(s, q1).
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Figure 4.3: Simulation environment setup.
the agent has to stay within, three circular goal regions whose positions are kept
fixed during a run but are randomized between runs, and two moving obstacles with
unknown dynamics.
Agent Dynamics
The MDP state of the agent consists of its position and orientation [x, y, θ] as well
as the positions of all goals and moving obstacles (13 continuous dimensions). Com-
bined with 1 discrete dimension for the FSPA state (from construction of the FSPA
augmented MDP), the total state space is 14 dimensional. The agent’s controls are
the forward velocity av and steering speed aθ.
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The agent moves according to the unicycle modelx˙y˙
θ˙
 =
cos(θ) 0sin(θ) 0
0 1
[av
aθ
]
(4.8)
This underactuated system is uncontrollable. As in (Belta et al., 2005)(Desai et al.,
1998), we use a reference point different from the robot center with coordinates
[, 0],  > 0 in the robot frame. It is shown that the relationship below holds
[
x˙
y˙
]
=
[
cos(θ) − sin(θ)
sin(θ) cos(θ)
] [
1 0
0 
] [
av
aθ
]
, (4.9)
where [x, y] are the coordinates of the reference point (orientation is the same as
the center). With ai = ai,rl + ai,cbf + ai,clf , i ∈ {v, θ}, we can rewrite the above fully
actuated dynamics in the form in Equation (4.6). Having obtained [x, y], the robot’s
center coordinates can be calculated via a simple transformation.
Task Definition
The task is defined as
φ =(F ψg1 ∨ F ψg2) ∧ F ψg3∧
(¬ψg3 U (ψg1 ∨ ψg2))∧
((ψc1 ∧ ψc2) U ψg3)
(4.10)
In English, φ entails that the agent is to eventually visit g1 or g2 and eventually g3
and g3 is not to be visited before g1 or g2 and constraints c1 and c2 are to be satisfied
at all times before g3 is visited. The predicates are defined as ψgi = |pa − pgi| <
ηg, i ∈ {1, 2, 3} where pa = [x, y] is the coordinate of the agent, pgi is the center
coordinate of goal region gi. ψc1 = −y + x + w > 0, ψc2 = y − x + w > 0 define the
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safety constraints as channel of width 2w that the agent needs to navigate within.
We define an additional reward r = min
i
(|pa − poi |), i ∈ {1, 2} as the minimum
distance between the agent and the moving obstacles (which we wish to maximize).
The total reward is a weighted sum in the form r˜ + wr.
Implementation Details
For the RL component, we use proximal policy optimization (PPO) (Schulman et al.,
2017) as the learning algorithm. The policy is represented by a feed-forward neural
network with 3 hidden layers of 300, 200, 100 ReLU units respectively. The value
function is of the same architecture. Each episode has horizon T = 200 steps and
the positions of the goal regions are randomized between episodes (goals may initiate
outside the safe channel). We collect a batch of 5 trajectories for each update iteration.
During learning, an episode terminates only when the horizon is reached or the task
is completed.
Results And Discussion
In this section, we study the effect of incorporating CBF and CLF on the learning
progress. Specifically, we train in four different configurations - only RL (arl is directly
executed by the system); RL with CBF (arl+acbf is executed by the system); RL with
CLF (arl +aclf is executed by the system); RL with CBF and CLF (arl +acbf +aclf is
executed by the system). For configurations without CBF, whenever the agent enters
the trap state, we penalize it with a negative reward and re-initializes the run. This
helps the agent to eventually learn to avoid the trap state but does not ensure safety
during exploration. In fact, in this setting, the agent needs to have experienced the
unsafe behaviors and received the penalty in order to learn.
Figure 4.4 shows the learning curves in terms of the discounted return. We can see
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that all configurations are able to achieve similar end performance. The configurations
with CLF exhibit faster rising time at the beginning of the learning process. This
implies that the RL agent is able to find a useful policy faster with the help of CLF.
However, it can also be observed that the learning curves with CLFs show higher
variances and volatility. This is mainly due to the fact that the CLF is not aware of
moving obstacles or safety constraints, its only job is to guide the agent to the nearest
next goal that promotes progress on the FSPA. Therefore, at moments of near collision
and safety violations, the RL agent will need to fight the actions provided by the CLFs
and hence adding difficulty to the learning problem for certain placements of goals.
This is most apparent with the configuration RL+CLF+CBF where the RL agent
will need to learn to work in harmony with the CLF and CBF controls. This happens
for example in Figure 4.7 where the CLF leads the agent towards g2 but given that
g2 is outside of the safety channel, the RL policy needs to fight the CLF actions and
take the agent to g1.
Figure 4.5 shows the maximum violation of the safety constraints ψc1 and ψc2 (a
value smaller than zero indicates violation). We can see that the CBF is able to
prevent the agent from violating the safety constraints at all times during learning.
For configurations without CBF, because a violation penalty is imposed on the agent,
it also gradually learns to minimize violation. Figure 4.5 (a) shows that the RL+CLF
configuration exhibits a sudden decrease in performance (same time as in Figure 4.4).
This occurs when the nearest next goal happens to be outside the safety region and
the RL agent has not learned enough to counter the guiding actions of the CLF.
Figure 4.6 shows the minimum distance between the agent and the moving obsta-
cles as a function of policy updates. As learning progresses, the agent learns to stay
away from the obstacles. The agent is able to keep a further distance from the ob-
stacles in configurations without CBF as this configuration allows the agent to travel
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Figure 4.4: Discounted return distribution for different experiment config-
urations. The figure reports the mean and 1 standard deviation calculated
from a batch of 5 trajectories at each update iteration.
outside the safe zone.
Figure 4.7 shows sample trajectories of the agent in various configurations. The
upper sub-figures (a) and (b) illustrate trajectories for pure RL and pure CLF. We
can see that both agents behave similarly by going to g2 (the nearer of g1 and g2
from the starting position) then g3. The difference is that the RL agent avoids the
dynamic obstacles and tries to trade off between accomplishing the task, avoiding
obstacles and minimizing safety violation (it travels outside the safe region in order
to accomplish the task). Figure 4.7 (c) shows the agent trajectory with CLF and
CBF. CLF still commands the agent to g2, however, CBF stops the agent at the
border of the safety zone and the agent is stuck. Collision with moving obstacles
occurs in this case because neither the CLF or the CBF knows the obstacle dynamics
which is required for avoidance. Figure 4.7 (d) shows the agent trajectory with RL,
CLF and CBF. The agent starts close to g2 and tries to move towards it. However,
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Figure 4.5: Minimum value of the safety constraints for (a) ψc1 and (b)
ψc2 calculated from a batch of 5 trajectories at each update iteration. A
value smaller than 0 indicates violation of the constraints.
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Figure 4.6: Minimum agent distance to moving obstacles.
it has learned that if it keeps trying to get to g2 it will get stuck at the border and
receive a low return. Therefore, it chooses to instead move towards g1 to finish the
task. An agent trained with RL and CBF (not shown here) can potentially also obtain
similar behavior. As discussed previously, adding CLF promotes exploration at the
beginning of learning. A video can be accessed at https://youtu.be/lUsE3hGpLAk.
We evaluate the task success rate by collecting 20 trajectories from each trained
policy and calculate their robustness against the specification in Equation (4.10).
The task is successful if the trajectory results in positive robustness. The resulting
average success rate for each experiment configuration is 75% (RL), 70% (RL+CLF),
90% (RL+CBF), 85% (RL+CBF+CLF). Different from the training process, during
evaluation an episode terminates in three circumstances - horizon is reached, task
accomplished and the agent comes in collision with the moving obstacles (defined by
a minimum threshold on relative distance). To ensure safety, CBF is always turned
on during evaluation. The results show that the agents trained with CBF exhibits
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Figure 4.7: Sample trajectories for agents with configuration (a) RL (b)
CLF (c) CLF with CBF (d) RL, CLF and CBF. Agent trajectory is in pur-
ple, moving obstacle trajectories are in green. The stars represent starting
positions.
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higher success rates. This is because agents trained without CBF sometimes rely on
traveling outside the safe zone to avoid obstacles and get to goals. During evaluation,
this is not an option and therefore these agents are more prone to getting stuck at
the safe zone boundaries.
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Chapter 5
Learning A Complex Path Planner With
Temporal Logic Specifications
5.1 Overview
One of the advantages of using temporal logic to specify tasks is its expressivity
which makes it possible to incorporate a rich set of priors into the RL agent. So
far we have evaluated our methods on relatively simple continuous control tasks (2D
mobile robot navigation and manipulator traversing tasks). The main goal of this
chapter is to evaluate our methods on a set of more realistic robotic manipulation
tasks. Specifically, we will learn a path planner that guides manipulators to cook and
serve a hotdog.
5.2 Problem Formulation And Approach
We define a knowledge base as a set of predicate Boolean formulas over MDP states
that are always true within the horizon of the task. Formally, a knowledge base K is
defined as
K = {ψ0, ψ1, ψ2, . . . , ψk}, (5.1)
where ψi, i = 0, . . . , k are predicate Boolean formulas over the state s of an MDP.
We assume that ∀s0:T , ρ
(
φK , s0:T
)
> 0, where φK = G
k∧
i=0
ψi. A knowledge base is
integrated into a problem formulation by adding formula φK to the task specification
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through conjunction.
In this work, a robotic system consists of robot related states (end-effector pose,
gripper position, etc) and actions (end-effector velocity) as well as environmental
states that the robot can perceive (pose of the grill, ketchup, etc). We are now ready
to formulate the general problem that we consider in this paper:
Given a robotic system with states S ∈ IRn and actions A ∈ IRm, a knowledge base
K = {ψ0, ψ1, ψ2, ..., ψn}, a TLTL task specification φtask over S, generate a trajectory
s0:T that satisfies φtask ∧ φK.
The underlying framework used in this section is the FSPA-augmented MDP (Sec-
tion 3.5.1) for task learning and the FSPA-guided CBF (Section 4.5) for prevention
of specification violation. One difference here is that we divide the task specification
into a task agnostic part (the knowledge base) and a task specific part. For the ex-
ample of making a hotdog, the task specification will require one to grab a sausage,
grill it, place the cooked sausage in a bun, apply ketchup, and serve. The knowkedge
base can help reason about the context of the task, e.g., sausages can be damaged
if squeezed too hard. Having obtained both the knowledge base and the task speci-
fication, we perform a satisfiability check to see if the task specification violates the
knowledge base at the symbolic level using available SAT solvers or model checkers
(Vasile, 2017). If the task specification violates the knowledge base, the user will be
prompted to modify the specification. If satisfiability is verified, the conjunction of
the task specification and the knowledge base is translated to an FSPA for further
learning. This process is illustrated in Figure 5.1.
For example, let pcurrent be the current pose of a robot manipulator, pgoal be the
goal pose, g be the gripper state, Grasped(pcurrent, pgoal) can be defined in English
as “eventually reach the goal pose and with the gripper open, and eventually close
the gripper, and do not close the gripper until the goal pose is reached and with the
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Figure 5.1: Pictorial depiction of the overall approach. The user provided
task specification is first checked symbolically against a knowledge base with
generally true statements for task feasibility (using a model checking tool
(such as lomap (Vasile, 2017))). If feasible, specification φtask ∧φK is trans-
formed into an FSPA which provides guidance (reward) to an RL agent that
encourages satisfaction of the spec. The FSPA also provides constraints
to the FSPA-guided CBF which safeguards the decisions made by the RL
agent from violating the specification while minimally interfering with the
RL agent.
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gripper open.” The TLTL formula for Grasped(·) is
Grasped(pee,pg) =F
(
(Reached(pee,pg) ∧GripperOpen(g)) ∧ F GripperClose(g)
)∧(¬GripperClose(g) U (Reached(pee,pg) ∧GripperOpen(g))),
(5.2)
and its FSPA is shown in Figure 5.2 (A). We combine the task Grasped(·) with a
simple knowledge base to demonstrate the effect of the knowledge base on the original
FSPA. To this end, we specify an example knowledge base as “the gripper cannot be
both open and closed at the same time” (¬(GripperOpen(·) ∧ GripperClose(·)))
and “the system state must remain in the safe region” (InSafeRegion(·)). The full
knowledge base specification is
Kgrasped = {¬(GripperOpen(g) ∧GripperClose(g)), InSafeRegion(pee)}. (5.3)
The task specification and knowledge base are from the same logic, TLTL, so they
can easily be composed into a single specification using the conjunction operator. The
FSPA from the combined specification
Grasped(pee,pg)∧G
(¬(GripperClose(g)∧GripperOpen(g))∧ InSafeRegion(pee)).
(5.4)
is shown in Figure 5.2 (B). Note two key changes from the FSPA for just the task
specification alone; first, the edge from q0 to qf has been trimmed because the knowl-
edge base states that the gripper cannot be both opened and closed, and second,
on every guard of every q state, the fact that the end-effector pose needs to stay in
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the safe region is stipulated. Overall, the knowledge base is used to trim infeasible
edges from the original FSPA and add edges that describe the context of the task
environment. We will show in the case study that the addition of the knowledge can
improve the performance of the learned policy.
5.3 Case Study
5.3.1 Baxter and Jaco cook and serve hotdogs
In this section, we present an experiment that employs two robotic manipulators (a
Kinova Jaco arm and a Rethink Robotics Baxter) to perform a hotdog cooking and
serving task (the simulation and experiment setups are shown in Figure 5.3). The
Jaco arm is used to prepare the hotdogs, while Baxter is used to serve the hotdog
to customers when it detects that one is ready. Most of the objects in the scene
are tracked using an Optitrack motion capture system. A camera is used to identify
the existence of a ready-to-serve hotdog as shown in the top left corner of Figure
5.3 (A). Figure 5.3 (B) shows the simulation environment constructed in the V-REP
simulator (Rohmer et al., 2013). Figure 5.3 (C) and (D) show the environment the
robots perceive during the experiment. This includes all tracked objects (three plates,
the grill and the ketchup) as well as the safe regions (the outer box that defines the
end-effector’s outermost region of motion and an ellipsoid that defines the grill’s
region of collision). In addition, the Baxter robot has a serve region which is used
to determine if there is a customer (i.e. the green plate is detected within the serve
region).
5.3.2 Task specification and prior knowledge
The specification for cooking, preparing, and serving a hotdog in this experiment
is given by a combination of knowledge from a general knowledge base, and a task
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Figure 5.2: Finite state predicate automaton for example Grasp task. (A)
Grasped(pee,pg). (B) Grasped(pee,pg) with knowledge base.
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Figure 5.3: Hotdog cooking and serving task setup. (A) Experiment setup
consists of a 7 DOF Jaco arm and a Baxter robot. Objects in the scene are
tracked by a motion capture system. The status of a ready-to-serve hotdog
is detected using a camera running Darknet. (B) Simulation environment in
the V-REP simulator set up for training. (C) and (D) Information perceived
by each robot during experiment (displayed in RViz). Tracked items include
the three plates, the grill, and the ketchup. The safe regions and serve region
are defined by the task specification.
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specific “recipe”. The hotdog cooking task can be expressed as “eventually turn on
the grill, then pick sausage and place on grill, then go to home position, then wait
for 5 minutes, then pick sausage and place on bun, then apply ketchup, then turn off
grill, then go to home position”. While the hotdog serving task can be described as
“eventually serve and do not serve until a hotdog and a customer are detected”. The
FSPAs for both tasks are shown in Figures 5.4 (A) and (B). For the full definition of
the predicates, task specifications, and the knowledge base used in this experiment
refer to Appendix B.
5.3.3 Training in simulation and executing on the real system
All of the training is performed in the V-REP simulation environment shown in
Figure 5.3 (B) and the resultant policy is executed directly on the real robots. This
is possible because the learned policy outputs a path that does not take into account
the robot’s configuration space or dynamics, meaning the reality gap is minimal and
simulation-to-real transfer is possible.
An example execution trace for the cooking and serving task can be found in
Figure (5.5). Each sub-figure represents a change in the predicate truth value for
at least one robot’s FSPA (accomplishment of a sub-task). The colored paths (a
gray path for Jaco and a red path for Baxter) in Figure (5.5) show times during the
execution when a transition in the FSPA has occurred (for at least one robot). Above
each path we show the current FSPA state qi which corresponds to Figure 5.4 (A)
and (B). We also show the guards that are satisfied.
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Figure 5.4: Finite state predicate automaton for the hotdog cooking and
serving tasks. (A) HotdogCooked(s). (B) HotdogServed(s). Robustness
on the edge guards are omitted here for clarity.
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Figure 5.5: Example execution trace of the hotdog cooking and serving
task. Each snapshot represents a change in the FSPA (change of a predicate
truth value and/or transition on the FSPA). The gray and red paths trace
the steps necessary to trigger a transition on the FSPA (for either robot)
shown in Figures 5.4 A and B. The FSPA state along with the corresponding
edge guard are provided on top of each path.
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5.3.4 Results
Safety evaluation during training
The system is safe at any given point in time if the value of all CBFs are greater than
zero. To investigate the effectiveness of CBFs in safeguarding the learning process,
we record the CBF values during training and plot their minimum value as a function
of training time in Figures 5.6 (A) and (B). For comparison, we also train a policy
without enforcing CBFs (only recording the CBF values). In this case, we terminate
and re-initiate an episode when the agent violates a safety specification and penalize
the agent with a negative terminal reward equal to the largest negative CBF value.
The comparison cases are also illustrated in Figures 5.6 (A) and (B). Since the CBF
value is related to entering or leaving a safe region, we can observe that the CBFs
are successful in the prevention of safety violation during training (i.e. the minimum
value is always greater than zero). In the case without CBFs constraining the agent’s
motion, the negative terminal reward provides a signal for the RL agent to learn and
avoid unsafe regions (the minimum CBF value gradually increases), but safety can
not be guaranteed throughout learning.
Comparisons of different training setups and imitation learning baselines
Four training setups are used to study the effectiveness of the CBFs and the knowledge
base on the performance of the final policy. These studies are divided into FSPA
guided RL without a knowledge base or CBFs (FSPA), FSPA guided RL with only
CBFs (FSPA+CBF), FSPA guided RL with only knowledge base (FSPA+KB) and
FSPA guided RL with both CBFs and a knowledge base (FSPA+CBF+KB). All four
scenarios are trained for the same amount of time with the same training algorithm
and hyperparameters.
We also compare our method with imitation learning benchmarks, specifically
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Figure 5.6: Safety violation comparison. (A): The minimum CBF value
against training time for Jaco. At each time, the system is safe if the mini-
mum of the CBF values is greater than zero. The red curves present the case
where CBFs are not enforced during training but their values are recorded
for comparison. In this case, an episode ends when the minimum CBF value
is smaller than zero and this value if given to the RL agent as a penalizing
terminal reward. (B): The minimum CBF value against training time for
Baxter.
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Figure 5.7: Success rate comparison. (A): Performance comparison of the
final policies for Jaco. Here FSPA represents vanilla FSPA-guided RL. Each
policy is executed to produce 30 trajectories. A trajectory satisfies the task
(success) if its robustness evaluated against its task specification is greater
than zero. Average success rate is reported. (B): Performance comparison
of the final policies for Baxter.
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with behavior cloning (BC) and generative adversarial imitation learning (Ho and
Ermon, 2016) (GAIL). We teleoperatively control each robot in simulation to collect
expert demonstrations. 200 demonstration trajectories are collected for each robot
and the OpenAI Baseline(Dhariwal et al., 2017) implementation of BC and GAIL are
used to train the policies with default hyperparameters.
Each resultant policy is executed for 30 trials with a horizon of 400 time-steps.
The position and orientation of the plates and the ketchup are randomized (within
reachable regions) between trials (the position of the grill does not change). The
robustness of each collected trajectory with respect to the task specification is cal-
culated and the task is considered successfully completed if the robustness value is
greater than 0. The average success rates are presented in Figure 5.7 (A) and (B).
Compared to the baseline FSPA guided RL, we can observe from Figure 5.7 (A)
and (B) that the addition of the CBFs noticeably improved the performance of the
learned policy. This is because by keeping the system safe during exploration, the
RL agent is able to focus on learning to satisfy the specification whereas in the case
without CBF, it also has to learn to avoid unsafe regions. Given that an episode
terminates when safety constraints are violated, CBF allows the RL agent to explore
longer per episode which also contributes to the final performance.
The inclusion of the knowledge base also increases the final success rates for both
tasks. This improvement is more apparent in the serving task compared to the cooking
task because even though more steps are necessary to complete the cooking task, its
FSPA structure is relatively simple (a linear sequence) when compared to the serving
task. In the cooking task case, the knowledge base also does not help much in
simplifying the reward structure. The serving task on the other hand consists of
choices given conditions, which translates to more branching in the FSPA, meaning
the knowledge base helps reduce the complexity of the reward by pruning infeasible
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edges.
Neither BC nor GAIL were able to succeed given the number of demonstrations
and the evaluation criteria for the hotdog cooking task. In our experiments, we noticed
the trajectories produced by GAIL have higher similarity to the expert trajectories
than those of BC. However, low tracking accuracy with respect to the given goals
prevent the robustness of these trajectories from evaluating to a positive number.
GAIL exhibits a slightly higher success rate in the serving task whereas BC continues
to fail. This set of results show that for tasks with more complex structure and longer
horizons, using pure imitation learning without extensive exploration and experience
to learn a useful policy can be challenging.
Evaluation of the learning progress
During training, the FSPA states are randomized between episodes. In doing so, the
RL agent is able to experience and learn at different stages of the task without having
to follow the order that the task is carried out. This can effectively be seen as a form
of curriculum learning where the FSPA decomposes a complex task into simpler sub-
tasks. Due to this nature, even though the RL policy is trained end-to-end, we are
able to study the internals of the policy by probing different FSPA states during the
learning and evaluation process.
At fixed time intervals during training, we take the latest policy and study its
performance at each of the FSPA states. We initialize the policy at each FSPA
state and execute it for a certain number of time steps (100 steps for Baxter and
200 steps for Jaco). 30 evaluation trajectories are obtained at each FSPA state with
the plates and ketchup poses randomized between trials. The goal is to obtain the
average success rate of the RL agent at transitioning out of the current FSPA state
and the average time it takes to do so. Success here is evaluated by calculating the
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Figure 5.8: Learning progress evaluation at each FSPA state (correspond-
ing to the sub-tasks described in Figure 5.4) for (A): Baxter. (B): Jaco.
Y-axis shows the FSPA states corresponding to Figure 5.4 (A) and (B). For
a fixed time interval during training, the latest policy is evaluated for its
ability to transition out of the current FSPA state. This is done by setting
the FSPA state and executing the policy for a number of time-steps (100
for Baxter and 200 for Jaco). 30 trajectories are collected for each evalu-
ation. The cell color corresponds to the average time for the transition to
happen and the cell labels show the success rates. q3 in (B) is omitted as it
corresponds to TimePassed(s, 600) which is not learned.
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robustness of each trajectory against the disjunction of the outgoing edge guards
(a predicate Boolean formula) and determine if its value is positive. In general,
a positive robustness with a low transition time indicates a capable policy at that
specific FSPA state. We present the results of this probing as a labeled heat map in
Figure 5.8 (A) and (B). In this figure, the x axis shows training time, the y axis is the
FSPA state corresponding to Figures 5.4 (A) and (B). The color of each cell indicates
the average number of steps required for the agent to transition out of the current
FSPA state. The cell labels show the average success rate over the 30 evaluation
trajectories. One exception is state q0 in Figure 5.8 (A) because this is the starting
state of Baxter’s serving task. Transition out of this initial state does not depend on
Baxter’s actions but on whether there is simultaneously a customer and a ready-to-
serve hotdog. Baxter’s desired motion at this state is to stay put (minimize control
effort). Therefore, for this state, we neglect the meaning of the cell color. The cell
label indicates the percentage of trajectories where the maximum control effort is
below a certain threshold.
From Figure 5.8 (A) we can observe that learning to stay put (q0) is relatively
simple whereas more effort is required to learn the pick and place motion (q1). It
also shows that an efficient pick and place policy that generalizes across different
target poses can be learned. Looking at Figure 5.8 (B), we can see that a Reached
task (q2 and q7) is the easiest to learn. Followed by the PickedAndP laced task (q1
and q4) which consists of a sequence of Reached, GripperOpen, and GripperClose
tasks. It takes longer to make progress in learning the GrillTurnedOn (q0) and
GrillTurnedOff (q6) tasks. Compared to the Reached and PickedAndP laced tasks
where the reward is a distance function, GrillTurnedOn and GrillTurnedOff pro-
vides reward only when the grill switch is flipped, which is a much sparser reward.
However, the policy improves quickly once it has learned where the switch is, as the
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position of the grill does not change. The ketchupApplied task (q5) takes the most
amount of time to complete as it involves the most number of sub-steps, as shown
in Figure S1 (E). The final success rate for the KetchupApplied task is also lower
compared to the other tasks which is a result of the large position and orientation
changes the end-effector needs to undergo to accomplish the task.
5.4 Discussion
Experimental results suggest that the reward generated from the formal specification
is able to guide an RL agent to learn a satisfying policy. Safety during exploration
can be guaranteed (given that safety is included in the specification). Our method
also promotes the general usability of RL frameworks by providing a formal language
based user interface. Specifically, the user only needs to interact with the framework
using a rich and high-level language and the process of finding a satisfying policy can
be automated.
The efficacy of the proposed framework results from (1) dense reward feedback,
(2) using the FSPA to break the task into sub-tasks and being able to learn at
different stages of the task by creating a curriculum over the FSPA states, (3) using
the knowledge to make the FSPA more context aware (prune edges that are infeasible,
etc), (4) using the CBF to prevent violation so to simplify the task for the RL agent
and elongate the exploration process (assuming an episode is terminated upon task
violation if CBF is not used).
5.4.1 Advantages of using temporal logic for task and knowledge specifi-
cation
Our method provides a means of conveniently incorporating domain knowledge in a
structured and interpretable fashion. This can be a valuable tool for boosting learning
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sample efficiency especially as the task becomes more complex. Flexibility is another
merit that our method brings. Learning can be time and resource demanding. Given
a knowledge base of general truth, our framework promotes rapid validation of the
task against it without having to undergo training. The user can quickly adjust the
task if it is proven unsatisfiable. This somewhat resembles the abstract reasoning
that humans routinely conduct.
In the domain of deep RL, analyzing the neural network policy can be a challenge.
Tools have been developed to verify properties of neural networks but scalability and
efficiency remain areas where more research is necessary. In our framework, because
the policy is trained with the FSPA induced reward and the FSPA state is part of the
policy’s input, we can easily analyze the policy for its performance on different stages
of the task. As shown in Figure 5.8, we can probe the policy to observe how learning
has progressed at various stages of the task. And because the reward structure is
interpretable, we can easily deduce the reason for any bottleneck during training (e.g.
learning to flip the switch is slow due to sparse reward). Having found the bottleneck,
we can then focus on training certain stages of the task by adjusting the initialization
probability of the FSPA states at the start of each episode.
5.4.2 Benefits of using CBF to prevent violation of specification
Safety during exploration and deployment is paramount to the applicability of learn-
ing methods on physical systems. Our results show that learning performance can
also benefit from safe exploration even in simulation where collision results in little
consequence. This is because guaranteeing safety through external means simplifies
the task that the RL agent has to learn while also increases the length of exploration
per episode.
In our formulations, the CBF constraints are generated from the FSPA. This
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means that the CBF is used not only to guarantee collision safety, but more generally
to avoid violation of the task specification. The CBF constraints changes with the
progression of the task. For example, if given a task of “visit regions A, B, C in
this order and do not revisit regions”, then at the beginning of the task, CBF will
prevent visitation of regions B and C. After region A has been visited, CBF will then
prevent visitation of A and C, etc. In general, RL takes care of learning to reach the
acceptance FSPA state, while CBF is responsible for prevention of reaching the trap
state.
5.4.3 Limitations and future work
The provided examples generate a path plan in Euclidean space without considering
the configuration space of the real system. As a result, the performance of the robot
depends largely on how close it is able to track the given path. The method itself,
however, can handle higher dimensional configuration space planning. Currently,
we assume linear dynamics which simplifies the derivation of the CBF constraints.
However, one of the strengths of the CBF is its ability to incorporate general nonlinear
affine dynamics. One direction of future work is to develop a motion plan variant of
the proposed method which takes into account the robot kinematics/dynamics and
learns a policy that directly outputs joint level controls. The effectiveness of our
method may also be limited by FSPAs with cycles (loops between automaton states
that are not self-loops). This issue can be resolved by modifying our current (greedy)
reward design to be potential-based rewards (Camacho et al., 2017).
In our formulation, even though we specify the task hierarchically using template
formulas, the resultant FSPA is non-hierarchical. The sizes of the FSPAs in our tasks
are manageable (22 nodes and 43 edges for the cooking task. 8 nodes and 22 edges for
the serving task), in general, the size of an FSPA can grow rapidly with the complexity
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of the TL formula (and knowledge bases can be large), which in turn increases the
complexity of the reward. This can adversely affect learning. One approach is to
maintain multiple simpler FSPAs (for example one for each template formula) instead
of a complex one. This approach adds discrete dimensions to the state space (one
for each FSPA) but can significantly reduce the complexity of each FSPA. Although
not fully developed in this work, we believe that the incorporation of the knowledge
base and template formulas present opportunities to extend our framework to a wider
set of capabilities such as high-level (symbolic) task planning/validation, hierarchical
learning and skill composition
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Chapter 6
Temporal Logic Guided Skill Composition
6.1 Overview
Policies learned using reinforcement learning aim to maximize the given reward func-
tion and are often difficult to transfer to other problem domains (tasks with different
rewards). Skill composition is the process of constructing new skills out of existing
ones (policies) with little to no additional exploration. In stochastic optimal control,
this idea has been adopted by (Todorov, 2009) and (Da Silva et al., 2009) to construct
provably optimal control laws based on linearly solvable Markov decision processes.
In this chapter, we present a skill composition technique for policies that are
learned under a variation of the FSPA-augmented MDP framework. We build on the
results of (van Niekerk et al., 2018) and prove that the composed policy is optimal
in both −AND− (conjunctive) and −OR− (disjunctive) skill compositions. We
show that incorporating temporal logic allows us to compose tasks of greater logical
complexity. We evaluate our method in simulation (discrete state and action spaces)
and experimentally on a Baxter robot (continuous state and action spaces).
6.2 Related Work
Recent efforts in skill composition have mainly adopted the approach of combin-
ing value functions learned using different rewards. (Peng et al., 2018) constructs
a composite policy by combining the value functions of individual policies using the
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Boltzmann distribution. With a similar goal, (Zhu et al., 2017) achieves task space
transfer using deep successor representations (Kulkarni et al., 2016). However, it is re-
quired that the reward function be represented as a linear combination of state-action
features. The authors of (Andreas et al., 2017) use policy sketches for composition.
However, only sequential sub-task execution is supported.
The authors of (Haarnoja et al., 2018a) have showed that when using energy-
based models (Haarnoja et al., 2017), an approximately optimal composite policy can
result from taking the average of the Q-functions of existing policies. The resulting
composite policy achieves the −AND− task composition i.e. the composite policy
maximizes the average reward of individual tasks. In (van Niekerk et al., 2018), the
authors took this idea a step further and showed that by combining individual Q-
functions using the log-sum-exponential function, the −OR− task composition (the
composite policy maximizes the (soft) maximum of the reward of constituent tasks)
can be achieved optimally.
Multi-task learning (Andreas et al., 2017) and meta-learning (Finn et al., 2017) are
often used to achieve few-shot/zero-shot task generalization. Here we make the dis-
tinction between skill composition (our focus) and multi-task learning/meta-learning
where the former constructs new policies from a library of learned policies and the
latter often learns and generalizes from a predefined set of tasks/task distributions
(meaning that the difference among the tasks in the task distribution is often con-
trolled by part of the state space that the agent needs to generalize over). Contrasting
with multi-task/meta-learning is not within the scope of this work.
In our framework, skill composition is accomplished by taking the product of the
finite state predicate automata. Instead of interpolating/extrapolating among learned
skills/latent features (Peng et al., 2018)(Zhu et al., 2017) , our method is based on
graph manipulation of the FSPAs.
98
6.3 Problem Formulation And Approach
Problem 6.3.1. Given a set of TLTL formulas φ = {φ1, ..., φn} and their optimal
policies pi?φ = {pi?φ1 , ..., pi?φn}, obtain the optimal policy pi?φ∧ that satisfies φ∧ =
∧n
i=1 φi.
In the following sections, we refer to φ as the set of base specifications, pi as the
set of base policies. φ∧ as the composed specification, pi∧ as the composed policy.
Problem 6.3.1 defines the problem of skill composition: given a set of policies each
satisfying a TLTL specification, construct the policy that satisfies the conjunction
(−AND−) of the given specifications. Solving this problem is useful when we want
to break a complex task into simple and manageable components, learn a policy that
satisfies each component and “stitch” all the components together so that the original
task is satisfied. It can also be the case that as the scope of the task grows with time,
the original task specification is amended with new items. Instead of having to re-
learn the task from scratch, we can learn only policies that satisfies the new items
and combine them with the old policy.
6.4 Product FSPA
It is possible to combine multiple FSPAs into one by taking their product. Transi-
tioning on the product FSPA can lead to satisfaction of conjunction or disjunction
(depending on the termination condition) of the constituent formulas. We take in-
spiration from (Molna´r and Vo¨ro¨s, ) and provide the definition of the product of two
FSPAs.
Definition 6.4.1 (Product FSPA). Given Aφi = 〈Qφi , S, Eφi ,Ψφi , q0,φi , bφi , Fφi , T rφi〉
corresponding to formulas φi, i ∈ {1, 2} , the FSPA Aφ1∧φ2 = Aφ1×Aφ2 = 〈Q∧, S, E∧,
Ψ∧, q0,∧, b∧, F∧, T r∧〉 is the product automaton of Aφ1 and Aφ1, where Q∧ = Qφ1×Qφ2
is the set of product automaton states; E∧ = Eφ1 × Eφ2 is the set of edges; Ψ∧ =
{ψφ1 ∧ψφ2 |ψφ1 ∈ Ψφ1 , ψφ1 ∈ Ψφ2} is the set of guards (input alphabet); b∧ : E∧ → Ψ∧
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Figure 6.1: FSPA for (a) φ1 = F r ∧F g. (b) φ2 = F b. (c) φ∧ = φ1 ∧φ2.
Robustness on the edge guards are omitted here for clarity.
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is the edge to guard map; q0,∧ = (q0,φ1 , q0,φ2) is the product initial state, F∧ = Fφ1∩Fφ2
is the set of final accepting states; Tr∧ = Trφ1 ∪ Trφ2.
Reaching F∧ means satisfying φ1∧φ2. We can also use A∧ to find the termination
state that satisfies φ1 ∨ φ2 i.e. Fφ1∨φ2 = Fφ1 ∪ Fφ2 . The product of multiple FSPAs
can be obtained in the same fashion iteratively.
As an example, Figure 6.1 (a) and (b) show the FSPA of formulas φ1 = F r ∧F g
(eventually r and g) and φ2 = F b (eventually b). Figure 6.1 (c) shows the product
automaton of φ1 and φ2.
6.5 FSPA Guided Skill Composition
In this section, we introduce a method that solves Problem 6.3.1 based on the product
FSPA. First, we need to impose some constraints on the base policies. For each base
specification φi ∈ φ, let its corresponding FSPA beAφi = 〈Qφi , S, Eφi ,Ψφi , q0,φi , bφi , Fφi ,
T rφi〉. A base policy piφi ∈ piφ takes the form
piφi(s, q) = choice(piφi(s), q) (6.1)
where q ∈ Qφi , piφi(s) = {piq0φi , ..., piqnφi } is a set of policies one for each non-accepting
and non-trap FSPA state. The choice(·, ·) function chooses the output from the qth
policy in piφi . Here we make the assumption that each pi
qj
φi
, j ∈ {0, n} is learned using
a value-based or actor-critic (Grondman et al., 2012) method and therefore has an
action-value function Q
qj
φi
: S × A → IR associated with it. Let Qφi = {Qq0φi , ..., Qqnφi}
be the set of corresponding action-value functions and
Qφi(s, a, q) = choice(Qφi(s, a), q) (6.2)
be the Q-function for specification φi. The optimal pi
q
φi
and Qqφi are learned using the
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reward function
rqφi(s, a, s
′) = 1(ρ(s′, Dφi(q)) > 0) (6.3)
where s′ is the resultant MDP state from applying action a at state s. 1(·) is
an indicator function that equals 1 if the input argument is true and 0 otherwise.
Dφi(q) =
∨
q′∈Ωφi (q) bφi(q, q
′) and Ωφi(q) = {q′ | (q, q′) ∈ Eφi , q′ 6= q, q′ /∈ Trφi} are the
same as in Definition 3.5.1. The reward in Equation (6.3) does not take into account
non-actionable predicates. They can be easily incorporated by using a modified Dφ
where all non-actionable predicates (if exists) are filtered out to calculate rqφ. This is
essentially what the reward in Definition 3.5.1 is trying to achieve. We provide the
following theorem
Theorem 6.5.1 (FSPA guided optimal Q-composition). Let {Q?φ1 , ..., Q?φn} be a set
with entries Q?iφi being the optimal Q-function for TLTL specification φi. The optimal
Q-function for φ∧ =
∧
i φi is Q
?
φ∧ = max(Q
?
φ1
, ..., Q?φn).
Proof. Without loss of generality, we will prove our results for 2 base specifications φ1
and φ2. The FSPA for φ∧ = φ1∧φ2 can be obtained by taking the automaton product
of Aφ1 and Aφ2 . According to Definition 6.4.1, Ψ∧ = {ψφ1 ∧ ψφ2 |ψφ1 ∈ Ψφ1 , ψφ1 ∈
Ψφ2}. Let qφ∧ = (qφ1 , qφ2) ∈ Q∧, we have
Ωqφ∧ = {q′φ∧ = (q′φ1 , q′φ2) | (qφ∧ , q′φ∧) ∈ E∧, q′φ∧ /∈ Tr∧, q′φ∧ 6= qφ∧} (6.4)
and
Dφ∧(qφ∧) =
∨
q′φ1 6=qφ1 ,q
′
φ2
6=qφ1
(bφ1(qφ1 , q
′
φ1
) ∧ bφ2(qφ2 , q′φ2)) (6.5)
where q′φ1 , q
′
φ2
don’t equal to qφ1 , qφ2 at the same time (to avoid self looping edges).
Using the fact that bφi(qφi , qφi) = ¬
∨
q′φi 6=qφi
bφi(qφi , q
′
φi
) and repeatedly applying the
distributive laws (∆ ∧ Ω1) ∨ (∆ ∧ Ω2) = ∆ ∧ (Ω1 ∨ Ω2) and (∆ ∨ Ω1) ∧ (∆ ∨ Ω2) =
∆ ∨ (Ω1 ∧ Ω2) to Dφ∧(qφ∧), we arrive at
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Dφ∧(qφ∧) =
( ∨
q′φ1 6=qφ1
bφ1(qφ1 , q
′
φ1
)
) ∨ ( ∨
q′φ2 6=qφ2
bφ2(qφ2 , q
′
φ2
)
)
= Dφ1(qφ1) ∨Dφ2(qφ2).
(6.6)
Plugging Equation (6.6) into Equation (6.3) and using the robustness definition for
disjunction results in
r
qφ∧
φ∧ (s, a, s
′) = 1(ρ(s′, Dφ∧(qφ∧)) > 0)
= 1(ρ(s′, Dφ1(qφ1) ∨Dφ2(qφ2)) > 0)
= 1(max
(
ρ(s′, Dφ1(qφ1), ρ(s
′, Dφ2(qφ2)
)
> 0)
= max
(
1(ρ(s′, Dφ1(qφ1) > 0),1(ρ(s
′, Dφ2(qφ2)) > 0)
)
= max
(
r
qφ1
φ1
(s, a, s′), r
qφ2
φ2
(s, a, s′)
)
.
(6.7)
Looking at Theorem 2.2.1, the log-sum-exponential of the composite reward r =
α log(|| exp(r/α)||w) is an approximation of the maximum function. In the low tem-
perature limit we have r → max(r) as α → 0. Applying Corollary 2.2.2 results in
Theorem 6.5.1.
Following Theorem 6.5.1, we can construct the optimal Q-functions for the com-
posed task as
Qφ∧(s, a, q)
? = choice(Q?φ∧(s, a), q) (6.8)
where
Q?φ∧ = {max(Q?qiφ1 , Q
?qj
φ2
) | qi ∈ Qφ1 , qj ∈ Qφ2} (6.9)
Having obtained the optimal Q-function, a policy can be constructed by taking the
greedy step with respective to the Q-function in the discrete action case. For the case
of continuous action space where the policy is represented by a function approximator,
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the policy update procedure in actor-critic methods can be used to extract a policy
from the Q-function.
−AND− and −OR− task compositions follow the same procedure in our frame-
work. The only difference is the termination condition. For −AND− tasks, the final
set of states Fφ∧ =
⋂Fφi (i.e. all the constituent FSPAs are required to reach their
final states). Whereas for −OR− tasks Fφ∨ =
⋃Fφi . In our method, −AND− and
−OR− compositions differ only in the final automaton state which controls termina-
tion of the task. A summary of the composition procedure is provided in Algorithm 3.
Algorithm 3 Automata Guided Skill Composition
1: Inputs: TLTL task specification φ1 and φ2, randomly initialized policies piφ1 , piφ2
and action-value functions Qφ1 , Qφ2 . State and action spaces of the MDP.
2: pi?φ1 , Q
?
φ1
,Bφ1 ← RL(piφ1 , Qφ1 , rφ1) . learns the optimal policy and Q-function
3: pi?φ2 , Q
?
φ2
,Bφ2 ← RL(piφ2 , Qφ2 , rφ2)
4: Q?∧ = QComposition(Q
?
φ1
, Q?φ2) . construct the optimal composed Q-function
using Equations (6.8), (6.9)
5: Bφ∧ ← CombineBuffers(Bφ1 ,Bφ2)
6: pi?∧ ← ExtractPolicy(Q?∧,Bφ∧)
7: return pi?∧
In Algorithm 3, steps 2 and 3 seeks to obtain the optimal policies and Q-functions
using an off-policy actor-critic algorithm. Bφ1 and Bφ2 are the replay buffers collected
while learning each skill. Step 5 constructs the replay replay buffer for policy extrac-
tion. The reward r will not be used in policy extraction as the composed Q-function
will not be updated. Step 6 extracts the optimal (greedy) composed policy from the
optimal composed Q-function.
6.6 Case Study
In this section, we evaluate the FSPA guided skill composition technique on two
environment. The first is a navigation task in a simple grid world environment and
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the second is an interactive task with the Baxter robot.
6.6.1 Grid World
Consider an agent that navigates in a 8 × 10 grid world. Its MDP states (x, y) are
the agent’s integer coordinates on the grid. The agent’s actions include A = {up,
down, left, right, stay}. The transitions are such that for each action command, the
agent follows that command with probability 0.8 or chooses a random action with
probability 0.2. We train the agent on two tasks, φ1 = F r∧F g (eventually visit red
and green regions) and φ2 = F b (eventually visit the blue region). The regions are
defined by the predicates r = (1 < x < 3)∧(1 < y < 3), g = (4 < x < 6)∧(4 < y < 6)
and b = (1 < x < 3) ∧ (6 < y < 8). Because the coordinates are integers, a and b
define a point goal rather than regions.
We apply standard tabular Q-learning (Watkins and Hellaby, 1989) on the FSPA
augmented MDP of this environment. For all experiments, we use a discount factor
of 0.95, learning rate of 0.1, episode horizon of 200 steps, a random exploration
policy and a total number of 2000 update steps which is enough to reach convergence
(learning curve is neglected).
Figure 6.2 (a) and (b) show the learned optimal policies for tasks φ1 and φ2.
For both tasks, the agent starts at qφi,0, i ∈ {1, 2} and follows the arrows to the
corresponding regions. Once the goal region is reached, a transition occurs on the
FSPA. By reaching the regions in the correct sequence and transitioning on the FSPA,
the specification is eventually satisfied.
Figure 6.2 (c) shows the composed policy for task φ∧ = φ1 ∧ φ2. Following the
composed policy and transitioning on the FSPA in Figure 6.1 (c) leads to satisfaction
of φ∧ (−AND−). If the −OR− task is desired, following the same composed policy
and terminating at any of the states qφ∧,2, qφ∧,4, qφ∧,5 will satisfy φ∨ = φ1 ∨ φ2. This
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Figure 6.2: Policies for (a) φ1 = F r ∧ F g (learned). (b) φ2 = F b
(learned). (c) φ∧ = φ1 ∧ φ2 (composed). The agent moves in a 8 × 10
gridworld with 3 labeled regions. The agent has actions {up, down, left,
right, stay} where the directional actions are represented by arrows, stay is
represented by the blue dot.
example serves as a simple validity check of our algorithm and gives a nice way of
visualizing the composed policy. We will go on to apply our method to a continous
control task in the next section.
6.6.2 Robotic Manipulation
Experiment Setup
Figure 6.3 shows our experiment setup. Our policy controls the 7 degree-of-freedom
joint velocities of the right arm of a Baxter robot. In front of the robot there are three
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Figure 6.3: FSPAs guided skill composition Baxter experiment setup.
circular regions (red, green, blue plates) and it has to learn to traverse the regions in
user specified ways. The positions of the plates are tracked using a motion capture
system and thus fully observable. In addition, we also track the position of one of the
user’s hands (by wearing a glove with trackers attached). Our MDP state space is 22
dimensional that includes 7 joint angles, xyz positions of the three regions (denoted
by pr, pg, pb), the user’s hand (ph) and the robot’s end-effector (pee). The state and
action spaces are continuous in this case. We train in simulation using the V-REP
simulator (Rohmer et al., 2013) and evaluate the policies on the real robot.
We define the following predicates
1. ψi = ||pi−pee|| < , i ∈ {r, g, b, h} where r, g, b denotes the color of the regions.
h represents the user’s hand.  is a threshold which we set to be 5 centimeters.
ψi constrains the relative distance between the robot’s end-effector and the
selected object.
2. ψhand in sight = (xmin < p
h
x < xmax) ∧ (ymin < phy < ymax) ∧ (zmin < phz < zmax).
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Figure 6.4: The FSPAs for (a):φtraverse = F (ψr ∧ F (ψg ∧ F ψb)) (b)
φinterrupt = (ψhand in sight ⇒ F ψh) U ψb. Robustness on the edge guards
are omitted here for clarity.
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This predicate evaluates to true if the user’s hand appears in the cubic region
defined by [xmin, xmax, ymin, ymax, zmin, zmax].
We test our method on the following composition task
1. φtraverse = F (ψr ∧ F (ψg ∧ F ψb))
Description: traverse the three regions in the order of red, green and blue.
2. φinterrupt = (ψhand in sight ⇒ F ψh) U ψb
Description: before reaching the blue region, if the user’s hand appears in sight,
then eventually reach for the user’s hand, otherwise just reach for the blue
region.
3. φ∧ = φtraverse ∧ φinterrupt
Description: conjunction of the first two tasks.
The FSPAs for φtraverse and φinterrupt are presented in Figure 6.4. The FSPA for
φ∧ is not presented here due to space constraints.
Implementation Details
The policies and Q-functions for all tasks in this section are represented by a feed-
forward neural network (3 layers with 300, 200, 100 ReLU units respectively). For
tasks φtraverse and φinterrupt, the input state space is 23 dimensional (22 continuous
dimensional MDP state and 1 discrete dimension for the automaton state). For task
φ∧, the state space is 24 dimensional (2 discrete dimensions for the product automaton
state).
We use soft actor-critic (sac) (Haarnoja et al., 2018b) and deep deterministic
policy gradient (Lillicrap et al., 2015) to train the FSPA augmented MDP for each
of the two tasks. Implementation of the soft actor-critic algorithm follows (Haarnoja
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et al., 2018b). Algorithm 3 is used to obtain the policy for φ∧. After each episode, the
joint angles, the FSPA state, the position of the plates as well as the position of the
hand are randomly reinitialized (within certain boundaries) to ensure generalization
across different task configurations. The robot is controlled at 20 Hz. Each episode
is 100 time-steps (about 5 seconds). The episode restarts if the final automaton state
qf is reached. During training, we perform 100 policy and Q-function updates with a
batch of 5 trajectories. All of our training is performed in simulation and for this set
of tasks, the policy is able to transfer to the real robot without further fine-tuning.
The reward in Equation (6.3) is a very sparse reward. Here we use two additional
techniques to facilitate learning. The first is to constrain the exploration region of the
robot to be in the vicinity of the absorbing states (states with non-zero reward) at the
beginning of learning and gradually expand the region. This is analogous to creating
a reverse curriculum (Florensa et al., 2017). The second technique is to simply add a
per step penalty that encourages the robot to complete the task as soon as possible.
Results and Discussion
Figure 6.5 shows the learning curves for the composed task φ∧. In the figure, ddpg
and sac denote learning φ∧ from scratch. max represents task composition using
Algorithm 3 and average represents task composition using the average of the Q-
functions (Haarnoja et al., 2018a). sac+average means average Q-composition using
policies learned from soft actor-critic. Composition is limited to 40K updates whereas
learning from scratch is allowed 100K updates.
We can observe that given the allowed training time, nor ddpg or sac is able to
learn the task from scratch. However, we are able to obtain satisfying policies for all
composition case. Within our experiments, the FSPA guided skill composition with
ddpg (ddpg+max ) results in fastest learning and lowest variance compared to the
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Figure 6.5: Learning/composition curve for task φ∧. Here ddpg and sac
denote learning of φ∧ from scratch. max indicates task composition using
Algorithm 3. average indicates task composition using the average of the
Q-functions (Haarnoja et al., 2018a).
others. sac+max is able to perform comparatively with slightly higher variance (due
to the stochastic nature of the policy). Composition using the averaged Q-functions
is also able to obtain the skill but requires more steps to complete the task. This set
of results show that our framework is compatible with different composition methods
while imposing no constraints on the policy structure. Figure 6.7 shows the evaluation
success rates on the real robot.
Figure 6.6 shows an execution trace for task φ∧ using the composed policy. Notice
that when the robot detects that the user’s hand appears in the region defined by
ψhand in sight, it stops the traverse task to satisfy the interrupt task. After it reaches
for the user’s hand, it goes on to satisfy the rest of the specification.
It is important to note that the number of policy updates does not translate
directly to training wall-time. Given that composition is performed on collected data
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Figure 6.6: An execution trace of of the composed policy for task φ∧ =
φtraverse ∧ φinterrupt.
Figure 6.7: Evaluation success rates on the real robot over 20 trials for the
composition task φ∧.
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from training the constituent policies, no further exploration is necessary (which is
the time bottleneck in our case). In our experiments, exploration and data collection
take about three quarter of the entire learning time (around 3 hours).
We would like to point out that even though Figure 6.5 suggests that learning
φ∧ from scratch failed in the allocated time, the agents are in fact making progress
in terms of increasing discounted return. Running these experiments for 200K up-
date steps result in policies with around 40% success rate for task φ∧. A potential
drawback of our composition method is dimensional explosion of automaton states
when composing many policies. In the future, we would like to extend the −AND− /
−OR− composition to general temporal logic composition (the specification that the
composed policy satisfies can be a general temporal logic formula of the specifications
of the sub-policies).
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Chapter 7
Summary
Being able to learn by interacting with the world while taking advantage of a rich set
of prior knowledge if one of the core capabilities of intelligent systems. Modern RL
approaches that learn from scratch can be effective in many low-level motor control
tasks but has exhibited inefficacy in tasks with complex high-level structure. We
have alleviated this problem by incorporating formal methods into the traditional RL
formalism. Our temporal logic based methods introduce temporal hierarchy into the
task and policy representations which effectively decomposes a complex task into a
set of simpler sub-tasks which the RL agent can then divide-and-conquer.
To recapitulate, we have developed methods that use TLTL as the formal speci-
fication language for tasks and prior knowledge which an RL agent is able to extract
rewards and safety constraints from (Chapters 3, 4). We have shown the applicability
of our method in specifying complex tasks over long horizons and learning control poli-
cies as well as path planners for these. We have also provided analysis of our method
in terms of interpretability, sample efficiency, safety and composability (Chapters 5,
6).
7.1 Future Work
Moving forward, there are a number of interesting directions that our proposed frame-
work can be extended to and I list them as follows.
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Automaton embedded Model-based RL
In our current framework, the automaton provides guidance to the RL agent by gen-
erating rewards. This is only a few bits of information out of the wealth of knowledge
embedded in the automaton. We should be able to use the automaton in a more effi-
cient way. There are two perspectives to view the automaton - as a high-level policy
or a task-level transition system. So far we have mainly been using the FSPA as a
high-level policy by augmenting its states with the MDP states in the learned policy.
However, in our formulation of the FSPA-augmented MDP, we have also incorporated
the FSPA as part of the transition dynamics. Therefore, we can take advantage of
model-based RL by first learning the transition dynamics of the MDP and then com-
bining it with the FSPA to perform planning. We can also distill the information in
the FSPA into the learned dynamics using recent advances in neural graph learning
(Bui et al., 2017). Once an accurate model is obtained, we can potential generate
policies for a wide range of tasks without having to exploration in the environment.
Symbol extraction and automaton generation from demonstrations and
sensory data
Manual design of task specifications and the knowledge base becomes difficult as their
complexity grow. Keeping the knowledge base coherent and conflict-free also requires
much book-keeping. Therefore, an important future direction is to automatically gen-
erate useful symbolic representations from sensory data (Konidaris et al., 2018) while
the robot is demonstrated to perform a certain task. The ability to form symbolic
abstractions from demonstrations and reason over those abstractions on higher levels
and in a less memory consuming fashion also aligns with human learning. In addition,
inferring the automaton (or other high-level task representations such as task graphs
/ formal language instructions) from demonstrations is also an interesting extension.
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Multimodal prior representations
Temporal logic and automaton are well-suited for describing a wide range of high-
level tasks with clear instructions. However, they are not universally suited for all
tasks. Daily tasks such as making the bed or tying shoelaces are more suited to be
described as demonstrations. Other methods of representing the desired behaviors of
the robot include human preferences (Christiano et al., 2017), self-supervision (Lynch
et al., 2019), human interaction (Bajcsy et al., 2017), etc. The problem of accurately
specifying desired behaviors is called value alignment (Arnold et al., 2017) which is
largely a research area at the current state. In our case, how to effectively incorporate
different modes of value representations in our framework so to increase its expressive
power while still maintaining its sample efficiency, safety and composability properties
is an exciting future direction.
7.2 Final Remarks
Zooming out to a bigger picture, there is a balance to be maintained between model-
based and model-free methods in most problem domains. Models have always helped
in planning and control frameworks, and we should take advantage of them to the best
of our abilities in learning as well. In most control tasks, models are assumed to be the
dynamics of the system. However, high-level models such as task graphs and logical
relationships among objects also encapsulates much of our understanding about the
world. People have been accumulating these commonsense knowledge for decades and
formalizing them with different representations (such as knowledge graphs (Liu and
Singh, 2004) and high-order logic (Cycorp, 2009)). Robots will benefit immensely if
these knowledge can be effectively used for reasoning and learning. Lastly, methods
from formal verification and synthesis that focus on rigorous specification of desired
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behaviors and safety guarantees (where many RL frameworks fall short) are being
actively applied to robotics. We are just beginning to tap into the potential of using
formal methods to address some of the most challenging problems in RL. We hope that
this dissertation has opened up some possibilities in this area and its future extensions
can lead to safer and more capable robots that will benefit the humankind.
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Appendix A
Proof of Robustness Smoothing
Properties
Due to space constraints, we will only provide sketches of the proofs for the lemmas.
Lemma A.0.1. Let Ni be the number of terms of mamii, M and Mˆ satisfy
M −
∑
i∈Smin
1
|βi| logNi ≤ Mˆ ≤M +
∑
i∈Smax
1
βi
logNi
where Smin = {i : mamii = mini} and Smax = {i : mamii = maxi}.
Proof. For simplicity and without loss of generality, we illustrate the proof of
Lemma A.0.1 by constructing an approximation for a finite max-min-max problem
Φ(x) = max
i∈I
min
j∈J
max
k∈K
fi,j,k(x).
Let MI = |I|, MJ = |J |, MK = |K|, and βI > 0, βJ < 0, βK > 0. Firstly, we define
Φj(x) = maxk∈K fi,j,k(x). Straightforward algebraic manipulation reveals that
log
(∑
j∈J
exp(βJΦj)
)
+
βJ
βK
log(MK) (A.1)
≤ log
∑
j∈J
[∑
k∈K
exp(βKfi,j,k(x))
] βJ
βK

≤ log
(∑
j∈J
exp(βJΦj)
)
.
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Furthermore, let us define Φi = minj∈J Φj, we have
βJΦi ≤ log
(∑
j∈J
exp(βJΦj)
)
≤ log(MJ) + βJΦi.
By substituting into Equation (A.1), we obtain
βJΦi + log(MJ) ≥ log
(∑
j∈J
exp(βJΦj)
)
≥ βJΦi + βJ
βK
log(MK).
Multiplying 1
βJ
on both side, then
log(
∑
i∈I
exp(βIΦi)) +
βI
βJ
log(MJ)
≤ log
∑
i∈I
∑
j∈J
(∑
k∈K
exp(βKfi,j,k(x))
) βJ
βK

βI
βJ

≤ log(
∑
i∈I
exp(βIΦi)) +
βI
βK
log(MK).
Finally, let Φ = maxi∈I Φi, then we have
exp(βIΦ) ≤
∑
i∈I
exp(βIΦi) ≤MI exp(βIΦ)
βIΦ ≤ log(
∑
i∈I
exp(βIΦi)) ≤ log(MI) + βIΦ (A.2)
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Substitute into Equation (A.2)
βIΦ +
βI
βJ
log(MJ)
≤ log
∑
i∈I
∑
j∈J
(∑
k∈K
exp(βKfi,j,k(x))
) βJ
βK

βI
βJ

≤ βIΦ + log(MI) + βI
βK
log(MK).
Then we conclude the proof.
Lemma A.0.2. Suppose X∗ = {x∗ : x∗ ∈ argmaxxM(x)}, there exist a positive
constant B such that for all |β| ≥ B x∗ is also one of the maximum point of Mˆ(x)
for any x∗, i.e.
x∗ ∈ argmaxxMˆ(x).
Proof. We start by considering M as a maximum function, i.e. M(x) = maxi fi(x).let
us denote Imax = argmaxifi(x
∗), then x∗ ∈ argmaxxMˆ(x) when∑
i 6=Imax
exp (βfi(x
∗))−
∑
i 6=Imax
exp (βfi(x))
≤ exp (βfImax(x∗))− exp (βfImax(x)).
There always exists a positive constant B, such that for all β > B the above statement
holds. Lemma A.0.2 can be obtained by using the above proof for the mami function
in general.
Lemma A.0.3. Let us denote the sub-gradient of M as ∂M
∂x
= {∂M
∂x1
, . . . , ∂M
∂xN
} and the
gradient of Mˆ as ∂Mˆ
∂x
= {∂Mˆ
∂x1
, . . . , ∂Mˆ
∂xN
}. There exists a positive constant B such that
for all |β| ≥ B, ∂M
∂x
and ∂Mˆ
∂x
satisfy
〈∂M
∂x
,
∂Mˆ
∂x
〉 ≥ 0,
where 〈·, ·〉 denotes the inner product.
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Proof. Here we will only provide the proof when M is a point-wise maximum of
convex functions. One can generalize it to any iterative max-min function using the
chain rule. Supposing M(x) = maxi fi(x), the sub-gradient of M(x) is
∂M
∂x
= ∂fi(x), i ∈ I(x),
where I(x) = {i|fi(x) = f(x)} is the set of ”active” functions. The corresponding Mˆ
is defined as
Mˆ =
1
β
log
(∑
i
exp (βfi(x))
)
,
where its first order derivative is
∂Mˆ
∂x
=
∑
i
exp(βfi(x))∂fi(x)∑
k exp (βfk(x))
.
〈∂M
∂x
, ∂Mˆ
∂x
〉 > 0 if
exp (βfi(x))∑
k exp (βfk(x))
fi(x)
≥
∑
j /∈I(x)
exp (βfj(x))∑
k exp (βfk(x))
fj(x),∀i ∈ I(x).
Therefore, there always exists a positive constant B, such that 〈∂M
∂x
, ∂Mˆ
∂x
〉 > 0 holds
for all β > B.
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Appendix B
Hotdog Experiment Details
B.1 Predicate definitions
Here we provide the definitions of predicates used in specifying the hotdog cook-
ing and serving tasks. The predicates are used as a medium to ground the high-level
task specification with low-level state features. We write all predicates p in the form
f(s) > 0 where f(s) is the predicate function. We classify predicates into two cate-
gories - actionable and non-actionable. Actionable predicates are ones that the robot
can execute actions to to effect the value of the predicate function. None-actionable
predicates are environment predicates which function values can not be effected by
the robot. In our formulations, actionable predicate functions are mostly thresholded
distance functions whereas non-actionable predicate functions are indicator function
1 : IR→ {0, 1} that outputs 0 if the the input is smaller than 0 and outputs 1 if the in-
put is greater than zero. We then scale the non-actionable predicate functions to take
values {−k, k} (k usually takes larger value than the upper bound of the actionable
predicate robustness degree). This is to enforce the idea that when environmental
conditions are met (non-actionable predicates have large positive robustnesses), the
robustness of an edge guard (with both actionable and non-actionable predicates)
is the robustness of the actionable predicate (i.e. the agent can take actions to in-
crease the edge guard robustness). However, if when environmental conditions are
not met (non-actionable predicates have large negative robustnesses), there is noth-
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ing the agent can do to change the edge guard robustness and hence transition from
that edge. The distance function dist : IR3 × S3 → IR (S3 is the unit circle) takes in
pose vector consisting of position coordinates and quaternions and output a distance
metric. In our experiments, this metric is the sum of the Euclidean distance between
two 3D coordinates and the quaternion distance defined by arccos(2(q1 ? q2)
2 − 1)
where ? is the quaternion inner product.
In Table B.1, pee is the end-effort pose (position and quaternion), pg is a goal
pose. g is the gripper position with value 0 when the gripper is fully open and value
1 when fully close. θs is the position of the grill switch with 0 when turned off and
value pi/6 when turned on. probhr is the probability of a read-to-serve hotdog in sight
provided by an object detector. t is a timer (in seconds) that starts at the beginning
of the task and td is a time duration (in seconds). pc ∈ IR3 and la ∈ IR3 define an
ellipsoid centered at pc with axis la.
B.2 Template formulas
We define the template formulas used in Equations (B.7) and (B.8) as follows
Picked(pee,pg) = (Reached(pee,pg) ∧GripperOpen(g)) T GripperClose(g), (B.1)
Placed(pee,pg) = (Reached(pee,pg) ∧GripperClose(g)) T GripperOpen(g), (B.2)
PickedAndP laced(pee,pg1 ,pg2) = Picked(pee,pg1) T Placed(pee,pg2), (B.3)
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KetchupApplied(s) =Picked(pee,pketchup) T Reached(pee,p′bun) T
GripperSqueeze(g) T Reached(pee,p′′bun) T
(GripperClose(g) ∧ ¬GripperSqueeze(g)) T
Placed(pee,ptable),
(B.4)
GrillTurnedOn(θs, g) = GripperClose(g) T GrillSwitchOn(θs), (B.5)
GrillTurnedOff(θs, g) = GripperClose(g) T GrillSwitchOff(θs). (B.6)
All of the template formulas used here are describe sequential movements with
appropriate gripper positions. As expected, Their FSPAs (shown in Figure 2.1) have a
linear structure. In Equation (B.4), pketchup is the tracked ketchup position. p
′
bun and
p′′bun are start and end poses for squeezing ketchup onto the hotdog (these poses are
given relative to the tracked blue plate). ptable is the pose relative to the table where
the ketchup should be placed (table pose is static and known a priori). The reason
that KetchupApplied(s) is defined in this “waypoint” form is because we currently
do not have an effective way to evaluate whether applying ketchup is successful (e.g.
using camera images). If such mechanism is readily available, KetchupApplied(s) can
simply be defined as a predicate similar to HotdogReady(probhr).
The main reason for using template formulas in this work is for the convenience
of presentation and explanation. During learning, the non-hierarchical specifications
and their full FSPAs are fed to the RL agent. Writing the task in a hierarchical fashion
however presents the opportunity for hierarchical learning using the skill templates
(and their individual FSPAs) which can improve sample efficiency. In the case where
the low level skills are learned individually using the skill templates, composing a task
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using these templates also promotes skill reuse. These extension will be explored in
future work.
B.3 Hotdog cooking and serving tasks
In this section, we formally define the hotdog cooking task and the hotdog serving
task. Formula HotdogCooked describes a sequence of conditions that needs to be met
for a hotdog to be considered successfully made, much like how a recipe is written.
The formula is as follows
HotdogCooked(s) =F(GrillTurnedOn(θs, g)
T PickedAndP laced(pee,psausage,pgrill) T
Reached(pee,phome) T TimePassed(t, 600) T
PickedAndP laced(pee,psausage,pbun) T
KetchupApplied(s) T
GrillTurnedOff(θs, g) T Reached(pee,phome)),
(B.7)
where phome is the robot’s home position. TimePassed(t, 600) is included here for the
completeness of the specification, it is neglected during training and evaluation, To
simplify the formula and promote reusability of sub-formulas, we do not specify the
task directly from base predicates but in a hierarchical fashion. In Equation (B.7),
GrillTurnedOn, GrillTurnedOff , PickedAndP laced and KetchupApplied are for-
mulas by themselves. Their definitions and corresponding FSPAs are provided in the
supplementary material. We refer to these lower-level formulas as template formulas.
Every TLTL formula can be a template formula that can be used by a higher level
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task specification.
Equation (B.8) specifies the hotdog serving task. It defines a set of conditions
that need to be met for the robot to serve the hotdog - it needs to detect both a
ready-to-serve hotdog and a customer “asking” for a hotdog.
HotdogServed(s) =F PickedAndP laced(pee,photdog,pgreen)∧
(¬PickedAndP laced(pee,photdog,pgreen)U
(HotdogReady(probhr) ∧ Customer(pcustomer))).
(B.8)
Here pcustomer = pgreen which is the customer’s plate that is being tracked. There is
a customer if his/her plate is detected to be within a cuboid serving zone (shown in
Figure 1 D). The detection formula is
Customer(pcustomer) =
( ∧
i∈{x,y,z}
(picustomer − crimin > 0)
)∧
( ∧
i∈{x,y,z}
(crimax − picustomer > 0)
)
,
(B.9)
where crmin, crmax are min and max coordinates defining the serving zone.
In Equations (B.7) and (B.8), psausage,pbun,photdog ∈ {pgrill,pred,pblue,pgreen}.
We do not directly identify and track the sausage, bun and hotdog, but we know
where they initially are and where the robot has moved them.
We use the following knowledge base
K ={InSafeRegion(pee),¬(GripperClose(g) ∧GripperOpen(g))} ∪
{¬(Reached(pee,pig) ∧Reached(pee,pjg) |
i, j ∈ {grill, ketchup, red, blue, green}, i 6= j},
(B.10)
126
where InSafeRegion is defined similarly to that in the previous section as
InSafeRegion(pee) =
( ∧
i∈{x,y,z}
(piee − srimin > 0)
) ∧ ( ∧
i∈{x,y,z}
(srimax − piee > 0)
)∧
¬InEllipsoidRegion(pee,pgrill, lgrill),
(B.11)
which requires the robot to stay within a cuboid safe region while avoiding collision
with the grill (represented by a fitted ellipsoid). Both the serving zone and safe region
are depicted in Figure 1. Notice in Figures 1 (C) and (D) that the safe region for the
grill is different for Baxter and Jaco. This is because Jaco needs access to the grill
panel which means we can not have the ellipsoid cover the entire grill. Instead, the
ellipsoid covers the front half of the grill which is most likely to collide with the arm
during its motion.
The knowledge base contains three types of constraints - the end-effector needs
to in the safe region; the robot’s gripper can not be open and close at the same time;
the robot can not reach any two places at the same time. The final task specifications
with be in the form HotdogServed(s) ∧ G ∧
ψi∈K
ψi and HotdogCooked(s) ∧ G
n∧
ψi∈K
ψi.
As discussed in the previous section, the incorporation of the knowledge base will
effect the resulting FSPA by pruning infeasible edges and adding constraints to make
it more context aware.
The FSPAs of HotdogCooked and HotdogServed (without the knowledge base)
are shown in Figures 3 (C) and (D). Note that if we substitute all template formulas
with their base predicate alternatives (which is what is used in later planning and
learning).
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Figure 2.1: Finite state predicate automaton for tem-
plate formulas. (A) Picked(pee,pg). (B) Placed(pee,pg). (C)
PickedAndP laced(pee,pg1 ,pg2). (D) GrillTurnedOn(θs, g). (E)
ketchupApplied(s). (F) GrillTurnedOff(θs, g)
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Table B.1: Predicate definitions. The predicates are true when the
corresponding predicate function evaluates to a positive number. Actionable
predicates are ones that the robot can execute actions to effect their truth
value. Non-actionable predicates describe environmental factors that the
robot has no control over. The non-actionable predicate functions are scaled
to take value {−k, k}.
Predicate Predicate Function
Actionable
Reached(pee,pg) 0 − dist(pee,pg)
GripperOpen(g) 1 − g
GripperClose(g) g − 2
GripperSqueeze(g) g − 3, 3 > 2
GrillSwitchOn(θs) θs − 4
GrillSwitchOff(θs) 5 − θs
Non-actionable
HotdogReady(probhr) k(2× 1(probhr − 5)− 1)
TimePassed(t, td) k(2× 1(t− td)− 1)
InEllipsoidRegion(pee,pc, la) k(2× 1(1−
∑
i∈{x,y,z}((p
i
ee − pic)/lia)2)− 1)
B.4 Training setup and experiment details
Training is performed solely in simulation using the V-REP simulation environment
(Figure ?? (B)). Given that the learned policy outputs a path in Euclidean space (no
robot or environmental dynamics involved), sim-to-real transfer can be achieved with
accuracy.
The state of the system S ⊆ IR45 consists of pee - the 7 dimensional end-effector
pose (position and quaternion); g ∈ [0, 1] - the 1D gripper state where g = 0 is fully
open and g = 1 is fully closed; θs ∈ IR - the angle of grill switch which value of
greater than pi/6 is considered grill turned on and 0 is turned off; probhr ∈ [0, 1]
is the probability of a ready-to-serve hotdog provided by a object detector; P o =
{pgrill,pketchup,pred,pblue,pgreen} is the set of poses of all tracked items in the scene
(red, blue and green are the color of the tracked plates). We do not directly track
the pose of the hotdog or its components (sausage, bun) but assume we know their
pose relative to the tracked objects (know their initial pose and where they are placed
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during the task).
We use proximal policy optimization (Schulman et al., 2017) as the RL algorithm.
Our policy is a feed-forward neural network with 4 hidden layers. The hidden layers
have decreasing number of ReLU units from 400 to 100. We use the same architecture
for the value function. The episode horizon is 500 for the hotdog cooking task and
300 for the serving task. Each policy and value update consists of 5 epoches on a
trajectory batch of size 50 using a minibatch of 128 experience tuples. A learning
rate of 3e−4 is used.
Randomization is important for the learned policy to generalize. At initialization
of each episode, we randomize the poses of the ketchup and the three plates. The
initial configuration of the robot is kept fixed but the FSPA state is randomized
to promote exploration at later stages of the task without having to first learn to
complete early stages. For the serving task, the existence of a ready-to-serve hotdog
in the scene and a customer is also randomized to help Baxter learn to make the right
decisions.
The Optitrack motion capture system is used to track object poses. A Logitech
HD webcam running Darknet (Bjelonic, 2018) is used for hotdog detection. Training
in the simulated environment is performed on a Google Cloud n1-standard-8 instance
running Ubuntu 16.04 (8 virtual CPUs with 30Gb memory). The hotdog cooking task
is trained for 6 hours and the serving task for 3 hours. Experiment on the physical
system is performed on a Cyberpower PC with Intel i7 8 core cpu (4.2 GHz) and
31Gb memory.
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