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1. INTRODUCCI ´ON
Dado un vector aleatorio bidimensional (X ;Y ) podemos especificar su funcio´n de cuan-
tı´a o densidad de diversas formas: dar directamente esa funcio´n, dar una marginal y una
condicionada (en la misma o distinta componente), dar dos marginales... Dependiendo
del caso la densidad o cuantı´a del vector existira´ o no y, adema´s, sera´ u´nica o no.
El caso en el que se dan dos condicionadas, objeto de este trabajo, ha sido estudiado
extensamente por Arnold y Press (1989) y Arnold, Castillo y Sarabia (1992) aunque
se pueden nombrar trabajos pioneros como Gourieroux y Monfort (1979) y Abrahams
y Thomas (1984). Sen˜alemos antes de continuar que la lista anterior no cubre toda la
literatura al respecto.
Respecto a las aplicaciones, cabe destacar la construccio´n de modelos bivariantes (p.e.
Arnold, Castillo y Sarabia, 1992), estudios relativos a la convergencia del algoritmo del
muestreo de Gibbs (Casella y George, 1992 y Casella, 1996), en Estadı´stica Bayesiana
(Arnold, Castillo y Sarabia, 1996 y Basulto, 1995) entre otras.
Este trabajo repasa los resultados existentes para el caso en que las variables aleatorias
son finitas y aporta algu´n resultado adicional utilizando elementos de ca´lculo matricial
y ejemplos que clarifican los distintos me´todos expuestos
2. PLANTEAMIENTO DEL PROBLEMA Y NOTACI ´ON
Sean dos matrices A = (ai; j) y B = (bi; j) de orden LM que verifican ai; j  0;bi; j  0








bi; j = 1:
Esto es, A y Bt son matrices estoca´sticas por columnas. La cuestio´n a dilucidar es,
bajo que condiciones dos matrices A y B, de dimensiones LM, en las condiciones
anteriores, pueden ser consideradas distribuciones condicionadas de cierto vector alea-
torio (X ;Y ) de variables discretas con recorrido finito. Esto es, si x1;x2;    ;xL son los
posibles valores de X e y1;y2;    ;yM los de Y , cuando
ai; j = P [X = xijY = y j] i = 1 : : :L
bi; j = P [Y = y jjX = xi] j = 1 : : : M
Equivalentemente, bajo que´ condiciones existen dos vectores τ y η, de dimensiones
L y M respectivamente, no negativos y de forma que la versio´n normalizada (la suma
de coordenadas unidad) de τ y η sean las distribuciones marginales correspondientes.
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No´tese que podemos suponer τibi; j = η jai; j i = 1; : : : ;L j = 1; : : : ;M, ya que si un
τi o un η j es nulo, el valor xi o y j tiene todas sus probabilidades nulas y puede ser
eliminado del problema.
Esta primera cuestio´n recibe el nombre de problema de compatibilidad y, en ese con-
texto, las matrices A y B se denominan candidatas a distribuciones condicionadas, y
adema´s, si la respuesta al problema es afirmativa se dice que A y B son compatibles.
Un segundo problema a tratar es, supuesto que existan, la unicidad de estas variables X
e Y o vectores τ y η.
Para las matrices A y B definimos los conjuntos
NA =





(i; j) : bi; j > 0
	
Cuando se tenga NA = NB los denotaremos, indistintamente, por N.
3. COMPATIBILIDAD
Un primer resultado sobre la compatibilidad de distribuciones puede encontrarse en
Arnold y Press (1989) cuya traduccio´n a matrices es el siguiente.
Teorema 1. (Arnold y Press, 1989) Dos matrices A y B en las condiciones de la sec-
cio´n anterior son compatibles si y so´lo si NA = NB = N y adema´s existen dos vectores,




= uiv j; 8(i; j) 2 N
La primera condicio´n refleja el hecho de que las cuantı´as condicionadas se anulan en
los mismos puntos que coinciden con los puntos en los que se anula la funcio´n de
cuantı´a conjunta. Por su parte, la segunda condicio´n hace referencia a la relacio´n entre
marginales y condicionadas τibi; j = η jai; j i = 1; : : : ;L ; j = 1; : : : ;M de esta forma
ui = τi y v j = 1=η j.
En el caso que nos ocupa, variables finitas, es posible utilizar resultados de a´lgebra
matricial para analizar la compatibilidad de las matrices A y B. En efecto, supongamos




en esas condiciones se tiene el siguiente
Teorema 2. En las condiciones anteriores A y B son compatibles si y so´lo si el rango
de C es uno.
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Demostracio´n
Si rango de C es uno, existen dos matrices ortogonales U y V de o´rdenes L y M res-
pectivamente de forma que C = U∑Vt donde ∑ es una matriz LM cuyo elemento
(1;1) es no nulo y el resto nulos. Obse´rvese que esto no es ma´s que la descomposi-
cio´n en valores singulares de la matriz C y el elemento no nulo de ∑ el u´nico valor
singular de C (ver p.e. Schott, 1997). Dada la forma de la matriz ∑ podemos escri-
bir C = uσvt donde u y v son las primeras columnas de U y V respectivamente. Ası´
ci; j = uiσ v j;8(i; j)2N, y por tanto, incluyendo el valor singular en uno de los vectores
u o v, se tiene la factorizacio´n ci; j = uiv j; 8(i; j) 2 N.
Por otra parte, puesto que u es autovector de CCt , que es no negativa, y esta´ asociado
al autovalor σ > 0, puede ser elegido con coordenadas no negativas y puesto que v ∝
Ctu tambie´n es no negativo, las matrices A y B son compatibles y, en este caso, una
adecuada eleccio´n de las distribuciones marginales es






i = 1; : : : ;L






j = 1 : : : :;M
Recı´procamente, si las matrices A y B son compatibles, el rango de C es la unidad pues,















































= uiv julvk  uivkulv j = 0
8i; l = 1; : : : ;L y 8 j;k = 1; : : : ;M.

El resultado anterior puede encontrarse, bajo otra perspectiva en Arnold y Gokhale
(1994) y Arnold, Castillo y Sarabia (1999).
Observemos que, en este caso, la condicio´n de compatibilidad vı´a descomposicio´n sin-
gular se simplifica notablemente pues, como observan Arnold y Press (1989) y Arnold,
Castillo y Sarabia (1992), se verifica que:







ci; j; c; j =∑
i
ci; j y ci: =∑
j
ci; j
y en consecuencia: ui ∝ ci: y v j ∝ c: j; 8(i; j) 2 N








































































tomar por tanto (v1;v2) ∝ (2;1) y (u1;u2) ∝ (5;4)











Multiplicando esta matriz por 320 se obtiene C.















































Estudiamos el caso general. Supongamos que NA =NB = N (lo contrario indica incom-
patibilidad), pero N distinto del producto cartesiano f1; : : : ;Lgf1; : : : ;Mg.
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Observemos que, en este caso, la matriz de los cocientes C no esta´ completamente
determinada por las matrices candidatas a distribuciones condicionadas A y B. Ası´ si,



















































Los elementos c12 y c21 de C esta´n indeterminados, al ser cociente de dos elementos
nulos. La observacio´n fundamental es que, bajo la hipo´tesis de compatibilidad, esos
elementos indeterminados de C esta´n definidos, pues son cocientes de probabilidades
marginales no nulas (pues, en otro caso el elemento se elimina), y pueden ser determi-
nados, bajo ciertas condiciones, a partir de A y B.
Teorema 3. Si A y B determinan la distribucio´n conjunta de un vector (X ;Y ) discreto
y finito entonces, la matriz C puede completarse de forma que tenga rango unidad.
Demostracio´n
Para cada (i; j) =2 N nos basta tomar
ci; j =
P [X = xi]




Obse´rvese que estos ci; j esta´n definidos pues P[Y = y j] 6= 0 pues, en otro caso, y j se
habrı´a eliminado del problema.












1 2 1 1
0 4 2 2
5 0 2 4
















2 1 6 1
0 4 2 4
4 0 3 3



























































No´tese que si C puede completarse de forma que tenga rango unidad podremos aplicarle
el Teorema 2 y tenemos el siguiente
Corolario 1. En las condiciones anteriores si C puede completarse de forma que tenga
rango unidad entonces, A y B son compatibles.
Utilizaremos datos de Arnold, Castillo y Sarabia, (1992) para ilustrar el uso del corola-
rio que acabamos de obtener.












































































































































































En ocasiones, no es posible completar C de manera u´nica y de forma que tenga rango
unidad.





























































































































sin ma´s que imponer que tenga rango 1. Para cada valor de λ se obtienen distintas C y
por tanto esta matriz no se puede completar de manera u´nica de forma que tenga rango





































Otro resultado de intere´s, debido a Gupta y Vargas (1990), que da una condicio´n ne-
cesaria y suficiente para el caso en que las matrices A y B tienen una fila (pongamos
i0) y una columna (por ejemplo j0) de elementos no nulos. Formalmente podemos
enunciarlo en los siguientes te´rminos:
Teorema 4. (Gupta y Vargas, 1990) Sean A y B dos matrices en las condiciones ha-
bituales NA = NB = N y supongamos que 9(i0; j0) 2 N tal que, para cada j = 1; : : : ;M





= κ ai; j
bi0; j
ai0; j
8(i; j) 2 N
donde κ es una constante que depende u´nicamente de i0 y de j0 y es distinta para cada
eleccio´n de estos ı´ndices.





















mientras que el recı´proco se obtiene tomando la distribucio´n conjunta
pi; j = κ 0bi; j
ai; j0
bi; j0
para(i; j) 2 N





























































Entonces NA = NB = N = f(1;3) ;(1;4) ;(2;3) ;(2;4) ;(3;1) ;(3;2) ;(3;3) ;(3;4)g
La eleccio´n de i0 y j0 en este caso ofrece dos posibilidades. (i0; j0) = (3;3) o bien




















Comprobar las igualdades es trivial.
















0 0 1 2
0 0 1 1




Obse´rvese que en el ejemplo 5 no es aplicable este resultado dada la estructura de las
matrices A y B que contienen elementos nulos en todas sus filas y columnas.
4. UNICIDAD
En toda esta seccio´n supondremos que las matrices A y B son compatibles, lo que
implica, en particular, que sus elementos nulos esta´n en la misma posicio´n. Un primer
resultado relativo a la unicidad es el siguiente:
Teorema 5. (Gupta y Varga 1990) Si A y B tienen al menos una fila y una columna
de elementos no nulos, la distribucio´n conjunta que determinan A y B es u´nica.
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Ası´ las matrices del ejemplo 5 de la seccio´n anterior son compatibles como ya vimos,
adema´s, al tener una fila y una columna formada con elementos no nulos, podemos
concluir que la distribucio´n conjunta que definen es u´nica.
Otro enfoque de este problema es el siguiente. Supo´ngase que C puede ser completada















(v1 : : :vM)
donde el valor singular lo hemos incluido en uno de los vectores u o v. Puesto que
el vector u es autovector asociado al u´nico autovalor no nulo de CtC, y puesto que
este autovector es simple, u es u´nico salvo proporcionalidad (recordar que se toma no
negativo) pero, la marginal que corresponde a u esta´ obviamente normalizada y por
consiguiente es u´nica, de ahı´ que la distribucio´n conjunta tambie´n. En definitiva se ha
establecido el siguiente
Teorema 6. Sean A y B dos matrices compatibles. Si la matriz de cocientes puede ser
completada de manera u´nica de forma que tenga rango unidad, entonces, la distribu-
cio´n que determinan A y B es u´nica.
El siguiente ejemplo, que utiliza matrices de Arnold, Castillo y Sarabia (1992) aclara
este resultado.














































































































y vimos que es compatible. Ahora podemos afirmar, adema´s, que la distribucio´n con-
junta es u´nica.
Como ya vimos en la seccio´n precedente no siempre es posible completar C de manera
u´nica con la condicio´n rgC = 1. Ası´ pues, llegados a este punto, parece evidente la
necesidad de caracterizar dichas matrices. Para ello, y con el fin de aligerar la notacio´n,
supondremos que mediante cambios de filas y columnas se han llevado el mayor nu´mero
posible de elementos desconocidos de C a una submatriz de ella situada en la esquina
superior izquierda. Obse´rvese que esto no conlleva ninguna pe´rdida de generalidad,
supone u´nicamente una reordenacio´n de los valores del vector aleatorio.
Supondremos, adema´s, que todos aquellos valores desconocidos de C que se puedan
calcular unı´vocamente vı´a la condicio´n rgC = 1, han sido calculados. Esto implica
que esos elementos han sido determinados mediante menores de dimensio´n dos con
un u´nico elemento desconocido. Estos elementos sera´n denominados determinables o






donde C11 es una matriz de orden r s, con todos sus elementos elementos indeter-
minados. Adema´s de los elementos de C11, es posible que existan otros elementos
indeterminados en C12; C21 y C22. En estas condiciones se tiene
Teorema 7. Si C22 tiene todos sus elementos indeterminados y C12, C21 tienen to-
dos sus elementos determinados, entonces, la distribucio´n que determinan A y B no es
u´nica.
Demostracio´n
Utilizando la descomposicio´n singular para la matriz C12 (rgC12 = 1) se puede deter-


















(vs+1;vs+2; : : : ;vM)
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(v1;v2; : : : ;vs)














































son proporcionales a las distribuciones marginales y si λ 6= µ es evidente que no son
u´nicos au´n normaliza´ndolos. En consecuencia la distribucio´n conjunta no es u´nica.

Teorema 8. Si la distribucio´n conjunta que determinan A y B no es u´nica, la matriz de






con C11 y C22 matrices de elementos indeterminados.
Demostracio´n








con C11 de elementos desconocidos. Esta forma de escribir C no es u´nica, nosotros
seleccionaremos la siguiente: C11 tiene el mayor nu´mero posible de columnas de en-
tre todas las particiones de C del tipo anterior y, para ese nu´mero de columnas, el
mayor nu´mero de filas posibles. Supongamos que las dimensiones resultantes son
r s. Probaremos que entonces, C22 esta´ formada por elementos desconocidos. En
efecto, supongamos, sin pe´rdida de generalidad, que el elemento cr+1;s+1 es conoci-
do (o ha sido calculado en algu´n paso anterior) entonces, algu´n elemento de su co-
lumna ci j; i = 1; : : : ;r; j = s+ 1; : : : ;M es conocido pues, si no, las dimensiones de
C11 no serı´an ma´ximas. Supongamos, sin pe´rdida de generalidad, que es cr+1;s+1.
Ana´logamente trabajando con la fila r+ 1 tendremos que podemos suponer que cr+1;s















tenemos que crs es conocido, lo que es absurdo. Obse´rvese que C11 existe realmente
(i.e.r > 0 y s > 0) pues la distribucio´n conjunta no es u´nica y en consecuencia existe, al
menos, un elemento no determinable ya que de no ser ası´, todos los elementos de C se




Ejemplo 8. Retomando el ejemplo 4 de la seccio´n anterior, donde ningu´n elemento







































































1 12  








con lo que, aplicando resultados anteriores, se concluye que, au´n siendo compatibles,
la distribucio´n conjunta no es u´nica.
El siguiente ejemplo muestra la utilizacio´n de la descomposicio´n singular en submatri-
ces para obtener diversas distribuciones marginales.
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Ejemplo 9. Las siguientes matrices pueden considerarse como distribuciones condi-














3 0 0 0 0




















2 0 0 0 0

























































3    





El elemento c42 es determinable mediante la condicio´n rgC = 1, obtenie´ndose que
c42 = 1=2. Los elementos conocidos forman menores de orden dos nulo y, en conse-
cuencia, las matrices A y B se pueden considerar distribuciones condicionadas si C
se puede completar de forma que tenga rango unidad. La matriz C12 reproduce la
estructura por cajas que estudiamos en el teorema 8 y adema´s C tambie´n la reproduce.
Completaremos en primer lugar las submatrices de la submatriz C1;2: la submatriz que
ocupa el lugar 1,2 en C12 es ( 12 ;
1
2 ). Aplicando la descomposicio´n en valores singulares






= u 0 v
0t






para cualquier nu´mero real λ > 0. Ob-
servamos que este u0 es la componente u1 del vector u que resuelve el problema en la
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matriz C y v0 contiene los componentes v6 v7 del vector v que resuelve el problema en
la matriz C, ası´ se tiene:




















y como antes se tiene













































































3    








Para completar u y v necesitamos u3; u4; v1; v2; y v3, los obtendremos de la descompo-






















































































































































































Para obtener distribuciones marginales, bastara´ con normalizar los vectores u y v, sin
embargo, au´n en ese caso, dando valores positivos a λ; µ y ω obtenemos distintas de
estas distribuciones con lo que se tiene la no unicidad.
Una vı´a alternativa en el estudio de la unicidad es el uso de las cadenas de Markov tal y
como proponen Arnold y Press (1989). Este enfoque surge de la siguiente observacio´n:
Si A y B son compatibles existe un vector bidimensional (X ;Y ) de variables aleatorias
finitas tal que para cada i = 1;2; : : : ;L y para cada j = 1;2; : : : ;M.
a1; j = P [X = xijY = y j] bi; j = P [Y = y jjX = xi]
denotamos, como en la seccio´n precedente:
τi = P [X = xi] η j = P [Y = y j]
que son las distribuciones marginales, entonces se tienen los siguientes resultados por
aplicacio´n de teorema de la probabilidad total.


























es decir la fila i-e´sima de A, por el vector de probabilidad marginal, en consecuencia
τ= Aη
Por otra parte































puesto que ABt es una matriz estoca´stica por columnas, al serlo A y Bt , ABt puede
ser considerada como la matriz de transicio´n de una cadena de Markov de L estados y,
consecuentemente, τ se interpreta como una distribucio´n invariante o estacionaria de la
cadena.
Arnold, y Press (1989) observan que si A y por tanto B tienen sus elementos no nulos
se tiene la unicidad, resultado que obtuvimos ma´s arriba.
Los resultados anteriores se pueden generalizar al tratamiento de distribuciones discre-
tas de recorrido infinito con un nu´mero finito de elementos (ver Pe´rez-Villalta, 1997).
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1. INTRODUCTION
Given a bivariate random vector (X ;Y ) we can specify its density function in several
ways: providing either that function directly, a marginal and a conditional function (in
the same o different component), two marginal densities... Depending of the case, the
density function of the vector will exist or not, and moreover, it will be the unique one
or not.
The case where two conditional functions are given,objective of this research, has been
studied extensively by Arnold and Press(1989), and Arnold, Castillo and Sarabia(1979),
although it can been mentioned pioneering research such as Gourieroux and Monfort
(1979), Abrahams and Thomas (1984). Let’s note before continuing that, the previous
list of researches do not cover the extent literature in the matter (with regard to the
subject under discussion).
This research reviews the existing results in the case where the random variables are
finite and contributes(illustrates) some additional result using elements of matricial cal-
culus (calculos matriciales) and examples that clarify the different methods exposed.
2. POSING THE PROBLEM AND NOTATION
Let two matrices be A = (ai; j) y B = (bi; j) (de orden) LM that verifies ai; j  0;bi; j








bi; j = 1:
The question to elucidate is, under what conditions two matrices A y B, with dimensions
LM, in the conditions before, can be considered conditional distributions of a certain
random vector (X ;Y ) of discrete variables with finite range. That is, if x1;x2;    ;xL are
the possible values of X and y1;y2;    ;yM those of Y , when can the following expres-
sions be verify?
ai; j = P [X = xijY = y j] i = 1 : : :L
bi; j = P [Y = y jjX = xi] j = 1 : : : M
In the same way, we are interested in knowing under what conditions can exist two
vectors τ and η, with dimensions L and M respectively, non negative y so that the
normalized version (the sum of the coordinates are the unity)of τ and η constitutes
the respective marginal distributions. Note that we can suppose τibi; j = η jai; j i =
1; : : : ;L j = 1; : : : ;M, since if a τi or a η j is null, the value xi or y j has all of its
probabilities null and can be eliminated of the problem.
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This first question is called compatibility problem and, in that context, the matrices
A and B are denominated candidates to conditional distributions, and moreover, if the
answer the problem is affirmative it can be said that A and B are compatible.
A second problem to be considered is the uniqueness of these variables X and Y or
vectores τ y η, when it exists.
For the matrices A and B, we define the sets
NA =





(i; j) : bi; j > 0
	
when NA = NB are obtained, it will be denoted by N indistinctly
3. COMPATIBILITY
In this section we study the following results:
Theorem 1. (Arnold y Press, 1989) Two matrices A y B under the conditions of the
section before are compatible if and only if NA = NB = N an moreover there exist two




= uiv j; 8(i; j) 2 N
Theorem 2. Under the previous conditions A and B are compatibles if and only if the
rank of C is equal to one.
The result before can be found, under other perspective in Arnold and Gokhale (1994),
and Arnold, Castillo and Sarabia (1999). When there exist null elements in A y B,
the matrix C contains undetermined (indeterminados) elementos, however these can be
calculated:
Theorem 3. If A and B determin the joint distribution of a discrete and finite vector
(X ;Y ) then, the matrix C can be completed so that it has rank equal to one (rango
unidad).
Corollary 1. Under the previous conditions if C can be completed so that it has rank
equal to one then, A and B are compatibles.
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Theorem 4. (Gupta y Vargas, 1990) Let A and B be two matrices in the usual condi-
tions NA = NB =N and let’s suppose that 9(i0; j0)2 N such that, for every j = 1; : : : ;M





= κ ai; j
bi0; j
ai0; j
8(i; j) 2 N
where κ is a constant that depends only of i0 and j0 and it is different for every choice
of these indexes.
4. UNIQUENESS
Theorem 5. (Gupta y Varga 1990) If A and B have at least a row and a column of no
null elements, the joint distribution that A and B determine is unique.
Theorem 6. Let A and B be two compatible matrices. If the matrix of the quotients
can be completed in a unique way so that it has rank equal to one, then the distribution
that A and B determine is unique.
It is not always possible to complete C in a unique way with the condition rgC = 1.
So, at this point, the necessity of typifying such matrices seems obvious. To get that
and with the objective of making the notation easier, we will suppose that by changes
of rows and columns, the most possible number of elements of C has been moved to a
sub-matrix of it, set at the top left corner.
Moreover, we will suppose that all those unknown values of C that can be calculated
uniquely, according to the condition rgC = 1, have been calculated. These elements







where C11 is a matrix with dimension r  s, with all of its elements undetermined.
Besides the elements of C11, it is possible that other undetermined elements exist in
C12; C21 y C22.
Theorem 7. If C22 has all of their elements undetermined and C12, C21 have all of its
elements determined, then the distribution that determines A and B is not unique.
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Theorem 8. If the joint distribution that determines A and B is not unique, the matrix






with C11 and C22 matrices of undetermined elements.
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