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Resumo
Tomando como base o artigo “Hyperbolic Principal Cycles on Hyper-
surface of R4”, de Garcia, ver [4], estudaremos as linhas de curvatura na
vizinhanc¸a de um ciclo principal, linha de curvatura fechada, de uma hiper-
superf´ıcie imersa no R4. Para isso, definiremos a transformac¸a˜o de Poincare´
associada ao ciclo e calcularemos a sua derivada. Com essa ana´lise, mostra-
remos sob quais condic¸o˜es podemos tornar hiperbo´lico, com uma pequena
deformac¸a˜o na imersa˜o, um ciclo principal dado. E por fim, construiremos
um exemplo de uma hipersuperf´ıcie contendo um ciclo principal hiperbo´lico,
baseando-nos no artigo “Surfaces Around Closed Principal Curvature Lines,
an Inverse Problem.”de Garcia, Mello e Sotomayor, ver [5].
Palavras-chaves: Linha de Curvatura, Ciclo Principal Hiperbo´lico, Hiper-
superf´ıcie, Mapa de Primeiro Retorno de Poincare´.
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Abstract
Based on the article “Hyperbolic Main Cycles on Hypersurface of R4,”Garcia,
see [4], we will study the bending lines in the vicinity of a main loop, clo-
sed bending line, a hypersurface immersed in R4. For this, we will define
the Poincare´ transformation associated with the cycle and calculate its deri-
vative. With this analysis, we show under what conditions we can become
hyperbolic, with a small deformation in the immersion, a major cycle given.
Finally, we will build an example of a hypersurface containing a hyperbolic
primary cycle, based on the article “Surfaces Around Closed Main Curvature
Lines, an Inverse Problem.”Garcia, Mello and Sotomayor, see [5].
Keywords: Curvature Line, Home Cycle Hyperbolic, Hypersurface First
Return Poincare´ Map.
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Introduc¸a˜o
Deve-se ao matema´tico e f´ısico Leonhard Euler (“Recherches sur la cour-
bure des surfaces”, Me´moires de l’Academie de Sciences de Berlin, 16, 1760)
o primeiro estudo sobre curvaturas principais, com o qual se inaugura o uso
do Ca´lculo Diferencial na investigac¸a˜o da geometria de Superf´ıcies.
Em 1796, o matema´tico franceˆs Gaspard Monge calculou as linhas de
curvaturas principais e localizou os quatro pontos umb´ılicos do elipsoide com
eixos distintos, hoje conhecido como Elipsoide de Monge.
O estudo das caracter´ısticas globais das linhas de curvatura, numa vi-
zinhanc¸a de um ciclo principal, que permanecem topologicamente imper-
turba´vel, sob pequenas perturbac¸o˜es da imersa˜o α : Mn → Rn+1, onde Mn
e´ uma variedade orienta´vel e compacta de dimensa˜o n, foi iniciada por Gu-
tierrez e Sotomayor, em [6], para o caso n = 2 e por Garcia, em [4], para o
caso n = 3.
Neste trabalho estudaremos o comportamento da linhas de curvatura
principais numa vizinhanc¸a de ciclos principais, tambe´m conhecidas como
folhas compactas. Para isso analisaremos o artigo de Garcia “Hyperbolic
Principal Cycles on Hypersurfaces of R4”, ver [4].
No primeiro cap´ıtulo daremos definic¸o˜es e resultados preliminares para
o entendimento do artigo que se baseia esse trabalho. Aqui faremos gene-
ralizac¸o˜es de conceitos e propriedades de superf´ıcies para hipersuperf´ıcie, e
definiremos o mapa de primeiro retorno de Poincare´ (ou transformac¸a˜o de
Poincare´) associado a um ciclo principal de uma hipersuperf´ıcie imersa no
R4.
No segundo cap´ıtulo definiremos uma parametrizac¸a˜o, chamada canaleta,
na qual calcularemos a derivada da transformac¸a˜o de Poincare´ para uma
imersa˜o de uma hipersuperf´ıcie imersa no R4.
No terceiro cap´ıtulo mostraremos uma pertubac¸a˜o na imersa˜o α que tera´
c como ciclo principal hiperbo´lico, para os casos em que a derivada da trans-
formac¸a˜o de Poincare´ Π′(0) de α em c(0) tiver autovalores complexos de
mo´dulo igual a um, ou o determinante de Π′(0) for diferente de zero e um
dos seus autovalores tiverem mo´dulo igual a um.
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Por fim, tomando como base o artigo “Surfaces Around Closed Principal
Curvature Lines, an Inverse Problem.”, de Garcia, Mello e Sotomayor, ver
[5], definiremos condic¸o˜es para que dada uma curva fechada simples do R4,
suficientemente diferencia´vel, exista uma hipersuperf´ıcie orientada tendo essa
curva como ciclo principal hiperbo´lico.
1
Cap´ıtulo 1
Pre´-requisito
A fim de expor os resultados deste trabalho os seguintes conceitos e
notac¸o˜es sera˜o introduzidos.
Definic¸a˜o 1.1 Seja M uma variedade topolo´gica. Considere o seguinte con-
junto
A =
{
(φ, Vi) |M =
⋃
i∈I
Vi, φi : Vi → Ui e´ um homeomorfismo
}
,
onde Vi ⊂ M e Ui ⊂ Rn sa˜o abertos. Dizemos que A e´ um atlas para a
variedade M . As func¸o˜es φi sera˜o chamadas de carta local. E suas inversas
sera˜o chamadas de parametrizac¸o˜es locais de M. Chamaremos tambe´m de
mudanc¸a de coordenadas as func¸o˜es do tipo φj ◦ φ−1j .
Definic¸a˜o 1.2 (Topologia de Whitney) A topologia de Whitney de Cr(M,N)
e´ definida declarando-se os abertos que geram a sua topologia, constru´ıdos a
seguir.
Sejam f ∈ Cr(M,N), Φ = {φi, Ui}i∈Λ atlas de M localmente finito,
K = {Ki}i∈Λ cobertura por compactos de M com Ki ⊂ Ui tal que f(Ui) ⊂ Vi,
onde Ψ = {ψi, Vi}i∈Λ atlas de N e ε = {εi}i∈Λ.
Definimos portanto uma vizinhanc¸a fundamental N r(f ;ψ, φ,K, ε) de f
como sendo o conjunto das g : M → N tal que para todo i ∈ λ, g(Ki) ⊂ Vi
e ‖Dk(φifψ−1i )(x)−Dk(φigψ−1i )(x)‖ < εi para todo x ∈ φi(ki), k = 0, ..., r.
Definic¸a˜o 1.3 (Imersa˜o) Seja M3 uma variedade tridimensional compacta
e orientada de classe Ck, k ≥ 4. Uma imersa˜o α de M3 em R4 e´ uma
aplicac¸a˜o tal que Dαp : TpM
3 → R4 e´ injetiva, para todo p ∈M3.
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Notac¸a˜o: Denote por J k = J k{M3,R4} o conjunto das imerso˜es de classe
Ck de M3 em R4. Quando dotado com a Topologia de Whitney Cs, s ≤ k
esse conjunto e´ denotado por J k,s.
Definic¸a˜o 1.4 (Vetor normal): Associado a todo α ∈ J k esta´ definido o
mapa normal Nα : M
3 → R4, dada por
Nα =
α1 ∧ α2 ∧ α3
| α1 ∧ α2 ∧ α3 | ,
onde (u1, u2, u3) : (M, p) → (R4, 0) e´ uma carta positiva de M3 em torno
de p, ∧ denota o produto exterior de vetores em R4, α1 = ∂α∂u1 , α2 = ∂α∂u2 ,
α3 =
∂α
∂u3
e | |= 〈, 〉1/2 e´ a norma euclidiana.
Nα esta´ bem definido e e´ de classe C
k−1 em M3. De fato, Nα esta´ bem
definido porque α(M3) e´ orientada e como α e´ de classe Ck e Nα e´ o produto
exterior de α1, α2 e α3, temos que Nα e´ de classe C
k−1
Definic¸a˜o 1.5 (Aplicac¸a˜o de Gauss) Seja α(M3) ⊂ R4 uma hipersuperf´ıcie
com orientac¸a˜o Nα. A aplicac¸a˜o Nα : α(M
3) → R4 toma seus valores na
esfera unita´ria
S3 = {(x, y, z, t) ∈ R4;x2 + y2 + z2 + t2 = 1}.
A aplicac¸a˜o N : α(M3) → S3, assim definida, e´ chamada a aplicac¸a˜o de
Gauss de α(M3).
N e´ de classe Ck−1 e a diferencial DNp de N em p ∈ α(M3) e´ uma
aplicac¸a˜o linear de Tpα(M
3) em TN(p)S
3. Como ambos espac¸o vetoriais de
dimensa˜o treˆs, DNp pode ser olhada como um operador linear em Tpα(M
3).
Proposic¸a˜o 1.6 A diferencial DNp : Tpα(M
3) → Tpα(M3) da aplicac¸a˜o de
Gauss e´ uma aplicac¸a˜o auto-adjunta.
Demonstrac¸a˜o: Como DNp e´ linear, basta verificar que 〈DNp(wi), wj〉 =
〈wi,DNp(wj)〉, i 6= j, i, j = 1, 2, 3, para uma base {w1, w2, w3} de Tpα(M3).
Se c(t) = α(u1(t), u2(t), u3(t)) e´ uma curva parametrizada em α(M
3), com
c(0) = p, temos
DNp(α
′(0)) =DNp(α1u′1(0), α2u
′
2(0), α3u
′
3(0))
=
d
dt
N(u1(t), u2(t), u3(t))
∣∣
t=0
=N1u
′
1(0) +N2u
′
2(0) +N3u
′
3(0),
3
em particular DNp(α1) = N1, DNp(α2) = N2 e DNp(α3) = N3. Portanto,
para provar que DNp e´ auto-adjunta, e´ suficiente mostrar que
〈Ni, αj〉 = 〈DNp(αi), αj〉 = 〈αi,DNp(αj)〉 = 〈αi, Nj〉, i 6= j, i, j = 1, 2, 3.
Para isso vamos derivar 〈N,αk〉 = 0, k = 1, 2, 3, em relac¸a˜o a ul, l 6= k,
l = 1, 2, 3. Segue que
〈N2, α1〉+ 〈N,α12〉 = 0 (1.1)
〈N3, α1〉+ 〈N,α13〉 = 0 (1.2)
〈N1, α2〉+ 〈N,α12〉 = 0 (1.3)
〈N3, α2〉+ 〈N,α23〉 = 0 (1.4)
〈N1, α3〉+ 〈N,α13〉 = 0 (1.5)
〈N2, α3〉+ 〈N,α23〉 = 0 (1.6)
De (1.1) e (1.3), temos que
〈N1, α2〉 = 〈α1, N2〉.
De (1.2) e (1.5), temos que
〈N3, α1〉 = 〈α3, N1〉.
De (1.4) e (1.6), temos que
〈N3, α2〉 = 〈α3, N2〉.
Assim, temos o que quer´ıamos.

Proposic¸a˜o 1.7 Existe um endomorfismo1 wα : TM
3 → TM3 satisfazendo
a relac¸a˜o Dα ◦ wα = DNp.
Demonstrac¸a˜o: Como DNp tem sua imagem contida na de Dα(p), podemos
escrever DNp na base {α1, α2, α3} de TM3. De fato,
N1 = a11α1 + a21α2 + a31α3
N2 = a12α1 + a22α2 + a32α3
N3 = a13α1 + a23α2 + a33α3
1E´ um processo de transformac¸a˜o de um conjunto sobre ele mesmo que na˜o altera as
operac¸o˜es definidas.
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Da´ı,
DNp(u
′
1, u
′
2, u
′
3) =N1u
′
1 +N2u
′
2 +N3u
′
3
=(a11α1 + a21α2 + a31α3)u
′
1
+ (a12α1 + a22α2 + a32α3)u
′
2
+ (a13α1 + a23α2 + a33α3)u
′
3
=(a11u
′
1 + a12u
′
2 + a13u
′
3)α1
+ (a21u
′
1 + a22u
′
2 + a23u
′
3)α2
+ (a31u
′
1 + a32u
′
2 + a33u
′
3)α3.
Assim, definindo
wα =
a11 a12 a13a21 a22 a23
a31 a32 a33
 ,
teremos
Dα ◦ wα =
(
α1 α2 α3
)a11 a12 a13a21 a22 a23
a31 a32 a33

=
(
N1 N2 N3
)
=DNp
Logo, temos o que quer´ıamos.

Definic¸a˜o 1.8 (Curvaturas principais e direc¸o˜es principais) Os valores opos-
tos dos autovalores de wα sa˜o chamados de curvaturas principais e sera˜o de-
notados por k1 ≤ k2 ≤ k3. Os autovetores de wα sa˜o chamados de direc¸o˜es
principais.
O teorema do apeˆndice A mostra que para cada p ∈ α(M3) existe uma
base ortonormal {e1, e2, e3} de Tpα(M3), tal queDNp(e1) = −k1e1, DNp(e2) =
−k2e2, DNp(e3) = −k3e3. Ale´m disso, k1 e k3 (k1 ≤ k2 ≤ k3) sa˜o o ma´ximo
e o mı´nimo da segunda forma fundamental IIp restrita a` esfera unita´ria de
Tpα(M
3); isto e´, sa˜o os valores extremos da curvatura normal em p. E temos
ainda que k2 e´ o ma´ximo de IIp restrito ao c´ırculo unita´rio ortogonal a` e1.
Definic¸a˜o 1.9 (Campos de linhas principais) Os auto-espac¸os associados a`s
curvaturas principais definem treˆs campos de linhas Ck−2 Li(α)(i = 1, 2, 3)
multualmente ortogonais em TM3 (com a me´trica 〈, 〉α) chamados campos
de linhas principais de α.
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Definic¸a˜o 1.10 (Conjunto singular de Li(α)) O conjunto singular de Li(α)
e´ o conjunto Si = {p ∈M : ki(p) na˜o e´ um autovalor simples de wα}
Definic¸a˜o 1.11 (Linhas de curvatura principal) As curvas integrais de Li(α)
(i = 1, 2, 3) fora do seu conjunto singular, sa˜o chamadas linhas de curvatura
principal.
Definic¸a˜o 1.12 (Folheac¸a˜o Principal) A famı´lia de tais curvas, isto e´, a
folheac¸a˜o integral de Li(α) sera˜o denotadas por Fi(α) e sa˜o chamadas de
folheac¸o˜es principais de α.
Definic¸a˜o 1.13 (Ciclo Principal) As folhas compactas de uma folheac¸a˜o
principal sa˜o chamadas de ciclos de curvatura principal ou simplesmente ci-
clos principais.
Definic¸a˜o 1.14 (Ciclo principal hiperbo´lico) Um ciclo principal de Fi(α) e´
chamado hiperbo´lico se a derivada do mapa de Poincare´ associado e´ um iso-
morfismo hiperbo´lico, isto e´, os autovalores na˜o pertencem ao c´ırculo unita´rio
S1 ⊂ C.
1.1 Primeira e segunda formas fundamentais
Definic¸a˜o 1.15 (Primeira forma quadra´tica) Seja α : U ⊂ R3 → α(M3)
uma parametrizac¸a˜o de uma vizinhanc¸a de α(M3), ∀p ∈ α(U), a aplicac¸a˜o
Ip :Tpα(M
3)→ R
w 7→ Ip(w) = 〈w,w〉 = |w|2.
Considerando uma hipersuperf´ıcie dada por α e um ponto p = α(u1, u2, u3),
temos que um vetor w ∈ Tpα(M3) e´ da forma
w =u′1α1(u1, u2, u3) + u
′
2α2(u1, u2, u3) + u
′
3α3(u1, u2, u3)
=u′1α1 + u
′
2α2 + u
′
3α3.
Portanto
Ip(w) =〈u′1α1 + u′2α2 + u′3α3, u′1α1 + u′2α2 + u′3α3〉
=(u′1)
2〈α1, α1〉+ u′1u′2〈α1, α2〉+ u′1u′3〈α1, α3〉+ u′2u′1〈α2, α1〉
+ (u′2)
2〈α2, α2〉+ u′2u′3〈α2, α3〉+ u′3u′1〈α3, α1〉+ u′3u′2〈α3, α2〉
+ (u′3)
2〈α3, α3〉
=(u′1)
2〈α1, α1〉+ (u′2)2〈α2, α2〉+ (u′3)2〈α3, α3〉+ 2u′1u′2〈α1, α2〉
+ 2u′1u
′
3〈α1, α3〉+ 2u′2u′3〈α2, α3〉.
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Tome 〈αi, αj〉 = gij, enta˜o
Ip(w) =(u
′
1)
2g11 + (u
′
2)
2g22 + (u
′
3)
2g33 + 2u
′
1u
′
2g12 + 2u
′
1u
′
3g13
+ 2u′2u
′
3g23.
Definic¸a˜o 1.16 (Segunda forma quadra´tica) A forma quadra´tica IIp asso-
ciada a DNp, definida em Tpα(M
3) por IIp(v) = −〈DNp(v), v〉 e´ chamada a
segunda forma fundamental de α(M3) em p.
Definic¸a˜o 1.17 (Curvatura Normal) Seja C uma curva regular em α(M3)
passando por p ∈ α(M3), k a curvatura de C em p, e cos θ = 〈n,N〉, onde n
e´ o vetor normal a curva C e N e´ o vetor normal a` α(M3) em p. O nu´mero
kn = k cos θ e´ chamado a curvatura normal de C ⊂ α(M3) em p.
Considere uma curva c : I ⊂ R→ α(M3) ⊂ R4 contida em α(M3), dada
por c(t) = α(u1(t), u2(t), u3(t)) e N(t) o vetor normal restrito a` c.
Note que 〈N(t), c′(t)〉 = 0, derivando temos que
−〈DNp(t), c′(t)〉 = 〈N(t), c′′(t)〉.
Assim, podemos tomar IIp(v) = 〈c′′(t0), N(t0)〉, sendo c′(t0) = v.
Temos que
c′(t) =u′1(t)α1(u1(t), u2(t), u3(t)) + u
′
2(t)α2(u1(t), u2(t), u3(t))
+ u′3(t)α3(u1(t), u2(t), u3(t)),
derivando a expressa˜o acima em relac¸a˜o a t, temos
c′′(t) =u′′1α1 + u
′
1(u
′
1α11 + u
′
2α12 + u
′
3α13) + u
′′
2α2 + u
′
2(u
′
1α21
+ u′2α22 + u
′
3α23) + u
′′
3α1 + u
′
3(u
′
1α31 + u
′
2α32 + u
′
3α33)
=u′′1α1 + (u
′
1)
2α11 + u
′′
2α2 + (u
′
2)
2α22 + u
′′
3α3 + (u
′
3)
2α33
+ 2u′1u
′
2α12 + 2u
′
1u
′
2α13 + 2u
′
2u
′
3α23.
Segue que
IIp(v) =〈c′′(t0), N(t0)〉
=〈u′′1α1 + (u′1)2α11 + u′′2α2 + (du2)2α22 + u′′3α3 + (u′3)2α33
+ 2u′1u
′
2α12 + 2u
′
1u
′
2α13 + 2u
′
2u
′
3α23, N〉
=u′′1〈α1, N〉+ (u′1)2〈α11, N〉+ u′′2〈α2, N〉+ (u′2)2〈α22, N〉
+ u′′3〈α3, N〉+ (u′3)2〈α33, N〉+ 2u′1u′2〈α12, N〉
+ 2u′1u
′
2〈α13, N〉+ 2u′2u′3〈α23, N〉
=(u′1)
2〈α11, N〉+ (u′2)2〈α22, N〉+ (u′3)2〈α33, N〉
+ 2u′1u
′
2〈α12, N〉+ 2u′1u′2〈α13, N〉+ 2u′2u′3〈α23, N〉
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Tomando λij = 〈αij, N〉, temos que
IIp(v) =(u
′
1)
2λ11 + (u
′
2)
2λ22 + (u
′
3)
2λ33 + 2u
′
1u
′
2λ12 + 2u
′
1u
′
2λ13
+ 2u′2u
′
3λ23.
O que quer dizer que IIp independe da curva tomada.
Para dar uma interpretac¸a˜o da segunda forma fundamental IIp, considere
que C seja parametrizada pelo comprimento do arco, com c(0) = p. Assim
IIp(c
′(0)) =〈N(0), c′′(0)〉
=〈N, kn〉(p)
=k〈N, n〉(p)
=kn(p).
Em outras palavras, o valor da segunda forma fundamental IIp em um ve-
tor unita´rio v ∈ Tα(M3) e´ igual a` curvatura normal de uma curva regular
passando por p e tangente a v.
Observac¸a˜o 1.18 Observamos que os autovetores de DNp sa˜o pontos cr´ıticos
de kn, visto que estes sa˜o pontos de ma´ximo e mı´nimo de IIp restrita a esfera
unita´ria e ma´ximo de IIp restrita ao c´ırculo unita´rio ortogonal a` e1.
Proposic¸a˜o 1.19 (Olinde Rodrigues) Uma condic¸a˜o necessa´ria e suficiente
para que uma curva conexa e regular C em α(M3) seja uma linha de curva-
tura de α(M3) e´ que
N ′(t) = λ(t)c′(t)
para qualquer parametrizac¸a˜o c(t) de C, onde N(t) = N ◦ c(t) e λ(t) e´ uma
func¸a˜o diferencia´vel de t. Nesse caso, −λ(t) e´ a curvatura (principal) se-
gundo c′(t).
Demonstrac¸a˜o: Seja C uma curva conexa e regular C em α(M3) uma linha
de curvatura de α(M3), e seja c(t) uma parametrizac¸a˜o de C. Como c′(t)
esta´ contido em uma direc¸a˜o principal, enta˜o c′(t) e´ um autovetor de DN e
D(c′(t)) = N ′(t) = λ(t)c′(t).
A rec´ıproca e´ imediata.

Tendo a esfera S3 como domı´nio podemos representar kn(v) =
IIp(v)
Ip(v)
.
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Proposic¸a˜o 1.20 Seja α(u1, u2, u3) uma parametrizac¸a˜o de uma vizinhanc¸a
de α(M3). Um vetor unita´rio w = u′1α1(p) + u
′
2α2(p) + u
′
3α3(p) tangente a
α(M3) em p = α(u01, u
0
2, u
0
3) e´ uma direc¸a˜o principal de curvatura principal
ki se, e somente se, u
′
1, u
′
2, u
′
3 satisfazem o sistema de equac¸o˜es
λ11 − kig11 λ12 − kig12 λ13 − kig13λ12 − kig12 λ22 − kig22 λ23 − kig23
λ13 − kig13 λ23 − kig23 λ33 − kig33
du1du2
du3
 =
00
0
 . (1.7)
Demonstrac¸a˜o: Primeiro, suponhamos que w e´ uma direc¸a˜o principal e
k0 = kn(w) e´ uma curvatura principal e mostramos que w satisfaz (1.7).
Pela observac¸a˜o 1.18, temos que as derivadas parciais de kn em w sa˜o
nulas.
Derivando kn =
IIp
Ip
em relac¸a˜o a u′1, temos
∂kn
∂u′1
(u′1, u
′
2, u
′
3) = (2u
′
1λ11 + 2u
′
2λ12 + 2u
′
3λ13)Ip(u
′
1, u
′
2, u
′
3)
− (2u′1g11 + 2u′2g12 + 2u′3g13)IIp(u′1, u′2, u′3),
sendo |(u′1, u′2, u′3)| = 1, temos que Ip(u′1, u′2, u′3) = 1 e IIp(u′1, u′2, u′3) = k0,
da´ı
∂kn
∂u′1
(u′1, u
′
2, u
′
3) =2u
′
1λ11 + 2u
′
2λ12 + 2u
′
3λ13 − 2u′1g11k0 + 2u′2g12k0
+ 2u′3g13k0
=2(u′1(λ11 − kig11) + u′2(λ12 − kig12) + u′3(λ13 − kig13)) = 0.
O que implica que
u′1(λ11 − kig11) + u′2(λ12 − kig12) + u′3(λ13 − kig13) = 0.
Analogamente, provamos as outras linhas.
Agora, vamos mostrar que se w satisfaz 1.7, enta˜o w e´ uma direc¸a˜o prin-
cipal e kn(u
′
1, u
′
2, u
′
3) = k0.
Como por hipo´tese, temos que∣∣∣∣∣∣
λ11 − kig11 λ12 − kig12 λ13 − kig13
λ12 − kig12 λ22 − kig22 λ23 − kig23
λ13 − kig13 λ23 − kig23 λ33 − kig33
∣∣∣∣∣∣ = 0,
podemos tomar (u′1, u
′
2, u
′
3) 6= 0.
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Multiplicando a primeira linha do sistema 1.7 por du1, a segunda du2 e a
terceira por du3, temos que
(λ11 − kig11)(du1)2 + (λ12 − kig12)du1du2 + (λ13 − kig13)du1du3 = 0
(λ12 − kig12)du1du2 + (λ22 − kig22)(du2)2 + (λ23 − kig23)du2du3 = 0
(λ13 − kig13)du1du3 + (λ23 − kig23)du2du3 + (λ33 − kig33)(du3)2 = 0.
Somando as equac¸o˜es acima temos
(λ11 − kig11)(du1)2 + (λ22 − kig22)(du2)2 + (λ33 − kig33)(du3)2
+2(λ12 − kig12)du1du2 + 2(λ13 − kig13)du1du3 + 2(λ23 − kig23)du2du3 = 0
Colocando k0 em evideˆncia, temos
λ11(du1)
2 + λ22(du2)
2 + λ33(du3)
2 + 2λ12du1du2 + 2λ13du1du3 + 2λ23du2du3
g11(du1)2 + g22(du2)2 + g33(du3)2 + 2g12du1du2 + 2g13du1du3 + 2g23du2du3
=
λ11(u
′
1)
2 + λ22(u
′
2)
2 + λ33(u
′
3)
2 + 2λ12u
′
1u
′
2 + 2λ13u
′
1u
′
3 + 2λ23u
′
2u
′
3
g11(u′1)2 + g22(u
′
2)
2 + g33(u′3)2 + 2g12u
′
1u
′
2 + 2g13u
′
1u
′
3 + 2g23u
′
2u
′
3
= k0 = kn(u
′
1, u
′
2, u
′
3),
disto temos que w e´ uma direc¸a˜o principal.

1.2 O mapa de Poincare´
Seja C = {α ◦ c(u1); 0 ≤ u1 ≤ L} um ciclo principal de α(M3) de com-
primento L do campo de linhas de curvatura principal Li(α).
Definic¸a˜o 1.21 (Sec¸a˜o transversal) Uma aplicac¸a˜o diferencia´vel f : A ⊂
R2 → α(M3) de classe Cr chama-se sec¸a˜o transversal a Li(α) (de classe Cr)
quando, para todo a ∈ A, Df(a)(R2) e ei(u1) geram um espac¸o de dimensa˜o
treˆs, sendo ei(u1) a direc¸a˜o principal no ponto f(a) associado a Li(α). Seja
Σ = f(A) munido da topologia induzida. Se f : A → Σ for um homeomor-
fismo, diz-se que Σ e´ uma sec¸a˜o transversal de Li(α).
Definic¸a˜o 1.22 (A Aplicac¸a˜o de Poincare´) Sejam p ∈ C, V uma vizinhanc¸a
de p e Σ uma sec¸a˜o transversal de Li(α) em p. A Aplicac¸a˜o de Poincare´
Π : V ∩ Σ→ Σ e´ tal que Π(q) e´ o primeiro ponto onde a linha de curvatura
a que q pertence φ(t, q), partindo de q, intercepta novamente a sec¸a˜o Σ.
10
Vamos mostrar que a Aplicac¸a˜o de Poincare´ esta´ bem definida. Para
isso, devemos garantir que para q pro´ximo a p, φ(t, q) volte a inteceptar Σ.
Isso e´ garantido pela continuidade das linhas de curvatura de L, pois para
todo ponto q ∈ V ∩ Σ pro´ximo de p a linha de curvatura φ(t, q) permanece
pro´xima C, com t em um intervalo compacto pre´-fixado. Deve-se garantir
ainda que existe uma sec¸a˜o transversal de Li(α) em p ∈ C. Isso e´ provado
na proposic¸a˜o abaixo.
Proposic¸a˜o 1.23 Seja p ∈ α(M3) um ponto regular de Li(α). Existe pelo
menos uma sec¸a˜o transversal de Li(α) passando por p.
Demonstrac¸a˜o: De fato, como p e´ regular, enta˜o ei(u1) = Li(α)(p) e´ na˜o
nulo, o que significa que existem vi ∈ Rn, i = 1, 2, tal que {v1, v2, e1(u1)} e´
linearmente independente.
Seja T : R2 → R4 dada por T (x1, x2) = x1v2 + x1v2.
Afirmac¸a˜o 1: T e´ linear.
De fato, sejam (x1, x2), (y1, y2) ∈ R2, enta˜o
T (x1, x2) + λT (y1, y2) =(x1v1 + x2v2) + λ(y1v1 + y2v2)
=(x1 + λy1)v1 + (x2 + λy2)v2
=T (x1 + λy1, x2 + λy2)
Afirmac¸a˜o 2: T e´ injetiva.
De fato, tome (x1, x2), (y1, y2) ∈ R2, tal que T (x1, x2) = T (y1, y2), disto
temos que
x1v1 + x2v2 = y1v1 + y2v2,
o que implica que
x1v1 + x2v2 − y1v1 − y2v2 = 0,
segue que
(x1 − y1)v1 + (x2 − y2)v2 = 0
e portanto xi − yi = 0 para todo i, pois os vi, i = 1, 2, sa˜o linearmente
independentes. Logo T e´ injetiva.
Pelo Teorema do Nu´cleo e da Imagem, ver [1], temos que U = T (R2) e´ um
espac¸o vetorial de dimensa˜o dois, logo existe uma bijec¸a˜o linear Q : U → R2
de U em R2.
Defina g : R2 → R4 dada por g(x1, x2) = p + T (x1, x2). Como g e´
diferencia´vel, logo e´ cont´ınua. E sendo g−1
∣∣
U
, dada por g−1
∣∣
U
(v) = Q(p− v)
que tambe´m e´ cont´ınua, temos que g : R2 → U e´ um homeomorfismo.
Como α(M3) e´ aberto, temos que existe uma vizinhanc¸a V de p, tal
que V ⊂ α(M3). Como g e´ cont´ınua, temos que g−1(V ) e´ aberto e sendo
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g(0) = p, temos que g−1(V ) e´ uma vizinhanc¸a do 0, logo existe δ > 0 tal que
B(0, δ) ⊂ g−1(V ), ou seja, g(B(0, δ)) ⊂ V ⊂ α(M3). Defina f = g∣∣
B(0,δ)
.
Como f e´ uma restric¸a˜o de g, temos que f e´ diferencia´vel e um home-
omorfismo sobre sua imagem. E como, f(0) = p e seja v ∈ R2, temos que
Df(v) = D(p + T (v)) = DT (v) = T (v). Assim,a matriz jacobiana de Df(v)
e´ a matriz 4× 2), cujas colunas sa˜o os vetores v1 e v2, ou seja,
[Df(v)] = [v1 v2].
Da´ı temos que f e´ uma sec¸a˜o transversal local de Li(α) em p e sendo f um
homeomorfismo sobre sua imagem, temos que Σ = f(B(0, δ)) e´ uma sec¸a˜o
transversal de Li(α).

Proposic¸a˜o 1.24 A Aplicac¸a˜o de Poincare´ e´ um difeomorfismo de classe
Ck−2.
Demonstrac¸a˜o: O corola´rio do Teorema do Fluxo Tubular, ver [9], garante
a existeˆncia de uma vizinhanc¸a V de p em R4 e um difeomorfismo τ : V → R
, tal que τ(V ∩Σ) = 0, sendo τ(q) e´ o tempo que φ(t, q) leva para interceptar
Σ. Enta˜o podemos definir
Π(q) = φ(T + τ(φ(T, q)), q).
Como φ(s, q) satisfaz a equac¸a˜o de Rodrigues N ′(s) = λi(s)φ(s, q) e N e´
de classe Ck−1, temos que que φ e τ sa˜o de classe Ck−2.
Disto, vemos que Π e´ a composic¸a˜o de func¸o˜es de classe Ck−2, logo e´ de
classe Ck−2. A inversa Π−1 : Σ1 → Σ0 tambe´m e´ de classe Ck−2 e mostramos
de modo ana´logo tomando o campo −L1(α). Portanto, Π e´ um difeomorfismo
Ck−2.

1.3 Equac¸o˜es de Darboux para um ciclo prin-
cipal
Proposic¸a˜o 1.25 As equac¸o˜es de Darboux para a curva α◦ c sa˜o dadas pelo
seguinte sistema
e′1(u1)
e′2(u1)
e′3(u1)
N ′(u1)
 =

0 w12 w13 k1
−w12 0 w23 0
−w13 −w23 0 0
−k1 0 0 0


e1(u1)
e2(u1)
e3(u1)
N(u1)
 (1.8)
onde wij = 〈∇e1ei, ej〉.
12
Demonstrac¸a˜o: Queremos mostrar que
〈e′1(u1), e1(u1)〉 = 〈e′2(u1), e2(u1)〉 =〈e′3(u1), e3(u1)〉 = 〈N ′(u1), N(u1)〉 = 0
(1.9)
k1 = 〈e′1(u1), N(u1)〉 =− 〈N ′(u1), e1(u1)〉 (1.10)
〈e′2(u1), N(u1)〉 =〈e2(u1), N ′(u1)〉 = 0 (1.11)
〈e′3(u1), N(u1)〉 =〈e3(u1), N ′(u1)〉 = 0 (1.12)
w12 = 〈e′1(u1), e2(u1)〉 =− 〈e′2(u1), e1(u1)〉, (1.13)
w13 = 〈e′1(u1), e3(u1)〉 =− 〈e′3(u1), e1(u1)〉 (1.14)
w23 = 〈e′2(u1), e3(u1)〉 =− 〈e′3(u1), e2(u1)〉 (1.15)
Temos que 〈e1(u1), e1(u1)〉 = 1, derivando em relac¸a˜o a u1, temos
2〈e′1(u1), e1(u1)〉 = 0, logo 〈e′1(u1), e1(u1)〉 = 0. Da mesma forma mostramos
que 〈e′2(u1), e2(u1)〉 = 〈e′3(u1), e3(u1)〉 = 〈N ′(u1), N(u1)〉 = 0, provando assim
(1.9).
Agora, temos que
−〈e1(u1), N ′(u1)〉 = −〈e1(u1),−k1(u1)e1(u1)〉 = k1(u1)
e sabemos que 〈e1(u1), N(u1)〉 = 0, o que implica
〈e′1(u1), N(u1)〉+ 〈e1(u1), N ′(u1)〉 = 0,
logo
〈e′1(u1), N(u1)〉 = −〈e1(u1), N ′(u1)〉,
provando assim (1.10).
Note que
〈N ′(u1), e2(u1)〉 = 〈k1(u1)e1(u1), e2(u1)〉 = k1(u1)〈e1(u1), e2(u1)〉 = 0
e sabemos que 〈e2(u1), N(u1)〉 = 0, o que implica
〈e′2(u1), N(u1)〉+ 〈e2(u1), N ′(u1)〉 = 0,
portanto
〈e′2(u1), N(u1)〉 = −〈e2(u1), N ′(u1)〉.
Do mesmo modo mostramos que 〈e′3(u1), N(u1)〉 = 〈e3(u1), N ′(u1)〉 = 0,
provando assim (1.11) e (1.12).
Note que se mostrarmos que ∇e1(u1)e1(u1) = e′1(u1), teremos que
〈e′1(u1), e2(u1)〉 = 〈∇e1(u1)e1(u1), e2(u1)〉 = w12.
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Seja e1(u1) =
∑
i fivi, onde {v1, . . . , vn} e´ a base canoˆnica do R4, assim
∇e1(u1)e1(u1) =∇∑i fivi
∑
j
fjvj
=
∑
i
fi∇vi
∑
j
fjvj
=
∑
i
fi
∑
j
∇vifjvj
=
∑
i
fi
∑
j
(fj∇vivj + vi(fj)vj)
visto que ∇vivj = 0, ∀i, j = 1, 2, temos
∇e1(u1)e1(u1) =
∑
i,j
fivi(fj)vj =
∑
j
e1(fj)uj =
∑
j
f ′juj = e
′
1(u1).
E como 〈e1(u1), e2(u1)〉 = 0, temos que
〈e′1(u1), e2(u1)〉+ 〈e1(u1), e′2(u1)〉 = 0,
logo
〈e′1(u1), e2(u1)〉 = −〈e1(u1), e′2(u1)〉.
De modo ana´logo, mostramos que
w13 = 〈e′1(u1), e3(u1)〉 = −〈e′3(u1), e1(u1)〉
e w23 = 〈e′2(u1), e3(u1)〉 = 〈e′3(u1), e2(u1)〉, provando assim (1.13), (1.14) e
(1.15).

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Cap´ıtulo 2
Coordenadas em torno de
Ciclos Principais
Seja α ∈ J∞,r e c um ciclo principal (folha compacta) de Fi(α). A fim
de fixar notac¸a˜o vamos supor i = 1.
Suponha que c : I ⊂ R→ α(M3) uma parametrizac¸a˜o pelo comprimento
de arco u1 de c, c(u1) = c(u1 + L), onde L e´ o comprimento de arco de c.
Denote por e1(u1) = Dα(c(u1))(c
′(u1)) o vetor tangente da curva α ◦ c
e por e2(u1), e3(u1) os vetores tangentes unita´rios das linhas de curvaturas
principais correspondentes a`s folheac¸o˜es F2(α) e F3(α) e tal que Nα(u1) =
(e1 ∧ e2 ∧ e3)(u1) e´ a normal positiva a` α no ponto c(u1) ≡ α(c(u1)).
Lemma 2.1 Seja c um ciclo principal da folheac¸a˜o F1(α). Enta˜o a ex-
pressa˜o
α(u1, u2, u3) = (α ◦ c)(u1) + u2e2(u1) + u3e3(u1)
+
[
1
2
k2(u1)u
2
2 +
1
2
k3(u1)u
2
3 + A(u1, u2, u3)
]
Nα(u1) (2.1)
onde A(u1, 0, 0) = 0 e
A(u1, u2, u3) =
1
6
a(u1)u
3
2 +
1
2
b(u1)u2u
2
3 +
1
2
d(u1)u
2
2u3
+
1
6
c(u1)u
3
3 +O[(u
2
2 + u
2
3)
2],
define uma carta de classe C∞ na vizinhanc¸a de c.
Demonstrac¸a˜o: Defina g : R4 → R4, dada por
g(u1, u2, u3, w) = (α ◦ c)(u1) + u2e2(u1) + u3e3(u1) + wNα(u1).
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Note que
g(u1, 0, 0, 0) = (α ◦ c)(u1).
Temos que
[Dg(u1, 0, 0, 0)] =
[
e1(u1) e2(u1) e3(u1) Nα(u1)
]
.
Como {e1(u1), e2(u1), e3(u1), Nα(u1)} e´ uma base do R4,
det(Dg(u1, 0, 0, 0)) 6= 0.
Disto temos pelo Teorema da Func¸a˜o Inversa, ver [8], que g e´ um difeomor-
fismo local.
Observe que no R4, o hiperplano gerado por [e2, e3, Nα] intersecta α(M3)
transversalmente. Essa intersecc¸a˜o e´ uma superf´ıcie regular tangente ao
plano gerado por [e2, e3]. De fato, seja H o hiperplano gerado por
[e2(u1), e3(u1), Nα(u1)], isto e´,
H = {ae2(u1) + be3(u1) + cNα(u1); a, b, c ∈ R}.
Note que H e´ um subespac¸o do R4 de dimensa˜o treˆs, cujo o plano tangente
e´ o pro´prio H. Temos que Tpα(M
3) = [e1(u1), e2(u1), e3(u1)]. Assim, TpH ∩
Tpα(M
3) = [e2(u1), e3(u1)].
Tome S = H ∩ α(M3). Note que TpS = [e2(u1), e3(u1)], logo S e´ uma
superf´ıcie regular.
Se fixarmos um u1 teremos a aplicac¸a˜o identidade na base {e2(0), e3(0), Nα(0)}
com origem em α(c(u1)) e sendo g ser um difeomorfismo local podemos es-
crever w em func¸a˜o de u2 e u3, ou seja, w = h(u2, u3). Assim, podemos
parametrizar S com X : V ⊂ R2 → R3 dada por
X(u2, u3) = (u2, u3, h(u2, u3)),
sendo que V e´ uma vizinhanc¸a do (0, 0). Tal parametrizac¸a˜o e´ chamada carta
de Monge.
Disto, temos que α : U ⊂ R3 → R4 dada por
α(u1, u2, u3) = (α ◦ c)(u1) + u2e2(u1) + u3e3(u1) + h(u2, u3)(u1)Nα(u1).
Usaremos a carta de monge de S para encontrarmos o desenvolvimento
da se´rie de Taylor da func¸a˜o h, que e´ dada por
h(u2, u3) = a00 + a01u2 + a02u3 + a11u
2
2 + a12u2u3 + a22u
2
3 + A(u2, u3).
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Vamos encontrar os termos aij, i, j = 0, 1, 2.
O termo a00 = h(0, 0) e como α(u1, 0, 0) = (α ◦ c)(u1), enta˜o h(0, 0) = 0.
Assim,
h(u2, u3) = a01u2 + a02u3 + a11u
2
2 + a12u2u3 + a22u
2
3 + A(u2, u3).
Agora temos que a01 =
∂
∂u2
h(0, 0), por outro lado, note que
∂
∂u2
h(0, 0) = 〈 ∂
∂u2
X(0, 0),
−→
k 〉.
Pore´m, ∂X
∂u2
(0, 0) =
−→
i , da´ı, temos que
a01 =
∂
∂u2
h(0, 0) = 0.
De igual modo, temos que
a02 =
∂
∂u3
h(u2, u3) = 〈 ∂
∂u3
X(u2, u3),
−→
k 〉 = 〈−→j ,−→k 〉 = 0.
Da´ı,
h(u2, u3) = a11u
2
2 + a12u2u3 + a22u
2
3 + A(u2, u3).
Para encontrarmos o valor de a11, a12 e a22, vamos calcular a matriz da
derivada da normal de X, DN̂ , na base de autovetores. Primeiro, vamos
calcular N̂ .
Temos que
X1(u2, u3) = (1, 0, h1(u2, u3))
X2(u2, u3) = (0, 1, h2(u2, u3)),
onde Xi(u2, u3) =
∂
∂ui
X(u2, u3) e hi(u2, u3) =
∂
∂ui
h(u2, u3), i, j = 1, 2. Enta˜o
X1(u2, u3)×X2(u2, u3) =
∣∣∣∣∣∣
−→
i
−→
j
−→
k
1 0 h1(u2, u3)
0 1 h2(u2, u3))
∣∣∣∣∣∣ = (−h1(u2, u3), h2(u2, u3), 1)
|X1(u2, u3)×X2(u2, u3)| =
√
(h21(u2, u3) + h
2
2(u2, u3) + 1).
Da´ı,
N̂ =
1√
(h21(u2, u3) + h
2
2(u2, u3) + 1)
(−h1(u2, u3), h2(u2, u3), 1).
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A matriz de DN̂ na base de autovetores e´ dada por
DN̂(u2,u3) =
(
b11(u2, u3) b12(u2, u3)
b21(u2, u3) b22(u2, u3)
)
,
sendo b11(u2, u3) =
fF−eG
EG−F 2 (u2, u3), b12(u2, u3) =
gF−fG
EG−F 2 (u2, u3), b21(u2, u3) =
eF−fE
EG−F 2 (u2, u3) e b22(u2, u3) =
fF−gE
EG−F 2 (u2, u3).
Vamos calcular os coeficientes da primeira e segunda forma de X.
E(u2, u3) =〈X1(u2, u3), X1(u2, u3)〉 = 〈(1, 0, h1(u2, u3)), (1, 0, h1(u2, u3))〉
=1 + [h1(u2, u3)]
2
F (u2, u3) =〈X1(u2, u3), X2(u2, u3)〉 = 〈(1, 0, h1(u2, u3)), (0, 1, h2(u2, u3))〉
=h1(u2, u3)h2(u2, u3)
G(u2, u3) =〈X2(u2, u3), X2(u2, u3)〉 = 〈(0, 1, h2(u2, u3)), (0, 1, h2(u2, u3))〉
=1 + [h2(u2, u3)]
2
X11(u2, u3) =(0, 0, h11(u2, u3))
X12(u2, u3) =(0, 0, h12(u2, u3))
X22(u2, u3) =(0, 0, h22(u2, u3)),
enta˜o
e(u2, u3) =〈X11(u2, u3), N̂(u2, u3)〉
=
1
Γ
〈(0, 0, h11(u2, u3)), (−h1(u2, u3), h2(u2, u3), 1)〉
=
h11(u2, u3)√
(h21(u2, u3) + h
2
2(u2, u3) + 1)
f(u2, u3) =〈X12(u2, u3), N̂(u2, u3)〉
=
1
Γ
〈(0, 0, h12(u2, u3)), (−h1(u2, u3), h2(u2, u3), 1)〉
=
h12(u2, u3)√
(h21(u2, u3) + h
2
2(u2, u3) + 1)
g(u2, u3) =〈X11(u2, u3), N̂(u2, u3)〉
=
1
Γ
〈(0, 0, h22(u2, u3)), (−h1(u2, u3), h2(u2, u3), 1)〉
=
h22(u2, u3)√
(h21(u2, u3) + h
2
2(u2, u3) + 1)
,
sendo Γ =
√
(h21(u2, u3) + h
2
2(u2, u3) + 1).
18
Assim,
(EG− F 2)(u2, u3) =(1 + h21(u2, u3))(1 + h22(u2, u3))− (h1(u2, u3)h2(u2, u3))2
=1 + h22(u2, u3) + h
2
1(u2, u3) + (h1(u2, u3)h2(u2, u3))
2
− (h1(u2, u3)h2(u2, u3))2
=1 + h22(u2, u3) + h
2
1(u2, u3)
(fF − eG)(u2, u3) = (h12h1h2)(u2, u3)
1 + h22(u2, u3) + h
2
1(u2, u3)
− h11(u2, u3)(1 + h
2
2(u2, u3))
1 + h22(u2, u3) + h
2
1(u2, u3)
(gF − fG)(u2, u3) = (h22h1h2)(u2, u3)
1 + h22(u2, u3) + h
2
1(u2, u3)
− h12(u2, u3)(1 + h
2
2(u2, u3))
1 + h22(u2, u3) + h
2
1(u2, u3)
(eF − fE)(u2, u3) = (h11h1h2)(u2, u3)
1 + h22(u2, u3) + h
2
1(u2, u3)
− h12(u2, u3)(1 + h
2
1(u2, u3))
1 + h22(u2, u3) + h
2
1(u2, u3)
(fF − gE)(u2, u3) = (h12h1h2)(u2, u3)
1 + h22(u2, u3) + h
2
1(u2, u3)
− h22(u2, u3)(1 + h
2
1(u2, u3))
1 + h22(u2, u3) + h
2
1(u2, u3)
,
Segue que
b11(u2, u3) =
(h12h1h2)(u2, u3)− h11(u2, u3)− (h11h22)(u2, u3)
(1 + h22(u2, u3) + h
2
1(u2, u3))
2
b12(u2, u3) =
(h22h1h2)(u2, u3)− h12(u2, u3)− (h12h22)(u2, u3)
(1 + h22(u2, u3) + h
2
1(u2, u3))
2
b21(u2, u3) =
(h11h1h2)(u2, u3)− h12(u2, u3)− (h12h21)(u2, u3)
(1 + h22(u2, u3) + h
2
1(u2, u3))
2
b22(u2, u3) =
(h12h1h2)(u2, u3)− h22(u2, u3)− (h22h21)(u2, u3)
(1 + h22(u2, u3) + h
2
1(u2, u3))
2
.
Como h1(0, 0) = h2(0, 0) = 0, temos que b11(0, 0) = −h11(0, 0), b12(0, 0) =
−h12(0, 0), b21(0, 0) = −h12(0, 0), b22(0, 0) = −h22(0, 0).
Como
−→
i e
−→
j sa˜o as direc¸o˜es principais de X em (0, 0) e
DN̂(0,0) =
(−k2(0, 0) 0
0 −k3(0, 0)
)
e vimos que
DN̂(0,0) =
(−h11(0, 0) −h12(0, 0)
−h12(0, 0) −h22(0, 0)
)
.
Disto temos que h11(0, 0) = k2(0, 0), h22(0, 0) = k3(0, 0) e h12(0, 0) = h21(0, 0) =
0 e sendo a11(u2, u3) =
h11(u2,u3)
2
, a12(u2, u3) =
h12(u2,u3)
2
e a22(u2, u3) =
h22(u2,u3)
2
, temos que
h(u2, u3) =
k2(u1, 0, 0)
2
u2 +
k3(u1, 0, 0)
2
u3 + A(u1, u2, u3).
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Sabemos que A(u2, u3) =
1
6
Dh3(0, 0)(u2, u3)
3 +O(4). Sendo
D3h(0, 0)(u2, u3)
3 =
∑ ∂3
∂xi∂xj∂xk
h(0, 0)ui+1uj+1uk+1
=h111(u2, u3)u
3
2 + h112(u2, u3)u
2
2u3 + h121(u2, u3)u
2
2u3
+ h122(u2, u3)u2u
2
3 + h211(u2, u3)u
2
2u3 + h212(u2, u3)u2u
2
3
+ h221(u2, u3)u2u
2
3 + h222(u2, u3)u
2
3
=h111(u2, u3)u
3
2 + 3h112(u2, u3)u
2
2u3 + 3h122(u2, u3)u2u
2
3
+ h222(u2, u3)u
3
3.
Queremos mostrar que
h111(0, 0) =
∂
∂u2
k2(u1, 0, 0),
h122(0, 0) =
∂
∂u2
k3(u1, 0, 0),
h112(0, 0) =
∂
∂u3
k2(u1, 0, 0)
h222(0, 0) =
∂
∂u3
k3(u1, 0, 0).
Note que DN̂ : U ⊂ R2 → L(R2), enta˜o
∂
∂u2
DN̂(u2,u3) =
( ∂
∂u2
k2(u2, u3) 0
0 ∂
∂u2
k3(u2, u3)
)
e
∂
∂u3
DN̂(u2,u3) =
( ∂
∂u3
k2(u2, u3) 0
0 ∂
∂u3
k3(u2, u3)
)
,
por outro lado
∂
∂u2
DN̂(u2,u3) =
( ∂
∂u2
b11(u2, u3)
∂
∂u2
b12(u2, u3)
∂
∂u2
b21(u2, u3)
∂
∂u2
b22(u2, u3)
)
e
∂
∂u3
dN̂(u2,u3) =
( ∂
∂u3
b11(u2, u3)
∂
∂u3
b12(u2, u3)
∂
∂u3
b21(u2, u3)
∂
∂u3
b22(u2, u3)
)
.
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Disto temos que
∂
∂u2
k2(u2, u3) =
∂
∂u2
b11(u2, u3),
∂
∂u2
k3(u2, u3) =
∂
∂u2
b22(u2, u3),
∂
∂u3
k2(u2, u3) =
∂
∂u3
b11(u2, u3)e
∂
∂u3
k3(u2, u3) =
∂
∂u3
b22(u2, u3).
Assim,
∂
∂u2
b11(u2, u3) =[
h112h1h2 + h12h11h2 + h12h1h12 − h111 − h111h22 − 2h11h2h12
(1 + h22 + h
2
1)
2
−2[h12h1h2 − h11 − h11h
2
2][2h2h12 + 2h1h11
(1 + h22 + h
2
1)
2
]
(u2, u3)
∂
∂u2
b22(u2, u3) =[
h122h1h2 + h12h12h2 + h12h1h22 − h222 − h222h21 − 2h22h1h12
(1 + h22 + h
2
1)
2
−2[h12h1h2 − h22 − h22h
2
1][2h2h22 + 2h1h12
(1 + h22 + h
2
1)
2
]
(u2, u3)
∂
∂u3
b11(u2, u3) =[
h122h1h2 + h12h12h2 + h12h1h22 − h112 − h112h22 − 2h11h2h22
(1 + h22 + h
2
1)
2
−−2[h12h1h2 − h11 − h11h
2
2][2h2h22 + 2h1h12
(1 + h22 + h
2
1)
2
]
(u2, u3)
∂
∂u2
b22(u2, u3) =[
h112h1h2 + h12h11h2 + h12h1h12 − h221 − h221h22 − 2h22h1h11
(1 + h22 + h
2
1)
2
−−2[h12h1h2 − h22 − h22h
2
1][2h2h22 + 2h1h12
(1 + h22 + h
2
1)
2](u2, u3)
]
.
Como h1(0, 0) = h2(0, 0) = 0, temos que
∂
∂u2
b11(0, 0) = −h111(0, 0),
21
∂
∂u3
b22(0, 0) = −h222(0, 0), ∂∂u3 b11(0, 0) = −h112(0, 0) e
∂
∂u2
b22(0, 0) = −h112(0, 0). Disto temos o que quer´ıamos.

2.1 Primeira e segunda forma fundamentais
No que se segue vamos calcular os coeficientes da primeira e segunda
forma fundamental de α na vizinhanc¸a de c, na carta (u1, u2, u3) dado pelo
lema 2.1.
Dados α ∈ J∞,r e (u1, u2, u3) as coordenadas dadas pelo lema 2.1, as
seguintes notac¸o˜es sera˜o usadas: w′i,j =
dwij
du1
, Ai =
∂A
∂ui
, αi =
∂α
∂ui
, αij =
∂2α
∂ui∂uj
,
gij = 〈αi, αj〉 e λij = 〈αij, N〉.
As func¸o˜es gij e λij sa˜o respectivamente os coeficientes da primeira e
segunda formas fundamentais de α, expressa nas coordenadas (u1, u2, u3).
Diferenciando a equac¸a˜o (2.1) em relac¸a˜o a u1, obtemos:
α1(u1, u2, u3) =D(α)(c(u1))c
′(u1) + u2e′2(u1) + u3e
′
3(u1) +
(
1
2
k′2(u1)u2
2
+
1
2
k′3(u1)u3
2 +
1
6
a′(u1)u23 +
1
2
b′(u1)u2u32 +
1
2
d′(u1)u22u3
+
1
6
c′(u1)u33
)
Nα(u1) +
(
1
2
k2(u1)u2
2 +
1
2
k3(u1)u3
2
+
1
6
a(u1)u2
3 +
1
2
b(u1)u2u3
2 +
1
2
d(u1)u2
2u3 +
1
6
c(u1)u3
3
)
N ′α(u1)
usando as equac¸o˜es de Darboux 1.8, temos
α1(u1, u2, u3) =
(
1− u2w12(u1)− u3w13(u1)−
(
1
2
k2(u1)u2
2 +
1
2
k3(u1)u3
2
+
1
6
a(u1)u2
3 +
1
2
b(u1)u2u3
2 +
1
2
d(u1)u2
2u3 +
1
6
c(u1)u3
3)
k1(u1))e1(u1) + u2w23(u1)e3(u1)− u3w23(u1)e2(u1)
+
(
1
2
k′2(u1)u2
2 +
1
2
k′3(u1)u3
2 +
1
6
a′(u1)u23 +
1
2
b′(u1)u2u32
+
1
2
d′(u1)u22u3 +
1
6
c′(u1)u33
)
Nα(u1)
22
Diferenciando a equac¸a˜o (2.1) em relac¸a˜o a u2 e a u3, obtemos respectiva-
mente
α2(u1, u2, u3) =e2 (u1) +
(
k2 (u1)u2 +
1
2
a (u1)u2
2 +
1
2
b (u1)u3
2
+d (u1)u2u3 +O(3))Nα (u1)
α3(u1, u2, u3) =e3 (u1) +
(
k3 (u1)u3 + b (u1)u2u3 +
1
2
d (u1)u2
2
+
1
2
c (u1)u3
2 +O(3)
)
Nα (u1)
Diferenciando as treˆs equac¸o˜es acima, obtemos:
α11(u1, u2, u3) =[−(w′12 + w13w23)u2 + (−w′13 + w12w23)u3 +O(2)]e1
+ [w12 − w212u2 − (w231 + w12w13)u3 +O(2)]e2
+ [w13 + (w
′
23 − w13w12)u2 − (w223 + w213)u3 +O(2)]e3
+ [k1 − w12k1u2 − w13k1u3 +O(2)]N,
α12(u1, u2, u3) =− [w12 + k1k2u2 + k1A2]e1 + w23e3 + (k′2u2 + A12)N
α13(u1, u2, u3) =− [w13(u1) + k1k3u3 + k1A3]e1(u1)− w23e2 + (k′3u3 + A13)N
α22(u1, u2, u3) =(k2 + au2 + du3 +O(2))N
α23(u1, u2, u3) =(du2 + bu3 +O(2))N
α33(u1, u2, u3) =(k3 + bu2 + cu3 +O(2))N.
Agora vamos encontrar o vetor unita´rio N ,
N(u1, u2, u3) =−
[
1
2
k′2u
2
2 +
1
2
k′3u
2
3 +O(3)
]
e1 −
[
k2u2 +
1
2
au22 + du2u3
+
1
2
bu23 +O(3)
]
e2 −
[
k3u3 +
1
2
du22 + bu2u3 +
1
2
cu23 +O(3)
]
e3 +
[
1− 1
2
k22u
2
2 −
1
2
k23u
2
3 +O(3)
]
N
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E por fim vamos calcular os coeficientes da primeira e segunda forma,
g11(u1, u2, u3) =1− 2w12u2 − 2w13u3 + (w212 + w223 − k1k2)u22
+ 2w12w13u2u3 + (w
2
13 + w
2
23 − k1k3)u23 +O(3)
g12(u1, u2, u3) =− w23u3 +O(3)
g13(u1, u2, u3) =w23u2 +O(3)
g22(u1, u2, u3) =1 + k
2
2u
2
2 +O(3)
g23(u1, u2, u3) =k2k3u2u3 +O(3)
g33(u1, u2, u3) =1 + k
2
3u
2
3 +O(3)
λ11(u1, u2, u3) =k1 − w12(k1 + k2)u2 − w13(k1 + k3)u3 +O(2)
λ12(u1, u2, u3) =k
′
2u2 − w23k3u3 +O(2)
λ13(u1, u2, u3) =w23k2u2 + k
′
3u3 +O(2)
λ22(u1, u2, u3) =k2 + au2 + du3 +O(2)
λ23(u1, u2, u3) =du2 + bu3 +O(2)
λ33(u1, u2, u3) =k3 + bu2 + cu3 +O(2)
Os coeficiente da primeira e segunda forma e o vetor normal da hipersu-
perf´ıcie foram escritos usando o desenvolvimento de Taylor.
Observac¸a˜o 2.2 Na equac¸o˜es acima O(n), n = 2, 3, significam O[(u22, u
2
3)
n
2 ].
2.2 A derivada da Transformac¸a˜o de Poin-
care´
Seja c um ciclo principal da folheac¸a˜o F1(α). A fim de estudar o com-
portamento de F1(α) na vizinhanc¸a de c vamos estudar o mapa de Poincare´
Π associado a` F1(α).
Proposic¸a˜o 2.3 Considerando as coordenadas dadas no Lema 2.1, os con-
juntos {u1 = 0} = {α(0, u2, u3), (u2, u3) ∈ A} e {u1 = L} = {α(L, u2, u3),
(u2, u3) ∈ B} sa˜o sec¸o˜es transversais do campo de linhas de curvatura L1(α).
Demonstrac¸a˜o: Defina f : A ⊂ R2 → α(M3) dada por
f(u2, u3) = α(0, u2, u3).
Temos que a derivada de f em (0, 0) e´
Df(0, 0) =
(
α2(0, 0, 0) α3(0, 0, 0)
)
=
(
e2(0) e3(0)
)
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e como a direc¸a˜o associada a L1(α) em f(0, 0) = α(0, 0, 0) e´ e1(0), temos que
f e´ uma sec¸a˜o transversal.
Claramente, temos que f e´ cont´ınua e tendo que
f−1(f(A)) =(〈α(0, u2, u3)− α(c(0)), e2(0)〉, 〈α(0, u2, u3)− α(c(0)), e3(0)〉)
tambe´m cont´ınua, disto temos que f e´ um homeomorfismo. Segue-se que
{u = 0} e´ uma sec¸a˜o transversal. Analogamente provamos que {u1 = L}
tambe´m e´ uma sec¸a˜o transversal.

Proposic¸a˜o 2.4 As sec¸o˜es transversais {u1 = 0} e {u1 = L} sa˜o iguais.
Demonstrac¸a˜o: Sejam u ∈ {u1 = 0} e v ∈ {u1 = 0}, temos que
u = α(c(0)) + u2e2(0) + u3e3(0) + h(u2, u3)Nα(0)
e
v = α(c(L)) + u2e2(L) + u3e3(L) + h(u2, u3)Nα(L).
Como c(0) = c(L), e2(0) = e2(L), e3(0) = e3(L) e Nα(0) = Nα(L), segue
o resultado.
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Seja (u1, u2, u3) a soluc¸a˜o da equac¸a˜o diferencial que define o campo de li-
nhas principais L1(α), com condic¸a˜o inicial (u1, u2, u3)(0, u02, u03) = (0, u02, u03).
Assim, o mapa de Poincare´ Π : V ∩ {u1 = 0} → {u1 = L} e´ definido por
Π(u02, u
0
3) = (u2(L, u
0
2, u
0
3), u3(L, u
0
2, u
0
3)),
onde V e´ uma vizinhanc¸a de p ∈ α ◦ c.
Proposic¸a˜o 2.5 Nas condic¸o˜es acima temos que a derivada do mapa de
Poincare´ Π e´ dada por Π′(0) = U(L), onde U e´ a soluc¸a˜o da seguinte equac¸a˜o
diferencial
U ′ = AU
U(0) = I, A(u1) = A(u1 + L),
(2.2)
onde
A(u1) =
 −k
′
2
k2 − k1
w23(k3 − k1)
k2 − k1−w23(k2 − k1)
k3 − k1
−k′3
k3 − k1
 .
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Demonstrac¸a˜o: A equac¸a˜o diferencial abaixo define as linhas de curvatura
principal associada a curvatura k1λ11 − k1g11 λ12 − k1g12 λ13 − k1g13λ12 − k1g12 λ22 − k1g22 λ23 − k1g23
λ13 − k1g13 λ23 − k1g23 λ33 − k1g33
du1du2
du3
 =
00
0
 , (2.3)
sendo que a condic¸a˜o inicial e´ (0, u02, u
0
2), onde a condic¸a˜o det(λjk−k1gjk) = 0
define o campo de linha principal L1(α).
Vamos encontrar du2 e du3 em func¸a˜o de du1. Para isso, vamos escrever
o sistema (2.3) de forma mais simples como esta´ abaixo
Adu1 +Bdu2 + Cdu3 = 0 I
Bdu1 +Ddu2 + Edu3 = 0 II
Cdu1 + Edu2 + Fdu3 = 0 III
.
De (I), temos
du2 =
−Adu1 − Cdu3
B
IV,
de (II), temos
du3 =
−Bdu1 −Ddu2
E
V
e de (III), temos
du2 =
−Cdu1 − Fdu3
E
V I
du3 =
−Cdu1 − Edu2
F
V II.
Substituindo (VII) em (IV), temos
du2 =
−Adu1 − C
(−Cdu1 − Edu2
F
)
B
=
−AFu1 + C2du1 + CEdu2
BF
o que implica que
du2 =
C2 − AF
BF − CEdu1 V III
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Substituindo (VI) em (V), temos
du3 =
−Bdu1 −D
(−Cdu1 − Fdu3
E
)
E
=
−BEdu1 +DCdu1 +DFdu3
E2
o que implica que
du3 =
DC −BE
E2 −DF du1 IX.
Reescrevendo (VII) e (IX), temos
du2
du1
=
(λ13 − k1g13)2 − (λ11 − k1g11)(λ33 − k1g33)
(λ12 − k1g12)(λ33 − k1g33)− (λ13 − k1g13)(λ23 − k1g23)
du2
du1
=
(λ22 − k1g22)(λ13 − k1g13)− (λ12 − k1g12)(λ23 − k1g23)
(λ23 − k1g23)2 − (λ22 − k1g22)(λ33 − k1g33)
Tomando du2
du1
= F2 e
du3
du1
= F3 e substituindo os valores de gij e λij, temos
F2(u1, u2, u3) =
−k′2
k2 − k1u2 + w23
k3 − k1
k2 − k1u3 + F 2(u1, u2, u3)
F3(u1, u2, u3) =− w23k2 − k1
k3 − k1u2 +
−k′3
k3 − k1u3 + F 3(u1, u2, u3)
onde ∂F i
∂u2
(u1, 0, 0) =
∂F i
∂u3
(u1, 0, 0) = 0, i = 1, 2.
Diferenciando F2 e F3 em relac¸a˜o a u
0
2 e u
0
3, temos que
∂F2
∂u02
(u1, 0, 0) =
( −k′2
k2 − k1
)
.
(
∂u2
∂u02
)
+
(
w23
k3 − k1
k2 − k1
)
.
(
∂u3
∂u02
)
∂F2
∂u03
(u1, 0, 0) =
( −k′2
k2 − k1
)
.
(
∂u2
∂u03
)
+
(
w23
k3 − k1
k2 − k1
)
.
(
∂u3
∂u03
)
∂F3
∂u02
(u1, 0, 0) =
(
−w23k2 − k1
k3 − k1
)
.
(
∂u2
∂u02
)
+
( −k′3
k3 − k1
)
.
(
∂u3
∂u02
)
∂F3
∂u03
(u1, 0, 0) =
(
−w23k2 − k1
k3 − k1
)
.
(
∂u2
∂u03
)
+
( −k′3
k3 − k1
)
.
(
∂u3
∂u03
)
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e sendo
∂
∂u02
(
du2
du1
)
=
d
du1
(
∂u2
∂u02
)
∂
∂u03
(
du2
du1
)
=
d
du1
(
∂u2
∂u03
)
∂
∂u02
(
du3
du1
)
=
d
du1
(
∂u3
∂u02
)
∂
∂u03
(
du3
du1
)
=
d
du1
(
∂u3
∂u03
)
visto que du2
du1
e du3
du1
sa˜o de classe Ck, k ≥ 2, em relac¸a˜o as condic¸o˜es iniciais.
Disso, temos o sistema 2.2 e como
Π′(0) =
(
∂u2
∂u02
∂u3
∂u02
∂u2
∂u03
∂u3
∂u03
)
temos o que quer´ıamos.

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Cap´ıtulo 3
Ciclos Principais Hiperbo´licos
de Hipersuperf´ıcies imersas no
R4
Seja c um ciclo principal de Fi(α) e considere as coordenadas (u1, u2, u3)
dadas pelo lema 2.1. Ale´m disso, suponhamos que k1
∣∣
c
na˜o e´ uma func¸a˜o
constante.
Seja c0 ⊆ c um arco aberto onde dk1(e1)
∣∣
c0
6= 0 e tome a seguinte per-
tubac¸a˜o
α(ε, u1, u2, u3) = α(u1, u2, u3) +
[ε
2
w2(u1)u
2
2 +
ε
2
w3(u1)u
2
3
]
4 (u22 + u23)N(u1)
(3.1)
onde w2, w3 : c → R1 sa˜o func¸o˜es de classe C∞ tal que c0 ⊇ supp(w2) ∪
supp(w3) e 4 e´ uma func¸a˜o C∞, tal que 4(r) = 1 para r = u22 + u23 ≤ δ e
4(r) = 0 para r ≥ 2δ > 0, sendo δ > 0.
Como a nossa pertubac¸a˜o e´ feita apenas no coeficiente de Nα, e α e α(ε)
teˆm contato quadra´tico ao longo dos pontos de c, segue-se que as equac¸o˜es
de Darboux na˜o dependem de ε.
Proposic¸a˜o 3.1
k1(ε, u1) = k1(u1)
k2(ε, u1) = k2(u1) + εw2(u1)
k3(ε, u1) = k3(u1) + εw3(u1)
onde ki(ε, .) denota as func¸o˜es das curvaturas principais correspondentes a`
α(ε, .).
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Demonstrac¸a˜o: Vimos na demonstrac¸a˜o do Lema 2.1 que o dobro do coe-
ficiente de u22 e do coeficente de u
2
3 da func¸a˜o h(u2, u3) sa˜o, respectivamente,
as curvaturas principais k2(u1) e k3(u1) de α(u1, u2, u3). Note que a nossa
pertubac¸a˜o e´ realizada exatamente na func¸a˜o h(u2, u3), que passa ser
h(ε, 0, 0) = (k2(u1) + εw2(u1)∆(0
2 + 02))u22 + (k3(u1) + εw3(u1)∆(0
2 + 02))u23,
como r = 0, temos que r < δ, da´ı temos que ∆(02 + 02) = 1, disto segue o
que quer´ıamos.

Teorema 3.2 Seja c um ciclo principal de F1(α). Suponha que k1 na˜o e´
constante ao longo de c. Enta˜o dado ε > 0 e r ∈ N, existe uma imersa˜o
α ∈ J∞,r tal que ‖α−α‖r < ε1 e c e´ um ciclo principal hiperbo´lico de F1(α).
Demonstrac¸a˜o: Nosso objetivo e´ definir w2(u1) e w3(u1) de forma que c
seja ciclo principal hiperbo´lico de α(ε, u1, u2, u3).
Suponha que a derivada da transformac¸a˜o de Poincare´ Π′(0) = U(L) na˜o
seja um isomorfismo hiperbo´lico, enta˜o ela possui ao menos um autovalor no
c´ırculo unita´rio. Da´ı, podem ocorrer os seguintes casos:
Caso 1: λ1 = λ2.
Caso 2: λ1 = λ2 = ±1.
Caso 3: det(U(L, ε)) 6= 1 e |λ1| = 1.
Vamos verificar para quais casos o teorema e´ va´lido.
Caso 1: Da fo´rmula de Liouvile, temos que
detU(L, ε) = exp
(∫ L
0
trA(u1, ε)du1
)
. (3.2)
Diferenciando a equac¸a˜o (3.2) com respeito a ε, temos
d
dε
(detU(L, ε))
∣∣∣
ε=0
= exp
(∫ L
0
trA(u1, ε)du1
)
· d
dε
∫ L
0
(trA(u1, ε)) du1
∣∣∣
ε=0
.
Usando a proposic¸a˜o 3.1 e lembrando que
A =
( −k′2
k2−k1
w23(k3−k1)
k2−k1−w23(k2−k1)
k3−k1
−k′3
k3−k1
)
,
1‖Diα−Diα‖ < ε, 0 ≤ i ≤ r.
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ver 2.2, temos
d
dε
(detU(L, ε))
∣∣∣
ε=0
= detU(L) ·
∫ L
0
(
d
dε
(trA(u1, ε))
)
du1
∣∣∣
ε=0
=
∫ L
0
[
d
dε
( −k′2 − εw′2
k2 + εw2 − k1 +
−k′3 − εw′3
k3 + εw3 − k1
)]
du1
∣∣∣
ε=0
=
∫ L
0
(−w′2(k2 + εw2 − k1)− w2(−k′2 − εw′2)
(k2 + εw2 − k1)2
+
−w′3(k3 + εw3 − k1)− w3(−k′3 − εw′3)
(k3 + εw3 − k1)2
)
du1
∣∣∣
ε=0
=
∫ L
0
[
w2k
′
2
(k2 − k1)2 −
w′2
k2 − k1 +
w3k
′
3
(k3 − k1)2 −
w′3
k3 − k1
]
du1.
=
∫ L
0
w2k
′
2
(k2 − k1)2du1 −
∫ L
0
w′2
k2 − k1du1
+
∫ L
0
w3k
′
3
(k3 − k1)2du1 −
∫ L
0
w′3
k3 − k1du1
=
∫ L
0
w2k
′
2
(k2 − k1)2du1 −
(
w2
k2 − k1
∣∣∣L
0
+
∫ L
0
w2k
′
2
(k2 − k1)2du1
−
∫ L
0
w2k
′
1
(k2 − k1)2du1
)
+
∫ L
0
w3k
′
3
(k3 − k1)2du1
−
(
w3
k3 − k1
∣∣∣L
0
+
∫ L
0
w3k
′
3
(k3 − k1)2du1 −
∫ L
0
w3k
′
1
(k3 − k1)2du1
)
=
∫ L
0
[
w2k
′
1
(k2 − k1)2 +
w3k
′
1
(k3 − k1)2
]
du1
− w2
k2 − k1
∣∣∣L
0
− w3
k3 − k1
∣∣∣L
0
=
∫ L
0
[
w2k
′
1
(k2 − k1)2 +
w3k
′
1
(k3 − k1)2
]
du1
− w2(L)
k2(L)− k1(L) +
w2(0)
k2(0)− k1(0)
− w3(L)
k3(L)− k1(L) +
w3(0)
k3(0)− k1(0)
=
∫ L
0
[
w2k
′
1
(k2 − k1)2 +
w3k
′
1
(k3 − k1)2
]
du1
+
w2(0)− w2(L)
k2(0)− k1(0) +
w3(0)− w3(L)
k3(0)− k1(0) .
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Assim, temos que
d
dε
(detU(L, ε))
∣∣∣
ε=0
=
∫ L
0
[
w2k
′
1
(k2 − k1)2 +
w3k
′
1
(k3 − k1)2
]
du1,
visto que ki(0) = ki(L) e w2(0) = w2(c(o)) = w3(c(L)) = w3(L), i = 1, 2, 3.
Assim, definindo w2 = w3 = k
′
1, segue-se que
d
dε
(detU(L, ε))
∣∣∣
ε=0
=
∫ L
0
[
(k′1)
2
(k2 − k1)2 +
(k′1)
2
(k3 − k1)2
]
du1.
Como k1|c na˜o e´ constante, resulta que
d
dε
(detU(L, ε))
∣∣∣
ε=0
6= 0.
Sendo assim, conclu´ımos que numa vizinhanc¸a do zero, detU(L, ε) e´ um
difeomorfismo, pelo Teorema da Func¸a˜o Inversa.
Os autovalores de U(L, ε) sa˜o complexos. De fato, denotando λ1(U(L)) =
a+ bi e λ2(U(L)) = a− bi, com b 6= 0, teremos que b(ε) 6= 0 para ε suficien-
temente pequeno, por continuidade, logo λ1(U(L, ε)) e λ2(U(L, ε)) tambe´m
sa˜o complexos.
Assim,
detU(L, ε) = (a(ε))2 + (b(ε))2 6= 1.
Logo, temos que os autovalores de U(L, ε) na˜o pertencem ao c´ırculo
unita´rio.
Assim, podemos concluir que se os autovalores de U(L) sa˜o complexos, e´
poss´ıvel tornar U(L, ε) hiperbo´lico com o tipo de perturbac¸a˜o considerada.
Caso 2: det(U(L, ε) na˜o e´ suficiente para garantir que c sera´ hiperbo´lico,
visto que os seus autovalores sa˜o simples, logo na˜o sa˜o diferencia´veis.
Caso 3: Escrevendo U(L, ε) com o desenvolvimento de Taylor, temos
U(L, ε) = U(L, 0) + ε
∂U
∂ε
(L, 0) +O(ε2).
Como U ′(u1, ε) = A(u1, ε)U(u1, ε), diferenciando em ε e aplicando em ε = 0,
obtemos
d
du1
(
∂U
∂ε
)
(u1, 0) = A(u1)
∂U
∂ε
(u1, 0) +
∂A
∂ε
(u1, 0)U(u1, 0).
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Integrando a expressa˜o acima em u1, temos∫ L
0
d
du1
(
∂U
∂ε
)
(u1, 0)du1 =
∫ L
0
(
A(u1)
∂U
∂ε
(u1, 0) +
∂A
∂ε
(u1, 0)U(u1, 0)
)
du1
o que implica
∂U
∂ε
(L, 0)− ∂U
∂ε
(0, 0) =
∫ L
0
(
A(u1)
∂U
∂ε
(u1, 0) +
∂A
∂ε
(u1, 0)U(u1, 0)
)
du1,
disto, temos
∂U
∂ε
(L, 0) = U(L)
∫ L
0
U−1(u1)
∂A
∂ε
(u1, 0)U(u1)du1
chame
∫ L
0
U−1(u1)∂A∂ε (u1, 0)U(u1)du1 = B.
Lembre que supomos que λ1(U(L)) e λ2(U(L)) sa˜o reais e distintos.
Seja F invert´ıvel tal que
F−1U(L)F =
(
λ1 0
0 λ2
)
, F = (f1, f2),
onde f1 e f2 sa˜o os vetores colunas da matriz F .
Os autovalores de U(L, ε) e F−1U(L)F sa˜o iguais e sa˜o definidos pela
equac¸a˜o
det(U(L, ε)− λ(ε)I) = det(F−1U(L, ε)F − λ(ε)I) = 0.
Desenvolvendo o lado direito temos
det(F−1U(L, ε)F − λ(ε)I) = det(F−1U(L)F + εF−1U(L)BF +O(ε2)
− λ(ε)I) = 0
A fim de fixar notac¸a˜o escreveremos
F−1U(L)BF = F−1U(L)FF−1BF =
(
λ1 0
0 λ2
)(
b11 b12
b21 b22
)
.
Segue que(
λ1 0
0 λ2
)
+ ε
(
λ1 0
0 λ2
)(
b11 b12
b21 b22
)
+O(ε2)−
(
λ1(ε) 0
0 λ2(ε)
)
=
(
0 0
0 0
)
,
o que implica que
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λ1(U(L, ε)) = λ1(U(L)) + ελ1(U(L))b11 +O(ε
2) e
λ2(U(L, ε)) = λ2(U(L)) + ελ2(U(L))b22 +O(ε
2).
Assim, temos que
∂
∂ε
λ1(U(L, ε))
∣∣∣
ε=0
= λ1(U(L))b11 e
∂
∂ε
λ2(U(L, ε))
∣∣∣
ε=0
= λ2(U(L))b22.
Note que b11 = 〈F−1BFv1, v1〉 e b22 = 〈F−1BFv2, v2〉, onde v1 =
(
1
0
)
e
v2 =
(
0
1
)
.
Portanto usando a definic¸a˜o de B e F , obtemos
b11 =
∫ L
0
〈U−1∂A
∂ε
Uf1, (F
−1)∗F−1f1〉du1 (3.3)
b22 =
∫ L
0
〈U−1∂A
∂ε
Uf2, (F
−1)∗F−1f2〉du1, (3.4)
onde F ∗ denota a adjunta da matriz F .
Usando as equac¸o˜es 3.1 segue que
∂A
∂ε
(u1, ε)
∣∣∣
ε=0
=
∂
∂ε

−k′2(ε, u1)
(k2 − k1)(ε, u1)
w23(k3 − k1)(ε, u1))
(k2 − k1)(ε, u1)−w23(k2 − k1)(ε, u1)
(k3 − k1)(ε, u1)
−k′3(ε, u1)
(k3 − k1)(ε, u1)
∣∣∣ε=0
=
∂
∂ε
 −k
′
2 − εw′2
k2 + εw2 − k1
w23(k3 + εw3 − k1)
k2 + εw2 − k1−w23(k2 + εw2 − k1)
k3 + εw3 − k1
−k3 − εw′3
k3 + εw3 − k1
∣∣∣
ε=0
=
( −w′2
k2−k1 +
k′2w2
(k2−k1)2
w23[w3(k2−k1)−w2(k3−k1)]
(k2−k1)2
w23[w2(k3−k1)−w3(k2−k1)]
(k3−k1)2
−w′3
k3−k1 +
k′3w3
(k3−k1)2
)
. (3.5)
Tomando w2(k3−k1) = w3(k2−k1) segue que ∂A∂ε (u1, ε)
∣∣∣
ε=0
e´ uma matriz
diagonal.
Agora realizando a integrac¸a˜o por partes em 3.3 e usando 3.5 obte´m-se
b11 =
∫ L
0
[
P2(u1)w2(u1) + P3(u1)
w2(u1)(k2 − k1)
k3 − k1
]
du1 =
∫ L
0
P (u1)w2(u1)du1
onde P2(0) =
k′1
(k2−k1)2 (0)〈F−1f1, F−1f1〉 6= 0 e
P3(0) =
k′1
(k3 − k1)2 (0)〈F
−1f1, F−1f1〉 6= 0.
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Portanto escolhemos w2, w3 ∈ C∞(c) tal que db11du1 (u1) na˜o e´ identicamente
nulo podemos encontrar ŵ2, ŵ3 ∈ C∞0 (c) tal que b11(L) = b11 6= 0.
Aqui b11(u1) =
∫ u1
0
P (u1)w2(u1)du1.
Um argumento ana´logo deve ser utilizado a fim de garantir que b22 6= 0.
Com isso, mostrarmos que para ε suficientemente pequeno, teremos que
λi(ε) 6= 1, para i = 1, 2. Isso nos diz que neste caso tambe´m podemos tornar
c hiperbo´lico com a pertubac¸a˜o dada.

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Cap´ıtulo 4
Hipersuperf´ıcie em torno de
Ciclos Principais Hiperbo´licos,
um problema inverso
Seja c : [0, L] → R4 uma curva fechada parametrizada pelo compri-
mento de arco s e de comprimento L > 0. Por um abuso de notac¸a˜o de-
notaremos esta curva apenas por c. Consideremos o quadriedro de Frenet
{v1(s), v2(s), v3(s), v4(s)} ao longo de c construido como segue:
Tomamos v1(s) = c
′(s), como c esta´ parametrizada pelo comprimento de
arco, temos que este e´ unita´rio. Tomamos tambe´m τ1(s) = |v′1(s)| e supomos
que τ1(s) 6= 0 para todo s. Definindo v2(s) = τ1(s)−1v′1(s), teremos que
v′1(s) = τ1(s)v2(s), (4.1)
donde segue-se que v2(s) e´ unita´rio e ortogonal a v1(s), ja´ que derivando
〈v1(s), v1(s)〉 = 1 com relac¸a˜o a s obtemos que 〈v1(s), v′1(s)〉 = 0. E derivando
a relac¸a˜o 〈v2(s), v2(s)〉 = 1, temos que
〈v2(s), v2(s)〉′ = 0
o que implica que
〈v′2(s), v2(s)〉 = 0.
Derivando 〈v2(s), v1(s)〉 = 0 em relac¸a˜o a s, temos que
〈v2(s), v1(s)〉′ = 0,
ou seja,
〈v′2(s), v1(s)〉+ 〈v2(s), v′1(s)〉 = 0
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que equivale a
〈v′2(s), v1(s)〉+ 〈v2(s), τ1(s)v2(s)〉 = 0,
logo 〈v′2(s), v1(s)〉 = −τ1. Assim, temos que
v′2(s) = −τ1(s)v1(s) + vetor perpendicular a v1(s) e v2(s).
Definamos τ2(s) = |v′2(s) + τ1(s)v1(s)| e suponhamos que τ2(s) 6= 0, enta˜o
o terceiro vetor do quadriedro de Frenet e´ dado por v3(s) = τ2(s)
−1(v′2(s) +
τ1(s)v1(s)) que e´ unita´rio e ortogonal a v1(s) e v2(s) por construc¸a˜o, ale´m
disso
v′2(s) = −τ1(s)v1(s) + τ2(s)v3(s). (4.2)
Novamente, derivando 〈v3(s), v1(s)〉 = 0 em relac¸a˜o a s, temos que
〈v′3(s), v1(s)〉+ 〈v3(s), v′1(s)〉 = 0,
ou seja,
〈v′3(s), v1(s)〉+ 〈v3(s), τ1(s)v2(s)〉 = 0,
logo 〈v′3(s), v1(s)〉 = 0. E derivando a relac¸a˜o 〈v3(s), v2(s)〉 = 0 em relac¸a˜o a
s, obtemos
〈v′3(s), v2(s)〉+ 〈v3(s), v′2(s)〉 = 0
e usando (4.2), temos
〈v′3(s), v2(s)〉+ 〈v3(s), τ1(s)v1(s) + τ2(s)v3(s)〉 = 0,
logo 〈v′3(s), v2(s)〉 = −τ2(s). Portanto, segue-se que
v′3(s) = −τ2(s)v2(s) + vetor perpendicular a v1(s), v2(s) e v3(s).
Como antes, definimos τ3(s) = |v′3(s)+τ2(s)v2(s)|, supomos que τ3(s) 6= 0
para todo s e tomamos
v4(s) = τ3(s)
−1(v′3(s) + τ2(s)v2(s))
que e´ unita´rio, perpendicular a v1(s), v2(s) e v3(s) e ainda e´ tal que
v′3(s) = −τ2(s)v2(s) + τ3(s)v4(s). (4.3)
Analogamente, das relac¸o˜es 〈v4(s), v3(s)〉 = 0, 〈v4(s), v2(s)〉 = 0 e
〈v4(s), v1(s)〉 = 0 obtemos que 〈v′4(s), v3(s)〉 = −τ3(s), 〈v′4(s), v2(s)〉 = 0
e 〈v′4(s), v1(s)〉 = 0, resultando que
v′4(s) = −τ3(s)v3(s). (4.4)
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Definic¸a˜o 4.1 As func¸o˜es τ1(s), τ2(s), τ3(s) sa˜o chamadas curvaturas ge-
neralizadas.
Proposic¸a˜o 4.2 Se as curvaturas generalizadas sa˜o na˜o nulas, enta˜o os ve-
tores
d
ds
c(s),
d2
ds2
c(s),
d3
ds3
c(s),
d4
ds4
c(s) sa˜o linearmente independentes.
Demonstrac¸a˜o: Temos que
d
ds
c(s) =v1(s)
d2
ds2
c(s) =τ1(s)v2(s)
d3
ds3
c(s) =− (τ1(s))2v1(s) + τ ′1(s)v2(s) + τ1(s)τ2(s)v3(s)
d4
ds4
c(s) =− 3τ1(s)τ ′1(s)v1(s) +
(
τ ′′1 (s)− (τ1(s))3 − τ1(s)(τ2(s))2
)
v2(s)
+ ((τ1(s)τ2(s))
′ + τ ′1(s)τ2(s)) v3(s)
+ τ1(s)τ2(s)τ3(s)v4(s).
a
d
ds
c(s) + b
d2
ds2
c(s) + c
d3
ds3
c(s) + d
d4
ds4
c(s) = 0
o que implica que
av1(s) + bτ1(s)v2(s) + c(−(τ1(s))2v1(s) + τ ′1(s)v2(s) + τ1(s)τ2(s)v3(s))
+ d[−3τ1(s)τ ′1(s)v1(s) +
(
τ ′′1 (s)− (τ1(s))3 − τ1(s)(τ2(s))2
)
v2(s)
+ ((τ1(s)τ2(s))
′ + τ ′1(s)τ2(s)) v3(s) + τ1(s)τ2(s)τ3(s)v4(s)] = 0
que equivale a
(a− c(τ1(s))2 − 3dτ1(s)τ ′1(s))v1(s)
+ (bτ1(s) + cτ
′
1(s) + d
(
τ ′′1 (s)− (τ1(s))3 − τ1(s)(τ2(s))2
)
)v2(s)
+ (cτ1(s)τ2(s) + d ((τ1(s)τ2(s))
′ + τ ′1(s)τ2(s)))v3(s))
+ dτ1(s)τ2(s)τ3(s)v4(s)] = 0.
Como v1(s), v2(s), v3(s), v4(s) sa˜o linearmente independentes, temos que
a− c(τ1(s))2 − 3dτ1(s)τ ′1(s) = 0
bτ1(s) + cτ
′
1(s) + d (τ
′′
1 (s)− (τ1(s))3 − τ1(s)(τ2(s))2) = 0
cτ1(s)τ2(s) + d ((τ1(s)τ2(s))
′ + τ ′1(s)τ2(s)) = 0
dτ1(s)τ2(s)τ3(s) = 0.
(4.5)
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Supondo que τ1(s), τ2(s) e τ3(s) sa˜o na˜o nulas, temos que d = 0 o sistema
4.5 equivale a 
a− c(τ1(s))2 = 0
bτ1(s) + cτ
′
1(s) = 0
cτ1(s)τ2(s) = 0
(4.6)
temos que c = 0 e o sistema 4.6 equivale a{
a = 0
bτ1(s) = 0,
(4.7)
temos que b = 0 e a = 0. Disto temos que os vetores
d
ds
c(s),
d2
ds2
c(s),
d3
ds3
c(s),
d4
ds4
c(s) sa˜o linearmente independentes.

Definic¸a˜o 4.3 Uma curva em R4 cujas curvaturas generalizadas na˜o se anu-
lam e´ chamada curva triregular.
Na construc¸a˜o anterior poder´ıamos supor que τ3(s) = 0 e definir v4 como
sendo o produto exterior de v1, v2 e v3.
Definic¸a˜o 4.4 Uma curva em R4 cujas curvaturas generalizadas τ1(s) e
τ2(s) na˜o se anulam e τ3(s) = 0 e´ chamada espacial.
Para uso posterior destacamos as equac¸o˜es (4.1), (4.2), (4.3) e (4.4).
v′1 = τ1v2
v′2 = −τ1v1 + τ2v3
v′3 = −τ2v2 + τ3v4
v′4 = −τ3v3
, (4.8)
onde omitimos o s para simplificar a notac¸a˜o.
No que segue, iremos sempre supor que τ1 > 0, τ2 > 0 e que c e´ triregular
ou e´ espacial.
Teorema 4.5 (R. Garcia) Seja c : [0, L] → R4 uma curva fechada regular
suave em R4 com curvatura positiva τ1 e de comprimento L > 0, cuja a
equac¸o˜es de Frenet sa˜o satisfeitas. Enta˜o a curva c e´ a unia˜o de linhas
principais.
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Demonstrac¸a˜o: Defina, N = y(s)v2(s) + z(s)v3(s) + w(s)v4(s), sendo que
(y(s), z(s), w(s)) e´ um vetor unita´rio. Derivando N em relac¸a˜o a s temos que
N ′(s) =y′(s)v2(s) + y(s)v′2(s) + z
′(s)v3(s) + z(s)v′3(s) + w
′(s)v4(s) + w(s)v′4(s)
usando as equac¸o˜es 4.8, temos
N ′(s) =(−τ1y)v1(s) + (y′ − τ2z)v2(s) + (z′ + τ2y − τ3w)v3(s) + (w′ + τ3z)v4(s).
Assim, c e´ linha principal se, e somente se,
y′ = τ2z
z′ = −τ2y + τ3w
w′ = −τ3z.
O sistema de equac¸o˜es diferenciais acima pode ser representado pela equac¸a˜o
diferencial linear na˜o-autoˆnoma abaixo
X ′(s) = A(s)X(s),
sendo que X(s) = (y(s), z(s), w(s)) e
A(s) =
 0 τ2(s) 0−τ2(s) 0 τ3(s)
0 −τ3(s) 0
 .
Pelo Teorema de Picard, temos que o problema de valor inicial (P.V.I.)
abaixo possui uma u´nica soluc¸a˜o{
X ′(s) = A(s)X(s)
X(0) = p
(4.9)
onde p ∈ S3.
Seja φ(s, p) a soluc¸a˜o do P.V.I. (4.9). Vamos encontrar p para que φ(s, p)
seja perio´dica.
Defina φL : S
2 → S2 dada por φL(p) = φ(L, p). φL possui um ponto fixo.
De fato, φL e´ um difeomorfismo e, pela forma de Liouville, det(DφL)(p) =
1. Como sabemos que qualquer difeomorfismo do S2 preservando a´rea e
orientac¸a˜o tem pelo menos dois pontos fixos, escolheremos p como sendo um
desses pontos fixos de φL. Assim, φL(p) = p, ou seja,
φ(L, p) = φ(0, p).
Portanto φ(s, p) e´ uma soluc¸a˜o perio´dica.
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O teorema acima mostra a existeˆncia de uma hipersuperf´ıcie do R4 con-
tendo a curva c e tendo-a como ciclo principal. Agora iremos construir um
exemplo de uma hipersuperf´ıcie do R4 onde c e´ ciclo principal hiperbo´lico.
O procedimento que utilizaremos e´ baseado no do artigo “Surfaces Around
Closed Principal Curvature Lines, an Inverse Problem.” de Garcia, Mello e
Sotomayor, ver [5].
Para s ∈ [0, L] e |u|, |v| <  consideremos
α(s, u, v) = c(s)+vN1(s)+uN2(s)+
(
k2(s)
2
u2 +
k3(s)
2
v2 +H(s, u, v)
)
N(s),
(4.10)
onde
N(s) = sen(θ(s)) cos(ϕ(s))v2 + sen(θ(s)) sen(ϕ(s))v3 + cos(θ(s))v4 (4.11)
N1(s) = cos(θ(s)) cos(ϕ(s))v2 + cos(θ(s)) sen(ϕ(s))v3 − sen(θ(s))v4 (4.12)
N2(s) = senϕ(s)v2(s)− cosϕ(s)v3(s), (4.13)
com θ(s) e ϕ(s) como na figura abaixo:
Como
∂α
∂s
(s, 0, 0) = v1(s),
∂α
∂u
(s, 0, 0) = N2(s),
∂α
∂v
(s, 0, 0) = N1(s),
segue-se, pelo Teorema da Func¸a˜o Inversa, ver [8], que α(s, u, v) e´ um di-
feomorfismo local, para  suficientemente pequeno, definindo portanto uma
hipersuperf´ıcie em R4.
Proposic¸a˜o 4.6 Suponha que τ3 = 0. A curva c e´ linha de curvatura prin-
cipal para α se e somente se θ ≡ const e senθ(s)(ϕ′(s) + τ2(s)) = 0.
Demonstrac¸a˜o: 4.7 Pela proposic¸a˜o 1.19, a curva c(s) e´ linha de curvatura
de α se e so´ se
N ′(s) = −k1(s)v1(s), (4.14)
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onde k1(s) e´ uma curvatura principal de α. Disto, derivando (4.11) e usando
(4.8) obtemos
−k1v1 = N ′ = − senθ cosϕτ1v1
+ (θ′ cos θ cosϕ− ϕ′ senθ senϕ− τ2 senθ senϕ) v2
+ (θ′ cos θ senϕ+ ϕ′ cosϕ senθ + τ2 senθ cosϕ) v3
+ (−θ′ senθ) v4
=− senθ cosϕτ1v1
+ θ′(cos θ cosϕv2 + cos θ senϕv3 − senθv4)
− (ϕ′ + τ2) senθ( senϕv2 − cosϕv3)
=− senθ cosϕτ1v1
+ θ′N1
− (ϕ′ + τ2) senθN2
portanto, c e´ linha de curvatura para α se e so´ se{
θ′ = 0
(ϕ′ + τ2) senθ = 0
, (4.15)
disto temos o que quer´ıamos.
Teorema 4.8 Considere a hipersuperf´ıcie parametrizada orienta´vel α de
classe Cr, r ≥ 4, definida anteriormente. Seja c um ciclo principal espa-
cial, tal que θ e´ constante e ϕ′(s) = −τ2(s), enta˜o c e´ uma ciclo principal
hiperbo´lico se, e somente se,∫
k′2(s) senθ(s)
k2(s) senθ(s)− τ1(s) cosϕ(s) 6= 0,∫
k′3(s) senθ(s)
τ1(s) cosϕ(s)− k3(s) senθ(s) 6= 0.
Demonstrac¸a˜o: Por hipo´tese temos que θ e´ constante e ϕ′(s) = −τ2(s)),
assim pela proposic¸a˜o 4.6, temos que c e´ um ciclo principal de α.
Derivando (4.10), usando (4.8) e θ′ = 0, ϕ′ = −τ2, teremos que os coefi-
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cientes gij da primeira forma fundamental sa˜o:
g11 = 〈αu, αu〉 = 1− 2 cos (θ) cos (ϕ(u)) τ1(u)w − 2τ1(u) sen (ϕ(u)) v +O(2)
g22 = 〈αv, αv〉 = 1 + a30(u)k2(u)v3 + (k2(u))2 v2 + a12(u)k2(u)vw2
+ 2a21(u)k2(u)wv
2 +O(4)
g33 = 〈αu3 , αu3〉 = 1 + k3(u)a21(u)v2w + 2k3(u)a12(u)vw2 + (k3(u))2w2
+ k3(u)a03(u)w
3 +O(4)
g12 = 〈αu1 , αu2〉 =
1
2
vk2(u)
(
v2k′2(u) + w
2k′3(u)
)
+O(4)
g13 = 〈αu1 , αu3〉 =
1
2
(k′3(u)) k3(u)w
3 +
1
2
(k′2(u)) k3(u)v
2w +O(4)
g23 = 〈αu2 , αu3〉 = k2(u)k3(u)vw +
(
k2(u)a12(u) +
1
2
a30(u)k3(u)
)
v2w
+
1
2
a12(u)k3(u)w
3 +
(
a21(u)k3(u) +
1
2
k2(u)a03(u)
)
w2v
+
1
2
k2(u)a21(u)v
3 +O(4)
Numa vizinhanc¸a de c(u), o vetor normal a` hipersuperf´ıcie (4.10) tem a
seguinte espressa˜o:
Nα = Nα,1(u, v, w)v1(u)+Nα,2(u, v, w)v2(u)+Nα,3(u, v, w)v3(u)+Nα,4(u, v, w)v4(u)
onde
Nα,1 = −1
2
(k′3(u))w
2 − 1
2
(k′2(u)) v
2 − 1
6
(a′30(u)) v
3
− 1
6
(a′03(u))w
3 − 1
2
(
d
du
a′21(u)
)
v2w − 1
2
(a′12(u)) vw
2 +O(4)
Nα,2 = cos (ϕ(u)) sen (θ)− [k3(u) + cos (ϕ(u)) τ1(u) sen (θ)] cos (ϕ(u)) cos (θ)w
− [k2(u)− vτ1(u) cos (ϕ(u)) sen (θ)] sen (ϕ(u)) v +O(2)
Nα,3 = sen (θ) sen (ϕ(u)) +
[
cos (ϕ(u)) k2(u)− τ1(u) ( sen (ϕ(u)))2 sen (θ)
]
v
− [k3(u) + cos (ϕ(u)) sen (θ) τ1(u)] sen (ϕ(u)) cos (θ)w +O(2)
Nα,4 = cos (θ)− τ1(u) sen (ϕ(u)) cos (θ) v
+
(
k3(u) sen (θ)− (cos (θ))2 cos (ϕ(u)) τ1(u)
)
w +O(2)
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Disto, os coeficientes λij da segunda forma fundamental sa˜o:
λ11 =
〈
∂2α
∂u2
, Nα
〉
= −τ1(u) cos (ϕ(u)) sen (θ)
− [2τ1(u) cos (ϕ(u)) sen (θ) + k2(u)] τ1(u) sen (ϕ(u)) v
− [2τ1(u) cos (ϕ(u)) sen (θ) + k3(u)] cos (ϕ(u)) cos (θ) τ1(u)w +O(2)
λ22 =
〈
∂2α
∂v∂v
,Nα
〉
= sen (θ) k2(u) sen (θ) + [−a30 (u) v
+ τ1 (u) k2 (u) sen (ϕ (u))]( sen (θ))
2v
+ [−a21 (u) sen (θ) + k2 (u) k3 (u) cos (θ)
+ k2 (u) cos (θ) sen (θ) cos (ϕ (u)) τ1 (u)] sen (θ)w +O(2)
λ33 =
〈
∂2α
∂u23
, Nα
〉
= k3 (u) ( sen (θ))
2
+ [a12 (u)− k3 (u) sen (ϕ (u)) τ1 (u)] ( sen (θ))2 v
− [ sen (θ) k3 (u) cos (θ) cos (ϕ (u)) τ1 (u) + (k3 (u))2 cos (θ)
− a03 (u) sen (θ)] sen (θ)w +O(2)
λ12 =
〈
∂2α
∂u∂v
,Nα
〉
= (k′2(u)) ( sen (θ))
2 v +O(2)
λ13 =
〈
∂2α
∂u1∂u3
, Nα
〉
= (k′3(u)) ( sen (θ))
2w +O(2)
λ23 =
〈
∂2α
∂v∂w
,Nα
〉
= ( sen (θ))2 (a12 (u)w + a21 (u) v) +O(2)
Sejam p =
dv
du
e q =
dw
du
. Os valores cr´ıticos da curvatura normal
kn(p, q) =
λ11 + λ12p+ λ13q + λ23pq + λ22p
2 + λ33q
2
g11 + g12p+ g13q + g23pq + g22p2 + g33q2
sa˜o dados pela anulac¸a˜o do gradiente ∇kn(p, q) =
(
∂kn
∂p
,
∂kn
∂q
)
, e caracteri-
zam as direc¸o˜es principais.
Para encontrarmos a matriz A(u) =
(
p10 p01
q10 q01
)
do sistema (2.2), pro-
cedemos da seguinte maneira: Substituimos p = p10u+p01v e q = q10u+q01v,
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respectivamente, em
∂kn
∂p
= 0 e
∂kn
∂q
= 0 e, da´ı,
∂
∂u
(
∂kn
∂p
) ∣∣∣
u=0=v
= 0
∂
∂v
(
∂kn
∂p
) ∣∣∣
u=0=v
= 0
∂
∂u
(
∂kn
∂q
) ∣∣∣
u=0=v
= 0
∂
∂v
(
∂kn
∂q
) ∣∣∣
u=0=v
= 0

⇒

p10 = − (
d
du
k2(u)) sen(θ)
k2(u) sen(θ)−τ1(u) cos(ϕ(u))
p01 = 0
q10 = 0
q01 = − (
d
du
k3(u)) sen(θ)
−τ1(u) cos(ϕ(u))+k3(u) sen(θ)
,
implicando que A(u) e´ diagonal, tornando poss´ıvel integrar o sistema (2.2).
Assim, os autovalores de Π′(0) sa˜o
λ1 = exp
(∫ L
0
−
(
d
du
k2(u)
)
sen (θ)
k2(u) sen (θ)− τ1(u) cos (ϕ(u))
)
e
λ2 = exp
(∫ L
0
−
(
d
du
k3(u)
)
sen (θ)
−τ1(u) cos (ϕ(u)) + k3(u) sen (θ)
)
.
Como queremos que |λi| 6= 1, i = 1, 2, enta˜o∫
k′2(s) senθ(s)
k2(s) senθ(s)− τ1(s) cosϕ(s) 6= 0∫
k′3(s) senθ(s)
τ1(s) cosϕ(s)− k3(s) senθ(s) 6= 0
para que c seja ciclo principal hiperbo´lico de α, como quer´ıamos.

Teorema 4.9 Seja c uma curva espacial fechada de comprimento L em R4.
Enta˜o existe uma hipersuperf´ıcie orienta´vel de classe Cr, r ≥ 4, contendo c
e tendo-a como um ciclo principal hiperbo´lico.
Demonstrac¸a˜o: Considere a hipersuperf´ıcie parametrizada definida pela
equac¸a˜o (4.10). Pela proposic¸a˜o 4.6, c e´ um ciclo principal quando θ e´ cons-
tante e ϕ′(s) = −τ2(s). Definindo
k2(u) = −(1− cos(ϕ(s)))τ1(s)
senθ
e k3(u) = −(2− cos(ϕ(s)))τ1(s)
senθ
,
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temos que
Λ1 = ln(λ1) =
∫
k′2(s) senθ
k2(s) senθ − τ1(s) cosϕ(s)ds
=
∫
k′2(s) senθ(s)
−(1− cos(ϕ(s))) τ1(s)
senθ
senθ(s)− τ1(s) cosϕ(s)
ds
=
∫ − sen(ϕ(s))(ϕ′(s))τ1(s) + τ ′1(s) cos(ϕ(s))− τ ′1(s)
−(1− cos(ϕ(s)))τ1(u)− τ1(s) cosϕ(s) ds
=
∫
( sen(ϕ(s))(ϕ′(s))τ1(s)− τ ′1(s) cos(ϕ(s)) + τ ′1(s))
τ1(s)
ds
=
∫
[−τ1(s)(cosϕ(s)− 1)]′
τ1(s)
ds
Λ2 = ln(λ2) =
∫
k′3(s) senθ(s)
τ1(s) cosϕ(s)− k3(s) senθ(s)ds
=
∫ − sen(ϕ(s))(ϕ′(s))τ1(s) + (τ ′1(s)) cos(ϕ(s))− 2τ ′1(s)
τ1(s) cosϕ(s)− (−(2− cos(ϕ(s))) τ1(s)senθ senθ(s))
ds
=
∫ − sen(ϕ(s))(ϕ′(s))τ1(s) + (τ ′1(s)) cos(ϕ(s))− 2τ ′1(s)
τ1(s) cosϕ(s)− (−(2− cos(ϕ(s)))τ1(u)) ds
=
∫ − sen(ϕ(s))(ϕ′(s))τ1(s) + (τ ′1(s)) cos(ϕ(s))− 2τ ′1(s)
2τ1(s)
ds
=
∫
[τ1(s)(cosϕ(s)− 2)]′
2τ1(s)
ds
Por hipo´tese a func¸a˜o −τ1(s)(cosϕ(s)−1) na˜o e´ constante. De fato, τ1(s)
e como ϕ′(s) = −τ2(s) temos que cosϕ(s)− 1 na˜o e´ constante.
Se Λ1 e Λ2 sa˜o na˜o nulos, significa que os autovalores de Π
′(0) sera˜o
distintos de um, disto segue que c e´ hiperbo´lico e isso finaliza a prova. Se
apenas um dos autovalores e´ igual a um o teorema 3.2, garante que existe
uma pertubac¸a˜o que α, tal que c sera´ ciclo principal hiperbo´lico.
Observac¸a˜o 4.10 Para o caso em que senθ = 0 a matriz A(s) sera´
A(s) =
(
k′2(s)
k2(s)
k3(s)(τ2(s)+ϕ′(s))
k2(s)
−k2(s)(τ2(s)+ϕ′(s))
k3(s)
k′3(s)
k3(s)
)
.
Neste caso se garantirmos que A(s).
∫
A(s)ds =
∫
A(s)ds.A(s), temos que
Π′(0) = exp(
∫
A(s)ds). Uma sugesta˜o para trabalhos futuros seria descobrir
para quais casos c seria um ciclo principal de α.

46
Apeˆndice A
Aplicac¸o˜es lineares
Auto-Adjuntas e Formas
Quadra´ticas
Neste apeˆndice, denotaremos por V um espac¸o vetorial de dimensa˜o 3,
munido de um produto interno 〈 , 〉. O material que apresentamos a seguir
pode ser facilmente generalizado para um espac¸o vetorial de dimensa˜o n,
mas, para simplificar, trataremos apenas o caso n = 3.
Diz-se que uma aplicac¸a˜o linear A : V → V e´ auto-adjunta se 〈Av,w〉 =
〈v, Aw〉 para todo v, w ∈ V .
Note que se {e1, e2, e3} e´ uma base ortonormal de V e (αij), i, j = 1, 2, e´
a matriz de A relativa a esta base, enta˜o
αij = 〈Aej, ei〉 = 〈ej, Aei〉 = 〈Aei, ej〉 = αi,j;
isto e´, a matriz (αij) e´ sime´trica.
A cada aplicac¸a˜o linear auto-adjunta associamos uma aplicac¸a˜o B : V ×
V → R definida por
B(v, w) = 〈Av,w〉.
E´ claro que B e´ bilinear, isto e´, e´ linear em ambos v e w. Ale´m disso, o fato
de que A e´ auto-adjunta implica que B(v, w) = B(w, v); isto e´, B e´ uma
forma bilinear e sime´trica em V .
Reciprocamente, se B e´ uma forma bilinear e sime´trica em V , podemos
definir uma aplicac¸a˜o linear A : V → V por 〈Av,w〉 = B(v, w) e a simetria
de B implica que A e´ auto-adjunta.
Por outro lado, a cada forma bilinear e sime´trica em V , corresponde uma
forma quadra´tica Q em V dada por
Q(v) = B(v, v), v ∈ V,
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e o conhecimento de Q determina B completamente, pois
B(u, v) =
1
2
[Q(u+ v)−Q(u)−Q(v)].
Assim, estabelecemos uma bijec¸a˜o entre as formas quadra´ticas em V e aplicac¸o˜es
lineares auto-adjuntas de V .
A meta desse apeˆndice e´ provar que (veja o teorema abaixo) dada uma
aplicac¸a˜o linear auto-adjunta A : V → V , existe uma base ortonormal de
V tal que a matriz de A relativa a esta base e´ uma matriz diagonal. Ale´m
disso, os elementos da diagonal sa˜o ma´ximos ou mı´nimos locais da forma
quadra´tica correspondente restrita a esfera unita´ria de V .
Lemma A.1 Se a func¸a˜o Q(x, y, z) = ax2 + by2 + cz2 +2dxy+2exz+2fyz,
restrita a` esfera unita´ria x2 +y2 +z2 = 1, tem um ma´ximo no ponto (1, 0, 0),
enta˜o d = e = 0
Demonstrac¸a˜o: Parametrize a esfera unita´ria x2 + y2 + z2 = 1 por x =
cosu cos v, y = senu cos v, z = senv, u ∈ (0− ε, 2pi+ ) e v ∈ (−pi
2
− ε, pi
2
+ ε).
Assim, Q, restrita a esta esfera, torna-se uma func¸a˜o de (u, v):
Q(u, v) =a cos2 u cos2 v + bsen2u cos2 v + csen2v
+ 2d cosusenu cos2 v + 2e cosu cos vsenv + 2fsenv cos vsenv.
Como Q, tem um ma´ximo no ponto (1, 0, 0), temos(
dQ
du
) ∣∣∣
(0,0)
=(−2a cosusenu cos2 v + 2bsenu cosu cos2 v
+ 2d cos2 v(−sen2u+ cos2 u)− 2esenu cos vsenv
+ 2f cos2 v cos2 u)
∣∣∣
(0,0)
= 2d = 0
e(
dQ
dv
) ∣∣∣
(0,0)
=− (a cos2 u+ bsen2u)2 cos vsenv + 2csenv cos v
− 2 cos vsenvd cosusenu+ (2e cosu+ 2fsenu)(cos2 v − sen2v)
=2e = 0.
Disto, segue o que quer´ıamos.

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Lemma A.2 Se a func¸a˜o Q(x, y, z) = ax2 + by2 + cz2 +2dxy+2exz+2fyz,
restrita a` esfera unita´ria x2 +y2 +z2 = 1, tem um ma´ximo no ponto (1, 0, 0),
e Q1 = Q|V1 tem um ma´ximo em (0, 1, 0), enta˜o d = e = f = 0, sendo
V1 ⊂ S2 o espac¸o ortogonal a (1, 0, 0).
Demonstrac¸a˜o: Pelo lema anterior, temos que d = e = 0. Da´ı, temos que
Q(x, y, z) = ax2 + by2 + cz2 + 2fyz.
Sejam {e1, e2, e3} base de S2 ⊂ V , temos que o espac¸o ortogonal a e1 e´
um c´ırculo unita´rio gerado por e2 e e3. Assim, Q, restrita a V1, torna-se uma
func¸a˜o de v:
Q1(x, y, z) = b cos
2 v + csen2v + 2f cos vsenv.
Como Q|V1 , tem um ma´ximo no ponto (0, 1, 0), temos(
dQ1
dv
) ∣∣∣
(0,0)
=(−2b cos vsenv + 2csenv cos v + 2f(−sen2v + cos2 v))
∣∣∣
(0,0)
=2f = 0,
isso conclui a prova do teorema.

Proposic¸a˜o A.3 Dada uma forma quadra´tica Q em V , existe uma base
ortonormal {e1, e2, e3} de V tal que se v ∈ V e´ dado por v = xe1 + ye2 + ze3,
enta˜o
Q(v) = λ1x
2 + λ2y
2 + λ3z
2,
onde λ1 ≥ λ2 ≥ λ3, sendo λ1 e´ ma´ximo e λ3 e´ mı´nimo de Q restrito a S2 e
λ2 e´ ma´ximo de Q restrita a um c´ırculo unita´rio gerado por [e2, e3].
Demonstrac¸a˜o: Como S2 e´ compacta e Q e´ cont´ınua, temos que Q possui
um ma´ximo. Seja λ1 o ma´ximo de Q sobre a esfera unita´ria |v| = 1, e seja
e1 um vetor unita´rio tal que Q(e1) = λ1. Seja tambe´m λ2 o ma´ximo de Q
restrito ao c´ırculo unita´rio ortogonal a` e1 e seja e2 um vetor unita´rio tal que
Q(e2) = λ2 e tome e3 como o vetor ortogonal a` e1 e e2, sendo Q(e3) = λ3.
Seja B a forma sime´trica bilinear associada a Q e v = xe1 + ye2 + ze3.
Enta˜o
Q(v) =B(v, v) = B(xe1 + ye2 + ze3, xe1 + ye2 + ze3)
=B(e1, e1)x
2 +B(e2, e2)y2 +B(e3, e3)z
2
+ 2dB(e1, e2)xy + 2eB(e1, e3)xz + 2fB(e2, e3)
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pelo lema anterior, temos que B(e1, e2) = B(e1, e3) = B(e2, e3) = 0, enta˜o
Q(v) = λ1x
2 + λ2y
2 + λ3z
2.
Resta provar que λ3 e´ o mı´nimo de Q sobre a esfera |v| = 1. Isto e´
imediato, pois
Q(v) = λ1x
2 + λ2y
2 + λ3z
2 ≥ λ3(x2 + y2 + z2) = λ3.

Diz-se que um vetor v 6= 0 e´ um autovetor de uma aplicac¸a˜o linear A :
V → V se Av = λv para algum nu´mero real λ; λ e´ enta˜o chamado um
autovalor de A.
Teorema A.4 Seja A : V → V uma aplicac¸a˜o linear auto-adjunta. Enta˜o
existe uma base ortonormal {e1, e2, e3} de V tais que A(e1) = λ1e1, A(e2) =
λ2e2 e A(e3) = λ3e3 (isto e´, e1, e2 e e3 sa˜o autovetores, e λ1, λ2 e λ3
sa˜o autovalores de A). Na base {e1, e2, e3}, a matriz de A e´ diagonal e os
elementos λ1, λ2 e λ3, λ1 ≥ λ3, da diagonal sa˜o o ma´ximo e o mı´nimo,
respectivamente, da forma quadra´tica Q(v) = 〈Av, v〉 sobre a esfera unita´ria
de V .
Demonstrac¸a˜o: Considere a forma quadra´tica Q(v) = 〈Av, v〉. Pela pro-
posic¸a˜o acima, existe uma base ortonormal {e1, e2, e3} de V , tal que Q(e1) =
λ1, Q(e2) = λ2, Q(e3) = λ3, λ1 ≥ λ2 ≥ λ3, sendo λ1 e´ ma´ximo e λ3 e´ mı´nimo
de Q restrito a S2 e λ2 e´ ma´ximo de Q restrita a um c´ırculo unita´rio gerado
por [e2, e3]. Resta provar, portanto, provar que
A(e1) = λ1e1, A(e2) = λ2e2, A(e3) = λ3e3.
Como B(e1, e2) = 〈Ae1, e2〉 = 0, B(e1, e3) = 〈Ae1, e3〉 = 0(pelo lema) e e2 6= 0
e e3 6= 0, temos que Ae1 e´ paralelo a e1 ou A(e1) = 0. Se Ae1 e´ paralelo a
e1, enta˜o Ae1 = αe1, e como 〈Ae1, e1〉 = λ1 = 〈αe1, e1〉 = α, conclu´ımos que
Ae1 = λ1e1; se Ae1 = 0, enta˜o λ1 = 〈Ae1, e1〉 = 0, e Ae1 = 0 = λ1e1. Assim,
em qualquer caso, temos que Ae1 = λ1e1.
Agora usando o fato de que
B(e2, e1) = B(e2, e3) = 0 e B(e3, e1) = B(e3, e2) = 0
e que
〈A(e2), e2〉 = λ2
〈A(e3), e3〉 = λ3
podemos, da mesma forma, provar que Ae2 = λ2e2 e Ae3 = λ3e3.

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