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ABSTRACT 
The entropy contraction coefficient associated with the convex function g and 
column-stochastic matrix A is defined as v,(A) = sup=+ y H,(Ax, Ay)/H (x, y), 
where Hg(x, y) denotes the relative g-entropy of the probability vectors r an d y. We 
show that, for each fned A, all entropy contraction coefficients associated with convex 
operator functions are equivalent. In particular, n,, (A) = v,_z(A) VA, where the 
subscripts log and w2 refer, respectively, to the usual oganthmic relative entropy and ‘i 
to the relative g-entropy for the function g(zu) = w2. We also give a useful new 
characterization of QX( A). 
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This paper resolves two open questions raised in Cohen et al. [5] by 
showing that the entropy contraction coefficients associated with different 
convex operator functions are equivalent. In order to define the entropy 
contraction coefficient and state our results, we need to introduce some 
notation and definitions. Following Cohen et al. [5], we let P,, denote the set 
of n-dimensional probability vectors, i.e., x E P, if and only if xk > 0 and 
Ck X~ = 1. If g is a strictly convex function defined on (- 1, m> and satisfying 
g(0) = 0, the relative g-entropy (or more appropriately, but less commonly, 
the relative g-information) is defined as 
H,(x, y) = k x,g 
k=l 
H, is easily shown to be jointly convex in x and y, homogenous, subadditive, 
and positive. Moreover, the requirement g(O) = 0 implies that HR(x, x) = 0. 
Important special cases are 
(a) the usual logarithmic relative entropy H,,,(x, y) = Ckxk(log xk - 
log yk) [where by abuse of notation we let the subscript log denote the 
entropy corresponding to the function g(u;) = -log(w + I>], 
(b> H,&, y) = Cklyjq - xkl, corresponding to the function g(zc;) = (~1, 
and 
(c) H,a(x, y> = Ck( yk - xk)‘/xk, corresponding to the function g(u;) 
= t&z. 
For any m X n row-allowable column stochastic matrix A the entropy 
contraction coefficient is defined as 
77,(A) = sup 
H,bk AY) 
xzy H,(x, Y> 
It is well known (and a special case of Lemma 3.2 of [5]) that 
Q(A) = 1 - a( A) = 
where o( Al = minj,k[Ei min(a, ., aik)] is known as Dobrushin’s coefficient of 
ergodicity. The main result of [5j is that 
77g( A) 5 rl,J A) V g and VA. (2) 
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It is also shown in [5] that for any thrice differentiable convex function for 
which g”(O) > 0, 77,2(A) I 77 (A). Thus, in particular, :: 
Q,S( A) s v,,,(A) 2 qu,(A) = 1 - a(A). (3) 
For 2 X 2 matrices the second inequality qc,$A) < qw,(A) is strict when- 
ever both all elements and all eigenvalues of A are nonzero; however, the 
question of whether or not the first inequality can ever be strict was not 
resolved in [5]. The purpose of this paper is to show that 
~w2( A) = r],,>,(A) VA. (4) 
As we will show below, this equality can be obtained from results of 
Ahlswede and Gacs [l], who studied the logarithmic entropy contraction 
coefficient and related it to the maximal correlation. However, we will also 
present an independent proof of the following stronger result. 
THEOREM 1. 
rl,z(A) VA. 
Zf g is a nonlinear convex operator function, then vg( A) = 
A convex operator function is one which satisfies the usual convexity 
inequality as an operator inequality, i.e., for 0 _< A I 1 
g( hA + (1 - h)B) 5 hg( A) + (1 - h)g( B). 
Although most convex functions are not operator-convex, the functions g(w) 
= w2 and g(u;) = -log(zc; + 1) are both operator-convex, so that the 
equivalence of the entropy contraction coefficients ~~4 A) and T,,~(A> 
follows immediately from the theorem above. 
This equivalence might initially suggest that there is little purpose in using 
77s for functions other than the usual logarithmic one. However, while 
q,,_(A) is difficult t o compute even for 2 X 2 matrices, 77,2(A) can some- 
times be more easily computed using the formula 
where @,(x, V) = H&X, x + u) = Ck $/xk, 1 denotes the vector whose 
elements are all equal to 1, and the condition vTl = 0 will always imply that 
v z 0. Moreover, as shown below, (5) leads to a new characterization of 
77,2(A) as the second-largest eigenvalue of certain matrices. This result will 
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also allow us to give a much simpler proof of the main result of [S] (Theorem 
3.1 or 4.1) in the case of convex operator functions, since Theorem 1 implies 
that it suffices to prove (2) for g = ws. 
Before proving the theorem, we derive a useful integral representation for 
convex operator functions. Bendat and Sherman [4] showed that g(w) is a 
convex operator function if and only if each well-defined difference quotient 
(with one endpoint fixed) def mes a monotone operator function. In particu- 
lar, if g(w) is a convex operator function of the type under consideration, i.e., 
g : (- 1, m> --) k and g(O) = 0, then h(w) = g(w)/w must be a monotone 
operator function. However, it is- well known [2, 4, 61 that any monotone 
operator function defined on (c, m) has an integral representation of the form 
h(w) = a + bw + /r,s dm(t) 
where b > 0 and m is a finite positive measure. Applying this and making the 
simple change of variable t + - t yields the following integral representation 
for g(w): 
g(w) = aw + bw2 + 
/ 
xw2t -20 
1 
w + t Wt). 
Conversely, it can be shown that any function satisfying (7) is operator-con- 
vex, but we well not need this fact. 
Proof. We will use the integral representation (7). Since H,(r, y> = 
C,( yk - xk) = 0, linear terms do not affect Hg(x, y), so that we can 
assume, without loss of generality, that a = 0. Next, observe that it follows 
from (7) that g is infinitely differentiable and g”(0) > 0; therefore, it follows 
from Theorem 5.4 of Cohen et al. [S] that qw2( A) I v~( A). Therefore, the 
theorem will follow if we can prove the opposite inequality, i.e. show that 
77,2(A) 2 $ A). 
Now let g,(w) = ( w2t - w)/(w + t). For each t 2 1 this is a strictly 
convex function on ( - 1, m> with g(O) = 0. S ince linear terms do not affect 
H,, this function will yield the same relative entropy as 
t2+ 1 w2 
&(W) = -- 
t w + t . 
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[Alternatively, one could replace g, by & in (7) and absorb the difference 
into the linear term au;.] Now, one easily checks that 
t2 + 1 
ff&-l Y> = t2@(V, x*) 
If v = y - x and x* = t-‘[(t - 1)x + y] = x + v/t. Moreover, X, y E P,, 
and t 2 1 2 x* E P, and vT1 = 0. Thus, it follows immediately from (5) 
that 
[In fact, it is not difficult to see that equality holds. The ratio in (5) is 
unchanged if v + EV. Now, whenever x* E P,, and vT1 = 0, one can find 
an E such that x* f EV E P,, also. From this it follows easily that rl,l(A) = 
RITZ.] To complete the proof observe that (7) implies that 
q&y) =w&,y) +p$t(x,y)dm(t). 
Thus, 
from which it follows that T~( A) 5 T~Z( A). n 
Next, we present a new characterization of ~~2(;2(A) which is related to 
maximal correlation; although of interest in its own right, this characterization 
also leads to alternative proofs of both (2) and (4). For each fixed x E P,, and 
row-allowable column stochastic matrix A, the quantity pija, .xj 
distribution with strictly positive marginals. Witsenhausen 81, for example, r’ 
is a bivariate 
has shown that the square of the maximal correlation of this bivariate 
distribution p2 (A, X) is equal to the second largest eigenvalue of the n X n 
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column stochastic matrix M whose j, k th entry is given by 
mjk = 
However, this matrix has the same eigenvalues as the 12 X n symmetric 
positive semidefinite matrix Z = fi I M6, where 6 is the diagonal 
matrix with elements ail&. The elements of 2 are therefore given by 
Since M is column-stochastic, the largest ei envalue of both matrices is 1, 
and a corresponding eigenvector of Z is ?- D 1, which has elements 6. 
Therefore by the min-max principle the second largest eigenvalue of Z 
satisfies 
y“fil= 0, Y z 0 I 
I 
Now if v = fiy, then 
yT&ll=O - cT1=O, 
yTy = @(x, v), 
and 
Thus 
(“ijvj>(uikVk) 
(h)i 
= (a( Ax, Av). 
> (9) 
p”( A, x) = sup 
@(Ax, Av) 
“rr=lJ @(x, v) . 
(10) 
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Combining this with (5) yields the following useful result: 
r1,s( A) = sup p”( A, x). 
XSP” 
(II) 
It is worth noting that a matrix A is called scrambling if a(A) > 0 and 
that this is equivalent to M (or 2) having strictly positive elements. The 
absence of zero elements in M (or Z), together with the Perron-Frobenius 
theorem, easily implies that p2( A, X) < 1 Vx E P,, when A is scrambling. If 
A is not scrambling, then, as was shown in Theorem 4.2 of [5], 77,(A) = 1 for 
all convex g; the question of whether or not there actually exists a positive (or 
nonnegative) x for which $(A, X) = 1 involves more subtlety. 
We now show that (11) yields an alternative proof of (4). Ahlswede and 
Gacs (Theorem 8 of [l]) showed that when Q(A) < 1, 
rl,,,( A) = SUP P”( A, x> + 
XEP, 
(12) 
Combining this with (11) gives (4) when ~I,~~(A) < 1. Other arguments can 
be used to verify (4) when v10 (A) = 1. In particular, it follows from 
Theorem 4.2 of [5] that Q(A! = 1 -X 1(A) = 1 V convex g e 
vl$A) = 1. 
Finally, we indicate how these result can be combined to give a very 
simple proof of (2) in the case of convex operator functions. 
THEOREM 2. If g is a nonlinear convex operator function, then vg( A) I 
Q(A) VA. 
Proof By Theorem 1, it suffices to show that Q,,z( A) < q,,,(A). Since 
p2( A, x) is the second largest eigenvalue of M, by the discussion following 
(8) and (9) one can always find a real-valued eigenvector v satisfying vT 1 = 0 
as well as Mv = p2( A, x)v. Then 
Thus, p2(A, x> < v,JA). Since this is independent of x, the desired result 
now follows from (11). n 
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Alternatively, one could have used (1) together with Bauer, Deutsch and 
Stoer’s result [3,7] that if 1 is a non-degenerate eigenvalue of a column 
stochastic matrix A then the modulus of its second-largest (in modulus) 
eigenvalue is bounded above by 1 - (Y(A). 
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