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MONOTONICITY OF SOLUTIONS OF QUASILINEAR DEGENERATE
ELLIPTIC EQUATION IN HALF-SPACES
ALBERTO FARINA+, LUIGI MONTORO∗, AND BERARDINO SCIUNZI∗
Abstract. We prove a weak comparison principle in narrow unbounded domains for
solutions to −∆pu = f(u) in the case 2 < p < 3 and f(·) is a power-type nonlinearity,
or in the case p > 2 and f(·) is super-linear. We exploit it to prove the monotonicity of
positive solutions to −∆pu = f(u) in half spaces (with zero Dirichlet assumption) and
therefore to prove some Liouville-type theorems.
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1. Introduction and statement of the main results.
In this paper we consider the problem
(1.1)


−∆pu = −div(|∇u|p−2∇u) = f(u), in RN+
u(x′, y) > 0, in RN+
u(x′, 0) = 0, on ∂RN+
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where N ≥ 2 and we denote a generic point belonging to RN+ by (x′, y) with x′ =
(x1, x2, . . . , xN−1) and y = xN . It is well known that solutions of p-Laplace equations
are generally of class C1,α (see [Di, Lie, Tol]), and the equation has to be understood in
the weak sense.
Our aim is to study monotonicity properties of the solutions. The crucial point to achieve
such a result is to obtain weak comparison principles in narrow domains. These in fact
allow to exploit the Alexandrov-Serrin moving plane method [Ale, Ser, GNN, BN].
We refer the readers to [BCN1, BCN2, BCN3, Dan1, Dan2, Fa1, DaGl, FV2, QS] for pre-
vious results concerning monotonicity of the solutions in half-spaces, in the non-degenerate
case. In particular we refer to the founding papers of H. Berestycki, L. Caffarelli and
L. Nirenberg that influenced and inspired the subsequent literature, and also to the papers
of E. Dancer.
When considering the p-Laplace operator, some results in this direction have been obtained
by the authors in [FMS] for the case 2N+2
N+2
< p < 2 (the case p = 2 being well studied).
This paper is devoted to the case p > 2 that turns out to be very much more complicated.
We will prove our results assuming one of the following:
(f1) f ∈ C1(R+ ∪ {0}) ∩ C2(R+) and, given M > 0, there exist a = a(M) > 0 and
A = A(M) > 0 such that
a sq ≤ f(s) ≤ Asq and ∣∣f ′(s)∣∣ ≤ Asq−1 in [0 , M]
for some q > p− 1. In the case p− 1 < q < 2 we further assume that there exists
a constant A˜ > 0 such that, for any 0 < t < s, it follows:
f(s)− f(t)
sq − tq ≤ A˜ .
(f2) The nonlinearity f is positive (f(s) > 0 for s > 0) and Locally Lipschitz continuous,
with
f(s) ≥ cfsp−1 in [0 , s0]
for some s0 > 0 and some positive constant cf .
Nonlinearities that satisfy (f1) are referred to as power-type nonlinearities. As examples of
nonlinearities that satisfy (f2) one can consider exponential nonlinearities or nonlinearities
like f(s) = (1 + s)q, or super-linear power nonlinearities.
It is convenient to resume our assumptions as follows:
(H1) The nonlinearity f satisfies (f1), and 2 < p < 3.
(H2) The nonlinearity f satisfies (f2), and p > 2 .
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Theorem 1.1. Let u ∈ C1,αloc (Σ(λ,β)) and v ∈ C1,αloc (Σ(λ−2δ¯,β+2δ¯)) satisfy u,∇u ∈ L∞(Σ(λ,β))
and v,∇v ∈ L∞(Σ(λ−2δ¯,β+2δ¯)), where δ¯ > 0, Σ(λ,β) :=
{
R
N−1 × [λ, β]} and 0 ≤ λ < β.
Assume that (H1) holds and let u be non-negative and v be positive such that:
(1.2)


−∆pu = f(u) in Σ(λ,β),
−∆pv = f(v) in Σ(λ−2δ¯,β+2δ¯),
u ≤ v on ∂Σ(λ,β).
Assume furthermore that there exists a constant C = C(p, u, v, f, N) > 0 such that, for
any x′0 ∈ RN−1, it follows∫
K(x′0)
1
|∇v|τ
1
|x− y|γ ≤ C β
(N+τ−2p−γ) v2p−2q−2−τ0(1.3)
where v0 = v(x
′
0,
β+λ
2
) and K(x′0) is defined by1 K(x′0) = B(β−λ)√N(x′0)× (λ, β), γ < N − 2
if N ≥ 3, or γ = 0 if N = 2 and max{(p− 2) , 0} 6 τ < p− 1.
Then there exists d0 = d0(p, u, v, f, N) > 0 such that
2 if, 0 < β − λ < d0, it follows
that
(1.4) u ≤ v in Σ(λ,β) .
On the other hand, if we assume that f is any positive (f(s) > 0 for s > 0) locally Lipschitz
nonlinearity and λ > λ > 0 and v ≥ v > 0 in Σ(λ−2δ¯,β+2δ¯), then (1.4) follows for any p > 2.
As already pointed out, Theorem 1.1 is motivated by the application to the study of
the monotonicity of the solutions to problem (1.1) and it will be exploited as stated in
Corollary 6.1.
In the semilinear non-degenerate case, weak comparison principles are equivalent to weak
maximum principles, that in narrow (possibly unbounded) domains can be proved arguing
as in [BCN1].
Considering the p-Laplace operator, we have to deal with two obstructions: the degenerate
nature of the p-Laplace operator and the fact that it is a nonlinear operator.
The degeneracy of the operator causes many technical difficulties and the fact that so-
lutions are not C2 solutions. In particular, in the case p > 2 that we are considering,
the standard Sobolev embedding has to be substituted by a weighted version in weighted
Sobolev spaces.
Also, the fact that the p-Laplace operator is nonlinear causes that weak comparison prin-
ciples are not equivalent to weak maximum principles.
1Note that here Br(x
′) is the ball in RN−1of radius r centered at x′.
2 d0 will actually depend on the Lipschitz constant Lf of f in the interval
[−max{‖u‖∞, ‖v‖∞},max{‖u‖∞, ‖v‖∞}].
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A result similar to Theorem 1.1, in the case when 1 < p < 2, was proved by the authors in
[FMS] (see Theorem 1.1), and was actually the first weak comparison principle in narrow
unbounded domains for p-Laplace equations.
Here we continue the study started in [FMS] considering the more difficult case p > 2.
To do this (and to prove Theorem 1.1) we will go beyond the technique introduced in
[FMS] (see Theorem 1.1 in [FMS]), taking care of the degeneracy of the weight |∇u|p−2
that vanishes on the critical points of the solution since p > 2.
The proofs are based on the use of the Poincare´ inequality and an iteration scheme which
makes use of a particular choice of test-functions.
The case p > 2 is more complicated than the case 1 < p < 2 since the use of the classic
Poincare´ inequality has to be replaced by the use of a weighted Poicare´ type inequality, in
the spirit of [DS1]. However, the constants in the weighted Poicare´ type inequality devel-
oped in [DS1] depend upon the minimum of the solution u (via f(u)) in the considered
domain. Consequently the Poicare´ constant may blow-up if u approaches zero that may
occur since we do not make any a-priori assumptions on u.
Our effort here (in the proof of Theorem 1.1) is to deal with this phenomenon. To do
this, in Section 4 and Section 5, we provide a quantitative version of the weighted Poicare´
type inequality developed in [DS1]. In some sense, we measure how the Poincare´ constant
blow-up, when u approaches zero.
This will be used taking also into account the fact that, in case when (f1) holds, when u
approaches zero, also f(u) (and f ′(u)) approaches zero as well, with a decay depending on
the power-like nature of f(·) and this is of some advantage as it will be clear in the proofs.
The competition of this two phenomena, gives rise to the condition p < 3.
We actually do not know if p < 3 is or not a sharp condition (in the case of power-type
nonlinearities). We only remark that p < 3 is the sharp condition in order to get the W 2,2loc
regularity of the solutions.
Let us now provide some applications that follow once that Theorem 1.1 is available that
is
Theorem 1.2. Let u ∈ C1,αloc (RN+ ) be a positive solution of (1.1) with |∇u| ∈ L∞(RN+ ) and
assume that (H1) holds.
Then u is monotone increasing w.r.t. the xN -direction with
∂u
∂xN
> 0 in RN+ ,
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and consequently u ∈ C2(RN+ ).
If moreover N = 3 and u ∈ L∞(R3+), then u has one-dimensional symmetry3 with u(x′, xN) =
u(xN).
The proof of Theorem 1.2 is based on a refined version of Alexandrov-Serrin moving plane
method [Ale, Ser, GNN, BN] that takes into account the lack of compacteness, caused by
the fact that we work in unbounded domains. We refer to [DP, DS1] for the adaptation
of the moving plane technique to the case of the p-Laplace operator in bounded domains.
Considering the case when the domain is the half-space, the application of the moving
plane technique is much more delicate since weak comparison principles in small domains
have to be substituted by weak comparison principles in narrow unbounded domains. This
causes that there are no general results in the literature when dealing with the case of
the p-Laplace. In [DS3] it is considered the two dimensional case for positive solutions of
−∆pu = f(u) with a positive nonlinearity f .
The strength of Theorem 1.2 is that it is proved without a-priori assumptions on the
behavior of the solution. Namely at infinity the solution may decay at zero in some regions,
while it can be far from zero in some other regions. It is implicit (we will give some details
of the proof) in any case in the proof of Theorem 1.2 the following:
Theorem 1.3. Let u ∈ C1,αloc (RN+ ) be a positive solution of (1.1) with |∇u| ∈ L∞(RN+ ).
Assume that
p > 2
and f is positive (f(s) > 0 for s > 0) and locally Lipschitz continuous. Assume furthermore
that
(1.5) u ≥ uβ > 0 in {y ≥ β} ,
for some β > 0 and some positive constant uβ ∈ R+.
Then u is monotone increasing w.r.t. the xN -direction with
∂u
∂xN
> 0 in RN+ ,
and consequently u ∈ C2(RN+ ).
The result in particular follows (without assuming (1.5)) if (H2) holds, since (1.5) is sat-
isfied in this case (by Lemma 4.8).
The monotonicity of the solution is an important information, which in particular implies
the stability of the solution, see [DFSV, FSV1]. Note in particular that in many cases the
monotonicity of the solution (and the stability of the solution) can be exploited to deduce
Liouville type theorems.
Following [Fa2, DFSV], we set
3The case N = 2 has been already considered in [DS3].
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(1.6) qc(N, p) =
[(p− 1)N − p]2 + p2(p− 2)− p2(p− 1)N + 2p2√(p− 1)(N − 1)
(N − p)[(p− 1)N − p(p+ 3)] ,
that is the critical exponent, that was found in [Fa2] in the case p = 2, and later introduced
in [DFSV] for the case p > 2. This exponent is critical in the sense that it gives the sharp
condition for the existence (or non-existence) of stable solution of Lane-Emden-Fowler type
equations. We refer to [DFSV] for the definition of stable solutions in our setting, and for
a proof of the fact that monotone solutions are actually stable solutions.
The exponent qc(N, p) is larger than the classic critical exponent arising from Sobolev
embedding. We refer the reader to [Zou] previous Liouville type results for p-Laplace
equations.
We have the following
Theorem 1.4. Let 2 < p < 3 and consider u ∈ C1(RN+ ) a non-negative weak solution
of (1.1) in RN+ with |∇u| ∈ L∞(RN+ ) and
f(s) = sq .
Assume that 

(p− 1) < q <∞, if N 6 p(p+ 3)
p− 1 ,
(p− 1) < q < qc(N,m), if N > p(p+ 3)
p− 1 ,
then u = 0.
If moreover we assume that u is bounded, then it follows that u = 0 assuming only that


(p− 1) < q <∞, if (N − 1) 6 p(p+ 3)
p− 1 ,
(p− 1) < q < qc((N − 1), m), if (N − 1) > p(p+ 3)
p− 1 .
If f(·) satisfies (f2), then it follows that u = 0 for any4 p > 2.
The paper is organized as follows: for the reader’s convenience in Section 2 we give
a scheme of the proofs. We collect some preliminary results in Section 3, Section 4 and
Section 5. In Section 6 we prove our main result Theorem 1.1. In Section 7 we provide the
proof of Theorem 1.2, Theorem 1.3 and Theorem 1.4.
4In the case f(0) > 0, the solution does not exist at all.
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2. Scheme of the proofs
(i) The proof of Theorem 1.1 is quite long and somehow technical, we will divide it in
various steps.
The main idea is to compare u and v on compact sets, and then pass to the limit in
the whole strip. The limiting process will be carried by a refined iteration technique.
Let us emphasize that an important ingredient is the use of a weighted Poincare´
inequality (see Section 5), that holds true under the abstract assumption (1.3) on
v. The reader should keep in mind that, when exploiting Theorem 1.1 to apply
the moving plane method, v will be replaced by the reflection of the solution u.
Namely, in the set {y ≤ β}, we will consider v(x′, y) := u(x′, 2β− y) and therefore
we will need to show that actually (1.3) holds true in this case. This motivates
the assumption (1.3), since we will prove that it holds in the case v(x′, y) :=
u(x′, 2β − y).
It will be clear from the proof that, modifying (1.3), we could prove the result for
any p > 2.
(ii) Taking into account (i), we are lead to prove properties of the summability of 1|∇u| ,
say in the strip {β ≤ y ≤ 2β} (we consider at this stage this case which is the more
difficult one). This in fact correspond to proving the summability of 1|∇ v| in the
strip {0 ≤ y ≤ β}. Note that if u approaches zero (that does not occur far from
the boundary, in the case of bounded domains), then the estimates we get blow up,
and we have to estimate the way this happens. Recall in fact that possibly u may
decay at zero also far from the boundary
(iii) We study the summability of 1|∇u| in Proposition 4.6, where we also exploit Propo-
sition 4.5. Actually in the proof of Proposition 4.6 we use Proposition 4.2 that is a
quantitative version of some known results in [DS1].
There is a technical difficulty given by the fact that the constants given by Propo-
sition 4.2 depend on the distance of the domain from the boundary, that is an
obstruction when β small, namely when we will start the moving plane procedure.
To overcame this difficulty we will use some scaling arguments.
(iv) The weighted Sobolev (and Poincare´) inequality are recalled in Section 5, where
we also provide a version of it that allows to split the domain in two parts, and
use a different weight function in each sub-domain. This is needed in the proof of
Theorem 1.1.
(v) In the super-linear case, the proofs are simpler, since it is possible to use some
standard translation arguments to show that the solution is monotone near the
boundary, and strictly positive (bounded away from zero) far from the boundary.
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This is proved in Lemma 4.8 and Lemma 4.9, and then used to prove Theorem 1.3.
(vi) The Liouville type results proved in Theorem 1.4 follows by [DFSV], once we know
that the solution is monotone, and consequently stable.
If the solution u is also bounded, we can study the limiting profile of u at infinity,
w(x′) := lim
t→∞
u(x′, y + t).
which is a stable solution in RN−1, and we get non-existence below the largest
critical exponent qc(N − 1, p).
3. Some useful known results
We start stating a lemma that will be useful in the proof of Theorem 1.1. For the proof
we refer the reader to [FMS].
Lemma 3.1. Let θ > 0 and ν > 0 such that θ < 2−ν. Moreover let R0 > 0, c > 0 and
L : (R0,+∞)→ R
a non-negative and non-decreasing function such that
(3.1)
{
L(R) ≤ θL(2R) + g(R) ∀R > R0,
L(R) ≤ CRν ∀R > R0,
where g : (R0,+∞)→ R+ is such that
lim
R→+∞
g(R) = 0.
Then
L(R) = 0.
Referring to [Vaz] for the case of the p-Laplace operator, and to [PS3] for the case of a
broad class of quasilinear elliptic operators, we recall the following:
Theorem 3.2. (Strong Maximum Principle and Hopf’s Lemma). Let Ω be a domain in
R
N and suppose that u ∈ C1(Ω), u > 0 in Ω, weakly solves
−∆pu+ cuq = g > 0 in Ω ,
with 1 < p < ∞, q > p − 1, c > 0 and g ∈ L∞loc(Ω). If u 6= 0 then u > 0 in Ω.
Moreover for any point x0 ∈ ∂Ω where the interior sphere condition is satisfied, and such
that u ∈ C1(Ω ∪ {x0}) and u(x0) = 0 we have that ∂u∂s > 0 for any inward directional
derivative (this means that if y approaches x0 in a ball B ⊆ Ω that has x0 on its boundary,
then limy→x0
u(y)−u(x0)
|y−x0| > 0).
Also we will make repeated use of the following strong comparison principle (see [DS2]):
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Theorem 3.3 (Strong Comparison Principle). Let u, v ∈ C1(Ω) where Ω is a bounded
smooth domain of RN with 2N+2
N+2
< p < ∞. Suppose that either u or v is a weak solution
of −∆p(w) = f(w) with f positive (f(s) > 0 for s > 0) and locally Lipschitz continuous.
Assume
(3.2) −∆p(u)− f(u) 6 −∆p(v)− f(v) u 6 v in Ω .
Then u ≡ v in Ω or u < v in Ω.
Let us recall that the linearized operator Lu(v, ϕ) at a fixed solution u of −∆p(u) = f(u)
is well defined, for every v , ϕ ∈ H1,2ρ (Ω) with ρ ≡ |∇u|p−2(see [DS1] for details), by
Lu(v, ϕ) ≡
∫
Ω
[|∇u|p−2(∇v,∇ϕ) + (p− 2)|∇u|p−4(∇u,∇v)(∇u,∇ϕ)− f ′(u)vϕ]dx .
Moreover, v ∈ H1,2ρ (Ω) is a weak solution of the linearized equation if
(3.3) Lu(v, ϕ) = 0 ,
for any ϕ ∈ H1,20,ρ(Ω).
By [DS1] we have uxi ∈ H1,2ρ (Ω) for i = 1, . . . , N , and Lu(uxi, ϕ) is well defined for every
ϕ ∈ H1,20,ρ(Ω), with
(3.4) Lu(uxi, ϕ) = 0 ∀ϕ ∈ H1,20,ρ(Ω).
In other words, the derivatives of u are weak solutions of the linearized equation. Conse-
quently by a strong maximum principle for the linearized operator (see [DS2]) we have the
following:
Theorem 3.4. Let u ∈ C1(Ω) be a weak solution of −∆p(u) = f(u) in a bounded smooth
domain Ω of RN with 2N+2
N+2
< p < ∞, and f positive and locally Lipschitz continuous.
Then, for any i ∈ {1, . . . , N} and any domain Ω′ ⊂ Ω with uxi > 0 in Ω′, we have either
uxi ≡ 0 in Ω′ or uxi > 0 in Ω′.
4. Preliminary results
In this paragraph we shall prove some useful results that we need in the proof of the
main result. Let us start stating the following:
Condition (PE). We say that u(x) satisfies the Condition (PE) in Ω, if
(4.1) |u(x)| ≤ Cˆ
∫
Ω
|∇u(y)|
|x− y|N−1dy.
This generally follows by potential estimates, see [GT, Lemma 7.14, Lemma 7.16], that
gives
u(x) = Cˆ
∫
Ω
(xi − yi) ∂u∂xi (y)
|x− y|N dy a.e. (Ω),
with
10 A. FARINA, L. MONTORO, AND B. SCIUNZI
(i) Cˆ = 1
NωN
if u ∈ W 1,10 (Ω),
where ωN is the volume of the unit ball in R
N ;
(ii) Cˆ = d
N
N |S| if u ∈ W 1,1(Ω) with
∫
S
u = 0 and Ω convex,
where d = diam Ω and S any measurable subset of Ω.
Moreover let µ ∈ (0, 1], we define
(4.2) Vµ[f, U ](x) =
∫
U
f(y)
|x− y|N(1−µ)dy.
It is well known that (see [GT, pag.159])
(4.3) Vµ[1, U ](x) ≤ µ−1ω1−µN |U |µ.
Let us state the following:
Lemma 4.1. Let us consider Ω˜ ⊂ Ω and Vµ[f,Ω](x) as in (4.2). Then for any 1 ≤ q ≤ ∞
one has
(4.4) ||Vµ[f, Ω˜](x)||Lq(Ω) ≤
(
1− δ
µ− δ
)1−δ
ω1−µn |Ω|µ−δ||f ||Lm(Ω˜),
with 0 ≤ δ = 1
m
− 1
q
< µ.
Proof. The proof follows by [GT, Lemma 7.12]. 
Let us recall from [DS1, DCS] the following:
Proposition 4.2. Let 1 < p <∞ and u ∈ C1,α(Ω) a solution to

−∆pu = h(x), in Ω
u(x) > 0, in Ω
u(x) = 0. on ∂Ω
with h ∈ C1(Ω). Let Ω′ ⊂⊂ Ω and 0 < δ < dist(Ω′, ∂Ω) such that h > 0 in Ω′δ, where
Ω′δ = {x ∈ Ω : d(x,Ω′) < δ} ⊂⊂ Ω.
Consider the finite covering Ω′ ⊆ S∪
i=1
Bδ(xi) with xi ∈ Ω′ and S = S(δ). We set
M = max {sup
y∈Ω′
δ
∫
Ω′δ
1
|x− y|γ dx ; supy∈Ω′
δ
∫
Ω′δ
1
|x− y|γ+1 dx ; supy∈Ω′
δ
∫
Ω′δ
1
|x− y|γ+2 dx },
K = sup
x∈Ω′
δ
|∇u(x)| <∞,
W = sup
x∈Ω′
δ
|∇h(x)|,
(4.5)
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for γ < N − 2 if N ≥ 3, or γ = 0 if N = 2. Also let
0 < µ 6 inf
x∈Ω′
δ
h(x).(4.6)
Then we get: ∫
Ω′
1
|∇u|τ
1
|x− y|γ 6 C
∗
(4.7)
with max{(p− 2) , 0} 6 τ < p− 1 and
C∗ = C∗(µ¯ , p , γ , τ , f , ‖u‖∞ , ‖∇u‖∞ , δ , N) =
2S
µ
[
N2τ 2 ·M ·max{(p− 1) , 1}2
µ(p− τ − 1)
(
γ2 ·K2p−2−τ
p− τ − 1 +
4K
2p−2−τ
(p− τ − 1)δ2 +
K
p−τ−1
p− 1 W
)
+ γK
p−1−τ ·M + 2
δ
·Kp−1−τ ·M
]
.
(4.8)
Corollary 4.3. With the same hypotheses of Proposition 4.2, assume that (f1) holds and
that |∇u| is bounded. Then
(4.9) C∗ ≤ C S(δ)
δ2
1
a2
(
inf
Ω′
δ
u
)2q .
If else (f2) holds, setting σ = σ(‖u‖∞), we get
(4.10) C∗ ≤ C S(δ)
δ2
1
σ2q
.
Proof. It is sufficient to apply Proposition 4.2. 
Remark 4.4. Later we will exploit Corollary 4.3 in the case when the domain is a cube
in RN of diameter d. In this case, the reader may easy deduce that
S(δ) ≤ C
([ d
δ
]
+ 1
)N
for some constant C that only depends on the dimension of RN .
Later we will take advantage of Corollary 4.3 in some cases. We will anyway need some
refined estimates on the constant C∗ in the case when (f1) holds. To do this we start with
the following:
Proposition 4.5. Let u ∈ C1,α be a solution to (1.1), and assume that |∇u| is bounded.
Consider 0 < β < β0 and denote
Σ(β,2β) =
{
(x′, y) : x′ ∈ RN−1, y ∈ [β, 2β]} .
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If (f1) or (f2) is satisfied, then it follows that there exists a positive constant C = C(β0)
such that
|∇u| ≤ C
β
u, ∀x ∈ Σβ−β
4
,β+β
4
.
Proof. Let us assume that (f1) holds and let x
′
0 be fixed and K(x′0) be defined by
K(x′0) = Bβ√N (x′0)× (β, 2β).
and Bβ
√
N(x
′
0) is the ball in R
N−1 of radius β
√
N around x′0. Also let us set u0 = u(x
′
0,
3
2
β)
and
(4.11) w0β(x
′, y) =
u((β x′ + x′0), βy)
u0
.
Moreover let KT (x′0) to be the set corresponding to K(x′0) via the map:
(x′ , y) −→ T (x′, y) := (β x′ + x′0, β y) ,
that is, KT (x′0) := T−1(K(x′0)).
In the following we will use the fact that in domains like K(x′0) and KT (x′0) (or in some their
neighborhood) the Harnack constant in the the Harnack inequality ( see [PS3, Theorem
7.2.2]) is uniformly bounded (not depending on β).
It follows by (f1) that
(4.12) −∆p w0β = βp
f(u((βx′ + x′0), βy))
up−10
= d(x)(w0β)
p−1 in KµT (x′0) ,
being KµT (x′0) a neighborhood of radius µ > 0 of KT (x′0). We may consider e.g. µ = 12 .
Since q ≥ p−1, d(x) is uniformly bounded in KµT (x′0) and we can exploit Harnack inequality
to get
sup
KµT (x′0)
w0β(x
′, y) ≤ CH infKµT (x′0)
w0β(x
′, y) ≤ CH ,
where we also used (4.11).
We can therefore exploit the interior gradient estimates in [Di], see in particular Theorem 1
in [Di], to get
|∇w0β| ≤ C in K
1
4
T (x
′
0) .
Note that the distance from the boundary of the set KT (x′0) is fixed by construction.
Scaling back we get
|∇u| ≤ C
β
u0 ≤ C CH
β
u in T (K
1
4
T (x
′
0)) ,
using again Harnack inequality. The thesis follows now recalling that x0 was arbitrary
chosen.

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Proposition 4.6. Let u ∈ C1,α be a solution to (1.1), and assume that |∇u| is bounded.
Consider 0 < β < β0 and let Σ(β,2β) defined as above. If (f1) is satisfied, then there exists
a constant C = C(β0) > 0 such that, for any x
′
0 ∈ RN−1, it follows∫
K(x′0)
1
|∇u|τ
1
|x− y|γ ≤ C β
(N+τ−2p−γ) u2p−2q−2−τ0(4.13)
where u0 = u(x
′
0,
3
2
β) and K(x′0) is defined by K(x′0) = Bβ√N (x′0)× (β, 2β), γ < N − 2 if
N ≥ 3, or γ = 0 if N = 2 and max{(p− 2) , 0} 6 τ < p− 1.
Remark 4.7. Let us point out for future use that, the value u0 = u(x
′
0,
3
2
β) may be substi-
tuted by the value of u at some other point of K(x′0). Because of the Harnack inequality,
this only causes a changing of the constant C in (4.13).
Proof. Let
(4.14) wβ(x
′, y) =
u((β x′ + x′0), βy)
β
,
and consider, as in Proposition 4.5, KT (x′0) to be the set corresponding to K(x′0) via the
map: (x′ , y) −→ T (x′, y) := (β x′ + x′0, β y). Note that wβ is bounded in KµT (x′0) (the
neighborhood of radius µ > 0 of KT (x′0)) by the mean value theorem, and it follows by
(f1) that
(4.15) −∆pwβ = βf(u((β x′ + x′0), βy)) in KµT (x′0) .
We consider in particular µ = 1
4
, so that Proposition 4.5 applies (see (4.16)).
Also, setting as above u0 = u(x
′
0,
3
2
β), we can exploit Harnack inequality, and get
u0 ≤ sup
T (KµT (x′0))
u ≤ CH inf
T (KµT (x′0))
u ≤ CH u0
Then, for τ < (p− 1) (actually we will let τ ≈ (p− 1)) and γ < N − 2 (actually we will
let γ ≈ N − 2), considering y′ ∈ KT (x′0), by exploiting Proposition 4.2 for (4.15) (fixing
e.g. δ = 1/8), we get∫
KT (x′0)
1
|∇wβ|τ
1
|x− y′|γ
≤ C
β2 a2 u2q0
[(u0
β
)2p−2−τ
+
(u0
β
)p−τ
β2Auq−10
]
+
C
β auq0
(u0
β
)p−1−τ ≤
≤ C u
2p−2−τ
0
β2β2p−2−τu2q0
,
(4.16)
where C = C(τ, p, γ, f).
We have used here Proposition 4.2 via Proposition 4.5, and we exploited the fact that the
Harnack constant is uniformly bounded because of the geometry of the domain, see [PS3,
Theorem 7.2.2].
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Scaling, it is now easy to see that, for y ∈ T−1(KT (x′0))∫
K(x′0)
1
|∇u|τ
1
|x− y|γ = β
(N−γ)
∫
KT (x′0)
1
|∇wβ|τ
1
|x− y
β
|γ
6 C β(N−2−γ)
u2p−2−τ0
β2p−2−τu2q0
,
(4.17)
where we used (4.16) with y′ = y
β
∈ (KT (x′0)).

The above results will be crucial when dealing with the proof of our main results in the
sub-linear case. We now prove two lemma, that will be mainly used in the super-linear
case. We will use in particular some translation arguments which, in the semilinear case,
go back to [BCN2, Dan1].
Lemma 4.8. Let u ∈ C1,α(RN+ ) be a solution to (1.1) and assume that (H2) holds, namely
f(s) ≥ cfsp−1 in [0 , s0] ,
for some s0 > 0 and some positive constant cf and p > 2. Denote
Σ(β,∞) =
{
(x′, y) : x′ ∈ RN−1, y ∈ (β,+∞)} .
Then there exits β > 0 and δ(β) > 0 such that
u(x) > δ(β) ∀x ∈ Σ(β,∞).
Proof. Let φR1 ∈ C1,α(BR(0)) be the first positive eigenfunction of the p-Laplacian in BR(0),
namely a positive solution of{
−∆pφ = λ1(R)φp−1, in BR(0)
φ = 0, on ∂BR(0) .
It is well known that λ1(R)→ 0 if R→∞. Let us set
φR1,x0(x) = φ
R
1 (x− x0) in BR(x0).
For R fixed sufficiently large we have
−∆pφR1,x0 = λ1(R)
(
φR1,x0
)p−1
(4.18)
≤ cf
(
φR1,x0
)p−1
in BR(x0),
where cf is as in the statement. Also by assumption
(4.19) −∆pu ≥ cfup−1 in RN+ ∩ {0 ≤ u(x) ≤ s0}.
Moreover we can redefine the first eigenfunction by scaling so that:
φ˜R1,x0 = sφ
R
1,x0 < u in BR(x0).
Setting
x0(i, t) = (x
′
0(i, t), y0(i, t)) = x0 + tei ,
under the condition y0(i, t) > R, we can exploit a sliding technique by considering
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φ˜R1,i,t = φ˜
R
1 (x− x0(i, t)),
where ei ∈ SN−1. By (4.18) and (4.19), exploiting the Strong Comparison Principle (see
Theorem (3.3)), we get φ˜R1,i,t < u for every i, t, such that y0(i, t) > R. In fact, if this is
not the case, we would have φ˜R1,i,t touching from below u at some point, namely it would
exist some point xˆ ∈ RN+ where φ˜R1,i,t(xˆ) = u(xˆ) for some i, t, and φ˜R1,i,t(xˆ) ≤ u(xˆ). This
(by the Strong Comparison Principle ) would imply φ˜R1,i,t ≡ u, that is a contradiction since
φ˜R1,i,t is compactly supported. Thus we have the thesis with β = R and δ(β) = max φ˜
R
1,x0
in BR(x0). 
Lemma 4.9. Let u ∈ C1,α(RN ) be a solution to (1.1) such that |∇u| is bounded, with f
positive and locally Lipschitz continuous. Assume that
(4.20) u ≥ uβ > 0 in {y ≥ β} ,
for some β > 0 and some positive constant uβ ∈ R+. Then it follows that
(4.21)
∂u
∂y
≥ u′θ > 0 in Σ(0,θ) ,
for some θ > 0 and some positive constant u′θ ∈ R+, with Σ(0,θ) =
{
(x′, y) : x′ ∈ RN−1, y ∈ [0, θ]}.
Proof. We argue by contradiction. Were the claim false, we could find a sequence of points
xn = (x
′
n, yn) such that, for n tending to infinity, we have
∂u
∂y
(x′n, yn)→ 0 and yn → 0 .
Let us now define
un(x
′, y) = u(x′ + x′n, y)
so that ‖un‖∞ = ‖u‖∞ 6 C. Arguing as in [FMS] and exploiting Ascoli’s theorem, it
follows that, up to subsequences, we have
(4.22) un
C
1,α′
loc
(RN+ )−→ u˜
up to subsequences, for for some α′ > 0. We consider u˜ in the entire space RN+ constructed
by a standard diagonal process.
It is now standard to see that−∆pu˜ = f(u˜) in RN+ and it follows by construction that u˜ >
0 in RN+ and consequently u˜ > 0 in R
N
+ by the Strong Maximum Principle (see [PS3, Vaz]),
since the case u˜ ≡ 0 is avoided by (4.20). By construction (since ∂u
∂y
(x′n, yn) → 0) it also
follows that
∂u˜
∂y
(0, 0) = 0 .
Since u˜ is positive in the interior of RN+ , the contradiction follows by the Hopf boundary
lemma [Vaz], and the thesis is proved.

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Remark 4.10. With the same notation of Lemma 4.9, it is now easy to see that actually
we may assume that:
(4.23) u ≥ uβ > 0 in {y ≥ β} ,
for some β > 0 and some positive constant uβ ∈ R+ and
(4.24)
∂u
∂y
≥ u′β > 0 in Σ(0,2β),
for some positive constant u′β ∈ R+.
To prove this it is sufficient to use the monotonicity of the solution near the boundary,
given by Lemma 4.9, and the Harnack inequality (see [PS3, Theorem 7.2.2]) far from the
boundary, like in Proposition 4.6.
5. A weighted Sobolev-type inequality
Theorem 5.1. Consider two sets Ω1 and Ω2 such that Ω1 ⊂ Ω, Ω2 ⊂ Ω, Ω1 ∩Ω2 = ∅ and
Ω1 ∪ Ω2 = Ω.
Let ρ and η two weight functions such that∫
Ω1
1
ρt|x− y|γ ≤ C
∗
1 ,(5.1) ∫
Ω2
1
ηt|x− y|γ ≤ C
∗
2 ,
with t = p−1
p−2r,
p−2
p−1 < r < 1, γ < N − 2 (γ = 0 if N = 2). Assume, in the case N ≥ 3,
without no lose of generality that
γ > N − 2t,
which5 implies Nt− 2N + 2t+ γ > 0. Then, for any w ∈ H1,20,ρ(Ω1) ∩H1,20,η(Ω2), there exist
constants Csρ and Csη such that
||w||Lq(Ω) ≤ Csρ||∇w||L2(Ω1,ρ) + Csη ||∇w||L2(Ω2,η)(5.2)
= Csρ
(∫
Ω1
ρ|∇w|2
) 1
2
+ Csη
(∫
Ω2
η|∇w|2
) 1
2
,
for any 1 ≤ q < 2∗(t) where
(5.3)
1
2∗(t)
=
1
2
− 1
N
+
1
t
(
1
2
− γ
2N
)
.
with
(5.4) Csρ = Cˆ(C
∗
1)
1
2t (CM)
1
(2t)′ and Csη = Cˆ(C
∗
2)
1
2t (CM)
1
(2t)′ ,
5Note that the condition γ > N − 2t holds true for r ≈ 1 and γ ≈ N − 2 that we may assume with no
loose of generality.
MONOTONICITY IN HALF-SPACES 17
where Cˆ is as in Condition (PE) 4, C∗1 and C
∗
2 are as in the statement of theorem and
CM =
(
1− δ
α
N
− δ
)1−δ
ω
1− α
N
n |Ω| αN−δ.
Remark 5.2. Note that the largest value of 2∗(t) is obtained at the limiting case t ≈ p−1
p−2,
and γ ≈ (N − 2), γ = 0 for N = 2. We have therefore that (5.2) holds for any q < 2˜∗
where
1
2˜∗
=
1
2
− 1
N
+
p− 2
p− 1 ·
1
N
,
Moreover one has 2˜∗ > 2.
Proof. Without loss of generality we assume w belonging to C1(Ω) or C10(Ω) depending on
the case (i) or (ii) of Condition (PE). Hence equation (4.1) implies
(5.5) |w(x)| ≤ Cˆ
∫
Ω
|∇w(y)|
|x− y|N−1dy.
Then
|w(x)| ≤ Cˆ
∫
Ω1
|∇w(y)|
|x− y|N−1dy + Cˆ
∫
Ω2
|∇w(y)|
|x− y|N−1dy
≤ Cˆ
∫
Ω1
1
ρ
1
2 |x− y| γ2t
|∇w(y)|ρ 12
|x− y|N−1− γ2t dy + Cˆ
∫
Ω2
1
η
1
2 |x− y| γ2t
|∇w(y)|η 12
|x− y|N−1− γ2t dy
≤ Cˆ
(∫
Ω1
1
ρt|x− y|γ dy
) 1
2t

∫
Ω1
(
|∇w(y)|ρ 12
)(2t)′
|x− y|(N−1− γ2t )(2t)′ dy


1
(2t)′
+ Cˆ
(∫
Ω2
1
ηt|x− y|γ dy
) 1
2t

∫
Ω2
(
|∇w(y)|η 12
)(2t)′
|x− y|(N−1− γ2t )(2t)′ dy


1
(2t)′
,
where in the last inequality we used Ho¨lder inequality with 1
2t
+ 1
(2t)′
= 1. Hence
|w(x)| ≤ Cˆ(C∗1)
1
2t

∫
Ω1
(
|∇w(y)|ρ 12
)(2t)′
|x− y|(N−1− γ2t )(2t)′ dy


1
(2t)′
(5.6)
+ Cˆ(C∗2)
1
2t

∫
Ω2
(
|∇w(y)|η 12
)(2t)′
|x− y|(N−1− γ2t )(2t)′ dy


1
(2t)′
.
We point out that
(5.7) (|∇w|ρ 12 )(2t)′ ∈ L 2(2t)′ (Ω1) and (|∇w|η 12 )(2t)′ ∈ L
2
(2t)′ (Ω2).
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From (5.6), by using equation (4.2) with µ = 1− 1
N
(N − 1− γ
2t
)(2t)′, we obtain
|w(x)| ≤ Cˆ(C∗1 )
1
2t
(
Vµ
[(
|∇w(y)|ρ 12
)(2t)′
,Ω1
]
(x)
) 1
(2t)′
(5.8)
+ Cˆ(C∗2 )
1
2t
(
Vµ
[(
|∇w(y)|η 12
)(2t)′
,Ω2
]
(x)
) 1
(2t)′
.
Moreover we remark that the assumption γ > N − 2t implies µ > 0.
We shall use now Lemma 4.1 setting
1
m
=
(2t)′
2
,
see (5.7). In order to apply (4.4), since by assumption Nt − 2N + 2t + γ > 0, a direct
calculation shows that it is possible to find a q > 1 such that
1
m
− 1
q
< µ.
From (5.6) we have
(∫
Ω
|w(x)|q(2t)′dx
) 1
q(2t)′
≤
(∫
Ω
(
Cˆ(C∗1)
1
2t
(
Vµ
[(
|∇w(y)|ρ 12
)(2t)′
,Ω1
]
(x)
) 1
(2t)′
+ Cˆ(C∗2 )
1
2t
(
Vµ
[(
|∇w(y)|η 12
)(2t)′
,Ω2
]
(x)
) 1
(2t)′
)q(2t)′
dx
) 1
q(2t)′
and by Minkowski inequality
(5.9) (∫
Ω
|w(x)|q(2t)′dx
) 1
q(2t)′
≤ Cˆ(C∗1)
1
2t
∥∥∥∥∥Vµ
[(
|∇w(y)|ρ 12
)(2t)′
,Ω1
]
(x)
∥∥∥∥∥
1
(2t)′
Lq(Ω)
+ Cˆ(C∗2)
1
2t
∥∥∥∥∥Vµ
[(
|∇w(y)|η 12
)(2t)′
,Ω2
]
(x)
∥∥∥∥∥
1
(2t)′
Lq(Ω)
.
From (5.9), by using Lemma 4.1 we get
(5.10)(∫
Ω
|w(x)|q(2t)′
) 1
q(2t)′
≤ Cˆ(C∗1 )
1
2t
((
1− δ
α
N
− δ
)1−δ
ω
1− α
N
n |Ω| αN−δ
) 1
(2t)′ (∫
Ω1
ρ|∇w|2
) 1
2
+ Cˆ(C∗2 )
1
2t
((
1− δ
α
N
− δ
)1−δ
ω
1− α
N
n |Ω| αN−δ
) 1
(2t)′ (∫
Ω2
η|∇w|2
) 1
2
,
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that gives (5.3) with q(2t)′ = 2∗(t) and (5.4) with CM =
(
1−δ
α
N
−δ
)1−δ
ω
1− α
N
n |Ω| αN−δ. 
Now we are ready to state the following
Corollary 5.3 (Weighted Poincare´ inequality). Let w be as in one of the following cases
(i) w ∈ H1,20,ρ(Ω) ∩H1,20,η (Ω),
(ii) w ∈ H1,2ρ (Ω) ∩H1,2η (Ω) such that
∫
Ω
w = 0 and Ω convex,
and Ω1 and Ω2 such that Ω1 ⊂ Ω, Ω2 ⊂ Ω, Ω1 ∩ Ω2 = ∅ and Ω1 ∪ Ω2 = Ω.
Then, if the weights ρ and η fulfill (5.1), then∫
Ω
w2 ≤ Cp(Ω)Cˆ2
(
(C∗1)
1
t (CM)
2
(2t)′
∫
Ω1
ρ|∇w|2 + (C∗2)
1
t (CM)
2
(2t)′
∫
Ω2
η|∇w|2
)
,
where Cˆ, C∗1 , C
∗
2 , CM are as in Theorem 5.1 and with Cp(Ω)→ 0 if |Ω| → 0.
In particular, given any 0 < θ < 1, we can assume that
(5.11) Cp(Ω) ≤ C |Ω|
2 θ
(p−1)N .
Proof. Choose 2 < q < 2˜∗. By Holder inequality we get:
(5.12)
∫
Ω
w2 ≤
(∫
Ω
wq
) 2
q
|Ω| q−2q ,
and then using Theorem 5.1 one has∫
Ω
w2 ≤ Cp(Ω)Cˆ2
(
(C∗1)
1
t (CM)
2
(2t)′
∫
Ω1
ρ|∇w|2 + (C∗2)
1
t (CM)
2
(2t)′
∫
Ω2
η|∇w|2
)
.
By (6.35) and direct computation it follows (5.11). 
6. A Weak Comparison Principle in narrow domains, Proof of Theorem 1.1
We prove here below Theorem 1.1. Let us start considering the case when (H1) is
assumed to hold, that is (f1) holds and 2 < p < 3. Since u and v are bounded, in the
formulation of (f1) we fixM = max{‖u‖∞ ; ‖v‖∞} and a = a(M) > 0 and A = A(M) > 0
such that
a uq ≤ f(u) ≤ Auq and ∣∣f ′(u)∣∣ ≤ Auq−1
a vq ≤ f(v) ≤ Auq and ∣∣f ′(v)∣∣ ≤ Avq−1(6.1)
In the sequel we further use the following inequalities:
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∀η, η′ ∈ RN with |η|+ |η′| > 0 there exists positive constants C1, C2 depending on p such
that
[|η|p−2η − |η′|p−2η′][η − η′] ≥ C1(|η|+ |η′|)p−2|η − η′|2,(6.2)
||η|p−2η − |η′|p−2η′| ≤ C2(|η|+ |η′|)p−2|η − η′|,
[|η|p−2η − |η′|p−2η′][η − η′] ≥ C3|η − η′|p if p ≥ 2.
First of all we remark that (u− v)+ ∈ L∞(Σ(λ,β)) since we assumed u, v to be bounded in
Σ(λ,β).
Let us now define
(6.3) Ψ = [(u− v)+]αϕ2R,
where α > 1, will be fixed later and ϕR(x
′, y) = ϕR(x′) ∈ C∞c (RN−1), ϕR ≥ 0 such that
(6.4)


ϕR ≡ 1, in B′(0, R) ⊂ RN−1,
ϕR ≡ 0, in RN−1 \B′(0, 2R),
|∇ϕR| ≤ CR , in B
′
(0, 2R) \B′(0, R) ⊂ RN−1,
where B
′
(0, R) denotes the ball in RN−1 with center 0 and radius R > 0. From now on,
for the sake of simplicity, we set ϕR(x
′, y) := ϕ(x′, y).
We note that Ψ ∈ W 1,p0 (Σ(λ,β)) by (6.4) and since u ≤ v on ∂Σ(λ,β).
Let us define the cylinder
C(λ,β)(R) = C(R) :=
{
Σ(λ,β) ∩ {B′(0, R)× R}
}
.
Then using Ψ as test function in both equations of problem (1.2) and substracting we get
(6.5)
α
∫
C(2R)
(|∇u|p−2∇u− |∇v|p−2∇v,∇(u− v)+)[(u− v)+]α−1ϕ2
+
∫
C(2R)
(|∇u|p−2∇u− |∇v|p−2∇v,∇ϕ2)[(u− v)+]α
=
∫
C(2R)
(f(u)− f(v))[(u− v)+]αϕ2.
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By (6.2) and the fact that p ≥ 2, from (6.5) one has
αC˙
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|2[(u− v)+]α−1ϕ2(6.6)
≤ α
∫
C(2R)
(|∇u|p−2∇u− |∇v|p−2∇v,∇(u− v)+)[(u− v)+]α−1ϕ2
= −
∫
C(2R)
(|∇u|p−2∇u− |∇v|p−2∇v,∇ϕ2)[(u− v)+]α
+
∫
C(2R)
(f(u)− f(v))[(u− v)+]αϕ2
≤
∫
C(2R)
∣∣(|∇u|p−2∇u− |∇v|p−2∇v,∇ϕ2)∣∣ [(u− v)+]α
+
∫
C(2R)
(f(u)− f(v))[(u− v)+]αϕ2
≤ Cˇ
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+||∇ϕ2|[(u− v)+]α
+
∫
C(2R)
(f(u)− f(v))[(u− v)+]αϕ2,
where in the last line we used Schwarz inequality and the second of (6.2).
Setting
(6.7) I1 := Cˇ
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+||∇ϕ2|[(u− v)+]α
and
(6.8) I2 :=
∫
C(2R)
(f(u)− f(v))[(u− v)+]αϕ2,
equation (6.6) becomes
(6.9) αC˙
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|2[(u− v)+]α−1ϕ2 ≤ I1 + I2.
We proceed in three steps:
Step 1: Evaluation of I1.
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From (6.7), we obtain
(6.10)
I1 = 2Cˇ
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|ϕ|∇ϕ|[(u− v)+]α
= 2Cˇ
∫
C(2R)
(|∇u|+ |∇v|) p−22 |∇(u− v)+|ϕ[(u− v)+]α−12 (|∇u|+ |∇v|) p−22 |∇ϕ|[(u− v)+]α+12
≤ δ′Cˇ
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|2ϕ2[(u− v)+]α−1
+
Cˇ
δ′
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇ϕ|2[(u− v)+]α+1,
where in the last inequality we used weighted Young inequality, and δ′ will be chosen later.
Hence
(6.11) I1 ≤ Ia1 + Ib1,
where
Ia1 := δ
′Cˇ
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|2ϕ2[(u− v)+]α−1,(6.12)
Ib1 :=
Cˇ
δ′
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇ϕ|2[(u− v)+]α+1.
Let us consider now N = N(R) cubes Qi with edge l = β−λ and with the y−coordinate
of the center, say yC , such that yC =
β+λ
2
. More precisely we indicate with (xi0 ,
β+λ
2
) the
center of the cube Qi. Moreover we assume that Qi ∩Qj = ∅ for i 6= j and
(6.13)
N⋃
i=1
Qi ⊃ C(2R).
It follows as well, that each cube Qi has diameter
(6.14) diam(Qi) = dQ =
√
N(β − λ), i = 1, · · · , N.
The idea in considering the union (6.13), is to use in each cube Qi the weighted Poincare´
inequality, see Corollary 5.3 and taking advantage of the constant Cˆ that turns to be not
depending on the index i of (6.13). In fact let us define
(6.15) w(x) :=


(
u− v
)+
(x′, y) if (x′, y) ∈ Qi;
−
(
u− v
)+
(x′, 2β − y) if (x′, y) ∈ Qri ,
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where (x′, y) ∈ Qri iff (x′, 2β − y) ∈ Qi.
Since
∫
Qi∪Qri
w(x)dx = 0, we have that
w(x) = Cˆ
∫
Qi∪Qri
(xi − zi)Diw(z)
|x− z|N dz a.e. x ∈ Qi ∪Q
r
i ,
where Cˆ = (β−λ)
N
N |Qi∪Qri | . Then for almost every x ∈ Qi one has
|w(x)| ≤ Cˆ
∫
Qi∪Qri
|∇w(z)|
|x− z|N−1dz(6.16)
= Cˆ
∫
Qi
|∇w(z)|
|x− z|N−1dz + Cˆ
∫
Qri
|∇w(z)|
|x− z|N−1dz
≤ 2Cˆ
∫
Qi
|∇w(z)|
|x− z|N−1dz ,
where in the last line we used, the following standard changing of variables

zt1 = z1
...
ztN−1 = zN−1
ztN = 2β − zN ,
the fact that for x ∈ Qi, one has (|x− z|)
∣∣∣
z∈Qi
≤ (|x− zt|)
∣∣∣
z∈Qi
and that, by (6.15) it holds
|∇w(z)| = |∇w(zt)|. Once we have (6.16), the proof of Theorem 5.1 applies by considering
Ω = Qi, that is the case we are interested here.
- We analyze the term Ib1.
By (6.4) and since ∇u,∇v ∈ L∞(Σ(λ,y0)), we have
Ib1 ≤
N∑
i=1
C
δ′R2
∫
C(2R)∩Qi
(
[(u− v)+]α+12
)2
.(6.17)
Then we are going to use Corollary 5.3 with
Ωi1 = C(2R) ∩Qi ∩ {u >
1
Rm
}
and
Ωi2 = C(2R) ∩Qi ∩ {u ≤
1
Rm
},
with m > 0 to be chosen later and considering the weight η ≡ 1 in Ωi2 and the weight
ρ ≡ |∇u|p−2 in Ωi1.
At this stage, it is important to note that actually each domain Ωi1 and Ω
i
2 depends in fact
on R. Anyway, to make simpler the reading, we use the notation Ωi1 instead of Ω
i
1(R) and
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Ωi2 instead of Ω
i
2(R).
We set
(6.18) C♯ = Cp(Ω
i
1) · Cˆ2(dQ) · (C∗1 )
1
t · (CM)
2
(2t)′ ,
where all the constants are those given in Corollary 5.3. Let us emphasize that the Poincare´
constant in Ωi2 is estimated as for the standard (not-weighted) case, since we choose η ≡ 1
in Ωi2.
Thus, using Corollary 5.3 and the classical inequality (a+ b)p ≤ 2p(ap+ bp), for a, b > 0,
we get from (6.17)
(6.19)
Ib1 ≤
N∑
i=1
(
C♯
C
δ′R2
∫
Ωi1
|∇u|p−2
∣∣∣∇[(u− v)+]α+12 ∣∣∣2
+
C(Ωi2, dQ, α)
δ′R2
∫
Ωi2
[(u− v)+]α−1|∇(u− v)+|2
)
≤
N∑
i=1
C♯
C(α, δ′)
R2
∫
Ωi1
|∇u|p−2[(u− v)+]α−1 ∣∣∇[(u− v)+∣∣2
+ 2N−1βωN−1
C(Ωi2, dQ, α, δ
′)
R2+m(α−1)
RN−1,
being 2N−1βRN−1ωN−1 ≥
N∑
i=1
|Ωi2|, where ωN−1 is the volume of the unit ball in RN−1.
Thus (6.19) states as
(6.20)
Ib1 ≤
N∑
i=1
C♯
C(α, δ′)
R2
∫
Ωi1
|∇u|p−2[(u− v)+]α−1 ∣∣∇[(u− v)+∣∣2
+
C(Ωi2, dQ, α, δ
′, β, N)
R2+m(α−1)+1−N
.
To estimate C♯ we are going to estimate the constant C∗1 in (6.18).
Since we are considering the domain Ωi1 = C(2R) ∩Qi ∩ {u > 1Rm}, we have that
(6.21) dist
(
Ωi1, {u = 0}
)
≥ 1‖∇ u‖∞
1
Rm
>
C
Rm
,
for some positive constant C, that does not depend on R since |∇u| is bounded. In fact
by mean value theorem one has u(x′, y) ≤ Cy, that implies (6.21) by the definition of Ωi1.
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Now we apply Corollary 4.3 with δ = ǫ
Rm
and ǫ fixed sufficiently small in order that
u >
1
2Rm
in the neighborhood of radius δ of Ωi1. Note that such ǫ > 0 exists, and does not depend
on R, since the gradient of u is bounded.
Moreover the number S = S(δ) for the covering of every Qi (see Proposition 4.2 and
Remark 4.4) can be estimated by
S ≤ C RmN ,
for some constant C > 0.
Exploiting Corollary 4.3 (see (4.9)), we obtain
C∗1 ≤ C R(N+2q+2)m in Ωi1.
Thus equation (6.20), by using (6.18), becomes
(6.22)
Ib1 ≤ C♭
∫
C(2R)
(|∇u|+ |∇v|)p−2[(u− v)+]α−1 ∣∣∇(u− v)+∣∣2
+
C(Ωi2, dQ, α, δ
′, β, N)
R2+m(α−1)+1−N
,
with
(6.23) C♭ = C · Cp(Ωi1) · Cˆ2(dQ) · (CM)
2
(2t)′ · R(N+2q+2)mt −2.
It is here that we choose m small and α big such that
(i) (N + 2q + 2)
m
t
− 2 ≤ −1;
(ii) 2 +m(α− 1) + 1−N ≥ 1.
Note that later t will be fixed close to p−1
p−2 . We point out that condition (i) holds true
for m close to zero, since t > 1 (see Theorem 5.1); instead condition (ii) is satisfied for α
sufficiently large.
It is crucial here that the choice of m and α does not depend on λ neither on dQ.
From (6.22), we have
(6.24)
Ib1 ≤
C1(Ω
i
1, dQ, δ
′)
R
∫
C(2R)
(|∇u|+ |∇v|)p−2[(u− v)+]α−1 ∣∣∇[(u− v)+∣∣2
+
C2(Ω
i
2, dQ, δ
′)
R
,
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for some positive constants
C1(Ω
i
1, dQ, δ
′)→ 0 if |Qi| → 0 or dQ → 0 ,(6.25)
C2(Ω
i
2, dQ, δ
′)→ 0 if |Qi| → 0 or dQ → 0.
Moreover we remark that, for the sake of simplicity and reader convenience, we have
explicited in the constants C1(·, ·, ·) and C2(·, ·, ·) only the dependence on the parameter
that in the sequel we are going to use.
Thus, by using (6.12) and (6.24), equation (6.11) states as
I1 ≤ δ′Cˇ
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|2ϕ2[(u− v)+]α−1(6.26)
+
C1(Ω
i
1, dQ, δ
′)
R
∫
C(2R)
(|∇u|+ |∇v|)p−2[(u− v)+]α−1 ∣∣∇[(u− v)+∣∣2
+
C2(Ω
i
2, dQ, δ
′)
R
.
Step 2: Evaluation of I2.
We set
I2 =
∫
C(2R)
f(u)− f(v)
(u− v)+ [(u− v)
+]α+1ϕ2,(6.27)
and
(6.28) κi = inf
Qi
δ¯
v and κi = sup
Qi
δ¯
v,
where
Qiδ¯ := {x ∈ RN | dist(x , Qi) ≤ δ¯}
and δ¯ as in the statement. We set
vi0 := v(x
i
0 ,
β + λ
2
)
recalling that (xi0 ,
β+λ
2
) is the center of the cube Qi. By Harnack inequality we have
(6.29) κi ≤ vi0 ≤ κi ≤ CHκi ≤ CHvi0 .
Let us consider the two following cases:
Case 1: q ≥ 2.
By Taylor expansion of f(·), we obtain
f(u) = f(v) + f ′(v)(u− v) + f
′′(ξ)
2
(u− v)2,
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with v < ξ < u. Then (6.27) turns out to be
I2 =
N∑
i=1
∫
C(2R)∩Qi
f ′(v)[(u− v)+]α+1 +
N∑
i=1
∫
C(2R)∩Qi
f ′′(ξ)
2
[(u− v)+]α+2(6.30)
= Ia2 + I
b
2,
with
(6.31) Ia2 :=
N∑
i=1
∫
C(2R)∩Qi
f ′(v)[(u− v)+]α+1
and
Ib2 :=
N∑
i=1
∫
C(2R)∩Qi
f ′′(ξ)
2
[(u− v)+]α+2.
- We start estimating Ia2 .
We have
Ia2 ≤ C
N∑
i=1
(κi)
q−1
∫
C(2R)∩Qi
(
[(u− v)+]α+12
)2
≤ C(vi0)q−1
N∑
i=1
∫
C(2R)∩Qi
(
[(u− v)+]α+12
)2
.
Setting
(6.32) C♯ = Cp(Qi) · Cˆ2(dQ) · (C∗1)
1
t · (CM)
2
(2t)′ ,
(where all the constants are those given in Corollary 5.3) by using the weighted Poincare´
inequality given in Corollary 5.3, we have
Ia2 ≤ C(vi0)q−1C♯
N∑
i=1
∫
C(2R)∩Qi
|∇v|p−2|∇(u− v)+|2[(u− v)+]α−1 ≤
≤ C(vi0)q−1C♯
N∑
i=1
∫
C(2R)∩Qi
(|∇u|+ |∇v|)p−2|∇(u− v)+|2[(u− v)+]α−1 ,
(6.33)
since p > 2. Considering definition (6.32), we shall estimate (vi0)
q−1(C∗1)
1
t . By our assump-
tion (1.3), for p−2
p−1 < r < 1, we can exploit Theorem 5.1. In this case our assumption (1.3)
replaces the general assumption (5.1) in Theorem 5.1. Thus we get
(vi0)
q−1(C∗1)
1
t ≤ Cβ [N−2p+(p−1)r−γ] p−2(p−1)r (vi0)q−1+[2p−2−(p−1)r−2q]
p−2
(p−1)r .
Here, we are using the relation τ = (p− 1)r = (p− 2)t. Recall also that γ = 0 if N = 2,
while if N ≥ 3 we can take any γ < N − 2, with γ sufficiently close to N − 2 (γ > N − 2t),
according to Theorem 5.1.
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For q − 1 + p− 2− 2q p−2
p−1 > 0, namely (we use here the assumption 2 < p < 3) for:
[q − (p− 1)](p− 3) < 0,
we can consequently take r − 1 sufficiently small such that
q − 1 + [2p− 2− (p− 1)r − 2q] p− 2
(p− 1)r > 0 ,
and consequently we get by (6.33)
(vi0)
q−1C♯ < C (CM)
2
(2t)′ Cp(Qi)(v
i
0)
q−1+[2p−2−(p−1)r−2q] p−2
(p−1)rβ [N−2p+(p−1)r−γ]
p−2
(p−1)r
≤ CCp(Qi)β [N−2p+(p−1)r−γ]
p−2
(p−1)r ,
(6.34)
where we also used that vi0 ≤ ‖v‖∞ ≤ C.
Recall now that Cp(Qi) is given by Corollary 5.3 (see (5.11)). In particular, for any
2 < q < 2˜∗ (see Remark 5.2) we have
(6.35) Cp(Qi) ≤ C|Qi|
q−2
q ≤ C(β − λ) 2p−1 θ,
where θ is any number such that 0 < θ < 1 (actually we take θ close to 1).
For 2
p−1 > p− 2, namely (and we use again here the assumption 2 < p < 3) for:
p(p− 3) < 0
we can fix θ close to 1, γ close to N − 2, r close to 1, such that
2
p− 1θ + [N − 2p+ (p− 1)r − γ]
p− 2
(p− 1)r > 0
so that we can rewrite (6.33) as follows:
(6.36)
Ia2 ≤ C3,a(dQ)
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|2[(u− v)+]α−1
with
(6.37) C3,a(dQ)→ 0 if dQ → 0,
where in the constant, for simplicity, we have stated the dependence on dQ since it will be
used in the sequel. Actually we have C3,a(dQ) ≤ C(β − λ)s for some s > 0.
- Consider now the term Ib2.
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One has
Ib2 ≤ C
N∑
i=1
∫
C(2R)∩Qi
(
[(u− v)+]α+2p
)p
(6.38)
≤ C
N∑
i=1
Cp(dQ)
∫
C(2R)∩Qi
[(u− v)+]α+2−p|∇(u− v)+|p,
where we used Poincare´ inequality in W 1,p(Qi), since (u − v)+ is zero on ∂Σ(λ,β). Being
u, v,∇u,∇v ∈ L∞(Σ(λ,β)), since we have
(6.39) |∇(u− v)+|p ≤ (|∇u|+ |∇v|)p−2|∇(u− v)+|2,
from (6.38) it follows
(6.40)
Ib2 ≤ C
N∑
i=1
Cp(dQ) (||u||∞ + ||v||∞)3−p
∫
C(2R)∩Qi
(|∇u|+ |∇v|)p−2 |∇(u− v)+|2[(u− v)+]α−1
≤ C3,b(dQ)
∫
C(2R)
(|∇u|+ |∇v|)p−2 |∇(u− v)+|2[(u− v)+]α−1,
where as above
(6.41) C3,b(dQ)→ 0 if dQ → 0 ,
and again we are using the assumption 2 < p < 3.
Consider now
Case 2: p− 1 < q < 2.
I2 =
∫
C(2R)
(f(u)− f(v))[(u− v)+]αϕ2.
Consider first the function (
√
u)2q. By Taylor expansion we have
uq = vq + 2q(
√
v)2q−1(
√
u−√v) + 2q(2q − 1)ξ2q−2(√u−√v)2,
with
√
v < ξ <
√
u. Then, since u ≥ v, we obtain
(6.42)∣∣∣uq − vq∣∣∣ ≤ C∣∣∣vq− 12 (√u−√v) + ξ2q−2(√u−√v)2∣∣∣
= C
∣∣∣vq− 12 (u− v)+
(
√
u+
√
v)
+ ξ2q−2
[(u− v)+]2
(
√
u+
√
v)2
∣∣∣
≤ Cvq−1(u− v)+ + C[(u− v)+]p−1 u
q−1[(u− v)+]3−p
(
√
u+
√
v)2−2(3−p)(
√
u+
√
v)2(3−p)
≤ Cvq−1(u− v)+ + Cuq+1−p[(u− v)+]p−1.
30 A. FARINA, L. MONTORO, AND B. SCIUNZI
for some positive constant C = C(q). In the last line of (6.42) we used that, by a straight-
forward calculation, one has
uq−1
(
√
u+
√
v)2−2(3−p)
[(u− v)+]3−p
(
√
u+
√
v)2(3−p)
≤ Cuq+1−p
with C = C(||u||∞) and q > p− 1, recalling that 2 < p < 3.
By (6.42) and recalling that f(s)−f(t)
sq−tq ≤ A˜ by condition (f1) for s > t, the term I2 can be
estimated as follows:
(6.43)
I2 ≤ C
(∫
C(2R)
vq−1[(u− v)+]α+1dx+
∫
C(2R)
[(u− v)+]α+p−1dx
)
≤ C

 N∑
i=1
∫
C(2R)∩Qi
vq−1[(u− v)+]α+1dx+
N∑
i=1
∫
C(2R)∩Qi
[(u− v)+]α+p−1dx

 ,
for some positive constant C = C(q, ||u||L∞).
Following exactly the same calculations used for the term Ia2 in (6.31), we estimate the
first integral on the right of (6.43) as follows
N∑
i=1
∫
C(2R)∩Qi
vq−1[(u− v)+]α+1dx(6.44)
≤ C(dQ)
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|2[(u− v)+]α−1
with
C(dQ)→ 0 if dQ → 0.
The second integral on the right of (6.43) states as
N∑
i=1
∫
C(2R)∩Qi
(
[(u− v)+]α+p−1p
)p
dx(6.45)
≤
N∑
i=1
Cp(dQ)
∫
C(2R)∩Qi
[(u− v)+]α−1|∇(u− v)+|p
≤ Cp(dQ)
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|2[(u− v)+]α−1
where we used equation (6.39) and Poincare´ inequality in W 1,p(Qi) with Cp(dQ) → 0 if
dQ → 0.
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Then, in the case p− 1 < q < 2 by (6.43), (6.44) and (6.45) for I2 we have
(6.46) I2 ≤ C3,c(dQ)
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|2[(u− v)+]α−1dx,
for some
(6.47) C3,c(dQ)→ 0 if dQ → 0.
Then, for any q > (p− 1), by equations (6.36), (6.40), (6.46), from (6.33) we get
(6.48) I2 ≤ C3(dQ)
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|2[(u− v)+]α−1,
where
C3(dQ) = 2max{C3,a(dQ), C3,b(dQ), C3,c(dQ)}
and moreover, from equations (6.37), (6.41) and (6.47) one has
(6.49) C3(dQ)→ 0 if dQ → 0.
Step 3: Passing to the limit and concluding the proof.
From equations (6.9), (6.26) and (6.48) we obtain
α¯C˙
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|2[(u− v)+]α−1ϕ2(6.50)
≤ δ′Cˇ
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|2ϕ2[(u− v)+]α−1
+
C1(Ω
i
1, dQ, δ
′)
R
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇[(u− v)+|2[(u− v)+]α−1 + C2(Ω
i
2, dQ, δ
′)
R
+ C3(dQ)
∫
C(2R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|2[(u− v)+]α−1.
Let us choose δ′ small in (6.50), say δ¯′ such that
(i) C˜ = α¯C˙ − δ¯′Cˇ > 0 .
Also let R sufficiently large and dQ sufficiently small such that
(ii) θ =
1
C˜
(
C1(Ω
i
1, dQ, δ
′)
R
+ C3(dQ)
)
< 2−N .
Let us set
L(R) :=
∫
C(R)
(|∇u|+ |∇v|)p−2|∇(u− v)+|2[(u− v)+]α−1
and
g(R) =
C2(Ω
i
2, d¯Q, δ¯
′)
C˜R
.
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Then, since u,∇u, v,∇v ∈ L∞(Σ(λ,β)), by (6.50), one has{
L(R) ≤ θL(2R) + g(R) ∀R > 0,
L(R) ≤ CRN ∀R > 0,
and from Lemma 3.1 with ν = N , since θ can by taken such that θ < 2−N , we get
L(R) ≡ 0
and consequently the thesis, in the case when (H1) is assumed.
Let us now consider the more simple case when λ > λ > 0 and v ≥ v > 0 in Σ(λ−2δ¯,β+2δ¯).
In this case the constant in (1.3) is uniformly bounded and (1.3) is:∫
K(x′0)
1
|∇v|τ
1
|x− y|γ ≤ C .(6.51)
Consequently the weighted Poinvere´ constant provided by Corollary 5.3, are also uniformly
bounded. Therefore, the proof used in the previous case (when (H1) is assumed) can be
repeated verbatim. The fact that the weighted Poinvere´ constants provided by Corollary
5.3 are uniformly bounded, allows to get (1.4) for any p > 2. Also the reader will guess that
we only need in this case to estimate the term f(u)−f(v)
u−v by a constant, and the assumption
that f is locally Lipschitz continuous is enough.
Corollary 6.1. Let u ∈ C1,αloc be a solution to (1.1) and assume that (H1) hold. Let as
above Σ(λ,β) :=
{
R
N−1 × [λ, β]} with 0 ≤ λ < β. Assume that |∇u| is bounded and define
uβ to be the reflection of u (w.r.t. the hyperplane {y = β}) defined by:
uβ(x
′, y) := u(x′, 2β − y) .
Then there exists d0 = d0(p, u, f, N) > 0 such that, if 0 < (β − λ) < d0 and u ≤ uβ on
∂Σ(λ,β), then it follows that
u ≤ uβ in Σ(λ,β).
The same conclusion holds assuming Σ(λ′,β′) ⊆ Σ(0,β), u ≤ uβ on ∂Σ(λ′,β′) and (β ′ − λ′)
sufficiently small (say (β ′ − λ′) ≤ d0).
Proof. We apply Theorem 1.1 to u and v ≡ uβ, so that the condition expressed by (1.3),
turns to be satisfied thanks to Proposition 4.14 (see also Remark 4.7). 
7. Proof of Theorem 1.2, Theorem 1.3 and Theorem 1.4
Proof of Theorem 1.2.
The proof of Theorem 1.2 follows directly by Theorem 1.1 (exactly the version given by
Corollary 6.1), and repeating verbatim the proof of Theorem 1.3 in [FMS], by replacing the
application of Theorem 1.1 in [FMS] with the application of Theorem 1.1 (see Corollary
6.1) proved here.
We only remark that, doing this, Theorem 1.1 has to be exploited in strips
Σ(0,β) :=
{
R
N−1 × [0, β]} ,
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where the solution u is bounded since we assumed that |∇u| ∈ L∞(RN+ ) and taking into
account the Dirichlet assumption. This allows to exploit Theorem 1.1.
Theorem 1.1 therefore applies and leads to the proof of the first part of Theorem 1.2,
that is
∂u
∂xN
> 0 in RN+ .
It follows now that u has no critical points and therefore u ∈ C2loc(RN+ ) by standard regu-
larity theory, since the p-Laplace operator is non-degenerate outside the critical points of
the solution.
Let us now assume that u is bounded and that N = 3 (the case N = 2 is analogous
and has been already considered in [DS3]) and let us show that u has one-dimensional
symmetry with u(x′, xN ) = u(xN ). We exploit some arguments used in [FSV1] to which
we refer for more details. For any (x1, x2, y) ∈ R3 and t ∈ R, we define
(7.1) u⋆(x1, x2, y) :=
{
u(x1, x2, y) if y ≥ 0,
−u(x1, x2,−y) if y ≤ 0,
and
f ⋆(t) :=
{
f(t) if t ≥ 0,
−f(−t) if t ≤ 0.
It follows, taking into account that f(0) = 0, that
(7.2) −∆pu⋆ = f ⋆(u⋆) in RN .
Moreover u⋆ is monotone with u⋆y > 0 by construction. The conclusion follows therefore by
the 1-D results in [FSV1, FSV2]. In particular by Theorem 1.1 and Theorem 1.2 in [FSV1]
it follows that u⋆ (and therefore u) is one dimensional.
Proof of Theorem 1.3.
Taking into account (1.5), we can apply Lemma 4.9 to get that
(7.3)
∂u
∂y
≥ u′θ > 0 in Σ(0,θ) ,
for some u′θ , θ > 0 and Σ(0,θ) =
{
(x′, y) : x′ ∈ RN−1, y ∈ [0, θ]}.
Consequently u(x′, y) < u θ
2
(x′, y) = u(x′, θ − y) in Σ(0, θ
2
) and the moving plane procedure
can be started. To conclude it is needed to repeat the proof of Theorem 1.3 in [FMS]. In
this case, since we already started the moving plane procedure, we only have to exploit the
weak comparison principle in narrow domains (Theorem 1.1) far from the boundary, with
v = uβ the reflection of u w.r.t. the hyperplane {y = β}. It is important now to remark
that by Lemma 4.9 (see also Remark 4.10) v = uβ is uniformly bounded away from zero
far from the boundary and we can exploit the second part of the statement of Theorem
1.1 which allows the result to hold for f positive(f(s) > 0 for s > 0) and locally Lipschitz
continuous and for any p > 2.
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If (H2) holds, we can exploit Lemma 4.8 to deduce (1.5) and the thesis by the above argu-
ments.
Proof of Theorem 1.4.
The proof of the first part of Theorem 1.4 (that is u = 0 if q < qc(N, p)) follows directly
by Proposition 2.3 in [DFSV], recalling that monotone solutions are also stable solutions.
Equivalently we can also apply Theorem 1.5 in [DFSV] if we assume that u is defined in
the whole space by odd reflection as in (7.1).
To prove the second part of Theorem 1.4 (that is u = 0 if q < qc((N − 1), p)) we argue
as in Theorem 12 of [Fa2] and we assume by contradiction that u is not identically zero.
Therefore, u > 0 in RN+ by the strong maximum principle [Vaz]. Also for simplicity we
assume that u is defined in the whole space by odd reflection as in (7.1).
Consequently we can exploit Theorem 1.2 and get that u is monotone increasing with
∂u
∂xN
> 0 in RN+ . Since u is bounded by assumption in this case, we can define
w(x′) := lim
t→∞
u(x′, y + t).(7.4)
The limit in (7.4) holds in C1loc(R
N−1) and w is a bounded weak solution of
(7.5) −∆pw = wq in RN−1,
see for example [FSV1]. Here below we will show that w is stable so that the thesis u = 0
will follow by Theorem 1.5 in [DFSV] applied in RN−1.
Let us therefore show that w is stable, that is
Lw(φ, φ) =
∫
Ω
|∇w|p−2|∇φ|2 + (p− 2)
∫
Ω
|∇w|p−4(∇w,∇φ)2 −
∫
Ω
q wq−1φ2 ≥ 0(7.6)
for any φ ∈ C∞c (RN−1). We set
ut(x′, y) := u(x′, y + t).
Since u is monotone so does ut for any t ∈ R, consequently ut is also stable for any t ∈ R
(see [DFSV]), and therefore Lut(ϕ, ϕ) ≥ 0 for any ϕ ∈ C∞c (RN).
We then take ϕ := ϕ1(x
′)ϕ2(y), with ϕ1 ∈ C∞c (B′R) where B′R is the ball of radius R in
R
N−1 centered at zero, and ϕ2 : R → R of the form ϕ2(y) := √µτ(µy), where µ > 0 is a
small parameter, τ ∈ C∞0 (R) and
∫
R
τ 2(y)dxN = 1 , so that
(7.7)
∫
R
ϕ22(y)dxN = 1 .
The stability condition for ut reads as
(7.8) Lut(ϕ1(x
′)ϕ2(y), ϕ1(x′)ϕ2(y)) ≥ 0 .
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Note now that q > p− 1 and p > 2 implies that qsq−1 is C1.
This and the assumption p > 2, together with the fact that the limit in (7.4) holds in
C1loc(R
N−1), gives that
∣∣|∇u|p−2 − |∇w|p−2∣∣ and ∣∣uq−1 − wq−1∣∣ are uniformly small in the
cylinder B′R × supp (ϕ2) for t = t(µ) large. Consequently by the stability condition (7.8)
and some elementary calculations we get
0 ≤ Lu(ϕ1(x′)ϕ2(y) , ϕ1(x′)ϕ2(y)) = Lw(ϕ1 , ϕ1) + r(µ , t) ,
where r(µ , t) can be taken arbitrary small for µ small and t = t(µ) large. This shows that
Lw(ϕ1 , ϕ1) ≥ 0 and and the stability of w in RN−1.
Let us now prove the last part of the thesis, and assume that p > 2, with f(·) satisfying
(f2). We deduce again by Theorem 1.2 that u is monotone increasing with
∂u
∂xN
> 0 in
R
N
+ . We therefore define w as above and get the thesis by the fact that w = 0 by [MP].
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