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Abstract / RØsumØ
This paper provides a statistical analysis of the forecasts of
significant number of expenditure and revenue components of the
Federalbudget provided each year by the Department of Finance. The
sampleavailablefor such an investigation is limited and we describe an
easily-applied nonparametric testing methodology which is more
appropriate than the usual regression-based approach in small samples.
The reliability and relative power of the various nonparametric tests are
illustrated in a series of simulations. Applying these tests to the fiscal
forecasts, we find that there is little cause to be concerned with the
forecast performance of the Department of Finance over the last
seventeen years.
Dans cette Øtude nous examinons les erreurs de prØvisions pour
lescomptesdedØpenses et recettes du budget canadien. Nous appliquons
des mØthodes non-paramØtriques ￿ cause des petites tailles d￿Øchantillons.
Nous trouvons peu d￿erreurs systØmatiques dans les prØvisions
budgØtaires.
Keywords: budget forecast, nonparametric methods
Mots-clØs : prØvisions budgØtaires, mØthodes non-paramØtriques
JEL: C12, C13, C222
1. Introduction
The announcement in the spring of 1994 that the Federal budget was not $35
billion as predicted the previous fall during the election campaign but a forbidding $45
billion has focused attention on the reliability of fiscal forecasts produced by the
Department of Finance which form the basis of the Federal Government￿s budgetary
predictions. The political and strategic context of this revelation aside, two more
generalissues come immediately to mind. With what frequency have forecast errors
ofthismagnitudeoccurredinthe past? What was the provenance of the error: did the
errororiginatefrom theexpenditureorfrom the revenue side of the budget, and which
specific budgetary forecast components contributed most to the error?
These concerns suggest that a statistical study of the specific fiscal forecasts
used in the budgetary process both on the expenditure and revenue sides would be a
relevantfirststep in the assessment of the Federal budgetary process. Whereas there
is a considerable American literature on the reliability of government forecasts [see
forexample Shkurti and Winefordner (1989), Gentry (1989), Feenberg et al. (1989)
andPlesko (1988)], there is has been surprisingly little work addressing the forecast
performanceoftheDepartment of Finance in the Canadian budgetary context. A first
step was taken by David and Ghysels (1989), but their focus was on forecasts of
expenditureandrevenueaggregates. In this paper, we are concerned as well with the
specific components of forecast expenditures such as income security or debt
servicing,andofrevenuessuchincometaxorexcise tax receipts. Our aim is to assess
thefiscalperformanceofthe Department of Finance involving the key components of
the budget over as a long a time horizon as the coherence of the series considered can
be maintained. The analysis pursues the traditional issues: are budget projections
systematicallybiased or not? Are any of the budgetary components prone to bias? Is
there any evidence that past errors are overlooked in budget forecasts? Could other
information in the form of important macroeconomic aggregates have improved
forecast performance?
The data available to address these issues is limited. As will be seen, it is
difficult to extend the analysis prior to 1976, a limitation which imposes a small
sampleforstatisticalinference. Our position with regard to the appropriate statistical
methodology to adopt is that regression-based procedures may be misleading in this
context. The second contribution of this paper is to present a nonparametric
methodology which incorporates exact tests for evaluating the unbiasedness and
efficiency of forecasts, and to give some sense of the performance of these tests
relative to the regression-based procedures in a series of simulation exercises. The
theoreticalbasisforthesetestshavebeen established in Dufour (1981), Campbell and
Dufour (1991, 1994) and have been applied in a forecasting study by Campbell andY Y
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Ghysels (1994) to U. S. federal government forecasts. The tests have good finite
sampleproperties, are robust against departures from assumptions such as normality
and homoskedasticity and, as will be indicated, display good power relative to
regression-based procedures even in circumstances favourable to these traditional
procedures. It should be emphasized that the nonparametric approach is
straightforward to apply and is of potential interest in many other applications.
The paper is organized as follows. The second section of the paper
introduces the tests to be used in the applied work and through simulation studies
contraststhe performance of the nonparametric approach with that obtained with the
more usual regression methods for a sample comparable in size to the sample of
forecasts considered in the paper. The third section discusses the Canadian budget
processandintroducesthetwelveseriestobe investigated in the subsequent statistical
analysis. The empirical work is presented in the fourth section. Here the
nonparametric results are compared with regression-based results. Some conclusions
are offered in the final section of the paper.
2. A Nonparametric Methodology for Assessing Forecast
Performance
Over the last three decades a regression methodology has been developed to
test various implications of the rational expectations hypothesis; this material is
surveyed for instance in Pesaran (1987). In the particular context where expectations
are observable or generated by some forecasting procedure, one has been interested
in testing whether the expectation is an unbiased predictor of the realized value and
whether the forecast efficiently exploits all information available to the forecaster.
More precisely, let the one-period forecast error be (Y - ), with t
denoting the expectation or forecast of the variable Y made at time t-j . The claim that t
expectations are unbiased can be assessed by considering the regression of the error
on a constant. Broader orthogonality or conditional independence claims that forecast
errorsareuncorrelatedwith the entire set of information that is costlessly available to
the forecaster may be readily tested via regressions of the error on relevant past
information. This regression-based testing methodology has been widely used; for
representativeexamplesseeMcNees (1978) and Friedman (1980) and, in the context
of studies of government forecasts, Plesko (1988), David and Ghysels (1989), and
Gentry (1989).
However convenient it is to apply the methodology, the results must be
interpreted with considerable caution. On the one hand, deviations from the
assumption that the forecast errors are normally distributed with constant variance4
throughout the sample may compromise the efficiency of the regression statistics,
particularlyinsmallsamples. Testsforbias, for example, may have little power in the
presence of outliers. By contrast, as illustrated in a simulation study by Mankiw and
Shapiro (1986), regression procedures used to test the efficiency of forecasts may
reject too often when disturbances affecting the magnitude of the forecast error are
themselves correlated with future values of the regressors. Moreover, it should be
emphasizedthatsuchdeparturesfrom standardassumptions such as heteroskedasticity
and feedback are entirely consistent with the rationality hypothesis.
Against this backdrop, we now describe a classical finite-sample
nonparametric testing methodology to assess the unbiasedness and efficiency of
forecasts. The test statistics considered are based on signs. These are the only
statistics which can produce valid tests about a median under sufficiently general
distribution assumptions; this point is emphasized by Dufour and Hallin (1991), and
forageneraldiscussion see Pratt and Gibbons (1981, pp. 233-234). The sign-based
testing procedures introduced below are known to be robust to problems of non-
normality and heteroskedasticity, and are valid under conditions of feedback including
the paradigm considered by Mankiw and Shapiro (1986). Moreover, the power of
these tests can be considerably superior to parametric procedures in such situations.
Theseissues are discussed in Campbell and Dufour (1991, 1994). A related feature
of nonparametric testing procedures which may not be widely appreciated is that,
relativetoregressionstests applied in situations favourable to parametric procedures,
thepowerlostinapplying nonparametric tests is not particularly pronounced; a more
thorough discussion of relative efficiency can be found in Hettmansperger (1984).
This point will be illustrated in the simulation studies that are presented in this section.
Finally, at the outset we should mention that the nonparametric approach focuses on
the median of the forecast error rather than the mean. It is clear that for symmetric
distributions with finite mean, median-unbiasedness and mean-unbiasedness are
equivalent. The issue of whether one should test median-unbiasedness or mean-
unbiasedness in the situation of asymmetric disturbances is certainly debatable.
Whatever one￿s position on this issue, the rational expectations hypothesis does entail
median-unbiasednesswhen the mean absolute forecast error is minimized rather than
mean square forecast error.
To parallel the regression-based methodology in forecast evaluation, we
introduce in turn sign and signed rank tests for unbiasedness of forecasts and for the
orthogonality of forecast errors both to past forecast errors and to available
macroeconomic information. The performance of the nonparametric statistics relative
tothe analogous regression procedures are investigated via simulation studies as the
tests are introduced. These results are presented using the graphical methods


















Let the one-period forecast errors be written as E = . Let also 1t
u(z) = 1 if z $ 0 and u(z) = 0 otherwise; the role of the function u(@) is simply to
indicate whether the forecast error is positive or negative. To test the unbiasedness
of forecast errors, consider first the statistics:
(1) and
with R the rank of *E *, when *E # , ....., *E * are placed in ascending order and 1t 1t 11 1T
+
T is the sample size. These traditional nonparametric statistics are used in tests of
location in very general circumstances; see Hettmansperger (1984) for a systematic
presentation. Under the general null hypothesis that the forecast errors are
independent with 0 median, the sign statistic S is distributed Bin(T, 0.5); that is, as 1
the binomial distribution with number of trials T and probability of success 0.5.
Under the additional assumption that the forecast errors are symmetric about 0, the
statisticW hasthe Wilcoxon signed rank distribution (ie, like the weighted sum of T 1
independentBin(1,0.5)variates); for a general discussion see Lehmann (1975). The
two statistics S and W can thus be used to test the hypothesis that the one-period 11
forecast errors are centered at 0. In passing it should be remarked that W under the 1
nullhasbeentabledfor sample sizes up to 50--see, for example, Wilcoxon, Katti and
Wilcox (1970)-- and that the normal approximation with E(W ) = T(T+1)/4 and 1
Var(W ) = T(T+1)(2T+1)/24 works well even for small values of T. 1
Toassesstherelativeperformance of S and W relative to the t-statistic, the 11
usual parametric procedure to use in location tests, we considered a simulation
involving 20 random draws from a distribution perhaps with non-zero center. The
sample size corresponds roughly to the length of the forecast samples considered in
the empirical study in the next section. For each of 5000 replications, we computed
the probability values associated with each of the sign, Wilcoxon and t-statistics under
thenullhypothesisthatthecenterofthe distribution is 0. Three empirical distribution
functions of the probability values corresponding to the statistics are then estimated:
(2) ,
where I(p # x ) is 1 if the argument is true and 0 otherwise, N = 5000 and fork=1 , ji
2,3 corresponding to the three statistics. The values x ,i=1 ,. . .,m,correspond to i
agridofthe[0,1]interval; we follow Davidson and Mackinnon (1994) and consider
m = 215 with x = .001, .002, ... . .010, .015, ... , .990, .991, ... .999 . i
Inthissection, two types of graphs based on will be considered. The
directplot of against x , or what is called a P- value plot, is a measure of how i￿ Fk(xi)
(￿ Fk(xi), ￿ F
(
k (xi))
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the underlying statistics perform for various nominal sizes. If the simulated
distribution is N(0,1), for example, then it is clear that the distributions used to
compute the probability values of the three statistics are all correct and the resulting
P-value plots should be close to the 45E line. On the other hand, if the simulations
were based on N(0.5, 1), the distance from the 45E line in the P-value plots is an
indication of the power of the test. The presentation of the empirical distribution
functions (k = 1, 2, 3) within the same graph gives immediate insight into the
relative power of the three underlying tests. To investigate the power of a test in
situations where the true size does not correspond to the nominal size, it is more
reasonable to consider a size-power curve which traces the points ,
where and are the empirical distribution functions under the null and
alternativerespectively. Inthis way, the power of the test is size corrected. Davidson
and Mackinnon (1994) should be consulted for further details and an illustration.
Figure1presentsfourP-valueplots to assess the relative performance of the
sign, Wilcoxon and t-statistics in detecting bias for various simulated distributions
when the sample size is 20. In the case of normal disturbances with mean 0.4, the
striking message is that there is very little loss of power in using the Wilcoxon test and
relatively little in applying the sign test. When the disturbances are Cauchy with non-
zeromedian,adistributionwhichhasfat tails, the two nonparametric procedures have
equivalent power and clearly dominate the t-test. The third example considers the
asymmetric chi-squared distribution with four degrees of freedom which has been
centeredatitsmedian. Thegraphicalresults reveal at a glance that both the Wilcoxon
and the t-statistics over reject the true null in this environment, and underscore the
necessity of the symmetry assumption in applying these tests. To assess the
performanceofthestatisticsinthepresenceofheteroskedasticity, samples were drawn
from anormal distribution with non-zero mean with unit variance for the first fifteen
points and with variance 16 for the last five. Figure 1(d) reveals that the t-test has
little power to detect the alternative in the presence of such a systematic break in the
variance, while the two nonparametric tests perform considerably better with
comparablepower. Insum,themessageconveyed by these pictures is clear: there are
very good reasons to use the nonparametric procedures in a sample of such size with
very little cost in power in the one circumstance which favours to the use of the t-
statistic.
To test for serial correlation in the forecast errors, let = E E , and 1t 1(t-k)
consider the statistics:




whereR isthesigned rank of the product Z ,t=1 ,. . .,T. These tests, introduced 2t 1t
+
by Dufour (1981), can be interpreted as location tests: correlation between E and 1t
E willtendtomove the center of their product away from 0. More formally, if the 1(t-k)
E have0medianandareuncorrelated at length k, then the statistic SC is distributed 1t k
Bin(T-k,0.5)and,ontheadditional assumption of the symmetry of the forecast errors
about 0, the WC statistics are distributed Wilcoxon signed rank of size T-k. Again k
it is important to stress that the validity of tests based on SC and WC is not kk
compromised by non-normal or heteroskedastic forecast errors.
Figure2presentstheresultsof simulations similar to the previous study, but
in the context of first-order correlation defined by:
(4) ,
t = 1, ... , T , where the disturbances are either standard normal, Cauchy, or
heteroskedastic. Along with the nonparametric statistics are defined as in (3), we also
consider the t-statistic based on a regression without a constant term of the forecast
erroronitsownlag. The Wilcoxon test displays credible power with regard to the t-
statistic as shown in Figure 2(a) where the disturbances are normal, and completely
outperformsitsparametricalternative in the case of Cauchy disturbances as is evident
in Figure 2(b). The unreliability of the t-statistic based on a regression without a
constantwherethedisturbancesareheteroskedastic is illustrated in Figure 2(c), which
presentsaswelltheexpected empirical confirmation that the nonparametric statistics
are reliable in such a context. In Figure 2(d), which is a size-power plot of the
performance of the t-statistic, the sign statistic is seen to perform as well as the size-
corrected t-statistic. Clearly, the results of Figure 2 support the theme struck in the
previous simulations regarding bias: there is no compelling reason to use the t-test
over the sign and Wilcoxon tests.
To show that forecast errors are independent of previous information
available to the forecaster, denoted X , we first introduce the series X which tt
c
represents an attempt to center X around 0 using only information available at time t
t. For one example, consider
X = X - median(X , X , ... , X). tt 1 2 t
c
For one-period forecasts, the efficiency or orthogonality tests to assess whether the
forecaster has made efficient use of available information represented by the series X
uptotimetarebasedonstatisticsoftheform Z = E , with E the one-period t1 t 1 t
k
forecast error defined in A. and k $ 1. Let the sign and signed rank statistics be
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X t’2 0%2 1X t & 1%0 t,t ’ 1, ... T ,
0t ’ D,t % 1 & D20tN
E1t ’ "0 % "1Xt&1 % ,t
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(5) and
whereR isthesignedrankofE , t = k+1, ...,T,a n dk$1. Under the null that the 1t 1t
+
forecast errors have median zero and are mutually independent, SO and WO are kk
distributed respectively binomial and Wilcoxon sign rank of size T-k. These
procedures, which have been introduced in Campbell and Dufour (1991, 1994), are
notonlyrobusttothepresenceof non-normal and/or heteroskedastic disturbances but
are valid in the presence of feedback of the sort studied by Mankiw and Shapiro
(1986).
Several points must be added by way of clarification. First, the nonparametric tests
check whether the location of Z is 0; a non-zero center indicates that there is some t
k
correlation between the forecast error at t and past information X . Since the forecast t-k
errors may themselves be centered at 0, it is necessary to center X for each t around t
0ifthetestistohaveany power. It must be emphasized that the centering procedure
should only use information available at the time of the forecast. The second
observation concerns the Wilcoxon statistic: to preserve results which establish the
small sample distribution, the signed ranks of the forecast errors and not of Z must t
k
be used; this innovation is introduced in Campbell and Dufour (1994). Finally, the
abovetests are defined relative to a single fixed k. To test efficiency fork=1 ,2a n d
3, for example, it is necessary to carry out three nonparametric tests based on Ztk
corresponding to each k with levels "/3 in order to test the null with level bounded by
". The null is rejected if one of the tests is significant.
To assess the performance of the statistics defined by (5), we consider the
following variant of the model investigated by Mankiw and Shapiro (1986):
(6)
(7)
where￿ isthemeanof X . For each of the experiments, data were generated for this t
model by setting 2 =0 . 1 ,2 =0.9, and where D = 0.9, and 01
, and 0N are independent with the same distribution either normal, Cauchy or tt
heteroskedasticasinthe previous simulations. To test whether the forecast errors E1t
areindependent of past movements of X , it is standard procedure to apply the t-test t
associated with the slope coefficient of the regression model
(8) .
Finally, in defining the nonparametric statistics (5), we arbitrarily takeX
c






which is the centering procedure used in the empirical analysis in the following
section. The results of this simulation exercise are presented in Figure 3.
Figure3(a) underscores the finding of Mankiw and Shapiro (1986) that the
t-statistic rejects too often when 2 and D are close to 1; as expected, the nonparametric
statisticsbothreject at the nominal level. In Figure 3(b), a size-power analysis which
corrects the over rejection of the t-statistic under the null, it is evident that both
nonparametric statistics considerably outperform the size-corrected t-test with the
Wilcoxon test having a slight edge in power. As in the previous simulations, Figure
3(c), which is a P-value plot, confirms the superior power performance of the
nonparametric statistics relative to the t-test when the disturbances are Cauchy. For
the final simulation involving the type of heteroskedasticity previously considered, we
let D = 0 so that there would be no over rejection under the null if the disturbances
were identically normal. But the t-statistic none the less over rejects in the presence
of heteroskedasticity and we present a power-size curve in Figure 3d. For this
specification, the Wilcoxon test is the most powerful with the sign test exhibiting as
muchpowerasthesize-correctedt-test. It should be emphasized here that in practice
it is difficult to correct as precisely for such over rejection since the relevant critical
valuesforthecorrectapplicationof the t-test depend on the sample size, the unknown
type of and the unknown parameters of the model.
To summarize: nonparametric statistics based on signs and signed ranks have
been introduced in (1), (3) and (5) which can be used to test for bias and efficiency
under minimal distributional assumptions. These nonparametric tests will not have
any size distortions as they are exact. By contrast, regression-based methods will
generallynot be exact unless some strong auxiliary assumptions are met. Moreover,
the nonparametric tests have shown superior power properties relative to parametric
tests in the simulation studies presented in this section for a sample size frequently
encountered in practice; it should be added that the tenor of the simulation results is
maintained when the sample size is increased to 50 and, in certain situations such as
Cauchy disturbances, for much larger sample sizes as indicated in Campbell and
Dufour (1994). We can only conclude that the appropriate testing methodology to
adoptwhenassessingcertain aspects of forecast performance is nonparametric based
on signs and signed ranks.10
3. The Canadian Budget Process
The Federal Government￿s fiscal year begins April 1. By law, spending
estimatesmustbetabledintheHouse of Commons in March. These estimates reflect
the government￿s view of the costs of maintaining and developing existing
programmes and may incorporate as well the estimated costs of whatever policy
initiatives the government may have in mind. Such initiatives are generally outlined
in a Budget which is presented to Parliament around this time, although the precise
timing of the Budget can be determined by political exigency. The Budget document
alsocontainstheGovernment￿sspecific revenue forecasts which are presented as part
ofamoregeneralpictureofthecourseoftheeconomy in the upcoming year. In recent
years, forecasts of key macroeconomic variables such as GDP growth, unemployment
rateetc.aregivenaswell. Thespendingestimates are now also reported in the Public
Accounts which are published each year in the fall as a record of the government￿s
fiscal position the previous year.
The Public Accounts present the realizations of the previous year￿s
expendituresandrevenues on a detailed basis. It should be emphasized that these are
publishedsomesixmonthsafterthestart of the new fiscal year. Given this lag, it may
be argued that the information set available in framing the upcoming year￿s fiscal
forecast does not contain the previous year￿s forecast errors. The Department of
Finance,however,ishardlykeptinsuspense regarding the realizations of the different
components of the budget, as information relating to programme expenditures and
varioustaxrevenuesiscollected on a regular (even weekly for some variables) basis.
Asaconsequence, we do not find it unreasonable to assume that the previous year￿s
forecast errors are known when the current forecast is determined. In this regard,
forecast procedures in Canada certainly appear to be less ragged than in the U. S.
where the Executive Branch presents its forecasts to Congress some nine months
before the beginning of the fiscal year as an initial step in the budgetary process; for
further discussion of the implications of this long lag for forecast evaluation see
Campbell and Ghysels (1994).
To obtain some insight into the structure of the Canadian budget, Table 1
presentssomeofthebig-ticketexpenditure items as a percentage of total expenditures
andthemajorrevenue items as a percentage of total revenue; the deficit is given as a
percentageoftotal revenue. The starting point for the analysis is 1976 for reasons to
be discussed below. In this presentation, total expenditures are divided into
Programme Expenditures and Debt Service. Income Security covers Family
Allowance, Old Age Security, Guaranteed Income Supplement and Spouse￿s
AllowancebutnotU.I. Benefits which is presented as a separate category. Transfers
to Governments is defined here as including Fiscal Arrangements (payments to11
provinces under the BNA Act and other statutory authority), Health Insurance
(including the Insured Health Services Programme and Extended Health Care
Services),EducationSupport(containingPost-Secondary Education Payments but not
includingpaymentsunder the Canada Student Loans Act) and the Canada Assistance
Plan. It is relatively straightforward to track spending on these items through the
Public Accounts over the period indicated. The four series listed under Programme
ExpendituresinTable 1 account for roughly 65% of such expenditures in 1992. The
other 35% covers other transfers to persons and governments, net expenditures by
Crown corporations, and spending by departments and agencies other than National
Defence which is difficult to disaggregate into interesting components which can be
followed from year to year in a coherent way.
Theissueofthecoherenceofaspending series is closely tied to the problem
ofthedetermination of the most appropriate sample size to investigate. The analysis
of the U.I. accounts is an important case in point. U.I. Benefits and Contributions
were off-budget items until the fiscal year 1985-86; in other words, total budgetary
expenditures as reported before 1985 did not report unemployment benefits which
comprise some 10% of total expenditures. Accordingly, expenditure errors before
1985 did not include errors in the estimation of U.I. payments and would be relatively
lower than in subsequent years. It would be incorrect to presume that forecasts during
the earlier period were more accurate. Some adjustment to the calculation of total
expendituresisnecessary to establish the coherence of the series. It would be natural
toaddtheU.I. figures to the earlier spending and revenue estimates and realizations.
Theproblem,however, is that forecasts for the U.I. accounts are not available before
1981. To extend the sample size before 1981, we were forced to exclude the
Unemployment Insurance accounts from the total spending and revenue aggregate
series.
Prior to 1976 the Old Age Security account was not included in the budget.
Since part of tax revenues were earmarked to support the expenditures from this
account, these tax receipts were not included on the revenue side of the budget. It
wouldbenaturalsimply to include OAS with the Income Security series before 1976
but for the problem that forecasts for these expenditures and for those revenues
reserved for this account were not included as a matter of course in the budget
documents of the period. We resolved this problem by fixing on 1976 as the
beginning of the sample.
Defense Spending was also excluded from the Programme Expenditure
series on the grounds that these estimates of spending are less a forecast than a budget
constraint. The Defense Spending series, however, is included in the Total
Expenditure series.12
Total Expenditure series from 1979-80 to 1983-84 (and beyond) contains
realizations and estimates on a revised accounting basis. A footnote in the budget
tables indicates that the forecasts were made in light of the accounting changes. It
should be admitted that there is a violation of coherence in the numbers before 1979-
80 and after, since the former are given in the old accounting basis; but as some
historicalanalysis indicates the differences are minor [Tables 1.1.1 and 1.1.2, Public
Accounts 1979-80, 1983-84 I.5 ]
Tosum up:thesampleconsidered in this paper runs from 1976 to 1992 (17
datapoints),exceptfor the U.I. accounts which cover 1981 to 1992 (11 points). The
expenditure series considered include Income Security (defined above), Transfers to
Governments(definedabove),ProgrammeExpenditures ( excluding Defense and U.I.
Benefits), U.I. Benefits and Total Expenditures (excluding U.I. Benefits). The
revenue series include Income Tax, Corporate Tax, Excise Tax (including in recent
years the GST) and U.I. Contributions. Finally, we also consider the Deficit series
without the U.I account.
In what follows, forecast errors are defined to be the realization of the series
minus its estimate all divided by the realization two periods before. Errors are thus
taken to be errors in growth-rate estimates rather than in nominal dollars. This
procedure makes good economic sense and permits us as well to avoiding statistical
problems associated with non-stationary series. A two-period rate of growth is chosen
to reflect the fact that the level attained the previous period is not known with
precision when the forecast is made. The Deficit series is defined in the same way but
relative to previous total revenues. The U.I. accounts are handled in levels. The
forecast errors, so defined, are depicted in Figures 4a to 4l, with the U.I. accounts
given in billions of dollars.
As can be seen from Figures 4a, 4h, 4i and 4l, the Income Security,
Corporate Tax, Excise Tax and Total Revenue forecast error series all seem to take
mostlynegativevalueswherebyestimates overstate the realization. Such an error can
beviewedmorepositively regarding expenditures than revenues. Series with mostly
positive forecast errors include Transfers to Government, U.I. Benefits and the overall
Deficit. The other series display a more balanced mixture of positive and negative
errors. It should also be noted that some relative forecast errors are as high as 25%
and that large relative errors are not uncommon on the revenue side of the budget.
Deficit errors relative to revenue range from modest values during the late 1980s to
a 13% underestimate in 1984 and 10% in fiscal year 1992. Whereas in 1984 the
sizeable error resulted from an unfortunate combination of underestimation regarding
ProgrammeExpenditures and overestimation of Income and Corporate Tax revenue,13
theproblem in 1992 can be traced entirely to the revenue side where all the revenue
series were significantly overestimated.
4. Results
In this section tests for unbiasedness, absence of serial correlation, and
efficiency will be applied in turn to the budgetary forecast data introduced in the
previous Section; in each case, the nonparametric results will be contrasted with
results obtained by the more traditional regression-based approach.
To begin, the results for parametric and nonparametric tests of bias and serial
correlation are presented in Tables 2 and 3. With regard to forecast bias on the
expenditure side, whereas the regression results indicate that Income Security,
TransferstoGovernmentandDebt Service (at the 10% significance level) are biased,
the Wilcoxon tests suggest that the forecast errors in these cases are not symmetric
while the median tests, which are robust against asymmetric disturbances, find
evidenceofbias only in the case of Income Security forecasts. On the Revenue side,
the two methodologies concur in finding that Corporate Tax forecasts are biased, but
where the traditional regression approach would suggest biased Excise Tax, Total
Revenue and Deficit forecasts, the nonparametric results suggest that errors are
asymmetric for these series.
Both the sign and regression approaches find evidence of first-order
correlation among Income Security forecast errors, as with Transfers to Government
on the expenditure side. The nonparametric sign test suggests similar inefficiencies
in Income Tax, Corporate Tax and Total Revenue forecasts, results which are only
corroborated for Income tax by the parametric results. Both approaches find little
evidence of second-order correlation among forecast errors in either the expenditure
or revenue side.
Totesttheexternalconsistencyofthe forecasts, we used the annual (growth)
rates for five standard macroeconomic variables: nominal GDP, real GDP,
unemployment,CPIandthethree-month T-Bill rate published by Statistics Canada in
thespringas the first estimate of the variable for the preceding calendar year. These
figurescanbeassumedtobeinthe Department of Finance￿s information set when the
fiscal year forecasts are determined in March. The standard parametric procedure to
test for forecast efficiency relative to a macroeconomic variable is to regress the
forecast error on a constant and several lags of the variable, and to reject the null
hypothesis of efficiency if the F-test that the slope coefficients are all zero is
significant. In what follows, we take three lags of the variable.14
It should be recalled from the previous section that in applying the
nonparametric efficiency procedures the macroeconomic variables need to be centred
around 0 for the tests to have any power. Here we have centered all the series by
taking the distance of first differences from a cumulative moving average of first
differences beginning in 1965 as defined in (9). Plots of the five macroeconomic
series considered in this study along with their centered versions used in the
calculation of the nonparametric statistics used in efficiency tests are given in Figures
5a to 5e. The centering approach given by (9) appears to be effective.
We test eleven of the twelve series for external consistency against the
information contained in three lags of each of the macroeconomic variables considered
inturn. The Corporate Tax series is omitted on the grounds of bias. In applying the
nonparametric procedures, we considering only the sign test as reliable in the case of
theIncomeSecurity,TransferstoGovernment,Total Revenue and Deficit series, since
the Wilcoxon tests previously applied to these series have found evidence that forecast
errors are biased. Nonparametric statistics defined by (5) are calculated fork=1 ,2
and3;herewerejectthenullofefficiency if the smallest p-value among the three tests
is less than "/3. Parametric and nonparametric results are presented in Tables 4
and 5.
On the expenditure side, several contrasts between the nonparametric and
parametric results are noteworthy. According to the regression-based approach,
ProgrammeSpendingappearstobeinefficiently forecasted with respect to three of the
five macroeconomic series considered; these results are not corroborated by the
nonparametric findings. It should be recalled that this is exactly the testing
environmentwheretheF-statisticmaybefound to reject too often, as illustrated by the
simulationsofMankiw and Shapiro (1986). On the other hand, the regression-based
approach does not suggest as strongly as the sign test that there exists some
relationship between the Income Security forecast errors and the information contained
inpastmovementsofthe Unemployment Rate. Similarly, the Wilcoxon test suggests
that there may be some exploitable relationship between forecast errors associated
with U.I. Benefits and nominal GDP.
Theresultsdiffertosomeextent as well on the revenue side. The F-statistic
is significant in four of the five cases involving the Deficit series; in none of these
situationsdoesthesigntestrevealanyevidence of inefficient forecasting. By contrast,
the signed-rank procedures are significant in two cases in the analysis of U.I.
Payments, and in both cases the F-test does not reject the null of efficient forecasts.
Both nonparametric and parametric procedures suggest inefficiency in the case of
Income Tax forecasts relative to information contained in the Unemployment Rate.15
Therejectionofthenullofefficiency, according to which there is significant
correlation between forecast errors and past information, must be carefully interpreted.
Such a result simply suggests an avenue whereby forecasts could possibly be
improved. Inthiscontext, it strikes us that the reliability of the nonparametric results
iscritical in that unnecessary revisions of current forecasting procedures will tend to
beavoided. Ofcourse,it may turn out that the costs of isolating an economic relation
which could exploited in the forecasting process is prohibitive and that current
forecasting practice can not be improved in the direction suggested by the test result.
We wish to emphasize that, as indicated in this empirical study, the nonparametric
approach does exhibit power in tests of efficiency and may indicate useful directions
for research towards the improvement of forecast performance.
5. Conclusions
The expenditure and revenue forecasts provided each year by the Department
ofFinancetothe Federal Government are an important part of the budgetary process
whichitselffigureslargelyinthepublicperception of overall government competence,
particularlyinthefallwhentheextentofthe past year￿s forecast errors is made public.
Notwithstandingthesignificanceofthis annual process, there has been little statistical
analysis of the actual fiscal forecasts with perhaps the unfortunate consequence that
the forecasts may be viewed more as strategic positions rather than intelligent guides
to the future.
This paper provides a statistical analysis of the forecasts of significant
number of components of the Federal budget. We found that for such a
comprehensiveanalysis it is difficult to extend the analysis prior to 1976 and that the
sampleavailable for statistical analysis is of necessity limited. In response, we have
described a nonparametric methodology based on signs and signed ranks for
evaluating the bias, and internal and external efficiency of forecasts. This approach
ismoreappropriatethanthestandardregression-based procedures used in this context
for two reasons. In contrast to the usual tests the nonparametric tests are reliable in
awider number of circumstances and display comparable or superior power. These
points are systematically illustrated in a series of simulation exercises for an
appropriately sized sample. It is evident in particular that parametric procedures are
unreliableinthepresence of asymmetric disturbances and are dominated in power by
the sign and signed rank tests.
Applied to the forecasts of the different components of the budget considered
inthispaper,thenonparametric found strong evidence of bias only in forecasts of the
Corporate Tax revenue series. There is evidence that forecast errors are asym-16
metricallydistributedinseveral of the series. The nonparametric approach finds little
evidence that forecast errors are correlated and some evidence (generally in a different
directionthattheparametrictestswouldindicate) that the forecasts are inefficient with
respect to some macroeconomic information. All in all, we conclude that there is little
reason to be concerned with the forecast performance of the Department of Finance,
atleastfrom the perspective of these measures of forecast adequacy. To be sure, we
couldbemoreassertiveiftheresultswerebasedon a longer sample. But there is even
less confidence to be had from a regression analysis.17
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