Abstract-A reliable algorithm for computationally efficient simulation-driven design optimization of microwave structures is introduced. Our approach exploits manifold mapping (MM), a response correction technique that aligns the coarse model (computationally cheap representation of the structure under consideration) with the accurate but CPU-intensive (fine) model of the optimized device. MM model does not use any extractable parameters which makes it easy to implement. Efficiency and excellent convergence properties of the proposed algorithm is demonstrated through the design of several microstrip filters.
I. INTRODUCTION Electromagnetic (EM) simulation-driven design optimization becomes increasingly important in microwave engineering. One of the reasons is that due to a growing complexity of microwave structures it is more and more difficult to carry out the design process using analytical models. Also, no systematic design procedures exist for many emerging classes of structures, e.g., ultra-wideband antennas [1] or substrate integrated circuits [2] . In all these cases, EM-simulation-based design may be the only option. On the other hand, using a full-wave EM solver directly in the optimization loop is usually prohibitive because of high computational cost.
Computationally efficient design optimization of microwave structures can be realized by replacing the CPUintensive fine model with its low-cost but still reasonably accurate surrogate model. Space mapping (SM) [3] [4] [5] and tuning [6] , [7] belong to the most efficient methods of this kind used in microwave engineering.
SM constructs the surrogate model using physics-based coarse models, typically equivalent circuits [3] , and auxiliary transformations that are designed to reduce misalignment between the surrogate and the fine model. Parameters of these mappings are obtained by solving a separate nonlinear regression problem. Space mapping is capable of yielding satisfactory designs after a few fine model evaluations, however, its performance heavily depends on the quality of the coarse model and on the proper selection of the type of transformations used to build the surrogate [8] .
Simulation-based tuning exploits the circuit-theory-based tunable components that are embedded in an EM simulator through the internal ports created in the EM model [7] . The tuning model created this way can be optimized with circuittheory speed but its creation requires a substantial user intervention into the structure under consideration. Also, tuning might not be directly applicable for radiating structures (antennas). Various combinations of tuning and space mapping have also been reported in the literature [9] , [10] .
Here, for the first time, a manifold mapping (MM) algorithm [11] , [12] is applied to simulation-driven design of microwave structures. MM can be considered as a correction technique that utilizes most of available fine model data to align the coarse model and the fine model responses at the current design and a few designs previously considered in the course of optimization. In that sense, MM can be viewed as a generalization of the output SM concept [4] , however, the MM surrogate model definition is substantially different. In order to improve the convergence properties of the MM algorithm and its overall performance we introduce a few modifications with respect to the basic formulation [11] , including the adaptive search radius. Efficiency and robustness of the presented technique is demonstrated through the design of several microstrip filters.
II. MANIFOLD MAPPING OPTIMIZATION

A. Design Optimization Problem Formulation
Let R f R m denote the response vector of a fine model of the microwave structure of interest (e.g., |S 21 | evaluated at m different frequencies), x R n be a vector of design variables (e.g., structure dimensions), and U be a given objective function, e.g., minimax. We want to solve the following problem
(1) R f is assumed to be computationally expensive, typically obtained by CPU-intensive EM simulation, so that optimizing U(R f (x)) directly (using, e.g., gradient search) is prohibitive.
B. Manifold Mapping Optimization Algorithm
Instead of solving (1) directly, we use the manifold mapping (MM) algorithm [11] . MM exploits a surrogate-based optimization (SBO) scheme [13] and can be formulated as [4] ( 1) ( ) arg min ( )
where R s (i) is a surrogate model at iteration i. The new design, x (i+1) , is the optimal solution of R s 
with S (i) being the mum correction matrix defined as
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Here, the pseudoinverse, denoted by † , is defined as † † T ǻC ǻC ǻC ǻC V Ȉ U (7) where U 'C , ¦ 'C , and V 'C are the factors in the singular value decomposition of 'C. The matrix ¦ 'C † is the result of inverting the nonzero entries in ¦ 'C , leaving the zeroes invariant [11] .
The correction term S (i) is an approximation of the "ideal" manifold-mapping that is defined as
* is the optimal solution to (1), J f stands for the fine model Jacobian, and J c † denotes the pseudoinverse of the coarse model Jacobian. The "ideal" manifold-mapping model alignment is illustrated in Fig. 1 . Obviously, neither x f * nor S is known beforehand. Therefore one needs to use the approximation (4) in the actual algorithm.
In practical MM implementation, we set S (i) to be an identity matrix for the first n iterations. This stabilizes the operation of the algorithm until J f and J c have both rank n.
C. Characterization of Manifold Mapping
The manifold mapping algorithm has a number of features that make it an attractive alternative to other surrogate-based methods used in microwave engineering so far. That include: x MM algorithm does not include a parameter extraction step because the surrogate model parameters are explicitly calculated using available fine/coarse model data. This makes MM simpler and easier to implement. x MM surrogate model is uniquely determined. In case of SM, there is a large number of possible models available and the SM performance depends on a careful model selection. x Towards the end of the MM optimization process (i.e., when ||x (i) -x (i-1) || o 0), the surrogate and the fine model Jacobians become more and more similar to each other, and the surrogate (approximately) satisfies both zero-and first-order consistency conditions [14] with R f . This allows for more accurate location of R f optimum. 
D. Coarse Model Preconditioning
In order to improve the performance of the manifold mapping algorithm, the coarse model can be (optionally) preconditioned by a space-mapping-like alignment process that aims at reducing the misalignment between the fine and coarse model as follows:
f c r p R x R x r (10) where p represents the parameters of the coarse model used in the alignment process. While these might be any parameters traditionally used by space mapping [3] , in this work we only use so-called preassigned parameters exploited by implicit SM [4] . In case of microwave devices these might be, e.g., substrate parameters (height, dielectric constant). Note that the alignment process is only performed once (at the initial design), and therefore, it does not affect computational complexity of the optimization process.
E. Improving Convergence through Adaptive Search Radius
In order to improve the convergence properties of the MM algorithm, the surrogate model optimization step (2) 
where
, ...,
is a constraint parameter that is adjusted at iteration i as follows (G s (0) and D, E > 1 are user-defined arguments):
In our numerical experiments we use D = 2 and E = 3. The above algorithm increases the search radius G if the two recent iterations brought the objective function improvement; it is reduced if the current iteration does not improve the fine model objective function, and remains unchanged otherwise.
This scheme is somehow similar to the trust region (TR) approach [15] , however, unlike in TR, no solutions are rejected here which allows us to utilize all available fine model data in constructing the MM surrogate model. [16] Consider the miniature dual-mode bandpass filter [16] shown in Fig. 2 [17] . The coarse model is the circuit model implemented in Agilent ADS [18] (Fig. 3) . The design specifications are |S 21 | t -1 dB for 2. (Fig. 4) . It should be emphasized that the MM algorithm exhibits a very consistent convergence pattern as shown in Fig. 5 . The optimization cost is 13 fine model evaluations (termination condition was set to ||x (i) -x (i-1) || < 10 -4 ). The cost of coarse/surrogate model operations can be neglected (evaluation time for R c is a small fraction of a second versus about 15 minutes for R f ). [19] Consider the wideband bandstop microstrip filter [19] shown in Fig. 6(a) . The design parameters are
III. VERIFICATION EXAMPLES A. Miniature Dual-Mode Bandpass Microstrip Filter
B. Wideband Bandstop Microstrip Filter
T . The fine model R f is simulated in FEKO [17] . The coarse model R c is the circuit model implemented in Agilent ADS [18] (Fig. 6(b) T mm. As in the previous example, R c was preconditioned by adjusting the values of the substrate heights and dielectric constants of the microstrip components Clin1 and TL3 (Fig. 6(b) (Fig. 7 ) with the corresponding specification error of -2.3 dB. Figure 8 shows the convergence plot. The optimization cost is only 9 fine model evaluations (termination condition ||x ).
C. Wideband Ring Resonator Bandpass Filter [20]
Our last example is the wideband ring resonator bandpass filter [20] shown in Fig. 9 . The design parameters are
T mm. The fine model is simulated in FEKO [17] . The coarse model (Fig. 10) is implemented in Agilent ADS [18] . IV. CONCLUSIONS A novel design optimization procedure exploiting a manifold mapping algorithm is presented. Our technique is computationally efficient and easy to implement. Interaction between the coarse and fine model is simplified because the surrogate model can be constructed using explicit formulas (there is no need to extract model parameters by solving a nonlinear regression problems). The robustness of our approach is demonstrated through the design optimization of several microstrip filters.
