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a b s t r a c t
In this study,we propose a 3D generalizedmicro heat transfermodel in anN-carrier system
with the Neumann boundary condition in spherical coordinates, which can be applied to
describe the non-equilibrium heating in biological cells. Two improved unconditionally
stable Crank–Nicholson schemes are then presented for solving the generalized model.
In particular, we delicately adjust the location of the interior grid point that is next to
the boundary so that the Neumann boundary condition can be applied directly without
discretization. As such, a second-order accurate finite difference scheme without using
any fictitious grid points is obtained. The convergence rates of the numerical solution are
tested by an example. Results show that the convergence rates of the present schemes
are about 2.0 with respect to the spatial variable r , which improves the accuracy of the
Crank–Nicholson scheme coupled with the conventional first-order approximation for the
Neumann boundary condition.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Energy exchange between electrons and phonons in metal provides the best example in describing non-equilibrium
heating during the ultrafast transient [1–6]. In times comparable to the thermalization and relaxation times of electrons
and phonons, which are in the range of a few to several tens of picoseconds, heat continuously flows from hot electrons
to cold phonons through mutual collisions. Consequently, electron temperature continuously decreases whereas phonon
temperature continuously increases until thermal equilibrium is reached. Intensity of heat flow during non-equilibrium
heating is proportional to the temperature difference between electrons and phonons. The proportionality constant is
termed the electron–phonon coupling factor, which is a new thermophysical property in microscale heat transfer. The
mathematical equations for describing the non-equilibrium heating can be expressed as the well-known parabolic two-
step model [3,4]:
Ce
∂Te(Ex, t)
∂t
= ke∇2Te(Ex, t)− G[Te(Ex, t)− Tl(Ex, t)] + Q (Ex, t), (1a)
Cl
∂Tl(Ex, t)
∂t
= G[Te(Ex, t)− Tl(Ex, t)], (1b)
where Te and Tl are electron temperature and lattice temperature, respectively; Ce and Cl are heat capacities, ke is the
conductivity, G is the electron–phonon coupling factor, Q is the heat source, and ∇2 is the Laplace operator.
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Non-equilibrium heating in multi-carrier (more than two carriers) systems can be encountered in engineering
applications. For instance, non-equilibrium heating may exist in porous media [7] that already involve a more complicated
system than the two-carrier (electron–phonon) system in metals. The phase change in wicked heat pipes may involve non-
equilibrium heating/energy dissipation among the solid wick, liquid, and vapor phases [8]. Recently, the non-equilibrium
microscale heat transfer in an N-carrier system has been studied [9–12]:
C1
∂T1(x, t)
∂t
= k1 ∂
2T1(x, t)
∂x2
−
N∑
m=2
G1m[T1(x, t)− Tm(x, t)] + Q1(x, t), (2a)
Cm
∂Tm(x, t)
∂t
= km ∂
2Tm(x, t)
∂x2
+
m−1∑
m1=1
Gm1m[Tm1(x, t)− Tm(x, t)]
−
N∑
m1=m+1
Gmm1 [Tm(x, t)− Tm1(x, t)] + Qm(x, t), m = 2, . . . ,N − 1, (2b)
CN
∂TN(x, t)
∂t
= kN ∂
2TN(x, t)
∂x2
+
N−1∑
m=1
GmN [Tm(x, t)− TN(x, t)] + QN(x, t), (2c)
where the Neumann boundary condition for Tm (m = 1, . . . ,N) is considered because it is assumed that there is no heat
loss in a very short time period [6]:
∂Tm(0, t)
∂x
= ∂Tm(L, t)
∂x
= 0, m = 1, . . . ,N; t ∈ [0, t0], (3a)
and the initial condition is
Tm(x, 0) = T 0m(x), m = 1, . . . ,N; x ∈ [0, L]. (3b)
Here, Tm (m = 1, . . . ,N) are temperatures, Cm (m = 1, . . . ,N) are heat capacities and constants, km (m = 1, . . . ,N) are
conductivities and constants, Gmm1 is the carrierm–carrierm1 coupling factor and positive constant, Qm (m = 1, . . . ,N) are
heat sources, and (x, t) is in [0, L] × [0, t0].
In the early 1990s, it was discovered that biological tissue, along with a number of other common materials, exhibits
a relatively long thermal relaxation (or lag) time before equilibrium heating [13]. Because a biological cell may contain
proteins, water, and dissolved minerals, the non-equilibrium heating may also exist in the biological cell when exposed
to ultrafast heating. To analyze the heat transfer in such a biological cell, it is convenient to consider the above N-carrier
micro heat transfer model in spherical coordinates since most of the cells are considered to be round for simplicity. Thus,
we extend Eq. (2) to a 3D case in spherical coordinates as follows:
C1
∂T1(r, θ, µ, t)
∂t
= k1
r2
∂
∂r
(
r2
∂T1(r, θ, µ, t)
∂r
)
+ k1
r2(1− µ2)
∂2T1(r, θ, µ, t)
∂θ2
+ k1
r2
∂
∂µ
(
(1− µ2) ∂T1(r, θ, µ, t)
∂µ
)
−
N∑
m=2
G1m [T1(r, θ, µ, t)− Tm(r, θ, µ, t)]
+Q1(r, θ, µ, t), (4a)
Cm
∂Tm(r, θ, µ, t)
∂t
= km
r2
∂
∂r
(
r2
∂Tm(r, θ, µ, t)
∂r
)
+ km
r2(1− µ2)
∂2Tm (r, θ, µ, t)
∂θ2
+ km
r2
∂
∂µ
(
(1− µ2) ∂Tm(r, θ, µ, t)
∂µ
)
+
m−1∑
m1=1
Gm1m
[
Tm1 (r, θ, µ, t)− Tm(r, θ, µ, t)
]
−
N∑
m1=m+1
Gmm1
[
Tm (r, θ, µ, t)− Tm1(r, θ, µ, t)
]+ Qm(r, θ, µ, t), m = 2, . . . ,N − 1, (4b)
CN
∂TN(r, θ, µ, t)
∂t
= kN
r2
∂
∂r
(
r2
∂TN(r, θ, µ, t)
∂r
)
+ kN
r2(1− µ2)
∂2TN(r, θ, µ, t)
∂θ2
+ kN
r2
∂
∂µ
(
(1− µ2) ∂TN(r, θ, µ, t)
∂µ
)
+
N−1∑
m=1
GmN [Tm(r, θ, µ, t)− TN(r, θ, µ, t)]
+QN(r, θ, µ, t), (4c)
where 0 < r < L, 0 ≤ θ ≤ 2pi , and µ = cosφ with 0 < φ < pi . The initial and boundary conditions are assumed to be
Tm(r, θ, µ, 0) = T 0m(r, θ, µ), (5)
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and
∂Tm (L, θ, µ, t)
∂r
= 0, (6a)
Tm(r, θ, µ, t) = Tm (r, θ + 2pi,µ, t) , (6b)
Tm(r, θ,−1, t) = Tm(r, θ, 1, t) = 0, (6c)
wherem = 1, . . . ,N .
Since the analytical solution of the above model, Eqs. (4)–(6), is difficult to obtain, the model needs to be solved
numerically. To develop a finite difference scheme for solving the above model, one usually needs a condition at the center,
r = 0, so that the scheme can be computed. As an extension of Eq. (3a), we add a fictitious boundary condition at the center,
r = 0,
∂Tm(0, θ, µ, t)
∂r
= 0, m = 1, . . . ,N. (6d)
However, the fictitious conditionmay not be truewhenever there is an asymmetry in the source or in the external boundary
condition. In this article, we will present a kind of improved Crank–Nicholson (CN) finite difference scheme for solving
Eqs. (4)–(6) with and without the fictitious, Eq. (6d).
2. Finite difference schemes
Todevelop finite difference schemes,we first denote (Tm)nijk as thenumerical approximation of (Tm)(i1r, j1θ, k1µ, n1t),
where1r ,1θ ,1µ and1t are the r, θ, µ-directional spatial and temporal mesh sizes, respectively, and ri = i1r , θj = j1θ ,
µk = k1µ, 0 ≤ i ≤ I + 1, 0 ≤ j ≤ J , 0 ≤ k ≤ K , so that (I + 1)1r = L, J1θ = 2pi and K1µ = 2. We then define the
following finite difference operators:
Pr [(Tm)nijk] ≡ r2i+ 12
(Tm)ni+1jk − (Tm)nijk
(1r)2
− r2
i− 12
(Tm)nijk − (Tm)ni−1jk
(1r)2
,
Pθ [(Tm)nijk] ≡
(Tm)nij+1k − 2(Tm)nijk + (Tm)nij−1k
(1θ)2
,
Pµ[(Tm)nijk] ≡ (1− µ2k+ 12 )
(Tm)nijk+1 − (Tm)nijk
(1µ)2
− (1− µ2
k− 12
)
(Tm)nijk − (Tm)nijk−1
(1µ)2
,
∇r¯(Tm)nijk ≡
(Tm)nijk − (Tm)ni−1jk
1r
, ∇θ¯ (Tm)nijk ≡
(Tm)nijk − (Tm)nij−1k
1µ
,
∇µ¯(Tm)nijk ≡
(Tm)nijk − (Tm)nijk−1
1µ
, Wt [(Tm)nijk] ≡
(Tm)n+1ijk + (Tm)nijk
2
.
The micro heat transfer model, Eqs. (4)–(6), can be solved using the well-known Crank–Nicholson (CN) finite difference
scheme as follows:
C1
(T1)n+1ijk − (T1)nijk
1t
= k1
r2i
Pr
{
Wt
[
(T1)nijk
]}+ k1
r2i
(
1− µ2k
)Pθ {Wt [(T1)nijk]}+ k1r2i Pµ {Wt [(T1)nijk]}
−
N∑
m=2
G1m
{
Wt
[
(T1)nijk
]−Wt [(Tm)nijk]}+ (Q1)n+ 12ijk , (7a)
Cm
(Tm)n+1ijk − (Tm)nijk
1t
= km
r2i
Pr
{
Wt
[
(Tm)nijk
]}+ km
r2i
(
1− µ2k
)Pθ {Wt [(Tm)nijk]}+ kmr2i Pµ {Wt [(Tm)nijk]}
+
m−1∑
m1=1
Gm1m
{
Wt
[(
Tm1
)n
ijk
]
−Wt
[
(Tm)nijk
]}
−
N∑
m1=m+1
Gm1m
{
Wt
[
(Tm)nijk
]−Wt [(Tm1)nijk]}+ (Qm)n+ 12ijk , m = 2, . . . ,N − 1, (7b)
CN
(TN)n+1ijk − (TN)nijk
1t
= kN
r2i
Pr
{
Wt [(TN)nijk]
}+ kN
r2i (1− µ2k)
Pθ
{
Wt [(TN)nijk]
}+ kN
r2i
Pµ
{
Wt [(TN)nijk]
}
+
N−1∑
m=1
GmN
{
Wt
[
(Tm)nijk
]−Wt [(TN)nijk]}+ (QN)n+ 12ijk , (7c)
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(a) First improved CN scheme in 3D spherical coordinates.
(b) Second improved CN scheme in 3D spherical coordinates.
Fig. 1. Mesh and locations of grid points.
where 1 ≤ i ≤ I, 0 ≤ j ≤ J − 1, 1 ≤ k ≤ K − 1. The initial condition is set to be
(Tm)0ijk =
(
T 0m
)
ijk , (8a)
while the boundary conditions, Eqs. (6b)–(6c), are discretized as, for any time level n,
(Tm)ni−1k = (Tm)niJ−1k, (Tm)ni0k = (Tm)niJk, (8b)
(Tm)nij0 = (Tm)nijK = 0, (8c)
wherem = 1, . . . ,N . Here, to avoid the confusion, we point out that (Tm)ni−1k is the approximation of Tm(ri,−1θ, µk, n1t).
Eqs. (6a) and (6d) may be discretized using the first-order finite difference method [14] as
(Tm)n0jk = (Tm)n1jk, (Tm)nI+1jk = (Tm)nIjk, m = 1, . . . ,N. (8d)
However, we have found that the above numerical scheme provides only a first-order accurate solution with respect to the
spatial variable r , which can be seen in the later numerical example section. This is probably because the discrete boundary
condition, Eq. (8d), is only the first-order approximation of theNeumannboundary condition, Eqs. (6a) and (6d), although the
CN scheme, Eq. (7), is second-order accurate. Furthermore, using the second-order finite difference scheme for the boundary
conditionmayneed ‘‘ghost’’ grid points outside the boundary [14],which ismore complex in the 3D case. It should be pointed
out that there are many high-order accurate finite difference schemes dealing with the Neumann boundary condition. We
refer the readers to these two articles [15,16]. In particular, Zhao and Wei [16] have recently developed an interesting
high-order accurate finite difference scheme for various general boundary conditions by using the matched interface and
boundary (MIB) method to obtain the numerical solutions at fictitious boundary points. These high-order accurate schemes
usually employ some fictitious boundary grid points and/or are conditionally stable. Since we consider the heat transfer in
biological cells here, the grid size can be very small. Development of unconditionally stable (no restriction on mesh ratio)
finite difference schemes is particularly important, because the length L could be in microscale and a higher-order accurate
and unconditionally stable scheme will provide an accurate solution in a reasonable grid size. Thus, the motivation of this
study is to improve the finite difference scheme at the boundary, Eq. (8d), so that both unconditional stability of schemes
and accurate numerical solutions can be achieved.
To obtain a second-order accurate finite difference scheme for the Neumann boundary condition, we first design amesh,
where the distance between the actual left boundary and r1 is assumed to be β11r , and the distance between the actual
right boundary and rI is β21r , as shown in Fig. 1(a). We then express the finite difference approximation of ∂∂r (r
2 ∂Tm(r,θ,µ,t)
∂r )
at r1, which is the grid point next to the left boundary, as follows:
b
∂
∂r
(
r2
∂Tm(r, θ, µ, t)
∂r
)
r=r1
= a
1r2
r23
2
[Tm(r2, θ, µ, t)− Tm(r1, θ, µ, t)]− 1
1r
r21
∂Tm(r1 − β11r, θ, µ, t)
∂r
, (9)
where a, b, β1 are constants to be determined and r 3
2
= r1 + 1r2 . If each term of Eq. (9) is expanded into Taylor series at r1,
we will obtain the left-hand-side (LHS) and right-hand-side (RHS) results of Eq. (9) as follows:
LHS = br21 (Tm)rr(r1, θ, µ, t)+ 2br1(Tm)r(r1, θ, µ, t) (10a)
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and
RHS = a
1r2
r23
2
[
1r(Tm)r(r1, θ, µ, t)+ 1r
2
2
(Tm)rr(r1, θ, µ, t)+ 1r
3
6
(Tm)r3(r1, θ, µ, t)
]
− 1
1r
r21
[
(Tm)r(r1, θ, µ, t)− β11r(Tm)rr(r1, θ, µ, t)+ β
2
11r
2
2
(Tm)r3(r1, θ, µ, t)
]
+ O(1r2)
= 1
1r
(
ar23
2
− r21
)
(Tm)r(r1, θ, µ, t)+
( a
2
r23
2
+ r21β1
)
(Tm)rr(r1, θ, µ, t)
+ 1r
2
( a
3
r23
2
− r21β21
)
(Tm)r3(r1, θ, µ, t)+ O(1r2). (10b)
Matching both sides of Eq. (10) gives
1
1r
(
ar23
2
− r21
)
= 2br1, (11a)
a
2
r23
2
+ r21β1 = br21 , (11b)
a
3
r23
2
− r21β21 = 0. (11c)
Dividing Eq. (11a) by Eq. (11b) and then replacing ar23
2
by 3r21β
2
1 from Eq. (11c), we obtain a quadratic equation with respect
to β1 as
β21 − β1 − 1 = 0. (12)
Solving the above equation for β1 with β1 ≥ 0, one may obtain β1 =
√
5+1
2 , and hence
a
b
= r
2
1β1
r23
2
(
β1
2 + 13
) . (13)
Thus, the second-order finite difference approximation at r1 and tn can be obtained by dropping the truncation errorO(1r2):
∂
∂r
(
r2
∂Tm(r, θ, µ, tn)
∂r
)
1jk
≈ a
b1r2
r23
2
[
(Tm)n2jk − (Tm)n1jk
]− 1
b1r
r21
∂Tm
(
r1 − β11r, θj, µk, tn
)
∂r
. (14)
Symmetrically, we express the finite difference approximation of ∂
∂r (r
2 ∂Tm(r,θ,µ,t)
∂r ) at rI , which is the grid point next to the
right boundary, as
b∗
∂
∂r
(
r2
∂Tm(r, θ, µ, t)
∂r
)
r=rI
= 1
1r
r2I
∂Tm (rI + β21r, θ, µ, t)
∂r
− a
∗
1r2
r2
I− 12
[Tm(rI , θ, µ, t)− Tm(rI−1, θ, µ, t)] ,(15)
where a∗, b∗, β2 are constants to be determined and rI− 12 = rI −
1r
2 . Again, matching both sides in Taylor series gives
1
1r
(
r2I − a∗r2I− 12
)
= 2b∗rI , (16a)
r2I β2 +
a∗
2
r2
I− 12
= b∗r2I , (16b)
r2I β
2
2 −
a∗
3
r2
I− 12
= 0. (16c)
Dividing Eq. (16a) by Eq. (16b) and then replacing a∗r2
I− 12
by 3r2I β
2
2 from Eq. (16c), we obtain a quadratic equation with
respect to β2 as
(3rI + 31r)β22 + 21rβ2 − rI = 0. (17)
If the number of grid points I is given, then the grid size and the coordinates of the grid points can be determined as follows:
1r = L
I + β1 + β2 − 1 , ri = (i− 1+ β1)1r, i = 1, . . . , I. (18)
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Substituting Eq. (18) into Eq. (17) and then solving for β2 with β2 ≥ 0, one may obtain
β2 =
√
4+ 3(β1 + I)(β1 + I − 1)− 1
3(β1 + I) , and
a∗
b∗
= r
2
I β2
r2
I− 12
(
β2
2 + 13
) , (19)
and hence a second-order finite difference approximation at rI and tn can be obtained:
∂
∂r
(
r2
∂Tm (r, θ, µ, tn)
∂r
)
Ijk
≈ 1
b∗1r
r2I
∂Tm
(
rI + β21r, θj, µk, t
)
∂r
− a
∗
b∗1r2
r2
I− 12
[
(Tm)nIjk − (Tm)nI−1jk
]
. (20)
Using the Neumann boundary condition, Eqs. (6a) and (6d), one may simplify Eqs. (15) and (20) to
∂
∂r
(
r2
∂Tm (r, θ, µ, tn)
∂r
)
1jk
≈ a
b1r2
r23
2
[
(Tm)n2jk − (Tm)n1jk
] ≡ a
b1r
r23
2
∇r¯(Tm)n2jk, (21a)
∂
∂r
(
r2
∂Tm (r, θ, µ, tn)
∂r
)
Ijk
≈ − a
∗
b∗1r2
r2
I− 12
[
(Tm)nIjk − (Tm)nI−1jk
] ≡ − a∗
b∗1r
r2
I− 12
∇r¯(Tm)nIjk, (21b)
where ∇r¯(Tm)n2jk =
(Tm)n2jk−(Tm)n1jk
1r and ∇r¯(Tm)nIjk =
(Tm)nIjk−(Tm)nI−1jk
1r . It should be pointed out that the Neumann boundary
conditions, Eqs. (6a) and (6d), are directly used in Eqs. (14) and (20) without discretizing. Thus, Eq. (7) at r1 and rI can be
replaced by:
C1
(T1)n+11jk − (T1)n1jk
1t
=
k1ar23
2
br21
(
Wt
[
(T1)n2jk
]−Wt [(T1)n1jk]
(1r)2
)
+ k1
r21 (1− µ2k)
Pθ
{
Wt
[
(T1)n1jk
]}
+ k1
r21
Pµ
{
Wt
[
(T1)n1jk
]}− N∑
m=2
G1m
{
Wt
[
(T1)n1jk
]−Wt [(Tm)n1jk]}+ (Q1)n+ 121jk , (22a)
Cm
(Tm)n+11jk − (Tm)n1jk
1t
=
kmar23
2
br21
(
Wt
[
(Tm)n2jk
]−Wt [(Tm)n1jk]
(1r)2
)
+ km
r21 (1− µ2k)
Pθ
{
Wt
[
(Tm)n1jk
]}
+ km
r21
Pµ
{
Wt
[
(Tm)n1jk
]}+ m−1∑
m1=1
Gm1m
{
Wt [(Tm1)n1jk] −Wt
[
(Tm)n1jk
]}
−
N∑
m1=m+1
Gmm1
{
Wt
[
(Tm)n1jk
]−Wt [(Tm1)n1jk]}+ (Qm)n+ 121jk , m = 2, . . . ,N − 1, (22b)
CN
(TN)n+11jk − (TN)n1jk
1t
=
kNar23
2
br21
(
Wt
[
(TN)n2jk
]−Wt [(TN)n1jk]
(1r)2
)
+ kN
r21 (1− µ2k)
Pθ
{
Wt
[
(TN)n1jk
]}
+ kN
r21
Pµ
{
Wt
[
(TN)n1jk
]}+ N−1∑
m=1
GmN
{
Wt
[
(Tm)n1jk
]−Wt [(TN)n1jk]}+ (QN)n+ 121jk , (22c)
and
C1
(T1)n+1Ijk − (T1)nIjk
1t
= −
k1a∗r2I− 12
b∗r2I
(
Wt
[
(T1)nIjk
]−Wt [(T1)nI−1jk]
(1r)2
)
+ k1
r2I (1− µ2k)
Pθ
{
Wt
[
(T1)nIjk
]}
+ k1
r2I
Pµ
{
Wt
[
(T1)nIjk
]}− N∑
m=2
G1m
{
Wt
[
(T1)nIjk
]−Wt [(Tm)nIjk]}+ (Q1)n+ 12Ijk , (23a)
Cm
(Tm)n+1Ijk − (Tm)nIjk
1t
= −
kma∗r2I− 12
b∗r2I
(
Wt [(Tm)nIjk] −Wt
[
(Tm)nI−1jk
]
(1r)2
)
+ km
r2I (1− µ2k)
Pθ
{
Wt [(Tm)nIjk]
}
+ km
r2I
Pµ
{
Wt
[
(Tm)nIjk
]}+ m−1∑
m1=1
Gm1m
{
Wt
[
(Tm1)
n
Ijk
]−Wt [(Tm)nIjk]}
−
N∑
m1=m+1
Gmm1
{
Wt
[
(Tm)nIjk
]−Wt [(Tm1)nIjk]}+ (Qm)n+ 12Ijk , m = 2, . . . ,N − 1, (23b)
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CN
(TN)n+1Ijk − (TN)nIjk
1t
= −
kNa∗r23
2
b∗r2I
(Wt [(TN)nIjk] −Wt [(TN)nI−1jk]
(1r)2
)
+ kN
r2I (1− µ2k)
Pθ
{
Wt [(TN)nIjk]
}
+ kN
r2I
Pµ{Wt [(TN)nIjk]} +
N−1∑
m=1
GmN{Wt [(Tm)nIjk] −Wt [(TN)nIjk]} + (QN)n+
1
2
Ijk . (23c)
Hence, an improved Crank–Nicholson finite difference scheme consists of Eq. (7) for interior grid point ri where i =
2, . . . , I − 1, and Eq. (22) for grid point r1 and Eq. (23) for rI . It can be seen that the truncation error of the scheme with
respect to r has an order of1r2 at all grid points (ri, θj, µk, tn+ 12 ).
It is noted that the above improved finite difference scheme considers the fictitious boundary condition, Eq. (6d). If we
do not use the fictitious, the value of (Tm)n+10jk at center is needed to determine in Eq. (7) when i = 1. To this end, we first
modify the mesh in Fig. 1(a) as shown in Fig. 1(b) and follow the idea in [17], multiplying Eq. (4a) by r2, and then integrate
it over a small sphere with 0 ≤ r ≤ ε, 0 ≤ θ ≤ 2pi , and−1 ≤ µ ≤ 1, where ε is a small constant. This gives∫ 1
−1
∫ 2pi
0
∫ ε
0
C1r2
∂T1 (r, θ, µ, t)
∂t
drdθdµ =
∫ 1
−1
∫ 2pi
0
∫ ε
0
k1
∂
∂r
(
r2
∂T1 (r, θ, µ, t)
∂r
)
drdθdµ
+
∫ 1
−1
∫ 2pi
0
∫ ε
0
k1
(1− µ2)
∂2T1 (r, θ, µ, t)
∂θ2
drdθdµ
+
∫ 1
−1
∫ 2pi
0
∫ ε
0
k1
∂
∂µ
(
(1− µ2) ∂T1(r, θ, µ, t)
∂µ
)
drdθdµ
−
∫ 1
−1
∫ 2pi
0
∫ ε
0
N∑
m=2
G1m[T1(r, θ, µ, t)− Tm(r, θ, µ, t)]drdθdµ
+
∫ 1
−1
∫ 2pi
0
∫ ε
0
Q1(r, θ, µ, t)drdθdµ. (24)
Replacing ∂T1(r,θ,µ,t)
∂t , [T1(r, θ, µ, t)− Tm(r, θ, µ, t)], and Q1(r, θ, µ, t) in Eq. (24) by those corresponding values at the
center r = 0, then calculating these integrals in Eq. (24) and using the boundary condition, Eq. (6b), we obtain
4piε3
3
C1
∂(T1)0
∂t
=
∫ 1
−1
∫ 2pi
0
k1ε2
∂T1(r, θ, µ, t)
∂r
dθdµ− 4piε
3
3
N∑
m=2
G1m [(T1)0 − (Tm)0]+ 4piε
3
3
(Q1)0. (25)
Here, we denote (Tm)0 ≡ Tm(0, θ, µ, t), m = 1, . . . ,N , and (Q1)0 ≡ Q1 (0, θ, µ, t), since they are the same values at center.
Thus, a second-order finite difference approximation at the center r = 0 can be obtained by choosing ε = 1r2 and using the
numerical integration method as follows:
C1
(T1)n+10 − (T1)n0
1t
= 3k1
2pi1r
1θ1µ
J−1∑
j=0
K−1∑
k=1
∇r¯
{
Wt
[
(T1)n1jk
]}− N∑
m=2
G1m
{
Wt
[
(T1)n0
]−Wt [(Tm)n0]}
+ (Q1)n+
1
2
0 . (26a)
Using a similar argument for Eqs. (4b) and (4c), we have
Cm
(Tm)n+10 − (Tm)n0
1t
= 3km
2pi1r
1θ1µ
J−1∑
j=0
K−1∑
k=1
∇r
{
Wt [(Tm)n1jk]
}+ m−1∑
m1=1
Gm1m
{
Wt [(Tm1)n0] −Wt [(Tm)n0]
}
−
N∑
m1=m+1
Gmm1
{
Wt [(Tm)n0] −Wt [(Tm1)n0]
}+ (Qm)n+ 120 , (26b)
CN
(TN)n+10 − (TN)n0
1t
= 3kN
2pi1r
1θ1µ
J−1∑
j=0
K−1∑
k=1
∇r
{
Wt [(TN)n1jk]
}+ N−1∑
m=1
GmN
{
Wt [(Tm)n0] −Wt [(TN)n0]
}
+ (QN)n+
1
2
0 . (26c)
Hence, another improved second-order accurate CN finite difference scheme consists of Eq. (7) for interior grid points
ri where i = 1, . . . , I − 1, and Eq. (26) for center, r = 0, and Eq. (23) for rI , where 1r = LI+β2 , β1 = 1.0, and
ri = i1r, i = 0, 1, . . . , I . Again, it can be seen that the truncation error of the scheme with respect to r has an order of
1r2 at all grid points (ri, θj, µk, tn+ 12 ).
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Fig. 2. Comparison of contours of the solution T1 in the cross section of φ = pi2 at t = 0.1 obtained using (a) the first improved CN scheme, (b) the second
improved CN scheme, and (c) the CN scheme with (d) the exact solution.
3. Stability
Wenowanalyze the stability of both improved CN finite difference schemes. To show the stability of the present schemes,
we need the following two lemmas.
Lemma 1. For any mesh function (Tm)nijk, we have[
(Tm)n+1ijk + (Tm)nijk
] · [(Tm)n+1ijk − (Tm)nijk] = {[(Tm)n+1ijk ]2 − [(Tm)nijk]2} . (27)
Lemma 2. For any mesh function (Tm)nijk satisfying the boundary condition, Eqs. (8b) and (8c), we have
1r
I−1∑
i=2
Pr
[
(Tm)nijk
] · (Tm)nijk + r23
2
∇r(Tm)n2jk · (Tm)n1jk − r2I− 12∇r (Tm)
n
Ijk · (Tm)nIjk = −1r
I∑
i=2
r2
i− 12
[∇r(Tm)nijk]2 , (28a)
1θ
J−1∑
j=0
Pθ
[
(Tm)nijk
] · (Tm)nijk = −1θ J∑
j=1
[∇θ (Tm)nijk]2 , (28b)
1µ
K−1∑
k=1
Pµ
[
(Tm)nijk
] · (Tm)nijk = −1µ K∑
k=1
[(
1− µ2
k− 12
)
∇µ(Tm)nijk
]2
, (28c)
for any 1 ≤ i ≤ I .
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Fig. 3. Comparison of contours of the solution T1 in the cross section of θ = 0 and θ = pi at t = 0.1 obtained using (a) the first improved CN scheme, (b)
the second improved CN scheme, and (c) the CN scheme with (d) the exact solution.
Proof. The LHS of Eq. (28a) can be changed to
LHS = 1
1r
I−1∑
i=2
{
r2
i+ 12
[
(Tm)ni+1jk − (Tm)nijk
]− r2
i− 12
[
(Tm)nijk − (Tm)ni−1jk
]} · (Tm)nijk
+ r23
2
∇r(Tm)n2jk · (Tm)n1jk − r2I− 12∇r(Tm)
n
Ijk · (Tm)nIjk
=
I∑
i=3
r2
i− 12
∇r (Tm)nijk · (Tm)ni−1jk −
I−1∑
i=2
r2
i− 12
∇r(Tm)nijk · (Tm)nijk
+ r23
2
∇r(Tm)n2jk · (Tm)n1jk − r2I− 12∇r(Tm)
n
Ijk · (Tm)nIjk
=
I∑
i=2
r2
i− 12
∇r (Tm)nijk · (Tm)ni−1jk −
I∑
i=2
r2
i− 12
∇r(Tm)nijk · (Tm)nijk
= −1r
I∑
i=2
r2
i− 12
[∇r(Tm)nijk]2 , (29)
which is the RHS of Eq. (28a). Similar proofs can be obtained for Eqs. (28b) and (28c). 
Theorem 1. The improved Crank–Nicholson finite difference scheme, Eqs. (7), (22) and (23), is unconditionally stablewith respect
to the initial condition and source terms.
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Fig. 4. Comparison of contours of the solution T2 in the cross section of φ = pi2 at t = 0.1 obtained using (a) the first improved CN scheme, (b) the second
improved CN scheme, and (c) the CN scheme with (d) the exact solution.
Proof. Wemultiply Eq. (7a) by r2i 1r1θ1µ1tWt [(T1)nijk], Eq. (7b) by r2i 1r1θ1µ1tWt [(Tm)nijk], Eq. (7c) by r2i 1r1θ1µ1tWt
[(TN)nijk] for interior points, i = 2, . . . , I − 1; multiply Eq. (22a) by r211r1θ1µ1t baWt [(T1)n1jk], Eq. (22b) by
r211r1θ1µ1t
b
aWt [(Tm)n1jk], Eq. (22c) by r211r1θ1µ1t baWt [(TN)n1jk] for the left boundary; multiply Eq. (23a) by
r2I 1r1θ1µ1t
b∗
a∗Wt [(T1)nIjk], Eq. (23b) by r2I 1r1θ1µ1t b
∗
a∗Wt [(Tm)nIjk], Eq. (23c) by r2I 1r1θ1µ1t b
∗
a∗Wt [(TN)nIjk] for the right
boundary; and then sum them overm, i, j, k, where 1 ≤ m ≤ N , 1 ≤ i ≤ I , 0 ≤ j ≤ J − 1 and 1 ≤ k ≤ K − 1. This gives by
using Lemmas 1 and 2
1
2
1r1θ1µ
N∑
m=1
Cm
J−1∑
j=0
K−1∑
k=1
{
b
a
r21
{[(Tm)n+11jk ]2 − [(Tm)n1jk]2}+ I−1∑
i=2
r2i
{[(Tm)n+1ijk ]2 − [(Tm)nijk]2}
+ b
∗
a∗
r2I
{[(Tm)n+1Ijk ]2 − [(Tm)nIjk]2}
}
+1r1θ1µ1t
N∑
m=1
km
J−1∑
j=0
K−1∑
k=1
I∑
i=2
r2
i− 12
{∇rWt [(Tm)nijk]}2
+1r1θ1µ1t
N∑
m=1
km
K−1∑
k=1
J∑
j=1
{
b
a
1
(1− µ2k)
{∇θWt [(Tm)n1jk]}2 + 1
(1− µ2k)
I−1∑
i=2
{∇θWt [(Tm)nijk]}2
+ b
∗
a∗
1
(1− µ2k)
{∇θWt [(Tm)nIjk]}2
}
+1r1θ1µ1t
N∑
m=1
km
J−1∑
j=0
K∑
k=1
{
b
a
(
1− µ2
k− 12
) {∇µWt [(Tm)n1jk]}2
+
(
1− µ2
k− 12
) I−1∑
i=2
{∇µWt [(Tm)nijk]}2 + b∗a∗ (1− µ2k− 12 ) {∇µWt [(Tm)nIjk]}2
}
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Fig. 5. Comparison of contours of the solution T2 in the cross section of θ = 0 and θ = pi at t = 0.1 obtained using (a) the first improved CN scheme, (b)
the second improved CN scheme, and (c) the CN scheme with (d) the exact solution.
+1r1θ1µ1t
N∑
m,m1=1,
m<m1
J−1∑
j=0
K−1∑
k=1
{
b
a
Gmm1 r
2
1
{
Wt [(Tm)n1jk] −Wt [(Tm1)n1jk]
}2
+
I−1∑
i=2
r2i Gmm1
{
Wt [(Tm)nijk] −Wt [(Tm1)nijk]
}2 + b∗
a∗
Gmm1 r
2
I
{
Wt [(Tm)nIjk] −Wt [(Tm1)nIjk]
}2}
= 1
2
1r1θ1µ1t
N∑
m=1
J−1∑
j=0
K−1∑
k=1
{
(Qm)
n+ 12
1jk r
2
1
b
a
[(Tm)n+11jk + (Tm)n1jk]
+
I−1∑
i=2
(Qm)
n+ 12
ijk r
2
i [(Tm)n+1ijk + (Tm)nijk] + (Qm)n+
1
2
Ijk r
2
I
b∗
a∗
[(Tm)n+1Ijk + (Tm)nIjk]
}
. (30)
Since 1
(1−µ2k )
≥ 0, (1 − µ2
k− 12
) ≥ 0 and Gmm1 ≥ 0 in Eq. (30), we may drop the second, third, fourth and fifth terms on the
LHS of Eq. (30) and hence Eq. (30) becomes
1r1θ1µ
N∑
m=1
Cm
J−1∑
j=0
K−1∑
k=1
{
b
a
r21 ([(Tm)n+11jk ]2 − [(Tm)n1jk]2)
+
I−1∑
i=2
r2i ([(Tm)n+1ijk ]2 − [(Tm)nijk]2)+
b∗
a∗
r2I ([(Tm)n+1Ijk ]2 − [(Tm)nIjk]2)
}
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Fig. 6. Comparison of contours of the solution T3 in the cross section of φ = pi2 at t = 0.1 obtained using (a) the first improved CN scheme, (b) the second
improved CN scheme, and (c) the CN scheme with (d) the exact solution.
≤ 1r1θ1µ1t
N∑
m=1
J−1∑
j=0
K−1∑
k=1
{
b
a
r21 (Qm)
n+ 12
1jk [(Tm)n+11jk + (Tm)n1jk]
+
I−1∑
i=2
r2i (Qm)
n+ 12
ijk [(Tm)n+1ijk + (Tm)nijk] +
b∗
a∗
r2I (Qm)
n+ 12
Ijk [(Tm)n+1Ijk + (Tm)nIjk]
}
. (31)
Using Cauchy–Schwartz’s inequality (2ab ≤ εa2 + 1
ε
b2) and (a+ b)2 ≤ 2a2 + 2b2, we have
(Qm)
n+ 12
ijk [(Tm)n+1ijk + (Tm)nijk] ≤
1
2Cm
[
(Qm)
n+ 12
ijk
]2
+ Cm
{[(Tm)n+1ijk ]2 + [(Tm)nijk]2} . (32)
Substituting Eq. (32) into Eq. (31), we obtain
1r1θ1µ
N∑
m=1
Cm
J−1∑
j=0
K−1∑
k=1
{
b
a
r21
{[(Tm)n+11jk ]2 − [(Tm)n1jk]2}
+
I−1∑
i=2
r2i
{[(Tm)n+1ijk ]2 − [(Tm)nijk]2}+ b∗a∗ r2I {[(Tm)n+1Ijk ]2 − [(Tm)nIjk]2}
}
≤ 1r1θ1µ1t
N∑
m=1
1
2Cm
J−1∑
j=0
K−1∑
k=1
{
b
a
r21
[
(Qm)
n+ 12
1jk
]2
+
I−1∑
i=2
r2i
[
(Qm)
n+ 12
ijk
]2
+ b
∗
a∗
r2I
[
(Qm)
n+ 12
Ijk
]2}
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Fig. 7. Comparison of contours of the solution T3 in the cross section of θ = 0 and θ = pi at t = 0.1 obtained using (a) the first improved CN scheme, (b)
the second improved CN scheme, and (c) the CN scheme with (d) the exact solution.
+1r1θ1µ1t
N∑
m=1
Cm
J−1∑
j=0
K−1∑
k=1
{
b
a
r21
{[(Tm)n+11jk ]2 + [(Tm)n1jk]2}
+
I−1∑
i=2
r2i
{[(Tm)n+1ijk ]2 + [(Tm)nijk]2}+ b∗a∗ r2I {[(Tm)n+1Ijk ]2 + [(Tm)nIjk]2}
}
. (33)
Denoting
F(n) = 1r1θ1µ
N∑
m=1
Cm
J−1∑
j=0
K−1∑
k=1
{
b
a
r21 [(Tm)n+11jk ]2 +
I−1∑
i=2
r2i
[
(Tm)n+1ijk
]2 + b∗
a∗
r2I
[
(Tm)n+1Ijk
]2}
(34a)
and
Φ(n) = 1r1θ1µ
N∑
m=1
1
2Cm
J−1∑
j=0
K−1∑
k=1
{
b
a
r21
[
(Qm)
n+ 12
1jk
]2
+
I−1∑
i=2
r2i
[
(Qm)
n+ 12
ijk
]2
+ b
∗
a∗
r2I
[
(Qm)
n+ 12
Ijk
]2}
, (34b)
we can simplify Eq. (33) to
F(n+ 1) ≤ 1+1t
1−1t F(n)+
1t
1−1tΦ(n)
≤ 1+1t
1−1t
[
1+1t
1−1t F(n− 1)+
1t
1−1tΦ(n− 1)
]
+ 1t
1−1tΦ(n)
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Fig. 8. Contours of the error between T1 and the corresponding exact solution in the cross section ofφ = pi2 at t = 0.1 obtained using (a) the first improved
CN scheme, (b) the second improved CN scheme, and (c) the CN scheme.
≤
(
1+1t
1−1t
)n+1
F(0)+ 1t
1−1t
[
1+ 1+1t
1−1t + · · · +
(
1+1t
1−1t
)n]
max
0≤n1≤n
Φ(n1)
≤
(
1+1t
1−1t
)n+1 [
F(0)+ max
0≤n1≤n
Φ(n1)
]
. (35)
Using inequalities (1+ ε)n ≤ enε, ε > 0, and (1− ε)−1 ≤ e2ε, 0 < ε < 12 , we obtain
F(n+ 1) ≤ e3n1t
[
F(0)+ max
0≤n1≤n
Φ(n1)
]
≤ e3t0
[
F (0)+ max
0≤n1≤n
Φ(n1)
]
, (36)
for any 0 ≤ (n + 1)1t ≤ t0, implying that the scheme is unconditionally stable with respect to the initial condition and
source terms.
To analyze the stability of the second improved CN finite difference scheme, Eqs. (7), (23) and (26), we need to change
Eq. (28a) to
J−1∑
j=0
K−1∑
k=1
{
1r
I−1∑
i=1
Pr [(Tm)nijk] · (Tm)nijk + r21
2
∇r(Tm)n1jk · (Tm)n0jk − r2I− 12∇r(Tm)
n
Ijk · (Tm)nIjk
}
= −1r
I∑
i=1
J−1∑
j=0
K−1∑
k=1
r2
i− 12
[∇r(Tm)nijk]2 .  (37)
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Fig. 9. Contours of the error between T1 and the corresponding exact solution in the cross section of θ = 0 and θ = pi at t = 0.1 obtained using (a) the
first improved CN scheme, (b) the second improved CN scheme, and (c) the CN scheme.
Theorem 2. The improved Crank–Nicholson finite difference scheme, Eqs. (7), (23) and (26), is unconditionally stablewith respect
to the initial condition and source terms.
Proof. Wemultiply Eq. (7a) by r2i 1r1θ1µ1tWt [(T1)nijk], Eq. (7b) by r2i 1r1θ1µ1tWt [(Tm)nijk], Eq. (7c) by r2i 1r1θ1µ1tWt
[(TN)nijk] for interior points, i = 1, . . . , I − 1; multiply Eq. (26a) by 2pi3 r21
2
1r1tWt [(T1)n0], Eq. (26b) by 2pi3 r21
2
1r1tWt [(Tm)n0],
Eq. (26c) by 2pi3 r
2
1
2
1r1tWt [(TN)n0]; multiply Eq. (23a) by r2I 1r1θ1µ1t b
∗
a∗Wt [(T1)nIjk], Eq. (23b) by r2I 1r1θ1µ1t b
∗
a∗Wt [(Tm)nIjk],
Eq. (23c) by r2I 1r1θ1µ1t
b∗
a∗Wt [(TN)nIjk] for the boundary; and then sum over m, i, j, k, where 1 ≤ m ≤ N , 0 ≤ i ≤ I ,
0 ≤ j ≤ J − 1, 1 ≤ k ≤ K − 1. This gives by Lemmas 1 and 2 together with Eq. (37)
1
2
1r
N∑
m=1
Cm
J−1∑
j=0
K−1∑
k=1
I−1∑
i=1
{
2pi
3
r21
2
{[(Tm)n+10 ]2 − [(Tm)n0]2}
+ 1θ1µ
I−1∑
i=1
r2i
{[
(Tm)n+1ijk
]2 − [(Tm)nijk]2}+1θ1µb∗a∗ r2I {[(Tm)n+1Ijk ]2 − [(Tm)nIjk]2}
}
+1r1θ1µ1t
N∑
m=1
km
I∑
i=1
J−1∑
j=0
K−1∑
k=1
{∇rWt [(Tm)nijk]}2
+1r1θ1µ1t
N∑
m=1
km
K−1∑
k=1
J∑
j=1
1
(1− µ2k)
{
I−1∑
i=1
{∇θ¯Wt [(Tm)nijk]}2 + b∗a∗ {∇θ¯Wt [(Tm)nIjk]}2
}
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Fig. 10. Contours of the error between T2 and the corresponding exact solution in the cross section of φ = pi2 at t = 0.1 obtained using (a) the first
improved CN scheme, (b) the second improved CN scheme, and (c) the CN scheme.
+1r1θ1µ1t
N∑
m=1
km
J−1∑
j=0
K∑
k=1
(
1− µ2
k− 12
){ I−1∑
i=1
{∇µ¯Wt [(Tm)nijk]}2 + b∗a∗ {∇µ¯Wt [(Tm)nIjk]}2
}
+1r1t
N∑
m,m1=1,
m<m1
J−1∑
j=0
K−1∑
k=1
{
2pi
3
r21
2
Gmm1
{
Wt [(Tm)n0] −Wt [(Tm1)n0]
}2
+ 1θ1µ
I−1∑
i=1
r2i Gmm1
{
Wt [(Tm)nijk] −Wt [(Tm1)nijk]
}2
+ 1θ1µb
∗
a∗
r2I Gmm1
{
Wt [(Tm)nIjk] −Wt [(Tm1)nIjk]
}2}
= 1
2
1r1t
N∑
m=1
J−1∑
j=0
K−1∑
k=1
{
2pi
3
r21
2
(Qm)
n+ 12
0jk [(Tm)n+10 + (Tm)n0]
+ 1θ1µ
I−1∑
i=1
r2i (Qm)
n+ 12
ijk [(Tm)n+1ijk + (Tm)nijk] +1θ1µ(Qm)n+
1
2
Ijk r
2
I
b∗
a∗
[(Tm)n+1Ijk + (Tm)nIjk]
}
. (38)
Here, we have used the fact that (Tm)n0jk ≡ (Tm)n0 for any j, k, n. Using a similar argument in the proof for Theorem 1, one
may obtain that the improved scheme is unconditionally stable with respect to the initial condition and source terms. 
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Fig. 11. Contours of the error between T2 and the corresponding exact solution in the cross section of θ = 0 and θ = pi at t = 0.1 obtained using (a) the
first improved CN scheme, (b) the second improved CN scheme, and (c) the CN scheme.
4. Numerical examples
To verify the accuracy of our two improved Crank–Nicholson schemes, we consider a pure mathematical three-
component system as follows:
∂T1
∂t
= 2
r2
∂
∂r
(
r2
∂T1
∂r
)
+ 2
r2(1− µ2)
∂2T1
∂θ2
+ 2
r2
∂
∂µ
[
(1− µ2) ∂T1
∂µ
]
−pi2(T1 − T2)− pi2(T1 − T3)+ 2pi2e−pi2t(1− µ2) cospir sin θ
+ 5
r
pie−pi
2t(1− µ2) sinpir sin θ − 15
2r2
e−pi
2t(2µ2 − 1) cospir sin θ
+ pi
2
2
e−pi
2t(1− µ2) sin θ + 15
2r2
e−pi
2t(2µ2 − 1) sin θ, (39a)
∂T2
∂t
= 2
r2
∂
∂r
(
r2
∂T2
∂r
)
+ 2
r2(1− µ2)
∂2T2
∂θ2
+ 2
r2
∂
∂µ
[
(1− µ2) ∂T2
∂µ
]
+pi2(T1 − T2)− pi2(T2 − T3)+ pi2e−pi2t(1− µ2) cospir sin θ
+ 4
r
pie−pi
2t(1− µ2) sinpir sin θ − 6
r2
e−pi
2t(2µ2 − 1) cospir sin θ
+pi2e−pi2t(1− µ2) sin θ + 6
r2
e−pi
2t(2µ2 − 1) sin θ, (39b)
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Fig. 12. Contours of the error between T3 and the corresponding exact solution in the cross section of φ = pi2 at t = 0.1 obtained using (a) the first
improved CN scheme, (b) the second improved CN scheme, and (c) the CN scheme.
∂T3
∂t
= 2
r2
∂
∂r
(
r2
∂T3
∂r
)
+ 2
r2(1− µ2)
∂2T3
∂θ2
+ 2
r2
∂
∂µ
[
(1− µ2) ∂T3
∂µ
]
+ pi2(T1 − T3)+ pi2(T2 − T3)
+ 3
r
pie−pi
2t(1− µ2) sinpir sin θ − 9
2r2
e−pi
2t(2µ2 − 1) cospir sin θ
+ 3pi
2
2
e−pi
2t(1− µ2) sin θ + 9
2r2
e−pi
2t(2µ2 − 1) sin θ, (39c)
where 0 < r < 1, 0 ≤ θ ≤ 2pi, − 1 < µ < 1. The boundary condition is assumed to be ∂Tm(1,θ,µ,t)
∂r = 0, Tm(r, θ +
2pi,µ, t) = Tm(r, θ, µ, t), Tm(r, θ,−1, t) = Tm(r, θ, 1, t) = 0,m = 1, 2, 3. The analytical solution of the system is assumed
to be T1 = 54e−pi
2t(1−µ2) (cospir−1) sin θ , T2 = e−pi2t(1−µ2) (cospir−1) sin θ and T3 = 34e−pi
2t(1−µ2)(cospir−1) sin θ ,
where the initial condition is obtained based on the analytical solution at t = 0. The criterion for convergence at time level
n+ 1 in our computation was set to be
max
m=1,2,3
[
max
1≤i≤I, 0≤j≤J−1, 1≤k≤K−1
∣∣∣(Tm)n+1(new)ijk − (Tm)n+1(old)ijk ∣∣∣] ≤ 10−6. (40)
To obtain the convergence rates with respect to r , we chose various numbers of I with J = K = 60 and computed the
l2-norm error of the solution when 0 ≤ t ≤ 0.1 (since the error decreases after t = 0.1) as follows:
E(I,1t) = max
0≤n1t≤1
√√√√1r
3
3∑
m=1
I∑
i=1
J−1∑
j=0
K−1∑
k=1
[
(Tm)nijk − T exactm (ri, θj, µk, tn)
]2
. (41)
We then calculated log2[ E(I1,1t)E(I2,1t) ] for the convergence rates with respect to the spatial variable r .
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Fig. 13. Contours of the error between T3 and the corresponding exact solution in the cross section of θ = 0 and θ = pi at t = 0.1 obtained using (a) the
first improved CN scheme, (b) the second improved CN scheme, and (c) the CN scheme.
Table 1
Comparison of l2-norm error among the improved CN schemes and the CN scheme, Eqs. (7) and (8d), with1t = 10−4 , I× 60× 60, and 0 ≤ t ≤ 0.1.
I 1st improved scheme l2-norm error Rate I 2nd improved scheme l2-norm error Rate CN scheme l2-norm error Rate
11 8.30993× 10−3 – 10 1.08186× 10−2 – 2.78117× 10−1 –
21 1.57049× 10−3 2.40 20 2.10944× 10−3 2.36 1.44169× 10−1 0.95
41 5.27241× 10−4 1.58 40 5.49806× 10−4 1.94 7.30173× 10−2 0.98
Table 1 shows the numerical results when 1t = 10−4, and I = 11, 21 and 41 obtained by using the first improved
CN scheme and I = 10, 20 and 40 obtained by using the second improved CN scheme and the CN scheme with Eq. (8d),
respectively. It can be seen from the table that the convergence rates of the first improved CN scheme and the second
improved CN scheme are about 2.0 with respect to the spatial variable r , while the first-order CN scheme with Eq. (8d) is
about 0.9 with respect to the spatial variable r . Furthermore, by comparing the l2-norm errors of solutions between these
three schemes in Table 1, we can see that both improved CN schemes provide much more accurate solution than the CN
scheme with Eq. (8d). Although the average convergence rate of the first improved CN scheme is about 2.0 with respect to
the spatial variable r , we have noticed from Table 1 that it decreasesmuchwith the increase of the number of grid points. By
comparing the l2-norm errors of the solutions, we guess this is probably because the first improved CN scheme does not need
Eq. (26) to calculate the solution at the center, r = 0. Therefore, when I = 11 and 21, it provides a more accurate numerical
solution than the second improved CN scheme does. When I = 41 which increases the complexity of the computation, the
l2-norm errors of the solutions obtained based on these two improved CN schemes are very close to each other and hence
the convergence rate of the first improved CN scheme obtained based on this result is reduced.
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Figs. 2–7 show the contours of the numerical solutions in the cross-section of φ = pi2 , and the cross-section of θ = 0 and
pi at t = 0.1 as compared with the analytical solution, respectively, where the solutions are obtained based on the mesh
41× 60× 60 for the first improved CN scheme and the mesh 40× 60× 60 for the second improved CN scheme and the CN
scheme with Eq. (8d). Results show that contours obtained based on the improved CN schemes are virtually same as those
obtained based on the analytical solution, however, a significant difference can be seen in those contours obtained based on
the CN scheme with Eq. (8d).
To see the difference clearly, we further plotted the contours of the errors between the numerical solution and the
corresponding exact solution (numerical solution — exact solution), as shown in Figs. 8–13 (which were obtained based
on themesh 21×60×60 for the first improved CN scheme and themesh 20×60×60 for the second improved CN scheme
and the CN scheme with Eq. (8d)). It can be seen from these figures that the numerical solutions obtained by both improved
schemes are much more accurate than those obtained by the CN scheme with Eq. (8d).
5. Conclusion
In this study, we have proposed a 3D micro heat transfer model in an N-carrier system with the Neumann boundary
condition in spherical coordinates, which can be applied to describe the non-equilibrium heating in biological cells. Two
improved Crank–Nicholson schemes for the 3D model are presented, one is based on the fictitious boundary at center
r = 0 and the other is obtainedwithout using the fictitious boundary condition. Furthermore, a second-order accurate finite
difference scheme for the Neuman boundary condition is developed so that the overall truncation error is second-orderwith
respect to the variable r . Both improved schemes have been shown to be unconditionally stable. The convergence rates of the
solutions are tested by two numerical examples. Results show that the convergence rates of both improved CN schemes are
about 2.0 with respect to the spatial variable r , which improve the Crank–Nicholson scheme coupled with the conventional
first-order finite difference approximation for the Neumann boundary condition.
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