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PERIODIC SOLUTIONS OF SECOND ORDER HAMILTONIAN
SYSTEMS BIFURCATING FROM INFINITY
LES SOLUTIONS PE´RIODIQUES, E´MANANTS DE L’INFINI DES
SYSTE`MES HAMILTONIENS AUTONOMMES DE SECOND ORDRE
JUSTYNA FURA† AND S LAWOMIR RYBICKI‡
Abstract. The goal of this article is to study closed connected sets of periodic solutions,
of autonomous second order Hamiltonian systems, emanating from infinity. The main
idea is to apply the degree for SO(2)-equivariant gradient operators defined by the second
author in [20]. Using the results due to Rabier [17] we show that we cannot apply the
Leray-Schauder degree to prove the main results of this article. It is worth pointing out
that since we study connected sets of solutions, we also cannot use the Conley index
technique and the Morse theory.
Re´sume´
Le but de cette article est l’e´tude des ensembles ferme´s et connexes de solutions pe´riodiques, e´manant
de l’infini, des syste`mes hamiltoniens autonomes de second ordre. L’ide´e principale consiste a a`ppliquer
le degre´ aux ope´rateurs de gradient SO(2)-e´quivariants de´finis par le second auteur dans [20]. Moyennant
un re´sultat de Rabier [17], on de´montre que l’on ne peut pas appliquer le degre´ de Leray-Schauder pour
obtenir le re´sultat principal de ce travail. Il est important de souligner que, vu que l’on e´tudie des
ensembles connexes de solutions, ni la technique de l’indice de Conley, ni la the´orie de Morse ne peuvent
eˆtre applique´es ici.
1. Introduction
Consider the following family of autonomous second order Hamiltonian systems

u¨(t) = −∇uV (u(t), λ),
u(0) = u(2π),
u˙(0) = u˙(2π),
(1.1)
where V ∈ C2(Rn × R,R) and the gradient ∇xV (with respect to the first coordinate) is
asymptotically linear at infinity, i.e. ∇xV (x, λ) = A(λ)x+ o(‖x‖) as ‖x‖ → ∞ uniformly
on bounded λ-intervals and A(λ) is a real symmetric matrix for every λ ∈ R.
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Our purpose is to prove sufficient conditions for the existence of closed connected sets of
non-stationary 2π-periodic solutions of system (1.1) emanating from infinity. Moreover,
we describe the possible minimal periods of solutions bifurcating from infinity and study
the symmetry-breaking of solutions.
Bifurcations from infinity of solutions of second order ODE’s have been studied among
the others in [10, 13, 15, 24, 25]. The authors applied the idea of the Hopf bifurcation
from infinity or the Leray-Schauder degree to study solutions of the Lie´nard, Rayleigh and
Sturm-Liouville equations. The assumptions considered in those articles are of different
nature than these in our article. For example in the case of the Hopf bifurcation they
considered asymptotically linear equation of the form x¨(t) = A(λ)x(t)+a(x, λ), where the
matrix A(λ) has a simple eigenvalue iω0 (0 6= ω0 ∈ R) at λ = λ0 and a(x, λ)→ 0 as x→ 0
i.e. the matrix A(λ0) is not symmetric. Moreover, they do not obtain any estimation of
minimal periods of bifurcating solutions and information about the symmetry-breaking
phenomenon.
We treat solutions of system (1.1) as critical orbits of an SO(2)-invariant C2-functional
ΦV : H
1
2π × R → R whose gradient (with respect to the first coordinate) is an SO(2)-
equivariant C1-operator of the form compact perturbation of the identity.
The basic idea is to apply the degree for SO(2)-equivariant gradient maps defined and
discussed in [20, 21, 22, 23]. Our degree is an element of the tom Dieck ring U(SO(2)), see
Section 2 for the definition of this ring. The first degree for SO(2)-equivariant gradient
maps, which is a rational number, is due to Dancer [5]. The degree for equivariant gradient
maps in the presence of symmetries of any compact Lie group G, which is an element of
the tom Dieck ring U(G), is due to Ge¸ba [8], see [6] for the definition of U(G).
For other applications of the degree for SO(2)-equivariant gradient maps to Hamiltonian
systems we refer the reader to [7, 14, 18, 19].
It is worth in pointing out that application of classical invariants like the Conley index
technique and the Morse theory does not ensure the existence of closed connected sets of
critical points of variational problems, see [2, 3, 11, 16, 26] for examples and discussion.
Since the gradient of the functional ΦV is of the form compact perturbation of the
identity, it is natural to try to relate the degree for SO(2)-equivariant gradient maps
to the Leray-Schauder degree. We are aware of theorems similar to Theorem 3.1 which
have been proved for operators of the form compact perturbation of the identity (without
gradient and equivariant structures), see for instance Theorem 2.6 of [12].
However the choice of the degree for SO(2)-equivariant gradient maps seems to be the
best adapted to our theory. The advantage of using the degree for SO(2)-equivariant
gradient maps lies in the fact that the index of an isolated nontrivial SO(2)-orbit can
be a nonzero element of the tom Dieck ring U(SO(2)). Whereas the index of this orbit
computed by the Leray-Schauder degree equals 0 ∈ Z, see [17] .
After this introduction our article is organized as follows.
In Section 2, for the convenience of the reader, we have summarized without proofs the
relevant material on the degree for SO(2)-equivariant gradient maps, thus making our
exposition self-contained.
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Section 3 is devoted to the study of closed connected sets of critical SO(2)-orbits of
asymptotically linear SO(2)-equivariant gradient maps of the form compact perturba-
tion of the identity. Using the degree for SO(2)-equivariant gradient maps we define a
bifurcation index Bif(∞, [λ−, λ+]) ∈ U(SO(2)), see Definition 3.1. Nontriviality of the
bifurcation index implies the existence of an unbounded closed connected set of critical
SO(2)-orbits, see Theorem 3.1. If the set of stationary solutions of second order Hamil-
tonian system is bounded then the bifurcation index BifLS(∞, [λ−, λ+]) ∈ Z computed
by the Leray-Schauder degree is trivial. We discuss this situation in Remarks 3.1, 3.4
and Corollary 3.1. In Theorem 3.2 we indicate points at which an unbounded closed
connected set of critical SO(2)-orbits meets infinity. In Lemmas 3.2, 3.3 we control the
isotropy groups of SO(2)-orbits. The phenomenon of symmetry-breaking of SO(2)-orbits
is discussed in Corollaries 3.5, 3.4.
In Section 4 the main results of this article are stated and proved. In this section we
study closed connected sets of periodic solutions of autonomous second order Hamiltonian
systems. Theorems 4.1, 4.3 are consequences of Theorems 3.1, 3.2, respectively. In these
theorems we have formulated sufficient conditions for the existence of unbounded closed
connected sets of 2π-periodic solutions of system (1.1). We emphasize that assumptions
of these theorems are expressed directly in terms of the right hand sight of system (1.1)
i.e. potential V. In Corollary 4.3 we have described the minimal periods of solutions of
system (1.1) which are sufficiently close to infinity. In Theorem 4.4 we study periodic
solutions of a special case of system (1.1) i.e. we assume that V (x, λ) = λ2V (x). In this
theorem we indicate all the points at which closed connected sets of periodic solutions of
system (1.1) meet infinity. The minimal periods of solutions of system (1.1) are discussed
in Corollary 4.5.
In Section 5 we consider three real second order Hamiltonian systems in order to illus-
trate the main results of this paper.
Acknowledgments. The authors wishes to express their thanks to the referee for
several helpful comments concerning the style and exposition of this article.
2. Preliminaries
In this section, for the convenience of the reader, we remind the main properties of the
degree for SO(2)-equivariant gradient maps defined in [20]. This degree will be denoted
briefly by ∇SO(2)−deg to underline that it is a special degree theory for SO(2)-equivariant
gradient maps.
Put U(SO(2)) = Z⊕
∞⊕
k=1
Z and define the actions
+, ⋆ : U(SO(2))× U(SO(2))→ U(SO(2)),
· : Z× U(SO(2))→ U(SO(2)),
as follows
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α+ β =(α0 + β0, α1 + β1, . . . , αk + βk, . . .) , (2.1)
α ⋆ β =(α0β0, α0β1 + β0α1, . . . , α0βk + β0αk, . . .), (2.2)
γ · α =(γα0, γα1, . . . , γαk, . . .), (2.3)
where α = (α0, α1, . . . , αk, . . .), β = (β0, β1, . . . , βk, . . .) ∈ U(SO(2)) and γ ∈ Z. It is
easy to check that (U(SO(2)),+, ⋆) is a commutative ring with the trivial element Θ =
(0, 0, . . .) ∈ U(SO(2)) and the unit I = (1, 0, . . .) ∈ U(SO(2)). The ring (U(SO(2)),+, ⋆)
is called the tom Dieck ring of the group SO(2). For the definition of the tom Dieck ring
U(G), where G is any compact Lie group, we refer the reader to [6].
If δ1, . . . , δq ∈ U(SO(2)), then we write
q∏
j=1
δj for δ1 ⋆ . . . ⋆ δq. Moreover, it is understood
that
∏
j∈∅
δj = I ∈ U(SO(2)).
A representation of the group SO(2) (an SO(2)-representation) is a pair V = (V0, ρ),
where V0 is a real, linear space and ρ : SO(2)→ GL(V0) is a continuous homomorphism
into the group of all linear automorphisms of V0. Notice that if V = (V0, ρ) is an SO(2)-
representation, then letting gv = ρ(g)(v) we obtain a linear SO(2)-action on V0. For
simplicity of notation, we do not distinguish between V and V0 using the same letter V
for a representation and the corresponding linear space V0 .
Let V be a real, finite-dimensional and orthogonal SO(2)-representation. If v ∈ V then
the subgroup SO(2)v = {g ∈ SO(2) : gv = v} is said to be the isotropy group of v ∈ V.
Moreover, the set SO(2)v = {gv : g ∈ SO(2)} is called the SO(2)-orbit of v ∈ V.
Let Ω ⊂ V be an open, bounded and an SO(2)-invariant subset and let H ⊂ SO(2) be a
closed subgroup. Then we define
• ΩH = {v ∈ Ω : H ⊂ SO(2)v} = {v ∈ Ω : gv = v ∀ g ∈ H},
• ΩH = {v ∈ Ω : H = SO(2)v}.
Fix k ∈ N and set CkSO(2)(V,R) = {f ∈ Ck(V,R) : f is SO(2)-invariant}.
Let f0 ∈ C1SO(2)(V,R). Since V is an orthogonal SO(2)-representation, the gradient
∇f0 : V → V is an SO(2)-equivariant C0-map. If H ⊂ SO(2) is a closed subgroup then
V
H is a finite-dimensional SO(2)-representation. If
(∇f0)H = ∇f0|VH and fH0 = f0|VH
then it is easy to verify that
(∇f0)H = ∇(fH0 ) : VH → VH is well-defined SO(2)-
equivariant gradient map.
Choose an open, bounded and SO(2)-invariant subset Ω ⊂ V such that (∇f0)−1(0) ∩
∂Ω = ∅. Under these assumptions we have defined in [20] the degree for SO(2)-equivariant
gradient maps ∇SO(2)−deg(∇f0,Ω) ∈ U(SO(2)) with coordinates
∇SO(2)−deg(∇f0,Ω) =
= (∇SO(2)−degSO(2)(∇f0,Ω),∇SO(2)−degZ1(∇f0,Ω), . . . ,∇SO(2)−degZk(∇f0,Ω), . . .).
Remark 2.1. To define the degree for SO(2)-equivariant gradient maps of ∇f0 we choose
(in a homotopy class of the SO(2)-equivariant gradient map ∇f0) a ”sufficiently good”
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SO(2)-equivariant gradient map ∇f1 and define this degree for ∇f1. The definition does
not depend on the choice of the map ∇f1. Roughly speaking the main steps of the defini-
tion of the degree for SO(2)-equivariant gradient maps of ∇f0 : (cl(Ω), ∂Ω)→ (V,V\{0})
are the following:
Step 1. There is a potential f ∈ C1SO(2)(V× [0, 1],R) such that
(a1) (∇vf)−1(0) ∩ (∂Ω× [0, 1]) = ∅,
(a2) ∇vf(·, 0) = ∇f0(·),
(a3) ∇vf1 ∈ C1SO(2)(V,V), where we abbreviate ∇vf(·, 1) to ∇vf1,
(a4) (∇vf1)−1(0) ∩ ΩSO(2) = {v1, . . . , vp} and
(i) det∇2vvf1(vj) 6= 0, for all j = 1, . . . , p,
(ii) ∇2vvf1(vj) =
[
∇2vv
(
f
SO(2)
1
)
(vj) 0
0 Id
]
:
V
SO(2)
⊕
(VSO(2))⊥
−→
V
SO(2)
⊕
(VSO(2))⊥
,
for all j = 1, . . . , p,
(a5) (∇vf1)−1(0) ∩ (Ω \ ΩSO(2)) = {SO(2)w1, . . . , SO(2)wq} and
(i) dim ker∇2vvf1(wj) = 1, for all j = 1, . . . , q,
(ii)
∇2vvf1(wj) =

 0 0 00 Qj 0
0 0 Id

 :
Twj(SO(2)wj)
⊕
Twj (VSO(2)wj )⊖ Twj(SO(2)wj)
⊕
(Twj(VSO(2)wj ))
⊥
−→
Twj(SO(2)wj)
⊕
Twj(VSO(2)wj )⊖ Twj(SO(2)wj)
⊕
(Twj(VSO(2)wj ))
⊥
,
for all j = 1, . . . , q.
Step 2. The first coordinate of the degree for SO(2)-equivariant gradient maps is defined
by ∇SO(2)−degSO(2)(∇f0,Ω) =
p∑
j=1
sign det∇2vv(fSO(2)1 )(vj). In other words since
∇(fSO(2)1 ) = (∇f1)SO(2), we obtain
∇SO(2)−degSO(2)(∇f0,Ω) = degB((∇f1)SO(2),ΩSO(2), 0),
where degB denotes the Brouwer degree.
Step 3. Fix k ∈ N and define
∇SO(2)−degZk(∇f0,Ω) =
∑
{j∈{1,...,q}:SO(2)wj=Zk}
sign detQj ,
Notice that since
degB((∇f1)SO(2),ΩSO(2), 0) = degB(∇f1,Ω, 0) and degB(∇f1,Ω, 0) = degB(∇f0,Ω, 0)
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(see [17]), directly by the Step 2. we obtain ∇SO(2)−degSO(2)(∇f0,Ω) = degB(∇f0,Ω, 0).
Moreover, immediately from the Step 3. we obtain that if k ∈ N and SO(2)v 6= Zk for
every v ∈ Ω, then ∇SO(2)−degZk(∇f0,Ω) = 0.
For γ > 0 and v0 ∈ VSO(2) we put Bγ(V, v0) = {v ∈ V : | v− v0 |< γ}. For simplicity of
notation, we write Bγ(V) instead of Bγ(V, 0). In the following theorem we formulate the
main properties of the degree for SO(2)-equivariant gradient maps.
Theorem 2.1 ([20]). Under the above assumptions the degree for SO(2)-equivariant gra-
dient maps has the following properties
(1) if ∇SO(2)−deg(∇f,Ω) 6= Θ, then (∇f)−1(0) ∩ Ω 6= ∅,
(2) if ∇SO(2)−degH(∇f,Ω) 6= 0, then (∇f)−1(0) ∩ ΩH 6= ∅,
(3) if Ω = Ω0 ∪ Ω1 and Ω0 ∩ Ω1 = ∅, then
∇SO(2)−deg(∇f,Ω) = ∇SO(2)−deg(∇f,Ω0) +∇SO(2)−deg(∇f,Ω1),
(4) if Ω0 ⊂ Ω is an open SO(2)-invariant subset and (∇f)−1(0) ∩ Ω ⊂ Ω0, then
∇SO(2)−deg(∇f,Ω) = ∇SO(2)−deg(∇f,Ω0),
(5) if f ∈ C1SO(2)(V× [0, 1],R) is such that (∇vf)−1(0) ∩ (∂Ω× [0, 1]) = ∅, then
∇SO(2)−deg(∇f0,Ω) = ∇SO(2)−deg(∇f1,Ω),
(6) if W is an orthogonal SO(2)-representation, then
∇SO(2)−deg((∇f, Id),Ω×Bγ(W)) = ∇SO(2)−deg(∇f,Ω),
(7) if f ∈ C2SO(2)(V,R) is such that ∇f(0) = 0 and ∇2f(0) is an SO(2)-equivariant
self-adjoint isomorphism then there is γ > 0 such that
∇SO(2)−deg(∇f, Bγ(V)) = ∇SO(2)−deg(∇2f(0), Bγ(V)).
Below we formulate the product formula for the degree for SO(2)-equivariant gradient
maps.
Theorem 2.2 ([21]). Let Ωi ⊂ Vi be an open, bounded and SO(2)-invariant subset of a
finite-dimensional, orthogonal SO(2)-representation Vi, for i = 1, 2. Let fi ∈ C1SO(2)(Vi,R)
be such that
(∇fi)−1(0) ∩ ∂Ωi = ∅, for i = 1, 2. Then
∇SO(2)−deg((∇f1,∇f2),Ω1 × Ω2) = ∇SO(2)−deg(∇f1,Ω1) ⋆∇SO(2)−deg(∇f2,Ω2).
For k ∈ N define a map ρk : SO(2)→ GL(2,R) as follows
ρk(eiθ) =
[
cos(kθ) − sin(kθ)
sin(kθ) cos(kθ)
]
0 ≤ θ < 2π.
For j, k ∈ N we denote by R[j, k] the direct sum of j copies of (R2, ρk), we also de-
note by R[j, 0] the trivial j-dimensional SO(2)-representation. We say that two SO(2)-
representations V and W are equivalent if there exists an SO(2)-equivariant, linear iso-
morphism T : V → W. The following classic result gives complete classification (up to
equivalence) of finite-dimensional representations of the group SO(2) (see [1]).
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Theorem 2.3 ([1]). If V is a finite-dimensional SO(2)-representation, then there exist
finite sequences {ji}, {ki} satisfying:
(∗) ki ∈ {0} ∪ N, ji ∈ N, 1 ≤ i ≤ r, k1 < k2 < · · · < kr
such that V is equivalent to
r⊕
i=1
R[ji, ki]. Moreover, the equivalence class of V, (V ≈
r⊕
i=1
R[ji, ki]) is uniquely determined by {ki}, {ji} satisfying (∗).
We will denote by m−(L) the Morse index of a symmetric matrix L i.e. the sum of
algebraic multiplicities of negative eigenvalues of L.
To apply successfully any degree theory we need computational formulas for this invariant.
Below we show how to compute the degree for SO(2)-equivariant gradient maps of a linear,
self-adjoint, SO(2)-equivariant isomorphism.
Lemma 2.1 ([20]). If V ≈ R[j0, 0]⊕R[j1, k1]⊕ . . .⊕R[jr, kr], L : V→ V is a self-adjoint,
SO(2)-equivariant, linear isomorphism and γ > 0 then
(1) L = diag (L0, L1, . . . , Lr),
(2)
∇SO(2)−degH(L,Bγ(V)) =


(−1)m−(L0), for H = SO(2),
(−1)m−(L0) · m
−(Li)
2
, for H = Zki
0, for H /∈ {SO(2),Zk1, . . . ,Zkr},
(3) in particular, if L = −Id, then
∇SO(2)−degH(−Id, Bγ(V)) =


(−1)j0, for H = SO(2),
(−1)j0 · ji, for H = Zki,
0, for H /∈ {SO(2),Zk1, . . . ,Zkr}.
Let (H, 〈·, ·〉H) be an infinite-dimensional, separable Hilbert space which is an ortho-
gonal SO(2)-representation and let CkSO(2)(H,R) denote the set of SO(2)-invariant C
k-
functionals. Fix Φ ∈ C1SO(2)(H,R) such that ∇Φ(u) = u −∇η(u), where ∇η : H → H is
an SO(2)-equivariant compact operator. Let U ⊂ H be an open, bounded and SO(2)-
invariant set such that (∇Φ)−1 (0)∩ ∂U = ∅. In this situation ∇SO(2)−deg(Id−∇η,U) ∈
U(SO(2)) is well-defined, see [20] for details and basic properties of this degree.
Remark 2.2. We would like to underline that the infinite-dimensional version of the
degree for SO(2)-equivariant gradient maps has the following two important properties
(1) ∇SO(2)−degSO(2)(∇Φ,U) = degLS(∇Φ,U , 0),where degLS denotes the Leray-Schau-
der degree,
(2) if Φ ∈ C1SO(2)(H× [λ−, λ+],R), Q ⊂ H× [λ−, λ+] is an open bounded SO(2)-inva-
riant subset and there is γ > 0 such that
a) Q ∩ (H× {λ−, λ+}) = Bγ(H)× {λ−, λ+},
b) (∇uΦ)−1(0) ∩ ∂Q ⊂ Bγ(H)× {λ−, λ+},
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then∇SO(2)−deg(∇uΦ(·, λ+), Qλ+) = ∇SO(2)−deg(∇uΦ(·, λ−), Qλ−), where Qλ± =
{(u, λ±) ∈ Q}.
The second property is a slight generalization of the homotopy invariance of the degree
for SO(2)-equivariant gradient maps and is called the generalized homotopy invariance.
Let L : H → H be a linear, bounded, self-adjoint, SO(2)-equivariant operator with spec-
trum σ(L) = {λi}. By VL(λi) we will denote the eigenspace of L corresponding to the
eigenvalue λi and we put µL(λi) = dimVL(λi). In other words µL(λi) is the multiplicity of
the eigenvalue λi. Since operator L is linear, bounded, self-adjoint, and SO(2)-equivariant,
VL(λi) is a finite-dimensional, orthogonal SO(2)-representation. For γ > 0 and v0 ∈
H
SO(2) set Bγ(H, u0) = {u ∈ H : ‖u − u0‖ < γ}. For abbreviation, let Bγ(H) stand for
Bγ(H, 0). Note that Bγ(H, u0) is open and SO(2)-invariant for every u0 ∈ HSO(2).
Combining Theorem 4.5 in [20] with Theorem 2.2 we obtain the following theorem.
Theorem 2.4. Under the above assumptions if 1 /∈ σ(L), then
∇SO(2)−deg(Id− L,Bγ(H)) =
∏
λi>1
∇SO(2)−deg(−Id, Bγ(VL(λi))) ∈ U(SO(2)).
It is understood that if σ(L) ∩ [1,+∞) = ∅, then
∇SO(2)−deg(Id− L,Bγ(H)) = I ∈ U(SO(2)).
3. Abstract results
In this section we study global bifurcation from infinity of critical orbits of SO(2)-
invariant functionals.
Let (H, 〈·, ·〉H) be as in the previous section. We consider H×R as an SO(2)-representation
with SO(2)-action given by g(u, λ) = (gu, λ), where (u, λ) ∈ H × R and g ∈ SO(2).
Put CkSO(2)(H × R,R) = {Φ ∈ Ck(H × R,R) : Φ is SO(2)-invariant}. It is clear that if
Φ ∈ CkSO(2)(H × R,R), then the gradient ∇uΦ : H × R → H is an SO(2)-equivariant
Ck−1-operator.
Consider a potential Φ ∈ C2SO(2)(H× R,R) such that:
(c1) Φ(u, λ) =
1
2
〈u, u〉H − g(u, λ), where ∇ug : H× R→ H is compact.
From now on we study solutions of the following system
∇uΦ(u, λ) = 0. (3.1)
The set (∇uΦ)−1(0) ∩ (HSO(2) × R) is called the set of trivial solutions of equation (3.1).
Put
N (∇uΦ) = {(u, λ) ∈ (H \HSO(2))× R : ∇uΦ(u, λ) = 0}.
Assume that there exist λ−, λ+ > 0 and γ > 0 such that
(∇uΦ(·, λ±))−1(0) ∩ ((H \Bγ(H))× {λ±}) = ∅. (3.2)
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Definition 3.1. An element Bif(∞, [λ−, λ+]) ∈ U(SO(2)) defined as follows
Bif(∞, [λ−, λ+]) = ∇SO(2)−deg(∇uΦ(·, λ+), Bγ(H))−∇SO(2)−deg(∇uΦ(·, λ−), Bγ(H))
is called the bifurcation index at (∞, [λ−, λ+]).
The following lemma will be extremely useful in the proof of the next theorem.
Lemma 3.1. ([4]) Let A and B be disjoint closed subsets of a compact space K. If there
is no closed connected subset of K that intersects both A and B, then there exist disjoint
closed subsets KA and KB of K such that A ⊂ KA, B ⊂ KB and K = KA ∪KB.
The following theorem is the most general result of this section. Namely, we prove the
sufficient condition for the existence of an unbounded closed connected set of critical
orbits of SO(2)-invariant functionals. In the proof of this theorem we combine Lemma
3.1 with the degree for SO(2)-equivariant gradient maps.
Theorem 3.1. Let Φ ∈ C2SO(2)(H × R,R) satisfy condition (c1) and let λ± ∈ R, γ >
0 be such that (3.2) holds. If Bif(∞, [λ−, λ+]) 6= Θ ∈ U(SO(2)), then there exists
an unbounded closed connected component C of (∇uΦ)−1(0) ∩ (H × [λ−, λ+]) such that
C ∩ (Bγ(H)× {λ−, λ+}) 6= ∅.
Proof. First of all we claim that for every ξ ≥ γ there exists a closed connected component
Cξ of ∇uΦ−1(0) ∩ (H× [λ−, λ+]) such that
Cξ ∩ (Bγ(H)× {λ−, λ+}) 6= ∅ and Cξ ∩ (∂Bξ(H)× [λ−, λ+]) 6= ∅.
Suppose, contrary to our claim, that there exists ξ ≥ γ such that at least one of the
following conditions is fulfilled
(i) C ∩ (Bγ(H)× {λ−, λ+}) = ∅,
(ii) C ∩ (∂Bξ(H)× [λ−, λ+]) = ∅,
for every closed connected component C of ∇uΦ−1(0) ∩ (H× [λ−, λ+]).
Put in Lemma 3.1
(i) K = ∇uΦ−1(0) ∩ (cl(Bξ(H))× [λ−, λ+]) ,
(ii) A = ∇uΦ−1(0) ∩ (cl(Bξ(H))× {λ−, λ+}) ,
(iii) B = ∇uΦ−1(0) ∩ (∂Bξ(H)× [λ−, λ+]) .
Since ∇uΦ is of the form compact perturbation of the identity and cl(Bξ(H)) × [λ−, λ+]
is closed and bounded, K is compact. Recall that ∇uΦ−1(0) ∩ (cl(Bξ(H))× {λ−, λ+}) ⊂
Bγ(H)× {λ−, λ+}. Thus A ∩ B = ∅. By assumption, there is no closed connected subset
of K that intersects both A and B. Applying Lemma 3.1, we obtain compact sets KA, KB
with desired properties.
Choose α > 0 such that KA(α), KB(α) are disjoint α-neighborhoods of the sets KA, KB.
Define
Q = SO(2) ((Bξ(H)× [λ−, λ+]) \ cl(KB(α))) =
= {(gv, λ) : v ∈ (Bξ(H)× [λ−, λ+]) \ cl(KB(α)) and g ∈ SO(2)}.
We claim that Q is open, SO(2)-invariant and (∇uΦ)−1(0) ∩ ∂Q ⊂ Bξ(H) × {λ−, λ+}.
Since Bξ(H) × [λ−, λ+] is open in H × [λ−, λ+], it is clear that Q is open. Moreover,
since Q is a sum of SO(2)-orbits, it is SO(2)-invariant. What is left is to show that
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(∇uΦ)−1(0)∩∂Q ⊂ Bξ(H)×{λ−, λ+}. Suppose, contrary to our claim that, (∇uΦ)−1(0)∩
(∂Q \ (Bξ(H) × {λ−, λ+})) 6= ∅ and fix (u0, λ0) ∈ ∂Q \ (Bξ(H) × {λ−, λ+}) such that
∇uΦ(u0, λ0) = 0. Hence there are (u˜0, λ0) ∈ ∂((Bξ(H) × [λ−, λ+]) \ cl(KB(α))) and g ∈
SO(2) such that (gu˜0, λ0) = (u0, λ0). Since ∇Φ is SO(2)-equivariant, we obtain
0 = ∇uΦ(u0, λ0) = ∇uΦ(gu˜0, λ0) = g∇uΦ(u˜0, λ0)
and consequently ∇uΦ(u˜0, λ0) = 0, which contradicts the definition of KB(α).
Put Qλ = {(u, λ) ∈ Q} for every λ ∈ [λ−, λ+].
Since (∇uΦ)−1(0)∩∂Q ⊂ Bγ(H)×{λ−, λ+}, from the generalized homotopy invariance
of the degree for SO(2)-equivariant gradient maps (see Remark 2.2), we obtain that:
Θ = ∇SO(2)−deg(∇uΦ(·, λ+), Qλ+)−∇SO(2)−deg(∇uΦ(·, λ−), Qλ−) =
= ∇SO(2)−deg(∇uΦ(·, λ+), Bξ(H))−∇SO(2)−deg(∇uΦ(·, λ−), Bξ(H)) =
= ∇SO(2)−deg(∇uΦ(·, λ+), Bγ(H))−∇SO(2)−deg(∇uΦ(·, λ−), Bγ(H)) =
= Bif(∞, [λ−, λ+]) 6= Θ,
a contradiction.
Suppose, contrary to our claim that, the theorem is false i.e. every closed connected
component C of (∇uΦ)−1(0) ∩ (H × [λ−, λ+]) such that C ∩ (Bγ(H)× {λ−, λ+}) 6= ∅ is
bounded. Choose an increasing sequence {γn} ⊂ N such that γn ≥ γ for every n ∈
N. From the first part of the proof it is known that for every n ∈ N there exists a
bounded closed connected component Cγn of (∇uΦ)−1(0)∩ (H× [λ−, λ+]) such that Cγn ∩
(Bγ(H)× {λ−, λ+}) 6= ∅ and Cγn ∩ (∂Bγn(H) × [λ−, λ+]) 6= ∅. Choose (un, λn) ∈ Cγn ∩
(Bγ(H)× {λ−, λ+}) for every n ∈ N. Without loosing of generality, one can assume that
λn = λ+ for every n ∈ N. Note that cl{(un, λ+)} is compact, as a closed subset of the
compact set (∇uΦ)−1(0)∩(cl(Bγ(H))× {λ+}). Thus, there exists convergent subsequence
(unk , λ+) → (u0, λ+). Denote by C a closed connected component of (∇uΦ)−1(0) ∩ (H×
[λ−, λ+]) containing (u0, λ+). Since C is bounded, there is ξ ≥ γ such that C ⊂ Bξ(H)×
[λ−, λ+].
Put in Lemma 3.1
(i) K = ∇uΦ−1(0) ∩ (cl(Bξ(H))× [λ−, λ+]) ,
(ii) A = C,
(iii) B = ∇uΦ−1(0) ∩ (∂Bξ(H)× [λ−, λ+]) .
Applying Lemma 3.1, we obtain compact subsets KA, KB ⊂ K such that A ⊂ KA, B ⊂
KB, KA ∩ KB = ∅ and KA ∪ KB = K. Note that almost all (unk , λ+) ∈ KB. Indeed,
(unk , λ+) ∈ Cγnk and Cγnk ∩ (∂Bγnk (H) × [λ−, λ+]) 6= ∅. Hence (unk , λ+) ∈ KB for all
k ∈ N such that γnk ≥ ξ. Thus (u0, λ+), as the limit of elements from the closed set
KB, belongs to KB. On the other hand, (u0, λ+) ∈ A ⊂ KA and dist (KA, KB) > 0, a
contradiction. We have just proved that C ∩ (H× [λ−, λ+]) is unbounded. 
Remark 3.1. Since ∇uΦ(·, λ±) is of the form compact perturbation of the identity, one
can define a bifurcation index BifLS(∞, [λ−, λ+]) ∈ Z as follows
BifLS(∞, [λ−, λ+]) = degLS(∇uΦ(·, λ+), Bγ(H), 0)− degLS(∇uΦ(·, λ−), Bγ(H), 0).
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We realize that theorems similar to Theorem 3.1 has been proved for operators of the
form compact perturbation of the identity (without gradient and equivariant structures),
see for instance Theorem 2.6 of [12].
However directly from the definition of the degree for SO(2)-equivariant gradient maps
it follows that if BifLS(∞, [λ−, λ+]) 6= 0 ∈ Z then Bif(∞, [λ−, λ+]) 6= Θ ∈ U(SO(2)). On
the other hand it can happen that BifLS(∞, [λ−, λ+]) = 0 and Bif(∞, [λ−, λ+]) 6= Θ.
Definition 3.2. Let C ⊂ H × R be closed and connected. We say that a symmetry
breaking phenomenon for C occurs if there are (u0, λ0) ∈ C and sequence {(un, λn)} ⊂ C
converging to (u0, λ0) such that SO(2)un 6= SO(2)u0 for every n ∈ N.
Corollary 3.1. Let assumptions of Theorem 3.1 be satisfied. Moreover, suppose that
(∇uΦ)−1(0) ∩ (HSO(2) × [λ−, λ+]) is bounded. Then, there exists an unbounded closed
connected component C of (∇uΦ)−1(0) ∩ (H× [λ−, λ+]) such that the symmetry breaking
phenomenon for C occurs or there exists at least one nontrivial solution of equation (3.1)
such that (u, λ) ∈ (Bγ(H)× {λ−, λ+}) ∩ C.
Proof. By Theorem 3.1 we obtain an unbounded component C of (∇uΦ)−1(0) ∩ (H ×
[λ−, λ+]) such that C ∩ (Bγ(H)× {λ−, λ+}) 6= ∅. Since (HSO(2) × [λ−, λ+]) ∩ (∇uΦ)−1(0)
is bounded, without loss of generality, one can assume that
(∇uΦ)−1(0) ∩ (HSO(2) × [λ−, λ+]) ⊂ Bγ(H)× [λ−, λ+] (3.3)
Therefore the isotropy group of every element u ∈ C∩ ((H\Bγ(H))× [λ−, λ+]) is different
from SO(2). Thus, if C∩(HSO(2)×[λ−, λ+]) 6= ∅, then the symmetry breaking phenomenon
for C occurs. Otherwise C ⊂ N (∇uΦ) and C∩ (Bγ(H)× {λ−, λ+}) 6= ∅, which completes
the proof. 
Remark 3.2. Notice that if in Corollary 3.1 we have
(∇uΦ)−1(0) ∩ (Bγ(H)× {λ±}) ⊂ HSO(2) × {λ±},
then the symmetry breaking phenomenon for C occurs.
Remark 3.3. Notice that if in Corollary 3.1 we have
(∇uΦ)−1(0) ∩ (HSO(2) × [λ−, λ+]) = {u1, . . . , uq} × [λ−, λ+]
and ∇2uΦ(ui, λ) is an isomorphism for every λ ∈ [λ−, λ+], i = 1, . . . , q, then C ⊂ N (∇uΦ).
Remark 3.4. Under the assumptions of Corollary 3.1. Since
(∇uΦ)−1(0) ∩ (HSO(2) × [λ−, λ+])
is bounded, there is γ > 0 such that
(∇uΦ)−1(0) ∩ (HSO(2) × [λ−, λ+]) ⊂ Bγ(H)× [λ−, λ+].
Therefore we obtain
degLS((∇uΦ(·, λ−))SO(2), Bγ(H)SO(2), 0) = degLS((∇uΦ(·, λ+))SO(2), Bγ(H)SO(2), 0).
As a direct consequence of results due to Rabier [17] we obtain
degLS(∇uΦ(·, λ±), Bγ(H), 0) = degLS((∇uΦ(·, λ±))SO(2), Bγ(H)SO(2), 0). (3.4)
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Summing up, we have obtained BifLS(∞, [λ−, λ+]) = 0 ∈ Z.
The following lemma is a parameterized extension of Corollary 3.1 of [7].
Lemma 3.2. Let Φ ∈ C2SO(2)(H×R,R) satisfy assumption (c1). Then for every (u0, λ0) ∈
(∇uΦ)−1(0)∩(HSO(2)×R) there exist γ > 0 such that if (u, λ) ∈ (∇uΦ)−1(0)∩(Bγ(H, u0))×
(λ− γ, λ+ γ)), then there exists v ∈ ker∇2uΦ(u0, λ0) such that SO(2)u = SO(2)v.
Proof. Since ∇2uΦ(u0, λ0) : H → H is a self-adjoint Fredholm operator of index 0, we
obtain H = ker∇2uΦ(u0, λ0)⊕ im ∇2uΦ(u0, λ0). Let π : H→ ker∇2uΦ(u0, λ0) and Id− π :
H→ im ∇2uΦ(u0, λ0) stand for SO(2)-equivariant orthogonal projections. Obviously
∇uΦ(u, λ) = 0 ⇔ (π ◦ ∇uΦ)(u, λ) = 0 and ((Id− π) ◦ ∇uΦ)(u, λ) = 0.
By the SO(2)-equivariant version of the implicit function theorem, we obtain that solu-
tions of ((Id − π) ◦ ∇uΦ)(u, λ) = 0 are of the form (v, ω(v, λ), λ), where
v ∈ Bγ(ker∇2uΦ(u0, λ0), u0), λ ∈ (λ0 − γ, λ0 + γ) for sufficiently small γ > 0 and
(v, λ)→ ω(v, λ) is an SO(2)-equivariant C1-mapping.
Let (u, λ) ∈ (∇uΦ)−1(0)∩(Bγ(H, u0))×(λ0−γ, λ0+γ). Therefore (u, λ) = (v, ω(v, λ), λ).
Since ω is SO(2)-equivariant, SO(2)(v,λ) ⊂ SO(2)ω(v,λ) and consequently
SO(2)u = SO(2)(u,λ) = SO(2)(v,ω(v,λ),λ) = SO(2)(v,λ)∩SO(2)ω(v,λ) = SO(2)(v,λ) = SO(2)v.

As a direct consequence of Lemma 3.2 we obtain the following corollary.
Corollary 3.2. Let assumptions of Theorem 3.1 be satisfied. Additionally, suppose that
ker∇2uΦ(u, λ) ⊂ HSO(2) for every u ∈ HSO(2), λ ∈ [λ−, λ+]. Then,
either C ⊂ HSO(2) × [λ−, λ+] or C ⊂ N (∇uΦ).
If moreover (∇uΦ)−1(0) ∩ Bγ(H) × {λ−, λ+} ⊂ HSO(2) × {λ−, λ+}, then the symmetry
breaking phenomenon for C does not occur.
Proof. First of all notice that the set C obtained by Theorem 3.1 is closed and connected.
Suppose, contrary to our claim, that C ∩ (HSO(2) × [λ−, λ+]) 6= ∅ and C ∩ N (∇uΦ) 6= ∅.
Then there exists (u0, λ0) ∈ C∩(HSO(2)×[λ−, λ+]) such that in its any neighborhood there
exists an element (u, λ) ∈ C ∩ N (∇uΦ). Taking into account that SO(2)u 6= SO(2)u0 =
SO(2), the assumption and Lemma 3.2 we obtain a contradiction. 
Let us put some additional assumptions on behaviour of the functional Φ at infinity.
We would like to say something more about behaviour of closed connected components
of (∇uΦ)−1(0) at infinity. Suppose that the functional Φ ∈ C2SO(2)(H × R,R) satisfies
assumption (c1) and the following assumption:
(c2) Φ(u, λ) =
1
2
〈u, u〉H − 1
2
〈K∞(λ)u, u〉H − η∞(u, λ), where
(i) K∞(λ) : H→ H is a linear, SO(2)-equivariant, self-adjoint, operator for every
λ ∈ R,
(ii) the mapping H× R ∋ (u, λ) 7→ K∞(λ)u ∈ H is compact,
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(iii) ∇uη∞ : H × R → H is a SO(2)-equivariant, compact operator such that
∇uη∞(u, λ) = o(‖u‖), as ‖u‖ → ∞ uniformly on bounded λ-intervals.
For λ ∈ R define ∇2uΦ(∞, λ) = Id − K∞(λ). Fix arbitrary λ0 ∈ R and assume that
ker∇2uΦ(∞, λ0) 6= {0}. Choose ε > 0, define λ± = λ0 ± ε and assume that the following
condition is fulfilled
{λ ∈ [λ−, λ+] : ∇2uΦ(∞, λ) is not an isomorphism} = {λ0}. (3.5)
It is easy to see that under the above assumptions there exists γ > 0 such that condition
(3.2) is satisfied.
Definition 3.3. We say that an unbounded closed connected set C meets (∞, λ0), if for
every δ, γ > 0
C ∩ {(H \Bγ(H))× [λ0 − δ, λ0 + δ]} 6= ∅. (3.6)
In the following theorem we localize points at which closed connected sets of solutions of
equation (3.1) meet infinity.
Theorem 3.2. Let potential Φ ∈ C2SO(2)(H×R,R) satisfy assumption (c2). Choose ε, γ >
0, λ0, λ± ∈ R such that (3.2) and (3.5) hold true. If Bif(∞, [λ−, λ+]) 6= Θ ∈ U(SO(2)),
then the statement of Theorem 3.1 holds true. Moreover, C meets (∞, λ0).
Proof. The existence of an unbounded closed connected component C of ∇uΦ−1(0) ∩
(H× [λ−, λ+]) satisfying C∩
(
Bγ(H)× {λ−0 , λ+0 }
) 6= ∅, is a direct consequence of Theorem
3.1. It remains to prove that C meets (∞, λ0). Note that it is sufficient to show, that
condition (3.6) holds true just for large ̺ > 0 and small δ > 0. Choose any δ > 0 such
that δ < ε. By assumption, for λ ∈ [λ0 − ε, λ0 − δ) ∪ (λ0 + δ, λ0 + ε], ∇2Φ(∞, λ) is
an isomorphism. Moreover, by (c2) we obtain ∇uΦ(u, λ) = ∇2uΦ(∞, λ)u + ∇uη∞(u, λ),
where ∇uη∞(u, λ) = o(‖u‖), as ‖u‖ → ∞ uniformly on bounded λ-intervals i.e.
∀ǫ>0 ∃Rǫ>0 ∀λ∈[a,b]⊂R ∀u∈H‖u‖ > Rǫ ⇒ ‖∇uη∞(u, λ)‖ < ǫ‖u‖.
Put ǫ =
‖∇2uΦ(∞, λ)−1‖−1
4
. Hence, for ‖u‖ > Rǫ, we obtain
‖∇uΦ(u, λ)‖ = ‖∇2uΦ(∞, λ)u+∇uη∞(u, λ)‖ ≥ ‖∇2uΦ(∞, λ)u‖ − ‖∇uη∞(u, λ)‖ ≥
≥ ‖∇
2
uΦ(∞, λ)−1‖−1
2
‖u‖ − ‖∇
2
uΦ(∞, λ)−1‖−1
4
‖u‖ ≥
≥ ‖∇
2
uΦ(∞, λ)−1‖−1
4
‖u‖ > 0.
Hence, for every ̺ > Rǫ,
C ∩ ((H \B̺(H,∞))× [λ0 − ε, λ0 − δ) ∪ (λ0 + δ, λ0 + ε]) = ∅.
Since C is unbounded, C ∩ (H \ B̺(H,∞)) × [λ0 − δ, λ0 + δ] 6= ∅, which completes the
proof. 
The principal significance of the lemma below is that it allows one to control the isotropy
groups of solutions of equation (3.1) sufficiently close to infinity.
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Lemma 3.3. Let Φ ∈ C2SO(2)(H× R,R) satisfy assumption (c2). Then for every λ0 ∈ R
there exist γ > 0, δ > 0 such that if (u, λ) ∈ (∇uΦ)−1(0) ∩ (H \Bγ(H))× [λ0 − δ, λ0 + δ],
then there exists v ∈ ker(Id−K∞(λ0)) such that SO(2)u = SO(2)v.
Proof. Fix λ0 ∈ R. By the SO(2)-equivariant version of the implicit function theorem
at infinity (see Theorem 3.2 of [7]), we obtain that solutions of ∇uΦ(u, λ) = 0 in a
neighborhood of (∞, λ0) are of the form (v, ω(v, λ), λ), where v ∈ ker∇2uΦ(∞, λ0) \
cl(Bγ(ker∇2uΦ(∞, λ0))), λ ∈ [λ0 − δ, λ0 + δ] for some γ, δ > 0 and the map (v, λ) →
ω(v, λ) ∈ im ∇2uΦ(∞, λ0) is an SO(2)-equivariant C1-mapping. The rest of the proof is
the same as the proof of Lemma 3.2. 
Remark 3.5. If moreover, assumptions of Theorem 3.2 are satisfied, then without loss
of generality one can assume that δ ≤ ε.
Below we present some useful corollaries of Theorem 3.2. First of them is a counterpart
of Corollary 3.1 at infinity, also based on Corollary 3.1 of [7].
Corollary 3.3. Let assumptions of Theorem 3.2 be satisfied. Additionally suppose that
ker
(
(∇2uΦ(∞, λ0))
) ∩HSO(2) = {0}. Then the statement of Theorem 3.2 holds true. More-
over, for closed connected set C either phenomenon of symmetry breaking occurs or there
exists at least one nontrivial solution of equation (3.1) such that (u, λ) ∈ C ∩ (Bγ(H) ×
{λ−, λ+}).
Proof. Note that by assumption and Lemma 3.3, the isotropy group of any solution
of equation (3.1) close to (∞, λ0) is different from SO(2). Thus (HSO(2) × [λ−, λ+]) ∩
(∇uΦ)−1(0) is bounded and by Theorem 3.2 and Corollary 3.1 the proof is completed. 
Definition 3.4. Let V and W be SO(2)-representations. We say that SO(2)-represen-
tation V is not consistent with SO(2)-representation W, if SO(2)v 6= SO(2)w for every
v ∈ V \ {0}, w ∈W \ {0}.
Remark 3.6. SO(2)-representation V =
p⊕
i=1
R[ki, mi] is not consistent with SO(2)-
representation W =
q⊕
j=1
R[k′j, m
′
j], if gcd(m
′
i1
, . . . , m′ir) 6= gcd(m′j1, . . . , m′js), for every
{i1, . . . , ir} ⊂ {1, . . . , p}, {j1, . . . , js} ⊂ {1, . . . , q}.
Corollary 3.4. Let assumptions of Theorem 3.2 be satisfied. Additionally, suppose that
(i) (∇uΦ)−1(0) ∩ (HSO(2) × [λ−, λ+]) = {u1, . . . , uq} × [λ−, λ+],
(ii) (∇uΦ)−1(0) ∩ (Bγ(H)× {λ±}) = {u1, . . . , uq} × {λ±},
(iii) {(u, λ) ∈ {u1, . . . , uq} × [λ−, λ+] : ∇2uΦ(u, λ) is not an isomorphism} =
{(ui1, λi1), . . . , (uid, λid)},
(iv) ker(∇2uΦ(uik , λik)) is not consistent with ker(∇2uΦ(∞, λ0)) for every k = 1, . . . , d.
Then the statement of Theorem 3.2 holds true. Moreover, for C phenomenon of symmetry
breaking occurs.
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Proof. By Theorem 3.2 we obtain an unbounded closed connected component C of
(∇Φ)−1(0) ∩ (H × [λ−, λ+]) such that C ∩ (Bγ(H) × {λ±}) 6= ∅. From assumption (ii)
it follows that C ∩ ({u1, . . . , uk} × [λ−, λ+]) 6= ∅. Moreover, by assumption (iii) we obtain
C ∩ ({u1, . . . , uk} × [λ−, λ+]) ⊂ {(ui1, λi1), . . . , (uid, λid)}. The rest of the proof is a direct
consequence of assumption (iv) and Lemmas 3.2, 3.3. 
One can also proof the following slight generalization of Corollary 3.4. Since the proof of
the following corollary is similar to the proof of Corollary 3.4 we omit it.
Corollary 3.5. Let assumptions of Theorem 3.1 be satisfied. Additionally, suppose that
(i) (∇uΦ)−1(0) ∩ (HSO(2) × [λ−, λ+]) =
q⋃
j=1
{uj} × [λ−, λ+],
(ii) (∇uΦ)−1(0) ∩ (Bγ(H)× {λ±}) =
q⋃
j=1
{uj} × {λ±},
(iii) {(u, λ) ∈ {u1, . . . , uq} × [λ−, λ+] : ker∇2uΦ(u, λ) 6= {0}} =
d⋃
j=1
{(uij , λij )},
(iv) {λ ∈ [λ−, λ+] : ker∇2uΦ(∞, λ) 6= {0}} =
p⋃
j=1
{λ∞j } ⊂ (λ−, λ+),
(v) ker(∇2uΦ(uik , λik)) is not consistent with ker(∇2uΦ(∞, λ∞j )) for every k = 1, . . . , d
and j = 1, . . . , p.
Then the statement of Theorem 3.2 holds true. Moreover,
a) there is j0 ∈ {1, . . . , p} such that C meets (∞, λj0),
b) for C the phenomenon of symmetry breaking occurs.
4. Connected Sets of Periodic Solutions Bifurcating from Infinity
In this section we study continuation of 2π-periodic solutions of family of autonomous
second order Hamiltonian systems of the form
(
Eλ
) 
u¨(t) = −∇uV (u(t), λ),
u(0) = u(2π),
u˙(0) = u˙(2π),
(4.1)
where
(a1) V ∈ C2(Rn × R,R),
(a2) V (x, λ) =
1
2
(A(λ)x, x) + η(x, λ), where (·, ·) is the usual scalar product in Rn.
(a3) A(λ) is real symmetric matrix for every λ ∈ R,
(a4) ∇xη(x, λ) = o(‖x‖), as ‖x‖ → ∞ uniformly on bounded λ-intervals.
Define a separable Hilbert space
H
1
2π = {u : [0, 2π]→ Rn : u is abs. cont., u(0) = u(2π), u˙ ∈ L2([0, 2π],Rn)}
with a scalar product given by the formula 〈u, v〉H1
2π
=
∫ 2π
0
(u˙(t), v˙(t)) + (u(t), v(t)) dt.
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The space
(
H
1
2π, 〈·, ·〉H12π
)
is an orthogonal SO(2)-representation with the SO(2)-action
given by shift in time.
It is well known that solutions of system (4.1) are in one to one correspondence with
critical points of an SO(2)-invariant C2-functional ΦV : H
1
2π×R→ R given by the formula
ΦV (u, λ) =
1
2
∫ 2π
0
| u˙(t) |2 dt−
∫ 2π
0
V (u(t), λ) dt. (4.2)
Moreover, it is known that ∇2uΦV (∞, λ) = Id − LA(λ), where LA(λ) : H12π → H12π is
a linear, self-adjoint, SO(2)-equivariant and compact operator defined by the formula
〈LA(λ)(u), v〉H1
2π
=
∫ 2π
0
(u(t) + A(λ)u(t), v(t))dt. By Corollary 5.1.1. of [7], ∇2uΦV (∞, λ)
is an isomorphism iff σ(A(λ)) ∩ {k2 : k ∈ N ∪ {0}} = ∅. Note that ΦV : H12π × R → R
satisfies assumptions (c1), (c2) of the previous section.
Let us put two additional assumptions:
(a5) assume that there exist λ−, λ+ > 0 such that the set of solutions of (Eλ±) is bounded
in H12π, i.e. there exists γ > 0 such that
(∇uΦV (·, λ±)−1(0) ∩ ((H12π \Bγ(H12π))× {λ±}) = ∅, (4.3)
(a6) assume that
• σ(A(λ−)) ∩
{
k2 : k ∈ N} = {(k−1 )2, . . . , (k−r )2} ,
• σ(A(λ+)) ∩
{
k2 : k ∈ N} = {(k+1 )2, . . . , (k+s )2} .
Put
K =
⋃
{i1,...,il}∈{1,...,r}
{gcd(k−i1, . . . , k−il )} ∪
⋃
{i1,...,im}∈{1,...,s}
{gcd(k+i1, . . . , k+im)}.
If σ(A(λ±)) ∩ {k2 : k ∈ N} = ∅, then it is understood that K = ∅. For α ∈ R we will
denote by µA(α) the multiplicity of α considered as an eigenvalue of matrix A. If α /∈ σ(A)
then it is understood that µA(α) = 0. For every k ∈ N ∪ {0} define
(1) σk(A, 2π) = σ(A) ∩
(
k2,+∞) ,
(2) jk(A, 2π) =
∑
α∈σk(A,2π)
µA(α).
Put ind(−∇xV (·, λ±),∞) = lim
α→∞
degB(−∇xV (·, λ±), Bα(Rn, 0), 0), where degB denotes
the Brouwer degree.
Theorem 4.1. Let assumptions (a1)-(a6) be satisfied. Additionally, suppose that one of
the following conditions holds:
(i) ind(∇xV (·, λ+),∞) 6= ind(∇xV (·, λ−),∞),
(ii) ind(∇xV (·, λ+),∞) = ind(∇xV (·, λ−),∞) 6= 0 and there exists k ∈ N \ K such
that jk (A(λ+), 2π) 6= jk (A(λ−), 2π) .
Then there exists an unbounded closed connected component C ⊂ H12π × [λ−, λ+] of solu-
tions of system (4.1) such that C ∩ (Bγ(H12π)× {λ−, λ+}) 6= ∅.
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Proof. First of all notice that ΦV : H
1
2π×R → R given by formula (4.2) satisfies condition
(c1).
(i) By Lemma 5.2.3. of [7],
∇SO(2)−degSO(2)(∇uΦV (·, λ±), Bγ(H12π)) = ind(−∇xV (·, λ±),∞).
That is why we obtain
BifSO(2)(∞, [λ−, λ+]) =
= ∇SO(2)−degSO(2)(∇uΦV (·, λ+), Bγ(H12π))−∇SO(2)−degSO(2)(∇uΦV (·, λ−), Bγ(H12π)) =
= ind(−∇xV (·, λ+),∞)− ind(−∇xV (·, λ−),∞) 6= 0.
(ii) By Lemma 5.2.3. of [7],
∇SO(2)−degZk(∇uΦV (·, λ±), Bγ(H12π)) = ind(−∇xV (·, λ±),∞) · jk (A(λ±), 2π) .
Therefore we have
BifZk(∞, [λ−, λ+]) =
= ∇SO(2)−degZk(∇uΦV (·, λ+), Bγ(H12π))−∇SO(2)−degZk(∇uΦV (·, λ−), Bγ(H12π)) =
= ind(−∇xV (·, λ+),∞) · jk (A(λ+), 2π)− ind(−∇xV (·, λ−),∞) · jk (A(λ−), 2π) 6= 0.
Since Bif(∞, [λ−, λ+]) 6= Θ ∈ U(SO(2)), the rest of the proof is a direct consequence of
Theorem 3.1. 
Theorem 4.2. Theorem 4.1 remains true if the assumption (a5) is replaced by
(a) K = ∅,
(b) (∇xV (·, λ±)−1(0) ∩ ((Rn \Bγ(Rn))× {λ±}) = ∅.
Proof. Notice that (H12π)
SO(2) = R[n, 0] and that ∇uΦV (·, λ±)SO(2) = −∇xV (·, λ±). From
Lemma 3.3 it follows that for every (u, λ) ∈ (∇uΦV )−1(0) close to (∞, λ±), there exists
v ∈ ker∇2uΦV (∞, λ±) such that SO(2)(u,λ) = SO(2)v. Combining the assumptions with
Lemma 5.1.1 and Corollary 5.1.1. of [7] we obtain that ker∇2uΦV (∞, λ±) ⊂ R[n, 0].
Therefore SO(2)(u,λ) = SO(2) and ∇uΦV (u, λ) = 0 iff ∇uV (u, λ) = 0. 
Definition 4.1. We say that 2π ≥ T > 0 is a period of function u ∈ H12π if u(t+T ) = u(t)
for every t ∈ [0, 2π]. We say that Tmin ≥ 0 is a minimal period of function u ∈ H12π if
Tmin = inf{T > 0 : u(t+ T ) = u(t) for every t ∈ [0, 2π]}.
Remark 4.1. Notice that if u ∈ (H12π)SO(2), i.e. u = const, Tmin = 0 and therefore Tmin
is not a period of function u. Nevertheless, we call Tmin = 0 the minimal period of a
constant function u.
Corollary 4.1. Let assumptions of Theorem 4.1 be satisfied. If additionally (∇xV )−1(0)∩
(Rn× [λ−, λ+]) is bounded, then conclusion of Theorem 4.1 holds true. Moreover, contin-
uum C emanates from the set of stationary solutions and contains solutions with different
minimal periods or there exists at least one non-stationary solution (u, λ) of system (4.1)
such that (u, λ) ∈ (Bγ(H12π)× {λ−, λ+}) ∩ C.
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Proof. Note that (H12π)
SO(2) = R[n, 0]. It is clear that solutions with different isotropy
group have different minimal periods. Since all the assumptions of Corollary 3.1 are
satisfied, we obtain our assertion. 
Remark 4.2. Under assumptions of Corollary 4.1, if moreover equations (Eλ±) possesses
only stationary periodic solutions then continuum C contains solutions with different
minimal periods.
Corollary 4.2. Let assumptions of Theorem 4.1 be satisfied. Additionally, suppose that
ker∇2uΦV (u, λ) ⊂ (H12π)SO(2) = R[n, 0] for every u ∈ (H12π)SO(2) and λ ∈ [λ−, λ+], then
conclusion of Theorem 4.1 holds true. Moreover, either C ⊂ (H12π)SO(2) × [λ−, λ+] or
C contains only non-stationary solutions. If additionally equations (Eλ±) possesses only
stationary periodic solutions then C consists of stationary solutions of system (4.1) .
Proof. Immediate consequence of Corollary 3.2. 
Let us put the following assumption
(a7) fix λ0 ∈ R and choose λ− < λ+ such that{
λ ∈ [λ−, λ+] : σ(A(λ)) ∩
{
k2 : k ∈ N ∪ {0}} 6= ∅} = {λ0} . (4.4)
Combining assumption (4.4) with Corollary 5.1.1 of [7] we obtain that ∇2uΦ(∞, λ±) :
H
1
2π → H12π is a linear isomorphism. Therefore assumption (a5) is satisfied.
Theorem 4.3. Let assumptions (a1)-(a4), (a7) be satisfied. Additionally, suppose that
at least one of the following conditions holds:
(i) (−1)j0(A(λ+),2π) 6= (−1)j0(A(λ−),2π),
(ii) there exists k ∈ N such that jk (A(λ+), 2π) 6= jk (A(λ−), 2π).
Then there exists an unbounded closed connected component C ⊂ H12π × [λ−, λ+] of so-
lutions of system (4.1) such that C ∩ (Bγ(H12π)× {λ−, λ+}) 6= ∅. Moreover, C meets
(∞, λ0).
Proof. Note that ΦV : H
1
2π × R→ R given by formula (4.2) satisfies (c2).
(i) By Lemma 5.2.2. and Remark 5.2.2. of [7],
∇SO(2)−degSO(2)(∇uΦV (·, λ±), Bγ(H12π)) = (−1)j0(A(λ±),2π).
Therefore we obtain
BifSO(2)(∞, [λ−, λ+]) =
= ∇SO(2)−degSO(2)(∇uΦV (·, λ+), Bγ(H12π))−∇SO(2)−degSO(2)(∇uΦV (·, λ−), Bγ(H12π)) =
= (−1)j0(A(λ+),2π) − (−1)j0(A(λ−),2π) 6= 0.
(ii) By Lemma 5.2.2. and Remark 5.2.2. of [7],
∇SO(2)−degZk(∇uΦV (·, λ±), Bγ(H12π)) = (−1)j0(A(λ±),2π) · jk (A(λ±), 2π) .
That is why we have
BifZk(∞, [λ−, λ+]) =
= ∇SO(2)−degZk(∇uΦV (·, λ+), Bγ(H12π))−∇SO(2)−degZk(∇uΦV (·, λ−), Bγ(H12π)) =
= (−1)j0(A(λ+),2π) · jk (A(λ+), 2π)− (−1)j0(A(λ−),2π) · jk (A(λ−), 2π) .
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Summing up, Bif(∞, [λ−, λ+]) 6= Θ. The rest of the proof is a direct consequence of
Theorem 3.2. 
Recall that by Corollary 5.1.2. of [7]
ker∇2uΦV (∞, λ0) = ker(Id− LA(λ0)) ≈
∞⊕
k=0
R
[
µA(λ0)
(
k2
)
, k
]
.
Note that for almost every k ∈ N ∪ {0}, k2 /∈ σ(A(λ0)) and hence µA(λ0) (k2) = 0. Since
R[0, k] = {0}, dim ker∇2uΦV (∞, λ0) <∞.
Corollary 4.3. Let assumptions of Theorem 4.3 be satisfied. Suppose that
σ(A(λ0)) ∩
{
k2 : k ∈ N ∪ {0}} = {k20, k21, . . . , k2r} ,
where 0 ≤ k0 < k1 . . . < kr.
(i) If detA(λ0) = 0, then for every solution (u, λ) of system (4.1) in H
1
2π × [λ−, λ+]
sufficiently close to (∞, λ0) its minimal period Tmin is equal to zero (u=const) or
to 2π
gcd(ki1 ,...,kis)
for some {ki1 , . . . , kis} ⊂ {k1, . . . , kr}.
(ii) If detA(λ0) 6= 0, then for every solution (u, λ) of system (4.1) in H12π × [λ−, λ+]
sufficiently close to (∞, λ0) its minimal period Tmin is equal to 2πgcd(ki1 ,...,kis) for some{ki1, . . . , kis} ⊂ {k0, . . . , kr}.
Proof. By assumption and Corollary 5.1.2. of [7] we have
ker∇2uΦV (∞, λ0) = ker(Id− LA(λ0)) ≈
r⊕
i=0
R
[
µA(λ0)
(
k2i
)
, ki
]
.
By Lemma 3.3 any solution (u, λ) of system (4.1) sufficiently close to (∞, λ0) has the
same isotropy group as some element of ker∇2uΦV (∞, λ0). Therefore if detA(λ0) = 0,
then the possible isotropy group of any solution is equal to SO(2) or Zgcd(ki1 ,...,kis) for
some {ki1 , . . . , kis} ⊂ {k1, . . . , kr}, which completes the proof of (i). Otherwise, it is
equal to Zgcd(ki1 ,...,kis) for some {ki1 , . . . , kis} ⊂ {k0, . . . , kr}, which completes the proof of
(ii). 
Corollary 4.4. Let assumptions of Theorem 4.3 be satisfied. If additionally detA(λ0) 6= 0
then conclusion of Theorem 4.3 holds true. Moreover, continuum C emanates from the
set of stationary solutions and contains solutions with different minimal periods or there
exists at least one non-stationary solution such that (u, λ) ∈ (Bγ(H12π)× {λ−, λ+}) ∩ C.
Proof. By Lemma 5.1.1 and Corollary 5.1.1 we obtain ker∇2uΦV (∞, λ0)∩(H12π)SO(2) = {0}
iff detA(λ0) 6= 0. The rest of the proof is a direct consequence of Lemma 3.3. 
From now on we consider special case of system (4.1). Namely, we consider system

u¨(t) = −λ2∇V (u(t)),
u(0) = u(2π),
u˙(0) = u˙(2π),
(4.5)
where
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(b1) V ∈ C2(Rn,R),
(b2) V (x) = 1
2
(Ax, x) + η(x),
(b3) A is a real symmetric matrix,
(b4) ∇η(x) = o(‖x‖), as ‖x‖ → ∞,
(b5) (∇V )−1(0) is bounded,
(b6) ind(∇V,∞) 6= 0.
It is easy to show that ∇2uΦV (∞, λ) is not an isomorphism if and only if
λ ∈
{
k√
α
: k ∈ N, α ∈ σ+(A)
}
or detA 6= 0.
Lemma 4.1. Fix k0 ∈ N, α0 ∈ σ+(A) and choose λ− < λ+ such that
[λ−, λ+] ∩
{
k√
α
: k ∈ N, α ∈ σ+(A)
}
=
{
k0√
α0
}
.
Then Bif(∞, [λ−, λ+]) ∈ U(SO(2)) is well-defined. Moreover,
BifZk0 (∞, [λ−, λ+]) = ind(−∇V,∞) · µA(α0).
Proof. Since (∇uΦ(·, λ±))−1(0) ⊂ H12π is bounded, Bif(∞, [λ−, λ+]) ∈ U(SO(2)) is well-
defined. Applying Lemma 5.2.2 of [7], we obtain:
BifZk0 (∞, [λ−, λ+]) =
= ∇SO(2)−degZk0 (Id− Lλ2+A, Bγ(H
1
2π))−∇SO(2)−degZk0 (Id− Lλ2−A, Bγ(H
1
2π)) =
= ind(−λ2+∇V,∞) · jk0
(
λ2+A, 2π
)− ind(−λ2−∇V,∞) · jk0 (λ2−A, 2π) =
= ind(−∇V,∞) · (jk0 (λ2+A, 2π)− jk0 (λ2−A, 2π)) =
= ind(−∇V,∞) ·

 ∑
α∈σk0 (λ2+A,2π)
µ(λ2
+
A)(α)−
∑
α∈σk0 (λ2−A,2π)
µ(λ2
−
A)(α)

 =
= ind(−∇V,∞) · µA(α0).

The following theorem is a consequence of Theorem 4.3.
Theorem 4.4. Let assumptions (b1)-(b6) be fulfilled. Then for every
λ0 ∈
{
k√
α
: k ∈ N, α ∈ σ+(A)
}
there exists an unbounded closed connected component C(λ0) ⊂ H12π× [λ−, λ+] of solutions
of system (4.5) such that C(λ0) ∩ (Bγ(H12π)× {λ−, λ+}) 6= ∅, where λ− < λ+ satisfy
[λ−, λ+] ∩
{
k√
α
: k ∈ N, α ∈ σ+(A)
}
= {λ0} . Moreover, C(λ0) meets (∞, λ0).
Fix λ0 =
k0√
α0
for some k0 ∈ N, α0 ∈ σ+(A).
Corollary 4.5. Let assumptions of Theorem 4.4 be satisfied. Assume additionally that
(i) (∇V )−1(0) = {u1, . . . , uq},
(ii) the only periodic solutions of
(
Eλ2
±
)
are the critical points of V,
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(iii) {(u, λ) ∈ {u1, . . . , uq} × [λ−, λ+] : σ(λ2∇2V (ui)) ∩
{
k2 : k ∈ N ∪ {0}} 6= ∅} =
{(ui1, λi1), . . . , (uid, λid)},
(iv) ker(∇2uΦV (uik , λik)) is not consistent with ker(∇2uΦV (∞, λ0)) for all k = 1, . . . , d.
Then there exists an unbounded closed connected component C(λ0) ⊂ H12π × [λ−, λ+] of
solutions of system (4.5) such that C(λ0) ∩ (Bγ(H12π)× {λ−, λ+}) 6= ∅ and C(λ0) meets
(∞, λ0). Moreover, C(λ0) contains solutions with different minimal periods.
Proof. Note that σ(λ2∇2V (uik))∩
{
k2 : k ∈ N ∪ {0}} = ∅ implies that∇2uΦV (uik , λ) is an
isomorphism for every k = 1, . . . , d. Therefore applying Corollary 3.4 we complete the
proof. 
5. Examples
In this section we discuss three examples of potentials in order to illustrate results
proved in the previous section. We consider system (4.1) with simple potential V and
show that assumptions of our theorems are satisfied.
Example 5.1. Define potential V : Rn × R→ R as follows
V (x, λ) =
1
2
(A(λ)x, x) +W (x, λ) =
1
2
(A(λ)x, x) +
−λ2√‖x‖2 + a, (5.1)
where a > 0 and A(λ) is a real symmetric (n × n)-matrix for every λ ∈ R. Consider
system (4.1) with potential (5.1). Put n = 4, a = 1, λ± = ±1 and define
A(λ) =


λ2 − 1 0 0 0
0
√
2 + λ 0 0
0 0 λ−√2 0
0 0 0
√
5 + λ

 .
Systems
(
E±1
)
are resonant at infinity because
σ(A(±1)) ∩ {k2 : k ∈ N ∪ {0}} = {0}. (5.2)
Notice that assumptions (a1)-(a4), (a6) of Theorem 4.1 are satisfied. Moreover,
(1) (∇xV (·,±1))−1(0) is bounded because #(∇xV (·,±1))−1(0) < ∞ (consequence of
Lemma 6.2 of [7]),
(2) K = ∅ (consequence of (5.2)).
Applying Theorem 4.2 we show that assumption (a5) of Theorem 4.1 is fulfilled.
Moreover,
(1) ind(−∇xV (·,±1),∞) = (−1)n−m−(A(±1)) = (−1)4−1 = −1 (consequence of Lemma
6.4 of [7]),
(2) j1(A(+1), 2π) = 2 6= 1 = j1(A(−1), 2π).
Applying Theorem 4.1 we obtain an unbounded closed connected component C ⊂ H12π ×
[−1,+1] of solutions of system (4.1) such that C ∩ (Bγ(H12π)× {−1,+1}) 6= ∅.
Additionally, taking into consideration that
(1) (∇xV (·,±1))−1(0) is bounded,
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(2) {λ ∈ (−1,+1) : σ(A(λ)) ∩ {k2 : k ∈ N ∪ {0}} 6= ∅} = {λ0 = 1−
√
2},
(3) σ(A(1−√2)) = {1},
and Corollary 4.3 we obtain that the continuum meets (∞, 1−√2) and that any solution
(u, λ) ∈ C of system (4.1) sufficiently close to (∞, 1 − √2) has minimal period equal to
2π.
Example 5.2. Define potential V : Rn × R→ R as follows
V (x, λ) =
1
2
(A(λ)x, x) +W (x, λ) =
1
2
(A(λ)x, x) +
−1√‖x‖2 + a, (5.3)
where a > 0 and A(λ) is a real symmetric (n× n)-matrix for every λ ∈ R.
Consider system (4.1) with potential (5.3). Put n = 4, a = 1 and define
A(λ) =


4 + λ 0 0 0
0 2 0 0
0 0 2 0
0 0 0 2

 .
System
(
E0
)
is resonant at infinity because
σ(A(0)) ∩ {k2 : k ∈ N ∪ {0}} = {4}. (5.4)
Moreover, put λ± = ±(1/2) and notice that
σ(A(λ)) ∩ {k2 : k ∈ N ∪ {0}} = ∅ (5.5)
for every λ ∈ [−1/2,+1/2] \ {0}.
Since j2(A(
1
2
)) = 1 6= 0 = j2(A(−12)), all the assumptions of Theorem 4.3 are fulfilled.
Therefore there exists an unbounded closed connected component C ⊂ H12π × [−1/2,+1/
2] of solutions of system (4.1) such that C ∩ (Bγ(H12π)× {−1/2,+1/2}) 6= ∅ and that C
meets (∞, 0).
Properties of potential V have been precisely studied in [7]. Stationary solutions of system
(4.1) have the following properties:
(1) (∇xV )−1(0) ∩ (R4 × [−1/2,+1/2]) = {0} × [−1/2,+1/2] (consequence of Lemma
6.2 of [7]),
(2) ∇2xx(0, λ) = A(λ) + Id, for every λ ∈ [−1/2,+1/2] (consequence of Lemma 6.1 of
[7]),
(3) σ(∇2xxV (0, λ)) ∩ {k2 : k ∈ N ∪ {0}} = ∅ for every λ ∈ [−1/2,+1/2] (consequence
of (2)).
Moreover, by (5.4), (5.5) and Corollary 4.3 we obtain that any solution (u, λ) ∈ C of
system (4.1) sufficiently close to (∞, 0) has minimal period equal to π. Additionally, from
(3) and Remark 3.3 it follows that continuum C consist of non-stationary solutions.
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Example 5.3. Consider system (4.1) with potential (5.3). Put n = 5, a = 1, λ± = ±1
and define
A(λ) =


4 +
λ2
2
0 0 0 0
0 λ3 −√10 0 0
0 0 9 +
λ2
2
0 0
0 0 0 λ3 +
√
10 0
0 0 0 0 25 +
λ2
2


.
It is easy to see that
(1) σ(A(λ)) ∩ {k2 : k ∈ N ∪ {0}} = ∅ for every λ ∈ [−1, 1] \ {0},
(2) σ(A(0)) ∩ {k2 : k ∈ N ∪ {0}} = {4, 9, 25}.
Hence assumptions (a1)-(a4), (a7) of Theorem 4.3 are fulfilled.
Since j2(A(1), 2π) = 4 6= 3 = j2(A(−1), 2π), all the assumption of Theorem 4.3 are
satisfied. Therefore there exists an unbounded closed connected component C of solutions
of system (4.1) in H12π×[−1, 1] such that C∩(Bγ(H12π)× {−1, 1}) 6= ∅ and C meets (∞, 0).
Moreover, by (2) and Corollary 4.3 (ii) any solution (u, λ) ∈ C sufficiently close to (∞, 0)
possesses the minimal period Tmin ∈
{
2π, π,
2π
3
,
2π
5
}
.
References
[1] J. F. Adams, Lectures on Lie Groups, W. A. Benjamin Inc., New York-Amsterdam, (1969),
[2] A. Ambrosetti, Branching Points for a Class of Variational Operators, J. Anal. Math. 76 (1998),
321-335,
[3] R. Bo¨hme, Die Lo¨sung der Versweigungsgleichungen fu¨r Nichtlineare Eigenwert-Probleme, Math. Z.
127 (1972), 105-126,
[4] R. F. Brown, A Topological Introduction to Nonlinear Analysis, Birkhuser Boston, Inc., Boston, MA,
(2004),
[5] E. N. Dancer, A New Degree for SO(2)-invariant Mappings and Applications, Ann. Inst. H. Poincare´,
Anal. Non Line´aire 2(5) (1985), 473-486,
[6] T. tom Dieck, Transformation Groups, Walter de Gruyter, Berlin-New York, 1987,
[7] J. Fura, A. Ratajczak, S. Rybicki Existence and Continuation of Periodic Solutions of Autonomous
Newtonian Systems, J. Diff. Equat. 218(1) (2005), 216-252
[8] K. Ge¸ba, Degree for Gradient Equivariant Maps and equivariant Conley Index, Birkha¨user, Topo-
logical Nonlinear Analysis, Degree, Singularity and Variations, Eds. M. Matzeu i A. Vignoli, Progr.
Nonl. Diff. Equat. Appl. 27, Birkha¨user, (1997), 247-272,
[9] K. Ge¸ba, Private Communication,
[10] J. N. Glover, Hopf Bifurcations at Infinity, Nonl. Anal. TMA 13(12) (1989), 1393-1398,
[11] J. Ize, Topological Bifurcation, Topological Nonlinear Analysis, Degree, Singularity and Variations,
Eds. M. Matzeu i A. Vignoli, Progr. Nonl. Diff. Equat. Appl. 15, Birkha¨user, (1995), 341-463,
[12] V. K. Le & K. Schmitt, Global Bifurcations in Variational Inequalities, Springer-Verlag, New-York,
Inc., (1997),
[13] R. Ma, Bifurcation from Infinity and Multiple Solutions for Periodic Boundary Value problems, Nonl.
Anal. TMA 42(1) (2000), 27-39,
BIFURCATION FROM INFINITY 24
[14] A. Maciejewski, W. Radzki & S. Rybicki, Periodic Trajectories Near Degenerate Equilibria in the
He´non-Heiles and Yang-Mills Hamiltonian Systems, J. Dyn. and Diff. Equat. 17(3) (2005), 475-488,
[15] L. Malaguti, Periodic Solutions of the Lie´nard Equation: Bifurcation from Infinity and Nonunique-
ness, Rend. Istit. Mat. Univ. Trieste 19(1) (1987), 12-31,
[16] A. Marino, La biforcazione Nel Caso Variazionale, Conf. Sem. Mat. Univ. Bari 132 (1977),
[17] P. Rabier Symmetries, Topological Degree and a Theorem of Z. Q. Wang, Rocky Mount. J. of Math
24(3) (1994), 1087-1115,
[18] W. Radzki, Degenerate Branching Points of Autonomous Hamiltonian Systems, Nonl. Anal. TMA
55(1-2) (2003), 153-166,
[19] W. Radzki & S. Rybicki, Degenerate Bifurcation Points of Periodic Solutions of Autonomous Hamil-
tonian Systems, J. Diff. Equat. 202(2) (2004), 284-305,
[20] S. Rybicki, SO(2)-degree for Orthogonal Maps and Its Applications to Bifurcation Theory, Nonl.
Anal. TMA 23(1) (1994), 83-102,
[21] S. Rybicki, Applications of Degree for SO(2)-equivariant Gradient Maps to Variational Nonlinear
Problems with SO(2)-symmetries, Topol. Meth. Nonl. Anal. 9(2) (1997), 383-417,
[22] S. Rybicki, Degree for Equivariant Gradient Maps, Milan J. Math. 73 (2005), 103-144,
[23] S. Rybicki, Bifurcations of Solutions of SO(2)-symmetric Nonlinear Problems with Variational Struc-
ture, Handbook of Topological Fixed Point Theory, Springer, Eds: R. Brown, M. Furi, L. Go´rniewicz,
B. Jiang, (2005), 339-372,
[24] M. Sabatini, Hopf bifurcation from Infinity, Rend. Sem. Mat. Univ. Padova 78 (1987), 237-253,
[25] M. Sabatini, Successive Bifurcations at Infinity for Second Order O.D.E.’s, Qual. Theory Dyn. Syst.
3(1) (2002), 1-17,
[26] F. Takens, Some Remarks on the Bo¨hme-Berger Bifurcation Theorem, Math. Z. 125 (1972), 359-364,
Faculty of Mathematics and Computer Science, Nicolaus Copernicus University, PL-
87-100 Torun´, ul. Chopina 12/18, Poland
E-mail address : Justyna.Fura@mat.uni.torun.pl
Faculty of Mathematics and Computer Science, Nicolaus Copernicus University, PL-
87-100 Torun´, ul. Chopina 12/18, Poland
E-mail address : Slawomir.Rybicki@mat.uni.torun.pl
