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Abstract
We study run and tumble particles on the one-dimensional lattice
Z. We explicitly compute the Fourier-Laplace transform of the position
of the particle and as a consequence obtain explicit expressions for the
diffusion constant and the large deviation free energy function. We
also do the same computations in a corresponding continuum model.
In the latter, when adding an external field, we can explicitly compute
the large deviation free energy, and the deviation from the Einstein
relation due to activity. Finally, we generalize the model to the d-
dimensional lattice Zd, with an arbitrary finite set of velocities, and
show that the large deviation free energy for the position of the particle
can be computed via the largest eigenvalue of a matrix of Schro¨dinger
operator form, for which we can derive an explicit variational formula
via occupation time large deviations of the velocity flip process.
1 Introduction
Run and tumble particles are simple models of active matter, where particles
move under influence of an internal degree of freedom, and external noise
[3, 5, 4, 8]. The activity of the particles is a source of non-equilibrium
and it is of interest to understand macroscopic behaviour as a function
of the parameters modelling the activity of the particles. Contrary to an
external driving field, the effects of activity typically appear as second order
effects (for small activity). In simple lattice (and continuum) models, we can
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quantitatively understand the influence of activity on transport coefficients,
and large deviation functions, and compare with the equilibrium, or close
to equilibrium setting. In this paper we first consider simple models of
such motion on a lattice. This has the advantage that we can do explicit
computations of all the relevant macroscopic quantities: diffusion constant,
and large deviation free energy function. Notice that in the continuum,
large deviation results have been obtained before in [9]. Finally we analyze
a general model on Zd with a finite set of velocities, and obtain a variational
formula for the large deviation free energy of the particle’s position. The
rest of our paper is organized as follows. In section 2 we consider the basic
lattice model, compute its characteristic function, and prove the central
limit theorem for the particle’s position. We also consider a continuum
limit, where we can do the same computations, recovering the results in [9].
In section 3 we study the large deviations for the position of the particle
by explicitly computing the large deviation free energy function. We show
that the continuum limit of the large deviation free energy converges to the
large deviation free energy of the continuum model, previously computed
in [9]. In the continuum model with drift, we can explicitly compute the
deviation from the Einstein relation due to activity. In section 4 we consider
various generalizations of the model and prove a connection between the
large deviation free energy of the particle’s position and the occupation
time large deviation function for the autonomous velocity flip process.
2 The model and its scaling behavior
2.1 The model
The active particle has a position x ∈ Z and a velocity v ∈ {−1, 1}. The
process {(Xt, vt) : t ≥ 0} is described via the generator
Lf(x, v) = λ(f(x+ v, v) − f(x, v))
+ κ(f(x+ 1, v) + f(x− 1, v) − 2f(x, v))
+ γ(f(x,−v)− f(x, v)) (1)
This is interpreted as follows: with rate λ the process makes a jump in the
direction of the velocity, with rate κ it makes a random walk jump and with
rate γ it flips velocity v → −v. If we denote µ(x, t, v) the probability to be
at location x ∈ Z with velocity v ∈ {−1, 1} at time t > 0, the generator (1)
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corresponds to the master equation (or Kolmogorov forward equation)
dµ(x, t, v)
dt
= λµ(x− v, t, v) + κ(µ(x− 1, t, v) + µ(x+ 1, t, v)) + γµ(x, t,−v)
− (2κ+ λ+ γ)µ(x, t, v) (2)
2.2 Exact computation of the Fourier-Laplace transform
The master equation (2) can be solved using Fourier-Laplace transform. We
define
µˆ(q, t, v) =
∑
x
eiqxµ(x, t, v) (3)
and view this quantity as a two-column, denoted µ(q, t, ·) indexed by row
index v = 1,−1. The master equation (2) then becomes, after Fourier
transform:
d
dt
µ(q, t) =M(q)µ(q, t) (4)
with M(q) a symmetric two by two matrix of the form
M(q) =
(
a b
b a∗
)
(5)
where ∗ denotes complex conjugate and where
a = (2κ+ λ)(cos(q)− 1)− γ + iλ sin(q)
b = γ (6)
For the analysis of the scaling behavior of the position of the particle, it is
convenient to further Laplace transform µ(q, t) i.e., we define, for z > 0 the
column vector
µ̂(q, z) =
∫ ∞
0
µ(q, t)e−zt dt (7)
then, from (4) we find
µ̂(q, z) = (zI −M(q))−1µ¯0(q)
For the initial position and velocity we choose X0 = 0, and v = ±1 with
probability 1/2. Then we have, µ¯0(q) =
1
2(1, 1)
T where T denotes transpo-
sition. We further define the Fourier Laplace transform of the distribution
of the particle position:
S(q, z) =
∫ ∞
0
EeiqXte−zt dt =
∑
v
µ̂(q, z, v) = (1, 1)µ̂(q, z) (8)
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Then we have, using (7)
S(q, z) = (µ̂(q, z, 1)) + (µ̂(q, z,−1)) =
1
2
(1, 1)(zI −M(q))−1(1, 1)T (9)
Using the explicit formulas (5), (6), we obtain
S(q, z) =
2γ + z − (λ+ 2κ)(cos(q)− 1)
(γ + z − (λ+ 2κ)(cos(q)− 1))2 − γ2 + λ2 sin2(q)
(10)
For a more general velocity distribution at time zero, i.e., X0 = 0, and v = 1,
resp. v = −1, with probability α, resp. 1− α, we find
S(q, z) =
iλ(2α − 1) sin(q) + 2γ + z − (λ+ 2κ)(cos(q)− 1)
(γ + z − (λ+ 2κ)(cos(q)− 1))2 − γ2 + λ2 sin2(q)
(11)
2.3 Diffusive scaling behavior
We can now use the explicit formula (10) to obtain the limit distribution
of ǫXǫ−2t as ǫ → 0. This amounts to understand the scaling behavior of
ǫ2S(ǫq, ǫ2z). In particular ǫXǫ−2t → N (0, σ
2t) as ǫ → 0 (in distribution),
where N (0, σ2t) denotes a normal with mean zero and variance σ2t, corre-
sponds to the limiting scaling behavior
lim
ǫ→0
ǫ2S(ǫq, ǫ2z) =
1
z + q
2
2 σ
2
If we obtain this scaling behavior, we call σ2 the (limiting) diffusion constant.
We compute from the exact formula (10)
lim
ǫ→0
ǫ2S(ǫq, ǫ2z) =
1
z + q
2
2 σ
2
(12)
with the limiting diffusion constant
σ2 = 2κ+ λ+
λ2
γ
(13)
REMARK 2.1. a) Notice that the limiting cases λ = 0 corresponds to
random walk at rate κ to the left or right which has diffusion constant
2κ, and γ →∞ corresponds to a limiting Markovian random walk for
the position moving with rate κ + λ2 to the right or to the left which
has diffusion constant 2κ + λ. This is the so-called slow-fast limit.
Therefore, the extra term λ
2
γ
in (13) is the correction (w.r.t. slow-fast
limit) to the diffusion constant due to the activity of the particles.
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b) Using (11), we find that the scaling limit for a general initial velocity
distribution is identical to the limit found in (12), (13).
c) If the random walk part of the generator is of a more general form
than the nearest neighbor κ(f(x+1, v)+ f(x− 1, v)− 2f(x, v)) in (1),
namely of the form
κ
∑
z∈Z
p(z)(f(x+ z, v) − f(x, v))
where p(z) = p(−z) is a symmetric transition rate on Z such that∑
z z
2p(z) <∞, then the same analysis applies, and the matrix M(q)
in (5) has the same off-diagonal element b, and the upper-diagonal
element a has to be replaced by
a = κ
∑
z
(cos(qz)− 1)p(z) + λ(cos(q)− 1) + iλ sin(q)
The scaling limit (12) leads then to the diffusion constant
σ2 = κ
∑
z
z2p(z) + λ+
λ2
γ
(14)
This shows that the addition to the diffusion constant due to activity is
always equal to λ+ λ
2
γ
, irrespective of the precise form of the random
walk part of the generator.
2.4 Continuum limit: the telegrapher’s process
Let us now rescale the process (Xt, vt) with generator (1) as follows: we
consider the generator Lǫ on the state space ǫZ × {−1, 1} ⊂ R × {−1, 1}
defined by
Lǫf(x, v) = ǫ
−1λ(f(x+ ǫv, v) − f(x, v))
+ ǫ−2κ(f(x+ ǫ, v) + f(x− ǫ, v)− 2f(x, v))
+ γ(f(x,−v)− f(x, v)) (15)
This corresponds to a continuum limit in space, a diffusive rescaling of time
and a rescaling of the parameters λ→ ǫλ, γ → ǫ2γ.
Then a Taylor expansion gives that for smooth functions f : R×{−1, 1} →
R vanishing at x→∞, and for (xǫ, vǫ) ∈ ǫZ×{−1, 1} converging to (x, v) ∈
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R× {−1, 1} we obtain the limiting generator limǫ→0 Lǫf(xǫ, vǫ) = L f(x, v)
where
L = λv∂x + κ∂
2
x + γ(θ − I) (16)
Here I denotes the identity operator and θf(x, v) = f(x,−v) is the velocity
flip operator.
By the convergence of the generators, we obtain the weak convergence
of the corresponding processes (in path space), i.e.,
{(ǫXǫ−2t, vǫ−2t)
ǫλ,κ,ǫ2γ , t ≥ 0} → {(Xt,Vt), t ≥ 0}
as ǫ→ 0.
2.4.1 Fourier Laplace transform and diffusion limit in the teleg-
rapher’s process
The limiting process described by the generator L is a diffusion-jump pro-
cess where the particle drifts in the direction of the velocity, with additional
Brownian noise with variance 2κ, and where the velocity flips according to a
Poisson process with rate γ. Let us denote by {(Xt,Vt), t ≥ 0} this limiting
process with generator L . We call this process the telegraphers process,
abbreviated TP (λ, κ, γ). This process is well-studied, see e.g. [9, 4, 8].
Denote by µ(x, v, t) the probability density to find the particle at time t
at position x with velocity v, in the telegrapher’s process {(Xt,Vt), t ≥ 0},
then we have the Kolmogorov forward equation
∂tµ(x, t, v) = −λv∂xµ(x, t, v) + κ∂
2
xµ(x, t, v)
+ γ(µ(x, t,−v) − µ(x, t, v)) (17)
As in [9], consider the Fourier transform µ(q, t) =
∫
eiqxµ(x, t, ·) viewed
as a column indexed by the velocity v ∈ {−1, 1}, and µ̂(q, z) the Laplace
transform of µ(q, t) w.r.t. t-variable, then we have the analogue of (7)
µ̂(q, z) = (zI −M (q))−1µ(q, 0) (18)
with
(zI −M (q)) =
(
z − iλq + κq2 + γ −γ
−γ z − iλq + κq2 + γ
)
(19)
This leads to an explicit formula for the Fourier-Laplace transform of the
position, given starting position X0 = 0, with starting velocity uniformly
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distributed on {−1, 1}.
S (q, z) =
∫ ∞
0
E
(
eiqXte−zt dt
)
=
2γ + z + κq2
(z + κq2 + γ)2 + λ2q2 − γ2
(20)
Taking the diffusion limit in the telegrapher’s process TP (λ, κ, γ), then re-
sults in
lim
ǫ→0
ǫ2S (ǫq, ǫ2z) =
1
z + σ2 q
2
2
with the diffusion constant equal to
σ2 = 2κ+
λ2
γ
(21)
as found earlier in [9].
Compared with (13) we see that in the discrete case there is an additional
term λ in the diffusion constant coming from the Poissonian noise for the
jumps in the direction of the velocity, which is absent in the continuum limit
(where the motion in the direction of the velocity is purely deterministic).
In the process TP (λ, κ, γ) by letting γ → ∞, we obtain the slow-fast
limit which gives
lim
γ→∞S (q, z) =
1
κq2 + z
which corresponds to a Brownian process B√2κt, with variance 2κt.
2.4.2 Adding an external field
In the telegrapher’s process, we can add drift corresponding to an external
field E by modifying the Kolmogorov forward equations as follows
∂tµ(x, t, v) = −λv∂xµ(x, t, v) − 2κE∂xµ(x, t, v) + κ∂
2
xµ(x, t, v)
+ γ(µ(x, t,−v) − µ(x, t, v)) (22)
We abbreviate this process TPE(λ, κ, γ), where E refers to the external field.
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3 Large deviations
3.1 Lattice model
Instead of computing S(q, z) in (10) we can also directly compute the char-
acteristic function
C(q, t) = E(eiqXt) (23)
for the active particle on the lattice model with generator (1). We choose
the starting point X0 = 0 and with random initial velocity, i.e., v = ±1 with
probability 1/2. This amounts to compute the exponential of the matrix
M(q) from (5) which can be done using diagonalization, and results in
etM(q) =
etA
2γB
G(t, q) (24)
where G(t, q) is given by the symmetric two by two matrix
G(t, q) =
(
A11 A12
A12 A
∗
11
)
(25)
where
A11 = −2γλi sin(k) sinh(Bt) + 2γB cosh(tB)
A12 = 2γ
2 sinh(tB) (26)
and where
A = (cos(k)− 1)(2κ + λ)− γ
B =
√
γ2 − λ2 sin2(k) (27)
This allows us to compute the moment generating function via
E(eαXt) =
1
2
(1, 1)etM(−iα)(1, 1)T (28)
We can use the explicit formula to obtain the following large deviation result.
THEOREM 3.1. The position of the particle satisfies the large deviation
principle, i.e.,
P
(
Xt
t
≈ x
)
≈ e−tI(x) (29)
The rate function I is the Legendre transform of the large deviation free
energy function F , i.e.,
I(x) = sup
α∈R
(αx− F (α)) (30)
where
F (α) = (2κ+ λ)(cosh(α)− 1) +
√
γ2 + λ2 sinh2(α)− γ (31)
and where (29) is shorthand for the large deviation principle, i.e.,
lim sup
1
t
logP
(
Xt
t
∈ B
)
≤ − inf
x∈B
I(x), B ⊂ R closed
lim inf
1
t
log P
(
Xt
t
∈ G
)
≥ − inf
x∈G
I(x), G ⊂ R open (32)
PROOF. If we are interested in the large deviation properties of Xt/t we
compute the limiting cumulant generating function, or large deviation free
energy function, using (28), (26), (25):
F (α) = lim
t→∞
1
t
logE
(
eαXt
)
(33)
Notice that, from (28), it follows that F (α) in (31) is equal to the largest
eigenvalue of the symmetric matrix M(−iα) which is explicitly given by
M(−iα) =
(
(2κ + λ)(cosh(α)− 1) + λ sinh(α)− γ γ
γ (2κ+ λ)(cosh(α)− 1)− λ sinh(α) − γ
)
(34)
This gives
F (α) = (2κ+ λ)(cosh(α)− 1) +
√
γ2 + λ2 sinh2(α)− γ (35)
From the computation of F (α), using the Gaertner-Ellis theorem [2], [7] we
obtain the claimed large deviation principle.
Let us look at three relevant limiting cases for the “free energy function”
F from (31).
a) Expanding the free energy function F around α ≈ 0 gives
F (α) =
1
2
Dα2 +O(α4)
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with D = 2κ + λ + λ
2
γ
. This is consistent with the diffusion constant
found in (13). The function F (α) in (31) can be analytically extended
in a neighborhood of the origin in the complex plane, and as a con-
sequence, we can reobtain the central limit theorem (which we found
via the scaling behavior of the characteristic function) from the large
deviation free energy, see [1].
b) In the limit γ →∞ the free energy function becomes
F (α) = (cosh(α)− 1)(2κ + λ)
which corresponds to the large deviations of a symmetric random walk
jumping with rates κ+λ/2 to the right or left. This is indeed the (slow-
fast) scaling limit of the process as we saw before. For large values of
γ we have
F (α) = (cosh(α) − 1)(2κ + λ) +
λ2
2γ
sinh2(α) + o(1/γ)
Remark also that F in (31) is non-increasing as a function of γ.
c) In the continuum limit we rescale λ → ǫλ, γ → ǫ2γ, Xt → ǫXǫ−2t, we
find
lim
ǫ→0
lim
t→∞
1
t
logEǫλ,ǫ
2γ
(
eαǫXǫ−2t
)
= κα2 +
√
γ2 + λ2α2 − γ2 (36)
which corresponds to the large deviation free energy of the continuum
model (cf. subsection 3.2, and see also [9]), i.e., the limits ǫ → 0 and
t→∞ in (36) commute.
Finally, we point to a generalization as in remark 2.1 above. If the random
walk part of the generator is of a more general form than the nearest neighbor
κ(f(x+ 1, v) + f(x− 1, v) − 2f(x, v)), namely of the form
κ
∑
z∈Z
p(z)(f(x+ z, v)− f(x, v))
where p(z) = p(−z) is a symmetric transition rate on Z such that
Λ(α) :=
∑
z
(eαz − 1)p(z) =
∑
z
p(z)(cosh(αz)− 1) <∞
then the same analysis applies and leads to the large deviation free energy
F (α) = lim
t→∞ logE
(
eαXt
)
= Λ(α) + λ(cosh(α)− 1) +
√
γ2 + λ2 sinh2(α)− γ
(37)
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Indeed, the random walk part only changes the diagonal elements of the
matrix in (34) which now becomes(
Λ(α) + λ(cosh(α)− 1) + λ sinh(α) − γ γ
γ Λ(α) + λ(cosh(α)− 1)− λ sinh(α) − γ
)
where the term (cosh(α) − 1)(2κ) has been replaced by Λ(α). The largest
eigenvalue of this matrix is given by (37). This implies that the diffusion
constant is given by
σ2 = lim
t→∞
1
t
E(X2t ) = F
′′(0) = Λ′′(0) + λ+
λ2
γ
which corresponds to the diffusion constant found earlier in (14).
3.2 Continuum model with drift and the Einstein relation
We can also compute the free energy function corresponding to the large
deviations of the process in the telegrapher’s process with drift TPE(λ, κ, γ),
with master equation (22), via a similar diagonalization procedure. This
leads to
FE(α) = lim
t→∞ logEe
αXt = α2κ+ 2ακE +
√
λ2α2 + γ2 − γ (38)
as found earlier in [9]. We can then compute the asymptotic velocity of the
particle:
lim
t→∞
1
t
E(Xt) = F
′
E(0) = 2κE
The limiting diffusion constant does not depend on E and equals
lim
t→∞
1
t
Var(Xt) = F
′′
E(0) = 2κ+
λ2
γ
As a consequence, the Einstein relation, relating the limiting velocity and
the diffusion constant is violated as soon as λ 6= 0 and the the correction
due to the activity is of order λ2.
4 General models on Zd with finitely many veloc-
ities
The fact that the large deviation free energy function F can be computed
as the largest eigenvalue of a symmetric matrix is true in much greater
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generality. The big advantage of the simple one-dimensional context is the
simplicity of the explicit formulas. In this section we sketch how to gener-
alize the results. The generalized (lattice) active particle model is a process
{(Xt, vt) : t ≥ 0} with position x ∈ Z
d, and velocity v taking values in a
finite set: v ∈ V ⊂ Zd. The generator reads
L = λLt + κLd + γLf (39)
where the three parts of the generator correspond to transport (i.e., motion
in the direction of the velocity), diffusion (random motion) and flipping of
the velocity, and are given by
Ltf(x, v) = f(x+ v, v) − f(x, v)
Ldf(x, v) =
∑
z
p(z)(f(x+ z, v) − f(x, v))
Lff(x, v) =
∑
v′∈V
π(v, v′)(f(x, v′)− f(x, v)) (40)
Here p(z) = p(−z) is a symmetric probability distribution on Zd such that∑
z∈Zd
e〈α,z〉p(z) =
∑
z∈Zd
cosh (〈α, z〉) p(z) <∞, for all α ∈ Rd (41)
which represents the “random walk” jumps. The assumption (41) is in order
to be able to deal with large deviations for the particle position. Further-
more, we assume that the velocity flip process transition rates π(v, v′) are
such that they generate an irreducible continuous-time Markov chain on the
finite set of velocities V ⊂ Zd.
As a consequence of this assumption, we have a unique invariant measure
for this velocity hop process. Let us denote by {vt, t ≥ 0} this velocity flip
process which has generator
Af(v) =
∑
v′∈V
π(v, v′)(f(v′)− f(v)) (42)
for functions f : V → R. By the above stated assumptions, the process
{vt, t ≥ 0} with generator A satisfies occupation time large deviations, i.e.,
in the sense of the large deviation principle we have
P
(A)
(
1
T
∫ T
0
δvs ≈ µ
)
≈ e−TIA(µ) (43)
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for µ a probability measure on V . Let us denote by P(V ) the set of proba-
bility measures on V . The rate function is given by the Donsker-Varadhan
formula
IA(µ) = − inf
f>0
∫
V
Af
f
dµ (44)
REMARK 4.1. If π(v, v′) = π(v′, v), then the uniform measure ν(v) = 1|V |
on V is the unique reversible measure, and the rate function is given by the
Dirichlet form [2]
IA(µ) =
〈√
dµ
dν
,−A
√
dµ
dν
〉
L2(ν)
= −γ
∑
v,v′
√
µ(v)
√
µ(v′)Av,v′ (45)
Let us further denote
Γ(α) =
∑
z
p(z)(e〈α,z〉 − 1) =
∑
z
p(z)(cosh(〈α, z〉) − 1)
where 〈, 〉 denotes the Euclidean inner product. Further denote
F (t, α, v) =
∑
x
µt(x, v)e
〈α,x〉
where we think of this as a column vector function of α, t, where the column
is indexed by v ∈ V . Then we derive from the master equation corresponding
to the generator (39) the equation
dF (t, α, ·)
dt
=M(α)F (t, α, ·) (46)
where M(α) is the symmetric matrix with diagonal entries given by
M(α)vv = κΓ(α) + λ(e
〈α,v〉 − 1)− γ =: ψα(v)− γ (47)
and off-diagonal entries
M(α)vv′ = γπ(v
′, v) = γπ(v, v′) =M(α)v′v
We then have the following theorem identifying the large deviation free
energy function as the largest eigenvalue of the matrix M(α). Moreover, by
occupation time large deviations, this eigenvalue in turn can be expressed
in a variational form, using Varadhan’s lemma. This is the content of the
following theorem.
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THEOREM 4.1. Let λ(v, α) denote the eigenvalues of the matrix M(α) (pos-
sibly degenerate). Let
F (α) = lim
t→∞
1
t
logE(e〈α,Xt〉) (48)
denote the large deviation free energy function for the position of the particle.
Then we have
F (α) = sup
v∈V
λ(v, α)
= sup
µ∈P(V )
(∑
v
ψα(v)µ(v) − γIA(µ)
)
= κΓ(α) + sup
µ∈P(V )
(∑
v
λ(e〈α,v〉 − 1)µ(v) − γIA(µ)
)
(49)
where ψα is given in (47) and where the rate function IA is given by (44).
In the symmetric case π(v, v′) = π(v′, v) this specializes to
F (α) = sup
µ∈P(V )
∑
v
ψα(v)µ(v) + γ
∑
v,v′
√
µ(v)
√
µ(v′)Av,v′

As a consequence, Xt/t satisfies the large deviation principle with rate func-
tion I(x) = supα(〈α, x〉 − F (α)).
PROOF. We give the proof in the symmetric case π(v, v′) = π(v′, v), the
general case is analogous (replacing the unitary diagonalization by a more
general diagonalization). From (46) we have
E(e〈α,Xt〉) =
∑
v
F (t, α, v) = 〈1, etM(α)µ0〉 (50)
where µ0 denotes column giving the distribution of initial velocities (we
assume that the particle starts at the origin at time zero) and 1 de col-
umn vector with all entries equal to 1. Let us denote by e(v, α), v ∈ V
the orthonormal basis of eigenvectors of the matrix M(α), with correspond-
ing eigenvalues λ(v, α). Then, choosing the initial velocity distribution µ0
uniform, we have
〈1, etM(α)µ0〉 =
∑
v∈V
|〈v, e(v, α)〉|2etλ(v,α)
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from which we conclude that the large deviation free energy function
F (α) = lim
t→∞
1
t
logE(e〈α,Xt〉) = sup
v∈V
λ(v, α) (51)
equals the largest eigenvalue of the matrix M(α), as we found in the two
state velocity case before in subsection 3.1 by explicit computation. Notice
now that the matrix M(α) is the sum of the Markov generator γA (where A
is defined in (42)) and a function of v indexed by α (or a diagonal matrix),
i.e.,
M(α)v,v′ = γAv,v′ + ψα(v)δv,v′ (52)
where Av,v′ = π(v, v
′)(1− δv,v′)− δv,v′
(∑
v′∈V π(v, v
′)
)
is the generator ma-
trix of the velocity flip process, and where ψα(v) = κΓ(α) + λ(e
〈α,v〉 − 1).
We can obtain an alternative variational formula for the largest eigenvalue
of A + ψα, via the Feynman Kac formula. Indeed, using the Feynman Kac
formula, we have from (52)(
eTM(α)f
)
(v) = E(A)v
(
e
∫ T
0
ψα(vsγ)dsf(vTγ)
)
where E
(A)
v denotes expectation in the velocity process {vt, t ≥ 0} with
generator A, starting from v (notice that the process with generator γA is
then simply the time re-scaled process {vtγ : t ≥ 0}). As a consequence, we
obtain for the largest eigenvalue of the matrix M(α) in (52) the alternative
formula
sup
v∈V
λ(v, α) = lim
T→∞
1
T
logE(A)
(
e
∫ T
0
ψα(vsγ )ds
)
= γ lim
S→∞
1
S
logE(A)
(
e
1
γ
∫ S
0
ψα(vs)ds
)
Then we use Varadhan’s lemma, combined with the occupation time large
deviations (43) with rate function (45), and obtain
F (α) = sup
v∈V
λ(v, α) = γ lim
T→∞
1
T
logE(A)e
1
γ
∫ T
0
ψα(vs)ds
= γ sup
µ∈P(V )
(∑
v
1
γ
ψα(v)µ(v) − IA(µ)
)
= sup
µ∈P(V )
(∑
v
ψα(v)µ(v) − γIA(µ)
)
= sup
µ∈P(V )
∑
v
ψα(v)µ(v) + γ
∑
v,v′
√
µ(v)
√
µ(v′)Av,v′

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Notice the third equality in (49) simply follows from the fact that Γ(α) does
not depend on v. Therefore, we obtain (49). The corresponding large devi-
ation result then follows via the Gaertner-Ellis theorem.
REMARK 4.2. a) In the limit γ →∞, the pre-factor γ in front of IA(µ)
forces µ to be equal to the unique stationary measure ν of the velocity
flip process, for which IA(ν) = 0. As a consequence, the large deviation
free energy F (α) simply becomes the moment generating function of the
random walk on Zd which jumps from x to x+v with rate λν(v)+p(v)
for v ∈ V , and from x to x + z with rate p(z), for z 6∈ V . This is
exactly the slow-fast limit.
b) The large deviation free energy function F in (49) is a non-increasing
function of γ. Indeed, for γ′ ≥ γ we have, for all µ ∈ P(V )(∑
v
ψα(v)µ(v) − γ
′IA(µ)
)
≤
(∑
v
ψα(v)µ(v) − γIA(µ)
)
As a consequence, the large deviation rate function (which is the Leg-
endre transform of F ) is a non-decreasing function of γ. Since the rate
function converges to the rate function of the slow-fast limit random
walk, it follows that for finite γ, the rate function is always smaller or
equal than its slow-fast limit.
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