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estándares de prueba utilizados en un determinado sistema judicial, propios del tercer 
momento (decisión judicial). 
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ABSTRACT: 
The inductive probability can be used by a judge as a tool that allows him to rationally 
evaluate the evidence at the time of evidential activity -corresponding to individual and 
joint assessment of the evidence- to approach the goal of the proof in the judicial process: 
the search for truth. lt is in this second phase of the evidentiary activity when the judge 
can go to other fields of knowledge in search of additional criteria for a rational evaluation 
of the proof, beca use at that phase the judge is not subject to rules of admissibility and 
relevance proper to the first phase (production of the evidence) or to the standards of 
proof used in a particular judicial system, proper to the third phase (court decision). 
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La obra de Lawrence Jonathan 
Cohen, «Lo probable y lo demostrable»3, 
ofrece una visión de la llamada inferencia 
inductiva, fundamentada en los trabajos 
de Sir Francis Bacon4 y John Stuart Mill5• 
La inferencia inductiva conduce a un nuevo 
concepto de probabilidad que, en palabras 
de Cohen, congenia mejor con las 
inferencias que se realizan en el campo 
jurídico. Cohen aplica lo que denomina la 
probabilidad inductiva (P1) en el sistema 
legal anglo-estadounidense y la contrasta 
con la probabilidad matemática (P M), la 
cual, a su juicio, es supremamente útil en 
el estudio de procesos aleatorios y 
aplicable en diversas áreas científicas, pero 
insuficiente e inadecuada para las 
inferencias inductivas que se realizan en 
el campo jurídico. 
Cohen denomina a la probabilidad 
inductiva (P1) «probabilidad baconiana», y 
a la probabilidad matemática (P M), 
«probabilidad pascaliana». La lectura del 
libro de Cohen «Lo probable y lo 
demostrable», exige comprensión en las 
disciplinas de la lógica formal y la teoría 
de la probabilidad. Es indudable que la obra 
de Cohen es de gran importancia, y ha 
influenciado varios e importantes estudios 
sobre las inferencias lógicas en el campo 
jurídico. 
Las Matemáticas han desarrollado un 
sistema completo de probabilidades que se 
usa en diversas disciplinas, tales como la 
Medicina, la Economía y el Derecho, entre 
otras. A lo largo de la historia, se han 
presentado diversas posiciones con 
respecto a los diversos significados que 
puede tener la palabra «probabilidad» y a 
cómo tales probabilidades pueden ser 
Lo Probable y lo Demostrable. Una Aproximación a la Obra 
de Lawrence Jonathan Cohen / Páginas 111-124 
calculadas; sin embargo, existe acuerdo 
entre los matemáticos con respecto a las 
propiedades básicas de la teoría de la 
probabilidad. 
La probabilidad matemática (P M) 
consiste en un número cuyos límites se 
establecen entre los valores O y 1. La regla 
de adición de las probabilidades plantea 
que, para dos sucesos excluyentes (que no 
puedan presentarse al mismo tiempo), la 
probabilidad de que ocurra uno u otro 
suceso está dada por la suma de cada una 
de sus probabilidades. Por ejemplo, cuando 
se lanza un dado, la probabilidad de que 
salga el número 5 es P(5)= 1 /6 y la 
probabilidad de que salga el número 2 es 
P(2)=1 /6. 
De acuerdo con la regla de adición, 
la probabilidad de que salga o el número 5 
o el número 2 estará dada por: P(5 ó 
2)=P(5)+ P(2)=1/6 + 1/6=2/6=1/3. De 
acuerdo a esta regla, se tiene que la suma 
de las probabilidades de los sucesos que 
constituyen el espacio muestra! (E) será 
también igual a 1, por tanto: P(A ó B ó 
C)=P(A)+P(B)+P(C)=1. 
Si dos sucesos pueden presentarse 
ambos al mismo tiempo, la probabilidad de 
que ocurran conjuntamente está 
determinada por la regla de la 
multiplicación de cada una de sus 
probabilidades. La regla de multiplicación 
de las probabilidades establece que la 
probabilidad de que tengan lugar 
conjuntamente (probabilidad conjunta) 
dos sucesos dependientes es igual al 
producto de la probabilidad de que suceda 
el primero de ellos por la probabilidad de 
que el segundo de los sucesos se produzca, 
condicionado a que se haya producido el 
primero, de la siguiente forma: 
3 COHEN, Lawrence Jonathan. The Probable and the Provable. Oxford: Oxford University Press. 1977. 363 p. 
4 BACON, Francis. Novum Organum 11. Buenos Aires: Losada, 1949. 353p. 
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P(AÜB)=P(A) X P(B/ A). Si A y B son 
independientes, entonces P(AÜB)=P(A) X 
P(B). 
Estas tres simples propiedades 
algebraicas son la base fundamental del 
sistema de la probabilidad matemática 
(P M), que se emplea en la solución de 
problemas de variada índole y en diversas 
áreas del conocimiento -de lo cual el 
Derecho no ha sido la excepción; muy por 
el contrario, ha sido objeto de estudio en 
su campo-. 
Para Cohen, la riqueza de este 
sistema de la probabilidad matemática 
causa serios problemas cuando es aplicada 
a las inferencias realizadas por los jueces 
en los procesos judiciales anglo-
estadounidenses. 
Los problemas que se presentan son 
esbozados por Cohen en forma de 
paradojas, algunas de las cuales aparecen 
debido a la aplicación del principio 
multiplicativo para la conjunción (ver 
anexo No. 1) en las inferencias realizadas 
por los jueces en los sistemas anglo-
estadounidenses, en el sistema de la 
probabilidad matemática. Otros problemas 
surgen debido a la regla de adición, la cual 
determina la probabilidad de que uno de 
dos sucesos haya ocurrido cuando es 
imposible que ambos hayan ocurrido 
simultáneamente. Esto obedece al 
principio complementario para la 
negación (ver anexo No. 1 ), el cual tiene 
que ver con los sucesos mutuamente 
excluyentes como «culpable» y «no 
culpable» («inocente»), los cuales son 
exhaustivos, es decir, que puede ocurrir uno 
y otro. En este caso, se dice que un suceso 
es el complemento del otro. 
Que una persona sea culpable es el 
complemento de la negación de que sea 
culpable, es decir, que sea inocente. Por 
ejemplo, si en el sistema de la probabilidad 
matemática, la probabilidad de que una 
determinada persona sea culpable de la 
comisión de un delito es de O. 9, la 
probabilidad de que no sea culpable, es 
decir, que sea inocente es de 0.1 (1 - 0.9). 
Mientras más probable sea su culpabilidad 
menos probable es su inocencia, en el 
sistema de la probabilidad matemática, 
toda vez que ambas probabilidades deben 
sumar 1 (0.9 + 0.1 ). 
Para Cohen, la regla de la 
multiplicación (principio multiplicativo 
para la conjunción) es inconsistente con 
los estándares de valoración de la prueba 
en los procesos civiles y con las diversas 
explicaciones de los requisitos legales en 
las cadenas de inferencia (inferencias en 
cascada), en donde debe ser probado, por 
ejemplo, B desde C y luego A desde B. Para 
el caso, supóngase que: 
A: Pedro asesinó con un revolver a Juan. 
B: Pedro es culpable de algún delito. 
C: Pedro puso su mano debajo de su 
saco cuando fue detenido por la 
policía para una requisa, y se le 
encontró un revólver. 
Con respecto a los estándares de valoración 
en los procesos civiles para el sistema legal 
anglo-estadounidense, conocidos como la 
«preponderancia de la prueba» o el 
«balance de probabilidad» (y en donde la 
probabilidad debe ser mayor a 0.5), Cohen 
argumenta que la regla de la 
multiplicación en el sistema de la 
probabilidad matemática lleva a que el 
demandante, en un proceso civil, pueda 
perder su caso, aun habiendo tenido valores 
altos de probabilidad en cada una de las 
pruebas individuales. En este caso, aun 
asumiendo que la probabilidad de cada 
elemento probatorio es mayor a 0.5, el 
producto (regla de multiplicación) de los 
mismos resulta menor que 0.5. 
De otro lado, el orden de multiplicación 
no afecta el producto (0.8 x 0.4 es igual a 
0.4 X 0.8), y esto presenta dificultades en 




cadena de inferencias deba ser probado 
bajo el estándar de valoración penal, 
conocido como « más allá de la duda 
razonable». Es decir, que A deba ser 
probado desde B bajo el estándar de 
valoración de «la preponderancia de la 
prueba» (mayor que 0.5), y que B deba ser 
probado desde C bajo el estándar de 
valoración de «más allá de la duda 
razonable». En este caso la cadena de 
inferencias se hace débil o fuerte y esto, 
en razón de la conmutabilidad de la 
operación, pareciera no afectar el producto 
(lo cual no es consistente cuando las 
cadenas de inferencia son débiles o 
fuertes). 
Otro problema, a juicio de Cohen, 
surge de la aplicación del principio del 
complemento para la negación, propio de 
la probabilidad matemática, en el que las 
probabilidades de los eventos 
complementarios deben sumar 1 . Para él, 
esta operación hace que el proceso judicial 
se asemeje a una división del peso que 
cada una de las partes recibe en un proceso 
judicial; es decir, mientras más recibe el 
demandante menos recibe el demandado. 
Lo anterior, a juicio de Cohen, es 
desafortunado, toda vez que la fuerza de 
los argumentos de una de las partes en un 
proceso judicial no puede necesariamente 
ser disminuida por la fuerza de los 
argumentos de la contraparte. 
Para Cohen, el proceso es una prueba 
de la fuerza del caso de cada una de las 
partes, y el sistema de la probabilidad 
matemática fortalece la idea de que la 
ganancia de una de las partes se 
corresponde con la pérdida de la 
contraparte. Cohen expone otros 
problemas en la aplicación del sistema de 
la probabilidad matemática al estándar de 
valoración probatoria, en los procesos 
penales «más allá de la duda razonable», y 
a la presunción de inocencia, así como a 
otros problemas específicos en la 
corroboración y la convergencia de las 
pruebas. 
Lo Probable y lo Demostrable. Una Aproximación a la Obra 
de Lawrence Jonathan Cohen / Páginas 111-124 
La mayor parte de la obra de Cohen 
está dedicada a desarrollar un nuevo 
sistema de probabilidades, que él llama 
«probabilidades inductivas», simbolizado 
por P1• Este sistema refleja mejor la forma 
como los jueces (o las personas normales) 
razonan inductivamente. El sistema de 
probabilidades inductivas se fundamenta 
en propiedades más sencillas que las del 
sistema de probabilidades matemáticas 
(P M), toda vez que las primeras no pueden 
ser operadas (sumadas, restadas, 
multiplicadas o divididas) en la forma 
establecida para las segundas. 
A pesar de que una prueba puede 
modificar la probabilidad de la ocurrencia 
de un evento, no es posible afirmar que la 
probabilidad de ocurrencia de un suceso 
es, por así decirlo, el doble de la 
probabilidad de ocurrencia de otro suceso 
dada una determinada prueba que es 
relevante. De hecho, en el sistema de 
probabilidad inductiva (P1) propuesto por 
Cohen, sólo se pueden hacer relaciones 
ordinales o relaciones de ordenación entre 
las probabilidades inductivas, con lo que 
es posible afirmar que la ocurrencia de un 
suceso es más probable que la de otro 
(cualitativo) pero no puedo decir cuanto 
más probable es (cuantitativo). 
Pese a que el sistema de la 
probabilidad inductiva propuesto por Cohen 
es, a primera vista, más pobre que el 
sistema de la probabilidad matemática, a 
su juicio (no pretendiendo satisfacer las 
presunciones legales y los estándares de 
valoración de los sistemas jurídicos anglo-
estadounidenses de matemáticos y 
filósofos), el sistema de la probabilidad 
inductiva sí pretende guiar el razonamiento 
de los ciudadanos ordinarios que participan 
como miembros de un jurado en los 
procesos judiciales anglo-estadounidenses. 
A juicio de Cohen, el sistema de la 
probabilidad inductiva refleja mejor el 
razonamiento inductivo que las personas 
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Cohen comenta que los resultados de 
experimentos psicológicos que tienen que 
ver con las estimación de probabilidades, 
pueden ser mejor explicados en términos 
de la probabilidad inductiva más que en 
términos de la probabilidad matemática. 
Cohen plantea varias paradojas para 
el sistema de la probabilidad matemática, 
las cuales no se presentan en su sistema 
de la probabilidad inductiva. El sistema de 
la probabilidad inductiva propuesto por 
Cohen permite al demandante, en un 
proceso civil, ganar el caso si y solamente 
si cada elemento de juicio o prueba es 
establecido sobre el balance de la 
probabilidad inductiva, aun en aquellos 
procesos donde se presentan cadenas de 
inferencias (inferencia en cascada), y en 
donde el ordenamiento de la solidez en 
dichas cadenas se hace necesario, a fin de 
tener una prueba de la solidez del caso más 
que de la división en su mérito. 
Pese a que no todas las conclusiones 
a las que llega Cohen en su obra pueden 
ser compartidas por sus lectores, es 
indudable que la simplicidad y elegancia 
del sistema de la probabilidad inductiva 
propuesto por éste ilumina el camino a 
seguir con relación al tema de la valoración 
racional de la prueba, la que debe ser 
empleada por los jueces en la toma de 
decisiones judiciales, lo cual, como ya se 
ha visto, ocurre en medio de la 
incertidumbre. 
En el caso colombiano, y atendiendo 
al tenor literal del artículo 176 del Código 
General del Proceso, en la etapa de la 
apreciación de las pruebas, el juez debe 
realizar una valoración individual y 
conjunta de cada uno de los medios de 
prueba que le son presentados y propuestos 
por las partes en conflicto, para luego 
motivar el fallo o la decisión judicial en 
uno u otro sentido. El artículo dice, 
literalmente: 
«Artículo 176.-Apreciación 
de las pruebas. Las pruebas 
deberán ser apreciadas en 
conjunto, de acuerdo con las 
reglas de la sana crítica, sin 
perjuicio de las solemnidades 
prescritas en la ley sustancial 
para la existencia o validez de 
ciertos actos. El juez expondrá 
siempre razonadamente el 
mérito que le asigne a cada 
prueba.» 
El artículo citado, expresa también 
que dicha valoración deberá hacerse 
teniendo en cuenta las reglas de la «sana 
crítica», que no son otra cosa que las reglas 
del buen entendimiento, acudiendo a los 
criterios de la lógica, el sentido común y 
la ciencia. 
Lo expuesto en la obra de Cohen 
permite avanzar en la búsqueda de una 
mejora sustancial en la toma de las 
decisiones judiciales, por parte del juez, 
puesto que dota de racionalidad a tales 
decisiones y, por consiguiente, permite un 
mejor control de las mismas a través de 
los diversos recursos y acciones procesales 
que tienen las partes intervinientes en el 
proceso judicial, lo que tendría como 
resultado un gran impacto en la forma 
como se administra justicia actualmente 
en Colombia. En síntesis, sería 
recomendable que el sistema judicial 
colombiano adoptase como base teórica y 
procedimental lo que sugiere el uso del 
concepto de la probabilidad inductiva y sus 
corolarios. 
Para finalizar, se puede afirmar que 
la obra de Laurence Jonathan Cohen, «Lo 
probable y lo demostrable», es una obra 
básica para el estudio de las inferencias 
judiciales. Es un trabajo profundo y 
estimulante para el estudio de las 
inferencias inductivas que pueden ser 
planteadas en la toma de decisiones, en 





ANEXO Nº 1 
LA TEORÍA MATEMÁTICA EN LA OBRA DE 
L. J. COHEN. 
El cálculo matemático de 
probabilidades obedece a dos principios 
fundamentales que son el principio 
complementario para la negación P(B/ 
A)=1-P(0B/A) donde P(B/A) se lee como la 
probabilidad de que B sea verdadero 
basado en la prueba A, y el principio 
multiplicativo para la conjunción P(BÜC/ 
A)=P(B/A) x P(C/AÜB), donde P(BÜC/ A) 
también se lee como la probabilidad de 
que B y C sean verdaderos basados en la 
prueba A. 
Para una mejor comprensión del 
principio complementario de la negación 
y del principio multiplicativo para la 
conjunción se hace necesario entender 
algunos conceptos fundamentales que 
tienen que ver con: 
1) Lógica. 
2) Teoría de conjuntos. 
3) Teoría de la probabilidad. 
1) Lógica: En el lenguaje escrito, las 
palabras pueden ser representadas por 
medio de letras o sílabas. Un conjunto de 
palabras conforman una oración en la que 
se expresa un determinado sentido. Las 
oraciones plasman el pensamiento del 
hombre en forma de enunciados o 
proposiciones, las cuales niegan o afirman 
algo que se dice. En la lógica moderna, 
dichos enunciados o proposiciones pueden 
ser de dos tipos: simples (atómicos) y 
complejos (moleculares). La oración «Lupe 
es hermosa» es un enunciado simple. La 
oración «Miguel es divertido» es otro 
enunciado simple. Si se unen estos dos 
enunciados simples con un conectivo lógico 
(por ejemplo el conectivo «y» denotado por 
el símbolo « »), se forma un enunciado 
complejo que sería: «Lupe es hermosa y 
Miguel es divertido». A este tipo de 
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enunciado se le conoce como conjunción. 
Si se unen estos dos enunciados simples con 
otro conectivo (por ejemplo el conectivo 
«o» denotado por el símbolo «ú») se forma 
un enunciado complejo que sería: «Lupe 
es hermosa o Miguel es divertido». A este 
tipo de enunciado se le conoce como 
disyunción. Si se unen los dos enunciados 
simples con otro conectivo (la expresión 
«si ... , entonces ... » denotada por el símbolo 
« ® «) se forma un enunciado complejo 
del tipo «Si Lupe es hermosa entonces 
Miguel es divertido». A este tipo de 
enunciados se les conoce como 
condicionales o implicaciones. La primera 
parte de éste enunciado se denomina el 
antecedente y la segunda parte el 
consecuente. 
Todos estos enunciados utilizan 
símbolos que son letras del abecedario tales 
como P, Q, R, S, etc., de tal forma que los 
enunciados complejos descritos 
anteriormente pueden ser escritos como: 
P Ü Q, es decir, «Lupe es hermosa y Miguel 
es divertido»; P ú Q, es decir, «Lupe es 
hermosa o Miguel es divertido» y P®Q, es 
decir, «Si Lupe es hermosa entonces Miguel 
es divertido». 
La negación «no», denotada por el 
símbolo «0», es otro término de enlace de 
la lógica moderna que se usa en un 
enunciado simple. Si el símbolo ., se 
antepone a un enunciado, se estará 
negando al mismo. La proposición o 
enunciado «Lupe no es hermosa» (0P) es 
la negación de la proposición o enunciado 
«Lupe es hermosa» (P). 
2) Teoría de conjuntos: Un 
experimento aleatorio es toda acción de 
la cual se conocen sus posibles resultados 
pero de la cual se deriva un sólo resultado 
que no puede ser conocido con antelación. 
El conjunto de estos posibles resultados se 
conoce como espacio muestra! (E). Cada 
uno de los elementos que integran el 
espacio muestra! (E) se conoce como 
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decirse que antes de arrojar un dado de 
antemano se conocen los posibles 
resultados o sucesos que podrían 
presentarse [espacio muestra! 
E=(1,2,3,4,5,6)] pero no se sabe cuál de 
los mismos efectivamente se presentará. 
Si el suceso que interesa es que la cara del 
dado que quede hacia arriba corresponda 
a un número impar (1,3,5), entonces puede 
afirmarse que los números 1,3,5 son un 
subconjunto denotado por la letra A 
[A=(1,3,5)] y que pertenecen o están 
contenidos en el espacio muestra! E 
[E=(1,2,3,4,5,6)]. 
La unión de dos o más sucesos está 
constituida por los elementos comunes y 
no comunes de dichos sucesos. Esto puede 
ser designado por AEB. Ej.: Si A=(2,3) y 
8=(1,3,5), entonces AEB= í1 ,2,3,5y. La 
intersección de dos o más sucesos está 
constituida por los elementos comunes de 
dichos sucesos. Esto puede ser designado 
por A<;B. Para el mismo ejemplo se tiene 
que A<;B=í3y. El suceso contrario, o «el 
complemento» de A, denotado por el signo 
A', está constituido por los elementos de 
E que no se encuentran en A. Para el 
ejemplo se tendría que [A=números 
impares=(1,3,5)] y [A'=números 
pares=(2,4,6)]. Aquí se cumple que AÉA'=E 
(espacio muestra!) y A<;.A'=lf.., donde )E es 
un conjunto carente de elementos que se 
denomina conjunto vacío. 
3) Teoría de la probabilidad: La 
incertidumbre asociada a un experimento 
aleatorio y con respecto a la ocurrencia 
de un suceso puede ser medida por la 
probabilidad. La probabilidad es una 
función (P) que asigna a cada suceso (A) 
un valor numérico P(A), en donde se 
verifican los siguientes axiomas: 
- La probabilidad de A es un número 
comprendido entre O y 1: 0[P(A)[1. 
- La probabilidad de un suceso A seguro 
es igual a 1: P(E)=1. 
- La probabilidad de la unión de dos 
sucesos disyuntos (que no tengan 
elementos comunes) es igual a la suma 
de cada una de las probabilidades de 
dichos sucesos: P(AÉB)=P(A)+P(B). En 
este caso, A<:;.B=/f.., donde /f.. es el 
conjunto vacío. 
Si existen elementos comunes entre 
los sucesos A y B, entonces la probabilidad 
de la umon estará dada por: 
P(AÉB )=P(A)+P(B )-P(A<:;.B ). 
Del « Ensayo filosófico sobre las 
probabilidades», publicado por Pierre 
Simon de Laplace en 1812, se puede afirmar 
que la probabilidad es una consecuencia 
de la falta de conocimiento del ser humano. 
Laplace escribió: «La probabilidad consiste 
en reducir todos los eventos del mismo tipo 
a un cierto número de casos igualmente 
posibles, es decir, aquellos de los cuales 
estamos igual de indecisos sobre su 
existencia». 
Laplace define la probabilidad de un 
suceso como «el cociente entre el número 
de casos favorables y el número total de 
casos posibles, siempre que todos sean 
igualmente posibles (equiprobabilidad)». 
P(A) = # casos favorables 
# casos posibles 
De acuerdo a Laplace, y retomando 
el ejemplo del dado ya mencionado, la 
probabilidad de que la cara del dado que 
quede hacia arriba sea un número impar 
está dada por P(impar)=3/6=1 /2. Esto 
significa que de seis casos posibles 
(1,2,3,4,5,6) sólo tres son favorables 
(1,3,5), o que de dos casos posibles (par o 
impar) sólo uno es favorable (impar). 
La probabilidad de ocurrencia de un 
suceso puede estar condicionada por la 
ocurrencia de otro; es decir, que la 
probabilidad puede ser condicional. Esto 
significa que existen sucesos denominados 




la ocurrencia de otro suceso» y por ende 
modifican el espacio muestra! (E). 
Cuando se lanza un dado, no será lo 
mismo establecer la probabilidad de que 
salga el número 5 a la probabilidad de que 
salga el número 5 sabiendo que ha salido 
un número impar (probabilidad 
condicional). En el primer caso la 
probabilidad de que salga el número 5 es 
P(número 5)=1 /6 (el número 5 es uno de 
los seis números o casos posibles que puede 
salir favorecido cuando se lanza el dado) y 
en el segundo caso, la probabilidad de que 
salga el número 5, dado que se sabe que 
ha salido un número impar, es P(número 
5/número impar)=1 /3 (Si se sabe que ha 
salido un número impar, que puede ser 1, 
3, ó 5, el espacio muestra! es 3 y por ende 
el 5 es uno de los tres casos posibles que 
sale favorecido cuando se lanza el dado). 
Esta probabilidad condicional significa que 
dados dos sucesos A y B, el suceso A está 
condicionado por el suceso B si la 
probabilidad de que suceda A depende de 
que haya sucedido B, y esto, para el 
ejemplo dado, puede ser descrito como: 
P(A/B)=P(5/impar)=1 /3. 
La fórmula para la probabilidad 
condicional está dada por: 
P(A/B)=P(ACB) 
La regla de adición de las 
probabilidades plantea que para dos 
sucesos excluyentes (que no puedan 
presentarse al mismo tiempo) la 
probabilidad de que ocurra uno u otro 
suceso está dada por la suma de cada una 
de sus probabilidades. Por ejemplo, cuando 
se lanza un dado, la probabilidad de que 
salga el número 5 es P(5)= 1 /6 y la 
probabilidad de que salga el número 2 es 
P(2)=1 /6. De acuerdo con la regla de 
adición, la probabilidad de que salga o el 
número 5 o el número 2 estará dada por: 
P(5 ó 2)=P(5)+ P(2)=1 /6 + 1 /6=2/6=1 /3. De 
acuerdo a esta regla, se tiene que la suma 
de las probabilidades de los sucesos que 
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constituyen el espacio muestra! (E) será 
también igual a 1, por tanto: 
P(A ó B ó C)=P(A)+P(B)+P(C)=1. 
La suma de las probabilidades de dos 
sucesos contrarios o complementarios es 
igual a 1, por tanto: P(A) + P(0A) = 1, de 
donde P(A) = 1 - P(0A). 
El principio complementario para 
la negación planteado puede ser escrito 
de la forma P(B/A) = 1 - P (B/A), y se lee 
como «la probabilidad de que B sea 
verdadero basada en el medio de prueba 
A, es igual a 1 menos la probabilidad de 
que B sea falso basada en el medio de 
prueba A». 
En el ámbito jurídico, (B/ A) es la 
afirmación de un hecho B en el proceso 
por parte del demandante, basada en o 
condicionada por el medio de prueba A (el 
demandante afirma un hecho B como cierto 
basado en el medio de prueba A), y (0B,A) 
es la negación del mismo hecho B, basada 
en o condicionada por el medio de prueba 
A (el demandado se opone a dicho hecho 
afirmando que no es cierto). Aquí se 
presenta un problema que deberá ser 
sopesado por el juez basándose en el medio 
de prueba aportado por ambas partes, y 
que ha sido resuelto de forma reiterada 
por las matemáticas del cálculo 
matemático, afirmando que la suma de las 
probabilidades de los elementos que 
confirman y niegan las versiones del 
demandante y del demandado 
(probabilidad de la hipótesis del hecho B, 
probabilidad de la hipótesis del hecho 0 
B), basada en el medio de prueba aportado 
A, debe ser igual a 1, de forma que una 
probabilidad sea el complemento de la 
otra. A manera de ejemplo, si el juez 
encuentra o valora un grado de 
confirmación (del hecho B del demandante 
basado en el medio de prueba A) con un 
valor de 0,8, el grado de negación que 
realiza el demandado será de (1-0,8)=0,2. 
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La regla de multiplicación de las 
probabilidades establece que la 
probabilidad de que tengan lugar 
conjuntamente (probabilidad conjunta) 
dos sucesos dependientes es igual al 
producto de la probabilidad de que suceda 
el primero de ellos por la probabilidad de 
que el segundo de los sucesos se produzca, 
condicionado a que se haya producido el 
primero de la siguiente forma: P(AÜB)=P(A) 
X P(B/ A). Si A y B son independientes, 
entonces P(AÜB)=P(A) X P(B). 
El principio multiplicativo para la 
conjunción planteado puede ser escrito de 
la forma P(BÜC/A)=P(B/A) X P(C/AÜB) y 
se lee como «la probabilidad de que el 
hecho B y el hecho C sean verdaderos 
basados en el medio de prueba A es igual a 
la probabilidad de que el hecho B sea 
verdadero, basada en el medio de prueba 
A, multiplicada por la probabilidad de que 
el hecho C sea verdadero, basada en el 
medio de prueba A y en el hecho B. 
Cohen rechaza el cálculo 
matemático como una teoría que pueda 
explicar los diversos criterios de la 
probabilidad. Dice que el cálculo 
matemático no es una teoría en el sentido 
plausible del término, pues uno de los 
rasgos esenciales de una teoría explicativa 
genuina en las ciencias naturales es la 
predicción de algún hecho desconocido, 
cosa que el cálculo matemático no ha 
logrado. 
En palabras de Cohen: 
«Una forma tentativa de 
abordar el problema es 
argumentar que la unificación 
requerida será encontrada en 
ta identidad del cálculo 
subyacente. Una función de 
probabilidad, podría decirse, 
puede ser definida ahora de 
una manera bastante formal 
120 6 COHEN, The probable and the provable, Op. Cit., p. 10. 
por tos axiomas del cálculo 
pascaliano y puede ser 
mostrado, en et caso de cada 
criterio que valga ta pena, por 
qué cualquier función que se 
ajuste al criterio debe ser una 
función de probabilidad. Pero 
esta propuesta sirve más para 
iluminar ta naturaleza del 
problema que para resolverlo. 
No da luces del porqué debería 
haber tal diversidad de 
criterios semánticos, cada uno 
satisfaciendo tos axiomas del 
cálculo a su manera, y cada 
uno teniendo alguna utilidad 
sustancial o interés en sí 
mismo. 
Como un síntoma de esta 
falencia, la explicación formal 
matematicista no permite 
discernir cualquier nuevo 
ejemplo de ta estructura que 
describe. Ésta carece de 
cualquier consecuencia 
análoga a ta que Bacon y 
Leibniz observaron como 
esencial para cualquier teoría 
explicativa genuina en las 
ciencias naturales -ta 
predicción de alguna verdad 
hasta ahora inadvertida-6• » 
A continuación, como recurso 
ilustrativo, se insertan algunos de los 
aforismos de Bacon consignados en su obra 
Novum Organum 1, que aparecen en la 
versión en castellano de C. F. Almorí, 
publicada por Editorial Losada, Buenos 
Aires, 1949, p. 149: 
Aforismo CIII: Mas después del 
acopio de los particulares, dispuestos 
debida y ordenadamente y como delante 
de los ojos, no se ha de pasar 




investigación de nuevos y particulares 
resultados; o al menos, si se hace esto, no 
se ha de parar ahí. Pues no niego que, una 
vez que se hayan recogido y ordenado todos 
los experimentos de todas las artes y 
llevándolos al conocimiento y juicio de un 
sólo hombre, de esa transposición de los 
experimentos de un arte a otros no puedan 
darse muchas cosas nuevas, útiles para la 
vida y bienestar de los humanos, por medio 
de esa experiencia que yo llamo literata 
(aquella que va de los experimentos a los 
experimentos); mas en resumidas cuentas 
han de esperarse de ellas cosas de menor 
cuantía; cosas realmente mayores, sólo de 
la nueva luz de los axiomas, sacados, por 
buen camino y regla, de aquellos 
particulares, que, a su vez, indiquen y 
señalen nuevos particulares. Pues nuestro 
camino no está llano sino que va subiendo 
y bajando, subiendo primero a los axiomas, 
bajando después a las obras. 
Aforismo CXVII: Y de la misma forma 
que no soy fundador de escuela, así 
tampoco soy pródigo en promesas de obras 
particulares. Mas pudiera alguien 
objetarme diciendo que yo, que tantas 
veces hago mención de obras y todo lo 
dirijo a esto, debiera efectivamente 
presentar algunas como en prenda. Pero 
es que mi método y procedimiento (como 
muchas veces lo he manifestado con 
claridad y lo repetiré con gusto) es éste: 
no extraer obras de obras y experimentos 
de experimentos (como los empíricos), sino 
de obras y experimentos extraer causas y 
axiomas y a su vez, de causas y axiomas 
extraer nuevas obras y experimentos (como 
hacen los legítimos intérpretes de la 
naturaleza) ... 
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