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Abstract—Semantic segmentation of remote sensing images 
plays an important role in land resource management, yield 
estimation, and economic assessment. Even though the semantic 
segmentation of remote sensing images has been prominently 
improved by convolutional neural networks, there are still several 
limitations contained in standard models. First, for encoder-
decoder architectures like U-Net, the utilization of multi-scale 
features causes overuse of information, where similar low-level 
features are exploited at multiple scales for multiple times. Second, 
long-range dependencies of feature maps are not sufficiently 
explored, leading to feature representations associated with each 
semantic class are not optimal. Third, despite the dot-product 
attention mechanism has been introduced and harnessed widely in 
semantic segmentation to model long-range dependencies, the high 
time and space complexities of attention impede the usage of 
attention in application scenarios with large input. In this paper, 
we proposed a Multi-Attention-Network (MANet) to remedy these 
drawbacks, which extracts contextual dependencies by multi 
efficient attention mechanisms. A novel attention mechanism 
named kernel attention with linear complexity is proposed to 
alleviate the high computational demand of attention. Based on 
kernel attention and channel attention, we integrate local feature 
maps extracted by ResNeXt-101 with their corresponding global 
dependencies, and adaptively signalize interdependent channel 
maps. Experiments conducted on two remote sensing image 
datasets captured by variant satellites demonstrate that the 
performance of our MANet transcends the DeepLab V3+, PSPNet, 
FastFCN, and other baseline algorithms. 
Index Terms—high-resolution remote sensing images, attention 
mechanism, semantic segmentation 
I. INTRODUCTION 
emantic segmentation using remote sensing images, i.e., 
the assignment of assigning the precise category to every 
pixel contained in an image [1, 2], plays a critical role in a wide 
range of application scenarios such as land resource 
management, yield estimation, and economic assessment [3-6].  
Vegetation indices are one genre of frequently-used features 
extracted from multi-spectral/multi-temporal images to 
manifest the physical properties of land cover. The normalized 
difference vegetation index (NDVI) [7] and soil-adjusted 
vegetation index (SAVI) [8] highlight vegetation over other of 
land resources, while the normalized difference bareness index 
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(NDBaI) [9] and the normalized difference bare land index 
(NBLI) [10] emphasize bare land, and the normalized 
difference water index (NDWI) [11] and modified NDWI 
(MNDWI) [12] indicate water.  
Meanwhile, the remote sensing community has tried to 
design assorted classifiers from diverse perspectives, from 
orthodox methods such as logistic regression [13], distance 
measure [14] and clustering [15], to advanced methods 
including support vector machine (SVM) [16], random forest 
(RF) [17], artificial neural network (ANN) [18], and multi-layer 
perceptron (MLP) [19]. Since extraction of the geographical 
distribution of land cover requires pixel-based image 
classification, how to precisely refine pixel features is the core 
of these classifiers. However, the high dependency on manual 
descriptors restricts the flexibility and adaptability of these 
methods.  
Deep Learning (DL) is powerful to automatically capture 
nonlinear and hierarchical features and has influenced many 
domains such as computer vision (CV) [20], natural language 
processing (NLP) [21], as well as automatic speech recognition 
(ASR)  [22]. As a typical classification task, a great many DL 
methods have been introduced to land cover classification. 
Compared to vegetation indices which only consider finite 
bands, DL methods can harness a variety of information 
including periods, spectrums, and the interactions between 
different kinds of land cover. 
For semantic segmentation, Fully Convolutional Network 
(FCN) based networks such as SegNet [23] and U-Net [24] 
have become frequently-used schemes. Generally, the FCN 
based architectures are comprising a contracting path, which 
extracts the information contained in the input image and 
generates corresponding high-level feature maps, and an 
expanding path, where high-level feature maps are utilized to 
reconstruct the pixel-wise segmentation mask. However, 
despite their powerful representation ability, these multi-scale 
approaches, where similar low-level features are exploited at 
multiple scales for multiple times, result in a superfluous 
utilization of information flow. Furthermore, the discriminative 
power of the generated feature maps might be insufficient for 
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challenging tasks like semantic segmentation of high-resolution 
remote sensing images. 
The utilization of multi-scale context fusion is a feasible 
scheme [25-31] which can improve the discriminative ability of 
feature representations. Using atrous spatial pyramid pooling 
[25, 26], pyramid pooling module [27], or context encoding 
module [29], the contextual multi-scale information can be 
aggregated. Even though context captured by the above 
strategies is beneficial to capture objects at different scales, 
contextual dependencies for whole input regions are 
homogeneous and non-adaptive, ignoring the disparity between 
contextual dependencies and local representation for different 
categories. Further, these strategies of multi-scale context 
fusion are manually designed, lacking the flexibility to model 
the multi-context representations. The long-range dependencies 
of feature maps are not sufficiently leveraged in these 
approaches, which is of pivotal importance in many remote 
sensing imaging segmentation problems. 
Alternatively, benefitting from their specialty on capturing 
long-range dependencies, dot-product attention mechanisms 
have been widely used in vision and language tasks. Dot-
product-attention-based Transformer has manifested the state-
of-the-art performances in nearly all tasks in natural language 
processing [21, 32-34]. The non-local module [35], a dot-
product-based attention modified for computer vision, has 
demonstrated its superiority on image classification [36], object 
detection [37], semantic segmentation [38], and panoptic 
segmentation [39]. 
However, as the memory and computational costs of the dot-
product attention mechanism increase quadratically with the 
spatio-temporal size of the input, how to model global 
dependency on large inputs, e.g. large-scale videos, long 
sequences, or high-resolution images, remains an intractable 
problem. To alleviate the enormous computational 
consumptions, Child [40] designed a sparse factorization of the 
attention matrix and reduce the complexity from 𝑂(𝑁2)  to 
𝑂(𝑁√𝑁). Using locality sensitive hashing, Kitaev [41] reduced 
the complexity to 𝑂(𝑁 log𝑁) . To further reduce the 
complexity to 𝑂(𝑁), Katharopoulos [42] taken self-attention as 
a linear dot-product of kernel feature maps, and Shen [43] 
modified the position of softmax functions.  
In this paper, we reduce the complexity of the dot-product 
attention mechanism to 𝑂(𝑁) by taking attention as a kernel 
function and propose kernel attention with 𝑂(𝑁) complexity. 
As the complexity of attention is dramatically reduced by kernel 
attention, we propose a Multi-Attention-Network (MANet) 
with ResNeXt-101 [44] backbone which explores more 
complex combinations between attention mechanisms and deep 
networks for the task of semantic segmentation from high-
resolution remote sensing images. The performance of 
proposed algorithm transcends U-Net [24], DeepLab V3 [25], 
DeepLab V3+ [26], RefineNet [45], PSPNet [27] and FastFCN 
[30]. The major contributions of this paper could be listed as 
follows: 
1) We propose a novel attention mechanism named kernel 
attention with linear complexity to alleviate the high 
computational demand of attention. 
2) To extract refined dense features, we substitute ResNet 
to ResNeXt-101 as our backbone, which enhances the 
ability of feature extraction. 
3) Based on kernel attention and ResNeXt-101, we 
proposed a Multi-Attention-Network (MANet) which 
extracts contextual dependencies by multi-kernel 
attentions. 
II. RELATED WORK 
A. Dot-Product Attention 
To enhance word alignment in machine translation, 
Bahdanau [46] proposed the initial formulation of the dot-
product attention mechanism. Successively, in Transformer 
[34],  recurrences are completely replaced by attention. And the 
state-of-the-art records in almost all tasks in natural language 
processing tasks demonstrate the superiority of attention 
mechanisms. Wang [35] modified the dot-product attention for 
computer vision and proposed the non-local module. 
Subsequent works conducted on many tasks of computer vision 
including image classification [36], object detection [37], 
semantic segmentation [38], and panoptic segmentation [39]  
further prove the effectiveness and universality of attention 
mechanism. Meanwhile, attention is an effective technology for 
speech recognition [47, 48]. 
B. Scaling Attention 
Besides dot-product attention, there is another genre of 
techniques referred to as attention in the literature. To 
distinguish them, this section calls them scaling attention. 
Unlike dot-product attention which models global dependency, 
scaling attention reinforces the informative features and 
whittles the information-lacking features. In the squeeze-and-
excitation (SE) module [49], a global average pooling layer and 
a linear layer are harnessed to calculate a scaling factor for each 
channel and then weighting the channels accordingly. By 
adding a global max-pooling layer beside global average 
pooling and a spatial attention submodule, the convolutional 
block attention module (CBAM) [50] further boost the 
performance of the SE block. Actually, whether the principles 
or purposes of dot-product attention and scaling attention are 
completely divergent. In this paper, we are going to focus on 
dot-product attention. 
C. Semantic Segmentation 
Fully Convolutional Network (FCN) based methods have 
brought huge progress in semantic segmentation. DilatedFCN 
and EncoderDecoder are two prominent directions followed by 
FCN. In DilatedFCNs [25-30, 51], dilate or atrous convolutions 
are harnessed to retain the receptive field of view, and a multi-
scale context module id utilized to cope with high-level feature 
maps. Alternatively, EncoderDecoders [24, 45, 52-54] utilize 
an encoder to capture multi-level feature maps, which are then 
incorporated into the final prediction by a decoder. 
DilatedFCN The dilated or atrous convolution [28, 51] has 
been proven to be an effectual technology for dense prediction 
and has been successfully utilized in semantic segmentation. In 
DeepLab [25, 26], atrous spatial pyramid pooling (ASPP) 
which comprises parallel dilated convolutions with diverse 
dilated rates could embed contextual information, while a 
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pyramid pooling module (PPM) is included in PSPNet [27] to 
collect the effective contextual prior between different scales.  
Alternatively, EncNet [29] proposes a context encoding module 
to exploit global contextual information. Then FastFCN [30] 
replace dilated convolutions to a joint pyramid upsampling 
module (JPU) which could reduce computation complexity. 
EncoderDecoder Skip connections, which combine the 
high-level features generated by the decoder and low-level 
features generated by the corresponding encoder, are proposed 
to construct U-Net [24]. In U-Net++ [52], nested and dense skip 
connections substitute the plain skip connections in U-Net, 
which narrow the semantic gap between the encoder and 
decoder. U-Net 3+ [53] and MACU-Net [54] further propose 
full-scale skip connections and multi-scale skip connections to 
enhance the capability of skip connections. Meanwhile, 
RefineNet [45] design a multipath refinement structure, which 
captures all the available information along the down-sampling 
process. Taking DeepLab V3 as the encoder, DeepLab V3+ [26] 
combines the merits of DilatedFCN and EncoderDecoder. 
III. METHODOLOGY 
A. Definition of Dot-Product Attention 
Supposing N and 𝐷𝑥  denote the length of input sequences 
and the number of input dimensions where 𝑁 = 𝐻 ×𝑊 and H 
and W denote the height and width of the input, given a feature 
𝑿 = [𝒙1, ⋯ , 𝒙𝑁] ∈ 
𝑁×𝐷𝑥 , dot-product attention utilize three 
projected matrices 𝑾𝑞 ∈ 
𝐷𝑥×𝐷𝑘 , 𝑾𝑘 ∈ 
𝐷𝑥×𝐷𝑘 , and 𝑾𝑣 ∈
𝐷𝑥×𝐷𝑣  to generate corresponding  query matrix Q, the key 
matrix K, and the value matrix V: 
𝑸 = 𝑿𝑾𝑞 ∈ 
𝑁×𝐷𝑘,  
𝑲 = 𝑿𝑾𝑘 ∈ 
𝑁×𝐷𝑘, (1) 
𝑽 = 𝑿𝑾𝒗 ∈ 
𝑵×𝑫𝒗 .  
The dimensions of the query matrix and key matrix must be 
identical. Then a normalization function ρ evaluates the 
similarity between the i-th query feature 𝒒𝑖
𝑇 ∈ 𝐷𝑘  and the j-th 
key feature 𝒌𝑗 ∈ 
𝐷𝑘  by  𝜌(𝒒𝑖
𝑇𝒌𝑗) ∈ 
1
. Generally, as the 
query feature and key feature are generated by diverse layers, 
the similarities between 𝜌(𝒒𝑖
𝑇𝒌𝑗)  and 𝜌(𝒒𝑗
𝑇𝒌𝑖)  are not 
symmetric. By calculating the similarities between all pairs of 
positions and taking the similarities as weights, the dot-product 
attention module computes the value at position i via 
aggregating the value features from all positions based on 
weighted summation: 
𝐷(𝑸,𝑲, 𝑽) = 𝜌(𝑸𝑲𝑇)𝑽. (2) 
The softmax is the common normalization function: 
𝜌(𝑸𝑇𝑲) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥𝑟𝑜𝑤(𝑸𝑲
𝑇), (3) 
where 𝑠𝑜𝑓𝑡𝑚𝑎𝑥𝑟𝑜𝑤  indicates applying the softmax function 
along each row of matrix 𝑸𝑲𝑇. 
The 𝜌(𝑸𝑲𝑇)  models the similarities between all pairs of 
positions. However, as 𝑸 ∈ 𝑁×𝐷𝑘  and 𝑲𝑇 ∈ 𝐷𝑘×𝑁 , the 
product between 𝑸 and 𝑲𝑇  belongs to 𝑁×𝑁 , which leads to 
𝑂(𝑁2)  memory complexity and 𝑂(𝑁2)  computational 
complexity. Therefore, the high resource-demanding of dot-
product greatly limit the application on large inputs. An 
improvement method is modifying the softmax [43], and 
another is introducing the kernel method. An illustration of the 
architecture of the dot-product attention mechanism can be seen 
in Fig. 1. 
B. Generalization of Dot-Product Attention Based on Kernel 
Under the condition of softmax normalization function, the 
i-th row of result matrix generated by the dot-product attention 
module according to equation (2) can be written as: 
𝐷(𝑸,𝑲, 𝑽)𝑖 =
∑ 𝑒𝒒𝑖
𝑇𝒌𝑗𝒗𝑗
𝑁
𝑗=1
∑ 𝑒𝒒𝑖
𝑇𝒌𝑗𝑁
𝑗=1
, (4) 
Then, equation (4) can be generalized for any normalization 
function and rewritten as: 
𝐷(𝑸,𝑲, 𝑽)𝑖 =
∑ 𝑠𝑖𝑚(𝒒𝑖 , 𝒌𝑗)𝒗𝑗
𝑁
𝑗=1
∑ 𝑠𝑖𝑚(𝒒𝑖 , 𝒌𝑗)
𝑁
𝑗=1
, 
𝑠𝑖𝑚(𝒒𝑖 , 𝒌𝑗) ≥ 0. 
(5) 
If 𝑠𝑖𝑚(𝒒𝑖 , 𝒌𝑗) = 𝑒
𝒒𝑖
𝑇𝒌𝑗, equation (5) is equivalent to equation 
(4). And 𝑠𝑖𝑚(𝒒𝑖 , 𝒌𝑗) can be further expanded as 𝑠𝑖𝑚(𝒒𝑖 , 𝒌𝑗) =
𝜙(𝒒𝑖)
𝑇𝜑(𝒌𝑗) , where 𝜙(∙)  and 𝜑(∙)  can be seen as kernel 
smoothers [55]. Then equation (4) can be rewritten as: 
𝐷(𝑸,𝑲, 𝑽)𝑖 =
∑ 𝜙(𝒒𝑖)
𝑇𝜑(𝒌𝑗)𝒗𝑗
𝑁
𝑗=1
∑ 𝜙(𝒒𝑖)𝑇𝜑(𝒌𝑗)
𝑁
𝑗=1
, (6) 
and then can be simplified as: 
𝐷(𝑸,𝑲, 𝑽)𝑖 =
𝜙(𝒒𝑖)
𝑇 ∑ 𝜑(𝒌𝑗)𝒗𝑗
𝑇𝑁
𝑗=1
𝜙(𝒒𝑖)𝑇 ∑ 𝜑(𝒌𝑗)
𝑁
𝑗=1
. (7) 
As 𝑲 ∈ 𝐷𝑘×𝑁  and 𝑽𝑇 ∈ 𝑁×𝐷𝑣 , product between 𝑲  and 𝑽𝑇 
belongs to 𝐷𝑘×𝐷𝑣 , which considerably reduces the complexity 
of the dot-product attention mechanism.  
C. Kernel Attention 
Taking 𝜙(∙) = 𝜑(∙) = softplus(∙), where 
 
Fig. 1. Illustration of the architecture of dot-product attention mechanism. 
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softplus(x) = log⁡(1 + 𝑒𝑥) (8) 
However, the above approximation cannot guarantee the non-
negativity. To ensure 𝒒𝑖
𝑇𝒌𝑗 ≥ −1, we can normalize 𝒒𝑖 and 𝒌𝑗 
by 𝑙2 norm: 
⁡⁡𝑠𝑖𝑚(𝒒𝑖 , 𝒌𝑗) = softplus(𝒒𝑖)
𝑇softplus(𝒌𝑗). (9) 
Then, equation (5) can be rewritten as: 
𝐷(𝑸,𝑲, 𝑽)𝑖 =
softplus(𝒒𝑖)
𝑇 ∑ softplus(𝒌𝑗)𝒗𝑗
𝑇𝑁
𝑗=1
softplus(𝒒𝑖)𝑇 ∑ softplus(𝒌𝑗)
𝑁
𝑗=1
, (10) 
The above equation can be written in a vectorized form as: 
𝐷(𝑸,𝑲, 𝑽) =
softplus(𝑸)softplus(𝑲)𝑇𝑽
softplus(𝑸)∑ softplus(𝑲)𝑖,𝑗
𝑇
𝑗
. (12) 
As ∑ softplus(𝒌𝑗)𝒗𝑗
𝑇𝑁
𝑗=1  and ∑ softplus(𝒌𝑗)
𝑁
𝑗=1 can be 
calculated and reused for every query, time and memory 
complexity of the proposed linear attention mechanism based 
on equation (12)  is 𝑂(𝑁).  
D. The Structure of ResNeXt 
Inspired by harnessed by ResNet [56] and Inception [57], the 
ResNeXt [44] structure utilized both the strategy of repeating 
layers and the technique of stacking and split-convert-merge to 
improve the extensibility and accuracy of the network without 
increasing the complexity of the network. ResNeXt is 
constructed by repeating a basic block that aggregates a series 
of transformations with the same topology. The number of the 
series of transformations is named cardinality. A comparison 
between ResNet and ResNeXt can be seen from Fig. 2. 
Deepening or widening a network is the conventional method 
to improve the accuracy of the network. Nevertheless, the 
difficulties of network design and the consumers of 
computational resources will be increased as the number of 
hyper-parameters increase, such as channels and kernel size.  
Alternatively, ResNeXt combines the block stack technology 
adopted by ResNet and the grouping convolution used in 
Inception to design an aggregated transformation strategy, 
which improves the accuracy of model recognition without 
increasing the complexity of the model.  
Experiments indicate that increasing cardinality is a concrete 
and measurable way to facilitate the representation ability of a 
network [44], especially when deepening or widening a 
 
1 ISPRS 2d semantic labeling data set: http://www2.isprs.org/commissions/comm3/wg4/semantic-labeling.html 
network starts to give diminishing returns for an existing 
network. 
E. Multi-Attention-Network 
As the number of channels is further less than the pixels 
contained in feature maps, the complexity of the dot-product 
attention mechanism designed for channels is not very high. 
Thus, we utilize the channel attention mechanism based on the 
dot-product [38].  
Using kernel attention mechanism and channel attention 
mechanism which model long-range dependencies of positions 
and channels respectively, we design an attention block to 
enhance the discrimination of feature maps extracted by each 
layer.  
The structure of the proposed Multi-Attention-Network is 
provided in Fig. 5. We harness ResNeXt-101 pretrained on 
ImageNet to extract feature maps. Specifically, five feature 
maps with different scales acquired from the outputs of [Conv-
1, Res-2, Res-3, Res-4, Res-5] are employed. Then, the low-
level feature maps are up-sampled by transposed convolution 
and concatenated with the high-level feature maps. The 
concatenated result is successively fed into an attention block. 
Finally, the output of the final attention block is up-sampled to 
the identical resolution of the input by employing bilinear 
interpolation. 
IV. EXPERIMENTAL RESULTS 
A. Datasets 
The effectiveness of the linear attention mechanism is 
verified using fine Gaofen Image Dataset (GID) [58] and the 
ISPRS Potsdam dataset 1. Fine GID contains 10 RGB images in 
the size of 7200 × 6800 captured by Gaofen 2 Satellite in China. 
Each image covering a geographic region of 506⁡𝑘𝑚2 . The 
images contained in fine GID are labeled with fifteen classes. 
We separately partition each image into non-overlap patch sets 
with the size of 256 × 256 and just discard the pixels on the 
edges which cannot be divisible by 256. Thus, 7280 patches are 
 
Fig. 2. Left: A block of ResNet. Right: A block of ResNeXt with 32 
cardinalities. A layer is shown as (in channels, kernel size, out channels). 
  
 
Fig. 4. Illustration of the attention block. 
  
 
Fig. 3. Details of the channel attention mechanism. 
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obtained. Then we randomly select 60% patches as training set, 
20% patches as validation set, and the rest 20% patches as test 
set. For ISPRS Potsdam dataset, we utilize (ID: 2_13, 2_14, 
3_13, 3_14, 4_13, 4_14, 4_15, 5_13, 5_14, 5_15, 6_13, 6_14, 
6_15, 7_13) for testing, (ID: 2_10) for validation, and the other 
23 images for training. Similarity, images are cropped into 
patch sets with the size of 256 × 256.  
B. Experimental Setting 
To evaluate the effectiveness of MANet, U-Net [21], 
DeepLab V3 [22], DeepLab V3+ [23], RefineNet [42], PSPNet 
[24] and FastFCN [27] are taking into comparison.  
All of the models are implemented with PyTorch, and the 
optimizer is set as Adam with a 0.0003 learning rate and 16 
batch size 2. All the experiments are implemented on a single 
NVIDIA GeForce RTX 2080ti GPU with 11 GB RAM. The 
cross-entropy loss function is used as a quantitative evaluation 
and backpropagation index to measure the disparity between 
the obtained 2D segmentation maps and ground truth. 
For each dataset, the overall accuracy (OA), average 
accuracy (AA), Kappa coefficient (K), mean Intersection over 
Union (mIoU), Frequency Weighted Intersection over Union 
(FWIoU), and F1-score (F1) are adopted as evaluation indexes.  
 
2 Code and pretrained model are available at https://github.com/lironui/Multi-Attention-Network. 
C.  Results on GID and ISPRS Potsdam 
The experimental results of different methods on GID and 
ISPRS Potsdam are demonstrated in Table Ⅰ. The performance 
of the proposed MANet transcends other algorithms in all 
quantitative evaluation indexes at a large margin. For GID, the 
proposed MANet brings 3.535% and 3.374% improvements on 
mIoU and F1 compared with PSPNet. And for the ISPRS 
Potsdam dataset, the improvements are 2.769% in mIoU and 
1.762% in F1-score compared with FastFCN, respectively. 
Meanwhile, we investigate the confusion between each pair of 
classes and we report the confusion matrix by heat maps for 
each competing method in Fig. 6. The more visible diagonal 
structure (the dark blue blocks concentrated on the diagonal) 
indicates the more powerful discriminative capacity between 
classes. And the diagonal structure of MANet is more distinct 
than others, which proves the superiority of our framework. 
Some visual results generated by our method and other methods 
are provided in Fig. 7, which manifests that the proposed 
MANet can capture refined features.   
 What is more, the number of parameters and the 
consumptions of calculations are also significant to assess the 
merit of a framework. The comparison of parameters and 
computational complexity between different algorithms are 
reported in Table Ⅱ, where ‘M’ is the abbreviation of million,  
 
Fig. 5. The structure of proposed MANet. 
 
TABLE Ⅰ 
THE EXPERIMENTAL RESULTS ON GID (THE LEFT) AND ISPRS POTSDAM (THE RIGHT) DATASETS. 
Method OA AA K mIoU FWIoU F1 Method OA AA K mIoU FWIoU F1 
U-Net 86.378  74.532  83.357  64.516  76.822  75.532  U-Net 83.415 82.729 77.764 71.750 71.962 83.208 
Deeplab V3 89.388  80.905  87.079  71.809  81.437  81.077  Deeplab V3 87.661 86.207 83.483 76.825 78.343 86.702 
Deeplab V3+ 90.125  81.483  87.959  72.668  82.646  81.492  Deeplab V3+ 87.812 87.180 83.640 77.568 78.556 87.125 
RefineNet 89.857  81.169  87.597  73.167  82.109  83.113  RefineNet 87.079 86.282 82.720 77.011 77.644 86.745 
PSPNet 90.573  82.211  88.485  74.797  83.255  83.761  PSPNet 87.184 86.264 82.859 76.531 77.687 86.507 
FastFCN 90.336  83.625  88.221  74.364  82.950  83.704  FastFCN 87.834 86.528 83.620 77.816 78.660 87.310 
MANet 91.530 86.514 89.678 78.332 84.898 87.135 MANet 89.396 88.763 85.808 80.585 81.171 89.072 
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the unit of parameter number, and ‘G’ is the abbreviation of 
Gillion (thousand million), the unit of floating point operations. 
And the comparison demonstrates that the complexity of 
MANet is not massive.  
D. Ablation Study 
In the proposed MANet, attention blocks and ResNeXt-101 
are to exploit global contextual representations and enhance the 
ability of feature extraction. To further verify the performance 
of attention blocks, we conduct ablation experiments on ISPRS 
Potsdam dataset with different settings in Table Ⅲ. As 
illustrated in Table Ⅲ, the utilization of attention blocks and 
ResNeXt bring prominent improvements compared with the 
 
Fig. 6.  Heat Maps of different methods on GID (left) and ISPRS Potsdam (right). 
 
TABLE Ⅱ 
THE COMPARISON OF PARAMETERS AND COMPUTATIONAL COMPLEXITY. 
Method input shape Parameters (M) Complexity (G) 
U-Net 
3×256×256 
 
13.96 10.86 
Deeplab V3 18.63 58.16 
Deeplab V3+ 23.99 59.47 
RefineNet 60.77 109.87 
PSPNet 19.69 65.71 
FastFCN 70.51 104.38 
MANet 25.73 93.66 
 
TABLE Ⅲ 
THE ABLATION STUDY ON ISPRS POTSDAM DATASET. 
Backbone Attention OA AA K mIoU FWIoU F1 
ResNet-50  87.529 86.448 83.320 77.697 78.288 87.218 
ResNet-50 √ 88.603 88.135 84.732 79.416 79.914 88.327 
ResNet-101  88.224 88.073 84.245 78.893 79.293 87.992 
ResNet-101 √ 89.082 88.904 85.400 80.142 80.681 88.778 
ResNeXt-50  88.337 87.172 84.368 78.626 79.349 87.867 
ResNeXt-50 √ 88.766 87.661 84.921 79.421 80.125 88.283 
ResNeXt-101  88.694 88.179 84.866 79.528 80.032 88.389 
ResNeXt-101 √ 89.396 88.763 85.808 80.585 81.171 89.072 
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baseline. For different backbones, the usage of attention averagely elevates 1% performance of mIoU. ResNeXt-101 and 
 
Fig. 7. Qualitative comparisons between different methods on GID (left) and ISPRS Potsdam (right). 
 
TABLE Ⅳ 
THE EFFECTIVENESS OF KERNEL ATTENTION ON GID. 
Method OA AA K mIoU FWIoU F1 
U-Net 86.378  74.532  83.357  64.516  76.822  75.532  
U-Net with Kernel Attention 88.456 77.015 85.876 68.266 79.882 78.385 
RefineNet 89.857  81.169  87.597  73.167  82.109  83.113  
RefineNet with Kernel Attention 90.111 84.118 87.962 75.323 82.599 85.002 
DeepLab 89.388  80.905  87.079  71.809  81.437  81.077  
DeepLabV3 with Kernel Attention 90.344 82.44 88.223 73.979 82.926 82.783 
DeepLabV3+ 90.125  81.483  87.959  72.668  82.646  81.492  
DeepLabV3 with Kernel Attention 90.804 83.498 88.787 75.328 83.738 83.054 
PSPNet 90.573  82.211  88.485  74.797  83.255  83.761  
PSPNet with Kernel Attention 90.739 82.957 88.688 75.496 83.542 84.424 
FastFCN 90.336  83.625  88.221  74.364  82.950  83.704  
FastFCN with Kernel Attention 90.820 84.026 88.814 75.182 83.754 84.118 
MNet(without Kernel Attention) 91.352 85.119 89.455 77.300 84.646 86.209 
MANet 91.530 86.514 89.678 78.332 84.898 87.135 
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ResNet-101 obtain better results than ResNeXt-50 and ResNet-
50, for deeper backbones are able to capture more refined 
features. And the performances of ResNeXt-based backbones 
outstrip ResNet-based backbones, which manifest the 
efficiency of ResNeXt. 
E. The Effectiveness of Kernel Attention 
To future evaluate the effectiveness of proposed kernel 
attention, we equip 6 baselines with kernel attention and 
compare their performances on GID. Specifically, the kernel 
attention is simply attached after to the final decoder of U-Net, 
the fourth path of RefineNet, the last convolution of FastFCN, 
and the ResNet-101 backbone of Deeplab v3, Deeplab v3+, 
PSPNet, and FastFCN.  
The results shown in Table Ⅳ demonstrate that the 
utilization of kernel attention which captures the global 
contextual dependencies of feature maps indeed enhances the 
performance of whole baselines. 
V. CONCLUSION 
 In this paper, we propose kernel attention which reduces the 
complexity of the dot-product attention mechanism to O(N). By 
tactfully combining kernel attention and ResNeXt-101, we 
design a Multi-Attention-Network (MANet) that comprises a 
multi-scale strategy to incorporate semantic information at 
different levels and self-attention modules to hierarchically 
aggregate relevant contextual features. We implement a series 
of experiments on the task of semantic segmentation from high-
resolution remote sensing images. Meanwhile, an extensive 
ablation study is provided to verify the impact of the individual 
components of the proposed framework. Experiment results on 
GID and ISPRS Potsdam datasets demonstrated that the 
proposed framework prominently transcends 6 baselines in 
whole evaluation indexes, for contextual dependencies over 
local features, are extracted by the proposed MANet.  
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