Abstract-The design of real-time systems for safety-critical applications depends heavily on the normal operation of system, in critical conditions. In these applications, among of real-time tasks, a critical task must be immediately scheduled at its arrival time immediately; otherwise, it leads to a system failure and disasters in safety-critical applications. A major problem in real-time systems included critical tasks, is unpredictable arrival of these tasks. To resolve the problem, a kind of scheduler, called "super scheduler", is employed. The problem can be more complex, in a hierarchical real-time system. A hierarchical real-time system consists of several realtime sub-systems, called "components" .Hence, using super scheduler for each component of the system, needs to special considerations. On the arrival of a critical task, the super scheduler preempts the currently running tasks and alters the priority of all existence tasks. When the critical task is completed, the preempted tasks are executed in their new priority order. This guarantees the completion of the critical and almost all other non-critical tasks before their deadlines, and therefore the stability of the component. To guarantee the stability of a hierarchical real-time system, all its components should be stable. This paper presents a model to guarantee the stability of a hierarchical real-time system included a critical task in each component. Moreover, a fault tolerance method has been applied for all components. Evaluation results show that the proposed technique improves the stability of a hierarchical real-time system included critical tasks by decreasing the number of tasks which miss their deadline.
INTRODUCTION Today, real-time systems as applicable computing paradigms affect and control our lives, ubiquitously. These systems have critical and vital requirements, especially in case of safety-critical applications, which should be considered. A safety-critical application is an application whose failure might endanger human life, lead to substantial economic loss, or cause extensive environmental damage [1] . Traditional areas that have been considered the home of safety-critical applications include avionics, automotive, medical care, and industrial automation.
In a real-time system, each task should be scheduled in order that to be completed in a specified time limit, called deadline. Among of all tasks, a critical task must be completed before its deadline; otherwise, it leads to a system failure and disasters in safety-critical applications [2] , [3] . Hence, a critical task must be immediately scheduled at its arrival time. A major problem in real-time systems included critical tasks, is unpredictable arrival of these tasks. To resolve the problem, a kind of scheduler, called "super scheduler", is employed [3] . A super scheduler alters the priorities of tasks such that the highest priority is given to the critical task. Afterward, it schedules all tasks based on their new priorities. Consequently, the duty of a super scheduler is handling and change scenario of tasks execution in the case of critical tasks arrival. Due to unpredictability of arrival time of critical tasks, the super scheduler should be designed to be dynamic, flexible, and adaptable [3] .
Nowadays, modern real-time applications, such as avionics, are more complex such that a simple real-time system cannot satisfy the requirements of these applications. To cope with the complexity of modern realtime systems, these systems can be independently developed and interconnected to form a System-ofSystems (SoS) [4] . A widely used model in the design of a SoS, is a hierarchical model [5] . In a hierarchical realtime system-of-systems, there are several real-time subsystems, called components. Each component, like a simple real-time system, has several tasks and a scheduling algorithm, individually. Components in a hierarchical real-time system-of-systems are arranged in multi levels. In the first level, there is a "root component". The root component may have several child components, in the next level. Hence, a component in a middle level of hierarchy has a parent component and may have several child components. Components in the same levels of the hierarchical model employ shared computational resources, which are assigned from the parent of the components [5] . Moreover, a child component should be interacted with its parent component.
In this paper, a super scheduler technique to handle critical tasks is proposed for a hierarchical real-time system-of-systems. On the arrival of a critical task, each component of the system uses the proposed super scheduler to schedule its real-time tasks, individually. Employing the proposed technique guarantees the stability of the component, which encounters a critical task, in a hierarchical real-time system. The stability of a real-time component can be guaranteed if the number of component tasks which miss their deadlines, is minimum [3] . The stability of a hierarchical real-time system is guaranteed if the stabilities of all its components are guaranteed.
The remainder of the paper is organized as follows: Section ӀӀ presents an overview of previous studies for scheduling issues in safety-critical real-time systems. In, Section ӀӀӀ to cope with the scheduling problem of critical tasks in hierarchical real-time systems, the proposed super scheduler is described. Section ӀV includes the experimental results and finally conclusions are given in Section V.
II. PREVIOUS STUDIES
A. Related Work Among of the task scheduling algorithms, the hybrid scheduling model, commonly have proposed for real-time and non-real-time tasks [6] , [7] . Hence, a hybrid scheduling model for hard, soft and non-real-time tasks based on two-level hierarchical scheduling architecture is proposed in [8] . In the top-level of this hybrid scheduling model, a constant utilization server is created for each real-time scheduling policy. Moreover, the model has a total bandwidth server for all the non-real-time tasks which schedule by time sharing scheduling policy. The bottom-level scheduler is the operating system scheduler which responsible for scheduling all the servers. This hybrid scheduling is appropriate for the applications that consist of real-time and non-real-time parts.
An evaluation of dynamic tasks execution, under scheduling models like hybrid, static and dynamic scheduling is presented in [9] . The evaluation results show that the hybrid scheduling model can simplify selecting the most appropriate design model of the system tasks scheduling. The hybrid scheduling model guarantees that real-time tasks are completed in their deadlines. Hence, this model is appropriate for the real-time systems consist of hard real-time tasks [10] , [11] . Moreover, this model can save the real-time system resources.
A scheduling method, called fast response time scheduling 1 algorithm is proposed in [12] . This hybrid algorithm is designed to fully take the advantages of Event-based scheduling (EBS) and Run-based scheduling (RBS) algorithms [13] , [14] . In comparison to the static scheduling algorithms, using FRTS algorithm can improve the average response time of real-time tasks of the system, significantly.
A hybrid model containing static and dynamic methods for real-time tasks scheduling, is proposed in [2] . This hybrid scheduler comprises two phase architectural model. The first phase included an offline scheduler for real-time tasks of the system, called "fixed scheduler". Moreover, to achieve fault-tolerance for the system, a redundancy method is employed [15] . Finally, in the second phase, the hybrid scheduler is embedded in a 1 FRTS Algorithm scheduling model, called "super scheduler". To handle critical tasks, the super scheduler alters the priorities of tasks such that the highest priority is given to the critical tasks. Using this scheduling model guarantees the stability of the system, in case of safety-critical applications.
In addition to typical scheduling algorithms, the super scheduler model is employed to schedule real-time tasks in arrival of critical tasks. A suitable technique for design of the real-time tasks scheduling is proposed in [3] . Moreover, the method can evaluate the system behavior in case of safety-critical applications. The method is also appropriate for large real-time systems which consist of soft and hard real-time tasks. Thus, using this method can guarantee the stability of a large real-time system, on the arrival of critical tasks.
A hierarchical framework contained real-time components are proposed in [5] . Each component of this hierarchical framework is a real-time system which has a set of real-time tasks. These set of tasks can be scheduled with RM or EDF algorithms. Moreover, each component has a fault model for its set of tasks, individually. Under fault conditions of the components tasks, the faults can be detected and recovered [16] , [17] . Thus, the task recovery methods, such as task re-execution, and forward/backward recovery can be employed in the components tasks.
According to above, the presence of critical tasks is not considered in the hierarchical real-time systems. Further, to use of task recovery methods, any of faults should be detected at the end of a real-time task execution. Hence, to handle critical tasks a fault-tolerance hierarchical real-time system that contains the super scheduler can be defined.
B. Problem Definition
Assume that each component of a hierarchical realtime system has a set of real-time tasks. The problem is studied under overloads conditions of real-time tasks that scheduled by a typical scheduler. The arrival of unpredictable critical tasks is the most common cause of these overloads conditions. These critical tasks will lead to the scheduling scenario changes. Hence, most of the real-time tasks should be complete in their deadlines. Moreover, the stability of the hierarchical real-time system should be guaranteed.
III. PROPOSED TECHNIQUE
A. System Model A hierarchical real-time system 2 is a real-time systemof-systems (SoS). This composed of multiple levels of real-time sub systems, called components with a hierarchy. Each component, like a simple real-time system, has several tasks and a scheduling algorithm, individually. Moreover, each component consists of multiple concurrent processors to execute its real-time tasks. The components in the same levels of hierarchy employ shared computational resources, which are assigned from their parent components. Hence, the basic unit of the HRTS is a component which is defined by (W, R, A) as follows:  W: workload or a set of tasks in a component  R: resource model supported from a upper level  A: scheduling algorithm of W for a given resource model R [5] . A workload set W composed of periodic real-time tasks which execute on the concurrent processors of the component. A resource model R specifies the amount of resource allocated from the parent component. In order that, the periodic resource model Γ(Π, Θ) is employed [18] , [19] , where Π is the resource supply period and Θ is the resource supply time per period. Hence, a component with the resource model Γ(Π, Θ) is guaranteed to be supplied with Θ resource time every Π time units from its parent component.
Moreover, the HRTS has an interface model to interaction between child and parent components. Hence, each parent component takes the real-time resource requirements of its child components. Afterward, requested resources of the child components are supplied by their parent components. The interface model I is defined by (P,E) [5] , where P is period and E is resource supply time. For a child component, if the resource with the amount of E is supported per the period P from its parent component, then the feasibility condition is guaranteed.
B. Fault Handling Model
In the proposed model assume that each component of the system has a critical manager section. On the arrival of a critical task or any fault detection, the critical manager should handle the critical conditions. On the arrival of critical tasks, the super scheduler model which consists of three phases is employed. In first phase, the scheduling algorithm of each component, schedules the component tasks with an offline or fixed scheduler, like RM 3 .
In the second phase, to achieve fault tolerance for the system components, a hardware redundancy method [20] is employed. A primary-backup redundancy is used for the concurrent processors of the system components. The backup copies can be overlapped to reduce the number of backup processors. Moreover, these backup copies of concurrent processors are preserved in the critical manager section of each component. This phase is, called "dynamic scheduler".
In the third phase, the super scheduler is used to schedule the real-time tasks of the components such that, on the arrival of a critical task, the component automatically performs the context switching of fixed 3 Rate Monotonic scheduler to the super scheduler. This phase is called "critical scheduler".
C. Task Model
The timing properties of a given task of the components are as following [21] :
 Release time (ready time)(r i ): Time at which the task is ready for processing.
 Deadline (d i ):
Time by which execution of the task should be completed.
 Execution time (e i ):
Time taken without interruption to complete the task, after the task is started.
 Priority (ζ i ): Relative urgency of the task.
 Period (P i ):
A periodic task τ i is a task recurring at intervals of time. Period P i is the time interval between any two consecutive occurrences of task τ i . With respect to timing properties of the tasks, the fairness of the schedule defined [22] as follow: The sum of release time and execution time of a task should be less than the deadline of the task. To have a precise schedule, each task T i from task set T should have its
D. Scheduler Model
The proposed scheduling model is composed of three phases: fixed scheduler, dynamic scheduler and the critical scheduler. Figure 1 , shows a schematic view of the proposed model. Assume that each component contains 'n' primary and 'm' backup concurrent processors. One of processors of the component uniquely considered for critical task execution which, called "critical processor". Until arriving of critical task, the critical processor of each component will be idled. The processors of each component have different priorities, such that the priority of critical processor is higher than other processors. Moreover, the priorities of other processors are set based on the system requirements.
With respect to Figure 1 , the proposed scheduling model has a segmented shared memory for the set of tasks of each component. It can be used to take the advantage of simultaneous sharing of memory by multiple tasks [24] .
The aggregation of the first and second phases of scheduling model is called "hybrid scheduler". The hybrid scheduler embedded in the super scheduler model which consists of three mentioned phases. Consider a component of system consisting set of tasks, T= {T 1 , T 2 , T 3 ,…,T n } and a critical task CT with unpredictable arrival time. Until the arrival of critical task CT, task T 1 to T n can be scheduled by the hybrid scheduler. On the arrival of the CT, the component scheduler switches to super scheduler, immediately. Then, the super scheduler preempts the currently running tasks and alters the priority of all existence tasks. When the critical task CT is completed, the preempted tasks are executed in their new priority order. Here, a few low priority tasks cannot meet its deadline and will be discarded, since they don't cause any system failure.
The stability ratio of a real-time system using super scheduler, should be greater than 0.7 [2] , [3] . Hence, the super scheduler guarantees the stability of system even in the case of critical tasks arrival. Therefore, the stability ratio of each component of HRTS can be as follow:
The deadline miss ratio of components tasks as an evaluation criterion can be as follow: = (3) n M : number of low priority tasks which missed its deadline.
N: Total number of tasks super scheduled. Equation (2) can be used for single/multi processor real-time systems. To guarantee the stability of each component, the stability ratio of the component should be greater than 0.7, even after the arrival of a critical task.
To guarantee the stability of a hierarchical real-time system, all its components should be stable. Hence, the child components of the system should compute their stability ratio before and after the arrival of a critical task. Then transmit these stability ratios to their parent component, using their interface model. Afterward, each parent component specifies the stability of its child component. Then, the parent components transmit their stability ratio to their upper-level component. Therefore, the stability of system components is guaranteed in each parent component, locally. Finally, the root component specifies the stability of whole system, globally. Figure 2 , shows the architecture of a HRTS, included the proposed super scheduler. EXPERIMENTAL RESULTS Using proposed super scheduler in the HRTS was implemented by MATLAB. Furthermore, the TORSCHE toolbox was employed to define and implement of periodic real-time tasks of the components and scheduling algorithms. As for the experiment setup, it was assumed that the hierarchical real-time system consists of 4 components. Each component was consisting of 3 typical periodical real-time tasks and 1 unpredictable critical realtime task. It was considered that a real-time task composed of follow properties: Execution time, release time, period, priority and deadline such that, the task deadline d=t i means that, the task should be completed in t i unit, after its arrival. Moreover, the priority of a critical task was higher than other typical real-time tasks. Since the arrival of the critical task was unpredictable, a random number generator function was used to generate the random arrival times of each critical tasks. Figure 3 shows the tasks properties of the considered HRTS components.
For instance, with respect to the timing properties of the Component 1, the execution sequence of real-time tasks is as <T1, T2, T3>. While in presence of critical task CT the tasks scheduling scenario will be changed. Task T1 arrives at 2 and its process time takes 4 units. On other hand, T2 should be executed after T1, but, its process time takes 5 units and the arrival of critical task CT is at 8. Thus, after two unit of execution, T2 is preempted by super scheduler. Then the priority of T2 and T3 are altered and CT starts its execution. When the CT is completed, T2 is executed in its new priority order. Task T3 executes as final task, also in its new priority order. The execution sequence in presence of critical task CT is as <T1, T2 * , CT, T2, T3>. Where the T2 * , means that on the arrival of CT, task T2 is preempted. Figure 4 shows the Gantt chart of task scheduling, using proposed super scheduler for Component 1. Hence, among of 4 tasks (T1, T2, CT, T3), deadline of one task (T2) is missed. But, as shown as in Equation (2), the stability of Component 1 is guaranteed with the stability ratio of 0.75. Fig.3 . Timing properties of the system components By increasing the number of real-time tasks of the system and only using hybrid scheduler, the number of tasks which miss their deadlines will be increased, consequently. But as shown in equation (3), the proposed super scheduler can improve the task deadline miss ratio of the system. As for another experiment setup, It is assumed that there is a HRTS with 7 components called AC1, AC2,…, AC7, such that these 7 components consist of 5, 11, 18, 26, 32, 40 and 48 tasks, respectively. Furthermore, each of these components consists of an unpredictable critical task. It is assumed that by using proposed super scheduler, on the arrival of critical task, 1, 2, 4, 6, 9, 12 and 15 tasks missed their deadlines in AC1,…, AC7, respectively. The deadline miss ratio of these components tasks using hybrid and super scheduler concludes the follow results. In a HRTS, using proposed super scheduler is more efficient than the hybrid scheduler model. Figure 5 as an experimental result of the system, approves this result by comparison of deadline miss ratio for the assumed HRTS components tasks. The typical super scheduler model [2] , [3] is proposed for centralized real-time systems but, it is not applicable for handling the critical tasks in the distributed real-time systems [25] , [26] . To employ this model in the distributed real-time systems, the model should be scalable [27] . The HRTS included the proposed super scheduler model can be expanded to a real-time system which comprises large numbers of components. Furthermore, for a large HRTS, each component can be located in different geographical area. These components can interact with their parent components, using their interface models. The parent components act as local coordinator nodes [4] . Finally, the root component as a global coordinator, guarantees the stability of HRTS. Thus, the proposed super scheduler can improves the operation of typical super scheduler model such that, proposed model can be employed in distributed real-time applications. V. CONCLUSIONS The fault-tolerant schedulers in case of critical tasks arrival can be employed in the hierarchical real-time systems. Among of this schedulers, using super scheduler can guarantee the stability of the real-time systems, even after critical tasks arrival. To guarantee the stability of a hierarchical real-time system, all its components should be stable. Hence, using super scheduler for each component of a hierarchical real-time system guarantees the stability of the system. Evaluation results show that employing the proposed super scheduler in each component of a hierarchical real-time system, improves the deadline miss ratio of component tasks, significantly. Consequently, employing the proposed super scheduler can improve the stability of the hierarchical real-time systems more than both of the typical and the hybrid schedulers.
