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Lq DIMENSIONS AND PROJECTIONS OF RANDOM
MEASURES
DANIEL GALICER, SANTIAGO SAGLIETTI, PABLO SHMERKIN,
AND ALEXIA YAVICOLI
Abstract. We prove preservation of Lq dimensions (for 1 < q ≤ 2) under
all orthogonal projections for a class of random measures on the plane, which
includes (deterministic) homogeneous self-similar measures and a well-known
family of measures supported on 1-variable fractals as special cases. We prove
a similar result for certain convolutions, extending a result of Nazarov, Peres
and Shmerkin. Recently many related results have been obtained for Hausdorff
dimension, but much less is known for Lq dimensions.
1. Introduction
In recent years there has been great interest in understanding the size of linear
(and non-linear) images of sets and measures of dynamical and arithmetic origin.
Here “size” may refer to some fractal dimension, or to Lebesgue measure/absolute
continuity.
Even if one is concerned with sets, the proofs usually involve measures supported
on them; in this article, we deal primarily with measures (by a measure we always
mean a Borel locally finite measure on some Euclidean space). If µ is a measure on
a space X and f : X → Y is a map, we denote the push-forward of µ via f by fµ,
that is, fµ(B) = µ(f−1B) whenever f−1(B) is measurable. A guiding heuristic
principle is that if µ is a measure on Rd, Π : Rd → Rk is a “nice” Lipschitz map
and dim is some notion of dimension for measures, then “typically” Πµ is “as large
as possible” in the sense that dimΠµ = dimµ if dimµ ≤ k, and dimΠµ = k if
dimµ > k (in the latter case, one expects Πµ to also be absolutely continuous).
A precise version of this heuristic is given by Marstrand’s projection theorem
(and its variants) which, for the case of measures, says that, for any measure µ
on Rd, there is an equality dimΠµ = min(dimµ, k) for almost all linear maps
Π : Rd → Rk, whenever dim is either Hausdorff or Lq dimension (1 < q ≤ 2); these
notions of dimension will be defined later. See e.g. [18, Chapter 9] and [16, Theorem
1.1]. However, for measures with a dynamical or arithmetic structure, such as self-
similar measures or measures invariant under some algebraic dynamical system, one
would like to say more, ideally finding the precise set of exceptional linear maps Π.
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Early results of this type for sets were obtained in [3, 21, 11]. Recall that the
(lower) Hausdorff dimension of a measure µ is
dimH µ = inf{dimHA : µ(A) > 0},
where dimHA is the Hausdorff dimension of A. A general method to bound
the Hausdorff dimension of projected measures was developed in [15], with vari-
ants and applications given in [7, 1, 9, 10]. Among other things, the equality
dimHΠµ = min(dimH µ, k) is established for many classes of measures (satisfying
certain necessary assumptions), including self-similar measures, more general ran-
dom cascades on self-similar sets, products of ×m-invariant measures on [0, 1], and
Bernoulli and Gibbs measures for the natural symbolic coding of the (×m,×n)-toral
automorphisms, and all linear maps Π (apart from obvious exceptions). A recent
breakthrough on the dimensions of self-similar measures [14] also has applications
on the dimension of projections, see [24]; this work again deals with Hausdorff
dimensions of measures.
Although Hausdorff dimension is no doubt highly relevant, there are many other
concepts of dimension of a measure which are also important both mathematically
and in applications. Chief among them is the one-dimensional parameter family of
dimensions known as Lq dimensions: let
(1) Cqµ(n) :=
∑
I∈Dn
(µ(I))
q
,
where Dn is the family of dyadic cubes {2−n · ([0, 1)d + j) : j ∈ Zd} in Rd. For
q > 0, q 6= 1, the lower Lq dimension Dq(µ) is the (lower) suitably normalized
scaling exponent of Cqµ(n) as n→∞:
Dq(µ) = lim infn→∞
log Cqµ(n)
−n(q − 1)
.
For simplicity we always take logarithms to base 2, unless otherwise noted. The
upper Lq dimension Dq is defined analogously. When the limit in question exists,
it is denoted Dq(µ); in this case we say that the L
q dimension exists. This family of
dimensions measures the degree of singularity of a measure according to its global
fluctuations, and are a central ingredient of the multifractal formalism. Of special
relevance is the value q = 2; D2 is also known as the correlation dimension of µ.
This is partly because (lower) correlation dimension can also be defined in terms
of energies:
D2µ = sup
{
s ≥ 0 :
∫ ∫
|x− y|−s dµ(x) dµ(y) <∞
}
.
The map q 7→ Dqµ is non-increasing, and Dqµ ≤ dimH µ ≤ Dq′ for q
′ < 1 < q
(see e.g. [8]). In general, q 7→ Dq may be strictly decreasing (this is a reflection of
the multifractality of µ), but it may also be constant. For example, if µ is Ahlfors-
regular with exponent d (that is, if C−1 rd ≤ µ(B(x, r)) ≤ C rd for all x ∈ supp(µ))
then Dqµ = dimH µ = d for all q. For many measures of dynamical origin, such as
self-similar measures, the limit in the definition of Dq is known to exist, see [22].
The only previous result on Lq dimensions of projected measures was obtained
in [19]. There it is proved that if µ, ν are self-similar measures satisfying certain
natural assumptions, then for any q ∈ (1, 2],
Dq(Π(µ × ν)) = min(Dq(µ× ν), 1)
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for all orthogonal projections Π onto lines, other than the principal ones (which are
clearly exceptional for products).
In this article we prove preservation of Lq dimensions for q ∈ (1, 2] under all
projections, for a class of planar measures which include certain self-similar and
stochastically self-similar measures, and for certain products of two measures. Pre-
cise definitions are given in the next section. Among other applications, we improve
upon the main result of [19] in several different directions, and obtain a different
(and somewhat more elementary) proof of a projection result from [15] and sharpen
it in some special cases.
We follow the general approach of [19], with suitable variants. A central element
in the main result of [19] is the existence of certain subadditive cocycle over an
irrational rotation. In the present setting, there is also a subadditive cocycle at
the core of the proofs, but the base transformation is now a circle extension of
a shift space. Most of the additional work is then concerned with studying this
somewhat more complex dynamical object. Nevertheless, we also introduce some
generalizations and clarifications that are valid also in the deterministic setting of
[19].
2. Main results
2.1. The model. Our general setup is as follows. A rule is an iterated function
system (f1, . . . , fk), where each map fj is a strictly contractive similarity on R
d
(the ambient dimension d will always be either 1 or 2, later on we will impose an
additional homogeneity assumption on the rules). We will work with a finite set ofN
rules (f
(i)
1 , . . . , f
(i)
ki
), i ∈ {1, . . . , N}. Since the maps f
(i)
j are uniformly contractive,
if R > 0 is sufficiently large, then f
(i)
j (B[0, R]) ⊂ B[0, R] for all i ∈ {1, . . . , N},
j ∈ {1, . . . , ki}, where B[0, R] stands for the closed ball of radius R centered at the
origin.
Given a sequence ω = (ωn)n∈N ∈ Y := {1, . . . , N}N we define the space of words
of length n (possibly with n =∞) with respect to ω by the formula
X
(ω)
n :=
n∏
j=1
{1, . . . , kωj}.
Note that all X
(ω)
n are subsets of a common tree Xn :=
∏n
j=1{1, . . . , kmax}, where
kmax = max
N
i=1 ki.
For each n ∈ N and u ∈ X
(ω)
n we consider the ball
B(ω)u = f
(ω)
u (B[0, R]),
where f
(ω)
u = f
(ω1)
u1 ◦ · · · ◦ f
(ωn)
un . We define a compact set
C(ω) :=
⋂
n∈N
⋃
u∈X
(ω)
n
B(ω)u .
Note that, for every n, we have the inclusion B
(ω)
ul ⊂ B
(ω)
u , for each u ∈ X
(ω)
n
and l ∈ {1, . . . , kωn+1} (where ul denotes the concatenation of u and l). In other
words, these disks are nested. Moreover, their diameters tend to zero uniformly.
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Alternatively, C(ω) = ∆ω
(
X
(ω)
∞
)
, where ∆ω is the coding map given by
{∆ω(u)} =
∞⋂
n=1
B
(ω)
u|n,
where u|n is the restriction of the infinite word u to its first n coordinates. Given
u ∈ X
(ω)
n , we also define the cylinder [u]ω as the set of infinite words in X
(ω)
∞ that
start with u, and note that ∆ω([u]ω) ⊂ B
(ω)
u .
We remark that we do not assume that {B
(ω)
u : u ∈ X
(ω)
n } are disjoint or any
other separation condition. Moreover, we do not exclude the possibility that there
is a single rule (N = 1), in which case C(ω) is a deterministic self-similar set.
Even though C(ω) is defined for every ω, our results will be probabilistic in nature,
and we will be drawing ω according to an invariant ergodic probability measure µ
for the left-shift T on Y .
Similar models have been considered in the literature, sometimes under the
names “homogeneous random fractal” or 1-variable fractal, see e.g. [13, 25, 2].
We will not be interested in the sets C(ω) themselves, but rather in measures
supported on them. For each i, let pi = (p
(i)
1 , . . . , p
(i)
ki
) be a probability vector. On
each X
(ω)
∞ we can then define the product measure
η(ω) =
∞∏
n=1
pωi .
The projection of η(ω) via the coding map is a Borel probability measure η(ω) on
C(ω). In the deterministic case N = 1, this is simply a self-similar measure on
C(ω). The random case arises naturally, even if a priori one is interested only in
deterministic self-similar measures. For example, conditional measures on slices of
(deterministic) self-similar and self-affine measures often have this form, and one
can decompose an arbitrary self-similar measure as
∫
η(ω) dµ(ω) for an appropriate
choice of weights pi and measure µ; see Section 6.4 below.
Although the family of product measures just described provides our main class
of examples, the proofs extend to more general families {η(ω) : ω ∈ Y } of Borel
probability measures on X∞ satisfying the following conditions:
(a) Each η(ω) is supported on X
(ω)
∞ .
(b) The map ω 7→ η(ω) is continuous (considering the weak topology on the
space of Borel probability measures on X∞, where X∞ is endowed with the
product topology). In other words, for any continuous function g on X∞,
we have
lim
ω′→ω
∫
g(u)dη(ω
′)(u) =
∫
g(u)dη(ω)(u).
(c) There exists K ≥ 1 such that for every ω ∈ Y the measure η(ω) satisfies
(2) η(ω) ([uv]ω) ≤ K η
(ω)([u]ω) η
(Tnω)([v]Tnω),
for any u ∈ X
(ω)
n , v ∈ X
(Tnω)
m .
When η(ω) is a product measure as above, this condition holds with equality and
K = 1. This suggests that, in general, the measures η(ω) satisfying (2) (or rather
their projections η(ω) under ∆ω) can be thought of as satisfying some kind of “sub-
self-similarity”. In the deterministic case (in which there is a unique measure η),
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Gibbs measures for Ho¨lder potentials also satisfy (2). We also note that, since
cylinders generate the Borel σ-algebra of each space X
(ω)
∞ , it follows from (2) that
(3) η(ω) ({uy : y ∈ A}) ≤ K η(ω)([u]ω) η
(Tnω)(A),
for any u ∈ X
(ω)
n and Borel set A ⊂ X
(Tnω)
∞ .
2.2. Lq dimensions of projections. Now we specialize to d = 2 and assume that
the rules have the form {f
(i)
1 , . . . , f
(i)
ki
}, where the function f
(i)
j : R
2 → R2 is a
similarity defined by
(4) f
(i)
j (x) := λiRαix+ t
i
j ,
where λi ∈ (0, 1), tij ∈ R
2 and Rαi is the rotation matrix of angle αi ∈ [0, 2π). In
other words, each rule is a homogeneous IFS (only the translations differ).
We consider the unit circle S1 endowed with the corresponding normalized Haar
measure L. Furthermore, define the continuous map α : Y → S1 by the formula
α(ω) := e−iαω1 , and the skew-product map S on Y × S1 as
(5) S(ω, v) =
(
T(ω), α(ω)v
)
.
Recall that ω is said to be µ-generic if 1n
∑n
i=1 δTiω converges to µ (here, and
throghout the paper, convergence of probability measures is understood to be weak
convergence). The orthogonal projection onto the line generated by v ∈ S1 (iden-
tified with R) is denoted Πv, i.e. Πv(x, y) = 〈(x, y), v〉.
We can now state our first main theorem.
Theorem 2.1. Suppose N rules of the form (4) are given. Let µ be a T-invariant
and ergodic measure on {1, . . . , N}N. Let {η(ω)}ω∈{1,...,N}N be a family of measures
satisfying (a)-(c) above, and write η(ω) = ∆ωη
(ω) for the projection of η onto C(ω).
Assume furthermore that the product measure µ×L is ergodic for the skew-product
S defined in (5).
Then for each q ∈ (1, 2] there is a number D(q), such that for µ-almost all ω it
holds that Dq(η
(ω)) = D(q), and
(6) Dq(Πvη
(ω)) = min(D(q), 1) for all v ∈ S1.
Furthermore, the convergence of −
log Cq
Πvη
(ω)
(n)
n(q−1) to Dq(Πvη
(ω)) is uniform in v ∈ S1.
If Dq(η
(ω)) = D(q) for all µ-generic points ω, or if D(q) ≥ 1, then the above
conclusions hold for all µ-generic ω.
Examples and applications of this result will be discussed in Section 6. The
assumption that each rule is homogeneous is critical for our method, and it would
be interesting to know whether it can be dropped (we recall that for Hausdorff
dimension there are similar results which do not require homogeneity, see [15, 7]).
2.3. Convolutions of Cantor measures. Recall that the convolution µ ∗ ν of
two measures µ, ν on Rd is the push-down of the product µ× ν under the addition
map (x, y) 7→ x+ y. In this section we will be concerned with convolutions of two
measures on R, one of which is a deterministic measure supported on a self-similar
set, while the other is a random measure satisfying properties analogous to those
of the previous section.
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Fix N rules of the form {f
(i)
1 , . . . , f
(i)
ki
}, where f
(i)
j (x) = aix+ t
i
j for some ratios
ai ∈ (0, 1) and translations tij ∈ R, and let {ν
(ω) : ω ∈ Y } be a family of measures
satisfying assumptions (a)-(c) above (with ν(ω) in place of η(ω)). We will assume
without loss of generality that f
(i)
j ([0, 1]) ⊂ [0, 1]; we can always achieve this via an
affine change of coordinates, which will not affect the statement of the theorem. As
before, we denote ν(ω) = ∆ων
(ω), where ∆ω is the coding map. The measures ν
(ω)
are then supported on the Cantor sets C(ω) ⊂ [0, 1] constructed from the sequence
of rules ω.
We consider yet another rule {g1, . . . , gk′}, where gj(x) = bx+ t′j for some con-
traction b ∈ (0, 1) and translations t′j ∈ R. Again, we assume that gj([0, 1]) ⊂ [0, 1]
for all j ∈ {1, . . . , k′}. This is a special case of the preceding framework with N = 1
rule, but we repeat some definitions for the sake of fixing notation. We denote the
code space by X′n = {1, . . . , k
′}n (again allowing n = ∞), and the coding map by
∆′ : X′∞ → [0, 1], that is,
{∆′(u)} =
∞⋂
n=1
gu1 ◦ · · · ◦ gun([0, 1]).
The cylinder of infinite words in X′∞ starting with u will be denoted simply by [u].
Further, let ϑ be a Borel probability measure satisfying the analog of (c) above
in the random case, that is, we assume that
(7) ϑ([uv]) ≤ K ′ ϑ[u]ϑ[v],
for some constant K ′ > 0, and set ϑ = ∆′ϑ.
We fix r ∈ N such that
(8) 1 < min
i=1,...,N
b
ari
.
and we also consider l ∈ N satisfying
(9) max
i=1,...,N
b
ari
< b−l.
Write β := ln(b−l) and αi1...ir = ln
(
b
ai1 ...air
)
for each choice of indices 1 ≤
i1, . . . , ir ≤ N . (Note these are natural logarithms.)
Notice that 0 < αi1...ir < β for all 1 ≤ i1, . . . , ir ≤ N and also that β can be
made arbitrarily large by choosing l appropriately. Consider the space S1β obtained
by taking the interval [−β, β) and identifying its ends, i.e. −β = β, and endow
it with the normalized Lebesgue measure Lβ . Furthermore, define the continuous
map α : Y → R by the formula α(ω) := αω1...ωr and the skew-product map S on
Y × S1β as
S(ω, s) = (Tr(ω), s+(β) α(ω)),
where, as before, T denotes the left shift operator on Y , and +(β) stands for the
natural sum in S1β. Also, for each n ∈ N let us define the n-th rotation R
n :
Y × S1β → S
1
β by the formula
Rn(ω, s) := πS1
β
(Sn(ω, s)) = s+(β) αω1...ωr +(β) · · ·+(β) αωr(n−1)+1...ωrn ,
where πS1
β
denotes the projection from Y × S1β onto S
1
β .
We can now state our main result on convolutions.
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Theorem 2.2. Let µ be an ergodic, invariant measure for ({1, . . . , N}N,T) such
that the product measure µ×Lβ is ergodic for the dynamical system ({1, . . . , N}N×
S1β,S).
Then for each q ∈ (1, 2] there is a number D(q), such that for µ-almost all ω it
holds that Dq(ν
(ω) × ϑ) = D(q), and
(10) Dq(ν
(ω) ∗Atϑ) = min(D(q), 1) for all t ∈ [e
−β , eβ),
where At(x) = tx scales by t. Furthermore, the convergence of −
log Cq
ν(ω)∗Asϑ
(n)
n(q−1) to
Dq(ν
(ω) ∗Asϑ) is uniform in t ∈ [e−β , eβ).
If Dq(ν
(ω)) = D(q) for all µ-generic points ω, or if D(q) ≥ 1, then the above
conclusions hold for all µ-generic ω.
Note that (x, y) 7→ x + Aty is, up to affine homeomorphism, the orthogonal
projection with angle arctan(t); hence this result can also be interpreted in terms
of projctions of the prouct measure ν(ω) × ϑ. Again, the homogeneity assumption
on the rules is crucial. Also, we do not know if the statement holds if ϑ is also
chosen randomly according to a sequence of rules. Although this appears natural,
it does not seem possible to build a cocycle like the one at the core of the proof in
this setting.
3. Some auxiliary results from ergodic theory
In this section we collect some ergodic-theoretic facts. The results are rather
standard, but we include proofs for completeness, as we have not been able to find
exact references. Since the proofs are the same, we state them in greater generality
than needed in our later applications.
3.1. Compact group extensions and generic points. We begin with some
general definitions. Let (Y, T, µ) be a measure-preserving dynamical system for
a compact metric space Y together with its Borel σ-algebra, G a compact group
endowed with the Haar measure mG and α : Y → G a continuous map. Define the
skew-product map S on X = Y ×G by the formula
S(y, g) = (T (y), α(y) · g).
A measure ϑ on X is said to project over µ if πY ϑ = µ, where πY stands for the
projection on Y . Furthermore, ϑ is said to be uniquely ergodic over µ if it is the
unique ergodic measure which projects over µ. Notice that the measure µ × mG
clearly projects over µ and is also S-invariant by the Fubini-Tonelli theorem, since
µ is T -invariant and mG is the Haar measure on G.
Proposition 3.1. A measure ϑ on X is uniquely ergodic over an ergodic measure
µ if and only if it is the unique S-invariant measure which projects over µ.
Proof. For the ⇐ implication, we note that ϑ must be ergodic: if ϑ =
∫
σ dρ(σ) is
the ergodic decomposition of ϑ (see e.g. [6, Theorem 6.1]) then µ =
∫
πY σ dρ(σ).
Since µ is ergodic, πY σ = µ for ρ-almost all σ, whence σ = ϑ for ρ-almost all σ,
showing that ϑ is ergodic as claimed. The ⇐ implication is now clear.
Thus, suppose that ϑ is uniquely ergodic and let ζ be an S-invariant measure
that projects over µ. We must show that ζ = ϑ. Let
ζ =
∫
σ dρ(σ)
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be the ergodic decomposition of ζ. Hence, to see that ζ = ϑ it suffices to show that
ρ = δϑ. Notice that
(11) µ = πY ζ =
∫
πY σ dρ(σ) =
∫
D
σ′ dπY ρ(σ
′)
where D = {σ′ ∈ P(Y ) : σ′ is T -invariant}.
Since µ is ergodic, it is an extreme point of the set D whence, by Bauer’s char-
acterization of extreme points [4, Chapter IX, Theorem 3], we have that πY ρ = δµ.
But then, since ρ is supported on the set of ergodic measures and ϑ is uniquely
ergodic, we obtain that
1 = πY ρ({µ}) = ρ
(
{σ : πY σ = µ}
)
= ρ
(
{σ : σ is ergodic and πY σ = µ}
)
= ρ({ϑ})
which implies that ρ = δϑ and concludes the proof. 
Recall that given a measure-preserving system (Z,R, σ), with Z compact and R
continuous, we say that z ∈ Z is generic for σ (or σ-generic) if for any continuous
function f : Z → R we have
lim
n→∞
1
n
n−1∑
i=0
f(Ri(z)) =
∫
Y
f dσ.
It follows from the ergodic theorem that if σ is ergodic then σ-almost every z ∈ Z
is generic for σ.
The special case of the next lemma in which the base system (Y, T ) is uniquely
ergodic is a classical result of Furstenberg, see e.g. [6, Theorem 4.21]. The general
case goes along the same lines and is surely known, but we give the proof for
completeness.
Lemma 3.2. If ϑ = µ×mG is ergodic then it is uniquely ergodic over µ.
Proof. Clearly we have πY ϑ = µ, so that it remains to check that ϑ is the unique
ergodic measure with this property. Now, since ϑ is ergodic we have that ϑ-almost
every (ω˜, g˜) ∈ X is generic for ϑ. Furthermore, we have that
(12) (ω, g) is generic for ϑ =⇒ (ω, g′) is generic for ϑ for every g′ ∈ G.
Indeed, observe that for any i ∈ N0 we have that
Si(ω, g′) =Mg−1·g′(S
i(ω, g))
where for any h ∈ G the map Mh : X → X is defined by the formula
Mh(ω˜, g˜) := (ω˜, g˜ · h).
Then for any continuous function f we have that
1
n
n−1∑
i=0
f(Si(ω, g′)) =
1
n
n−1∑
i=0
f(Mg−1·g′(S
i(ω, g))) −→
∫
X
f ◦Mg−1·g′ d(µ×mG)
since (ω, g) is generic for ϑ and f ◦Mh is continuous for any h ∈ G. Now, since mG
is invariant under multiplication, by the Fubini theorem we conclude that
1
n
n−1∑
i=0
f(Si(ω, g′)) −→
∫
X
f d(µ×mG)
which shows that (ω, g′) is generic for ϑ.
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Now, let ρ be an ergodic measure on X which projects over µ. For any such ρ
the set
(13) Λρ = {ω ∈ Y : (ω, g) is generic for ρ for some g ∈ G}
has full µ-measure on Y . In particular, the set Λϑ ∩ Λρ is nonempty, where Λϑ is
defined by analogy with (13). Notice that by (12) we have that for any ω ∈ Λϑ∩Λρ
there exists g ∈ G such that (ω, g) is generic for both ϑ and ρ. But by definition of
generic point this implies that ∫
X
f dϑ =
∫
X
f dρ
for any continuous function, which shows that ϑ = ρ. 
We finish this section with the following uniform convergence result, which again
is classical in the uniquely ergodic case.
Lemma 3.3. If µ×mG is ergodic, then for every continuous function f : X → R
and every µ-generic point ω, the ergodic averages
1
n
n∑
i=1
f(Si(ω, g))
converge to
∫
f d(µ×mG), uniformly in g ∈ G.
Proof. Suppose the statement does not hold for some µ-generic ω and continuous
f . Then we can find ε > 0, a sequence nj →∞ and points gj ∈ G such that
(14)
∣∣∣∣∣ 1nj
nj∑
i=1
f(Si(ω, gj)) −
∫
f d(µ×mG)
∣∣∣∣∣ > ε.
After passing to a further subsequence, we may assume that νj :=
1
nj
∑nj
i=1 δSi(ω,gj)
converges to a measure ϑ. Note that, for any h ∈ C(X),∣∣∣∣∫ h dνj − ∫ h d(Sνj)∣∣∣∣ = 1nj |h(ω, gj)− h(Snj+1(ω, gj))| ≤ 2‖h‖∞nj ,
which tends to 0 as j →∞. Thus the limit ϑ is S-invariant. Moreover, πY ϑ is the
limit of 1nj
∑nj
i=1 δT i(ω), which equals µ thanks to our assumption that ω is generic.
It now follows from Proposition 3.1 and Lemma 3.2 that ϑ = µ×mG, and hence
1
nj
∑nj
i=1 f(S
i(ω, gj)) converges to
∫
f dϑ =
∫
f d(µ ×mG). This contradicts (14),
as desired. 
3.2. Subadditive cocycles and generic points. It is well known that if (X,S) is
uniquely ergodic, then ergodic averages of continuous functions converge uniformly.
This fails for cocycles over uniquely ergodic systems, but one side of the inequality
holds: this was observed by Furman [12, Theorem 1]. An inspection of the proof of
the subadditive ergodic theorem given by Katznleson and Weiss [17] yields a more
general result. First, we introduce a definition.
Definition 3.4. A function φ : X → R, where (X,µ) is a measured metric space,
is said to be upper C-approximable if, for every ε > 0, there exists a continuous
function φε : X → R such that φ ≤ φε pointwise, and
∫
(φε − φ) dµ < ε.
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Theorem 3.5. Let (X,S, µ) be an ergodic measure-preserving system with X com-
pact and S continuous. Let F = (φn)n∈N be an upper C-approximable subadditive
cocycle on X, that is,
(15) φn+m(x) ≤ φn(x) + φm ◦ S
n(x) for all x ∈ X.
Then for any µ-generic x ∈ X, it holds that
lim sup
n→+∞
φn(x)
n
≤ Φ(F) := inf
n∈N
{
1
n
∫
X
φn dµ
}
.
Proof. We start by noting that upper C-approximable functions are bounded above
and integrable by definition. Fix N ∈ N, ε > 0 and let
L := max
1≤i≤N
sup
x∈X
φi(x) < +∞.
By assumption, there exists a continuous function φN,ε : X → R such that φN ≤
φN,ε and
∫
X
(φN,ε − φN )dµ < ε.
Suppose that n = (m + 1)N + 1, for some m ∈ N. Then we can write n as
i+mN + (N + 1− i) for every 1 ≤ i ≤ N . By subadditivity,
φn(x) = φ(m+1)N+1(x) ≤ φi(x) + φmN+(N+1−i)(S
i(x))
≤ φi(x) + φmN (S
i(x)) + φN+1−i(S
i+mN (x))
≤ 2L+ φmN (S
i(x)).(16)
Note also that
φmN (S
i(x)) ≤ φN (S
i(x)) + φN (S
i+N (x)) + · · ·+ φN (S
i+(m−1)N (x)).
Therefore, if we sum over all i (1 ≤ i ≤ N) in Equation (16) and use the last
inequality, we obtain
(17) Nφn(x) = Nφ(m+1)N+1(x) ≤ 2LN +
mN∑
j=1
φN (S
j(x)).
Now, if n = (m+ 1)N + 1 + r − 1 for some 2 ≤ r ≤ N then notice that
φn(x) ≤ φ(m+1)N+1(x) + φr−1(S
(m+1)N+1(x)) ≤ φ(m+1)N+1(x) + L.
By (17) we obtain
Nφn(x) ≤ 3LN +
mN∑
j=1
φN (S
j(x))
for all sufficiently large n ∈ N, where we have written n as (m+ 1)N + r for some
m ∈ N and 1 ≤ r ≤ N . Dividing the above inequality by Nn yields
(18)
φn(x)
n
≤
3L
n
+
m
n
( 1
mN
mN∑
j=1
φN (S
j(x))
)
≤
3L
n
+
m
n
( 1
mN
mN∑
j=1
φN,ε(S
j(x))
)
.
Observe that mn →
1
N as n → ∞, so that by taking lim supn→∞ in both sides and
using the fact that x is generic, we may conclude that
(19) lim sup
n→+∞
φn(x)
n
≤
1
N
(∫
X
φN dµ+ ε
)
.
Since the bound in (19) holds for arbitrary N ∈ N and ε > 0, we obtain the
result. 
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In the special case of a compact group skew-product (Y ×G,S, µ×mG), we can
apply Lemma 3.3 to get the following improvement.
Corollary 3.6. Let (Y, T, µ) a m.p.s. with Y compact and T continuous, let G be a
compact group with Haar measure mG, and let α : Y → G be continuous function.
Denote the associated skew-product m.p.s. by (X,S, µ × mG). Furthermore, let
F = (φn)∞n=1 be a an upper C-approximable subadditive cocycle over X.
If µ×mG is ergodic, then for every µ-generic point ω ∈ X,
lim sup
n→+∞
φn(ω, g)
n
≤ inf
n∈N
{
1
n
∫
X
φn d(µ×mG)
}
uniformly in g ∈ G.
Proof. This follows from Lemma 3.3 by letting n → ∞ in the pointwise bound
(18). 
4. Proof of Theorem 2.1
4.1. Notation and preliminaries. Recall that Y = {1, . . . , N}N. For each n ∈ N
let us define the n-th rotation Rn : Y × S1 → S1 by the formula
Rn(ω, v) := πS1 (S
n(ω, v)) = α(ω) · · ·α(Tn−1ω)v,
where πS1 denotes the projection from Y × S
1 onto S1.
It is easy to see that for u ∈ X
(ω)
n we can decompose f
(ω)
u as
(20) f (ω)u (x, y) = λω1 · · ·λωnR
n(ω, (1, 0)) · (x, y) + d(ω)u
for a certain constant d
(ω)
u ∈ R2 (here and it what follows we identify R2 with
C ⊃ S1). Moreover, if F
(ω)
u denotes the inverse of f
(ω)
u , then from (20) we obtain
F (ω)u (x, y) =
Rn(ω, (1, 0))
λω1 · · ·λωn
·
(
(x, y)− d(ω)u
)
.
For each ω ∈ Y denote the projected measure Πvη(ω) by η
(ω)
v , i.e. η
(ω)
v (B) =
η(ω)(Π−1v (B)) for every Borel set B ⊆ R.
Also, for each n ∈ N we define L
(ω)
n as the unique nonnegative integer such that
(21) 2−L
(ω)
n ≤ λω1 · · ·λωn < 2
1−L(ω)n ,
and consider the family of intervals D
(ω)
n given by
D(ω)n = DL(ω)n
= {[2−L
(ω)
n j, 2−L
(ω)
n (j + 1)) : j ∈ Z}.
Notice that for each ω ∈ Y the families D
(ω)
n are nested: for every n ∈ N, each
element of D
(ω)
n+1 is a subinterval of exactly one element of D
(ω)
n . With this, for
q > 1 we define the functions τq,n : Y × S1 → R
(22) τq,n(ω, v) :=
∑
I∈D
(ω)
n
(
η(ω)v (I)
)q
= Cq
η
(ω)
v
(L(ω)n ),
recall (1).
To conclude these preliminaries, we state the version of Marstrand’s Projection
Theorem we alluded to in the introduction, due to Hunt and Kaloshin [16, Theorem
1.1].
Theorem 4.1. Let η be a Borel probability measure on R2. If q ∈ (1, 2], then
Dq(Πvη) = min(Dqη, 1) for almost all v ∈ S
1.
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4.2. A submultiplicative cocycle. Our aim is to show that given q > 1 there
exists a continuous subadditive cocycle Fq = (φq,n)n∈N such that
(23) lim inf
n→+∞
φq,n(ω, v)
−L
(ω)
n
= Dq(η(ω)v ), lim sup
n→+∞
φq,n(ω, v)
−L
(ω)
n
= D
q
(η(ω)v ),
for every (ω, v) ∈ Y × S1. We do this in two steps. We first show that the
family (log τq,n)n∈N for τq,n defined in (22) constitutes, up to additive constants,
a subadditive cocycle. Then, we prove that there exists a “smooth” analogue τ q,n
of τq,n which is continuous. From these facts it will follow that the cocycle Fq =
log τq,n enjoys the desired properties.
In this section we establish the core of this program, by showing that there exists
K1 > 1 such that for any n,m ∈ N and (ω, v) ∈ Y × S1 one has
(24) τn+m(ω, v) ≤ K1 τn(ω, v) τm(S
n(ω, v)),
where we have suppressed q from the notation for simplicity. This implies that the
family (logK1τn)n∈N is a subadditive cocycle.
We begin by introducing a definition.
Definition 4.2. Given M ∈ N, we say that two families P,P′ of sets are M -
equivalent on W (or simply M -equivalent) if
(i) W ∩
⋃
A∈PA =W ∩
⋃
B∈P′ B.
(ii) Each element of P intersects at most M elements of P′ and viceversa.
The following simple consequence of Ho¨lder’s inequality is proved in [24, Lemma
5.3].
Lemma 4.3. If P and P′ are M -equivalent on W , and ρ is a probability measure
with ρ(W ) = 1, then
M1−q
∑
B∈P′
ρ(B)q ≤
∑
A∈P
ρ(A)q ≤M q−1
∑
B∈P′
ρ(B)q.
Now, let us fix n,m ∈ N, (ω, v) ∈ Y × S1 and proceed to show (24). Recall that
∆ω : X
(ω) → C(ω) is the coding map, and let Πv : X(ω) → R denote the composition
Πv ◦∆ω. Given J ∈ D
(ω)
n let us define
(25) X
(ω)
J (v) := {u ∈ X
(ω)
n : [u]ω ∩ Π
−1
v (J) 6= ∅},
and consider the interval Ĵ which has the same center xJ as J but whose length is
|Ĵ | = 9|J |, i.e.
Ĵ =
[
xJ −
9
2
|J |, xJ +
9
2
|J |
)
.
It is not difficult to see that, by choosing Ĵ in this way, one has Πv[u]ω ⊂ Ĵ for
every u ∈ X
(ω)
J (v). Also, note that if u ∈ X
(ω)
n and y ∈ X
(Tnω)
∞ , then ∆ω(uy) =
f
(ω)
u (∆Tnω(y)), and therefore
(26) ∆−1ω (f
(ω)
u A) ∩ [u]ω =
{
uy : y ∈ ∆−1
Tnω(A)
}
.
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If I ∈ D
(ω)
n+m is such that I ⊂ J , then
η(ω)v (I) =
∑
u∈X
(ω)
n
η(ω)
(
[u]ω ∩ Π
−1
v (I)
)
=
∑
u∈X
(ω)
J
(v)
η(ω)|[u]ω
(
Π
−1
v (I)
)
by (25)
=
∑
u∈X
(ω)
J (v)
η(ω)|[u]ω
(
∆−1ω f
(ω)
u F
(ω)
u Π
−1
v (I)
)
=
∑
u∈X
(ω)
J
(v)
η(ω)
(
{uy : y ∈ ∆−1
TnωF
(ω)
u Π
−1
v (I)}
)
by (26)
≤ K
∑
u∈X
(ω)
J (v)
η(ω)([u]ω)
(
η(T
nω)∆−1
Tnω(F
(ω)
u Π
−1
v (I))
)
by (3).(27)
Now, observe that, by definition of X
(ω)
J (v),
(28)
∑
u∈X
(ω)
J
(v)
η(ω)([u]ω) ≤ η
(ω)
v (Ĵ).
Therefore, using (27), (28) and Ho¨lder we obtain that
(
η(ω)v (I)
)q
≤
K ∑
u∈X
(ω)
J (v)
η(ω)([u]ω) η
(Tn(ω))
(
F (ω)u Π
−1
v (I)
)
q
≤ Kq
 ∑
u∈X
(ω)
J (v)
η(ω)([u]ω)

q
q′
×
×
∑
u∈X
(ω)
J (v)
η(ω)([u]ω)
(
η(T
n(ω))
(
F (ω)u Π
−1
v (I)
))q
≤ Kq
(
η(ω)v (Ĵ)
)q−1 ∑
u∈X
(ω)
J (v)
η(ω)([u]ω)
(
η(T
n(ω))
(
F (ω)u Π
−1
v (I)
))q
.
Summing over all I ∈ D
(ω)
n+m such that I ⊂ J , we get
(29)
∑
I∈D
(ω)
n+m
I⊂J
(
η(ω)v (I)
)q
≤ Kq
(
η(ω)v (Ĵ)
)q−1
Λv(J),
where
Λv(J) =
∑
I∈D
(ω)
n+m
I⊂J
∑
u∈X
(ω)
J
(v)
η(ω)([u]ω)
(
η(T
n(ω))
(
F (ω)u Π
−1
v (I)
))q
=
∑
u∈X
(ω)
J (v)
η(ω)([u]ω)
∑
I∈D
(ω)
n+m
I⊂J
(
η(T
n(ω))
(
F (ω)u Π
−1
v (I)
))q
.(30)
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Now, using (20) it is not hard to see that for any such interval I and u ∈ X
(ω)
J (v)
one has
(31) F (ω)u Π
−1
v (I) =
(
Πv ◦ f
(ω)
u
)−1
(I) = Π−1v′
(
1
λω1 · · ·λωn
· (I −Πv(d
(ω)
u ))
)
where v′ := Rn(ω, v). Write ℓ = λωn+1 · · ·λωn+m , and note that the family{
1
λω1 · · ·λωn
(I −Πv(d
(ω)
u )) : I ∈ D
(ω)
n+m
}
is composed of consecutive intervals of equal length between 12ℓ and ℓ. Since the
same is true for the family D
(Tnω)
m , these families are 6-equivalent. It follows from
Lemma 4.3 and (31) that
(32)
∑
I∈D
(ω)
n+m
I⊂J
(
η(T
n(ω))
(
F (ω)u Π
−1
v (I)
))q
≤ 6q−1τm(T
n(ω), v′) = 6q−1τm(S
n(ω, v)).
Combining (28), (29), (30) and (32) yields
(33)
∑
I∈D
(ω)
n+m
I⊂J
(
η(ω)v (I)
)q
≤ (6K)q
(
η(ω)v (Ĵ)
)q
τm(S
n(ω, v)).
Finally, by summing (33) over all J ∈ D
(ω)
n , we conclude
τn+m(ω, v) =
∑
J∈D
(ω)
n
∑
I∈D
(ω)
n+m
I⊂J
(
η(ω)v (I)
)q
≤ (6K)qτm(S
n(ω, v))
∑
J∈D
(ω)
n
(
η(ω)v (Ĵ)
)q
≤ (54K)qτn(ω, v)τm(S
n(ω, v))
where to obtain the last inequality we used Lemma 4.3 applied to the families D
(ω)
n
and {Ĵ : J ∈ D
(ω)
n }, which are 9-equivalent. This gives (24) for K1 := (54K)q.
4.3. A continuous analog of τn. We now construct for each n ∈ N a continuous
function τn which is comparable up to multiplicative constants to τn. To this end,
we consider ψ ∈ C∞0 (R) supported on [−2, 2) such that 0 ≤ ψ ≤ 1 and ψ|[−1,1) ≡ 1.
For each n ∈ N and ω ∈ Y define ψ
(ω)
n : R2 → R by the formula
ψ(ω)n (x, y) = ψ(2
L(ω)n (x− y)).
For any fixed y ∈ R the function ψ
(ω)
n,y(x) := ψ
(ω)
n (x, y) is supported on the interval
[y − 21−L
(ω)
n , y + 21−L
(ω)
n ) and is equal to 1 on the interval [y − 2−L
(ω)
n , y + 2−L
(ω)
n ).
Define τn : Y × S1 → R by the formula
τn(ω, v) :=
∫
R
(∫
R
ψ(ω)n (x, y)dη
(ω)
v (x)
)q−1
dη(ω)v (y).
Notice that τn can be rewritten as
τn(ω, v) =
∫
X∞
(
Ψ(ω)n (u, v)
)q−1
dη(ω)(u),
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where
Ψ(ω)n (u, v) :=
∫
ψ(ω)n (Πv(u),Πv(u
′)) dη(ω)(u′).
We claim that τn is continuous. Indeed, this is a consequence of the following fact.
Lemma 4.4. Let X be a compact metric space and let {ρ(ω) : ω ∈ X} be a family
of Borel probability measures on some other compact metric space Z, such that
ω 7→ ρ(ω) is continuous. Then, for any continuous function h : X × Z → R, the
function ω 7→
∫
h(ω, u) dρ(ω)(u) is continuous.
Proof. By uniform continuity, given ε > 0 we have |h(ω, u)−h(ω′, u)| < ε provided
d(ω, ω′) is small enough. It follows that
lim sup
ω′→ω
∣∣∣∣∫ h(ω, u) dρ(ω)(u)− ∫ h(ω′, u) dρ(ω′)(u)∣∣∣∣ ≤
ε+ lim
ω′→ω
∣∣∣∣∫ h(ω, u) dρ(ω)(u)− ∫ h(ω, u) dρ(ω′)(u)∣∣∣∣ = ε.

Note that Ln(ω) is continuous, since it depends only on the first n coordinates of
ω, and hence ψ
(ω)
n (x) is jointly continuous. We can then apply Lemma 4.4 with X =
Y × X∞ × S1, Z = X∞, ρ(ω,u,v) = η
(ω), and h((ω, u, v), u′) = ψ
(ω)
n (Πv(u),Πv(u
′))
to obtain that Ψ
(ω)
n (u, v) is continuous in (ω, u, v). A second application of Lemma
4.4 yields the continuity of τn.
It remains to see that τn is equivalent to τn, i.e. there exists M > 1 such that
(34) M−1τn ≤ τn ≤Mτn.
To show the rightmost inequality we notice that for any (ω, v) ∈ Y × S1 we have
that
τn(ω, v) =
∑
j∈Z
∫ (j+1)2−L(ω)n
j2−L
(ω)
n
(∫
R
ψ(ω)n (x, y)dη
(ω)
v (x)
)q−1
dη(ω)v (y)
≤
∑
j∈Z
∫ (j+1)2−L(ω)n
j2−L
(ω)
n
(
η(ω)v ([y − 2
1−L(ω)n , y + 21−L
(ω)
n ))
)q−1
dη(ω)v (y)
≤
∑
j∈Z
∫ (j+1)2−L(ω)n
j2−L
(ω)
n
(
η(ω)v ([(j − 2)2
−L(ω)n , (j + 3)2−L
(ω)
n ))
)q−1
dη(ω)v (y)
≤
∑
j∈Z
[
η(ω)v ([(j − 2)2
−L(ω)n , (j + 3)2−L
(ω)
n ))
]q
which, upon noticing that the families D
(ω)
n and {[(j−2)2−L
(ω)
n , (j+3)2−L
(ω)
n ) : j ∈
Z} are 5-equivalent, implies that τn ≤ 5q−1τn. On the other hand, to establish the
leftmost inequality we observe that for any ω ∈ Y and j ∈ Z we have the inclusion
[j2−L
(ω)
n , (j + 1)2−L
(ω)
n ) ⊆ [y − 2−L
(ω)
n , y + 2−L
(ω)
n )
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whenever y ∈ [j2−L
(ω)
n , (j + 1)2−L
(ω)
n ). Thus, for (ω, v) ∈ Y × S1 this yields
τn(ω, v) =
∑
j∈Z
(
η(ω)v ([j2
−L(ω)n , (j + 1)2−L
(ω)
n ))
)q
≤
∑
j∈Z
∫ (j+1)2−L(ω)n
j2−L
(ω)
n
(
η(ω)v ([y − 2
−L(ω)n , y + 2−L
(ω)
n ))
)q−1
dη(ω)v (y)
≤
∑
j∈Z
∫ (j+1)2−L(ω)n
j2−L
(ω)
n
(∫
R
ψ(ω)n (x, y)dη
(ω)
v (x)
)q−1
dη(ω)v (y) = τn(ω, v)
which shows that
τn ≤ τn ≤ 5
q−1τn
and so both quantities are indeed equivalent. Furthermore, if we replace τn by
5q−1K1τn, where the constant K1 is as in (24), then (34) still holds (for a different
constant M), and
log τn+m(ω, v) ≤ log τn(ω, v) + log τm(S
n(ω, v)).
Notice that log τn is well defined by (34), since τn is strictly positive by its mere
definition. Furthermore, each log τn is continuous, since τn is. Thus, we conclude
that the sequence (log τn)n∈N is a continuous subadditive cocycle on Y × S1.
4.4. The proof of Equation (23). Write φn = log τn for simplicity. We can now
show that
(35) Dq(η(ω)v ) = lim infn→+∞
φn(ω, v)
−(q − 1)L
(ω)
n
for all (ω, v) ∈ Y × S1, and likewise for D
q
(η
(ω)
v ). It follows from the definition of
τn and (34) that ∣∣∣φn(ω, v)− log Cq
η
(ω)
v
(L(ω)n )
∣∣∣
is uniformly bounded (independent of n). Since L
(ω)
n →∞ as n→∞, it is enough
to check that
lim inf
n→∞
log Cq
η
(ω)
v
(L
(ω)
n )
−L
(ω)
n
= lim inf
k→∞
log Cq
η
(ω)
v
(k)
−k
.
The “≥” inequality is clear, since the limit in the left is taken along a subsequence.
To see the other inequality, fix k and choose n such that L
(ω)
n ≤ k < L
(ω)
n+1. Note
that L
(ω)
n+1 ≤ L
(ω)
n + ℓ∗, where ℓ∗ = 1 + maxNi=1 | logλi|. On the other hand, the
sequence k 7→ Cqν(k) is always decreasing for q > 1, since for a dyadic interval
J = I1 ∪ I2 one has ν(J)q ≥ ν(I1)q + ν(I2)q. Hence
log Cq
η
(ω)
v
(k)
−k
≥
log Cq
η
(ω)
v
(L
(ω)
n )
−L
(ω)
n+1
≥
log Cq
η
(ω)
v
(L
(ω)
n )
ℓ∗ − L
(ω)
n
,
provided n is large enough.
The claim for Dq follows by taking a limit along an appropriate subsequence of
k, and the case of Dq is analogous.
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4.5. A subadditive cocycle for the measures η(ω). The foregoing analysis of
the measures η
(ω)
v has a corresponding, but simpler, correlate for the measures η(ω).
Since the proofs are very similar, we only state the results, leaving the details to
the interested reader. Let Qn denote the family of dyadic squares
{[j12
−n, (j1 + 1)2
−n)× [j22
−n, (j2 + 1)2
−n) : j1, j2 ∈ Z}.
Write Q
(ω)
n = QL(ω)n
, and define
ξn(ω) =
∑
Q∈Q
(ω)
n
(
η(ω)(Q)
)q
.
Then one can check, as before, that there exists a sequence of continuous functions
ξn, such that
M−1ξn(ω) ≤ ξn(ω) ≤Mξn(ω)
for some constant M > 0 (depending on q) and all ω ∈ Y , and furthermore
ξn+m(ω) ≤ ξn(ω) ξm(T
n(ω)).
From here one can deduce, as we have done for the projections η
(ω)
v , that
(36) Dq(η
(ω)) = lim inf
n→∞
log ξn(ω)
−L
(ω)
n
, Dq(η
(ω)) = lim sup
n→∞
log ξn(ω)
−L
(ω)
n
.
4.6. Conclusion of the proof. We start by applying (36) to show that Dq(η
(ω))
exists and is constant µ-almost everywhere. However, before we can do so it is
clear that we must first understand the behavior of the quotient
L(ω)n
n as n tends to
infinity. This is the purpose of the following lemma.
Lemma 4.5. If ω ∈ Y is µ-generic, then
lim
n→+∞
−L
(ω)
n
n
=
∫
Y
logλω1dµ(ω).
Proof. Since by definition of L
(ω)
n we have 2−L
(ω)
n <
∏n
i=1 λωi ≤ 2
1−L(ω)n for every
n ∈ N, it suffices to show that
lim
n→+∞
∑n−1
i=0 log
(
λ(Ti(ω))1
)
n
=
∫
Y
logλω1dµ(ω).
But this follows at once from the fact that ω is µ-generic, since the application
ω 7→ logλω1 is continuous on Y . 
Now it follows from the subadditive ergodic theorem that for µ-almost all ω it
holds that
lim
n→∞
log ξn(ω)
−L
(ω)
n
=
infn∈N
[
1
n
∫
Y
log ξn(ω) dµ(ω)
]∫
Y log(λω1 )dµ(ω)
=: D(q).
We deduce from (36) that Dq(η
(ω)) exists and equals D(q) for µ-almost all ω.
Furthermore, if ω is µ-generic, then it follows from Theorem 3.5 that
lim inf
n→∞
log ξn(ω)
−L
(ω)
n
≥ D(q),
whence Dq(η
(ω)) ≥ D(q).
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Now we move onto the projections η
(ω)
v . Let us begin by observing that for all
(ω, v) ∈ Y × S1 we have
Dq(η(ω)v ) ≤ D
q
(η(ω)v ) ≤ min{D
q
(η(ω)), 1}.
Indeed, this follows from the well-known facts that Dq does not increase under
Lipschitz maps, and can never exceed the dimension of the ambient space.
Now, since µ×Lβ is ergodic by assumption, Corollary 3.6 combined with Lemma
4.5 imply that any µ-generic ω satisfies, for each v ∈ S1,
(37) min{D
q
(η(ω)), 1} ≥ Dq(η(ω)v ) = lim infn→+∞
φn(ω, v)
−L
(ω)
n
=
1
µ∗
lim inf
n→+∞
φn(ω, v)
n
≥
Φ
µ∗
where
Φ := inf
n∈N
[
1
n
∫
Y
φnd(µ× Lβ)
]
, µ∗ :=
∫
Y
logλω1dµ(ω).
Hence, given any ω ∈ Y , if we wish to prove (6), then it suffices to show that
(38) min{D
q
(η(ω)), 1} =
Φ
µ∗
Since (φn)n∈N is a bounded subadditive cocycle, the subadditive ergodic theorem
yields upon an application of the Fubini theorem that µ-almost every ω ∈ Y satisfies
lim
n→+∞
φn(ω, v)
−L
(ω)
n
=
Φ
µ∗
for L-almost every v ∈ S1. In light of (23), Φµ∗ equals the (µ × L)-almost sure
value of Dq(η
(ω)
v ), and from Theorem 4.1 and Fubini, we deduce that this equals
min(D(q), 1) (this is the point of the proof where we use that q ≤ 2). Hence, if we
let
E = {ω ∈ Y : Dq(η
(ω)) = D(q)},
then (38) holds for all ω ∈ E , and if D(q) ≥ 1, also for ω in the set G of µ-generic
points.
We conclude that for every ω in the full µ-measure set G ∩ E , all the inequalities
in (37) are equalities, and hence (6) is satisfied. If G ⊂ E , or if D(q) ≥ 1, then (6)
holds for any µ-generic ω.
The claim concerning uniform convergence over v ∈ S1 follows from the above
analysis, and the uniformity in Corollary 3.6 (which implies that the rightmost
inequality in (37) holds uniformly in v, for any fixed ω ∈ G). This finishes the proof
of Theorem 2.1.
5. Proof of Theorem 2.2
5.1. Preliminaries. The proof of Theorem 2.2 follows the same general outline as
the proof of Theorem 2.1. We will therefore indicate where the main differences lie,
and sketch or omit the parts of the proof that closely follow the arguments from
Theorem 2.1.
Given ω ∈ Y , write η(ω) = ν(ω) × ϑ. For s ∈ [−β, β) we consider the orthogonal
projection Πs onto the linear space generated by the vector (1, e
s), i.e. Πs(x, y) =
x + esy, and write Πs = Πs ◦∆ω where, abusing notation slightly, we denote also
by ∆ω : X
(ω)
∞ × X′ → [0, 1]2 the product coding map
∆ω(u, u
′) = (∆ω(u),∆
′(u′)).
Lq DIMENSIONS AND PROJECTIONS OF RANDOM MEASURES 19
For each ω ∈ Y , denote the projected measure Πsη
(ω) by η
(ω)
s . Then η
(ω)
s is nothing
else than the convolution ν(ω) ∗Aesϑ we are interested in.
For (u, v) ∈ X
(ω)
n × X′n′ we define the product function h
(ω)
u,v : [0, 1]2 → [0, 1]2 by
the formula
h(ω)u,v(x, y) :=
(
f (ω)u (x), gv(y)
)
.
In the course of the proof it will be important to work with families of pairs (u, v)
such that the eccentricity of the rectangle hωu,v([0, 1])
2 is bounded, and behaves like
a rotation under the action of the skew-product S. In order to do this, we need to
introduce a number of families of pairs of words. Similar families appear in [19],
although here we will need an extra family due to the somewhat more complicated
setting.
Hence, let us consider the families W(ω) = (W
(ω)
n )n∈N, Y
(ω) = (Y
(ω)
n )n∈N and
Z(ω) = (Z
(ω)
n )n≥3l of word pairs defined as
W
(ω)
n = X
(ω)
rn × X
′
n+2lξ
(ω)
n
,
Y
(ω)
n = X
(ω)
rn × X
′
n+2l(ξ
(ω)
n +1)
,
Z
(ω)
n = X
(ω)
rn × X
′
n+2l(ξ
(ω)
n −1)
,
where ξ
(ω)
n := #
{
k ∈ {1, . . . , n} : Rk−1(ω, 0) + α(Trk(ω)) ≥ β
}
counts the number
of times k ≤ n for which the k-th rotation of the origin 0 ∈ S1β given by the term
Rk(ω, 0) crosses the endpoint β. If we identify each word (u, v) ∈ X
(ω)
n × X′n′ with
the rectangle Q
(ω)
u,v := I
(ω)
u × Iv, obtained as the image of the function h
(ω)
u,v , then
we have the following properties of W(ω), Y(ω) and Z(ω):
i. Each rectangle of W(ω), Y(ω) and Z(ω) is the product of basic intervals of
C(ω) and C′ (where C′ is the image of X′ under the coding map), each of
these possibly belonging to different steps in the construction of C(ω) and
C′, respectively.
ii. An easy calculation using (8) and (9) shows that the size of all rectangles
in W
(ω)
n , Y
(ω)
n and Z
(ω)
n is, respectively,
aω1 . . . aωrn × aω1 . . . aωrne
R
n(ω,0),
aω1 . . . aωrn × aω1 . . . aωrne
R
n(ω,0)−2β ,
aω1 . . . aωrn × aω1 . . . aωrne
R
n(ω,0)+2β .
In particular, the eccentricity of rectangles in each family, i.e. their height-
width ratio, always stays bounded in between e−3β and e3β .
iii. Under the convention W
(ω)
0 := {[0, 1]
2}, for n ∈ N0 the rectangles in W
(ω)
n+1
are obtained from those in W
(ω)
n by advancing r steps further in the con-
struction of C(ω), and advancing either one step further in the construc-
tion of C′ if the resulting rectangle has eccentricity in between e−β and
eβ , or 2l + 1 steps further in the construction otherwise. By (8), the
first option increases the eccentricity of the resulting rectangle by a fac-
tor of eR
n+1(ω,0)−Rn(ω,0) with respect to the one of its predecessor in W
(ω)
n ,
whereas the second option has the effect of bringing the eccentricity of the
resulting rectangle back to a value between e−β and eβ.
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iv. The rectangles in Y
(ω)
n are obtained from those in W
(ω)
n by advancing 2l
steps further in the construction of C′ while keeping the same basic intervals
in the construction of C(ω). This yields rectangles with greater width than
height.
v. The rectangles in Z
(ω)
n are obtained from those in W
(ω)
n by going 2l steps
backwards in the construction of C′ (notice that this is possible since n ≥ 3l)
while keeping the same basic intervals in the construction of C(ω). This
yields rectangles with greater height than width.
vi. For each n ∈ N, the rectangles in W
(ω)
n cover the product set C(ω)×C′ (and
the symbolic rectangles are disjoint, although their geometric projections
may overlap). The same statement holds for Y
(ω)
n and Z
(ω)
n .
From the above considerations it is easy to see that for (u, v) ∈ W
(ω)
n we can
decompose h
(ω)
u,v as
(39) h(ω)u,v(x, y) = aω1 . . . aωrn
(
x, eR
n(ω,0)y
)
+ (t(ω)u , tv)
for certain translations t
(ω)
u , tv ∈ [0, 1]. Moreover, if H
(ω)
u,v denotes the inverse of
h
(ω)
u,v, then from (39) we obtain
H(ω)u,v (x, y) =
1
aω1 · · ·aωrn
(
x, e−R
n(ω,0)y
)
−
1
aω1 · · ·aωrn
(
t(ω)u , e
−Rn(ω,0)tv
)
.
Obviously, similar decompositions hold for h
(ω)
u,v and H
(ω)
u,v whenever (u, v) ∈ Y
(ω)
n
or (u, v) ∈ Z
(ω)
n .
We note that the family (η(ω))ω∈Y satisfies the following conditions, closely re-
lated to (a)-(c) above.
(a’) Each η(ω) is supported on X
(ω)
∞ × X′∞.
(b’) The mapping ω 7→ η(ω) is continuous.
(c’) There exists K ′′ > 0 such that
(40) η(ω) ([uv]ω × [u
′v′]) ≤ K ′′ η(ω)([u]ω × [u
′]) η(T
nω)([v]Tnω × [v
′]),
for all ω ∈ Y , all (u, u′) ∈W
(ω)
n ∪Y
(ω)
n ∪Z
(ω)
n , and all (v, v′) ∈ X
(Tnω)
m ×X′m′ .
As a matter of fact, we will prove the result for projections of families of measures
η(ω) satisfying these conditions (i.e. it will not matter that η(ω) is a product measure
for each ω).
5.2. A submultiplicative cocycle. For each n ∈ N we define L
(ω)
n as the unique
nonnegative integer such that
(41) 2−L
(ω)
n ≤ aω1 · · ·aωrn < 2
1−L(ω)n ,
and, as in the proof of Theorem 2.1, consider the nested families of intervals D
(ω)
n
given by
D(ω)n = {[2
−L(ω)n j, 2−L
(ω)
n (j + 1)) : j ∈ Z}.
With this, for q > 1 we define the functions τq,n : Y × S1β → R
(42) τq,n(ω, s) :=
∑
I∈D
(ω)
n
(
η(ω)s (I)
)q
.
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Similarly to the proof of Theorem 2.1, we will show that τq,n is a submultiplicative
cocycle (up to a multiplicative constant), and then we will construct a “nicer”
cocylce τq,n which is comparable to τq,n. Unlike the situation in Theorem 2.1, the
functions τ q,n will not be continuous, but will nevertheless be approximable by
continuous functions in a suitable way. Since q will remain fixed, we drop it from
the notation.
Hence, the first step is to show that there exists K1 > 1 such that for any
n,m ∈ N and (ω, s) ∈ Y × S1β , one has
(43) τn+m(ω, s) ≤ K1 τn(ω, s) τm(S
n(ω, s)).
To see this, let us fix n,m ∈ N, (ω, s) ∈ Y × S1β , and proceed to show (43). We
will consider three separate cases, depending on whether −β ≤ Rn(ω, 0) + s < β,
Rn(ω, 0) + s ≥ β or Rn(ω, 0) + s < −β. In the first case one has Rn(ω, s) =
Rn(ω, 0) + s whereas in the second one has Rn(ω, s) = Rn(ω, 0) + s − 2β and in
the third Rn(ω, s) = Rn(ω, 0) + s + 2β holds instead. For the proof of the first
case we will only use the family W(ω) and replace it with the family Y(ω) for the
proof of the second case and with Z(ω) for the proof of the third case. Except for
this difference, the proof of all three cases is completely analogous so we will only
comment on the first case only.
The proof is a minor variant of the proof of (24). Given J ∈ D
(ω)
n let us define
W
(ω)
J (s) := {(u, v) ∈W
(ω)
n : ([u]ω × [v]) ∩ Π
−1
s (J) 6= ∅}
and consider the interval Ĵ which has the same center as J but of length |Ĵ | =
65e2β|J | instead. The constant is chosen to ensure that Πs([u]ω× [v]) ⊂ Ĵ for every
(u, v) ∈W
(ω)
J (s).
If I ∈ D
(ω)
n+m is such that I ⊂ J , then
η(ω)s (I) ≤ K
′′
∑
(u,v)∈W
(ω)
J (s)
η(ω)([u]ω × [v]) η
(Trnω)(H(ω)u,vΠ
−1
s (I))
This can be established in a very similar manner to (27); we omit the details. If we
continue to argue as in the proof of Theorem 2.1, we further obtain
∑
I∈D
(ω)
n+m
I⊂J
(
η(ω)s (I)
)q
≤ (K ′′)q
(
η(ω)s (Ĵ)
)q−1
×
×
∑
(u,v)∈W
(ω)
J (s)
η(ω)(Q(ω)u,v)
∑
I∈D
(ω)
n+m
I⊂J
(
η(T
rn(ω))
(
H(ω)u,vΠ
−1
s (I)
))q
,(44)
recall (29) and (30). Now, using (39) it is not hard to see that for any such interval
I and (u, v) ∈W
(ω)
J one has
(45)
H(ω)u,vΠ
−1
s (I) =
(
Πs ◦ h
(ω)
(u,v)
)−1
(I) = Π−1t
(
1
aω1 · · · aωrn
· (I −Πs(t
(ω)
u , t
′
v))
)
,
where t := Rn(ω, s) (in fact, we get (45) for t = Rn(ω, 0) + s which, in this
case, coincides with Rn(ω, s); this is the point where it is important to use the
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appropriate family of rectangles). Furthermore, the families D
(ω)
n+m and{
1
aω1 · · · aωrn
(I −Πs(d
(ω)
u , dv)) : I ∈ D
(ω)
n+m
}
can be seen to be 6-equivalent, so that by Lemma 4.3 and (45) we obtain
(46) ∑
I∈D
(ω)
n+m
I⊂J
(
η(T
rn(ω))
(
H(ω)u,vΠ
−1
s (I)
))q
≤ 6q−1τm(T
rn(ω), t) = 6q−1τm(S
n(ω, s)).
Combining this with (44), and reasoning exactly as in the end of Section 4.2, we
finally deduce that the cocycle relation (43) holds for some K1 > 0 depending on
q.
5.3. An upper C-approximable analogue of τn. In order to apply Corollary
3.6, we need a C-approximable cocycle (recall Definition 3.4). Unlike the situa-
tion in Theorem 2.1, there is now an inherent discontinuity at the end point of
the interval [−β, β); note that although the identification of the extreme points is
required for applying ergodic-theoretic tools, as far as the geometric definition of
τn is concerned, there is no such identification. This issue arises already in [19, p.
107], where (in the course of proving what effectively is a special case of Theorem
2.2) it is incorrectly claimed that the functions φn (corresponding to our τn) are
continuous. In fact, there is continuity up to the endpoint of the interval. Fortu-
nately, this turns out to be a minor issue: because the discontinuity set is small,
the new cocycle is still upper C-approximable.
We proceed to the details. Firstly, in close analogy to Section 4.3, we define
ψ(ω)n (x, y) = ψ(2
L(ω)n (x− y)).
where ψ ∈ C∞0 (R) is supported on [−2, 2), 0 ≤ ψ ≤ 1 and ψ|[−1,1) ≡ 1, and
τn(ω, s) :=
∫
R
(∫
R
ψ(ω)n (x, y)dη
(ω)
s (x)
)q−1
dη(ω)s (y).
Then one can check, just as in Section 4.3, that there is a constant M ≥ 1 such
that
(47) M−1τn(ω, s) ≤ τn(ω, s) ≤Mτn(ω, s) for all n ∈ N, (ω, s) ∈ Y × S
1
β ,
and τn is continuous on Y × (−β, β). Since we clearly have 0 ≤ τn ≤ 1, the fact
that τn is C-approximable is now a consequence of the following lemma.
Lemma 5.1. Given a measure µ on Y , every bounded f : Y × S1β → R which is
continuous on Y × (−β, β) is also upper C-approximable on (Y × S1β , µ× Lβ).
Proof. For δ ∈ (0, β) let g : S1β → [0, 1] be a continuous function such that
g|[β− 12 δ,−β+
1
2 δ]
≡ 0 and g|[−β+δ,β−δ] ≡ 1, where we identify −β = β.
The function Mδ : Y × S1β → R defined by the formula
Mδ(ω, s) = f(ω, s)g(s) + ‖f‖∞(1− g(s))
is continuous on Y × S1β and also satisfies f ≤ Mδ ≤ 2‖f‖∞. Furthermore, since
Mδ and f agree on Y × [−β + δ, β − δ], we have that∫
Y×S1
β
(Mδ − f)d(µ× Lβ) ≤ 2‖f‖∞Lβ([β − δ,−β + δ]) =
2δ‖f‖∞
β
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which shows that f is upper C-approximable. 
From this, it follows that if for each n ∈ N we define φn : Y × S1β → R by the
formula
φn := log(K1τn)
whereK1 is as in (43), then the sequence (φn)n∈N is a subadditive cocycle on Y ×S1β.
Notice that each φn is well defined since τn, and hence also τn, are strictly positive.
Furthermore, by Lemma 5.1 we get that φn will also be upper C-approximable
provided that it remains bounded. This fact will be a consequence of (47) and the
following lemma.
Lemma 5.2. For each n ∈ N we have
0 < inf
(ω,s)∈Y×S1
β
τn(ω, s) ≤ sup
(ω,s)∈Y×S1
β
τn(ω, s) < +∞.
Proof. Notice that, since η
(ω)
s is a probability measure for each (ω, s), we have
τn(ω, s) =
∑
I∈D
(ω)
n
(
η(ω)s (I)
)q
≤
∑
I∈D
(ω)
n
η(ω)s (I) = η
(ω)
s (R) = 1.
To establish the other inequality we notice that for any (ω, s) ∈ Y × S1β we have
Supp(η(ω)s ) ⊆ Πs([0, 1]× [0, 1]) ⊆ [0, 1 + e
β ]
so that for each n ∈ N there exist at most cn,β intervals I ∈ D
(ω)
n satisfying
η
(ω)
s (I) 6= 0, where cn,β ∈ N is a constant which, since infi=1,...,N ai > 0, can be
chosen independently of ω. Thus, for each (ω, s) there exists at least one I ∈ D
(ω)
n
such that η
(ω)
s (I) ≥ 1cn,β , which implies that
1
cqn,β
≤ inf
(ω,s)∈{1,...,N}N×S1
β
τn(ω, s).

5.4. Conclusion of the proof. The remaining of the proof of Theorem 2.2 follows
exactly the same lines as the proof of Theorem 2.1. In particular, (23) holds in the
current setting. Details are left to the interested reader.
6. Examples and applications
6.1. The deterministic case. When there is just N = 1 rule, we obtain the
following immediate consequence of Theorem 2.1
Corollary 6.1. Let {fj(x) = λRαx + tj}kj=1, where λ ∈ (0, 1), Rα is rotation by
α ∈ [0, 2π) and tj ∈ R
2 are translations. Let η be a measure on X∞ := {1, . . . , k}
N
such that
η([uv]) ≤ K η[u] η[v]
for some K > 1 and all finite words u ∈ Xm, v ∈ Xn, and let η be the projection of
η under the coding map.
If α/π is irrational, then for all q ∈ (1, 2] and all v ∈ S1 it holds that
Dq(Πvη) = min(Dqη, 1),
and moreover the convergence of −
log CqΠvη(n)
n(q−1) to min(Dqη, 1) is uniform over v ∈ S
1.
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Proof. The dynamical system (Y ×S1,S) degenerates to rotation by α on the circle,
for which Lebesgue measure is certainly ergodic. This is then just a special case of
Theorem 2.1. 
Measures η satisfying the assumptions include product (Bernoulli) measures on
X∞, as well as Gibbs measures for Ho¨lder potentials and for almost-additive se-
quences of potentials. When η is Bernoulli, then η is a self-similar measure on the
corresponding self-similar set, so in particular we obtain existence and preservation
of Lq dimensions of projections of self-similar measures for homogeneous planar it-
erated function systems (for which the linear part contains an irrational rotation),
regardless of overlaps. For Hausdorff dimension this is known to hold also for non-
homogeneous systems [15, 7]; below we will recover this as another consequence of
Theorem 2.1.
In a similar way, we have the following consequence of (the proof of) Theorem
2.2.
Corollary 6.2. For (i, j) ∈ {1, . . . , k1} × {1, . . . , k2}, let
fi,j(x, y) = (ax+ ti, bx+ uj),
where 0 < a < b < 1 and ti, uj ∈ R.
For i = 1, 2, let νi be a measure on {1, . . . , ki}N such that
(48) νi([uv]) ≤ K νi([u]) νi([v]),
for any words u ∈ {1, . . . , ki}m, v ∈ {1, . . . , ki}n. Let νi be the projection of νi
under the respective coding map.
If log a/ log b is irrational, then for all t > 0,
Dq(ν1 ∗Atν2) = min(Dq(ν1) +Dq(ν2), 1),
where Atx = tx, and moreover
−
log Cqν1∗Atν2(n)
(q − 1)n
→ min(Dq(ν1) +Dq(ν2), 1)
uniformly over compact subsets of (0,+∞).
Proof. Since there is no code space, the ergodicity assumption in Theorem 2.2
reduces to Lb being ergodic for the map s 7→ s+β ln(b/a) on S
1
β , where β = ln(b
−ℓ)
and ℓ ∈ N is arbitrarily large (recall (8) and (9); we take r = 1 since a < b). Since
log b/ log a is irrational, these systems are isomorphic to irrational rotations for any
value of ℓ, so the claim follows from (the proof of) Theorem 2.2. 
This extends [19, Theorem 1.1], and most of the generalizations outlined in [19,
Section 5]. More precisely, we allow overlapping in the construction, our measures
on the Cantor sets are more general (including Gibbs measures), and we obtain
uniform convergence over compact sets of scalings t.
6.2. Random self-similar measures. Next, we go back to the setting of Theorem
2.1 with N different rules, but assume that the measures η(ω) have the following
product structure. For each i ∈ {1, . . . , N}, let pi = (pi,1, . . . , pi,ki) be a probability
vector, and set
(49) η(ω) =
∞∏
n=1
pωi .
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It is immediate that properties (a)-(c) hold. (Recall Section 2.1). Let µ be an
ergodic measure for (Y,T), where as usual Y = {1, . . . , N}N.
We want to obtain an explicit formula for the Lq dimensions of the projections
η(ω); for this, we need to assume some separation assumption. For simplicity we
assume the following very strong separation condition:
(50) for each i ∈ {1, . . . , N}, the disks f
(i)
1 (B), . . . , f
(i)
ki
(B) are disjoint,
where B = B[0, R] is a ball that such that f
(i)
j B ⊂ B for all i, j, recall Section 2.1.
This could be relaxed to a random open set condition, but we do not pursue this.
The following lemma is standard, but we include the proof for completeness.
Lemma 6.3. Let the family η(ω) be given by (49), and suppose (50) holds. Then
for every q > 1, the Lq dimension of η(ω) = ∆ωη
(ω) exists and is constant on the
set of µ-generic points ω, and is given by the value
(51) Dq(η(ω)) =
∫
log (pqω˜1,1 + · · ·+ p
q
ω˜1,kω˜1
) dµ(ω˜)
(q − 1)
∫
log(λω˜1) dµ(ω˜)
.
Proof. For each n ∈ N let us define
θn(ω) :=
∑
u∈X
(ω)
n
(
η(ω)(B(ω)u )
)q
.
Note that we have
Dq(η(ω)) = lim
n→∞
log θn(ω)
(q − 1) log(λω1 · · ·λωn)
.
Indeed, this follows from the definition of L
(ω)
n in Equation (21), and the fact that
the families D
(ω)
n and {B
(ω)
u : |u| = n} are C-equivalent on supp(η(ω)) for some
C > 0, by reasoning as in the proof of Equation (35).
Observe that in the n-th step of the construction of C(ω) we have kω1 · · · kωn
disks, each of measure pω1,i1 · · · pωn,in (for a given choice of ij ∈ {1, · · · , kωj}).
Then
θn(ω) =
∑
i1∈{1,··· ,kω1}
· · ·
∑
in∈{1,··· ,kωn}
pqω1,i1 · · · p
q
ωn,in
=
n∏
j=1
(pqωj ,1 + · · ·+ p
q
ωj ,kωj
).
Let H(ω) := log (pqω1,1 + · · ·+ p
q
ω1,kω1
) (which is obviously continuous, since it de-
pends only on ω1). Then notice that log θn(ω) =
∑n
j=1H(T
j−1(ω)). Let G denote
the set of µ-generic points. If ω ∈ G, then
(52)
1
n
log θn(ω) −→
∫
H(ω˜) dµ(ω˜) =
∫
log (pqω˜1,1 + · · ·+ p
q
ω˜1,kω˜1
) dµ(ω˜).
Similarly, it was shown in the proof of Lemma 4.5 that for any ω ∈ G,
(53)
log(λω1 · · ·λωn)
n
−→
∫
log(λω˜1)dµ(ω˜).
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Therefore, by equations (52) and (53), we conclude
(q − 1)Dq(η(ω)) = lim
n→+∞
log θn(ω)
log(λω1 · · ·λωn)
= lim
n→+∞
1
n log θn(ω)
1
n log(λω1 · · ·λωn)
=
∫
log (pqω˜1,1 + · · ·+ p
q
ω˜1,kω˜1
) dµ(ω˜)∫
log(λω˜1) dµ(ω˜)
.
This ends the proof. 
By applying this to the case in which µ is a Bernoulli measure, we obtain the
following consequence of Theorem 2.1.
Corollary 6.4. Let the family η(ω) be given by (49), and suppose (50) holds. Let
r = (r1, . . . , rN ) be a probability vector and let µ be the r-Bernoulli measure. Fi-
nally, assume αi/π is irrational for some i with ri > 0.
Then for each q ∈ (1, 2] and each µ-generic ω
Dq(Πvη
(ω)) = min(D(q), 1) for all v ∈ S1,
where
D(q) =
∑N
i=1 ri log(p
q
i,1 + · · ·+ p
q
i,ki
)
(q − 1)
∑N
i=1 ri log(λi)
.
Furthermore, the convergence of −
log Cq
Πvη
(ω)
(n)
(q−1)n to min(D(q), 1) is uniform in v ∈
S1.
Proof. Ergodicity of µ× L for the skew-product given in (5) is classical when µ is
a Bernoulli measure (provided some αi/π is irrational), see e.g. [20, Corollary 4.5].
The claim is then immediate from Theorem 2.1 and Lemma 6.3. 
An analogous result is available in the setting of Theorem 2.2 (with one of the sets
deterministic). Since it is possible to construct explicit generic points for Bernoulli
measures, the above corollary applies also to some deterministic constructions.
6.3. Uniform box-counting estimates. An upper bound on Cqµ(n) for q > 1
yields (via Ho¨lder’s inequality) a lower bound on the number of cubes in Dn hit by
supp(µ):
(54) 1 =
∑
I∈Dn
µ(I) ≤ #{I ∈ Dn : I ∩ supp(µ) 6= ∅}
1/q′Cqµ(n)
1/q .
Together with our main results, this yields uniform lower box-counting bounds for
the projections of the supports of the measures in question. We give one concrete
example.
Corollary 6.5. Let A ⊂ R2 be a self-similar set, that is, A =
⋃k
i=1 fi(A) for
some contracting similarities fi. If the orthogonal part of some fi is an irrational
rotation, then for every ε > 0 there is δ > 0 such that for all n ∈ N and v ∈ S1, the
projection ΠvA hits at least δ 2
(γ−ε)n intervals in Dn, where γ = min(dimH(A), 1).
Proof. We may assume that fi(x) = λRα(x) + ti where α/π is irrational and,
moreover, the strong separation condition holds. Indeed, any planar self-similar set
A for which one of the generating maps contains an irrational rotation, contains
self-similar sets of this special form and dimension arbitrarily close to that of A,
see e.g. [23, Lemma 4.2].
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If η is the ( 1k , . . . ,
1
k )-Bernoulli measure on {1, . . . , k}
N, and η is its projection onto
A via the coding map, then it is well known that D2(η) = dimH(A) = log k/| logλ|.
The claim now follows from Corollary 6.1 and (54). 
6.4. Projections of non-homogeneous self-similar measures. We use an inte-
gral representation of self-similar measures to recover a result from [15] on the Haus-
dorff dimension of projections planar self-similar measures. Let fj(x) = λjRαj (x)+
tj , j = 1, . . . , k be contractive similarities (i.e. λj ∈ (0, 1)). Let p = (p1, . . . , pk) be
a probability vector and let ν the corresponding self-similar measure. That is, ν is
the projection of the p-Bernoulli measure ν under the coding map ∆ given by
{∆(u)} =
∞⋂
n=1
fu1 · · · fun(B),
where B is a large enough ball that fj(B) ⊂ B for all j.
Fix a large integer ℓ. For each u ∈ {1, . . . , k}ℓ, let Nj(u) count the number of
times the symbol j appears in u, and write N(u) = (N1(u), . . . , Nk(u)). Note that
N takes values in
Σ :=
{
(ℓ1, . . . , ℓk) : ℓi ≥ 0,
∑
i
ℓi = ℓ
}
⊂ {0, 1, . . . , ℓ}k,
so in particular #Σ ≤ (ℓ + 1)k (this is a rough estimate, but sufficient for us; the
key is that it has polynomial size in ℓ).
Also, if N(u) = N(v), then the maps fu and fv have the same linear part (and
possibly different translation parts), where as usual fu = fu1 ◦ · · · ◦ fuℓ . Hence, for
each σ ∈ Σ, {fu : N(u) = σ} is a valid rule in the sense of Section 2.1.
Our goal is to disintegrate ν over the fibers of the map
(un)n∈N 7→ (N(u(j−1)ℓ+1 . . . ujℓ))j∈N
that splits u into blocks of length ℓ and applies N to each block. Although such
disintegration exists in a very general setting (see e.g. [6, Chapter 5]), in this simple
setting there is an explicit expression, which we now describe.
For each σ ∈ Σ, write
rσ =
∑
u∈{1,...,k}ℓ:N(u)=σ
pu1 · · · puℓ =:
∑
u∈{1,...,k}ℓ:N(u)=σ
pu.
Consider the conditional probability pσ on the fiber {u ∈ {1, . . . , k}
ℓ : N(u) = σ},
extended to all of {1, . . . , k}ℓ by assigning zero mass to the complement of the fiber.
Formally, pσ,u = pu/rσ if N(u) = σ, and pσ,u = 0 otherwise.
Note that one can sample a sequence u = (u1, . . . , uℓ) according to ν in the
following way: choose σ ∈ Σ according to the probability vector r; then choose u
according to the probability vector pσ. Thanks to the product structure of ν, this
extends to infinite sequences as follows.
For each ω ∈ ΣN, let η(ω) be the product measure
∏∞
i=1 pωi (this is a measure
on
(
{1, . . . , k}ℓ
)N
, which we can identify with {1, . . . , k}N in the canonical way).
Explicitly,
η(ω)([u1, . . . , unℓ]) = pω1,(u1...uℓ) · · · pωj ,(u(n−1)ℓ+1,...,unℓ).
Finally, write µ for the r-Bernoulli measure on ΣN.
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Lemma 6.6.
ν(·) =
∫
ΣN
η(ω)(·) dµ(ω).
Proof. It is enough to check that both measures agree on any cylinderA = [i1 . . . inℓ] =:
[v1 . . . vn] where vj = (i(j−1)ℓ+1 . . . ijℓ) (since any cylinder splits as a finite union of
such cylinders). But∫
η(ω)(A) dµ(ω) =
∫
ΣN
pω1,v1 · · · pωn,vn dµ(ω)
=
∫
ωi=N(vi)
pω1,v1 · · · pωn,vn dµ(ω)
=
n∏
j=1
rN(vj)
n∏
j=1
pN(vj),vj
=
n∏
j=1
pvj = ν(A).

We have defined things so that the coding maps ∆ω agree with the original coding
map ∆ for ν, after the usual identification of
(
{1, . . . , k}ℓ
)N
with {1, . . . , k}N. Hence,
it follows from the last lemma that also
(55) ν =
∫
η(ω) dµ(ω).
This is the disintegration we referred to above, and it is preserved under orthogonal
projections.
Unfortunately, Lq dimensions do not play nicely with integral representations,
but Hausdorff dimension does. This allows us to recover, via a rather different
proof which avoids the machinery of measure-valued processes, the following result
which was first obtained in [15] (we note, however, that the methods of [15] extend
to higher dimensions, while our approach breaks down in dimension d ≥ 3).
Corollary 6.7. Suppose fi, p and ν are as above, and assume further that the
separation condition (50) holds. Then
dimH(Πvν) = min(dimH ν, 1) for all v ∈ S
1.
Proof. It follows from the definition of Hausdorff dimension of a measure and the
representation (55) that if dimH(Πvη
(ω)) ≥ s for µ almost all ω, then dimH Πvν ≥ s.
We will show that the former holds for all v ∈ S1, with a value of s that can be
made arbitrarily close to min(dimH ν, 1) by taking ℓ large enough.
First of all, the separation assumption implies that
dimH ν =
∑k
i=1 pi log(pi)∑k
i=1 pi log(λi)
=
∑
u∈{1,...,k}ℓ pu log(pu)∑
u∈{1,...,k}ℓ pu log(λu)
,
where λu = λu1 · · ·λuk , see e.g. [5, Theorem 5.2.5].
On the other hand, we obtain from Corollary 6.4 that for all µ-generic ω, all
v ∈ S1, and all q ∈ (1, 2],
dimH(Πvη
(ω)) ≥ Dq(Πvη
(ω)) = min
(∑
σ∈Σ rσ log(
∑
u∈{1,...,k}ℓ p
q
σ,u)
(q − 1)
∑
σ∈Σ rσ log(λσ)
, 1
)
,
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where λσ = λu for any u such that N(u) = σ. (For the left-most inequality, recall
that Lq dimension, q > 1, is always a lower bound for Hausdorff dimension.) Letting
q → 1+, and recalling the definitions of rσ, pσ,u, we infer
dimH(Πvη
(ω)) ≥ min
(∑
σ∈Σ rσ
∑
u∈{1,...,k}ℓ pσu log pσu∑
σ∈Σ rσ log(λσ)
, 1
)
= min
(∑
u∈{1,...,k}ℓ pu log(pu/rN(u))∑
u∈{1,...,k}ℓ pu log(λu)
, 1
)
≥ min(dimH ν, 1)−
∑
u∈{1,...,k}ℓ pu log(rN(u))∑
u∈{1,...,k}ℓ pu log(λu)
= min(dimH ν, 1)−
∑
σ∈Σ rσ log(rσ)
ℓ
∑k
i=1 pi log(λi)
≥ min(dimH ν, 1) +
log#Σ
ℓ
∑k
i=1 pi log(λi)
≥ min(dimH ν, 1) +
k log(ℓ+ 1)
ℓ
∑k
i=1 pi log(λi)
−→ min(dimH ν, 1) as ℓ→∞,
where in the fifth line we used that the entropy of a probability vector of length M
is bounded by logM . This completes the proof. 
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