The nonlinear neutral differential equation
Introduction
In this paper we shall be concerned with the existence and asymptotic behavior of solutions of nonlinear neutral differential equations of the form d n dt n [x(t) + h(t)x(τ (t))] + f (t, x(g(t))) = q(t),
where the following conditions are assumed:
(H1) n ∈ N; (H2) t 0 > 0; (H3) h ∈ C[t 0 , ∞); (H4) τ ∈ C[t 0 , ∞) is strictly increasing, lim t→∞ τ (t) = ∞ and τ (t) < t for t ≥ t 0 ; (H5) g ∈ C[t 0 , ∞) and lim t→∞ g(t) = ∞; (H6) f ∈ C([t 0 , ∞) × R); (H7) q ∈ C[t 0 , ∞).
By a solution of (1), we mean a function x(t) that is continuous and satisfies (1) on [t x , ∞) for some t x ≥ t 0 . Therefore if x(t) is a solution of (1) , then x(t) + h(t)x(τ (t)) is n-times continuously differentiable on [t x , ∞). Note that, in general, x(t) itself is not continuously differentiable.
A solution of (1) is said to be oscillatory if it has arbitrarily large zeros; otherwise it is said to be nonoscillatory. This means that a solution x(t) is oscillatory if and only if there is a sequence {t i } ∞ i=1 such that t i → ∞ as i → ∞ and x(t i ) = 0 (i = 1, 2, . . .), and a solution x(t) is nonoscillatory if and only if x(t) is either eventually positive or eventually negative.
In recent years there has been an increasing interest in the existence and asymptotic behavior of solutions of neutral differential equations, and a number of results have been obtained. For typical results we refer to the papers and the monographs [34] [35] [36] and [37] . In this paper we present general results which contain the results established in [1, 2, [7] [8] [9] [10] 18, 30] .
The results concerning the existence of oscillatory solution x(t) such that
were obtained in [6, 11, 13, 14] and [25] . Here, λ, τ > 0 and ω ± (t + τ ) = ∓ω ± (t). However, very little is known about the existence of another type of oscillatory solutions of nonlinear neutral differential equations. From our results, we establish sufficient conditions for (1) to have the oscillatory solution x(t) satisfying x(t) = b(t)t k , k = 0, 1, 2, . . . , n − 1, where b(t) is a bounded oscillatory function. Neutral differential equations find numerous applications in natural science and technology. For instance, they are frequently used for the study of distributed networks containing lossless transmission lines. See, for example, Hale [38] . Now let ω(t) be a solution of the unperturbed equation d n dt n [ω(t) + h(t)ω(τ (t))] = q(t). It is natural to expect that, if f is small enough in some sense, Eq. (1) has a solution x(t) which behaves like the function ω(t) as t → ∞. In Section 2 we study the existence and asymptotic behavior of solutions ω(t). In Section 4 we shall be concerned with the existence of solutions x(t) of (1) with the asymptotic properties x(t) = ω(t) + o(t k ) (t → ∞), k = 0, 1, 2, . . . , n − 1.
For this end, in Section 3 we introduce the mapping Φ : C[T, ∞) −→ C[T, ∞) such that (Φu)(t) + h(t)(Φu)(τ (t)) = u(t), u ∈ C[T, ∞).
This mapping Φ is useful to discuss the existence of solutions of the neutral differential equation (1) . In fact, if the integral equation (n − k − 1)! f (r, (Ψ k u)(g(r )))dr ds for some k ∈ {1, 2, . . . , n − 1} has a solution u(t), then x(t) = (Ψ k u)(t) is a solution of (1), where (Ψ k u)(t) = ω(t) + (−1) n−k−1 (Φu)(t), k = 0, 1, 2, . . . , n − 1.
Here and hereafter, C[T, ∞) is regarded as the Fréchet space of all continuous functions on [T, ∞) with the topology of uniform convergence on every compact subinterval of [T, ∞).
In Section 5 we derive sufficient conditions and necessary and sufficient conditions for the unforced neutral differential equation d n dt n [x(t) + h(t)x(τ (t))] + f (t, x(g(t))) = 0 (2) to have certain nonoscillatory solutions. If x(t) is a positive solution of (2), then y(t) = −x(t) is a negative solution of d n dt n [y(t) + h(t)y(τ (t))] + f (t, y(g(t))) = 0, where f (t, u) = − f (t, −u). Thus we will state our results for the existence of positive solutions only. In Section 6 we consider Eq. (2) for the case where h(t) = h(τ N (t)) + o(1) as t → ∞ for some integer N ≥ 1. (The notation of τ N (t) is explained just below.) The more precise case h(t) = h(τ (t)) is discussed in [24] and [27] , and its particular case τ (t) = t − γ (γ > 0) is discussed in [26] .
Throughout this paper we use the notation:
where τ −1 (t) is the inverse function of τ (t). Since τ (t) < t, we obtain
We note here that τ − p (t) → ∞ as p → ∞ for each fixed t ≥ t 0 . Otherwise, because of (3), there are a constant c ≥ t 0 and a number T ≥ t 0 such that
, we have c = τ −1 (c), which contradicts the assumption that τ (t) < t for t ≥ t 0 .
Functional equations
In this section we consider functional equations of the form
where the following conditions are assumed to hold: τ ∈ C[T, ∞) is strictly increasing, lim t→∞ τ (t) = ∞ and
Hence it is worthwhile to investigate functional equations of the type (4).
The following notation will be used:
is well-defined, continuous on [τ (T ), ∞) and gives the unique solution of the initial value problem
is such a function. Thus, (4) always has a solution v(t).
Proof of Lemma 2.1. It is easy to see that v(t) is continuous on
We observe that
and that if m ≥ 1, then
we find that
Finally we show the uniqueness. Assume that u, v ∈ C[τ (T ), ∞) are solutions of (8) . We put w(t) = u(t) − v(t). Then w(t) satisfies
To prove that the solution of (8) is unique, it is sufficient to show that w(t) = 0 for t ≥ τ (T ). Obviously,
Then we see that w(τ (s)) = 0, so that w(s) = p(s)w(τ (s)) = 0. By induction, we have w(t) = 0 for t ≥ τ (T ). The proof is complete.
Proof. Let ε > 0 be arbitrary. There is a number
There exists an integer N ≥ 1 such that λ m+1 K < ε for m ≥ N . We find that
Consequently we have
which means lim t→∞ v(t) = 0.
Remark 2.2. Lemma 2.2 has been established by Naito [18] . But the proof in this paper is another method. Now we shall be concerned with the asymptotic behavior of solutions of the functional equation
We note here that if q(t) = 0 for all large t, then (4) becomes
which is the same form as (9) . In Lemmas 2.3-2.10 below, we assume that ω ∈ C[τ (T ), ∞) satisfies (9) for t ≥ T .
In particular, if λ < 1/2, then
Lemma 2.5. Suppose that 0 ≤ µ ≤ p(t) ≤ λ < 1 on [T, ∞) for some µ ≥ 0 and λ > 0. Then
Lemma 2.6. Suppose that 0 ≤ µ ≤ − p(t) ≤ λ < 1 on [T, ∞) for some µ ≥ 0 and λ > 0. Then
Lemma 2.10. Suppose that lim t→∞ p(t) = l for some l ∈ R. If either 1 < |l| < ∞ and ω(t) is bounded on [T, ∞) or |l| < 1, then
Let K > 0 be a constant such that |ϕ(t)| ≤ K for t ∈ [τ (T ), T ]. For any ε > 0, there is an integer N ≥ 1 such that
Therefore we obtain 1 − 2λ
This completes the proof.
Proofs of Lemmas 2.4-2.6. Observe that
Hence we have
for t ≥ τ −(2m−1) (T ) and m = 1, 2, . . .. (Proof of Lemma 2.4) Lemma 2.3 implies that lim sup t→∞ ω(t) ≤ 1/(1 − λ). Hence we can take K > 0 such that
By (11) we obtain
Using (11), we see that
We note that
and
. This completes the proof.
Proof of Lemma 2.7. Since
we have
for m = 1, 2, . . .. Let K > 0 be a constant such that |ω(t)| ≤ K for t ≥ T . For any ε > 0, there exists an integer N ≥ 1 such that
In view of (12), we see that
The proof is complete.
Proof of Lemma 2.8. From (12) it follows that
we conclude that
Proof of Lemma 2.9. From (9) it follows that
Since ω(t) is bounded, we see that lim t→∞ [ω(t) − 1]/ p(t) = 0, so that lim t→∞ ω(t) = 0, by (13) . Letting t → ∞ in (9), we obtain lim t→∞ p(t)ω(τ (t)) = −1. This completes the proof.
Proof of Lemma 2.10. First we assume that l = 0. Let ε ∈ (0, 1/2) be arbitrary. There is a number T 0 ≥ T such that
Letting ε → 0 in (14), we have lim t→∞ ω(t) = 1 = 1/(1 − l). In exactly the same way, it can be shown that lim t→∞ p(t) = 1/(1 − l) for the cases 0 < l < 1, −1 < l < 0, 1 < l < ∞ and −∞ < l < −1, by using Lemmas 2.5-2.8.
Fundamental mapping
In this section we are concerned with the mapping Φ :
We assume throughout this section that (H4) holds and p ∈ C[t 0 , ∞). We use the notation (6).
Proposition 3.1. Let T * and T be numbers with t 0 ≤ T * ≤ τ (T ). Suppose that the following condition (H8) holds:
(H8) p(t) is bounded on [T, ∞) and there are N ∈ N and λ > 0 such that
Then there exists a mapping Φ : C[T * , ∞) −→ C[T * , ∞) which has the following properties:
Proof of Proposition 3.1. For each u ∈ C[T * , ∞), we assign the function Φu by
From Lemma 2.1 it follows that (Φu)(t) is continuous on [T * , ∞) for each u ∈ C[T * , ∞) and satisfies the property (ii). Now we show that Φ has the properties (i) and (iii).
(i) It suffices to prove that if {u j } ∞ j=1 is a sequence in C[T * , ∞) converging to u ∈ C[T * , ∞) uniformly on every compact subinterval of [T * , ∞), then Φu j converges to Φu uniformly on every compact subinterval of [T * , ∞). It is clear that Φu j converges to Φu uniformly on [T * , T ]. We claim that Φu j → Φu uniformly on
Since p(t) is bounded, we have lim t→∞
and q(t) replaced by (Φu)(t), P N (t), τ N (t) and
Proposition 3.2. Let T * and T be numbers with t 0 ≤ T * ≤ τ (T ). Suppose that the following condition (H9) holds:
, and there are N ∈ N and µ > 0 such that
Then there exists a mapping Ψ : B(M) −→ C[T * , ∞) which has the following properties:
Remark 3.3. The mapping Ψ described in Proposition 3.2 satisfies
for each u ∈ B(M) with lim t→∞ u(t) = 0. This follows from (H9) and the property (iv) in Proposition 3.2.
Proof of Proposition 3.2. For each u ∈ B(M), we define the function Ψ u as follows:
Using (H9), there is a constant K > 1 such that | p(t)| −1 ≤ K for t ≥ T . For each i ∈ N, we take integers q(i) ≥ 0 and r (i) such that i = q(i)N + r (i) and 0 ≤ r (i) ≤ N − 1. Then we have
for t ≥ τ −(i−1) (T ) and i = 1, 2, . . .. Then from (H9) it follows that
Since
we see that Ψ is well-defined and that, for each u ∈ B(M), (Ψ u)(t) is continuous on [T * , ∞) and satisfies
for t ≥ τ (T ). This implies that Ψ satisfies the property (iii). Now we show that Ψ satisfies the properties (i), (ii), (iv) and (v).
(i) Let {u j } ∞ j=1 be a sequence in C[T * , ∞) converging to u ∈ C[T * , ∞) uniformly on every compact subinterval of [T * , ∞). Let [α, β] be an arbitrary compact subinterval of [τ (T ), ∞). For any ε > 0, there is an integer p ≥ 1 such that
By virtue of (16), we see that
(iv) Let u ∈ B(M) and lim t→∞ u(t) = 0. From (17) it follows that (Ψ u)(t) → 0 as t → ∞. Using (ii), we see that
so that Ψ satisfies (iv).
(v) Let u ∈ B(M) such that u(t) > 0 for t ≥ T * and lim sup t→∞ u(t) u(τ (t)) ≤ 1.
There is a number T 1 ≥ T which satisfies
for i = 1, 2, . . .. In view of (16), we conclude that
Proposition 3.2 implies the following result, by putting u(t) ≡ 1.
Lemma 3.1. Let T ≥ τ −1 (t 0 ). Suppose that (H9) holds. Then there exists a bounded function ω ∈ C[τ (T ), ∞) satisfying (9) for t ≥ T .
From Propositions 3.1 and 3.2 and Remark 3.3, we have the following result.
Lemma 3.2. Let T ≥ τ −1 (t 0 ). Suppose that q ∈ C[T, ∞) and lim t→∞ q(t) = 0. If (H8) or (H9) holds, then there exists a function v ∈ C[τ (T ), ∞) satisfying (4) for t ≥ T and lim t→∞ v(t) = 0.
Proposition 3.3. Let T * and T be numbers such that t 0 ≤ T * ≤ τ (T ) and let r ∈ C[T * , ∞) with r (t) > 0 for t ≥ T * . Suppose that the following condition (H10) holds:
] is bounded on [T, ∞) and there are N ∈ N and λ > 0 such that
Then there exists a mapping Φ : C[T * , ∞) −→ C[T * , ∞) which satisfies the following properties:
Proposition 3.4. Let T * and T be numbers such that t 0 ≤ T * ≤ τ (T ) and let r ∈ C[T * , ∞) with r (t) > 0 for t ≥ T * . Suppose that the following condition (H11) holds:
Then there exists a mapping Ψ : U −→ C[T * , ∞) which satisfies the following properties:
(i) the mapping Ψ is continuous in the C[T * , ∞)-topology; (ii) for each u ∈ U , Ψ satisfies (Ψ u)(t) − p(t)(Ψ u)(τ (t)) = u(t) for t ≥ T ; (iii) if u ∈ U satisfies u(t) = o(r (t)) (t → ∞), then
Remark 3.4. If | p(t)|[r (τ (t))/r (t)] ≤ λ < 1 for t ≥ T , then (H10) holds. If | p(t)|[r (τ (t))/r (t)] ≥ µ > 1 for t ≥ T , then (H11) holds.
Proofs of Propositions 3.3 and 3.4. We give the proof of Proposition 3.4 only. In exactly the same way, we can show Proposition 3.3. By applying Proposition 3.2 with p(t) and M replaced by p(t)[r (τ (t))/r (t)] and 1, respectively, there exists a mapping Ψ 1 : B(1) −→ C[T * , ∞) such that (a) the mapping Ψ 1 is continuous in the C[T * , ∞)-topology; (b) for each v ∈ B(1), Ψ 1 satisfies
(t → ∞);
Then we easily see that Ψ maps U into C[T * , ∞) and satisfies (i)-(iv) in Proposition 3.4.
Existence theorems
In this section we show that if f is small enough in some sense, then (1) has a solution x(t) which behaves like the solution ω(t) of the unperturbed equation
We always assume that (H1)-(H7) and the following condition (H12) hold:
(H12) there exists a function F(t, u) ∈ C([t 0 , ∞) × [0, ∞)) which is nondecreasing in u ∈ [0, ∞) for each fixed t ≥ t 0 and satisfies
The main results of this section are as follows.
Theorem 4.1. Let k ∈ {0, 1, 2, . . . , n − 1}, and let ω(t) be a solution of the unperturbed equation (18) . Suppose that either (H13) h(t)[τ (t)/t] k is bounded on [t 0 , ∞) and there are N ∈ N and λ > 0 such that
then (1) possesses a solution x(t) satisfying
Theorem 4.2. Let k ∈ {0, 1, 2, . . . , n − 1}, and let ω(t) be a solution of the unperturbed equation (18) . Suppose that (H14) holds. If
then there exists a solution x(t) of (1) satisfying
Remark 4. 
then there exists a solution x(t) of (1) such that
Corollary 4.2. Let ω(t) be a solution of the unperturbed equation (18) . Suppose that (H16) holds. If
then (1) has a solution x(t) satisfying
Proofs of Theorems 4.1 and 4.2. From Remark 4.1, it is sufficient to give the proof of Theorem 4.1 for the case (H13) and the proof of Theorem 4.2. Assume that either (H13) and (19) or (H14) and (21) hold. Let T 0 ≥ t 0 be a number such that ω(t) satisfies (18) and is continuous on [T 0 , ∞). We can take a number T ≥ 1 satisfying
where
for the case that (H13) holds,
Put F(t) = F(t, |ω(g(t))| + ε ψ(g(t))) and
for t ≥ T . Consider the set Y of all functions y ∈ C[T * , ∞) satisfying
Obviously, Y is a closed convex subset of C[T * , ∞). It can be shown that
In fact, if k = 0, then
and if k = 0, then
In view of the fact that lim t→∞ η(t)/t k = 0, we have lim t→∞ |y(t)|/t k = 0 for each y ∈ Y . We use Proposition 3.3 or 3.4 with p(t) = −h(t) and r (t) = t k . Then there exists a continuous mapping Φ :
Define the mapping F : Y −→ C[T * , ∞) as follows:
Note that | f (t, u)| ≤ F(t) for all u ∈ R. Then it is easy to see that F is well defined on Y and maps Y into itself. Since Φ is continuous on Y , the Lebesgue dominated convergence theorem shows that F is continuous on Y . Now we claim that F(Y ) is relatively compact. We note that F(Y ) is uniformly bounded on every compact subinterval of [T * , ∞), because of F(Y ) ⊂ Y . By the Ascoli-Arzelà theorem, it suffices to verify that F(Y ) is equicontinuous on every compact subinterval of [T * , ∞). If k = 0 and n = 1, then
If either k = 0 and n ≥ 2 or k = 1, then
Let I be an arbitrary compact subinterval of [T, ∞). Then we see that {(F y) (t) : y ∈ Y } is uniformly bounded on I . The mean value theorem implies that F(Y ) is equicontinuous on I . Since |(F y)(t 1 ) − (F y)(t 2 )| = 0 for t 1 , t 2 ∈ [T * , T ], we conclude that F(Y ) is equicontinuous on every compact subinterval of [T * , ∞).
Applying the Schauder-Tychonoff fixed point theorem to the mapping F, we find that there exists a y ∈ Y such that y = F y. Set
From (24) it follows that x(t) satisfies x(t) = ω(t) + o(ψ(t)) (t → ∞), and hence there exists a number
By virtue of (23), we observe that
for t ≥ T . By differentiation of (25), we see that x(t) is a solution of (1). The proof is complete.
Now we assume that (18) has a positive solution ω(t). Consider the equation
where (H1)-(H5), (H7) and the following condition are assumed to hold: ∞) ) and there exists a continuous function F ∈ C([t 0 , ∞) × (0, ∞)) which is nondecreasing in u ∈ (0, ∞) for each fixed t ≥ t 0 and satisfies
Theorem 4.3. Let k ∈ {0, 1, 2, . . . , n − 1}, and let ω(t) be a solution of the unperturbed equation (18) satisfying
then (26) has a positive solution x(t) satisfying (20) .
Theorem 4.4. Let k ∈ {0, 1, 2, . . . , n − 1}, and let ω(t) be a solution of the unperturbed equation (18) satisfying
Suppose that (14) holds. If
then there exists a positive solution x(t) of (26) satisfying (22) .
Proofs of Theorems 4.3 and 4.4. We may assume without loss of generality that ε > 0 is sufficiently small. Apply the proofs of Theorems 4.1 and 4.2 with f and T 0 replaced by ϕ and a large number T 1 such that ω(t) is continuous and satisfies (18) on [T 1 , ∞), and ω(t) > εψ(t) for t ≥ T 1 .
Existence of positive solutions
In this section we derive various sufficient conditions and necessary conditions for the neutral differential equation
to have certain positive solutions. It is assumed throughout this section that (H1)-(H5) and (H17) hold. Note that the unperturbed equation of (27) is
Theorem 5.1. Let k ∈ {0, 1, 2, . . . , n − 1}. Suppose that one of the following conditions (29)- (31) holds:
then (27) has a positive solution x(t) satisfying
Proof. If (29) or (31) holds, then (H13) or (H14) holds, respectively. If (30) holds, then (H13) with t 0 replaced by τ −1 (t 0 ) holds. By putting p(t) = −h(t)[τ (t)/t] k , Remark 2.1, Lemmas 2.3, 2.4, 2.7, 2.8 and 3.1 imply that there exists a function θ ∈ C[τ (T ), ∞) satisfying
where T is a sufficiently large number. We note that θ (t) is eventually positive or eventually negative. For any a > 0, we put ω(t) = a t k |θ (t)|. In view of (34) and (35), we see that ω(t) is a solution of the unperturbed equation (28) and satisfies
If a > 0 is sufficiently small, then there are a constant ε > 0 and a number T 1 ≥ T such that
By virtue of Theorem 4.3, (27) has a positive solution x(t) satisfying (33).
If ( 
Proof. We easily see that (H13) or (H14) holds for some large number t 0 . Therefore, by the same arguments as in the proof of Theorem 5.1, the conclusion follows from Theorem 4.3 and Lemma 2.10.
exists and is a positive finite value.
Proof. It is easy to check that (H14) holds for some large number t 0 . From Lemmas 2.9 and 3.1 with p(t) = −h(t)[τ (t)/t] k , it follows that there exists a function θ ∈ C[τ (T ), ∞) satisfying (34) and
where T is sufficiently large. Hence, θ (t) is eventually positive or eventually negative. There are constants a > 0, ε > 0 and a number T 1 ≥ T such that
Put ω(t) = a|θ (t)|t k . Then we find that ω(t) is a solution of (28) and satisfies
Applying Theorem 4.4, we conclude that (27) has a solution x(t) satisfying (22) . By (40), x(t) satisfies
Since τ (t) < t for t ≥ t 0 , the conditions
imply (29) and (30), respectively. Thus, by Theorem 5.1, we have the following corollary.
Corollary 5.1. Let k ∈ {0, 1, 2, . . . , n − 1}, and suppose that (41) or (42) holds. If (32) holds, then (27) has a positive solution x(t) satisfying (33).
In particular, for the case k = 0, Theorems 5.1-5.3 give the following results.
Corollary 5.2. Suppose that
then ( 
A typical example satisfying (45) is τ (t) = t − γ , where γ > 0 is a constant.
Corollary 5.5. Let k ∈ {0, 1, 2, . . . , n − 1}. Suppose that (43) and (45) hold. If (32) holds, then (27) has a positive solution x(t) satisfying (33).
Corollary 5.6. Let k ∈ {0, 1, 2, . . . , n − 1}. Suppose that (45) holds and that lim t→∞ h(t) = l for some l ∈ R with |l| = 1. If (32) holds, then (27) has a positive solution x(t) satisfying (37). Corollary 5.10. Let k ∈ {0, 1, 2, . . . , n − 1}. Suppose that (45) and (H18) hold and that lim t→∞ h(t) = l for some l ∈ R with |l| = 1. Then (46) has a positive solution x(t) satisfying (37) if and only if (47) holds.
Remark 5.1. Theorem 5.2 with |l| < 1 has been established by Naito [18] . Corollary 5.6 is a generalization of Theorem 1 with | p| = 1 by Chen et al. [1] . Corollary 5.8 has been obtained by Jaroš and Kusano [7] [8] [9] and [10] , and Naito [18] . Corollary 5.10 extends the results by Chen [2] and Yu et al. [30] .
The case h(t)
We consider the equation
for the following case:
for some N ∈ N. It is assumed throughout this section that (H1)-(H6) and (H12) hold. Pairs of functions
give typical examples satisfying (51). Now we suppose that (−1) N H N (t) = 1 for t ≥ τ −(N −1) (t 0 ) and define the function ω N (t) by
It is easy to check that if h(t) = h(τ N (t)) for t ≥ τ −(N −1) (t 0 ), then
Thus it is natural to expect that, if (51) holds, then there exists a continuous function ω(t) which satisfies
for all large t and behaves like the function ω N (t) as t → ∞. In fact we have the following result. 
Proof. Put p(t) = −h(t) and use the notation (6) . Then
First we claim that
for all large t. Since p(t) is bounded and since either
for all large t. From (51) it follows that (53) holds as claimed. By applying Lemma 3.2 with
for all large t and lim t→∞ v(t) = 0. Set ω(t) = ω N (t) + v(t). Then we easily see that ω(t) satisfies (9) for all large t and ω(t) = ω N (t) + o(1) (t → ∞). This completes the proof.
Lemma 6.2. Let k ∈ N ∪ {0}. Suppose that h(t) is bounded on [t 0 , ∞) and that either (H15) or (H16) holds. Assume moreover that (45) and (51) hold. Then there exists a continuous function ω(t) satisfying
for all large t and
Proof. Notice that
Applying Lemma 6.1 with h(t) replaced by h(t)[τ (t)/t] k , we see that there exists a continuous function θ (t) such that θ (t) + h(t) τ (t) t k θ (τ (t)) = 1 for all large t and
It is not difficult to verify that
Thus, ω(t) ≡ t k θ (t) satisfies (54) for all large t and (55).
Assume that h(t) is bounded, (45) and either (H15) or (H16) hold. Then either (H13) or (H14) holds with t 0 replaced by sufficiently large number T 1 , and ω N (t) is bounded on [τ −(N −1) (t 0 ), ∞). Therefore, using Theorem 4.1, Lemmas 6.1 and 6.2, we obtain the following results. Theorem 6.1. Suppose that h(t) is bounded on [t 0 , ∞) and that either (H15) or (H16) holds. Assume moreover that (51) holds. Then (50) has a solution x(t) satisfying x(t) = c ω N (t) + o(1) (t → ∞) for some c = 0, provided ∞ t n−1 F(t, a)dt < ∞ for some a > 0.
(56) Theorem 6.2. Let k ∈ {0, 1, 2, . . . , n − 1}. Suppose that h(t) is bounded on [t 0 , ∞) and that either (H15) or (H16) holds. Assume moreover that (45) and (51) hold. Then (50) has a solution x(t) satisfying 
In particular, for the cases N = 1 and N = 2, Theorems 6.1 and 6.2 give the following results. 
where |λ| < 1. Here, h(t) = λ(1−sin t) and τ (t) = t −π . It is easy to check that (H20) holds and lim t→∞ τ (t)/t = 1. Let k ∈ {0, 1, 2, . . . , n − 1}. Applying Corollary 6.4 to Eq. (58), we see that if (57) holds, then (58) has a solution x(t) satisfying x(t) = c 1 + λ(sin t − 1)
1 + λ 2 (sin 2 t − 1) + o(1) t k (t → ∞) for some c = 0.
This solution x(t) is oscillatory if 1/2 < λ < 1 and is nonoscillatory if −1 < λ < 1/2.
