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LOCAL ZETA FUNCTIONS FOR A CLASS OF P-ADIC SYMMETRIC
SPACES (I)
PASCALE HARINCK AND HUBERT RUBENTHALER
Part I: Structure and Orbits
Abstract: This is an extended version of the first part of a forthcoming paper where we will
study the local Zeta functions of the minimal spherical series for the symmetric spaces arising
as open orbits of the parabolic prehomogeneous spaces of commutative type over a p-adic field.
The case where the ground field is R has already been considered by Nicole Bopp and the second
author ([7]). If F is a p-adic field of caracteristic 0, we consider a reductive Lie algebra g˜
over F which is endowed with a short Z-grading: g˜ = g−1 ⊕ g0 ⊕ g1. We also suppose that the
representation (g0, g1) is absolutely irreducible. Under a so-called regularity condition we study
the orbits of G0 in g1, where G0 is an algebraic group defined over F , whose Lie algebra is g0.
We also investigate the P -orbits, where P is a minimal σ-split parabolic subgroup of G (σ being
the involution which defines a structure of symmetric space on any open G0-orbit in g1).
AMS classification: 22E46, 16S32
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Introduction
The ultimate purpose of this paper will be (in a final version) to define local Zeta functions for
a class of reductive p-adic symmetric spaces (attached to the representations of the σ-minimal
series) and to prove their explicit functional equation.
But in the present first part, we are only concerned with classification and structure theory
for these symmetric spaces.
Let F be a p-adic field of characteristic 0 whose residue class field has characteristic 6= 2. The
main object under consideration is a reductive Lie algebra g˜ endowed with a short Z-grading
g˜ = V − ⊕ g⊕ V + (V + 6= {0}).
This means that [g, g] ⊂ g, [g, V ±] ⊂ V ±, [V +, V +] = [V −, V −] = {0}. We also suppose
that the corresponding representation of g on V + is absolutely irreducible. Then (g, V +) is an
infinitesimal prehomogeneous vector space. It is well known that such a grading is defined by
a grading element H0. We normalize it in such a way that ad(H0) has eigenvalues −2,0, 2 on
V −, g, V +, respectively.
We introduce a natural algebraic subgroup G of the group of automorphisms of g˜ whose Lie
algebra is g (which was first used by Iris Muller ([15])). This group is defined at the beginning of
section 1.7 as the centralizer of H0 in the group of automorphisms of g˜ which become elementary
over a field extension. Then (G, V +) is a prehomogeneous vector space.
Although a part of the structure theory can be carried out with no further assumption
(section 1.1 up to section 1.7), we need to introduce the so-called regularity condition, and we
will essentially only consider regular graded Lie algebras in this paper. A graded Lie algebra is
said to be regular (Definition 1.7.11) if the grading element H0 is the semi-simple element of an
sl2-triple. This condition is also equivalent to the existence of a non-trivial relative invariant
polynomial ∆0 of the prehomogeneous space (G, V
+), and also, as we will see in section 4, to
the fact that the various open G-orbits in V + are symmetric spaces.
These open orbits of G in V + (and in V −) are precisely the symmetric spaces we are interested
in.
One can always suppose that g˜ is semi-simple. Then the assumptions on the grading imply
that g+V + (where the overline stands for scalar extension to an algebraic closure) is a maximal
parabolic subalgebra of g˜, and hence it is defined by the single root which is removed from the
root basis of g˜ to obtain the root system of g. It can be shown that this single root is a “white”
root in the Satake-Tits diagram of g˜. Therefore the gradings we are interested in are in one to
one correspondence with “weighted” Satake-Tits diagrams where one “white” root is circled.
The classification is done in section 2 and the list of the allowed diagrams is given in Table 1
(section 2.2).
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A key tool in the orbital descripion of (G, V +) is a kind of principal diagonal
g˜λ0 ⊕ . . .⊕ g˜λk ⊂ V +
where λ0, λ1, . . . , λk is a maximal subset of strongly orthogonal roots living in V
+. This sequence
starts with the root λ0, the root defining the above mentioned parabolic, and is obtained by an
induction process which we call “descent” (see sections 1.5 and 1.6).
A first step in the classification of the orbits is to prove that any G-orbits meets this principal
diagonal. This is done in Theorem 3.2.2. Another step is the study of the so-called rank 1 case
in section 1.12 (Theorem 1.12.4).
Finally, in order to classify the orbits, we need to distinguish three Types (see Definition 2.2.2)
and the full classification of the orbits is obtained in Theorem 3.8.8 for Type I, Theorem 3.8.9
and Theorem 3.8.10 for Type II, and Theorem 3.9.8 for Type III.
Section 4 is devoted to the study of the associated symmetric spaces. Let Ω1, . . . ,Ωm be the
open orbits in V +. As we said before these open orbits are symmetric spaces. More precisely
this means that if we choose elements I+j ∈ Ωj, and if Hj = ZG(I+j ) then for all j there exists
an involution σj of g (in fact the restriction of an involution of g˜ which stabilizes g) such that
Hj is an open subgroup of the fixed point group G
σj . Therefore Ωj ' G/Hj can be viewed as a
symmetric space. A striking fact is that all these G-symmetric spaces have the same minimal
σj-split parabolic subgroup P (i.e. σj(P ) is the opposite parabolic of P ). Moreover (P, V
+)
is again a prehomogeneous space. We define and study a family of polynomials ∆0, . . . ,∆k
which are the fundamental relative invariants of (P, V +). We also determine the open orbits of
(P, V +) in terms of the values of the ∆j (Theorem 4.3.6). Finally we introduce an involution γ
of g˜ which exchanges V + and V − and which allows to define the fundamental relative invariants
of (P, V −) and to determine its open orbits.
This paper follows the same lines as the corresponding paper which dealt with the real case
by Nicole Bopp and the second author ([7]). But of course, due to the big difference between
the structure of the base fields, the proofs (as well as the definition of the group which acts),
are often rather different.
We must also mention that the study of graded algebras over a p-adic field was initiated by
Iris Muller in a series of paper ([14], [15], [16], [17]), in a more general context (the so-called
quasi-commutative case), but her results seem to us less precise and sometimes weaker than
ours. Moreover she never considered the symmetric space aspects of these spaces.
Finally it should be noticed that, via the Kantor-Koecher-Tits construction (which is still valid
over a p-adic field), there is a bijection between the regular graded Lie algebras we consider
here and absolutely simple Jordan algebra structures on V + (see [8], and the references there).
And, probably, the group G which is used in this paper is very closed to the “structure group”
for the p-adic Jordan algebra V +.
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1. 3-graded Lie algebras
1.1. A class of graded algebras.
In this paper the ground field F is a p-adic field of characteristic 0, i.e. a finite extension of
Qp. Moreover we will always suppose that the residue class field has characteristic 6= 2 (non
dyadic case). We will denote by F an algebraic closure of F . In the sequel, if U is a F -vector
space, we will set
U = U ⊗F F
.
Definition 1.1.1. Throughout this paper a reductive Lie algebra g˜ over F satisfying the fol-
lowing two hypothesis will be called a graded Lie algebra:
(H1) There exists an element H0 ∈ g˜ such that adH0 defines a Z-grading of the form
g˜ = V − ⊕ g⊕ V + (V + 6= {0}) ,
where [H0, X] =

0 for X ∈ g ;
2X for X ∈ V + ;
−2X for X ∈ V − .
(Therefore, in fact, H0 ∈ g)
(H2) The (bracket) representation of g on V + is irreducible. (In other words, the representa-
tion (g, V +) is absolutely irreducible)
The following relations are trivial consequences from (H1) :
[g, V +] ⊂ V + ; [g, V −] ⊂ V − ; [g, g] ⊂ g ; [V +, V −] ⊂ g ; [V +, V +] = [V −, V −] = {0}.
1.2. The restricted root system.
There exists a maximal split abelian Lie subalgebra a of g containing H0. Then a is also
maximal split abelian in g˜.
Denote by Σ˜ the roots of (g˜, a) and by Σ the roots of (g, a). (These are effectively root systems:
see [28], p.10).
Let Aute(g) denote the group of elementary automorphisms of g ([4] VII, §3, n◦1).
Two maximal split abelian subalgebras of g are conjugated by Aute(g) ([28], Theorem 2, page
27, or [27], Theorem 3.1.16 p. 27)
Theorem 1.2.1. (Cf. Th. 1.2 p.10 of [7])
(1) There exists a system of simple roots Π˜ in Σ˜ such that
ν ∈ Π˜ =⇒ ν(H0) = 0 or 2 .
(2) There exists an unique root λ0 ∈ Π˜ such that λ0(H0) = 2.
(3) If the decomposition of a positive root λ ∈ Σ˜ in the basis Π˜ is given by
λ = m0λ0 +
∑
ν∈Π˜\{λ0}
mνν , m0 ∈ Z+,mν ∈ Z+
then m0 = 0 or m0 = 1. Moreover λ belongs to Σ if and only if m0 = 0.
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Proof. Let S be the subset of Σ˜ given by
S = {λ ∈ Σ˜ | λ(H0) = 0 or 2} .
It is easily seen from (H1) that S is a parabolic subset of Σ˜, i.e. g⊕V + is a parabolic subalgebra
of g˜. It is well known (see [3] chap. 6 Prop. 20) that there exists an order on Σ˜ such that, if a
root λ ∈ Σ˜ is positive for this order, then g˜λ is a subspace of g ⊕ V +. If Π˜ denotes the set of
simple roots of Σ˜ corresponding to this order, then Π˜ satisfies (1).
There exists at least one root λ0 ∈ Π˜ such that λ0(H0) = 2 because V + 6= {0}. Moreover the
commutativity of V + which is the nilradical of the parabolic algebra g⊕ V + implies (3).
Let us suppose that there exists in Π˜ a root λ1 6= λ0 such that λ1(H0) = 2. Let V0 be the sum
of the root spaces g˜λ for the roots λ of the form
λ = λ0 +
∑
ν∈Π˜,ν(H0)=0
mνν (mν ∈ Z+) .
Since V0 does not contain g˜
λ1 , it is a non-trivial subspace of V + which is invariant under the
action of g. This gives a contradiction with (H2) and the uniqueness of λ0 such that λ0(H0) = 2
follows, hence (2) is proved.

Let us fix once and for all such a set of simple roots Π˜ of Σ˜. Then
Π˜ = Π ∪ {λ0} ,
where Π = {ν ∈ Π˜ | ν(H0) = 0} is a set of simple roots of Σ. We denote by Σ˜+ (resp. Σ+) the
set of positive roots of Σ˜ (resp. Σ) for the order defined by Π˜ (resp. Π).
Then we have the following characterization of λ0 :
Corollary 1.2.2. The root λ0 is the unique root in Σ˜ such that
• λ0(H0) = 2 ;
• λ ∈ Σ+ =⇒ λ0 − λ /∈ Σ˜ .
Proof. It is clear that λ0 satisfies the two properties. Let µ ∈ Σ˜ a root satisfying the same
properties. Then the first property implies that µ ∈ Σ˜+. Suppose that µ 6= λ0. Then µ = λ0 +
Σν∈Amνν with A ⊂ Π, A 6= ∅, andmν 6= 0. This implies that µ = ν1+· · ·+νk+λ0+νk+1+· · ·+νp,
where each partial sum is a root. Then either µ − νp ∈ Σ˜, or (if νk+1 = · · · = νp = 0) one has
µ− (ν1 + · · ·+ νk) = λ0 ∈ Σ˜. In both cases the second property would not be verified.

Remark 1.2.3. Let m be the centralizer of a in g (which is also the centralizer of a in g˜). We
have then the following decompositions:
g˜ = m⊕
∑
λ∈Σ˜
g˜λ, g = m⊕
∑
λ∈Σ
gλ, V + =
∑
λ∈Σ˜+\Σ+
g˜λ.
The algebra [m,m] is anisotropic (i.e., his unique split abelian subalgebra is {0}), and is called
the anisotropic kernel of g˜.
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1.3. Extension to the algebraic closure.
Let us fix an algebraic closure F of F . Remember that for each vector space U over F we note
U the vector space obtained by extension of the scalars:
U = U ⊗F F .
We have then the decomposition
g˜ = V − ⊕ g⊕ V +
and according to (H2), the representation (g, V +) is irreducible. Let j be a Cartan subalgebra
of g˜ which contains a. Then j ⊂ g and j is also a Cartan subalgebra of g. This implies that j is
a Cartan subalgebra of g˜ (and also of g) (see [4], chap.VII, §2, Prop.3)
Let R˜ (resp. R) be the roots of the pair (g˜, j) (resp. (g, j)) and let g˜
α
(resp. g
α
) be the
corresponding root spaces.
Let X ∈ g˜
α
. Let us write X =
∑
aiXi where ai ∈ F
∗
and where the elements Xi ∈ g˜ are F -free
eigenvectors of a. Then for H ∈ a, we have [H,X] = α(H)X = ∑ ai[H,Xi] = ∑ aiα(H)Xi.
Hence [H,Xi] = α(H)Xi. If Xi =
∑
λ∈Σ∪{0}Xλ, we obtain [H,Xi] =
∑
λ(H)Xλ = α(H)
∑
Xλ.
Therefore α(H) ∈ F , in other words the restrictions to a of roots belonging to R˜, take values
in F .
We denote by ρ : j
∗ −→ a∗ the restriction morphism. One sees easily that ρ(R˜) = Σ˜ ∪ {0} and
that ρ(R) = Σ ∪ {0}.
Let us recall the following well known result:
Lemma 1.3.1.
Let λ ∈ Σ˜. Let Sλ = {α ∈ R˜, ρ(α) = λ}. Then we have:
g˜λ =
∑
α∈Sλ
g˜
α
Proof. Let α ∈ Sλ and X ∈ g˜
α
. The element X can be written X =
∑n
i=1 aiXi where ai ∈ F
∗
and where the elements Xi ∈ g˜ are free over F and are eigenvectors a (a is split). Then for
H ∈ a we have:
[H,X] =
∑n
i=1 ai[H,Xi] =
∑n
i=1 aiγi(H)Xi = α(H)X = λ(H)X =
∑n
i=1 aiλ(H)Xi. Therefore
for each H ∈ a, γi(H) = λ(H).This implies the inclusion
∑
α∈Sλ g˜
α
⊂ g˜λ. Conversely let X ∈ g˜λ
whose root space decomposition in g˜ is given by X =
∑
β∈R˜∪{0}Xβ. For H ∈ a we have:
[H,X] = λ(H)X =
∑
λ(H)Xβ =
∑
β(H)Xβ,
and hence ρ(β) = λ. 
Set P˜ = {α ∈ R˜, ρ(α) ∈ Σ˜+∪{0}}. One shows easily that P˜ is a parabolic subset R˜. Therefore
there is an order on R˜ such that if R˜+ is the set of positive roots for this order one has R˜+ ⊂ P˜
([3], chap. VI, §1, n◦7, Prop. 20). Then:
ρ(R˜+) = Σ˜+ ∪ {0}
and hence
ρ(R+) = Σ+ ∪ {0}.
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We will denote by Ψ˜ the set of simple roots of R˜ corresponding to R˜+.
Proposition 1.3.2.
There is a unique simple root α0 ∈ Ψ˜ such that ρ(α0) = λ0.
Proof. Suppose that there are two distinct simple roots α0, β0 such that ρ(α0) = ρ(β0) = λ0,
and suppose that these two roots belong to the same irreducible component of R˜.
Then the highest root in this irreducible component will be of the form:
γ = m0α0 +m1β0 +
∑
α∈Ψ˜\{α0,β0}
mαα, m0,m1 ≥ 1, mα ≥ 0,
and then
ρ(γ) = (m0 +m1)λ0 +
∑
ν∈Π
mνν.
And this is impossible according to Theorem 1.2.1.
Consequently each of the roots α0 and β0 belong to a different irreducible component of R˜.
Let ω0 (resp. ω1) the highest root of the irreducible component of R˜ containing α0 (resp. β0).
As ωi(H0) = 2 (because α0(H0) = β0(H0) = 2 and ωi(H0) = −2, 0, 2) the linear forms ωi are
dominant weights of the irreducible representation (g, V +). This implies the result.

Remark 1.3.3. If we had supposed that [g˜, g˜] was absolutely simple, then the second part of
the proof would have been superfluous.
1.4. The highest root in Σ˜.
Proposition 1.4.1.
There is a unique root λ0 ∈ Σ˜ such that
• λ0(H0) = 2 ;
• ∀λ ∈ Σ+, λ0 + λ /∈ Σ˜ .
This root λ0 is the highest root of the irreducible component of Σ˜ which contains λ0.
Proof. Let ω be the highest weight of the representation (g, V +). We will show that the restric-
tion of ω to a is the unique root in Σ˜ satisfying the conditions of the proposition.
Define λ0 = ρ(ω). Then λ0 ∈ Σ˜+ and λ0(H0) = ω(H0) = 2. Let λ ∈ Σ+. If λ + λ0 ∈ Σ˜ there
exist two roots α, β ∈ R˜ such that ρ(α) = λ and ρ(β) = λ+λ0. As gβ ⊂ V +, the root β will be
a weight of (g, V +) and therefore can be written : β = ω −∑γ∈Ψ˜ mγγ (mγ ∈ N). Restricting
this equality to a one gets:
ρ(β) = λ+ λ0 = ρ(ω)−
∑
γ∈Ψ˜
mγρ(γ) = λ
0 −
∑
γ∈Ψ˜
mγρ(γ).
Hence
λ = −
∑
γ∈Ψ˜
mγρ(γ). (∗)
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But λ ∈ Σ+ ⊂ Σ˜+ and from the hypothesis ρ(γ) ∈ Σ˜+ ∪ {0}; the preceding equation (∗) is
therefore impossible and we have showed that λ0 = ρ(w) satisfies the required properties.
Let λ1 be another root in Σ˜ having these properties. In fact λ1 ∈ Σ˜+. Set
S = {α ∈ R˜+ | ρ(α) = λ1}.
Each element in S is a weight of (g, V +) (as α(H0) = ρ(α)(H0) = λ
1(H0) = 2, we have
g˜
α
∈ V +). Let ω1 be a maximal element in S for the order induced by R˜+.
• if β ∈ R˜+ is such that ρ(β) = 0, then ω1 +β is not a root, because we would have ω1 +β ∈ S
and this contradicts the maximality of ω1.
• If β ∈ R˜+ is such that ρ(β) 6= 0, then ω1 +β is not a root, because in that case ρ(ω1 +β) =
λ1 + ρ(β) would be a root of Σ˜+ and this contradicts the second property.
Therefore ω1 is a highest weight of (g, V +), hence ω1 = ω. This implies λ1 = λ0.
The commutativity of V + implies that λ0 + λ /∈ Σ˜ for λ ∈ Σ˜+ \ Σ+. From the obtained
characterisation of λ0 we obtain the last assertion.

1.5. The first step in the descent.
Let l˜0 be the algebra generated by the root spaces g˜
λ0 and g˜−λ0 . One has:
l˜0 = g˜
−λ0 ⊕ [g˜−λ0 , g˜λ0 ]⊕ g˜λ0 .
(Just remark that g˜−λ0⊕[g˜−λ0 , g˜λ0 ]⊕g˜λ0 is a Lie algebra). This algebra is graded by the element
Hλ0 ∈ a.
We will need the following result:
Lemma 1.5.1.
Let u = u−1 ⊕ u0 ⊕ u1 be a semi-simple graded Lie algebra over F . Suppose that u1 is an
absolutely simple u0-module. Then the Lie algebra u
′ generated by u1 and u−1 absolutely simple.
Proof. The algebra u is again graded and semi-simple:
u = u−1 ⊕ u0 ⊕ u1
and from the hypothesis u1 is a simple u0-module. As before for l˜0, one has u
′ = u−1⊕ [u−1, u1]⊕
u1, and one verifies easily that u
′ = u−1⊕[u−1, u1]⊕u1 is an ideal of u, and therefore semi-simple.
Then it is enough to prove that u′ = u−1 ⊕ [u−1, u1] ⊕ u1 is a simple algebra over F . Let J be
an ideal of u′. We will show that J = {0} or J = u′.
Note first that the ideal u′
⊥
= u′′, orthogonal of u′ for the Killing form of u , is a subset of u0.
Hence
u = u−1 ⊕ ([u−1, u1]⊕ u0′′)⊕ u1
As J is an ideal of u′, the space J ∩ u1 is stable under [u−1, u1]. On the other hand J ∩ u1 is
also stable under u0
′′ because [u0′′, u1] = {0} (In a semi-simple Lie algebras orthogonal ideals
commute). Therefore J ∩ u1 is a sub-u0-module of u1. From the hypothesis, either J ∩ u1 = u1
or J ∩ u1 = {0}.
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• If J ∩u1 = u1, then [u−1, u1] ⊂ J . Let U0 be the grading element (which always exists). From
the semi-simplicity of u′, one gets U0 ∈ [u−1, u1]. Hence U0 is in J . This implies that u−1 ⊂ J ,
and finally J = u′.
• If J ∩ u1 = {0}, then if J⊥ is the ideal of u′ orthogonal to J for the Killing form, we get
J⊥ = u′, hence J = {0}.
This proves that u′ is simple.

Proposition 1.5.2.
The representation ([g˜−λ0 , g˜λ0 ], g˜λ0) is absolutely simple and the algebra l˜0 = g˜−λ0⊕ [g˜−λ0 , g˜λ0 ]⊕
g˜λ0 is absolutely simple of split rank 1.
Proof. Let m = Zg(a) be the centralizer of a in g. Consider the graded algebra
u = g˜−λ0 ⊕m⊕ g˜λ0
From Lemma 1.5.1, to prove that l˜0 is absolutely simple, it is enough to show that the repre-
sentation (m, g˜λ0) is absolutely simple. One has:
m = j⊕
∑
{α∈R˜ | ρ(α)=0}
g˜
α
.
The algebra m is reductive, and his root system for the Cartan subalgebra j is R˜0 = {α ∈
R˜ | ρ(α) = 0}. We put the order induced by R˜+ on R˜0.
We have to show that the module (m, g˜λ0) is simple. If it would not, this module would have a
lowest weight α1 distinct from α0 (see Proposition 1.3.2). But from hypothesis (H2), the module
(g, V +) is simple, and his lowest weight (with respect to R+ = R˜+ ∩ R) is α0. There exists
then a sequence β1, . . . , βk of simple roots in Ψ = Ψ˜ \ {α0} such that α1 = α0 + β1 + · · ·+ βk,
and such that each partial sum is a root. But as ρ(α0) = ρ(α1) = λ0, and as the roots βi are in
R˜+, we obtain ρ(βi) = 0, for i = 1, . . . , k. Hence βi ∈ R˜+0 and α1 − βk = α0 + β1 + · · · + βk−1
is a root. As α1 is a lowest weight, this is impossible.
The fact that this algebra is of split rank one is easy.

Let g˜1 = Zg˜(˜l0) be the centralizer of l˜0 in g˜. This is a reductive subalgebra (see [4],chap.VII,
§1, n◦5, Prop.13). The same is then true for g˜1 = Zg˜(˜l0) = Zg˜(˜l0) ([5], Chap. I, §6, n◦10). (We
will show the last equality in the proof of the next proposition).
Proposition 1.5.3.
If g˜1 ∩ V + 6= {0}, then g˜1 satisfies the hypothesis (H1) and (H2), where the grading is defined
by the element H1 = H0 −Hλ0.
Proof. It is clear that H1 ∈ g˜1. As Hλ0 ∈ l˜0, the actions of adH0 and of adH1 on g˜1 are the
same. As g˜1 ∩ V + 6= {0}, the eigenvalues of adH1 on g˜1 are −2, 0, 2. Therefore the hypothesis
H1 is satisfied.
It remains to show that if g1 = g∩ g˜1 and if V +1 = V + ∩ g˜1, the the representation (g1, V +1 ) (or
(g1, V
+
1 )) is irreducible over F .
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From Lemma 1.3.1 one has l˜0 = g˜
−Sλ0 ⊕ [g˜−Sλ0 , g˜Sλ0 ]⊕ g˜Sλ0 where g˜Sλ0 = g˜λ0 = ∑α∈Sλ0 g˜α . Let
us first describe g˜1 = Zg˜(˜l0). It is easy to see that Zg˜(˜l0) ⊂ Zg˜(˜l0). Let X ∈ Zg˜(˜l0). Let us
write X = H +
∑
α∈R˜Xα whith H ∈ j and with Xα ∈ g˜
α
. As [X,Xβ] = 0 for β ∈ ±Sλ0 , we
obtain that X ∈ j1 ⊕
∑
β∈R˜1 g˜
β
, where
j1 = {H ∈ j |α(H) = 0 ,∀α ∈ Sλ0}
R˜1 = {β ∈ R˜ | β α, ∀α ∈ Sλ0}.
We will now show that j1 ⊕
∑
β∈R˜1 g˜
β
⊂ Zg˜(˜l0).
• Consider first g˜
β
for β ∈ R˜1. Any element X ∈ g˜
β
⊂ g˜ can be written X = ∑ni=1 eiXi where
Xi ∈ g˜ and where the ei’s are elements of F which are free over F . As β ∈ R˜1 one has [X, g˜
β
] =
{0} for each γ ∈ Sλ0 . As g˜λ0 ⊂ g˜
Sλ0 ⊂ ∑α∈Sλ0 g˜α , one has [X, g˜λ0 ] = {0} = ∑ni=1 ei[Xi, g˜λ0 ].
As [Xi, g˜
λ0 ] ⊂ g˜ and as the ei’s are free over F , we obtain that [Xi, g˜λ0 ] = {0}.
One would similarly prove that [Xi, g˜
−λ0 ] = {0}. Hence X ∈ Zg˜(˜l0).
• Consider now j1 = {H ∈ j |α(H) = 0 , ∀α ∈ Sλ0}. An element u ∈ j1 can be written
u =
∑n
i=1 aiui where the elements ai ∈ F are free over F and where ui ∈ j. Then for α ∈ Sλ0
one has: α(u) = 0 =
∑n
i=1 aiα(ui). This implies that α(ui) = 0, for any α ∈ Sλ0 and
any i. Therefore the elements ui belong to j1 = {u ∈ j, α(u) = 0, ∀α ∈ Sλ0}. But then
u =
∑n
i=1 aiui ∈ (j1) and [ui, g˜±λ0 ] ⊂ [ui, g˜
±Sλ0 ] = {0} (from the definition of j1). Hence
ui ∈ Zg˜(˜l0), and therefore u ∈ Zg˜(˜l0).
Finally we have proved that
g˜1 = Zg˜(˜l0) = Zg˜(˜l0) = j1 ⊕
∑
β∈R˜1
g˜
β
.
If β ∈ R˜1, then α(Hβ) = 0 for all root α ∈ Sλ0 . Hence Hβ ∈ j1, and the restriction of β to j1 is
non zero. This implies that j1 is a Cartan subalgebra of the reductive algebra g˜1 and R˜1 can
be seen as the root system of the pair (g˜1, j1). The order on R˜ defined by R˜+ induces an order
on R˜1 and on the root system R1 = R˜1 ∩R of the pair (g1, j1) by setting:
R˜+1 = R˜1 ∩ R˜+, R+1 = R1 ∩ R˜+ = R˜1 ∩R+.
Let ω1 be the highest weight, for the preceding order, of one of the irreducible components of the
representation (g1, V
+
1 ). ω1 is a root of R˜+1 and we will show that it is also the highest weight
of the representation (g, V +) which is irreducible from (H2). This will show that (g1, V
+
1 ) is
irreducible. To do this we will show that if β ∈ R+ then ω1 + β /∈ R˜.
(1) If β ∈ R+1 , then from the definition of ω1 we get [g˜
ω1
, g˜
β
]={0}. Hence ω1 + β /∈ R˜.
(2) If β /∈ R+1 , there exists a root α ∈ Sλ0 such that α and β are not strongly orthogonal. We
will show that in that case there is a root γ ∈ Sλ0 such that
(∗) γ + β ∈ R˜ and γ − β /∈ R˜.
12 PASCALE HARINCK AND HUBERT RUBENTHALER
(2.1) If ρ(β) 6= 0, then α− β is not a root. If it would be the case, we would have
ρ(α− β) = ρ(α)− ρ(β) = λ0 − ρ(β)
But ρ(β) 6= λ0 as β ∈ Σ+, so λ0− ρ(β) would be a root, and this is impossible as λ0 is a simple
root in Σ˜+. In this case the root α satisfies (∗).
(2.2) If ρ(β) = 0, consider the root β-string through α. These roots are in Sλ0 and as α
and β are not strongly orthogonal, this string contains at least two roots. This implies that
there exists a root γ verifying (∗).
Therefore, from [3] (chap. 6, §1, Prop. 9) we obtain that (β, γ) < 0. As ω1 and γ are strongly
orthogonal, we have (ω1, γ) = 0 (ω1 ∈ R˜+1 and γ ∈ Sλ0).
Now if ω1 + β is a root, we would have:
(ω1 + β, γ) = (ω1, γ) + (β, γ) = (β, γ) < 0.
Then ω1 + β + γ is a root and (ω1 + β + γ)(H0) = 4 (as ω1(H0) = 2, β(H0) = 0, γ(H0) = 2).
Hence ω1 + β is not a root.
This means that ω1 is a highest weight of (g, V +) which is irreducible from (H2). Therefore
(g1, V
+
1 ) is irreducible (and ω1 = ω).

Set a1 = a∩ g˜1. Then a1 is a maximal split abelian subalgebra of g˜1 included in g1 (because the
actions of the maximal split abelian subalgebras can be diagonalized in all finite dimensional
representation).
Proposition 1.5.4.
1) The root system Σ˜1 of the pair (g˜1, a1) is
Σ˜1 = {λ ∈ Σ˜ , λ λ0} = {λ ∈ Σ˜ , λ ⊥ λ0}
(where ⊥ means ”orthogonal” and where means ”strongly orthogonal”.)
2) Consider the order on Σ˜1 defined by
Σ˜+1 = Σ˜
+ ∩ Σ˜1.
This order satisfies the properties of Theorem 1.2.1 for the graded algebra g˜1.
3) The set of simple roots Π˜1 defined by Σ˜
+
1 is given by:
Π˜1 = (Π ∩ Σ˜1) ∪ {λ1}
where λ1 is the unique root of Π˜1 such that λ1(H0 −Hλ0) = λ1(H0) = 2.
Proof.
1) Let us first show that a root λ ∈ Σ˜ is strongly orthogonal to λ0 if and only if it is orthogonal
to λ0.
Let λ ∈ Σ˜ be a root orthogonal to λ0. Let
λ− qλ0, . . . , λ− λ0, λ, λ+ λ0, . . . , λ+ pλ0
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be the λ0-string of roots through λ. From [3] (Chap. VI, §1, n◦3, Prop. 9) one has p − q =
−2 (λ,λ0)
(λ0,λ0)
= 0. Hence p = q, and the string is symmetric.
a) If λ(H0) = 2, then as λ+ λ0 /∈ Σ˜ (from (H1)), we get λ− λ0 /∈ Σ˜
b) If λ(H0) = −2, then λ− λ0 /∈ Σ˜, and the same proof shows that λ+ λ0 /∈ Σ˜.
c) If λ(H0) = 0 then λ ∈ Σ. Recall that Π˜ = Π ∪ {λ0}. If λ ∈ Σ+ then λ − λ0 /∈ Σ˜, and
if λ ∈ Σ− then λ + λ0 /∈ Σ˜. Again the same proof shows that, respectively, λ + λ0 /∈ Σ˜ and
λ− λ0 /∈ Σ˜.
In all cases we have showed that λ λ0.
For λ ∈ {λ ∈ Σ˜ , λ λ0}, it is clear that g˜λ ∈ g˜1 = Zg˜(˜l0), that Hλ ∈ a1 = a ∩ g˜1 and that
λ|a1 is a root of the pair (g˜1, a1). Conversely any root of the pair (g˜1, a1) can be extended to a
linear form on a by setting λ(H0) = 0, and this extension is a root orthogonal to λ0, and hence
strongly orthogonal to λ0 from above, and finally this extension is in Σ˜1 .
2) The set Σ˜+1 = Σ˜
+ ∩ Σ˜1 defines an order on Σ˜. For λ ∈ Σ˜+1 one has λ(H1) = λ(H0) = 0 or 2,
and this gives 2).
3) Let Π˜1 be the set of simple roots in Σ˜
+
1 . From Theorem 1.2.1, Π˜1 = Π1 ∪ {λ1} where
Π1 = {λ ∈ Π˜1 , λ(H1) = 0}. If λ ∈ Π ∩ Σ˜1 then λ ∈ Π˜1 and λ(H1) = λ(H0) − λ(Hλ0) = 0.
Therefore Π ∩ Σ˜1 ⊂ Π1. Conversely let µ ∈ Π1. Then µ ∈ Σ+. Hence µ can be written
µ =
∑
ν∈Πmνν, with mν ∈ N. One has (µ, λ0) = 0 and (ν, λ0) ≤ 0 (because Π ∪ {λ0} = Π˜ is a
set of simple roots). Therefore if mν 6= 0, one has (ν, λ0) = 0, and hence ν ∈ Σ˜1. Finally we
have proved that Π1 = Π ∩ Σ˜1.

Remark 1.5.5.
One may remark that Π1 ⊂ Π, but Π˜1 is not a subset of Π˜. Indeed λ1(H0) = 2, but there is
only one root λ in Π˜ such that λ(H0) = 2, namely λ0. Hence λ1 /∈ Π˜.
1.6. The descent.
Theorem 1.6.1.
There exists a unique sequence of strongly orthogonal roots in Σ˜+\Σ+, denoted by λ0, λ1, . . . , λk
and a sequence of reductive Lie algebras g˜ ⊃ g˜1 ⊃ · · · ⊃ g˜k such that
(1) g˜j = Zg˜(˜l0 ⊕ l˜1 ⊕ · · · ⊕ l˜j−1) where l˜i = g˜−λi ⊕ [g˜−λi , g˜λi ]⊕ g˜λi is the subalgebra generated
by g˜λi and g˜−λi.
(2) The algebra g˜j is a graded Lie algebra verifying the hypothesis (H1) and (H2) with the
grading element Hj = H0 −Hλ0 − · · · −Hλj−1.
(3) V + ∩ Zg˜(˜l0 ⊕ l˜1 ⊕ · · · ⊕ l˜k) = {0}
Proof. The proof is done by induction on j, starting from Proposition 1.5.4, and using the fact
that g˜j is the centralizer of l˜j−1 in g˜j−1. It is worth noting that the construction stops for the
index k such that V +∩Zg˜k (˜lk) = {0}, which amounts to saying that ZV + (˜l0⊕ l˜1⊕· · ·⊕ l˜k) = {0}.
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
Definition 1.6.2. The number k + 1 of strongly orthogonal roots appearing in the preceding
Theorem will be called the rank of the graded algebra g˜.
Notation 1.6.3. Everything above also applies to the graded algebra g˜j = V
−
j ⊕ gj ⊕ V +j
which is graded by Hj = H0 −Hλ0 − · · · −Hλj−1 . The algebra aj = a ∩ g˜j is a maximal split
abelian subalgebra of g˜j contained in gj. The set Σ˜j of roots of the pair (g˜j, aj) is the set of
roots in Σ˜ which are strongly orthogonal to λ0, λ1, . . . , λj−1. We put an order on Σ˜j by setting
Σ˜+j = Σ˜
+ ∩ Σ˜j. The corresponding set of simple roots Π˜j is given by Π˜j = Πj ∪ {λj} where Πj
is the set of simple roots of Σj defined by Σ
+
j = Σj ∩ Σ+ (where Σj = Σ ∩ Σ˜j).
1.7. Generic elements in V + and maximal systems of long strongly orthogonal
roots.
We define now the groups we will use. If k is a Lie algebra over F , we will denote by Aut(k)
the group of automorphisms of k. The map g 7−→ g ⊗ 1 is an injective homomorphism from
Aut(k) in Aut(k⊗F F ) = Aut(k). This allows to consider Aut(k) as a subgroup of Aut(k).
From now on k will be reductive.
We will denote by Aute(k) the subgroup of elementary automorphisms of k, that is the automor-
phisms which are finite products of automorphisms of the form eadx, where ad(x) is nilpotent
in k. If g ∈ Aute(k), then g fixes pointwise the elements of the center of k and therefore Aute(k)
can be identified with Aute([k, k]).
Let us set Aut0(k) = Aut(k) ∩ Aute(k). The elements of Aut0(k) are the automorphisms of k
which become elementary after extension from F to F . Again Aut0(k) can be identified with
Aut0([k, k]). Finally we have the following inclusions:
Aute(k) ⊂ Aut0(k) ⊂ Aut([k, k]) ⊂ Aut(k).
From [4] (Chap. VIII, §8, n◦4, Corollaire de la Proposition 6, p.145), Aut0(k) is open and
closed in Aut([k, k]), and Aut([k, k]) is closed in End([k, k]) for the Zariski topology ([4], Chap.
VIII, §5, n◦4, Prop. 8 p.111), therefore Aut0(k) is an algebraic group. As Aut0(k) is open in
Aut([k, k]), its Lie algebra is the same as the Lie algebra of Aut(k), namely [k, k]. We know also
that Aut0(k) = Aute(k) is the connected component of the neutral element of Aut([k, k]) ([4],
Chap. VIII,§5, n◦5, Prop. 11, p. 113).
The group G we consider here is the following (this group was first introduced by Iris Muller
in [15] and [14]):
• G = ZAut0(g˜)(H0) = {g ∈ Aut0(g˜), g.H0 = H0} is the centralizer of H0 in Aut0(g˜).
The Lie algebra of G is then Z[g˜,g˜](H0) = g ∩ [g˜, g˜] = [g, g] + [V +, V −] ⊃ FH0 ⊕ [g, g].
As the elements of G fix H0, we obtain that V
+ (which is the eigenspace of adH0 for the
eigenvalue 2) is stable under the action of G. Of course the same is true for V −.
The representation (G, V +) is a prehomogeneous vector space, or more precisely it is an F -form
of a prehomogeneous vector space. This means just that this representation has a Zariski-open
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orbit. In fact G can be viewed as the F -points of an algebraic group (also noted G). Then if
G = G(F ) stands for the points over F of G, (G, V +) is a prehomogeneous vector space from a
well known result of Vinberg ([30]). As F is algebraically closed, this prehomogeneous vector
space has of course only one open orbit. It is well known that then the representation (G, V +)
has only a finite number of open orbits. This is a consequence of a result of Serre (see [25],
p.469, or [12], p. 1).
One has G(F ) = ZAut0(g˜)(H0) = ZAute(g˜)(H0). (Because over an algebraically closed field one
has Aute(g˜) = Aut0(g˜)). Moreover, as we mentioned before, Aut0(g˜) and Aut0(g˜) are closed
and are the connected components of the neutral element in Aut(g˜) and Aut(g˜) respectively
(for the Zariski topology of End([g˜, g˜]) and End([g˜, g˜]).
The Lie subalgebra t = FH0 is algebraic. Let us denote by T the corresponding one dimensional
torus. Then as G(F ) = ZAut0(g˜)(H0) = ZAut0(g˜)(T ), we obtain that G(F ) is connected ([11]
Theorem 22.3 p.140).
Definition 1.7.1. An element X ∈ V + is called generic if it satisfies one of the following
equivalent conditions:
(i) The G-orbit of X in V + is open.
(ii) ad(X) : g −→ V + is surjective.
Lemma 1.7.2.
Let X ∈ V +. If there exists Y ∈ V − such that (Y,H0, X) is an sl2-triple, then X is generic in
V +.
Proof. For v ∈ V + one has 2v = [H0, v] = ad([Y,X])v = − ad(X) ad(Y )v. Hence ad(X) is
surjective from g onto V +.

Note: Although, in the preceding proof we used the commutativity of V +, the result is in fact
true for any Z-graded algebra.
For i = 0, . . . , k, let us choose once and for all Xi ∈ g˜λi and Yi ∈ g˜−λi , such that (Yi, Hλi , Xi) is
an sl2-triple. This is always possible (see for example [28], Corollary of Lemma 6, p.6, or [27],
Proposition 3.1.9 p.23)
Lemma 1.7.3.
The element Xk is generic in V
+
k .
Proof. The Lie algebra g˜k is graded by Hk = H0−Hλ0 − · · · −Hλk−1 and not by Hλk , therefore
we cannot use Lemma 1.7.2.
We will show that ad(Xk) : gk −→ V +k is surjective (Cf. definition 1.7.1). Let λ be a root such
that g˜λ ⊂ V +k and let z ∈ g˜λ. Then
ad(Xk) ad(Yk)z = − ad(Hk)z = −λ(Hk)z.
As ad(Yk)z ∈ gk, it is enough to show that λ(Hk) 6= 0. If λ = λk, then of course λ(Hk) = 2.
If λ 6= λk and λ(Hk) = 0, then λ ⊥ λk, and hence λ λk, by Proposition 1.5.4 1). Then
g˜λ ⊂ V + ∩ Zg˜(˜l0 ⊕ l˜1 ⊕ · · · ⊕ l˜k) = {0}. Contradiction.
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
Lemma 1.7.4.
If X is generic in V +j , then X0 +X1 + · · ·+Xj−1 +X is generic in V +.
Proof. By induction we must just prove the Lemma for j = 1. Let X be be generic in V +1 . We
will prove that [g, X0 +X] = V
+.
• One has [g1, X0 + X] = [g1, X] = V +1 , from the definition of g1 and because X is generic in
V +1 .
• If z ∈ g˜λ0 , then [Y0, z] ∈ g ∩ l˜0 and hence [Y0, z] commutes with X ∈ V +1 . But then
ad(X0 +X)[Y0, z] = ad(X0)[Y0, z] = [−H0, z] = −2z.
• If z ∈ g˜λ with λ 6= λ0 and z /∈ V +1 , then µ = λ− λ0 is a root (as λ is not strongly orthogonal
to λ0) which is positive, hence in Σ
+ (because λ = λ0 + . . . ). Therefore µ − λ0 is not a root.
As µ+ λ0 is a root, one has (µ, λ0) < 0 (see [3] (Chap. VI, §1, n◦3, Prop. 9)).
Suppose first that [gµ, V +1 ] 6= {0}. Then there exists a root ν ∈ Σ˜+ such g˜ν ⊂ V +1 and
µ+ ν ∈ Σ˜+. One would have (µ+ ν, λ0) = (µ, λ0) < 0. Hence µ+ ν + λ0 would be a root, such
that
(µ+ ν + λ0)(H0) = µ(H0) + ν(H0) + λ0(H0) = 0 + 2 + 2 = 4
and this is impossible from the hypothesis (H1)
Therefore [gµ, V +1 ] = {0} and then, as U = ad(Y0)z ∈ gµ, we have ad(X0 +X)U = ad(X0)U =
ad(X0) ad(Y0)z = − ad(H0)z = −2z.

The two preceding results imply:
Proposition 1.7.5. An element of the form X0 + X1 + · · · + Xk, where Xi ∈ g˜λi \ {0}, is
generic in V +.
Proposition 1.7.6.
For j = 0, . . . , k let us denote by Wj the weyl group of the pair (gj, ai) (hence W = W0). Let
wj be the unique element of Wj such that wj(Σ
+
j ) = Σ
−
j . Then wj(λj) = λ
0 and the roots λj
are long roots in Σ˜.
Proof.
One has w0 ∈ W0 ⊂ ZAute(g˜)(H0) ⊂ G = ZAut0(g˜)(H0). Hence
w0(λ0)(H0) = λ0(w0(H0)) = λ0(H0) = 2.
On the other hand, from Corollary 1.2.2, one has λ0 − λ /∈ Σ˜ for λ ∈ Σ+. Therefore w0(λ0)−
w0(λ) /∈ Σ˜. But w0(λ) takes all values in −Σ+ when λ varies in Σ+. Therefore w0(λ0) + λ /∈ Σ˜
if λ ∈ Σ+. Proposition 1.4.1 implies then that w0(λ0) = λ0. It is easy to see that λ0 is also
the highest root of the root systems Σ˜j. As λj is the analogue of λ0 in g˜j, we obtain that
wj(λj) = λ
0. As the highest root λ0 is a long root (see [3], Chap. VI,§1 n◦1, Proposition 25
p.165), the roots λj are all long.

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Proposition 1.7.7.
(1) The set λ0, . . . , λk is a maximal system of strongly orthogonal long roots in Σ˜
+ \ Σ+.
(2) If β0, . . . , βm is another maximal system of strongly orthogonal long roots in Σ˜
+ \ Σ+ then
m = k and there exists w ∈ W such that w(βj) = λj for j = 0, . . . , k.
Proof. The following proof is adapted from The´ore`me 2.12 in [18] which concerns the complex
case.
(1) We have already seen that the roots λj are long and strongly orthogonal. Suppose that
there exists a long root λk+1which is strongly orthogonal to each root λj (j = 0, . . . , k). Then
g˜λk+1 would be included in ZV + (˜l0 ⊕ l˜1 ⊕ · · · ⊕ l˜k) = {0} (Theorem 1.6.1). Contradiction.
(2) Set Φ = {γ ∈ Σ | γ − β0 /∈ Σ˜}. Let us show that Φ is a parabolic subset of Σ.
- We first show that Φ is a closed subset. Let γ1, γ2 ∈ Φ such that γ1 + γ2 ∈ Σ. Then
[gγ1 , gγ2 ] 6= {0}. Let Xγi ∈ gγi \ {0} (i = 1, 2) such that Xγ1+γ2 = [Xγ1 , Xγ2 ] 6= 0. The Jacobi
identity implies that [Xγ1+γ2 , X−β0 ] = 0. Hence γ1 + γ2 − β0 /∈ Φ. And hence Φ is closed.
- It remains to show that Φ ∪ (−Φ) = Σ. If this is not the case, it exists γ0 ∈ Σ such that
γ0 − β0 ∈ Σ˜ and γ0 + β0 ∈ Σ˜. Therefore the β0-string of roots through γ0 can be written:
γ0 − β0, γ0, γ0 + β0
(remember that V ± are commutative). From [3](chap. VI, §1, n◦3, Corollaire de la proposition
9 p.149) one has
n(γ0 − β0, β0) = −2 (∗).
But from [3] (Chap. VI, p.148) this is only possible, as β0 is long, if γ0 − β0 = −β0, in other
words if γ0 = 0. Contradiction. Hence Φ is parabolic in Σ
Then ([3], Chap. VI, §1, n◦7, Prop. 20, p.161) there exists a basis Π′ of Σ such that Π′ ⊂ Φ.
Hence it exists w0 ∈ W such that w0(Π′) = Π. Then w0(β0)(H0) = β0(w0(H0)) = β0(H0) = 2.
One also has λ− w0(β0) /∈ Σ˜ for λ ∈ Σ+. If one would have λ− w0(β0) ∈ Σ˜, then as λ = w0λ′
(with λ′ positive for Π′), then ω(λ′) − w0(β0) ∈ Σ˜, and hence λ′ − β0 ∈ Σ˜, this is impossible
from the definition of Φ. But we know from Corollary 1.2.2 that these properties characterize
λ0. Hence w0(β0) = λ0.
Suppose first k = 0. In this case the set λ0 = w0(β0), w0(β1), . . . , w0(βm) is a set of strongly
orthogonal roots. Hence w0(β1), . . . , w0(βm) ∈ ZV + (˜l0) = {0} This means that if k = 0 then
m = 0 and the assertion (2) is proved in that case.
The general case goes by induction on k. Suppose that the result is true when the rank of
the graded algebra is < k. In view of the above, there exists w0 ∈ W such that w0(β0) = λ0.
Then w0(β1), . . . , w(βm) is a maximal system of strongly orthogonal long roots in Σ˜
+
1 \Σ+1 . As
the graded algebra g˜1 is of rank k − 1, we have m = k by induction and there exists w1 ∈ W1
(W1 ⊂ W is the Weyl group of Σ1) such that w1(w0(βi)) = λi for i = 1, . . . , k. The assertion
(2) is then proved with w = w0w1.

Corollary 1.7.8. (see [14] Lemme 2.1. p. 166, for the regular case defined below)
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Let λ0, λ1, . . . , λk be the maximal system of strongly orthogonal long roots obtained from the
descent. Let Hλ0 , Hλ1 , . . . , Hλk be the corresponding co-roots. For i = 0, . . . , k we denote by
GHλi the stabilizer of Hλi in G. Then we have :
G = Aute(g).(
k⋂
i=0
GHλi ).
Proof.
Let g ∈ G. The elements g.Hλi belong to a maximal split torus a′. As the maximal split tori
of g are conjugated under Aute(g) ⊂ G ([28], Theorem 2, page 27, or [27], Theorem 3.1.16
p. 27) there exists h ∈ Aute(g) such that hg(a) = a, hence hg ∈ Aut(g, a), the group of
automorphisms of g stabilizing a. But then hg acts on Σ˜ and hg(λ0), . . . , hg(λk) is a sequence
of strongly orthogonal long roots in Σ˜+ \ Σ+. From the preceding proposition 1.7.7 , there
exists w ∈ W ⊂ Aute(g) such that whg(λi) = λi. Hence whg ∈
⋂k
i=0GHλi . It follows that
g = h−1w−1whg ∈ Aute(g).(
⋂k
i=0GHλi ).

Definition 1.7.9. We set:
a0 = ⊕kj=0FHλj ⊂ a
and
L = ZG(a
0) =
k⋂
i=0
GHλi
Hence, from the preceding Corollary, we have G = Aute(g).L.
Remark 1.7.10. Let j ∈ {0, . . . , k}. Let us denote by Gj the analogue of the group G for the
Lie algebra g˜j (hence G0 = G). As Gj = Aute(g˜j ⊗ F ) ⊂ Aute(g˜ ⊗ F ), any element g of Gj
extends to an elementary automorphism of g˜ ⊗ F , which we denote by ext(g) and which acts
trivially on ⊕j−1s=0l˜s. Therefore ext(g) centralizes H0 and one has:
Aute(gj) ⊂ Gj ⊂ Gj ⊂ G = ZAute(g˜⊗F )(H0).
However, it may happen that, for g ∈ Gj, the automorphism ext(g) does not stabilize g˜ and
then ext(g) does not define an automorphism of g˜. For example (see the proof of Theorem
3.8.9), when g˜ is the symplectic algebra sp(2n, F ), graded by H0 =
(
In 0
0 −In
)
where In is
the identity matrix of size n, the group G is the group of elements Ad(g) for g =
(
g 0
0 µ tg−1
)
where g ∈ GL(n, F ) and µ ∈ F ∗ and where Gj, as a subgroup of G, is the subgroups of elements
of the form Ad(gj) where
gj =

gj 0
0 Ij
0
0
µ tg−1j 0
0 Ij

with gj ∈ GL(n− j, F ) and µ ∈ F ∗.
This shows that Gj is not always included in G.
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Definition 1.7.11. A reductive graded Lie algebra g˜ which verifies condition (H1) and (H2)
is called regular if furthermore it satisfies:
(H3) There exist I
+ ∈ V + and I− ∈ V − such that (I−, H0, I+) is an sl2-triple.
Proposition 1.7.12.
In a regular graded Lie algebra g˜, an element X ∈ V + is generic if and only if it exists Y ∈ V −,
such that (Y,H0, X) is an sl2-triple. Moreover, for a fixed generic element X , the element Y
is unique.
Proof. If X can be put in such an sl2-triple, then X is generic in V
+ from Lemma 1.7.2.
Conversely, if X is generic in V +, then ad(X) : g −→ V + is surjective (cf. Definition 1.7.1),
hence ad(X) : g −→ V + is also surjective, therefore the G-orbit of X in V + is open and
X is generic in V +. But there is only one open orbit in V +. Therefore X is in the G-
orbit of I+ (Definition 1.7.11). Hence there exists g ∈ G such that g.I+ = X. But then
(g.I−, g.H0 = H0, g.I+ = X) is an sl2-triple. A standard tensor product argument (write
g.I− = Y under the form Y =
∑n
i=1 aiYi, with a1 = 1, a2, . . . , an elements of F free over sur F ,
Yi ∈ V −), shows that Y ∈ V −. Uniqueness is classical,([4], Chap VII, §11, n◦1, Lemme 1). 
From now on we will always suppose that the graded Lie algebra (g˜, H0) is regular.
1.8. Structure of the regular graded Lie algebra (g˜, H0).
Let λ0, λ1, . . . , λk be the sequence of strongly orthogonal roots defined in Theorem 1.6.1. Let
Hλ0 , Hλ1 , . . . , Hλk be the sequence of the corresponding co-roots.
Remember that we have defined:
a0 = ⊕kj=0FHλj ⊂ a
For i, j ∈ {0, 1, . . . , k} and p, q ∈ Z we define the subspaces Ei,j(p, q) of g˜ by setting:
Ei,j(p, q) =
X ∈ g˜
∣∣∣ [Hλ` , X] =

pX if ` = i ;
qX if ` = j ;
0 if ` /∈ {i, j} .

Theorem 1.8.1.
If (g˜, H0) is regular then
H0 = Hλ0 +Hλ1 + · · ·+Hλk .
Moreover one has the following decompositions:
(1) g = Zg(a0)⊕
(⊕i 6=jEi,j(1,−1)) ;
(2) V + =
(⊕kj=0g˜λj)⊕ (⊕i<jEi,j(1, 1)) ;
(3) V − =
(⊕kj=0g˜−λj)⊕ (⊕i<jEi,j(−1,−1)) .
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Proof. For j = {0, 1, . . . , k}, we choose Xj ∈ g˜λj \ {0}. From Proposition 1.7.5 the element
X = X0+X1+· · ·+Xk is generic. Therefore X can be put in an sl2-triple of the form (Y,H0, X)
with Y ∈ V − (Proposition 1.7.12). We choose also X−j ∈ g˜−λj such that (X−j, Hλj , Xj) is an
sl2-triple, and we set Y
′ = X−0 +X−1 + · · ·+X−k.
Then (Y ′, Hλ0 +Hλ1 + · · ·+Hλk , X) is again an sl2-triple. On the other hand
ad(X)2 : V − −→ V +
is injective and as ad(X)2Y = 2X = ad(X)2Y ′, we obtain that Y = Y ′. But then H0 =
ad(X)Y = ad(X)Y ′ = Hλ0 +Hλ1 + · · ·+Hλk . The first assertion is proved.
Let now X be an element of an eigenspace of ad(a), i.e. either an element of a root space of g˜
or an element of the centralizer m of a in g˜ (cf. Remark 1.2.3). The representation theory of
sl2 implies the existence, for all j = 0, 1, . . . , k, of an integer pj ∈ Z such that [Hλj , X] = pjX.
As H0 = Hλ0 +Hλ1 + · · ·+Hλk one has
p0 + p1 + · · ·+ pk =

2 if X ∈ V + ;
0 if X ∈ g ;
−2 if X ∈ V − .
Define wj = e
adXjeadX−jeadXj . Hence wj is the unique non trivial element of the Weyl group of
the Lie algebra isomorphic to sl2 generated by the triple (X−j, Hλj , Xj). As the λj are strongly
orthogonal the elements wj commute and
wj.Hλi =
Hλi for i 6= j ;−Hλj for i = j .
Let J ⊂ {p0, p1, . . . , pk} be the subset of i’s such that pi < 0. If we set w =
∏
i∈J wi, one obtains
that the sequence of eigenvalues of Hλj on wX is |p0|, |p1|, . . . , |pk|. Hence |p0|+|p1|+· · ·+|pk| =
0 or 2.
The case |p0|+ |p1|+ · · ·+ |pk| = 0 occurs if and only if X ∈ Zg(a0).
If |p0| + |p1| + · · · + |pk| = 2 then all pj are zero, except for one which takes the value ±2, or
for two among them which take the value ±1.
In the first case or if the two nonzero pi’s are equal then X ∈ V + or X ∈ V −. Otherwise one
pi equals 1 and the other −1, and then X ∈ g.
To obtain the announced decompositions it remains to prove that
Ei,j(0, 2) = g˜
λj and Ei,j(0,−2) = g˜−λj for i 6= j .
A root space g˜λoccurs in Ei,j(0, 2) if λ(Hj) = 2 and λ(H`) = 0 for ` 6= j, and this means that
λ ⊥ λ` if ` 6= j. As (λ + λ`)(H0) = 4, λ + λ` is not a root. If λ− λ` is a root then (λ, λ`) 6= 0
([3] (Chap. VI, §1, n◦3, Prop. 9)). Hence λ λ` for ` 6= j and [g˜λ, g˜±λ` ] = 0 for ` 6= j. In
particular g˜λ ∈ Zg˜(˜l0 ⊕ l˜1 ⊕ · · · ⊕ l˜j−1), and hence λ ∈ Σ˜j. As λ ≥ 0, one has λ ∈ Σ˜+j . But λj
is a simple root in Σ˜+j , and therefore λ − λj is not a root. If λ 6= λj, the equality λ(Hλj) = 2
would imply that λ − λj is a root. Hence λ = λj and Ei,j(0, 2) = g˜λj . The same proof shows
that Ei,j(0,−2) = g˜−λj .
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
Corollary 1.8.2.
Let λ ∈ Σ˜. Then for j = 0, 1, . . . , k, one has :
λ ⊥ λj ⇐⇒ λ λj
Proof.
Let λ ⊥ λj.
If λ(H0) = 2, then λ+ λj is not a root, and if λ− λj is a root one would have (λ, λj) 6= 0, see
[3] (Chap. VI, §1, n◦3, Prop. 9)). Therefore λ λj.
If λ(H0) = −2, the same proof shows that λ λj.
If λ(H0) = 0, then either g
λ ⊂ Zg(a0) or gλ ⊂ Er,s(1,−1) for r 6= j, s 6= j.
a) If gλ ⊂ Zg(a0), then (λ+λj)(Hλj) = 2 and if λ+λj is a root the preceding Theorem 1.8.1
says that λ+ λj = λj, this is not possible. Hence λ+ λj is not a root , and the same argument
as before shows that λ λ0.
b) If gλ ⊂ Er,s(1,−1) and if λ + λj is a root, then (λ + λj)(Hλj) = 2, (λ + λj)(Hλr) = 1,
and (λ + λj)(Hλs) = −1, which is impossible. Again the same argument as before shows that
λ λ0. 
Remark 1.8.3. The decomposition of g˜ using the subspaces Ei,j(p, q) will be more useful that
the root spaces decomposition. The bracket between two such spaces can be easily computed
using the Jacobi identity. We will also show that this decomposition is also a “root space de-
composition“ with respect to another system of roots than Σ˜ (see Remark 4.1.7 and Proposition
4.1.8).
The first part of Therorem 1.8.1 shows that the grading of g˜j is defined by Hλj + · · ·+Hλk . By
setting I+j = Xj + · · ·+Xk, I−j = X−j + · · ·+X−k, where the elements X±` ∈ g˜±λ` are chosen
such that (X−`, Hλ` , X`) is an sl2-triple, one obtains an sl2-triple (I
−
j , Hλj + · · · + Hλk , I+j ).
Theorem 1.6.1 implies then the following decomposition of g˜j.
Corollary 1.8.4.
For j = 0, . . . , k, the graded algebra (g˜j, Hλj + · · · + Hλk) satisfies the hypothesis (H1), (H2)
and (H3). One also has the following decompositions:
(1) gj =
(
zg(a
0) ∩ g˜j
)
⊕
(
⊕r 6=s;j≤r;j≤sEr,s(1,−1)
)
;
(2) V +j =
(
⊕ks=j g˜λs
)
⊕
(
⊕j≤r<sEr,s(1, 1)
)
;
(3) V −j =
(
⊕ks=j g˜−λs
)
⊕
(
⊕j≤r<sEr,s(−1,−1)
)
.
One can also extend the preceding decomposition to a subset A which is different from {j, j +
1, . . . , k}:
Corollary 1.8.5.
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Let A be a non empty subset of {0, 1, . . . , k}. Define HA =
∑
j∈AHλj and set:
gA = {X ∈ g | [HA, X] = 0} ;
V +A = {X ∈ V + | [HA, X] = 2X} ;
V −A = {X ∈ V + | [HA, X] = −2X} ;
Then the graded algebra (g˜A = V
−
A ⊕ gA ⊕ V +A , HA) satisfies (H1), (H2) and (H3).
Proof. Note that if Ac is the complementary set of A in {0, 1, . . . , k} and if HAc =
∑
j∈Ac Hλj ,
then g˜A = Zg˜(HAc). This implies that g˜A is reductive ([4],chap.VII, §1, n◦5, Prop.13). The
hypothesis (H1) is then clearly verified. The regularity condition (H3) can be proved the same
way as for g˜j.
It remains to show (H2), that is that the representation (gA, V
+
A ) (or (gA, V
+
A )) is irreducible.
Let U be a subspace of V +A which is invariant by gA. From Theorem 1.8.1 the algebra g
decomposes as follows:
g = g(−1)⊕ gA ⊕ g(1) ,
where g(−1) = ⊕i/∈A,j∈AEi,j(1,−1) and g(1) = ⊕i∈A,j /∈AEi,j(1,−1). Remark also that g(−1) =
{X ∈ g , [HA, X] = −X} and g(1) = {X ∈ g , [HA, X] = X}.
Note also that U is included in the eigenspace of ad(HA) for the eigenvalue 2.
• U1 = [g(−1), U ] is then included in the eigenspace of ad(HA) for the eigenvalue 1.
• U0 = [g(−1), U1] is then included in the eigenspace of ad(HA) for the eigenvalue 0.
• One also has [g(1), U ] = {0}.
We will now show that U0 ⊕ U1 ⊕ U is g-invariant in V +.
a) One has : [gA, U ] ⊂ U , [g(1), U ] = {0}, [g(−1), U ] = U1. Hence [g, U ] ⊂ U1 ⊕ U .
One also shows easily that:
b) [g, U1] ⊂ U0 ⊕ U1 ⊕ U ,
c) [g, U0] ⊂ U0 ⊕ U1 ⊕ U .
Therefore, using the hypothesis (H2) for g˜, U0 ⊕ U1 ⊕ U = V +. But U is contained in the
eigenspace of ad(HA) for the eigenvalue 2, namely V
+
A , and U1 (resp. U0) corresponds to the
eigenvalue 1 (resp. 2). This implies U = V +A .

Remark 1.8.6. Define Aj = {j, j + 1, . . . , k}. Then the reductive algebras g˜j and g˜Aj are
graded by the same element Hλj + · · · + Hλk . But these algebras are not equal. The obvious
inclusion g˜j ⊂ g˜Aj is strict as Hλ0 ∈ gAj \ gj. More precisely one has
V +Aj = g˜Aj
⋂
V + =
(
⊕ks=j g˜λs
)
⊕
(
⊕j≤r<sEr,s(1, 1)
)
= V +j ;
gAj = Zg(a0)⊕
(
⊕r 6=s;j≤r;j≤sEr,s(1,−1)
)⊕ (⊕r 6=s;r<j;s<jEr,s(1,−1))
⊃strict gj = Zg(a0) ∩ gj ⊕
(
⊕r 6=s;j≤r;j≤sEr,s(1,−1)
)
.
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Proposition 1.8.7.
The Lie algebra G˜ = V − ⊕ [V −, V +]⊕ V + generated by V + and V − is a regular graded algebra
which is an absolutely simple ideal of g˜.
Proof. As g˜ is regular, the element H0 ∈ [V −, V +], hence (H1) is satisfied. The hypothesis
(H3) holds also clearly.
One easily verifies that G˜ is an ideal of g˜. Therefore [V −, V +] is the only part of g which acts
effectively on V +. Therefore the representation ([V −, V +], V +) is absolutely simple. In other
words (H2) is true.
The fact that G˜ is simple is then a consequence of Lemma 1.5.1.

Remark 1.8.8. From the preceding Proposition 1.8.7, we obtain that g˜ = G˜ ⊕ G′ where the
subalgebra G˜ = V −⊕ [V −, V +]⊕V + is an abolutely simple graded Lie algebra and where G′ is
the orthogonal of G˜ in g˜ with respect to the form B˜. Moreover, the subalgebra G˜ is an ideal of
g˜ and hence G˜′ is an ideal of g˜ too. Therefore, if X ∈ G˜′ is nilpotent over an algebraic closure
of F , then eadX acts trivially on G˜.
Hence, in order to classify the orbites of G in V +, one can suppose that g˜ is simple.
1.9. Properties of the spaces Ei,j(p, q).
Proposition 1.9.1.
Let λ ∈ Σ such that gλ ⊂ Ei,j(1,−1). Then λ is positive if and only if i > j.
Proof. Let λ ∈ Σ such that λ(Hλi) = 1 and λ(Hλj) = −1. From Theorem 1.8.1, λ(Hλs) = 0 if
s 6= i and s 6= j.
If i > j, then λ ⊥ λs for s < j. But by Corollary 1.8.2, one has λ λs, for s < j. Hence
λ ∈ Σ˜j. But as (λ, λj) < 0 (λ(Hλj) = −1), λ + λj is a root. We have also λ λs for s < j
and λj λs for s < j. Hence λ+ λj ∈ Σ˜j. As λ ∈ Σj and as λj ∈ Π˜j \ Πj (Notation 1.6.3),we
obtain that λ ∈ Σ+j . But then λ ∈ Σ+.
Conversely suppose that λ ∈ Σ and gλ ⊂ Ei,j(1,−1) with i < j. Then g−λ ∈ Ej,i(1,−1), and
from above −λ ∈ Σ+, hence λ ∈ Σ−. Hence if λ is positive and gλ ∈ Ei,j(1,−1), then i > j. 
We will denote by W˜ and W the Weyl groups of Σ˜ and Σ, respectively. W is the subgroup of
W˜ generated by the reflections with respect to the roots in Σ. In particular H0 is fixed by each
element of W .
Proposition 1.9.2.
Let s0 be the unique element of W sending Σ
+ on Σ−. Then
s0.λj = λk−j for j = 0, 1, . . . , k .
Moreover the roots λi and λj are conjugated under W for all i and j in {0, 1, . . . , k}.
Proof. Let us first prove that s0.λ0 = λk.
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Recall (Corollary 1.2.2) that the root λ0 is the unique root in Σ˜ such that
(1)
• λ0(H0) = 2 ;• λ ∈ Σ+ =⇒ λ0 − λ /∈ Σ˜ .
Therefore the root µ = s0.λ0 is characterized by the properties:
(2)
• µ(H0) = 2 (since s0.H0 = 2);• λ ∈ Σ+ =⇒ µ+ λ /∈ Σ˜ (since s0.Σ+ = Σ−) .
From Proposition 1.4.1 (and its proof) we know that s0.λ0 is the root λ
0 which is the restriction
to a of the highest weight ω of g on V +. From the proof of Proposition 1.5.3 we know also that
ω is the highest weight of g1 on V
+
1 , and by induction ω will be the highest weight of gk on
V +k . Hence ω|a is a root of Σ˜ which is strongly orthogonal to λ0, λ1, . . . , λk−1. From Theorem
1.8.1, there is only one root having this property, namely λk. Hence λ
0 = s0.λ0 = λk.
We will now prove that s0.λ1 = λk−1. We first decide to take s0.Σ˜+ as the set of positive roots in
Σ˜. The corresponding base will be s0.Π˜. We have s0.Σ
+ = Σ− = −Σ+. As H0 is fixed by W , the
elements λ ∈ s0.Π˜ still verify λ(H0) = 0 or 2 (condition (1) in Theorem 1.2.1). We apply now
all we did before and we obtain by ”descent” a sequence µ0, µ1, . . . , µk of strongly orthogonal
roots. The root µ0 is the unique root in s0.Π˜, such that µ0(H0) = 2. Hence µ0 = s0.λ0 = λk.
Now we will prove that s0.λ1 = λk−1. The centralizer of l˜k verifies again (H1) and (H2) and
we will apply the preceding results to Zg˜(˜lk). Corollary 1.2.2 applied to this graded algebra
implies that the root µ1 is characterized by
(3)

• µ1(H0) = 2 ;
• µ1 λk ;
• λ ∈ Σ+ and λ λk =⇒ µ1 + λ /∈ Σ˜ .
The same Corollary applied to the graded algebra g˜1 iimplies that the root λ1 is characterized
by 
• λ1(H0) = 2 ;
• λ1 λ0 ;
• λ ∈ Σ+ and λ λ0 =⇒ λ1 − λ /∈ Σ˜ .
As s0.Σ
+ = Σ− and s0.λ0 = λk, we get µ1 = s0.λ1.
On the other hand the root λk−1 appears in V + and is strongly orthogonal to λk. Let λ ∈ Σ+
be a root strongly orthogonal to λk. If λ(Hλk−1) = 0, then λ is strongly orthogonal to λk−1
from Corollary 1.8.2. Hence λ+ λk−1 is not a root. If λ(Hλk−1) 6= 0, then by Proposition 1.9.1
there exists j < k − 1 such that gλ ⊂ Ek−1,j(1,−1). As (λ+ λk−1)(Hλk−1) = 3, λ+ λk−1 is not
a root. This shows that λk−1 verifies the properties (3). Hence λk−1 = µ1 = s0.λ1.
The first assertion is then proved by induction on j.
For the second assertion one applies the preceding result to the graded algebras g˜i and g˜j where
λi and λj play the role of λ0. There exists an element si ∈ Wi (Wi is the Weyl group of (g˜i, ai))
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such that si.λi = λk and an element sj ∈ Wj such that sj.λj = λk. As Wi and Wj are subgroups
of W , s = s−1j si is an element of W which verifies s.λi = λj.

Proposition 1.9.3.
(1) For j = 0, . . . , k the root spaces g˜λj have the same dimension.
(2) More generally the Lie algebras l˜i = g˜
−λi ⊕ [g˜−λi , g˜λi ]⊕ g˜λi are two by two conjugated by G.
(3) For i 6= j, the spaces Ei,j(1, 1), Ei,j(−1,−1) and Ei,j(1,−1) have the same dimension. This
dimension is non zero and independant of the pair {i, j} ∈ {0, 1 . . . , k}2.
Proof. (1) From Proposition 1.9.2 there exists an element s ∈ W such that s.λi = λj. Let g be
an element of G such that g|a = s. It is the easy to see that g.g˜
λi = g˜λj . Therefore the vector
spaces g˜λi and g˜λj are isomorphic.
(2) Let g ∈ G be the preceding element. Then one has also g.g˜−λi = g˜−λj . Hence g.˜li = l˜j.
(3) Fix a pair (i, j) with i 6= j. We choose (Xi, Yi) (resp. (Xj, Yj)) in g˜−λi × g˜λi (resp. in
g˜−λj × g˜λj) such that(Yi, Hλi , Xi) (resp. (Yj, Hλj , Xj) is an sl2-triple.
Then adXi : Ei,j(−1,−1) −→ Ei,j(1,−1) is an isomorphism whose inverse is -adYi (if u ∈
Ei,j(−1,−1) then − adYi adXi(u) = −[Hλi , u] + [Xi, [Yi, u]] = u).
Similarly adXj : Ei,j(1,−1) −→ Ei,j(1, 1) is an isomorphism whose inverse is − adYj.
This implies that the spaces Ei,j(±1,±1) are isomorphic when i and j are fixed.
In order to prove that the spaces Ei,j(1, 1) are isomorphic for distinct pairs (i, j) (with i 6= j),
we will use the elements of the Weyl group which permute the λj.
We prove first that Ei,j(1, 1) ' Ek,j(1, 1) for j < i ≤ k (recall that k is the final index in the
descent). Proposition 1.9.2 applied to the graded algebra g˜i implies the existence of si ∈ Wi
which permutes λi and λk. The group Wi is generated by the reflections defined by the roots
λ strongly orthogonal to λ0, λ1, . . . , λi−1. As j < i, λj is invariant under Wi. Hence
si : Ei,j(1, 1) −→ Ek,j(1, 1)
is an isomorphism. Indeed if u ∈ Ei,j(1, 1) then [Hλk , si.u] = si.[s−1i .Hλk , u] = si.[Hλi , u] = si.u
and [Hλj , si.u] = si.[s
−1
i .Hλj , u] = si.[Hλj , u] = si.u. Hence si.Ei,j(1, 1) ⊂ Ek,j(1, 1) and the
restriction of s−1i to Ek,j(1, 1) is the inverse.
Applying this to the triple 0 < k − j ≤ k one obtains that
sk−j : Ek−j,0(1, 1) −→ Ek,0(1, 1)
is an isomorphism.
One the other hand a similar proof (and Proposition 1.9.2) shows that
s0 : Ek,j(1, 1) −→ Ek−j,0(1, 1)
is an isomorphism.
This will imply that all the spaces Ei,j(1, 1) are isomorphic. Indeed let us start from Ei,j(1, 1)
and Ei′,j′(1, 1) with j < i and j
′ < i′.
From above we have the following isomorphisms:
Ei,j(1, 1) ' Ek,j(1, 1) ' Ek−j,0(1, 1) ' Ek,0(1, 1) ' Ek−j′,0(1, 1) ' Ek,j′(1, 1) ' Ei′,j′(1, 1).
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It remains to prove that these spaces are not reduced to {0}.
If they were trivial, the spaces Ei,j(±1,±1) would all be trivial and one would have the following
decompositions:
V + = ⊕kj=0g˜λj and g = Zg(a0).
But then g˜λ0 would be invariant under g. This is impossible by (H2).

Notation 1.9.4. In the rest of the paper we will use the following notations:
` = dim g˜λj for j = 0, . . . , k ;
d = dimEi,j(±1,±1) for i 6= j ∈ {0, . . . , k}
e = dim g˜(λi+λj)/2 for i 6= j ∈ {0, . . . , k} (e may be equal to 0).
From Theorem 1.8.1 giving the decomposition of dimV +, we obtain the following relation
between, k, d and `.
Proposition 1.9.5.
dimV + = (k + 1)
(
`+
kd
2
)
.
1.10. Normalization of the Killing form.
Let B˜ be a non degenerate extension to g˜ of the Killing form of [g˜, g˜]. As g˜ = Z(g˜) ⊕ [g˜, g˜]
where Z(g˜) is the center of g˜, we have
B˜(z1 + u, z2 + u
′) = κ(z1, z2) +B(u, u′) for z1, z2 ∈ Z(g˜) and u, u′ ∈ [g˜, g˜],
where B is the Killing form of [g˜, g˜] and κ a non degenerate form on Z(g˜). We fix once and for
all such a form B˜.
Definition 1.10.1. For X and Y in g˜, we define the normalized Killing form by setting :
b(X, Y ) = − k + 1
4 dimV +
B˜(X, Y ) .
A first consequence of this definition is the following Lemma.
Lemma 1.10.2.
For j ∈ {0, . . . , k} one has b(Hλj , Hλj) = −2. Moreover if (Yj, Hλj , Xj) is an sl2-triple such
that Xj ∈ g˜λj and Yj ∈ g˜−λj , then b(Xj, Yj) = 1.
Proof. As the elements Hλj are conjugated (Proposition 1.9.2), as the roots λj are strongly
orthogonal, and as H0 = Hλ0 +Hλ1 + · · ·+Hλk ( Theorem 1.8.1) one has:
B˜(Hλj , Hλj) =
1
k + 1
B˜(H0, H0) =
1
k + 1
trg˜(adH0)
2 = 8
dimV +
k + 1
.
And then from the definition of b, we obtain b(Hλj , Hλj) = −2.
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On the other hand
B˜(Yj, Xj) =
1
2
B˜(Yj, [Hλj , Xj]) = −
1
2
B˜(Hλj , Hλj) = −4
dimV +
k + 1
,
and hence b(Yj, Xj) = 1.

Let A be a subset of {0, 1, . . . , k}. Consider the graded algebra g˜A defined in Corollary 1.8.5
which is graded by HA =
∑
j∈AHλj . We denote by bA a normalized nondegenerate bilinear
form g˜A (defined as b on g˜).
Lemma 1.10.3. Let G˜A be the subalgebra of g˜A generated by V
+
A and V
−
A . If X and Y belong
to g˜A, then:
bA(X, Y ) = b(X, Y ) .
Proof. We know from Proposition 1.8.7 that G˜A is absolutely simple. Then the dimension of
the space of invariant bilinear forms on G˜A is equal to 1 ( [5], Exercice 18 a) of §6). Hence the
restrictions of b and bA to G˜A are proportional. For j ∈ A, Xj ∈ g˜λj and Yj ∈ g˜−λj such that
(Yj, Hλj , Xj) is an sl2-triple, we have bA(Xj, Yj) = b(Xj, Yj) = 1 ( Lemma 1.10.2).

1.11. The relative invariant ∆0.
Recall (§1.7) that the group we are interested in and which will act on V + is
G = ZAut0(g˜)(H0) = {g ∈ Aut0(g˜) , g.H0 = H0}
Recall also that (G, V +) is a prehomogeneous vector space. Let S be the complementary set of
the union of the open orbits in V +.
Recall also the definition of a relative invariant:
Definition 1.11.1. A rational function R on V + is a relative invariant under G if there exists
a rational character χ of G such that
R(g.X) = χ(g)R(X) for all g ∈ G and all X ∈ V + \ S.
Remark 1.11.2. From the density of G in G = G(F ) = ZAut0 (g˜)(H0) = ZAute(g˜)(H0) (§1.7),
and from the density of V + in V +, the natural extension of R from V + to V +, is a relative
invariant of (G, V +)
Lemma 1.11.3. For t ∈ F ∗, one has tIdV + ∈ G|V+ . More precisely, we have tIdV + ∈ L|V+ .
Proof. Consider the subalgebra u ' sl2(F ) generated by an sl2-triple (Y,H0, X) where X
is generic in V +, Y ∈ V −. Consider also the group U = Aut0(u). Extending the adjoint
representation from u to g˜, one sees that the group U can be injected into the group Aut0(g˜).
On the other hand, one verifies easily that, for t ∈ F ∗, the map Ψt : g˜ −→ g˜, defined by
Ψt(x) = tx, Ψt(y) = t
−1y, Ψt(h) = h, for x ∈ V +, y ∈ V −, h ∈ g is an automorphism of g˜,
which stabilizes u and fixes H0. From [4] (Chap. VIII,§5, n◦3, Corollaire 2 de la Proposition
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5, p.110), one has Aut0(u) = Aut(u). Hence there exist nilpotent elements u1, u2, . . . , up ∈ u
such that Ψt|u = (e
ad
u
u1eadu u2 . . . eadu up )|u . Note that these elements are also nilpotent in
g˜. Hypothesis (H1) implies that the irreducible components of the u-module g˜ are either
isomorphic to the trivial module (the isotypic component being Zg(X)), or isomorphic to the
adjoint representation, of dimension 3. In this last case the space of highest weight vectors is
V +. Let X ′ ∈ V +, X ′ 6= 0. The u-module u′ generated by X ′ is therefore isomorphic to the
u-module u. Hence there exists an isomorphism α : u −→ u′ such that α(X) = X ′ and such that
for all u ∈ u, one has α ◦ adu = adu ◦ α. Therefore α intertwines also eadg˜ u1eadg˜ u2 . . . eadg˜ up :
α ◦Ψt|u = e
ad
g˜
u1e
ad
g˜
u2 . . . e
ad
g˜
up ◦ α.
Explicitly:
α ◦Ψt|u(X) = α(tX) = tα(X) = tX ′ = e
ad
g˜
u1e
ad
g˜
u2 . . . e
ad
g˜
up ◦ α(X)
= e
ad
g˜
u1e
ad
g˜
u2 . . . e
ad
g˜
up (X ′).
Hence for all X ′ ∈ V +, we have shown that eadg˜ u1eadg˜ u2 . . . eadg˜ up (X ′) = tX ′.
As e
ad
g˜
u1e
ad
g˜
u2 . . . e
ad
g˜
up ∈ ZAut0(g˜)(H0) = G, we get tIdV + ∈ G|V+ . The same proof shows that
if (Yj, Hλj , Xj) is an sl2-triple such that Xj ∈ g˜λj and Yj ∈ g˜−λj , then
e
ad
g˜
u1e
ad
g˜
u2 . . . e
ad
g˜
up (Xλj) = tXλj and e
ad
g˜
u1e
ad
g˜
u2 . . . e
ad
g˜
up (Yλj) = t
−1Yλj .
And hence e
ad
g˜
u1e
ad
g˜
u2 . . . e
ad
g˜
up (Hλj) = Hλj . This implies that tIdV + ∈ L|V+ .

Another proof:
Proof. Let us give another proof of the preceding Lemma, more explicit, but based on the same
idea which is to use sl2.
Let again (Y,H0, X) be an sl2-triple with X generic in V
+, Y ∈ V −. For t ∈ F ∗ consider the
automorphism θ(t) ∈ Aute(g˜) defined by
θ(t) = et adg˜Xet
−1 adg˜ Y et adg˜X . (∗)
Set then
h(t) = θ(t)θ(−1). (∗∗)
Recall that V + (resp. V −, resp. g) is the space of weight vectors of weight 2 (resp. -2, resp. 0) of
g˜ for the adjoint action of the algebra u ' sl2(F ). From [4] (Chap. VIII, §1, n◦5, Prop. 6, p.75),
h(t)|V+ is scalar multiplication by t
2, h(t)|V− is scalar multiplication by t
−2, and h(t)|g is the
identity. Over F , we can consider
√
t ∈ F ∗. Then the automorphism h(√t) belongs to Aute(g˜)
and stabilizes g˜ as h(
√
t)|V+ = tIdV + , h(
√
t)|V− = t
−1IdV − , h(
√
t)|g = Idg. The preceding
relations (∗) and (∗∗), (for θ(√t)and h(√t)), imply then that the automorphism h(√t) belongs
to ZAut0(g˜)(H0) = G. The same argument as in the first proof shows that tIdV + ∈ L|V+ .

Theorem 1.11.4.
(1) There exists on V + a unique (up to scalar multiplication) relative invariant polynomial ∆0
which is absolutely irreducible (i.e. irreducible as a polynomial on V +).
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(2) Any relative invariant on V + is (up to scalar multiplication) a power of ∆0.
(3) An element X ∈ V + is generic if and only if ∆0(X) 6= 0.
Proof. We begin by constructing a non trivial relative invariant P of (G, V +). We choose a
base of V + and a base of V −, for example the dual base if we identify V − and (V +)∗ by using
the form b. One can then define a determinant for all linear map from V − into V +. Consider
the following linear map:
(adX)2 : V − −→ V +.
Set, for all X ∈ V +:
P (X) = det(adX)2.
We have, for g ∈ G:
P (g.X) = det(ad(g.X))2) = det(g.(adX)2g−1
= det
V +
(g) det
V −
(g−1) det(adX)2 = det
V +
(g)2P (X)
If X is generic, it can be put in an sl2-triple (Y,H0, X) (Y ∈ V −), and then (adX)2 is an
isomorphism between V − and V +. Hence P 6= 0. By Lemma 1.11.3, tIdV + ∈ G. Therefore the
character of P is non trivial, hence P is non constant.
By Remark 1.11.2, the natural extension of P to V + is a relative invariant of (G, V +). Then
(by [26], Proposition 12, p. 64), there exists a non trivial relative invariant ∆0 of (G, V +) which
is an irreducible polynomial and any other relative invariant is of the form c.∆m0 (m ∈ Z).
We will need the following Lemma.
Lemma 1.11.5. There exists α ∈ F ∗ such that α∆0 takes values in F on V +.
Proof of the Lemma: Let G = Gal(F , F ) be the Galois group of F over F . Let σ ∈ G. Then σ
acts on G and fixes each point of G. It acts also on V + and fixes V +. Then σ acts on ∆0 by
∆σ0 (x) = σ(∆0(σ
−1x)). The action on characters of G is similarly defined. The polynomial ∆σ0
is still irreducible. Let now G act on ∆σ0 .
Let χ0 be the character of ∆0 (it is a character of G for the moment). Let x ∈ V + and g ∈ G.
One has:
∆σ0 (g.x) = σ(∆0(σ
−1(g.x))) = σ(∆0(σ−1(g).σ−1(x))) = σ(χ0(σ−1(g))σ(∆0(σ−1(x)))
= χσ0 (g)∆
σ
0 (x). Hence ∆
σ
0 is an irreducible relative invariant of (G, V
+), with character χσ0 . As
this representation is irreducible ((H3)), there exists cσ ∈ F such that
∆σ0 = cσ∆0.
Let x0 be a generic element of V
+, this implies that ∆0(x0) 6= 0. Define α = 1∆0(x0) . Then
cσ =
∆σ0 (x0)
∆0(x0)
=
σ(∆0(x0))
∆0(x0)
=
α
σ(α)
.
For x ∈ V + one has:
σ(α)∆σ0 (x) = σ(α)cσ∆0(x) = σ(α)
α
σ(α)
∆0(x) = α∆0(x).
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As x ∈ V +, this can also be written:
∀σ ∈ G, σ(α∆0(x)) = α∆0(x)
One knows that the fixed points of G in F are exactly the points in F . Hence for all x ∈ V +,
one has α∆0(x) ∈ V +.
The Lemma is proved.
From now on we will denote by ∆0 the modified relative invariant of Lemma 1.11.5 which takes
it values in F on V +.
Let P be a relative invariant of (G, V +). Its extension P to V + is a relative invariant of (G, V +)
(use the density of G in G and of V + in V +). Hence it exists a ∈ F and m ∈ Z such that
P = a∆m0 . As P (x) = a∆0(x)
m for a generic point x in V + and as ∆0(V
+) ⊂ F , one get that
a ∈ F .
Hence assertions 1) and 2) are proved.
One knows that X ∈ V + is generic if and only if there exists an sl2-triple (Y,H0, X) (Y ∈ V −)
(Proposition 1.7.12). In that case P (X) 6= 0 where P is the relative invariant defined at the
beginning of the proof. Hence ∆0(X) 6= 0. Conversely if ∆0(X) 6= 0 for X ∈ V +, then
P (X) 6= 0, and therefore (adX)2 : V − −→ V + is an isomorphism. Hence V + = Im(adX|g),
and X is generic.
Assertion 3) is now proved.

1.12. The case k = 0.
Recall that the case k = 0 corresponds to the graded algebra
l˜0 = g˜
−λ0 ⊕ [g˜−λ0 , g˜λ0 ]⊕ g˜λ0 .
This algebra is an absolutely simple algebra of split rank 1 and it satisfies hypothesis (H1)
and (H2) (Proposition 1.5.2). As this algebra is graded by Hλ0 and as there exist X ∈ g˜λ0
and Y ∈ g˜−λ0 such that (Y,Hλ0 , X) is an sl2-triple ([28], Corollaire du Lemme 6, p.6, or [27],
Proposition 3.1.9 p.23), this algebra l˜0 satisfies also (H3).
Lemma 1.12.1.
The absolutely simple Lie algebras of split rank 1 graded by Hλ (λ being the unique restricted
root) and which satisfy (H1), (H2) and (H3) (this last condition is automatically satisfied) have
the following Satake-Tits diagrams (d ∈ N∗):
A2δ−1 t tp p p p p t dg tp p p p p t t
δ − 1 δ − 1 B2 = C2
dg> t
Proof. The proof is a consequence of a careful reading of the tables of Tits ([29]). It can also
be extracted from the recent work of T. Schoeneberg ([27]). For the convenience of the reader,
we give some guidelines in connection with this last paper:
- The fact that there exist no diagram of type G2, F4, E6 (inner forms), E6 (outer forms), E7,
E8, D4 (with trialitarian action of the Galois group F/F ) is a consequence of, respectively:
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Proposition 5.5.1 p.116, Proposition 5.5.3 p.118, Proposition 5.5.4 p.118, Proposition 5.5.13
p.134, Proposition 5.5.4 p.122, Proposition 5.5.7 p.126, and of Proposition 5.5.8 p.127.
- The case An is a consequence of Proposition 4.5.21 p. 93 (inner forms) and of pages 112-113
(outer forms).
- The case Bn is a consequence of Proposition 5.4.4 p. 113.
- The case Cn is a consequence of Proposition 5.4.5 p. 113.
- The case Dn (non trialitarian) is a consequence of Proposition 5.4.6 p. 114 and of the fact
that the diagrams on p. 115-116 do not occur.
One can note that (H1) excludes the diagrams of split rank 1 where the the unique white root
has a coefficient > 1 in the highest root of the underlying Dynkin diagram, and those which
have two white roots connected by an arrow.

Corollary 1.12.2.
The graded algebras
l˜0 = g˜
−λ0 ⊕ [g˜−λ0 , g˜λ0 ]⊕ g˜λ0
are either isomorphic to sl2(D) where D is a central division algebra over F , of degree δ, or
isomorphic to o(q, 5) where q is a non degenerate quadratic form on F 5 which is the direct sum
of an hyperbolic plane and an anisotropic form of dimension 3 (in other word a form of index
1).
Proof. These are the only Lie algebras over F whose Satake-Tits diagram is of the type given
in the preceding Lemma ([29], [27]).

Definition 1.12.3. By 1.9.3, all the algebras l˜i are isomorphic either to
A2δ−1 t tp p p p p t dg tp p p p p t t
δ − 1 δ − 1 or to B2
dg> t
In the first case we will say that g˜ is of 1-type A (or (A, δ) to be more precise), in the second
case we wil say that g˜ is of 1-type B.
Theorem 1.12.4.
1) If l˜0 = sl2(D) where D is a central division algebra over F , of degree δ, the group G is the
group of isomorphisms of sl2(D) of the form
sl2(D) 3 X =
(
a x
y b
)
7−→
(
u 0
0 v
)(
a x
y b
)(
u−1 0
0 v−1
)
where a, b, x, y ∈ D, with trD/F (a+ b) = 0 (trD/F is the reduced trace), and where u, v ∈ D∗.
Therefore the action of G on V + ' D can be identified with the action of D∗ ×D∗ on D given
by
(u, v).x = uxv−1,
the group G being isomorphic to (D∗ ×D∗)/H where H = {(λ, λ), λ ∈ F ∗}.
Hence there are two orbits: {0} and D∗, and the fundamental relative invariant is the reduced
norm νD/F of D over F . Its degree is δ.
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2) If l˜0 = o(q, 5) where q is a non degenerate quadratic form over F
5 which is the sum of an
hyperbolic plane and an anisotropic form Q of dimension 3, then the group G can be identified
with the group SO(Q) × F ∗ acting by the natural action on F 3. The fundamental relative
invariant is then Q. There are four orbits, namely {0} and three open orbits which are the
sets Oi = {x ∈ F 3, Q(x) ∈ ui}, (i = 1, 2, 3), where ui runs over the three classes modulo F ∗2
distinct from −d(Q) (d(Q) being the discriminant of Q).
Proof. 1) Let us make explicit the structure of sl2(D). For the material below, see [27], p. 93.
It is well known that
sl2(D) = {
(
a x
y b
)
, where a, b, x, y ∈ D, with trD/F (a+ b) = 0}.
A maximal split abelian subalgebra is given by:
a = {
(
t 0
0 −t
)
, t ∈ F}.
It is easy to see that
m = Zsl2(D)(a) = {
(
a 0
0 b
)
, a, b ∈ D, trD/F (a+ b) = 0} = a⊕
(
[D,D] 0
0 [D,D]
)
(recall that [D,D] = ker(trD/F ), by [6], §17, n◦3, Corollaire of proposition 5, p. A VIII.337).
Therefore the anisotropic kernel of sl2(D) is given by
[m,m] = [Zsl2(D)(a),Zsl2(D)(a)] =
(
[D,D] 0
0 [D,D]
)
' [D,D]⊕ [D,D].
Its Satake-Tits diagram is
Ad−1 × Ad−1 t tp p p p p t tp p p p p t t
δ − 1 δ − 1
The grading of g˜ = sl2(D) is then defined by H0 =
(
1 0
0 −1
)
, and this implies that g˜ =
sl2(D) = V
− ⊕ g⊕ V + where
V − = {
(
0 0
y 0
)
, y ∈ D} ' D, V + = {
(
0 x
0 0
)
, x ∈ D} ' D
and
g = {
(
a 0
0 b
)
, a, b ∈ D, trD/F (a+ b) = 0}.
We will now determine the group G = ZAut0(sl2(D))(H0) = {g ∈ Aut0(sl2(D)) , g.H0 = H0} and
his action on V + ' D.
Let g ∈ G. As g.H0 = H0, one get g.V − ⊂ V −, g.V + ⊂ V +, g.g ⊂ g. Let g be the natural
extension of g as an automorphism of sl2(D)⊗ F = sl2d(F ). From above, g stabilizes V −, V +
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and g. By [4] (Chap. VIII, §13, n◦1, (VII), p.189), there exists U ∈ GL(2d, F ) such that
g.x = UxU−1,∀x ∈ sl2d(F ). Let us write U in the form
U =
(
α β
γ δ
)
, α, β, γ, δ ∈Md(F ).
As g stabilizes V +, for all x ∈Md(F ), there exists x′ ∈Md(F ) such that(
α β
γ δ
)(
0 x
0 0
)
=
(
0 x′
0 0
)(
α β
γ δ
)
It follows that γ = 0. Similarly the invariance of V − implies that β = 0. Hence U =
(
α 0
0 δ
)
,
with α, δ ∈ GLd(F ). Let us now write down that the conjugation by U (that is, the action of
g) stabilizes sl2(D). For all a, b ∈ D, the element(
α 0
0 δ
)(
a 0
0 b
)(
α−1 0
0 δ−1
)
=
(
αaα−1 0
0 δbδ−1
)
belongs to sl2(D). Therefore the map a 7−→ αaα−1 (resp. b 7−→ δbδ−1 ) will be an auto-
morphism of the associative algebra D. By the Skolem-Noether Theorem ([1] (The´ore`me III-4
p.70), [19] (12.6 p.230) there exists u0 (resp. v0) in D
∗ such that αaα−1 = u0au−10 for all a ∈ D
(resp. δbδ−1 = v0bv−10 for all b ∈ D). Hence u−10 α (resp. v−10 δ) is an element of Md(F ) = D
which commutes with any element of D, and hence it belongs to the center of Md(F ) = D.
Therefore u−10 α = λ.1 and v
−1
0 δ = µ.1 (λ, µ ∈ F ), i.e. α = λu0 and δ = µv0. As g¯ stabilizes V +
and V − and(
λu0 0
0 µv0
)(
a x
y b
)(
λ−1u−10 0
0 µ−1v−10
)
=
(
u0au
−1
0 λµ
−1u0xv−10
λ−1µv0yu−10 v0bv
−1
0
)
,
we deduce that λµ−1 ∈ F ∗ and g is the conjugation by V =
(
u 0
0 v
)
with u = λµ−1u0 ∈ D∗
and v = v0 ∈ D∗.
Therefore the assertions concerning the action and the orbits are clear. It is also clear that the
conjugation by
(
u 0
0 v
)
induces the trivial automorphism if and only if u = v = λ ∈ F ∗. This
proves that G = (D∗ ×D∗)/H.
As νD/F is a polynomial on D which takes values in F , it is also clear that P (
(
0 x
0 0
)
) = νD/F (x)
is a relative invariant. As the reduced norm is an irreducible polynomial ([23]), this relative
invariant is the fundamental one.
2) We will now give a realization 1 of the Lie algebra (there is only one up to isomorphism)
whose Satake-Tits diagram is
B2
d> t.
1We thank Marcus Slupinski for having indicated this realization to us.
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For this, let D be a central division algebra of degree 2 over F . There is only one such algebra
by [1] (Corollaire V-2, p. 130), and of course D = (pi,u
F
) is the unique quaternion division
algebra over F ([13], Th. 2.2. p.152). Recall that pi is a uniformizer of F and that u is a unit
which is not a square. Let a 7−→ a (a ∈ D), be the usual conjugation in a quaternion algebra.
The derived Lie algebra [D,D] is then the space of pure quaternions, that is the set of a ∈ D
such that a = −a.
Set
g˜ = {X =
(
a b
c −a
)
, a ∈ D, b, c ∈ [D,D]}.
It is easy to verify that g˜ is a Lie algebra for the bracket [X,X ′] = XX ′−X ′X, X,X ′ ∈ g˜. Set
also
a = {
(
t 0
0 −t
)
, t ∈ F}.
It is clear that a is a split torus in g˜. If a′ is a split torus containing a, then a′ is contained in
the eigenspace for the eigenvalue 0 of ad(a), that is
a′ ⊂ {
(
a 0
0 −a
)
, a ∈ D} ' D.
As D = F.1⊕ [D,D], and as [D,D] is anisotropic (see for example [27] Corollaire 4.4.3. p.78),
we obtain that a′ = a, hence a is a split maximal torus in g˜. The Lie algebra g˜ is graded by
H0 =
(
1 0
0 −1
)
:
g˜ = V − ⊕ g⊕ V +,
where
V + = {
(
0 b
0 0
)
, b ∈ [D,D]},
V − = {
(
0 0
c 0
)
, c ∈ [D,D]},
g = {
(
a 0
0 −a
)
, a ∈ D} ' D.
Note that [g, g] ' [D,D] is anisotropic of dimension 3. Let us now show that g˜ is simple. If I
is an ideal of g˜, as [a, I] ⊂ I, one has:
I = (V − ∩ I)⊕ (g ∩ I)⊕ (V + ∩ I).
If (V + ∩ I) 6= {0} and if b ∈ (V + ∩ I) \ {0} then the elements of the form
[
(
a 0
0 −a
)
,
(
0 b
0 0
)
] =
(
0 ab+ ba
0 0
)
=
(
0 ab− ab
0 0
)
=
(
0 2Im(ab)
0 0
)
run over V + if a ∈ D. An analogous statement is true if (V − ∩ I) 6= {0}. If (g ∩ I) 6= {0},
then (V − ∩ I) 6= {0} and (V + ∩ I) 6= {0}. On the other hand, if V + ⊂ I and V − ⊂ I, then
it is easy to see that g ⊂ I. Finally we have shown that g˜ has no non trivial ideal. Hence g˜
is a simple Lie algebra of dimension 10. Therefore g˜ = g˜⊗F F is a semi-simple Lie algebra of
LOCAL ZETA FUNCTIONS FOR A CLASS OF P-ADIC SYMMETRIC SPACES (I) 35
dimension 10 over F . There is only one such algebra, it is the orthogonal algebra o(5, F ) whose
Dynkin diagram is B2. Therefore the algebra g˜, with the grading described before, is indeed
the algebra whose Satake-Tits diagram is
B2
d> t.
(To avoid the preceding dimension argument, it is possible to compute explicitly g˜ by using the
fact that F is a splitting field of D and show that
g˜ = {
(
A B
C −τ(A)
)
, A ∈M2(F ), B, C ∈ [M2(F ),M2(F )] = sl2(F )}
where the anti-involution τ of M2(F ) is defined by τ(
(
α β
γ δ
)
) =
(
δ −β
−γ α
)
. This algebra is
o(5, F )).
Remind that [D,D] = ImD = {a ∈ D, a = −a}. Set
W = {
(
h λ
µ −h
)
, where h ∈ ImD = [D,D], λ, µ ∈ F}.
One sees easily that [g˜,W ] ⊂ W , where [ , ] is the usual bracket of matrices. The corresponding
representation is of dimension 5. An easy but a little tedious computation shows that the
symmetric bilinear form
Ψ(
(
h λ
µ −h
)
,
(
h′ λ′
µ′ −h′
)
) = −1
2
(hh′ + h′h+ λ′µ+ λµ′)
is invariant under the action of g˜. The form Ψ is the bilinear form associated to the quadratic
form ”determinant” q(
(
h λ
µ −h
)
) = −h2 − λµ. This form is the direct sum of an hyperbolic
plane and the anisotropic form Q(h) = −h2 on [D,D]. The space F 3 in the statement of
the Theorem is therefore [D,D] and the algebra g˜ is realized as the algebra o(q, 5) as in the
statement.
We need also to consider W . One has:
W = {
(
U xId2
yId2 −U
)
, where U ∈ [M2(F ),M2(F )] = sl2(F ), x, y ∈ F}.
Let us denote by q, Q and Ψ the lifts of q,Q and Ψ to W , respectively. These are given by
(remark that UU ′ + U ′U is a scalar matrix if U,U ′ are in sl2(F¯ )):
q(
(
U xId2
yId2 −U
)
) = −U2 − xy
Q(
(
U 0
0 −U
)
) = −U2
Ψ(
(
U xId2
yId2 −U
)
,
(
U ′ x′Id2
y′Id2 −U ′
)
) = −1
2
(UU ′ + U ′U + x′y + xy′)
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The Lie algebra g˜ acts on W by the adjoint action: [g˜,W ] ⊂ W . More explicitly a calculation
shows that for
(
A B
C −τ(A)
)
∈ g˜ and
(
U xId2
yId2 −U
)
∈ W one has
[
(
A B
C −τ(A)
)
,
(
U xId2
yId2 −U
)
] =
(
[A,U ] + yB − xC −(UB +BU) + x(A+ τ(A))
CU + UC − y(A+ τ(A)) [τ(A), U ] + xC − yB
)
and this last matrix is effectively an element of W .
This implies that the representation of g˜ in W is faithful, that the form Ψ is invariant under g˜
and therefore g˜ is realized as o(W, q).
Let ϕ ∈ Aut(g˜). As g˜ ' o(W, q) is a split simple Lie algebra, we know by [5], Chap. VIII, §13,
n◦2, (VII), p. 199, that
Aut0(g˜) = Aute(g˜) = Aut(g˜)
and that there exists a unique M ∈ SO(W, q) such that, for X ∈ g˜ one has
ϕ(X) = MXM−1,
the right hand side being a product of endomorphisms of W . In the rest of the proof we will
write ϕ = M , by abuse of notation, and we will consider that ϕ ∈ SO(W, q).
Under the action of H0 the space W decomposes into three eigenspaces corresponding to the
eigenvalues −2, 0, 2 :
W−2 = {
(
0 0
yId2 0
)
, y ∈ F}, W 0 = {
(
U 0
0 −U
)
, U ∈ sl2(F )}, W 2 = {
(
0 xId2
0 0
)
, x ∈ F}.
We will need the following Lemma.
Lemma 1.12.5.
Let ϕ ∈ Aut(g˜) = SO(W, q).
a) ϕ fixes H0 ⇐⇒

ϕ stabilizes W−2,W 0,W 2;
ϕ|W0 ∈ SO(W 0, Q);
there exists αϕ ∈ F ∗ such that ϕ|W−2 = α
−1
ϕ Id|W−2 and ϕ|W2 = αϕId|W2 .
b) Let g ∈ Aut(g˜) and let g be his natural extension to an element of Aut(g˜). Then one has:
g ∈ G = ZAut0(g˜)(H0)⇐⇒

g stabilizes W−2,W0,W2;
g|W0 ∈ SO(W0, Q);
αg ∈ F ∗.
Proof of the Lemma:
a) Suppose that ϕ commutes with H0, then H0 = ϕH0ϕ
−1 (products of endomorphisms of W ).
(i = −2, 0, 2). Let T ∈ W i (i = −2, 0, 2). Then H0.ϕ(T ) = ϕH0ϕ−1ϕ(T ) = ϕH0(T ) = ϕ(iT ) =
iϕ(T ). Hence ϕ stabilizes the spaces W i.
As W−2 and W 2 are 1-dimensional , there exist αϕ, βϕ ∈ F ∗ such that
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ϕ(
(
0 0
yId2 0
)
) =
(
0 0
βϕyId2 0
)
, ϕ(
(
0 xId2
0 0
)
) =
(
0 αϕxId2
0 0
)
, x, y ∈ F .
But as ϕ ∈ SO(W, q), one has
q(ϕ(
(
0 xId2
yId2 0
)
)) = q(
(
0 αϕxId2
βϕyId2 0
)
) = −αϕβϕxy = q(
(
0 xId2
yId2 0
)
) = −xy.
Hence βϕ = α
−1
ϕ . As q|W0
= Q one get that ϕ|W0 ∈ SO(W 0, Q).
Conversely suppose that ϕ satisfies the conditions on the right hand side of a). Let us look how
ϕH0ϕ
−1 acts on W :(
U xId2
yId2 −U
)
 ϕ
−1
//
(
ϕ−1(U) α−1ϕ xId2
αϕyId2 −ϕ−1(U)
)
 H0 //
(
0 2α−1ϕ xId2
−2αϕyId2 0
)
 ϕ //
(
0 2xId2
−2yId2 0
)
.
But one has:(
U xId2
yId2 −U
)
 H0 //
(
0 2xId2
−2yId2 0
)
.
Therefore ϕH0ϕ
−1 = H0, and this proves a).
b) is a consequence of a).
End of the proof of Lemma 1.12.5.
If g ∈ G, let αg be the element αg ∈ F ∗ obtained in the preceding Lemma.
Lemma 1.12.6.
The action of g ∈ G on V + = {
(
0 b
0 0
)
, b ∈ [D,D]} is as follows
g.
(
0 b
0 0
)
=
(
0 αgg|[D,D](b)
0 0
)
.
Proof of the Lemma:
In order to compute g.
(
0 b
0 0
)
= g
(
0 b
0 0
)
g−1, we will compute its action on the element(
h λ
µ −h
)
∈ W , using the preceding Lemma 1.12.5. One has:
(
h λ
µ −h
)
 g
−1
//
(
g−1(h) α−1g λ
αgµ −g−1(h)
)

0 b
0 0

//
(
αgµb −bg−1(h)− g−1(h)b
0 −αgµb
)
_
g
(
αgµg(b) −α(bg−1(h) + g−1(h)b)
0 −αgµg(b)
)
(∗).
Let us show now that the action of the element
(
0 αgg|[D,D](b)
0 0
)
is the same. One has:
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[
(
0 αgg|[D,D](b)
0 0
)
,
(
h λ
µ −h
)
] =
(
αgµg(b) −α(g(b)h+ hg(b))
0 −αgµg(b)
)
(∗∗)
As the bilinear form associated to Q is B(b, h) = bh+hb (b, h ∈ [D,D]) and as g|W0 ∈ SO(W0, Q)
we obtain bg−1(h) + g−1(h)b = g(b)h+ hg(b), hence (*)=(**).
End of the proof of Lemma 1.12.6.
From Lemma 1.12.6 we know that the map
G −→ SO(W0, Q)× F ∗
g 7−→ (g|W0 , αg)
is a bijection. We have therefore proved the first part of the statement 2) Theorem 1.12.4.
From [13] (The´ore`me 2.2. 1) p. 152 ), there are four classes modulo F ∗2 in F ∗, which are the
classes of 1, u, pi, upi (u is a non square unit and pi is a uniformizer). And from [13] (Corollary
2.5 3), p.153-154) the anisotropic form Q represents all (non zero) classes except the class of
−d(Q). If for b1, b2 ∈ V + ' [D,D], the elements Q(b1) and Q(b2) are in the same class then
there exists t ∈ F ∗ such that Q(b1) = t2Q(b2) = Q(tb2). Witt’s Theorem implies then that
there exists g ∈ O(Q) such that b1 = tg(b2). As the dimension is 3, det(−IdV +)= −1 and one
can suppose that g ∈ SO(Q). The Theorem is proved.

Remark 1.12.7. As the algebras l˜0 and l˜j are isomorphic (Proposition 1.9.3), Corollary 1.12.2
and Theorem 1.12.4 will also be true for l˜j .
Lemma 1.12.8.
Let us fix an element X1 = X1 +X2 + · · ·+Xk (Xj ∈ g˜λj\{0}). Then for X ∈ g˜λ0 one has
V + = [g, X1 +X] + g˜λ0 .
The codimension of the G-orbit of X +X1 in V + is given by
codim[g, X +X1] =
` if X = 0 ;0 if X 6= 0 .
Proof.
If X 6= 0, then by Proposition 1.7.5, X + X1 is generic in V +. Hence V + = [g, X + X1] and
codim[g, X +X1] = 0.
If X = 0, we know by Corollary 1.8.4 that
V + = V +1 ⊕
(⊕kj=1E0,j(1, 1))⊕ g˜λ0 .
X1 is generic in V +1 by Proposition 1.7.5 applied to g˜1. Therefore:
V +1 = [g1, X
1] ⊂ [g, X1]. (∗)
Let Yj ∈ g˜−λj be such that {Yj, Hλj , Xj} is an sl2-triple. Let A ∈ E0,j(1, 1), then B = [Yj, A] is
an element of E0,j(1,−1) ⊂ g and one has
[B,X1] = [B,X1 +X2 + · · ·+Xk] = [B,Xj] = [[Yj, A], Xj] = [[Yj, Xj], A] = [Hj, A] = A .
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Hence ⊕kj=1E0,j(1, 1) ⊂ [g, X1] and from decomposition (∗) above we get
V + = [g, X1] + g˜λ0 .
To obtain the result on the codimension, it is enough to prove that the preceding sum is direct.
The relations
[zg(a
0), X1] ⊂ ⊕kj=1g˜λj ⊂ V +1 ,
[Ei,j(1,−1), X1] ⊂
{0} if j = 0,Ei,j(1, 1) if j 6= 0 ,
imply that
[g, X1] ⊂ V +1 ⊕
(⊕kj=1E0,j(1, 1)) .
Hence
[g, X1] = V +1 ⊕
(⊕kj=1E0,j(1, 1)) ,
and finally
V + = [g, X1]⊕ g˜λ0 .

1.13. Properties of ∆0.
Let δi be the fundamental relative invariant of the prehomogeous vector space l˜i (0 ≤ i ≤ k).
By Theorem 1.11.4, δi is absolutely irreducible. As all the algebras l˜i are isomorphic (Remark
1.12.7), the δi’s have all the same degree .
Notation 1.13.1. Let us denote by κ the common degree of the polynomial δi. By Theorem
1.12.4 there exists two types of graded algebras of rank 1. One has
κ =

δ in case (1) corresponding to the diagram t tp p p p p t dg tp p p p p t t
δ − 1 δ − 1 (δ ∈ N
∗)
2 in case (2) corresponding to the diagram dg> t
Theorem 1.13.2.
(1) ∆0 is a homogeneous polynomial of degree κ(k + 1).
(2) For j = 0, . . . , k, let Xj be an element of g˜
λj\{0} and let xj ∈ F . Then
∆0
( k∑
j=0
xjXj
)
=
k∏
j=0
xκj .∆0
( k∑
j=0
Xj
)
.
Proof.
(1) Consider the prehomogeneous vector space l˜0 = l˜0 ⊗F F = g˜−λ0 ⊕ [g˜−λ0 , g˜λ0 ] ⊕ g˜λ0 . By
[18] (Proposition 2.16) the degree of δ0 (= κ) is equal to the number of strongly orthogonal
roots (over F ), β0,1, . . . , β0,κ, appearing in the descent applied to the graded algebra l˜0 (see
[18] for details). More generally let us denote by βi,1, . . . , βi,κ the strongly orthogonal roots
appearing in the descent applied to the graded algebra l˜i. But then the set of κ(k + 1) roots
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β0,1, . . . , β0,κ, . . . , βk,1, . . . , βk,κ is a maximal set of strongly orthogonal roots in V + (if not it
would exist a root λk+1 over F which is strongly orthogonal to λ0, . . . , λk). Then, again by
Proposition 2.16 of [18], one obtain that the degree of ∆0 is κ(k + 1).
(2) For i = 0, . . . , k, let us fix elements Xi ∈ g˜λi \ {0}. Consider the polynomial map on g˜λi
given by
µi : X 7→ ∆0(X +X i) where X i = X0 +X2 + · · ·+Xi−1 +Xi+1 + · · ·+Xk .
Let Li be the the group similar to G for the graded algebra l˜i, that is Li = ZAut0 (˜li)(Hλi). By
Corollary 1.8.4 one gets that l˜k = Zg˜(˜l0 ⊕ · · · ⊕ l˜k−1). As all the algebras l˜j are conjugated
(Proposition 1.9.2) one has also l˜i = Zg˜(˜l0⊕ · · · ⊕ l˜i−1⊕ l˜i+1⊕ · · · ⊕ l˜k). Therefore the elements
of Li, which are products of exponentials (of adjoints) of nilpotent elements of l˜i ⊗ F , fix all
the element X i.
Since Li ⊂ G = G(F ) and since ∆0 is, by construction, the restriction to V + of a relative
invariant polynomial of (G, V +), we deduce that for g ∈ Li and X ∈ g˜λi one has :
µi(g.X) = ∆0(g.X +X
i) = ∆0(g.(X +X
i)) = χ0(g)∆0(X +X
i) = χ0(g)µi(X).
Hence µi is a relative invariant for the prehomogeneous space (Li, g˜
λi), with character χ0|Li .
This invariant is non zero, as µi(Xi) = ∆0(X0 + · · · + Xk) 6= 0. For t ∈ F , let g0(t) be an
element of L0 such that g0(t)|
g˜λ0
= tIdg˜λ0 (Lemme 1.11.3). If g ∈ G is such that g.˜l0 = l˜i,
then the element gi(t) = gg0(t)g
−1 ∈ Li satisfies gi(t)|
g˜λi
= tIdg˜λi and χ0(gi(t)) = χ0(g0(t)).
Therefore the polynomials µi have the same homogeneous degree, say p. Then
∆0(g0(t) . . . gk(t).(X0 + · · ·+Xk)) = ∆0(t(X0 + · · ·+Xk)) = tκ(k+1)∆0(X0 + · · ·+Xk)
= χ0(g0(t))∆0(X0 + g1(t).X1 + g2(t).X2 + · · ·+ gk(t).Xk)
= ....
= χ0(g0(t))χ0(g1(t)) . . . χ0(gk(t))∆0(X0 + · · ·+Xk)
= tp(k+1)∆0(X0 + · · ·+Xk)
Hence κ = p is the common degree of the µi’s, and µi = ciδi, with ci ∈ F ∗ (remind that δi is
the fundamental relative invariant of (Li, g˜
λi)).
Also for (x0, x1, . . . , xk) ∈ F k+1:
∆0(x0X0 + · · ·+ xkXk) =
∏k
j=0 x
κ
j .∆0 (X0 + · · ·+Xk)

1.14. The polynomials ∆j.
Let j ∈ {1, 2, . . . , k}. By 1.11.4 applied to the graded regular algebra (g˜j, Hλj +· · ·+Hλk), there
exists an absolutely irreducible polynomial Pj on V
+
j which is relatively invariant under the
action of Gj = ZAut0(g˜j)(Hλj+· · ·+Hλk) ⊂ G. By Corollary 1.7.8 applied to (g˜j, Hλj+· · ·+Hλk),
one has Gj = Aute(gj).(∩ks=j(Gj)Hλs ).
Let χj be the corresponding character of Gj. We will define extensions of these polynomials to
V +, using the following decomposition:
V + = V +j ⊕ V ⊥j where V ⊥j =
( ⊕
r<s,r<j
Er,s(1, 1)
)⊕ (⊕
r<j
g˜λr
)
.
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Definition 1.14.1. We denote by ∆j the unique polynomial (up to scalar multiplication) such
that
∆j(X + Y ) = Pj(X) for X ∈ V +j , Y ∈ V ⊥j ,
where Pj is an absolutely irreducible polynomial on V
+
j , under the action of Gj.
It may be noticed that, as Pj is the restriction to V
+
j of an irreducible polynomial on V
+
j , which
is relatively invariant under the action of Gj, the polynomial ∆j is the restriction to V
+ of a
polynomial defined on V +.
Theorem 1.14.2. Let j, s ∈ {0, 1, . . . , k} and let Xs ∈ g˜λs \ {0}.
(1) ∆j is an absolutely irreducible polynomial of degree κ(k + 1− j).
(2) For X ∈ V + one has
∆j(g.X) = χj(g)∆j(X) for g ∈ Gj ;
∆j(g.X) = ∆j(X) for g ∈ Aute(gj) ;
∆j(g.X) = ∆j(X) for g = exp(adZ) where Z ∈ ⊕
r<s
Er,s(1,−1) .
(3) For s = 0, . . . , k, let Xs be an element of g˜
λs\{0} and let xs ∈ F . Then, for j = 0, . . . , k,
∆j
( k∑
s=0
xsXs
)
=
k∏
s=j
xκs .∆j
( k∑
s=j
Xs
)
.
(4) The polynomial X ∈ V +j 7→ ∆0(X0 + X1 + · · · + Xj−1 + X) is non zero and equal (up to
scalar multiplication) to the restriction of ∆j to V
+
j .
Proof.
Statements (1) and (3) are just Theorem 1.13.2 applied to the graded algebra g˜j.
As gj = Zg(˜l0 ⊕ l˜1 ⊕ · · · ⊕ l˜j−1), it is easy to see that V ⊥j is stable under ad(gj). Hence
Gj.V
⊥
j ⊂ V ⊥j .
The first assertion in (2) is a consequence of the definition of ∆j.
We know from §1.7, that the groups Aute(gj) and Aut0(gj) are respectively isomorphic to
Aute([gj, gj]) and Aut0([gj, gj]). Then, from ([4] Chap VIII §11 n◦2, Proposition 3 page 163),
the group Aute(gj) is the derived group of Aut0(gj). It follows that the character χj is trivial
on Aute(gj), this is the second assertion of (2).
As any element of
nj = ⊕
j≤r<s
Er,s(1,−1) ⊂ gj
is nilpotent, we obtain that ∆j is invariant under the action of the group generated by the
elements exp(ad nj).
One has the decomposition:
n0 = ⊕
r<s
Er,s(1,−1) = nj ⊕K(0)⊕K(1)
where
K(0) = ⊕
r<s≤j−1
Er,s(1,−1) and K(1) = ⊕
r≤j−1, j≤s
Er,s(1,−1).
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Note that
K(1) = {X ∈ n, [Hλ0 + . . .+Hλj−1 , X] = X}
and
nj ⊕K(0) = {X ∈ n, [Hλ0 + . . .+Hλj−1 , X] = 0}.
Therefore, as [nj, K(0)] = 0, we get [nj, K(0)⊕K(1)] ⊂ K(1).
Hence any element of exp(ad(n)) can be written exp(adZ ′) exp(adZ) with Z ′ ∈ nj and Z ∈
K(0)⊕K(1). Therefore it is enough to show that ∆j is invariant by exp(adZ).
But [K(0), V +j ] = [⊕r<s≤j−1Er,s(1,−1), (⊕j≤r′<s′ Er′,s′(1, 1))⊕(⊕k`=j g˜λ`)] = {0}. One has also
[K(1), V +j ] ⊂ V ⊥j as V +j is the eigenspace of ad(Hλj + . . . + Hλk) for the eigenvalue 2 and
as K(1) is the eigenspace of ad(Hλj + . . . + Hλk) for the eigenvalue −1. Hence for X ∈ V +j
and for Z ∈ K(0)⊕K(1) one has exp(adZ).X = X + X ′, with X ′ ∈ V ⊥j . This implies that
∆j(exp(adZ).X = ∆j(X).
It remains to prove (4). Let Qj be the polynomial on V
+
j defined by
Qj(X) = ∆0(X0 + . . .+Xj−1 +X).
The polynomial Qj is non zero because Qj(Xj + . . . + Xk) = ∆0(X0 + . . . + Xk) 6= 0 (as
X0 + . . .+Xk is generic by the criterion of Proposition 1.7.12).
This polynomial Qj is also relatively invariant under Gj (because Gj ⊂ G¯ centralizes the
elements X0, . . . , Xj−1). For t ∈ F , let gt be the element of Gj whose action on V +j is t.IdV +j
(Lemma 1.11.3). By Theorem 1.13.2 one has:
Qj(gtX) = ∆0(X0 + . . .+Xj−1 + tX) = tκ(k−j+1)Qj(X).
Hence Qj is a relative invariant of the same degree as ∆j. Therefore Qj = α∆j, with α ∈ F ∗.

2. Classification of regular graded Lie algebras
2.1. General principles for the classification.
Our aim is to classify the regular graded Lie algebras defined in Definition 1.7.11. The notations
are those of section 1. We have seen in section 1.3 that the graded algebra
g˜ = V − ⊕ g⊕ V +
is a regular prehomogeneous space of commutative type, over the algebraically closed field F ,
defined by the data (Ψ˜, α0). We associate to such an object the Dynkin diagram Ψ˜, on which
the vertex corresponding to α0 is circled. Such a diagram is called the weighted Dynkin diagram
of the graded algebra g˜. The classification is the same as over C. It was given in [18]. This is
the list:
A2n−1 t tp p p
n− 1
p p t tg tp p p
n− 1
p p t t
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Bn
tg t t tp p p p p p p t > t
Cn
t t tp p p p p p p p p t t < tg
Dn,1
tg t t tp p p p p t t  t
@ t
D2n,2
t t t tp p p p p t t  tg
@ t (2n vertices)
E7
t t tt t t tg
Remind that the circled root α0 is the unique root in Ψ˜ whose restriction to a is the root λ0.
Therefore the Satake-Tits diagram of g˜ is such that α0 is a white root which is not connected
by an arrow to another white root. We associate to the regular graded Lie algebra (g˜, H0),
the Satake-Tits diagram of g˜ where the white root α0 is circled. Such a diagram will be called
the weighted Satake-Tits diagram of (g˜, H0). Conversely if we are given a Satake-Tits diagram
where the unique circled root, not connected by an arrow to another white root, such that the
underlying weighted Dynkin diagram is in the list above, then this diagram defines uniquely a
regular graded Lie algebra. The grading is just defined by the element H0 ∈ a satisfying the
equations α0(H0) = 2 (α0 being the circled root) and β(H0) = 0 if β is one of the other simple
roots.
Remind that in the p-adic case, in which we are interested in here, and unlike the case of R,
the Satake-Tits diagram does not characterize g˜ up to isomorphism. Two algebras having the
same Satake-Tits diagram may have distinct anisotropic kernels ([29], [27]). However, as far as
we are concerned, graded algebras having the same weighted Satake-Tits diagram will give rise
to the same orbital decomposition of (G, V +).
The Satake-Tits diagram of g is obtained from the weighted diagram of g˜ by removing the
vertex α0, and all the edges connected to α0.
Although this is not needed here, let us note that the infinitesimal representations (g, V +)
obtained this way exhaust all the F -forms of (g, V +). By F -form we mean here a pair (u,W ),
where the Lie algebra u is an F -form of g, and where W is a F -form of V + such that [u,W ] ⊂ W .
To prove this, one can remark that the results obtained over R in [21], are still true in the p-adic
case (see also Proposition 4.1.2. p.66 of [27]).
We will now give a simple “diagrammatic” or “combinatorial“ algorithm wich allows to deter-
mine the weighted Satake-Tits diagram of g˜1 (section 1.5) from the diagram of g˜. By induction
this algorithm will give the 1-type (Definition 1.12.3). This algorithm allows also to determine
easily the rank of the graded algebra. (Remark 2.1.3 b) and c) below).
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For the definition of the extended Dynkin diagram see [3], Chap. VI §4 n◦3 p.198.
Proposition 2.1.1.
Let us make the following operations on the Satake-Tits diagram of the regular graded lie algebra
g˜:
1) One extends the Satake-Tits diagram by considering the underlying extended Dynkin diagram
where the additional root −ω is white (ω being the greatest root of R˜+).
2) One removes the vertex α0 (the circled root), as well as all the white vertices which are
connected to α0 through a chain of black vertices, and one removes also these black vertices.
3) One circles the vertex −ω which has been added.
The diagram which is obtained after these three operations is the weighted Satake-Tits diagram
of g˜1.
Proof. Remind that (Proposition 1.5.3)
R˜1 = {β ∈ R˜ | β α, ∀α ∈ Sλ0}.
Hence
R1 = R˜1 ∩R = {β ∈ R | β α, ∀α ∈ Sλ0}.
Remind also that we have defined the following sets of positive roots:
R˜+1 = R˜1 ∩ R˜+, R+1 = R1 ∩ R˜+ = R˜1 ∩R+,
which correspond to the basis Ψ˜1 and Ψ1 of R˜1 and R1 respectively.
Let us first prove a Lemma.
Lemma 2.1.2.
One has Ψ1 = R1 ∩Ψ.
Proof of the Lemma: Let 〈R1 ∩ Ψ〉+ be the set of positive linear combinations of elements in
R1 ∩Ψ. It is enough to show that 〈R1 ∩Ψ〉+ = R+1 .
The inclusion 〈R1 ∩Ψ〉+ ⊂ R+1 is obvious. Conversely let β ∈ R+1 . Let us write β as a positive
linear combination of elements of Ψ:
β =
∑
βi∈Ψ
xiβi, xi ∈ N.
As β is orthogonal to any root which restricts to λ0, one has
〈β, α0〉 = 0 =
∑
βi∈Ψ
xi〈βi, α0〉.
As 〈βi, α0〉 ≤ 0 (scalar product of two roots in the same base), one gets
β =
∑
βi∈Ψ,βi⊥α0
xiβi.
Let now {γ1, γ2, . . . , γm} be the set of black roots which are connected to α0 through a chain of
black roots (in the Satake-Tits diagram). Moreover we suppose that this set of roots is ordered
in such a way that α0 + γ1 + . . .+ γp ∈ R˜+ for all p = 1, . . . ,m. This is always possible.
We will now show by induction on j that if βi belongs to the support of β then βi ⊥ γj for
j = 0, . . . ,m (where we have set γ0 = α0) . What we have done before is the first step of the
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induction. Suppose that βi ⊥ γj, for all j ≤ p (p ∈ {0, . . . ,m − 1}). As β ∈ R+1 , using the
induction hypothesis, one gets:
〈β, α0 + γ1 + . . .+ γp+1〉 = 0 =
∑
βi∈Ψ,βi⊥γj (j=0,...,m−1)
xi〈βi, γp+1〉.
Again, as 〈β, γp+1〉 ≤ 0, one obtains
β =
∑
βi∈Ψ,βi⊥γj (j=0,...,m)
xiβi.
End of the proof of the Lemma.
Hence Ψ˜1 = Ψ1 ∪ {α1} where α1 is the unique root of Ψ˜1 such that α1(H1) = 2 (Proposition
1.3.2). Let W1 be the Weyl group of R1, and let w1 be the unique element in W1 such that
w1(Ψ1) = −Ψ1. Then Proposition 1.9.2 (in his “absolute“ version over F , whose proof is exactly
the same) implies that w1(α1) = ω where ω is the greatest root of R˜1, which is also the greatest
root of R˜.
Let us denote by Dyn( . ) the Dynkin diagram of the basis ”.” of a root system. One has:
Dyn(Ψ˜1) = Dyn(Ψ1 ∪ {α1}) = Dyn(w1(Ψ1 ∪ {α1}) = Dyn(−Ψ1 ∪ {ω}) = Dyn(Ψ1 ∪ {−ω}).
The preceding Lemma implies that the Dynkin diagram of g˜1 is the underlying Dynkin diagram
of the Satake-Tits diagram described in the statement. It remains to show that the “colors ”
(black or white) are the right one.
For this, let X be the root lattice of R˜ (that is the Z-module generated by R˜). The restriction
morphism ρ extends to a surjective morphism:
ρ : X −→ X,
where X is the root lattice of Σ (in a∗). Consider also the sublattice
X0 = {χ ∈ X | ρ(χ) = 0}.
The map ρ induces a bijective morphism: ρ : X/X0 −→ X. Set
R0 = {α ∈ R | ρ(α) = 0} = {α ∈ R˜ | ρ(α) = 0}.
The order on R induces an order on R0 by setting R+0 = R+ ∩ R0. We choose an additive
order ≤ on X0 in such a way that R+0 ⊂ X+0 (for the definition of an additive order on a lattice
and for the notation we refer to the paper by Schoeneberg ([27], p.37), who call it “group linear
order”). For this it is enough to consider an hyperplane in the vector space generated by X0,
whose intersection with X0 is reduced to {0} and such that R+0 is contained in one of the
half-spaces defined by this hyperplane. X+0 is then defined as the intersection of X0 with this
half-space.
Similarly we choose an additive order on the lattice X such that Σ+ ⊂ X+ and we set :
(X/X0)
+ = {χ ∈ X/X0 | ρ(χ) ∈ X+}
.
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Let Γ be the Galois group of the finite Galois extension on which g˜ splits ([27], p. 29). The
data (X/X0)
+ and X+0 define what is called by Schoeneberg a Γ-order on X ([27], Definitions
3.1.37 and 3.1.38 p. 37). This additive order is defined by
X+ = (X/X0)
+ ∪X+0
where (X/X0)
+ stands here for the set of elements which are in a strictly positive class. If
α ∈ R˜+, then either ρ(α) = 0, and in this case α ∈ X+0 ⊂ X+, or ρ(α) ∈ Σ+ and then α ∈ X+.
This shows that the order chosen at the beginning of this paper and which was defined by R˜+
comes from a Γ-order in the sense of Schoeneberg on the corresponding root lattices. Similarly,
at step 1 of the descent, the order defined by R˜+1 comes from a Γ-order. Then from the proof
of Lemma 4.3.1 p. 72 of [27], we obtain that w1 ∈ (W1)Γ = {w ∈ W (R1), w(X10 ) = X10} (where
X1 is the root lattice of R1, and X10 is the subset of X1 which vanish on a1), and that w1 sends
a black root on a black root and a white root on a white root. This ends the proof.

Remark 2.1.3.
a) As expected, if one applies the procedure of Proposition 2.1.1 to the Satake-Tits diagrams
of Lemma 1.12.1, one obtains the empty diagram.
b) It is worth noting that the rank of g˜ (cf. Definition 1.6.2) is the number of times one must
apply the procedure of Proposition 2.1.1 until one obtains the empty diagram.
c) The last diagram, obtained before the empty diagram, when one iterates this procedure, is
necessarily one of the two diagrams of Lemma 1.12.1. It defines therefore the 1-type de g˜.
d) It may happen that the iteration of the procedure of Proposition 2.1.1 gives a non-connected
Satake-Tits diagram (see example below). In that case the next iteration is made only on the
connected component containing the circled root.
Exemple 2.1.4.
The following split diagram corresponds to a graded algebra g˜ verifying the hypothesis (H1),
(H2), (H3): dg dp p p p p p d dp p p p p p p d > d Bn
The extended diagram is:
dg ddp p p p p p d dp p p p p p p d > d
The diagram obtained by applying the procedure of Proposition 2.1.1 is :
dgA1dp p p p p p d dp p p p p p p d > d Bn−2
When one applies again the procedure to the diagram dg, one obtains the empty diagram.
Hence the rank is 2.
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2.2. Table.
Notation 2.2.1. (Notations for Table 1)
We first define the type of the graded Lie algebra g˜ according to possible values which can be
taken by e and `. This notion of type allows to split the classification of graded Lie algebras
according to the number of G-orbits in V +.
Definition 2.2.2. 2 .
• g˜ is said to be of type I if ` = δ2, δ ∈ N∗ and e = 0 or 4.
• g˜ is said to be of type II if ` = 1 and e = 1,2 or 3,
• g˜ is said to be of type III if ` = 3.
- We denote always by D a central division algebra over F . Its degree is denoted by δ (remind
that this means that the dimension is δ2). If its degree is 2, then D is necessarily the unique
quaternion division algebra over F .
- This quaternion division algebra over F is denoted by H and its canonical anti-involution is
denoted by γ : x 7→ x¯.
- M(m,D) = Mm(D) is the algebra of m×m matrices with coefficients in D.
- sl(m,D) is the derived Lie algebra of M(m,D). It is also the space of matrices in M(m,D)
whose reduced trace is zero. (Recall that if x = (xi,j) ∈ M(m,D), Trred(x) =
∑
τ(xi,i) where
τ is the reduced trace of D. ([31], IX,§2, Corollaire 2 p.169). Recall also that the reduced trace
of the quaternion division algebra is τ(x) = x+ x.
- E = F (y) is a quadratic extension of F . Then σ is the canonical conjugation in E: σ(a+by) =
a− by.
- H2n is the hermitian form on E
2n defined by H2n(u, v) =
tuSnσ(v) where u, v are columns
vectors of E2n and where Sn =
(
0 In
In 0
)
.
- u(2n,E,H2n)= {X ∈ sl(2n,E), XSn + Snt(σ(X)) = 0} (this is the so-called unitary algebra
of the form H2n)
- Hermσ(n,E) is defined as follows:
Hermσ(n,E) = {U ∈M(n,E), tσ(U) = U}
- q(p,q), with p ≥ q is a quadratic form of Witt index q on F p+q. o(q(p,q)) is the corresponding
orthogonal algebra.
- sp(2n, F ) is the usual symplectic Lie algebra (the matrices in it being of type 2n× 2n, with
coefficients in F ).
- Sym(n, F ) is the space of symmetric matrices of type n× n with coefficients in F .
2We caution the reader that our notion of type in the non archimedean case is not related to the notion of
type in the archimedean(F = R) case done in [7]. Our definition of type is related to the structure of the open
G-orbits (see Theorem 3.6.3 below).
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- On H2n we denote also by H2n the hermitian form defined by H2n(u, v) = tγ(u)Snv where u, v
are columns vectors of H2n, and where, as above, Sn =
(
0 In
In 0
)
.
- u(2n,H, H2n) = {A ∈M(2n,H), tASn + SnA = 0}
- SkewHerm(n,H) = {A ∈M(n,H), tA+ A = 0}
- Herm(n,H) = {A ∈M(n,H), tA = A}
- Skew(2n, F ) is the space of skew-symmetric matrices of type 2n× 2n with coefficients in F .
- K2n is the γ-skewhermitian form on H2n defined by K2n(u, v) = tγ(u)K2nv where u, v are
columns vectors of H2n and where, by abuse of notation,we also set K2n =
(
0 In
−In 0
)
. -
u(2n,H, K2n) = {A ∈M(2n,H), tAK2n +K2nA = 0}
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3. The G-orbits in V +
3.1. Representations of sl(2, F ).
(For the convenience of the reader we recall here some classical facts about sl2 modules, see [4],
chap.VIII, §1, Proposition and Corollaire).
Let {Y,H,X} be an sl2-triple (ie. [H,X] = 2X, [H,Y ] = −2Y, [Y,X] = H) in g˜ and let E be a
subspace of g˜ which is invariant under this sl2-triple.
Let M be an irreducible submodule of dimension m + 1 of E, then M is generated by a
primitive element e0 (ie. X.e0 = 0) of weight m under the action of H and the set of elements
ep :=
(−1)p
p!
(Y )p.e0, of weight m− 2p under the action of H, is a basis ofM .
We have also the weight decomposition E = ⊕p∈ZEp into weight spaces of weight p under the
action of H. The following properties are classical:
(1) The non trivial element of the Weyl group of SL(2, F ) acts on E by
w = eXeY eX ,
(2) If, as before, M is an irreducible submodule of E of dimension m+ 1, then
w : Mm−2p →M2p−m is an isomorphism. More precisely, on the base (ep) defined above,
one has
w.ep = (−1)m−pem−p = 1
(m− p)!(Y )
m−p.e0.
(3) For Z ∈ Ep, one has w2Z = (−1)pZ.
(4) Xj : Ep → Ep+2j is

injective for j ≤ −p
bijective for j = −p
surjective for j ≥ −p
Y j : Ep → Ep−2j is

injective for j ≤ p
bijective for j = p
surjective for j ≥ p
3.2. First reduction.
Remind the definition of V +1 (cf. Corollaire 1.8.4):
V +1 = g˜1 ∩ V + = {X ∈ V +|[Hλ0 , X] = 0}.
The decomposition of V + into eigenspaces of Hλ0 is then given by
V + = V +1 ⊕g˜λ0⊕W+1 , where W+1 = {X ∈ V +|[Hλ0 , X] = X} = {X ∈ V +|[Hλ1+. . .+Hλk , X] = X}.
Proposition 3.2.1.
Let X ∈ V +.
(1) If ∆0(X) = 0 then X is conjugated under Aute(g) ⊂ G to an element of V +1 .
(2) if ∆1(X) 6= 0 then X is conjugated under Aute(g) ⊂ G to an element of g˜λ0 ⊕ V +1 .
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Proof. (we give the proof for the convenience of the reader although it is the same as in the
real case, see Prop 2.1 page 38 of [BR]),
(1) Let X be a non generic element of V +. Then X belongs to the semi-simple part of g˜ and
satisfies (adX)3 = 0. By the Jacobson-Morozov Theorem ([4] chap. VIII, §11 Corollaire of
Lemme 6), there exists an sl2-triple {Y,H,X}. Decomposing these elements according to the
decomposition g˜ = V −⊕g⊕V +, one sees easily that one can suppose that Y ∈ V − and H ∈ g.
The eigenvalue of adH are the weights of the representation of this sl2-triple in g˜, they are
therefore integers. Hence H belongs to a maximal abelian split subalgebra of g. By ([27]
Theorem 3.1.16 or [28], I.3), there exists g ∈ Aute(g) ⊂ G such that g.H ∈ a. One can choose
w ∈ NAute(g)(a) such that wg.H belongs to the Weyl chamber a+ := {Z ∈ a;λ(Z) ≥ 0 forλ ∈
Σ+}. Let {Y ′, H ′, X ′} = wg{Y,H,X}. We show first that
λ0(H
′) = 0.
Any element in g˜λ0\{0} is primitive with weight λ0(H ′) under the action of this sl2-triple, hence
λ0(H
′) ≥ 0.
Suppose that λ0(H
′) > 0. Let λ ∈ Σ˜+\Σ. By Theorem 1.2.1 we obtain λ = λ0 +
∑
imiλi with
mi ∈ N and λi ∈ Σ+ and hence λ(H ′) > 0. Therefore, for all Z ∈ g˜λ ⊂ V +, we get
Z = − 1
λ(H ′)
adX ′(adY ′(Z)).
It follows that adX ′ : g→ V + is surjective, and this is not possible because X ′ is not generic.
Therefore λ0(H
′) = 0.
Let us show that X ′ ∈ V +1 . Let Y0 ∈ g˜−λ0\{0}. The sl2-module generated by Y0 under the
action of {Y ′, H ′, X ′} has lowest weight 0 (adY ′.Y0 = 0 and adH ′.Y0 = 0) and hence it is the
trivial module. It follows that adX ′.Y0 = 0, and then X ′ commutes with g˜λ0 and with g˜−λ0 .
Hence X ′ commutes with Hλ0 and therefore X
′ ∈ V +1 . Since wg ∈ Aute(g), statement (1) is
proved.
(2) Let X ∈ V + such that ∆1(X) 6= 0. This element decomposes as follows
X = X0 +X1 +X2, withX0 ∈ g˜λ0 , X1 ∈ W+1 , X2 ∈ V +1 .
From the definition of ∆1 (cf. Definition 1.14.1), one has
∆1(X) = ∆1(X2).
Therefore X2 is generic in V
+
1 . By Proposition 1.7.12 applied to g˜1, there exists Y2 ∈ V −1 such
that {Y2, Hλ1 + . . . + Hλk , X2} is a sl2-triple. The weights of this triple on V + are 2 on V +1 , 1
on W+1 and 0 on g˜
λ0 . Let us note:
g−1 := {X ∈ g|[Hλ1 + . . .+Hλk , X] = −X}.
The map adX2 is a bijection from g−1 onto W+1 , hence there exists Z ∈ g−1 such that [X2, Z] =
X1. If we write the decomposition of e
adZX according to the weight spaces of V +, we obtain
eadZX = X0 + [Z,X1] +
1
2
[Z, [Z,X2]] +X1 + [Z,X2] +X2
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= X0 + [Z,X1] +
1
2
(adZ)2.X2 +X2.
Hence eadZX belongs to X2 ⊕ g˜λ0 ⊂ V +1 ⊕ g˜λ0 and this gives (2). 
Theorem 3.2.2. Any element of V + is Aute(g)-conjugated to an element of g˜
λ0 + . . .⊕ g˜λk .
Proof. Let us show that any element of V + is conjugated under Aute(g) to an element of
V +1 ⊕ g˜λ0 .
LetX ∈ V +. IfX is not generic, thenX is Aute(g)-conjugated to an element of V +1 (Proposition
3.2.1, (1)).
Suppose now that X is generic. As the Lie algebra of Aute(g) is equal to [g, g], the Lie algebra of
F ∗×Aute(g) is F × [g, g], which is the Lie algebra of g, (see Remark 1.8.8, remember also that,
as g⊕V + is a maximal parabolic subalgebra, the center of g has dimension one). Therefore the
orbit of X under the group F ∗.Aute(g) is open. Suppose that Aute(g).X ∩ {Y ∈ V +,∆1(Y ) =
0} = ∅. Then, as {Y ∈ V +,∆1(Y ) = 0} is a cone, we would have F ∗.Aute(g).X ⊂ {Y ∈
V +,∆1(Y ) = 0}. This is impossible, as a Zariski open set is never a subset of a closed one.
Hence Aute(g).X ∩ {Y ∈ V +,∆1(Y ) = 0} 6= ∅. From Proposition 3.2.1 (2), we obtain that X
is conjugated under Aute(g) to an element of g˜
λ0 ⊕ V +1 .
The same argument applied to g˜j (j = 1, . . . , k) shows that if X ∈ V +j then the Aute(gj)-orbit
of Xj meets g˜
λj ⊕ V +j+1. Any element of Aute(gj) stabilizes g˜λ0 + . . .⊕ g˜λj−1 and, by Corollary
1.8.4, one has V +k = g˜
λk . The result is then obtained by induction.

3.3. An involution which permutes the roots in Ei,j(±1,±1).
Define G˜ := Aut0(g˜).
For i = 1, . . . , k, we fix Xi ∈ g˜λi . There exist then Yi ∈ g˜−λi such that {Yi, Hλi , Xi} is an
sl2-triple. The action of the non trivial Weyl group element of this triple is given by
wi := e
adXieadYieadXi = eadYieadXieadYi ∈ NG˜(a).
Lemma 3.3.1. Let j 6= i and p = ±1. One has
(1) If H ∈ a then wi.H = H − λi(H)Hλi ;
(2) If X ∈ Ei,j(1, p) then wi.X = adYi.X ∈ Ei,j(−1, p);
(3) If X ∈ Ei,j(−1, p) then wi.X = adXi.X ∈ Ei,j(1, p);
(4) If X ∈ Ei,j(±1, p) then w2i .X = −X.
Proof. The first statement is obvious as wi acts as the reflection on a associated to λi.
As each Ei,j(±1, p) is included in a weight space for the action of the sl2-triple {Yi, Hλi , Xi}, the
other statements are immediate consequences of the properties of sl2-modules given in section
3.1. 
For i 6= j, we set
wi,j := wiwj = wjwi.
The preceding Lemma implies that wi,j satisfies the following properties.
Corollary 3.3.2. For i 6= j and p, q ∈ {±1}, one has
54 PASCALE HARINCK AND HUBERT RUBENTHALER
(1) wi,j is an isomorphism from Ei,j(p, q) onto Ei,j(−p,−q)
(2) The restriction of w2i,j to Ei,j(p, q) is the identity.
Remark 3.3.3. The involution wi,j permutes the roots λ such that g˜
λ ⊂ Ei,j(±1,±1). More
precisely one has
g˜λ ⊂ Ei,j(1,−1) =⇒ wi,j(λ) = λ− λi + λj,
g˜λ ⊂ Ei,j(1, 1) =⇒ wi,j(λ) = λ− λi − λj,
g˜λ ⊂ Ei,j(−1,−1) =⇒ wi,j(λ) = λ+ λi + λj,
3.4. Construction of elements interchanging λi and λj.
Let i and j be two distinct elements of {0, . . . , k}. By Proposition 1.9.2, the roots λi and λj are
conjugated by the Weyl group W . The aim of this section is to construct explicitly an element
of G which exchanges λi and λj.
Lemma 3.4.1. Let λ be a root such that g˜λ ⊂ Ei,j(1,−1). Then λ+ wi,j(λ) is not a root.
Proof. If λ =
λi − λj
2
then wi,j(λ) = −λ, this implies the statement.
Let now λ 6= λi − λj
2
. Suppose that µ = λ+ wi,j(λ) is a root.
As g˜λ ⊂ Ei,j(1,−1), one has wi,j(λ) = λ − λi + λj (Remark 3.3.3) and µ = 2λ − λi + λj. It
follows that for s ∈ {0, . . . , k}, the root µ is orthogonal to λs, and hence strongly orthogonal
to λs (Corollaire 1.8.2). Let us write
λ =
µ
2
+
λi − λj
2
, and wi,j(λ) = λ− λi + λj = µ
2
− λi − λj
2
.
If α and β are two roots, we set, as usually n(α, β) = α(Hβ) = 2
〈α,β〉
〈β,β〉 . As λ−wi,j(λ) = λi−λj is
not a root, and as λ 6= wi,j(λ), we obtain that n(λ,wi,j(λ)) ≤ 0. Remind that we have supposed
that µ = λ+wi,j(λ) is a root. As wi,j(λ)− λ is not a root, the λ-chain through wi,j(λ) cannot
be symmetric with respect to wi,j(λ). This implies that n(λ,wi,j(λ)) < 0. As λ and wi,j(λ)
have the same length (and hence n(λ,wi,j(λ)) = n(wi,j(λ), λ) = −1), we get
−1 = n(wi,j(λ), λ) = 2− n(λi, λ) + n(λj, λ).
Consider the root δ = λ + λj = wj(λ) =
µ
2
+
λi + λj
2
. Then n(δ, λi) = n(δ, λj) = 1 and the
preceding relation gives
3 = n(λi, δ) + n(λj, δ).
It follows that either n(λi, δ) or n(λj, δ) is ≥ 2. Suppose for example that n(λi, δ) ≥ 2.
Consider the δ-chain through −λi. As (−λi − δ)(H0) = −4, −λi − δ is not a root. It follows
that −λi + 2δ = µ+ λj is a root. This is impossible as µ is strongly orthogonal to λj.
Hence µ = λ+ wi,j(λ) is not a root.

Lemma 3.4.2. There exist X ∈ Ei,j(1,−1) and Y ∈ Ei,j(−1, 1) such that {Y,Hλi − Hλj , X}
is an sl2-triple.
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Proof. By definition, for a root λ, the element Hλ is the unique element such that β(Hλ) =
n(β, λ), for all β ∈ Σ˜. If λ = (λi − λj)/2 is a root it is then easy to see that Hλ = Hλi −Hλj .
Any non zero element X ∈ g˜λ ⊂ Ei,j(1,−1) can be completed in an sl2-triple {Y,Hλi−Hλj , X}
where Y ∈ g˜−λ ⊂ Ei,j(−1, 1).
If (λi− λj)/2 is not a root, let us fix a root λ such that g˜λ ⊂ Ei,j(1,−1) and set λ′ = −wi,j(λ).
One has g˜λ
′ ⊂ Ei,j(1,−1). Also λ′ 6= λ (λ′ = −wi,j(λ) = −λ + λi − λj = λ would imply that
λ =
λi−λj
2
) . Let X0 ∈ g˜λ \{0}. Choose Y0 ∈ g˜−λ ⊂ Ei,j(−1, 1) such that {Y0, Hλ, X0} is an sl2-
triple. Then {wi,j(X0), Hλ′ , wi,j(Y0)} is an sl2-triple as wi,j(Hλ) = −Hλ′ and as wi,j(X0) ∈ g˜−λ′
and wi,j(Y0) ∈ g˜λ′ . Define
X = X0 + wi,j(Y0) and Y = Y0 + wi,j(X0) = wi,j(X).
Then one has
[Hλi −Hλj , X] = 2X and [Hλi −Hλj , Y ] = 2Y.
It remains to prove that [Y,X] = Hλi −Hλj . Let Z = [Y,X]. By the preceding lemma, λ− λ′
is not a root, hence [Y0, wi,j(Y0)] = 0 and [wi,j(X0), X0] = 0 and this implies
Z = [Y0, X0]− wi,j([Y0, X0]) = Hλ − wi,j(Hλ) ∈ a.
This shows that Z 6= 0 (Z = 0⇔ Hλ = wi,j(Hλ)⇔ λ = wi,j(λ) = λ− λi + λj ⇔ λi = λj).
Lemma 3.3.1 implies that wi,j(Z) = Z − λi(Z)Hλi − λj(Z)Hλj . As wi,jZ = −Z, we obtain
Z =
λi(Z)Hλi + λj(Z)Hλj
2
.
Therefore Z ∈ a0 = ⊕ki=0F Hλi .
LetH ∈ a0. ThenH = ∑ki=0 λi(H)2 Hλi and an easy calculation shows that [H, Y ] = λj(H)−λi(H)2 Y .
Therefore
B˜(H,Z) =
λj(H)− λi(H)
2
B˜(Y,X).
On the other hand, the roots λi and λj areW -conjugate (Proposition 1.9.2), hence B˜(Hλi , Hλi) =
B˜(Hλj , Hλj) for all i, j. Define C1 := B˜(Hλi , Hλi) ∈ F ∗. Then
B˜(H,Hλi −Hλj) = C1
λi(H)− λj(H)
2
, forH ∈ a0.
As B˜ is nondegenerate on a0, if we set C2 := −B˜(X, Y ) ∈ F ∗, we obtain
Z =
C2
C1
(Hλi −Hλj).
If we replace Y by
C1
C2
Y , then {Y,Hλi −Hλj , X} is an sl2-triple.

Let {Y,Hλi − Hλj , X} be the sl2-triple obtained in the preceding Lemma. The action of the
non trivial element of the Weyl group of this sl2-triple is given by
γi,j = e
adXeadY eadX = eadY eadXeadY ∈ Aute(g).
Proposition 3.4.3. For i 6= j ∈ {0, . . . , k}, the elements γi,j belong to NAute(g)(a0) and
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(1)
γi,j(Hλs) =

Hλi for s = j
Hλj for s = i
Hλs for s /∈ {i, j}
(2) The action of γi,j is trivial on each root space g˜
λs for s /∈ {i, j} and it is a bijective
involution from g˜λi onto g˜λj .
Proof. As X ∈ Ei,j(1,−1), for H ∈ a0 one has
γi,j(H) = H − λi(H)− λj(H)
2
(Hλi −Hλj),
and this gives the relations (1).
For {s, l} ∩ {i, j} = ∅ and p, q ∈ {±1}, one has [Es,l(p, q), Ei,j(p, q)] = {0}, therefore the action
γi,j is trivial on the spaces Es,l(p, q), and in particuliar of g˜
λs for s /∈ {i, j}. The relations (1)
imply that γi,j is an isomorphism from g˜
λi onto g˜λj . It is an involution because the action of
γ2i,j on the even weight spaces of Hλi −Hλj is trivial (section 3.1).

It is worth noting that the action of γ2i,j on g˜ is not trivial . Indeed, if X is in an odd weight
space for Hλi −Hλj then γ2i,j(X) = −X. Therefore, on order to obtain an involution, we will
modify γi,j. This is the purpose of the next proposition.
Proposition 3.4.4. For i 6= j ∈ {0, . . . , k}, the element γ˜i,j = γi,j ◦ w2i belongs to NG˜(a0) and
it verifies the following relations:
γ˜i,j(Hλs) =

Hλi for s = j
Hλj for s = i
Hλs for s /∈ {i, j}
and
γ˜i,j
2 = Idg˜.
Proof. By section 3.1, the action of w2i on the spaces Ei,s(±1,±1) (for s 6= i) is the scalar
multiplication by −1, and is trivial on the on the sum of the other spaces. Moreover, the action
of γi,j on the spaces Es,l(±1,±1) with {s, l} ∩ {i, j} = ∅ is trivial, and is an isomorphism from
Ei,s(±1,±1) onto Ej,s(±1,±1). Therefore one obtains
γ˜i,j
2(X) =
{
−γi,j2(X) forX ∈ ⊕s/∈{i,j}Ei,s(±1,±1)⊕ Ej,s(±1,±1)
γi,j
2(X) forX ∈ ⊕{s,l}∩{i,j}=∅Es,l(±1,±1).
As the subspace ⊕s/∈{i,j}Ei,s(±1,±1)⊕Ej,s(±1,±1) of the odd weightspaces for Hλi −Hλj , the
element γ2i,j acts by −1 on it, and this ends the proof. 
3.5. Quadratic forms.
Remind that the quadratic form b is a normalization of the Killing form (Definition 1.10.1).
For X ∈ V +, let QX be the quadratic form on V − defined by
QX(Y ) = b(e
adXY, Y ), Y ∈ V −.
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If g ∈ G, the quadratic forms QX and Qg.X are equivalent.
Therefore we will study the quadratic form QX for X ∈ ⊕kj=0g˜λj .
The grading of g˜ is orthogonal for B˜ and hence also for b. One obtains
QX(Y ) =
1
2
b((adX)2Y, Y ) = −1
2
b([X, Y ], [X, Y ])
Let
X =
k∑
j=0
Xj, Xj ∈ g˜λj .
Let Es,l(−1,−1) ⊂ V −. The action of adXi adXj on Es,l(−1,−1) is non zero if and only
if (s, l) = (i, j) where i 6= j or s = l = i = j. The quadratic forms qXi,Xj on Ei,j(−1,−1)
(resp. g˜λj) for i 6= j (resp. i = j) are defined by
qXi,Xj(Y ) = −
1
2
b([Xi, Y ], [Xj, Y ]), forY ∈ Ei,j(−1,−1)(resp. g˜λj).
The decomposition of V − implies that the quadratic form QX is equal to
(⊕kj=0qXj ,Xj)⊕ (⊕ki<j2 qXi,Xj).
Theorem 3.5.1. Let X =
∑k
j=0 Xj where Xj ∈ g˜λj . Let i, j ∈ {0, . . . , k}.
(1) If Xi 6= 0 and Xj 6= 0, then qXi,Xj is non degenerate.
(2) Let m be the number of indices i such that Xi 6= 0. Then
rankQX = m`+
m(m− 1)
2
d,
where ` = dim g˜λi and d = dimEi,j(−1, 1) for i 6= j.
Proof. The bilinear form associated to qXi,Xj is given by
LXi,Xj(u, v) = −
1
2
b([Xi, u], [Xj, v]), u, v ∈ Ei,j(−1,−1)(resp. g˜λj) for i 6= j(resp. i = j).
If i = j, (adXi)
2 is an isomorphism from g˜−λi onto g˜λi . As the form b (proportional to B˜) is
non degenerate on g˜−λi × g˜λi , the form LXi,Xi is non degenerate on g˜λi .
If i 6= j, let us consider two roots λ and µ in the decomposition of Ei,j(−1,−1). As adXj(g˜µ) ⊂
g˜µ+λj and adXi(g˜
λ) ⊂ g˜λ+λi , the restriction of LXi,Xj to g˜λ × g˜µ is non zero if and only if
λ+ λi = −(µ+ λj), that is if and only if µ = −wi,j(λ).
Let u ∈ g˜λ such that, for all v ∈ g˜−wi,j(λ), one has LXi,Xj(u, v) = 0. By section 3.1, adXi is an
isomorphism from g˜λ ⊂ Ei,j(−1,−1) onto g˜λ+λi ⊂ Ei,j(1,−1) and adXj is an isomorphism from
g˜−wi,j(λ) ⊂ Ei,j(−1,−1) onto g˜−(λ+λi) ⊂ Ei,j(−1, 1). As the restriction of b to g˜λ+λi × g˜−(λ+λi)
is non degenerate, we get adXi(u) = 0 and hence u = 0. This proves the first statement
The second statement is an immediate consequence of the formula QX = (⊕kj=0qXj ,Xj) ⊕
(⊕ki<j2 qXi,Xj) seen before.

Proposition 3.5.2. There exist sl2-triples {Ys, Hλs , Xs}, s ∈ {0, . . . , k}, such that, for i 6= j,
the quadratic forms qXi,Xj are all G-equivalent (this means that there exists g ∈ G such that
qX0,X1 = qXi,Xj ◦ g), and such that each of the forms qXi,Xj represents 1 (i.e. there exists
u ∈ Ei,j(−1,−1) such that qXi,Xj(u) = 1).
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Moreover, if ` = 1, these forms satisfy the following conditions (remember that e = dim g˜(λi+λj)/2
and d = dimEi,j(−1, 1) for i 6= j):
(1) If e 6= 0, then the restriction of qXi,Xj to g˜−(λi+λj)/2 is anisotropic of rank e.
(2) If d−e 6= 0, and if Wi,j(−1,−1) denotes the direct sum of the spaces g˜−µ ⊂ Ei,j(−1,−1)
where µ ∈ Σ˜ and µ 6= (λi + λj)/2, then the restriction of qXi,Xj to Wi,j is hyperbolic of
rank d− e (and therefore d− e is even).
Proof. Let X0 ∈ g˜λ0 . We fix a sl2-triple {Y0, Hλ0 , X0}. Let j ∈ {1, . . . , k}. We choose the maps
γ0,j such that Proposition 3.4.3 is satisfied and we set Yj = γ0,jY0 and Xj = γ0,jX0. Then
{Yj, Hλj , Xj} is an sl2- triple and for i 6= j, we have γ0,i(Xj) = Xj. Then, for Y ∈ Ei,j(−1,−1),
we obtain
qXi,Xj(Y ) = −
1
2
b([γ0,i(X0), Y ], [Xj, Y ])
= −1
2
b([X0, γ
−1
0,i (Y )], [Xj, γ
−1
0,i (Y )]) = qX0,Xj(γ
−1
0,i (Y )).
Therefore qXi,Xj is equivalent to qX0,Xj for all j 6= 0 and j 6= i.
Let j ≥ 2. One has Xj = γ0,1(Xj) = γ0,1γ0,j(X0). As the restriction of γ20,1 to g˜λ0 is the identity,
one has X0 = γ
2
0,1(X0) = γ0,1(X1) and hence Xj = γ0,1γ0,jγ0,1(X1). As g = γ0,1γ0,jγ0,1 fixes X0,
one obtains, for Y ∈ E0,j(−1,−1),
qX0,Xj(Y ) = −
1
2
b([X0, g
−1Y ], [X1, g−1Y ]) = qX0,X1(g
−1Y ).
Therefore qX0,Xj is equivalent to qX0,X1 .
Let us now prove that qX0,X1 represents 1. We fix an sl2-triple {Y,Hλ0 − Hλ1 , X} with X ∈
E0,1(1,−1), Y ∈ E0,1(−1, 1) such that γ0,1 = eadXeadY eadX . As X0 is of weight 2 for the action
of this sl2-triple , one has γ0,1(X0) =
1
2
(adY )2(X0). From the normalization of b (Lemme
1.10.2), we get
1 = b(X1, Y1) = b(γ0,1(X0), Y1) = −1
2
b([Y,X0], [Y, Y1]).
Set Z = [Y1, Y ] ∈ E0,1(−1,−1). Using the Jacobi identity, one has [X0, Z] = ad(Y1)([X0, Y ])
and [X1, Z] = −[Y1, [Y,X1]]− [Y, [X1, Y1]] = −Y . Therefore
qX0,X1(Z) = −
1
2
b([X0, Z], [X1, Z]) = −1
2
b(ad(Y1)([X0, Y ]),−Y )
= −1
2
b([X0, Y ], [Y1, Y ]) = 1.
Suppose now that ` = 1.
If e 6= 0 then µ = (λi + λj)/2 is a root, and its coroot is Hλi + Hλj . Let Y be a non zero
element in g˜−(λi+λj)/2. Let {Y,Hλi + Hλj , X} be an sl2-triple with X ∈ g˜(λi+λj)/2 and denote
by w = eadXeadY eadX the non trivial Weyl group element associated to this sl2-triple . As Xi
is if weight 2 for the action of this sl2-triple, one has wXi =
(ad Y )2
2
Xi and wXi is a non zero
element of g˜λj . As ` = 1, there exists a ∈ F ∗ such that wXi = aYj. Therefore, we get
qXi,Xj(Y ) =
1
2
b(ad(Y ))2Xi, Xj) = b(w.Xi, Xj) = a b(Yj, Xj) = a 6= 0.
Hence the restriction of qXi,Xj to g˜
−(λi+λj)/2 is anisotropic.
We prove now the last assertion. We have d > e. For s = i or j, we note ws = e
adXseadYseadXs
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and wi,j = wiwj = wjwi. Let µ ∈ Σ˜ such that µ 6= (λi + λj)/2 and such that g˜µ ⊂ Ei,j(1, 1).
From Remark 3.3.3, we have wi,jµ = µ − λi − λj. Hence µ′ = −wi,jµ is a root, distinct
from µ (because µ′ = µ would imply µ = (λi + λj)/2 and this is not the case) such that
g−µ
′ ⊂ Ei,j(−1,−1). Let us fix an sl2-triple {X−µ, Hµ, Xµ} where X±µ ∈ g˜±µ. Applying wi,j
we obtain the sl2-triple {wi,jXµ, Hµ′ , wi,jX−µ} where wi,jXµ ∈ g˜−µ′ . Using Lemma 3.3.1, we
obtain
qXi,Xj(X−µ) = −
1
2
b([Xi, X−µ], [Xj, X−µ]) = −1
2
b(wiX−µ, wjX−µ) = −1
2
b(X−µ, wi,jX−µ) = 0
and
qXi,Xj(wi,jXµ) = −
1
2
b([Xi, Xµ], [Xj, Xµ]) = −1
2
b(wiXµ, wjXµ) = −1
2
b(Xµ, wi,jXµ) = 0.
This implies that the restriction of qXi,Xj to the vector space generated by X−µ and wi,jXµ is
a hyperbolic plane. This ends the proof.

Remark 3.5.3. Rather than the forms qXi,Xj which were already used in the real case by
N. Bopp and H. Rubenthaler ([7]), I . Muller ([14],[17]) introduced the quadratic form fλi,λj on
Ei,j(−1, 1) defined as follows: if (Yi, Hλi , Xi) is an sl2-triple then
fλi,λj(u) = −
1
2
b([u,Xi], [u, Yj]).
From the preceding proof we see that
fλi,λj(u) = qXi,Xj([Yj, u]), u ∈ Ei,j(−1, 1).
3.6. Reduction to the diagonal. Rank of an element.
Proposition 3.6.1. For any element Z in V +, there exists a unique m ∈ N, and for j =
0, . . . ,m− 1 there exist non zero elements Zj ∈ g˜λj (non unique) such that Z is G-conjugated
to Z0 + Z1 + . . .+ Zm−1, or, equivalently, Z is G-conjugated to a generic element of V +k−m+1.
Proof. By Theorem 3.2.2, any non zero element of V + is G-conjugated to an element of the
form
Y = Y0 + Y1 + . . .+ Yk, withYj ∈ g˜λj .
Let m be the number of indices j such that Yj 6= 0. For i 6= j, the element γi,j ∈ NG(a0)
obtained in Proposition 3.4.3 exchanges g˜λi and g˜λj and fixes g˜λs for s /∈ {i, j}. Therefore Y is
conjugated either to an element of the form
Z0 + Z1 + . . .+ Zm−1, whereZj ∈ g˜λj\{0},
or, equivalently, to an element of the form Yk−m+1 + . . . + Yk where Yj ∈ g˜λj\{0}, that is to a
generic element of V +k−m+1.
Let us now show that form 6= m′, the elements Z = Z0+Z1+. . .+Zm and Z ′ = Z ′0+Z ′1+. . .+Z ′m′
where the Zj’s and Z
′
j’s are non zero in g˜
λj , are not G-conjugate. If they were, the quadratic
forms QZ and QZ′ would have the same rank. But, according to Theorem 3.5.1, one has
rangQZ − rangQZ′ = (m−m′)
(
`+
m−m′
2
d
)
.
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Hence rangQZ 6= rangQZ′ if m 6= m′.

Definition 3.6.2. For Z ∈ V +, the rank of Z is defined to be the integer m appearing in the
preceding Lemma.
Remember from Notation 1.9.4 that ` is the common dimension of the spaces g˜λi and that e is
the common dimension of the spaces g˜(λi+λj)/2. The structure of the G-orbits in V + depends
on the integers (`, e).
In the next (sub)sections, we will completely describe the G-orbits in V +, not only the open
one, see Theorem 3.7.1, Theorem 3.8.8, Theorem 3.8.9, Theorem 3.8.10 and Theorem 3.9.8
below.
But as the open orbits will be of particular interest for our purpose, let us summarize here our
results concerning the number of these orbits (this is a Corollary of the results obtained in the
following sections):
Theorem 3.6.3.
(1) If ` = δ2, δ ∈ N∗ and e = 0 or 4 (i.e. if g˜ is of type I), the group G has a unique open orbit
in V +,
(2) if ` = 1 and e ∈ {1, 2, 3} (i.e. if g˜ is of type II), the number of open G-orbits in V + depends
on e and on the parity of k:
(a) if e = 2 then G has a unique open orbit in V + if k is even and 2 open orbits if k is odd,
(b) if e = 1 then G has a unique open orbit in V + if k = 0, it has 4 open orbits if k = 1, it has
2 open orbits if k ≥ 2 is even , and 5 open orbits if k ≥ 2 is odd .
(c) if e = 3, then G has 4 open orbits.
(3) If ` = 3 (i.e. if g˜ is of type III, in that case e = d = 4), the group G has 3 open orbits in
V + if k = 0 and 4 open orbits if k ≥ 1.
We know from Remark 1.8.8 that we can always assume that g˜ is simple. This will
be the case in the sequel of the paper.
3.7. G-orbits in the case where (`, d, e) = (δ2, 2δ2, 0) (Case (1) in Table 1).
Theorem 3.7.1. If (`, d, e) = (δ2, 2δ2, 0), then χ0(G) = F
∗ and the group G has exactly
k + 1 = rank(g˜) non zero orbits in V +. These orbits are characterized by the rank of their
elements, and a set of representatives is given by the elements X0+. . .+Xj (j = 0, . . . , k) where
the Xj’s are non zero elements of g˜
λj . Any two generic elements of ⊕kj=0g˜λj are conjugated by
the subgroup L = ZG(a
0).
Proof. From the classification (cf. Table 1 - (1)), we can suppose that g˜ = sl(2(k+1), D) where
D is a central division algebra of degree δ overF , graded by the element H0 =
(
Ik+1 0
0 −Ik+1
)
.
Then V + is isomorphic to the matrix space M(k + 1, D) through the map
B 7→ X(B) =
(
0 B
0 0
)
.
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The maximal split abelian subalgebra a is the the set H(φ0, . . . , φ2k+1) = diag(φ0, . . . , φ2k+1)
where the φj’s belong to F and the maximal set of strongly orthogonal roots associated to this
grading is given by λj(H(φ0, . . . , φ2k+2)) = φk+1−j − φk+2+j for j ∈ {0, . . . k + 1}.
Let us denote by ν the reduced norm of the simple central algebra M(k + 1, D). Remember
that if E is a splitting field for M(k + 1, D), then M(k + 1, D) ⊗ E ' M((k + 1)δ, E), and if
ϕ : M(k+1, D) −→M((k+1)δ, E) is the canonical embedding, then ν(x) = det(ϕ(x)), for x ∈
M(k + 1, D) (see for example, Proposition IX.6 p.168 in [31]). Also if x = (xi,j) is a triangular
matrix in M(k + 1, D) and if ν0 denotes the reduced norm of D, then ν(x) =
∏i=k+1
i=1 ν0(xi,i)
([31], Corollary IX.2 p.169).
Let us now describe the group G = ZAut0(sl(2(k+1),D))(H0).
Consider first an element g ∈ Aut0(sl(2(k+1), D)) and denote by gE the natural extension of g
to sl(2(k+1), D)⊗E = sl(2(k+1)δ, E). We know from [4] (Chap. VIII, §13, n◦1, (VII), p.189),
that there exists U ∈ GL(2(k + 1)δ, E) such that gE.x = UxU−1 for all x ∈ sl(2(k + 1)δ, E).
Let us write U in the form
U =
(
u1 u3
u4 u2
)
, uj ∈M((k + 1)δ, E).
Let now g ∈ G. As g.H0 = H0, we have g.V − ⊂ V −, g.V + ⊂ V +and g.g ⊂ g. Then gE
stabilizes V + ⊗ E, V − ⊗ E and g ⊗ E, and a simple computation shows that u3 = u4 = 0.
On the other hand, the algebra g is the set of matrices
(
X 0
0 Y
)
∈ sl(2(k + 1), D) with
X, Y ∈ M(k + 1, D). As gE also stabilizes g, the maps X 7→ u1Xu−11 and Y 7→ u2Y u−12 are
automorphisms of M(k + 1, D), for the ordinary associative product.
By the Skolem-Noether Theorem, any automorphism of M(k + 1, D) is inner, hence it ex-
ists v1 and v2 in GL(k + 1, D) such that u1Xu
−1
1 = v1Xv
−1
1 and u2Xu
−1
2 = v2Xv
−1
2 for all
X ∈ M(k + 1, D). Therefore v−11 u1 and v−12 u2 belong to the center of M((k + 1)δ, E). It
follows that there exist λ1 and λ2 in E
∗ such that u1 = λ1v1 and u2 = λ2v2. Hence the
automorphism g is given by the conjugation by U =
(
λ1v1 0
0 λ2v2
)
and its action on V +
is given by g.X(Z) = X(λ1λ
−1
2 v1Zv
−1
2 ) for Z ∈ M(k + 1, D). As g stabilizes V + this im-
plies that λ1λ
−1
2 ∈ F ∗ and g is given by the conjugation by diag(g1, g2) =
(
g1 0
0 g2
)
where
g1 = λ1λ
−1
2 v1 ∈ GL(k + 1, D) and g2 = v2 ∈ GL(k + 1, D).
The polynomial ∆0 defined by ∆0(X(Z)) = ν(Z) is then relatively invariant under G and it
character is χ0(g) = ∆0(g1g
−1
2 ) for g = diag(g1, g2) . Therefore χ0(G) = F
∗.
The group L = ∩kj=0GHλj corresponds to the action of the elements diag(g1, g2) where g1 and
g2 are diagonal matrices with coefficients in D
∗.
From Proposition 3.6.1, any element in V + is conjugated to an non zero element Z ∈ ⊕kj=0g˜λj .
Such an element corresponds to a matrix of M(k + 1, D) whose coefficients are zero except
those on the 2nd diagonal. This shows that the group L acts transitively on ⊕kj=0g˜λj \ {0}. 
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3.8. G-orbits in the case ` = 1.
In this section, we will always assume that ` = 1.
If k = 0 the G-orbits in V + were already described in Theorem 1.12.4. Therefore we suppose
that k ≥ 1.
If ` = 1, the G-orbits in V + were studied by I. Muller in a more general context (the so-called
quasi-commutative prehomogeneous vector spaces), see [14]. Our results, are more precise than
hers in the sense that we obtain explicit representatives for the orbits, and also we give detailed
proofs.
For j ∈ {0, . . . , k}, we fix sl2-triples {Yj, Hλj , Xj} which satisfy the conditions of proposition
3.5.2. The quadratic forms qXi,Xj are then G-equivalent. We take q = qX0,X1 as a representative
of this equivalence class. Then q = qean + qhyp where q
e
an is an anisotropic quadratic form of
rank e (q0an = 0), and where qhyp is a hyperbolic quadratic form of rank d− e.
We set Im(q)∗ = Im(q) ∩ F ∗. Let a ∈ F ∗. As q represents 1, if q is equivalent to aq, (which
will be denoted aq ∼ q), then a ∈ Im(q)∗.
Remember (Corollary 1.7.8) that
G = ZAut0(g˜)(H0) = Aute(g).L where L = ZG(a0).
Definition 3.8.1. For t ∈ F ∗ and j ∈ {0, . . . , k}, we define the following elements of G:
θXj(t) = e
t adg˜Xjet
−1 adg˜ Yjet adg˜Xj , θXj = θXj(1) and hXj(t) = θXj(t)θXj(−1)
If {Y,H0, X} is an sl2-triple where X is generic in V + and Y ∈ V −, we set also
θX(t) = e
t adg˜Xet
−1 adg˜Xet adg˜X , and hX(t) = θX(t)θX(−1).
Then hX(
√
t) ∈ L and acts by t.IdV + on V + (see Lemma 1.11.3).
Lemma 3.8.2. ([14], Proposition 3.2 page 175).
(1) F ∗2 ⊂ χ0(G) = χ0(L).
(2) If k + 1 is odd then χ0(G) = F
∗.
(3) If k + 1 is even then χ0(G) ⊂ {a ∈ F ∗; aq ∼ q} ⊂ Im(q)∗.
Proof.
(1) We know from Theorem 1.14.2 (2), that the character χ0 is trivial on Aute(g) and hence
χ0(G) = χ0(L).
Let g = hX0(t). From [4] (Chap VIII §1 n◦1, Proposition 6 p. 75), we have g(X0 + . . .+Xk) =
t2X0 +X1 + . . .+Xk. As ` = 1, we obtain by Theorem 1.13.2 that ∆0(t
2X0 +X1 + . . .+Xk) =
t2∆0(X0 +X1 + . . .+Xk). Therefore χ0(g) = t
2 ∈ F ∗2, and this proves the first assertion.
(2) Consider the generic element X = X0 + . . . + Xk ∈ V + and g = hX(
√
t). Theorem 1.13.2
implies χ0(g) = t
k+1 and this proves the second assertion.
(3) Let g ∈ L. Then g stabilizes each of the spaces g˜λj and Ei,j(±1,±1). As ` = 1, there exist
scalars aj(g) ∈ F ∗ such that g.Xj = aj(g)Xj. Theorem 1.13.2 implies then χ0(g) =
∏k
j=0 aj(g).
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On the other hand one gets easily that qg.Xj ,g.Xk−j = aj(g)ak−j(g)qXj ,Xk−j . As qg.Xj ,g.Xk−j and
qXj ,Xk−j are G - equivalent to q, we get aj(g)ak−j(g)q ∼ q. As k + 1 is even, the scalar
χ0(g) =
∏(k−1)/2
j=0 aj(g)ak−j(g) is such that χ0(g)q ∼ q. This gives the third assertion. 
Lemma 3.8.3. (compare with [14], lemme 2.2.2 page 168). Let A ∈ Ei,j(−1, 1). Then there
exists B ∈ Ei,j(1,−1) such that {B,Hλj − Hλi , A} is an sl2-triple if and only if the map
ad(A)2 : g˜λi → g˜λj is injective (remember from Lemma 3.4.2 that such an sl2-triple always
exists).
In that case, the element θA = e
adAeadBeadA of Aute(g) ⊂ G satisfies θA(Xs) = Xs for s 6= i, j,
θA(Xi) = aXj and θA(Xj) = a
−1Xi where a = qXi,Xj([Yj, A]).
Proof. It is a well known property of sl2-triples, that if such a triple exists the map ad(A)
2 :
g˜λi → g˜λj is injective.
Conversely, suppose that the map ad(A)2 : g˜λi → g˜λj is injective, and hence bijective. As
A is nilpotent in g (more precisely (adA)3 = 0), the Jacobson-Morosov Theorem gives the
existence of an sl2-triple {B, u,A} in g. If one decomposes the element B and u according to
g = Zg(a0) ⊕ (⊕r 6=sEr,s(1,−1)), we easily see that one can suppose that B ∈ Ei,j(1,−1) and
u ∈ Zg(a0).
We will show that u = Hλj −Hλi .
As u commutes with the elements Hλs , the endomorphism adu stabilizes all eigenspaces of
these elements. Therefore, as ` = 1, there exists α ∈ F such that [u,Xi] = αXi.
As [B,Xi] = 0 = (ad A)
3Xi and as by hypothesis ad(A)
2Xi 6= 0, the sl2 - module generated
by Xi under the action of {B, u,A} is irreducible of dimension 3 and a base of this module is
(Xi, [A,Xi], ad(A)
2Xi). This implies that α = −2.
Let θA = e
adAeadBeadA be the non trivial element of the Weyl group of the sl2-triple {B, u,A}.
Then (cf. §3.1):
θA(Xi) =
1
2
ad(A)2Xi ∈ g˜λj .
Hence, there exists a ∈ F ∗ such that θA(Xi) = aXj. As 0 6= B(Xi, Yi) = B(θA(Xi), θA(Yi)) ,
we have θA(Yi) = a
−1Yj. And as {θA(Yi), θA(Hλi), θA(Xi)} is again an sl2-triple, we obtain that
θA(Hλi) = Hλj .
On the other hand, a simple computation shows that θA(Hλs) = Hλs if s 6= i, j and θA(Hλi) =
Hλi + u. Hence u = Hλj −Hλi , which gives the first assertion of the Lemma.
By Remark 3.5.3 and the normalization of b (Lemma 1.10.2), we get
qXi,Xj([Yj, A]) = −
1
2
b([A,Xi], [A, Yj]) = b(
1
2
(adA)2Xi, Yj) = b(θA(Xi), Yj) = a b(Xj, Yj) = a.
This ends the proof. 
Corollary 3.8.4. (Compare with [14] Corollaire 4.2.2 and Remarques 4.1.6)
Let a ∈ Im(q)∗. Let i 6= j ∈ {0, . . . k}.
(1) There exists gai,j ∈ L∩Aute(g) such that gai,j(Xi) = aXi, gai,j(Xj) = a−1Xj and gai,j(Xs) =
Xs for s 6= i, j.
(2) If either
64 PASCALE HARINCK AND HUBERT RUBENTHALER
(a) k + 1 = rank(g˜) is odd,
or
(b) k + 1 = rank(g˜) is even and if there exists a regular graded Lie algebra (r˜, H˜0)
satisfying the hypothesis (H1), (H2) and (H3) such that the algebra r˜1 obtained at
the first step of the descent (cf. Theorem 1.6.1) is equal to g˜ (in other words, the
algebra g˜ is the first step in the descent from a bigger graded Lie algebra),
then there exists gai ∈ L such that gai (Xi) = aXi and gai (Xs) = Xs for s 6= i. In
particular we have χ0(G) = Im(q)
∗.
Remark 3.8.5. From the classification (cf. Table 1) and from Proposition 2.1.1, the condition
on the descent in case 2 (b) occurs if e = d ∈ {1, 2} (Table 1, (2) and (6)) or (d, e) = (2, 0)
(Table 1, (1)) or e = 0, 4, and k + 1 ≥ 4 (Table 1, (11) and (12)).
Proof.
(1) By hypothesis, there exists Z ∈ Ei,j(−1,−1) such that qXi,Xj(Z) = a. As ad(Yj) :
Ei,j(−1, 1)→ Ei,j(−1,−1) is an isomorphism, there existsA ∈ Ei,j(−1, 1) such that [Yj, A] = Z.
Then, as we have already seen at the end of the preceding proof, one has
a = qXi,Xj([Yj, A]) =
1
2
b(ad(A)2Xi, Yj).
As a 6= 0, the map ad(A)2 : g˜λi → g˜λj is non zero, and hence injective because ` = 1 and the
preceding Lemma says that there exists an sl2-triple {B,Hλj −Hλi , A} with B ∈ Ei,j(1,−1).
Moreover the element θA ∈ Aute(g) ⊂ G fixes each Xs and each Hλs for s 6= i, j and we have
θA(Hλi) = Hλj , θA(Xi) = aXj and θA(Xj) = a
−1Xj. From the proof of Proposition 3.5.2, let
us set fi,j = γ0,iγ0,jγ0,i. Then the automorphisms fi,j ∈ Aute(g) ⊂ G satisfy the properties of
Proposition 3.4.3 and we have fi,j(Xi) = Xj and fi,j(Xs) = Xs for s 6= i, j. Then, from the
preceding Lemma, the automorphism gai,j = fi,j ◦ θA ∈ L ∩ Aute(g) and has the other required
properties.
(2) As the involutions f0,i exchange X0 and Xi and fix Xs if s 6= i, we can suppose that i = 0.
Let k + 1 be odd. The element g = ga0,1 . . . g
a
0,k ∈ L satisfies g(X0) = akX0 and g(Xs) = a−1Xs
if s > 0. From Definition 3.8.1, the element hX0+...+Xk(
√
a) ∈ L acts by multiplication by a
on V + and hX0(a
−k/2) fixes Xs if s 6= 0, and also hX0(a−k/2)(X0) = a−kX0. It follows that the
element ga0 = hX0+...+Xk(
√
a) ◦ hX0(a−k/2) ◦ g has the required properties.
Let now k + 1 be even and suppose that there exists a regular graded Lie algebra (r˜, H˜0), such
that the algebra r˜1 obtained by performing one step in the descent (cf. Theorem 1.6.1.) is
equal to g˜. As we are only concerned by the action of an element of G on V +, we can always
suppose that r˜ is simple (cf. Remark 1.8.8).
Let (λ˜0, . . . λ˜k+1) the maximal set of stronly orthogonal roots associated to r˜. Then (λ˜1, . . . λ˜k+1) =
(λ0, . . . λk). Let us fix the elements X˜i ∈ r˜λ˜i satisfying the conditions of Proposition 3.5.2 in
such a way that (X˜1, . . . X˜k+1) = (X0, . . . , Xk).
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Let R be the analogue of the group G for the algebra r˜. Set r = Zr˜(H˜0) and a˜0 = ⊕k+1i=0FHλ˜i .
Therefore R = Aute(r)ZR(a˜0). The first assertion of the Corollary gives the existence of an
element r ∈ ZR(a˜0) ∩ Aute(r) such that r.X˜0 = aX˜0, r.X˜1 = a−1X˜1 and r.X˜s = X˜s for s 6= 0.
As the automorphism r also fixes Hλ0 , it stabilizes r˜1 = g˜. Let r1 ∈ Aut(g˜) be the restriction of
r to g˜. As r centralizes a˜0, it is clear that r1 centralizes a
0. Moreover, one has r1.X0 = a
−1X0
and r1.Xs = Xs if s 6= 0, from our choice of the elements X˜j. Then, if we set g = r1 ◦ hX0(a),
we have g.X0 = aX0, g.Xs = Xs for s 6= 0 and also χ0(g) = a.
It remains to prove that r1 ∈ Aut0(r˜1). But as r1 ∈ Aut(r˜1), it suffices to prove that r1 belongs
to Aute(r˜1 ⊗ F¯ ). As we have supposed that k + 1 is even, the rank k + 2 of r˜ is ≥ 3. Using
the classification (Proposition 2.1.1 and Table 1), one sees easily that the weighted Dynkin
diagram of r˜ is of type A2n−1 (corresponding to the cases (1) (with δ = 1) and (2) in Table
1), Cn (corresponding to the case (6) in Table 1) or D2n,2 (corresponding to the cases (11) and
(12) in Table 1). Here in all cases n = k + 2.
- If r˜ is of type A2n−1, then r˜ ' sl(2(k+2)+1, F ). From the description of the roots λj given in
the proof of Theorem 3.7.1 and also from [4] (Chap. VIII, §13, n◦1, (VII), p.189), it is easy to
see that the group ZAute (˜r⊗F¯ )(a˜0) is the group of conjugations by invertible diagonal matrices
Therefore the restriction r1 of r to g˜ belongs effectively to Aute(r˜1 ⊗ F¯ ).
- If r˜ is of type Cn, then, by [4](Chap. VIII §13 n◦3 (VII) page 205.), one has Aute(g˜ ⊗ F¯ ) =
Aut(g˜⊗ F¯ ), and this implies the result.
- If Ψ = D2n,2 then the algebra r˜ ⊗ F¯ is isomorphic to the orthogonal algebra o(q(2n,2n), F¯ ).
We realize it as in ([4] Chap VIII §13 n◦4 page 207). One fixes a Witt bases in which the
matrix of q(2n,2n) is the square matrix s4n of size 4n whose coefficients are all zero except those
of the second diagonal which are equal to 1. The algebra r˜ ⊗ F¯ is then the set of matrices
Z =
(
A B
C −s2n tAs2n
)
with B = −s2n tBs2n and C = −s2n tCs2n. This algebra is then
graded by the element H0 =
(
I2n 0
0 −I2n
)
where I2n is the identity matrix of size 2n and one
can choose λ0 in such a way that Hλ0 =

02n−2 0
0 I2
0
0
−I2 0
0 02n−2
 .
Recall that a similarity of a quadratic form Q is a linear isomorphism g of the underlying space
E such that Q(gX) = λ(g)Q(X), where the scalar λ(g) is called the ratio of g. If dimE = 2l,
then a similarity g is said to be direct if det(g) = λ(g)l.
But we know from [4] (Chap VIII §13 n◦4 page 211), that the group Aute(r˜⊗ F¯ ) is the group
of automorphisms of the form ϕs : Z 7→ sZs−1 where s is a direct similarity of q(2n,2n). It
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is easy to see that a similarity s commutes with H0 if and only if s =
(
g 0
0 µs2n
tg−1s2n
)
with µ ∈ F¯ ∗ and g ∈ GL(2n, F¯ ). Moreover, if s commutes with Hλ0 , then g is of the form
g =
(
g1 0
0 g2
)
with g1 ∈ GL(2n− 2, F¯ ) and g2 ∈ GL(2, F¯ ). It is then clear that ϕs restricts
to a direct similarity of q(2n−2,2n−2) and hence the restriction belongs to Aute(r˜1 ⊗ F¯ ).

The following result on anisotropic quadratic forms of rank 2 will be used later.
Lemma 3.8.6. Let Q be an anisotropic quadratic form of rank 2. Let Im(Q)∗ be the set of
non zero scalars which are represented by Q. Then
(1) Im(Q)∗ is the union of exactly 2 classes a and b in F ∗/F ∗2.
(2) Let Q′ be another anisotropic quadratic form of rank 2. Then Q′ ∼ Q if and only if
Im(Q′)∗ = Im(Q)∗. In particular, one has µQ ∼ Q if and only if µ = 1 or µ = ab modulo F ∗2.
Proof. Let pi be a uniformizer of F and let u be a unit of F ∗ which is not a square. Then
F ∗/F ∗2 = {1, u, pi, upi}. If −1 /∈ F ∗2 we suppose moreover that u = −1 .
(1) As Q is anisotropic of rank 2, there exist v, w ∈ F ∗/F ∗2 with v 6= −1 such that Q ∼
w(x2 + vy2). Therefore it is enough to prove the assertion for Qv = x
2 + vy2.
From [13] (Chapter I, Corollary 3.5 page 11), we know that µ ∈ Im(Qv)∗ if and only if the
quadratic form x2 + vy2 − µz2 is isotropic. On the other hand the quadratic form Qan =
x2 − uy2 − piz2 + upit2 is the unique anisotropic form of rank 4, up to equivalence (see [13]
Chapter VI, Theorem 2.2 (3) page 152).
If −1 ∈ F ∗2 then v ∈ {u, pi, upi}. Suppose that for example that v = u. Then Qv cannot
represent pi or upi, because in that case the forms x2 + vy2 − piz2 or x2 + vy2 − upiz2 would be
isotropic, and hence and then Qan = x
2 − uy2 − piz2 + upit2 would be isotropic too. Finally
Qv represents exactly the classes of 1 and v. The same argument works for the other possible
values of v.
If u = −1 /∈ F ∗2 then −1 is sum of two squares ([13] Chapter VI, Corollary 2.6 page 154)
and v ∈ {1, pi,−pi} (as the form Qv is anisotropic, v cannot be equal to u = −1). The
forms x2 + y2 and −(x2 + y2) have the same discriminant and represent both the element
−1. They are therefore equivalent ([13] Chapter I, Proposition 5.1 page 15). Then, as
Qan = x
2 + y2 − piz2 − pit2 ∼ −(x2 + y2) − piz2 − pit2 ∼ x2 + y2 + piz2 + pit2, the same ar-
gument as above shows that the form Q1 represents exactly the classes of 1 and −1. By the
same way, if v = ±pi one shows that Qv represents exactly the classes of 1 and v.
(2) From above we know that an anisotropic quadratic form Q = ax2 + by2 with a, b ∈ F ∗/F ∗2
represents a and b if a 6= b and it represents ±a if a = b and if −1 /∈ F ∗2 (because then
-1 is a sum of two squares, the case where −1 ∈ F ∗2 has not to be considered because the
form Q would be isotropic). From [13] (Chapter I, Proposition 5.1 page 15), we know that
Q′ = cx2 + dy2 ∼ Q if and only if ab = cd modulo F ∗2 and {a, b} ∩ {c, d} 6= ∅. This implies the
second assertion.
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
Proposition 3.8.7. Suppose k = 1 (i.e. rank(g˜) = 2). Let us denote by [F ∗ : χ0(G)] the index
of χ0(G) in F
∗ (equal to 1, 2 or 4 according to Lemma 3.8.2 (1)). Then
(1) The group G has 1 + [F ∗ : χ0(G)] non zero orbits in V +: the non open orbit of X0 and
the open orbits of X0 + vX1 where v ∈ F ∗/χ0(G).
(2) Two generic elements in g˜λ0⊕g˜λ1 are G-conjugated if and only if they are L-conjugated.
(3) (a) If e = 1 or 3, then χ0(G) = F
∗2,
(b) if e = 0 or 4, then χ0(G) = F
∗,
(c) if e = 2 then χ0(G) is a subgroup of index 2 of F
∗.
Proof. By Proposition 3.6.1, any non zero element in V + is G-conjugated to an element Z =
x0X0 + x1X1 in V
+ with (x0, x1) 6= (0, 0).
If rank(Z)= 1 (i.e. x0x1 = 0), as we can use the element γ0,1 of Proposition 3.4.3 which
exchanges g˜λ0 and g˜λ1 , we can suppose x1 = 0 and x0 6= 0. The element hX0+X1(
√
x0
−1)
associated to X0 + X1 (see Definition 3.8.1) belongs to L and acts by x
−1
0 IdV + on V
+. It
follows that Z is L-conjugated to X0.
Suppose now that rank(Z)= 2 (i.e. x0x1 6= 0). Then, as above, we obtain that Z is L-conjugated
to Zv = X0 + vX1 with v = x
−1
0 x1 6= 0.
By Theorem 1.13.2, one has ∆0(Zv) = v∆0(Z1). It follows easily that if v /∈ wχ0(G), then the
elements Zv and Zw are not G-conjugated.
Suppose that v = wµ with µ ∈ χ0(G) = χ0(L) (cf. Lemma 3.8.2). Let g ∈ L such that
χ0(g) = µ. As g ∈ L, it stabilizes the spaces g˜λj for j = 0 or 1. As dimg˜λj = ` = 1, there
exist α and β in F ∗ such that g.X0 = αX0 and g.X1 = βX1. Therefore ∆0(g.(X0 + X1)) =
∆0(αX0 + βX1) = αβ∆0(X0 +X1), and hence αβ = χ0(g) = µ.
Then g.(X0 +wX1) = αX0 + βwX1 = α
−1(α2X0 + vX1). The element hX0(α) associated to X0
belongs to L and satisfies hX0(α)X0 = α
2X0 and hX0(α)X1 = X1. The element hX0+X1(
√
α
−1
)
also belongs to L and acts by multiplication by α−1 on V +. As g.(X0 +wX1) = hX0+X1(
√
α
−1
)◦
hX0(α)(X0 +vX1), the elements X0 +wX1 and X0 +vX1 are L-conjugated. This ends the proof
of (1) and (2).
It remains to prove the last assertion.
By Lemma 3.8.2, one has F ∗2 ⊂ χ0(G) ⊂ {a ∈ F ∗; aq ∼ q} ⊂ Im(q)∗.
If e = 1, then q is the sum of the form qean of rank 1 and of a hyperbolic quadratic form qhyp
of rank d− 1 (which may be zero). See Proposition 3.5.2. As µqhyp ∼ qhyp for all µ ∈ F ∗ ([13]
Chapter I, Theorem 3.2 page 9), Witt’s decomposition Theorem ([13] Chapter I, Theorem
4.2 page 12), implies that aq ∼ q if and only if aqean ∼ qean. As qean is of rank 1, we obtain
χ0(G) = F
∗2, and this is the assertion 3 (a), in the case where e = 1.
If e = 3, then q is the sum of an anisotropic form qean of rank 3 and of a hyperbolic quadratic
form qhyp of rank d− 3. As above aq ∼ q if and only if aqean ∼ qean. But from [13], Chap. V I,
Corollary 2.5, p.152-153, we have aqean ∼ qean ⇐⇒ −disc(aqean) = −adisc(qean) = −disc(qean).
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This means that aqean ∼ qean ⇐⇒ a ∈ F ∗2. As above this again implies that χ0(G) = F ∗2.
Hence (3) (a) is proved.
Let us suppose now that e even and hence e ∈ {0, 2, 4}. The proofs will depend on the values
of e and d.
If (d, e) = (2, 0) or (2, 2) (cases (1) and (2) in Table 1) then the algebra g˜ satisfies the condition
2 (b) of corollary 3.8.4 and hence χ0(G) = Im(q)
∗.
- If (d, e) = (2, 2), the quadratic form q is anisotropic of rank 2, and therefore q two classes
in F ∗/F ∗2 (cf. Lemme 3.8.6). From above we obtain [F ∗ : χ0(G)] = 2.
- (d, e) = (2, 0) then q is hyperbolic, hence universal and therefore χ0(G) = Im(q)
∗ = F ∗ (cf.
[13] Chapter I, Theorem 3.4 page 10).
It remains to study the cases where e ∈ {0, 2, 4} and d ≥ 4, corresponding to the cases (8), (9)
and (10) of Table 1. From Remark 1.8.8, one can suppose that g˜ = o(q(m+r,m−r)) with 2r = e
and m ≥ 4. We will describe precisely the group G is this case.
The quadratic form q(m+r,m−r) is the sum of m − r hyperbolic planes and of an anisotropic
quadratic form qan,2r of rank 2r, where qan,0 = 0. It exists a basis (e1, . . . , em, e−m, . . . e−1) in
which the matrix of q(m+r,m−r) is given by
S2m,2r =
 0 0 sm−r0 Jan,2r 0
sm−r 0 0
 ,
where sn stands for the square matrix of size n whose coefficients are all zero except those on
the second diagonal which are equal to 1 and where Jan,2r is the square matrix of size 2r of the
form qan,r which is supposed to be diagonal for r 6= 0 and equal to the empty block for r = 0.
Hence
g˜ = {X ∈M2m(F ), tXS2m,2r + S2m,2rX = 0}
Then the maximal split abelian subalgebra a of g˜ is the set of diagonal elements
∑m−r
i=1 ϕi(Ei,i−
E2m−i+1,2m−i+1) with ϕi ∈ F (as usual Ei,j is the matrix whose coefficients are all zero except
the coefficient of index (i, j) which is equal to 1) and the algebra g˜ is graded by the element
H0 = 2E1,1 − 2E2m,2m . It is then easy to see that V + is isomorphic F 2m−2 by the map
y ∈ F 2m−2 7→ X(y) =
 0 y 00 0 −S−12(m−1),2r ty
0 0 0
 ∈ V +.
Set X0 = X(1, 0, . . . , 0) ∈ g˜λ0 and X1 = X(0, 0, . . . , 1) ∈ g˜λ1 .
We denote by Sim0(q(m+r,m−r)) the group of direct similarities of q(m+r,m−r), that is the group
of elements A ∈ GL(2m,F ) such there exists µ ∈ F ∗ satisfying tASm,rA = µSm,r and such that
det(A) = µm. We will denote by µ(A) = µ the ratio of A.
If e = r = 0, the algebra g˜ is split and from ([Bou] Chap VIII §13 n◦4 page 211), we know
that the group Aut0(g˜) is the group of automorphisms of the form Z 7→ AZA−1 where
A ∈ Sim0(q(m,m)). It is easy to see that an element A ∈ Sim0(q(m,m)) commutes with
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H0 if and only if there exists b ∈ F ∗ and g1 ∈ Sim0(q(m−1,m−1)) of ratio µ(g1) such that
A =
 µ(g1)b
−1 0 0
0 g1 0
0 0 b
 = b
 µ(g1)b
−2 0 0
0 b−1g1 0
0 0 1
. As b−1g1 is a direct similarity of
ratio µ(g1)b
−2, we obtain that the group G is isomorphic to the group of direct similarities
Sim0(q(m−1,m−1)) of the quadratic form q(m−1,m−1). Its action on V + is given by g.X(y) =
X(µ(g) yg−1) for g ∈ Sim0(q(m−1,m−1)) with ratio µ(g).
Suppose now that r 6= 0. Let g ∈ G and denote by g¯ its natural extension to g˜ ⊗ F¯ . As g
commutes with H0, the same is true for g¯ and therefore , g¯ stabilizes V¯
+ and V¯ − (ie. g¯V¯ + ⊂ V¯ +
and g¯V¯ − ⊂ V¯ −). From the split case above, the action of g¯ on g˜⊗ F¯ is given by the conjugation
of an element A¯ =
 µ 0 00 g¯1 0
0 0 1
with µ ∈ F¯ ∗, tg¯1S2(m−1),2rg¯1 = µS2(m−1),2r and det(g¯1) = µm−1.
Such an element acts on V + by
A¯X(y)A¯−1 = X(µ yg¯−11 ) =
 0 µ yg¯
−1
1 0
0 0 −g¯1S−1m−1,r ty
0 0 0
 , y ∈ F 2m−2.
As g ∈ G stabilizes V + and V −, we see that the coefficients of g¯1 are in F and that µ ∈
F . Moreover the restriction of g¯1 to F
2m−2, which we denote by g1, is a direct similarity of
q(m+r−1,m−r−1) with ratio µ, i.e. g1 ∈ Sim0(q(m−1+r,m−1−r)).
Hence, in each case, the group G is isomorphic to the group Sim0(q(m+r−1,m−1−r)) of direct
similarities of q(m+r−1,m−1−r). Its action on V + is given by g.X(y) = µ(g)X(yg−1) where µ(g) is
the ratio of g. Then the polynomial ∆0(X(y)) = q(m+r−1,m−1−r)(y) is relatively invariant under
the action of G and its character is given by χ0(g) = µ(g).
All the anisotropic quadratic forms of rank 4 are equivalent ([13] Chapter VI, Theorem 2.2 page
152) and all the hyperbolic quadratic forms are equivalent ([13] Chapter I, Theorem 3.2 page
9). Therefore, if e = r = 0 or e = 4 = 2r, for any µ ∈ F ∗, there exists g ∈ Sim0(q(m+r−1,m−1−r))
whose ratio is µ. Hence χ0(G) = F
∗.
If e = 2 = 2r, then by Lemma 3.8.6, the anisotropic form qan,2 represents exactly 2 classes a
and b in F ∗/F ∗2 and µqan,2 ∼ qan,2 if and only if µ = 1 or µ = ab modulo F ∗2. It follows that
if g ∈ Sim0(q(m+r−1,m−1−r)) then µ(g) ∈ {1, ab} modulo F ∗2. Hence the subgroup χ0(G) is of
index 2 in F ∗.
This ends the proof of Proposition 3.8.7.

Theorem 3.8.8. In the case where e = 0 or 4 we have χ0(G) = F
∗ and the group G has
exactly k + 1 = rank(g˜) non zero orbits in V +. These orbits are characterized by their rank
and a representative of the unique open orbit is X0 + . . .+Xk.
Moreover two generic elements in ⊕kj=0g˜λj are conjugated under the subgroup L = ZG(a0).
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Proof. From Proposition 3.6.1, any non zero element in V + is G-conjugated to an element
Z = x0X0 + . . . + xm−1Xm−1 of V + such that
∏m−1
s=0 xs 6= 0. It suffices to prove that Z is
L-conjugated to X0 + . . . Xm−1.
If k + 1 = 2, the result is a consequence of proposition 3.8.7.
Suppose now that k + 1 ≥ 3. As e = 0 or 4, the form q is either isotropic or anisotropic
of dimension 4, and hence Im(q)∗ = F ∗ (an anisotropic form of dimension 4 represents any
nonzero element because any form of dimension 5 is isotropic ([13], Chap V I, Theorem 2.2 p.
152)).
If d ≤ 4 (as the conditions are then ` = 1, e = 0 or 4, and k + 1 ≥ 3, this corresponds to
the cases 1 (with δ = 1), (11) and (12 ) in the Table 1) then the algebra g˜ satisfies one of
the two hypothesis in Corollary 3.8.4 (2). Hence, for i ∈ {0, , . . .m − 1}, there exists gxii ∈ L
such that gxii Xi = xiXi and g
xi
i Xs = Xs for s 6= i. It follows that if g =
∏m−1
i=0 g
xi
i , then
g.(X0 + . . . Xm−1) = Z, and this proves the required result.
In the case where e ∈ {0, 4}, k+ 1 ≥ 3 and d > 4 (and ` = 1 of course), the classification shows
that this corresponds to the only case (13) in Table 1, and that k + 1 = 3. Again Corollary
3.8.4 gives the result.

The next Theorem gives the G-orbits in V + in the case where e = 1 or e = 3. If e = d = 1,
this classification coincides with the classification of similarity classes of quadratic forms over
F : a quadratic form Q is similar to a quadratic form Q′ if and only if there exists a ∈ F ∗ such
that Q is equivalent to aQ′.
Theorem 3.8.9. Suppose that e = 1 or e = 3.
(1) If k + 1 = rank(g˜) = 2 (this corresponds to the cases (3), (4) and (6) with n = 2
in Table 1), then χ0(G) = F
∗2. The group G has 5 non zero orbits, for which 4 are
open. A set of representatives of the open orbits is given by the elements X0 + vX1 for
v ∈ F ∗/F ∗2.
Two generic elements of g˜λ0⊕ g˜λ1 are L-conjugated if and only if they are G-conjugated.
(2) If k + 1 = rank(g˜) ≥ 3 then e = d = 1. This corresponds to the case (6) in Table 1,
namely the symplectic algebra. Remember also that F ∗/F ∗2 = {1, u, pi, upi} where pi is a
uniformizer of F and where u is a unit which is not a square.
(a) If k + 1 = rank(g˜) ≥ 3 is odd then χ0(G) = F ∗ and the group G has 2 open orbits
with representatives given by
X0 +
k/2∑
j=1
X2j−1 −X2j
and
X0 − uX1 − piX2 +
k/2∑
j=2
X2j−1 −X2j.
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(b) If k + 1 = rank(g˜) ≥ 3 is even, then χ0(G) = F ∗2 and the group G has 5 open
orbits in V +, with representatives given by
(k−1)/2∑
j=0
X2j −X2j+1,
X0 + vX1 +
(k−1)/2∑
j=1
X2j −X2j+1, with v ∈ {−u,−pi, upi}.
and
X0 − uX1 − piX2 + upiX3 +
(k−1)/2∑
j=2
X2j −X2j+1 .
(c) For m ∈ {0, . . . , k}, two generic elements of V +m are G-conjugated if and only if
they are Gm-conjugated.
If k + 1 = rank(g˜) = 2p + 1 with p ≥ 1 then the group G has 7p non zero orbits
and if k + 1 = rank(g˜) = 2p + 2 with p ≥ 1 then G has 7p + 5 non zero orbits.
The representatives of these orbits are the representatives of the Gm-orbits of the
generic elements of V +m where m ∈ {0, . . . , k}.
(d) Let X = x0X0 + · · ·+xkXk and X ′ = x′0X0 + · · ·+x′kXk be two generic elements in
V +. Then Xand X ′ are L -conjugated if and only if there exits µ ∈ F ∗ such that
µxix
′
i ∈ F ∗2 for all i ∈ {0, . . . , k}.
Proof. If k + 1 = 2 the result is a consequence of Proposition 3.8.7.
If k + 1 ≥ 3 then the classification in Table 1 implies that d = e = 1. As we have noticed in
Remark 1.8.8, one can suppose that g˜ is the symplectic algebra
sp(2n, F ) =
{(
A B
C −tA
)
; A,B,C ∈M(k + 1, F ),tB = B,tC = C
}
, with k + 1 = n,
which is graded by the element H0 =
(
Ik+1 0
0 −Ik+1
)
. It follows that, V + (respectively V −)
can be identified with the space Sym(k+1, F ) of symmetric matrices of size k+1 on F through
the map
B ∈ Sym(k + 1, F ) 7→ X(B) =
(
0 B
0 0
)
(respectively through the map
B ∈ Sym(k + 1, F ) 7→ Y (B) =
(
0 0
B 0
)
)
.
The algebra a is then the set of matrices H(tk, . . . , t0) =
(
diag(tk, . . . , t0) 0
0 −diag(tk, . . . , t0)
)
where diag(tk, . . . , t0) stands for the diagonal matrix whose diagonal elements are respec-
tively tk, . . . , t0. The set of strongly orthogonal roots associated to these choices is given
by λj(H(tk, . . . , t0)) = 2tj for j = 0, . . . , k + 1 and the space g˜
λj is the space of matrices
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X(xjEk+1−j,k+1−j) with xj ∈ F , where Ei,j is the square matrix of size k+ 1 whose coefficients
are zero except the coefficient of index (i, j) which is equal to 1.
By ([4] Chap VIII, §13, n03), we know that the group Aut0(g˜) is the group of conjugations by
the similarities of the symplectic form defining g˜. This implies that G is the group of elements
[g, µ] = Ad
(
g 0
0 µ tg−1
)
where g ∈ GL(k + 1, F ) and µ ∈ F ∗. Let us denote by g = [g, µ]
such an element of G. Its action on V + is given by [g, µ]B = µ−1gB tg for B ∈ Sym(k+ 1, F ).
We normalize the relatively invariant polynomial ∆0 by setting ∆0(X(B)) = det(B) for B ∈
Sym(k + 1, F ) and from above we see that
χ0([g, µ]) = µ
−(k+1)det(g)2.
In particuliar , on a χ0(G) = F
∗ if k + 1 is odd and χ0(G) = F ∗2 if k + 1 is even.
Hence the orbits of G in V + are the classes of similar quadratic forms.
In order to give a set of representatives of these G-orbits, we will first normalize the elements Xj.
Remember that theXj, j = 0, . . . , k satisfy the conditions of Proposition 3.5.2. This means that
for i 6= j, the quadratic form qXi,Xj represents 1. This quadratic form is defined on Ei,j(−1,−1)
by qXi,Xj(Y ) = −
1
2
b([Xi, Y ], [Xj, Y ]). As dimV
+ =
(k + 1)(k + 2)
2
, the normalization of the
Killing form given in Definition 1.10.1 is
b(X, Y ) = − k + 1
2(k + 1)(k + 2)
B˜(X, Y ) = Tr(XY ), X, Y ∈ g˜.
Then, if we set Xj = X(vjEk+1−j,k+1−j) with vj ∈ F ∗, a simple computation shows that for
Y = Y (y(Ek+1−i,k+1−j + Ek+1−j,k+1−j)) ∈ Ei,j(−1,−1), we have
qXi,Xj(Y ) = vivjy
2.
Hence qXi,Xj represents 1 if and only if vivj ∈ F ∗2. Therefore for all j ∈ {0, . . . k}, there
exists aj ∈ F ∗ such that vj = a2jv0. Any element X =
∑k
j=0 xjXj is then conjugated to
X(
∑k
j=0 xjEk+1−j,k+1−j) by the element g = [g, v
−1
0 ] where g is the diagonal matrix diag(ak, . . . , a0).
For X = X(B) ∈ V + with B ∈ Sym(k + 1, F ), let us denote by fX the quadratic form on
F k+1 defined by B (ie. fX(z) =
tzBz). From above we obtain that for X =
∑k
j=0 xjXj, the
quadratic form fX is similar to the form T ∈ F k+1 7→
∑k
j=0 xjT
2
j .
We describe now the similarity classes of quadratic forms. From Witt’s Theorems ([13] Theorem
I.4.1 and Theorem I.4.2, p.12), any quadratic form Q of rank r is the orthogonal sum of an
unique (up to equivalence) anisotropic form Qan of rank ran, and a hyperbolic form Q(m,m)
which is the sum of m hyperbolic planes with 2m + ran = r (m is the so-called Witt index of
Q). Moreover, two quadratic forms are similar if and only if they have the same Witt index
and if their anisotropic parts are similar.
We recall the following classical results ([13] Chapter VI, Theorem 2.2 page 152, and Corollary
2.5 p. 153-154):
(1) Every quadratic form of rank ≥ 5 is isotropic.
(2) Up to equivalence, there exists a unique anisotropic form of rank 4, given by x2 − uy2 −
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piz2 + upiz2.
(3) If Q is an anisotropic form of rank 3, then Q represents every class modulo F ∗2 except
−disc(Q) where disc(Q) is the discriminant of Q.
If Q′ is anisotropic of rank 3 with the same discriminant as Q then Q + disc(Q)t2 and Q′ +
disc(Q)t2 are anisotropic of rank 4, hence they are equivalent. Witt’s cancellation Theorem
([13] Chapter I, Theorem 4.2, p.12) implies then that Q ∼ Q′. Therefore there exist 4 equiva-
lence classes of anisotropic quadratic forms of rank 3 characterised by the discriminant. Hence
all the anisotropic quadratic forms of rank 3 are similar. Such a form is given by x2−uy2−piz2.
We describe first the similarity classes of anisotropic quadratic forms of rank 2. We know from
Lemma 3.8.6, that an anisotropic quadratic form Q of rank 2 represents exactly two classes
of squares a and b in F ∗/F ∗2 which characterize the equivalence class of Q. Moreover µQ is
equivalent to Q if and only if µ = 1 or ab modulo F ∗2.
Let a 6= b be two elements of F ∗/F ∗2. If ab 6= −1 the form ax2 + by2 is anisotropic and
represents a and b and if a = −b with −1 /∈ F ∗2 then −1 the sum of two squares ([13] Chapter
VI, Corollary 2.6 page 154) and then ax2 + ay2 is anisotropic and represents ±a. As there are
four classes modulo F ∗2, there
(
4
2
)
= 6 equivalence classes of anisotropic quadratic forms of
rank 2.
Let a 6= b ∈ F ∗/F ∗2 defining the equivalence class of an anisotropic form Q of rank 2. Then, for
w 6= 1, ab modulo F ∗2, one has F ∗/F ∗2 = {1, ab, w, wab}. As abQ is equivalent to Q, and as wQ
is not equivalent to Q, a form which is similar to Q is equivalent either to Q or to abQ. Hence
there are 3 similarity classes of anisotropic quadratic forms of rank 2. A set of representatives
of these classes are given by x2 + vy2 with v ∈ {−u,−pi, upi}.
Let Q be a quadratic form of rank k + 1 ≥ 3 and Witt index m: Q = Qan + Q(m,m). Hence
rank(Qan) ≤ 4 and k+ 1 = rank(Qan) + 2m. By the classical results we recalled above, we get:
- If k + 1 is odd, then rank(Qan) = 1 or 3 there are two similarity classes of quadratic forms,
- and if k + 1 is even, then rank(Qan) = 0, 2 or 4 and hence there are 5 similarity classes of
quadratic forms.
The statements 2(a) and 2(b) are consequences of the description of the anisotropic quadratic
forms of rank ≤ 4 given above.
Let us prove statement 2.(c). We denote by ι the natural injection from Sym(k + 1 −m,F )
into Sym(k + 1, F ) given by M 7→ ι(M) =
 M 0
0 0m
 ∈ Sym(k + 1, F ). Therefore
the space V +m is identified to the space Sym(k + 1 − m,F ) by the map M 7→ X(ι(M)). An
element X(ι(M)) ∈ V +m is generic in V +m if and only if det(M) 6= 0. The group Gm is the group
of elements g1 = [g1, µ] with g1 ∈ GL(k + 1−m,F ) and µ ∈ F ∗ acting on Sym(k + 1−m,F )
by [g1, µ].M = µ
−1g1M tg1.
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Let Z = X(ι(M)) and Z ′ = X(ι(M ′)) be two generic elements in V +m . If Z and Z
′ are G-
conjugated then there exist g ∈ GL(k + 1, F ) and µ ∈ F ∗ such that gι(M) tg = µ ι(M ′). Let
g1 ∈ GL(k + 1 −m,F ) be the submatrix of g of the k + 1 −m first rows and the k + 1 −m
first columns of g. Then one sees easily that g1M
tg1 = µ M
′. As Z and Z ′ are generic in V +m ,
the matrices M and M ′ are invertible and hence g1 ∈ GL(k + 1 −m,F ). This shows that Z
and Z ′ are Gm-conjugated.
Conversely, if Z and Z ′ are Gm-conjugated then there exist g1 ∈ GL(k+ 1−m,F ) and µ ∈ F ∗
such that g1M
tg1 = µ M
′. We set g =
(
g1 0
0 Im
)
. The element [g, µ] belongs to G and
satisfies Z ′ = [g, µ].Z. Hence Z and Z ′ are G-conjugated.
This proves that two generic elements in V +m are G-conjugated if and only if they are Gm-
conjugated.
Let S be the number of non zero G-orbits in V + and let Sr be the number of G-orbits of rank
r in V +. By Proposition 3.6.1, we have S =
∑k+1
r=1 Sr. From above, Sr is exactly the number of
open Gk+1−r- orbits in Vk+1−r. Using the statements 1, 2(a) and 2(b) we see that S1 = 1, S2 = 4
and S2p+1 = 2 for p ≥ 1, S2p = 5 for p ≥ 2 . For k = 2, we therefore have S = S1 +S2 +S3 = 7.
If k = 2p ≥ 4 is even, we get S = S1 +S2 +
∑p
j=1 S2j+1 +
∑p
j=2 S2j = 5 + 2p+ 5(p−1) = 7p and
for k = 2p + 1 ≥ 3 odd, we get S = S1 + S2 +
∑p
j=1 S2j+1 +
∑p+1
j=2 S2j = 5 + 2p + 5p = 7p + 5.
This ends the proof of 2.(c).
Here the subalgebra a0 is equal to a. Therefore the group L is the group of elements [g, µ]
where µ ∈ F ∗ and where g is a diagonal matrix of GL((k + 1), F ). If g is the diagonal matrix
in GL(k + 1, F ) whose diagonal elements are (ak, . . . a0), then we have [g, µ].
∑k
j=0 xjXj =
µ−1(a20x0X0 + . . .+ a
2
kxkXk). This proves 2(d) and ends the proof of the Theorem.

Theorem 3.8.10. Suppose that e = 2.
(1) If k + 1 = rank(g˜) = 2, then [F ∗ : χ0(G)] = 2. This case is case (9) and case (2)
with n = 2 in Table 1. The group G has 3 non zero orbits, for which 2 are open. A set
of representatives of the open orbits is given by X0 + vX1 where v ∈ F ∗/χ0(G). Two
generic elements of g˜λ0 ⊕ g˜λ1 are conjugated under the group L = ZG(a0) if and only if
they are G-conjugated.
(2) If k + 1 = rank(g˜) ≥ 3 then e = d = 2. This case corresponds to case (2) in Table 1,
namely g˜ = u(2n,E,Hn) where E is an unramified quadratic extension of F .
(a) If k + 1 = rank(g˜) is odd then χ0(G) = F
∗ and the group G has a unique open
orbit in V +.
(b) If k + 1 = rank(g˜) is even then χ0(G) = NE/F (E
∗) and the group G has two open
orbits given by O1 = {X ∈ V +; ∆0(X) = 1 mod NE/F (E∗)} and Opi = {X ∈
V +; ∆0(X) = pi mod NE/F (E
∗)}, where pi is a uniformizer in F .
(c) For m ∈ {0, . . . , k}, two generic elements in V +m are G-conjugated if and only if
they are Gm-conjugated. If k + 1 = 2p is even then the group G has 3p non zero
orbits and if k + 1 = 2p + 1 is odd, the group G has 3p + 1 non zero orbits. The
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representatives of these orbits are the representatives of the orbits under Gm of the
generic elements of V +m where m ∈ {0, . . . , k}.
(d) Let X = x0X0 + · · · + xkXk and X ′ = x′0X0 + · · · + x′kXk be two generic elements
of V +. Then X and X ′ are L-conjugated if and only if there exists µ ∈ F ∗ such
µxix
′
i ∈ NE/F (E∗) for all i ∈ {0, . . . , k}.
Proof. The case k + 1 = 2 is a consequence of Proposition 3.8.7.
If k + 1 ≥ 3, then from Table 1, we have d = e = 2. Using Remark 1.8.8, we can suppose
that g˜ is u(2n,E,Hn). This algebra can be realized as follows. Let E = F [
√
u] be a quadratic
extension of F where u is a non square unit. We denote by x 7→ x¯ the natural conjugation of
E and by NE/F the norm on E defined by associated to this extension NE/F (x) = xx¯. We also
set n = k + 1.
Define Sn =
(
0 In
In 0
)
. Consider the Lie algebra
g˜ = {Z ∈ sl(2n,E);ZSn + Sn tZ¯ = 0},
which is graded by the element H0 =
(
In 0
0 −In
)
. This implies that
g˜ =
{
Z =
(
A B
C − tA¯
)
;A,B,C ∈M(n,E) Tr(A− tA¯) = 0, tB¯ = −B and tC¯ = −C
}
.
The subspace V + is then isomorphic to the space Herm(n,E) of hermitian matrices in M(n,E)
(ie. matrices B such that tB¯ = B) through the map
B ∈ Herm(n,E) 7→ X(B) =
(
0
√
uB
0 0
)
∈ V +.
The space a is then the space of matrices
H(t0, . . . , tn−1) =
(
diag(tn−1, . . . , t0) 0
0 diag(−tn−1, . . . ,−t0)
)
,
with (t0, . . . , tn−1) ∈ (F ∗)n and the roots λj are given by λj(H(t0, . . . , tn−1)) = 2tj.
We fix a basis of g˜λj by setting Xj = X(Bj) where Bj ∈ Herm(n,E) is a diagonal matrix whose
coefficient are zero except the coefficient of index (n− j, n− j) which is equal to 1. As in the
proof of Theorem 3.8.9, we see easily that X0, . . . , Xk satisfy conditions of Proposition 3.5.2.
We will now describe the group G.
As g˜ ⊗F E = sl(n,E), the group Aut0(g˜) is the subgroup of Aut0(sl(2n,E)) which stabilizes
g˜, and hence (using [4] Chap VIII, §13, n01, VII, p.189) it is the group of the automorphisms
Ad(g) (conjugation by g) where g ∈ GL(2n,E) such there exists µ ∈ E∗ ve´rifiant tg¯Sng = µSn.
The group G is the subgroup of Aut0(g˜) of elements which commute with H0. Therefore an
element of G corresponds to the action of Ad(g) where g =
(
g1 0
0 g2
)
∈ GL(2n,E) is such
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that there exists µ ∈ E∗ satisfying g2 = µ tg¯1−1 and g1 = µtg¯2−1. This implies that µ¯ = µ,
hence µ ∈ F ∗, and g2 = µ tg¯1−1. Finally:
G =
{
Ad(g); g =
(
g 0
0 µ tg¯−1
)
, µ ∈ F ∗ g ∈ GL(n,E)
}
.
We denote by [g, µ] such an element of G. The action of [g, µ] on V + corresponds to the action
[g, µ].B = µ−1gB tg¯ on Herm(n,E).
The polynomial B ∈ Herm(n,E) 7→ det(B) ∈ F ∗ is relatively invariant under the action of G
and we normalize the polynomial ∆0 onV
+ by setting ∆0(X(B)) = det(B), B ∈ Herm(n,E).
This implies that
∆0(x0X0 + . . . xn−1Xn−1) = x0 . . . xn−1.
Therefore
χ0([g, µ]) = µ
−nNE/F (det(g)) (∗)
and hence if n is even, we have χ0(G) = NE/F (E
∗) and if n is odd , we have χ0(G) = F ∗. This
is a part of statements (2)(a) and (2)(b)
We describe now the G-orbits in V +. We will prove the results by induction on n = rank(g˜).
In what follows, we identify V + with Herm(n,E) and we recall that the action of G is given by
[g, µ].B = µ−1gB tg¯. By Proposition 3.6.1, any generic element of V + is G-conjugated to an
element of the form x0X0 + . . . + xn−1Xn−1. Therefore it suffices to study the G-orbits in the
space of diagonal matrices (with coefficients in F ) under this action. We set Ipi =
(
In−1 0
0 pi
)
.
If n = 2 (ie. k = 1), one has det(Ipi) = pi and det(I2) = 1. As χ0(G) = NE/F (E
∗), we see from
relation (∗), that the elements Ipi and I2 are not conjugated .
Let X =
(
x1 0
0 x0
)
with x0x1 6= 0. As NE/F (E∗) = F ∗2 ∪ uF ∗2, we obtain that if x0x1 /∈
NE/F (E
∗) then x0 = piaa¯x1 for an element a ∈ E∗ and hence X = x1
(
1 0
0 a
)
Ipi
(
1 0
0 a¯
)
=
[g, x−11 ].Ipi where g =
(
1 0
0 a
)
, and therefore X is G-conjugated to Ipi.
If x0x1 ∈ NE/F (E∗), then:
- either x0 and x1 belong to NE/F (E
∗), then x0 = aa¯ and x1 = bb¯ and hence X is conjugated
to I2 by the matrix g =
(
b 0
0 a
)
.
- or x0 and x1 belong to piNE/F (E
∗), then x0 = piaa¯ and x1 = pibb¯ and then X = [g, pi−1].I2.
This ends the proof for n = 2.
We will need the following result for the induction:
there exists g ∈ GL(2, E) tel que piI2 = g tg¯. (∗∗)
(remember that from above piI2 is either conjugated to I2 or to Ipi, this proves that it is actually
conjugated to I2.)
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Suppose that −1 ∈ F ∗2, then −1 = α20 with α0 ∈ F ∗ and we set g =

1 + pi
2
1− pi
2α0
−1− pi
2α0
1 + pi
2
 .
Then
det(g) =
(1 + pi)2
4
− (1− pi)
2
4
= pi
hence g ∈ GL(2, E) and
g tg¯ =

1 + pi
2
1− pi
2α0
−1− pi
2α0
1 + pi
2


1 + pi
2
−1− pi
2α0
1− pi
2α0
1 + pi
2
 = piI2.
If −1 /∈ F ∗2 then we can take u = −1. The quadratic form on F 4 defined by q(x, y, z, t) =
x2 + y2 + z2 + t2 is isotropic (because −1 is a sum of two squares by [13], Chapter VI, Corollary
2.6. p. 154) and hence it represents all elements of F ∗. Therefore there exist a, b, c, d ∈ F such
that pi = a2 + b2 + c2 + d2. We set α = a +
√
ub, β = c +
√
ud and g =
(
α β
−β¯ α¯
)
. One
has det(g) = |α|2 + |β|2 = a2 − ub2 + c2 − ud2 = pi (as −u = 1). Finally g ∈ GL(2, E) and
g tg¯ = (|α|2|+ |β|2)I2 = piI2.
This ends the proof of (∗∗).
We suppose now that the statements 2.(a) and 2.(b) in the Theorem are true if rank(g˜) =
p ≤ n and we will prove that they remain true for n+ 1.
Let X =

xn 0 0
0
. . . 0
0 0 x0
 whis xj ∈ F ∗. We denote by n(X) the cardinality of set {j ∈
{0, . . . , , n}, xj ∈ piNE/F (E∗)}.
Suppose first that n(X) is even.
As there exist automorphisms γi,j intervertingXi andXj (see Proposition 3.4.3), we can suppose
that xj ∈ piNE/F (E∗) if and only if j = 0, . . . , n(X)− 1 and then xj = piaj a¯j, and if j ≥ n(X),
we have xj ∈ NE/F (E∗) and hence xj = aj a¯j. We denote by g1 a matrix in GL(2, E) satisfying
(∗∗).
Let gpi the block diagonal matrix whose n − n(X) first blocks are just scalars equal to 1 and
whose 1
2
n(X) last blocks are equal to g1. Let diag(an, . . . , a0) be the diagonal matrix whose
diagonal coefficients are an, . . . , a0. Then g = diag(an, . . . , a0)gpi satisfies g
tg¯ = X, in other
words X is G-conjugated to In+1.
Suppose now that n(X) is odd.
If n is even then n+1 is odd, and hence n(piX) is even. From above, there exists g ∈ GL(n+1, E)
such that piX = g tg¯. This means that X is G-conjugated to In+1 by the element [g, pi].
We have proved that if n is even , any generic element is G-conjugated to In+1.
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If n is odd, as det(In+1) = 1, det(Ipi) = pi and χ0(G) ⊂ NE/F (E∗), the relation (∗) implies that
In+1 and Ipi are not G-conjugated .
Using again the automorphisms γi,j,we can suppose that x0 = piaa¯ with a ∈ E∗. We can write
X =
(
X1 0
0 x0
)
where X1 ∈M(n,E) is the diagonal matrix diag(xn, . . . , x1). Then n(X1) is
even, and hence there exists g1 ∈ GL(n,E) tel que X1 = g1 tg¯1. If we set g =
(
g1 0
0 a
)
∈
GL(n,E), we get X = gIpi
tg¯ and hence X is G-conjugated to Ipi.
This ends the prove of statement (2) (a) and (2) (b) of the Theorem.
Let us now prove the statement 2 (c). Let ι be the natural injection of Herm(n −m,E) into
Herm(n,E) which associates to M ∈ Herm(n−m,E) the matrix ι(M) =
 M 0
0 0m
 ∈
M(n,E). This way we identify the V +m to Herm(n − m,E) by the map M 7→ X(ι(M)). An
element X(ι(M)) ∈ V +m is generic in V +m if and only if det(M) 6= 0. The group Gm is the group
of elements g1 = [g1, µ] where g1 ∈ GL(n −m,E) and µ ∈ F ∗, acting on Herm(n −m,E) by
[g1, µ].M = µ
−1g1M tg¯1.
Let Z = X(ι(M)) and Z ′ = X(ι(M ′)) be two generic elements in V +m . If Z and Z
′ are G-
conjugated then there exist g ∈ GL(n,E) and µ ∈ F ∗ such that gι(M) tg¯ = µ ι(M ′). Let
g1 ∈ GL(n −m,E) be the submatrix of g given by the first m − n rows and the first m − n
first columns of g. An easy computations shows that g1M
tg¯1 = µM
′. As Z and Z ′ are generic
in V +m , the matrices M and M
′ are invertible and therefore g1 ∈ Gl(n−m,E). The preceding
relation shows then that Z and Z ′ are Gm-conjugated.
Conversely, if Z and Z ′ are Gm-conjugated then there exist g1 ∈ GL(n − m,E) and µ ∈ F ∗
such that g1M
tg¯1 = µM
′. We set b g =
(
g1 0
0 Im
)
. The element [g, µ] belongs to G and we
have Z ′ = [g, µ].Z. Hence Z and Z ′ are G-conjugated. The assertion concerning the number
of orbits can be easily proved the same way as the corresponding assertion in Theorem 3.8.9.
The statement (2) (c) is now proved.
The group L is the group of elements l = [g, µ] where g = diag(an−1, . . . , a0) is a diagonal
matrix and where µ ∈ F ∗. For such an element l, we have l.∑j xjXj = ∑j(µ−1xjaj a¯j)Xj.
The last statement is then easy.
This ends the proof.

3.9. G-orbits in the case ` = 3.
In this subsection we suppose ` = 3.
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By Remark 1.8.8, we can assume that g˜ is simple. If ` = 3 (and rank(g˜)= k + 1 > 1) then it
corresponds to case (7) in Table 1 and its Satake-Tits diagram is of type C2(k+1), (k ∈ N) and
is given by t dp p p p p t d t< d
Note that case (5) in Table 1 is a particular case of case (7).
By ([27] Proposition 5.4.5.), g˜ splits over any quadratic extension E of F , and (up to isomor-
phism) g˜⊗F E ' sp(4(k+ 1), E). We will use the following classical realization of g˜ (also used
in [17]):
Let F ∗2 the set of squares in F ∗. Let u be a unit of F which is not a square and let pi be a
uniformizer of F . According to [13] (Theorem VI. 2.2, p.152), the set
{1, u, pi, upi}
is a set of representatives of F ∗/F ∗2. We set E = F [
√
u] and we note 7→ x¯ the conjugation in
E. For n ∈ N, we denote by In the identity matrix of size n. Consider the symplectic form Ψ
on E4(k+1) defined by
Ψ(X, Y ) = tXK2(k+1)Y, where K2(k+1) =
(
0 I2(k+1)
−I2(k+1) 0
)
.
Then
g˜⊗F E = sp(4(k + 1), E) =
{(
A B
C −tA
)
; A,B,C ∈M(2(k + 1), E), tB = B, tC = C
}
.
We set:
Jpi =
(
0 pi
1 0
)
∈M(2, E), J =

Jpi 0 0
0
. . . 0
0 0 Jpi
 ∈M(2(k+1), E), T =
(
J 0
0 tJ
)
∈M(4(k+1), E).
The subalgebra g˜ is then the subalgebra of g˜⊗F E whose elements are the matrices X satisfying
TX = XT .
Let us make precise the different objects which have been introduced in earlier section in rela-
tion with the Lie algebra g˜.
The algebra g˜ is graded by the element H0 =
(
I2(k+1) 0
0 −I2(k+1)
)
. More precisely we have
V − =
{(
0 0
C 0
)
; C ∈M(2(k + 1), E),tC = C, tJC = CJ
}
,
V + =
{(
0 B
0 0
)
; B ∈M(2(k + 1), E),tB = B, JB = B tJ
}
,
and
g =
{(
A 0
0 −tA
)
; A ∈M(2(k + 1), E), JA = AJ
}
.
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The subspace a defined by
a =
H(t0, . . . , tk) =
(
H 0
0 −H
)
; with H =

tkI2
tk−1I2
. . .
t0I2
 ∈M(2(k + 1), F )

is a maximal split abelian subalgebra of g˜. If the linear forms ηj on a are defined by
ηj(H(t0, . . . , tk)) = tj,
then the root system of the pair (g˜, a) is given by
Σ˜ = {±ηi ± ηj, for 0 ≤ i < j ≤ k} ∪ {2ηj; for 0 ≤ j ≤ k}
and the set of strongly orthogonal roots given in Theorem 1.6.1 is the set
{λ0, . . . , λk} where λj = 2ηj.
We set also
S+ =
{
X ∈M(2, E); tX = X, JpiX = X tJpi
}
=
{(
pix¯ µ
µ x
)
;x ∈ E, µ ∈ F
}
,
S− =
{
Y ∈M(2, E); tY = Y, tJpiY = Y Jpi
}
=
{(
y µ
µ piy¯
)
; y ∈ E, µ ∈ F
}
,
and
L =
{
A ∈M(2, E), JpiA = AJpi
}
=
{(
x piy
y¯ x¯
)
;x, y ∈ E
}
.
For M ∈ M(2, E), the matrix Ei,i(M) ∈ M(2(k + 1), E) is block diagonal, the (k + 1 − i)-th
block being equal to M and all other 2× 2 blocks being equal to 0. In other words:
Ei,i(M) =

Xk
. . .
X0
 where Xj = 0 if i 6= j and Xi = M.
All the algebras l˜j are isomorphic and given by
l˜j =
{(
Ej,j(A) Ej,j(X)
Ej,j(Y ) Ej,j(− tA)
)
, A ∈ L, X ∈ S+, Y ∈ S−
}
.
The algebra g˜j is the centralizer of l˜0 ⊕ . . .⊕ l˜j−1. It is given by
g˜j =


Aj 0 Xj 0
0 0 0 0
Yj 0 −tAj 0
0 0 0 0
 ∈ g˜
 ,
where the matrices Aj,Xj and Yj are square matrices of size 2(k + 1− j).
Let us now describe the group G = Z
Aut0(g˜)
(H0).
By ([4] Chap VIII, §13, n03), we know that the group Aut0(g˜ ⊗F E) = Aut(g˜ ⊗F E) is the
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group of automorphisms of the form ϕs : X 7→ sXs−1 where s is a symplectic similarity of the
form Ψ. This means that s ∈ GL(4(k + 1), E) and there exists a scalar µ(s) ∈ E∗ such that
tsK2(k+1)s = µ(s)K2(k+1). The scalar µ(s) is called the ratio of the similarity s. It is easily
seen that any similarity s with ratio µ such that ϕs(H0) = H0 can be written s = s(g, µ) :=(
g 0
0 µtg−1
)
with g ∈ GL(2(k+1), E) and µ ∈ E∗. As s(µI2(k+1), µ2) = µI4(k+1), the elements
s(µI2(k+1), µ
2) with µ ∈ E∗ act trivially on g˜ ⊗F E. More precisely one can easily show that
ϕs(g,λ) = Id⇐⇒ ∃µ such that g = µI2(k+1), and λ = µ2.
Let HE be the subgroup of GL(2(k + 1), E)×E∗ whose elements are of the form (µI2(k+1), µ2)
with µ ∈ E∗. Then, from above, the map (g, λ) 7→ ϕs(g,λ) induces an isomorphism from
GL(2(k+ 1), E)×E∗/HE onto the centralizer of H0 in Aut0(g˜⊗F E), which we will denote by
GE. If (g, µ) ∈ GL(2(k + 1), E) × E∗, we will denote by [g, µ] its class in GE. The action of
GE on g˜⊗F E stabilizes V + ⊗F E and V − ⊗F E. More precisely the action on V + ⊗F E is as
follows:
[g, µ]
(
0 X
0 0
)
=
(
0 µ−1gX tg
0 0
)
.
The group we are interested in, namely G = ZAut0(g˜)(H0), is the subgroup of GE of all elements
which normalize g˜. As V + and V − generate g˜, G is also the subgroup of GE of all elements
normalizing V + and V −.
A result in the spirit of the following is indicated without proof in [17] (p. 112).
Proposition 3.9.1. Let G0(2(k + 1)) be the subgroup of elements g ∈ GL(2(k + 1), E) such
that J g¯ = gJ . Then
G = {g = [g, µ],g ∈ G0(2(k + 1)) ∪√uG0(2(k + 1)), µ ∈ F ∗}
Proof. We identify V + with the space SymJ(2(k+1)) of symmetric matrices X ∈M(2(k+1), E)
such that JX = X tJ through the map X 7→ X =
(
0 X
0 0
)
.
As the extension E = F (
√
u) is unramified ([13], Chap. VI, Remark 2.7 p. 154), the uniformizer
pi of F is still a uniformizer in E. We will now define a unit e of E which is not a square (and
hence, as before for F , the set {1, e, pi, epi} will be a set of representatives of the classes in
E∗/E∗2).
If −1 ∈ F ∗2 then one can easily see that √u is not a square in E∗. In this case we set e = √u
(of course e is still a unit in E). If −1 /∈ F ∗2, we can suppose that u = −1. Then by ([13]
Corollary V.2.6, p.154) −1 is a sum of two squares in F ∗. That is −1 = x20 + y20 (x0, y0 ∈ F ∗)
and in this case we set e = x0 + y0
√
u /∈ E∗2 (again one verifies easily that e is not a square in
E∗).
Let g ∈ GE. From the definition of the group GE, one sees that there exist g ∈ GL(2(k+1), E)
and µ ∈ {1, e, pi, epi} such that g = [g, µ]. We will now fix such a pair (g, µ). If g ∈ G then
[g, µ]V + ⊂ V +, and this implies that for all X ∈ SymJ(2(k + 1)), one has
Jµ−1gX tg = µ−1gX tg tJ.
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As J2 = piI4(k+1), we obtain that for all X ∈ SymJ(2(k + 1)), on has
(g−1JgJ−1)X t(g−1JgJ−1) = µ−1µ X. (∗)
The proposition will then be a consequence of the following Lemma:
Lemma 3.9.2. Let M ∈ M(2(k + 1), E) and ν ∈ E∗ such that MX tM = νX for all X ∈
SymJ(2(k + 1)), then there exists a ∈ E∗ such that ν = a2 and M = aI2(k+1).
Proof of Proposition 3.9.1 (Lemma 3.9.2 being assumed)
Remember that we have fixed a pair (g, µ) in GL(2(k+1), E)×{1, e, pi, epi} such that g = [g, µ].
• If µ = 1 or µ = pi then µ−1µ = 1. The preceding Lemma and the relation (∗) imply
g−1JgJ−1 = ±I2(k+1) and hence Jg = ±gJ . If Jg = gJ then g ∈ G0(2(k + 1)). If Jg = −gJ
then
√
ug satisfies J
√
ug =
√
ugJ and hence g ∈ √uG0(2(k+ 1)). Conversely, it is easy to see
that if g verifies Jg = ±gJ and if µ belongs to F ∗ then [g, µ] stabilizes V + and V −.
•• We show now that if µ = e or µ = epi then the element [g, µ] of GE does not belong to G.
Suppose that µ = e or µ = epi and [g, µ] ∈ G.
If −1 ∈ F ∗2 then −1 = α20 with α0 ∈ F ∗ and we have set e =
√
u /∈ E∗2. Then µ−1µ = −1 = α20.
The preceding lemma implies Jg = α0gJ with  = ±1. Taking the conjugate of this equality,
one obtains Jg = α0gJ . And therefore
g = α0J
−1gJ = α20J
−2gJ2 = −g,
and this is impossible as g 6= 0.
If −1 /∈ F ∗2, we have set u = −1 = x20 + y20, with x0, y0 in F ∗, and e = x0 + y0
√
u. Then
µ−1µ =
e¯2
ee¯
= −e¯2 = (e¯√u)2. Hence the preceding Lemma gives Jg = e¯√ugJ with 2 = 1,
and this implies that Jg = −e√ugJ and therefore
g = e¯
√
uJ−1gJ = −ue¯eJ−2gJ2 = −g.
Again this is impossible as g 6= 0.
This proves the proposition. 
Proof of Lemma 3.9.2:
For k = 0, we have SymJ(2, E) = S+ =
{(
pix¯ λ
λ x
)
;x ∈ E, λ ∈ F
}
. Let us set M =(
a b
c d
)
∈ GL(2, E). The relation which is satisfied by M and ν implies that for all x ∈ E
and λ ∈ F , one has 
a2pix+ b2x+ 2abλ = νpix
c2pix+ d2x+ 2dcλ = νx
acpix+ bdx+ (ad+ bc)λ = νλ
The first two equations imply b = c = 0 and a2 = d2 = ν and the third equation implies then
a = d. Therefore it exists a ∈ E∗ such that
M = aI2, and ν = a
2 ∈ E∗2.
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On the other hand, a similar computation shows that if M ∈M(2, E) satisfies MX tM = 0 for
all X ∈ S+ then M = 0.
By induction we suppose that the expected result is true up to the rank k − 1. Let (M, ν) ∈
M(2(k + 1), E)× E∗ satisfying the hypothesis of Lemma 3.9.2. Let us write
M =
 M ′
Mk
...
Lk . . . L1 M0
 ,
with M ′ ∈ M(2k,E) and Mj, Lj ∈ M2(E). The equality MX tM = νX for all matrices
X ∈ SymJ(2(k + 1), E) of the form
X =
 X
′
0
...
0
0 . . . 0 X0
 ,
(with X′ ∈ SymJ(2k,E) and X0 ∈ SymJ(2, E)) implies then that for all X′ ∈ SymJ(2k,E)
and all X0 ∈ SymJ(2, E), one has
M ′X′ tM ′ = νX′
M0X0
tM0 = νX0
MjX0
tMj = 0 for j = 1, . . . k.
By induction , there exists a ∈ E∗ such that ν = a2, Mk = . . . = M1 = 0 and M ′ = ′aI2k,M0 =
0aI2 with 
′, 0 ∈ {±1}.
Taking X0 = 0 and X
′ diagonal by blocks, each block being equal to Y ∈ SymJ(2, E), one
obtains
LjY
tLj = 0 for j = 1, . . . k, for all Y ∈ SymJ(2, E)
and hence Lk = . . . = L1 = 0 from the case k = 0.
The equality MX tM = a2X for all matrices X ∈ SymJ(2(k + 1), E) of the form
X =
 0
Y
0
...
tY 0 . . . 0
 ,
where Y ∈M(2, E) and JpiY = Y tJpi implies then that ′0 = 1.
This ends the proof of Lemma 3.9.2. 
Definition 3.9.3. The subgroup G0 of G is defined to be the subgroup of elements [g, 1] of G,
with g ∈ G0(2(k + 1)). Hence we have:
Aute(g) ⊂ G0 ⊂ G.
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Remark 3.9.4. Recall that for j ∈ {0, . . . , k}, the group Gj (with G0 = G) is the analogue
of the group G for the Lie algebra g˜j and that Gj ⊂ G. From the preceding Definition, one
has an injection G0j ↪→ G0 given by [gj, 1] 7→ [g, 1] where gj ∈ G0(2(k + 1 − j)) and where
g =
(
gj 0
0 Ij
)
. In what follows, we will identify G0j with a subgroup of G
0 under this injection.
In particular, an element gj ∈ G0j will have a trivial action on ⊕j−1s=0g˜λj .
In the same manner, we will denote by L0i the corresponding subgroup for the Lie algebra l˜i.
We will now normalize the relative invariants ∆j on V
+
j for j = 0, . . . , k. The determinant is
an irreducible polynomial on the space of symmetric matrices which satisfies:
det(µ−1gX tg) = µ−2(k+1)det(g)2det(X), X ∈ SymJ(2(k + 1), E), [g, µ] ∈ G.
Therefore one can normalize the fundamental relative invariant ∆0 by setting
∆0
(
0 X
0 0
)
= (−1)k+1det(X).
The character χ0 is given by
χ0(g) = µ
−2(k+1)det(g)2
for g = [g, µ] ∈ G. This implies that
χ0(G) ⊂ F ∗2.
Similarly, the fundamental relative invariant δ0 of g˜
λ0 (cf. Definition 1.14.1) is given by
δ0(X) = −det(X); for X =
(
0 E0,0(X)
0 0
)
, X ∈ S+.
Let us now fix elements γi,j ∈ Aute(g) ⊂ G0 satisfying the properties of Proposition 3.4.3. Then
γi,j
(
0 Ei,i(X)
0 0
)
=
(
0 Ej,j(X)
0 0
)
, for X ∈ S+.
We normalize the relative invariant polynomials δj of g˜
λj by setting
δj(X) = δ0(γj,0(X)), X ∈ g˜λj .
From Theorem 1.12.4, the Lj-orbits de g˜
λj\{0} are given by
{X ∈ g˜λj ; δj(X) ≡ v modF ∗2}, v ∈ (F ∗/F ∗2)\{−disc(δj)}}.
Then, we normalize the polynomials ∆i (defined by their restriction to V
+
i ) (cf. Definition
1.14.1) by setting
∆i(Xi + . . .+Xk) =
k∏
i=j
δj(Xj), Xi ∈ g˜λi .
Lemma 3.9.5. Let X and X′ be two elements of S+ such that det(X) ≡ det(X′) mod F ∗2.
Then there exists g ∈ G0(2) such that X = gX′ tg.
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Proof. We consider here the case k = 0, that is the algebra l˜0 = g˜
−λ0 ⊕ l0 ⊕ g˜λ0 with l0 =
[g˜−λ0 , g˜λ0 ] ' L, g˜λ0 ' S+ ' F 3 and g˜−λ0 ' S−. Let Q be the quadratic form on S+ defined
by Q(Y) = −det(Y) = −pia2 + upib2 + c2 for Y =
(
pi(a+
√
ub) c
c a−√ub
)
∈ S+ (where
a, b, c ∈ F ). Remember also that this form is anisotropic.
Let U be the connected algebraic subgroup of G0(2) ⊂ GL(2, E) whose Lie algebra is u =
[L,L] ⊂ sl(2, E). We will first give a surjection from U onto SO(Q). By [24] (Corollary 24.4.5
and Remark 24.2.6) the group U is the intersection of the algebraic subgroups of GL(2, E)
whose Lie algebra contains u. As the Lie algebra of SL(2, E) is sl(2, E) (see for example [2],
Chap. I, 3.9 (d)), we get that U ⊂ SL(2, E) and hence the elements in U have determinant 1.
We denote by Ψg the action of an element g of U on S+, in other words Ψg(Y) = gY tg.
As U ⊂ SL(2, E) one has Ψg ∈ O(Q). From Lemma 3.9.2 one has Ψg = IdS+ if and only if
g = ±I2. Therefore the map
U1 = U/{±I2} −→ O(Q)
g 7−→ Ψg
(defined up to a abuse of notation) is injective.
Let F be an algebraic closure of F . It is well known that SO(Q,F ) is connected. As U is
connected, the same is true for U1. Therefore Ψ(U1(F )) ⊂ SO(Q,F ), and Ψ is an isomorphism
from U1 on its image.
From [24] (Theorem 24.4.1), the differential of Ψ is injective. As the Lie algebra of U1 (which
is equal to u) has the same dimension (3) as o(Q), the map Ψ is also a submersion. Hence
Ψ(U1(F )) is open in SO(Q,F ). By [2] Chap. I, Corollary 1.4, the group Ψ(U1(F )) is also closed
in SO(Q,F ). Therefore Ψ(U1(F )) = SO(Q,F ).
Let ϕ ∈ SO(Q) and g˜ ∈ U(F ) be such that Ψg˜ = ϕ. The element g =
(
g˜ 0
0 tg˜−1
)
normalizes
g˜λ0 , hence by duality g normalizes g˜−λ0 and therefore it normalizes l0 and [l0, l0]. This implies
that g˜ ∈ U . Finally the map g 7→ Ψg is surjective from U onto SO(Q).
Let us now prove the Lemma. From the assumption, there exists x ∈ F ∗ such that Q(X) =
Q(xX′). From Witt’s Theorem SO(Q) acts transitively on the set {Y ∈ S+;Q(Y) = t}, hence
there exists g ∈ U ⊂ G0(2) such that X = xgX′ tg.
In order to prove the Lemma, it is now enough to prove that for all Y ∈ S+ \ {0}, the elements
uY, piY and Y are conjugated under G0(2), as F ∗/F ∗2 = {1, u, pi, upi}.
Let Y ∈ S+ \ {0}. As Jpi = piJ−1pi , one has piY = JpiY tJpi. And as det(Y) = det(Y), the
preceding discussion implies that there exists g ∈ U ⊂ G0(2) such that gY tg = Y. As
Jpi ∈ G0(2), it follows that piY and Y are conjugated by the element Jpig of G0(2).
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Let us prove that uY is G0(2)-conjugate to Y. As −disc(Q) = u, a system of representatives
of the L0 - orbits in g˜
λ0 ' S+ is given by
X1,0 =
(
pi 0
0 1
)
, X0,1 =
(
0 1
1 0
)
, and Xα,0 =
(
piα 0
0 α
)
,
where αα = u (if −1 = α20 ∈ F ∗2 then α = α0
√
u, and if −1 /∈ F ∗2 then u = −1 = x20 + y20 with
x0, y0 ∈ F ∗ and α = x0 + y0
√
u) (see Theorem 1.12.4 2)).
By proposition 3.9.1, L0 is the group of elements [g, µ] with g ∈ G0(2)∪
√
uG0(2) and µ ∈ F ∗.
Hence, there exist y ∈ F ∗ and g ∈ G0(2) such that ygY tg equals to X1,0, X0,1 or Xα,0. Thus
it is enough to prove the result for this set of representatives.
Let gu =
( √
u 0
0 −√u
)
∈ G0(2), then guX1,0 tgu = uX1,0 and guXα,0 tgu = uXα,0. If
gα =
(
α 0
0 α
)
∈ G0(2), then gαX0,1 tgα = uX0,1.
The Lemma is proved.

Corollary 3.9.6. Let k ∈ N. Let X = X0 + . . . + Xk be a generic element of ⊕ki=0g˜λi. Let
j ∈ {0, . . . , , k} and X ′j ∈ g˜λj such that δj(Xj) = δj(X ′j) mod F ∗2. Then X0 + . . . Xj−1 + X ′j +
Xj+1 + . . . Xk is L
0
j -conjugated to X.
Proof. Let Xj =
(
0 Ei,i(Xj)
0 0
)
and X ′j =
(
0 Ei,i(X
′
j)
0 0
)
, where Xj and X
′
j belong to
S+. Then δj(Xj) = δj(X ′j) mod F ∗2 if and only if det(Xj) = det(X′j) mod F ∗2. By Lemma
3.9.5, the elements Xj and X
′
j are G
0(2)-conjugated. The result is then a consequence of the
definition of L0j (see Remark 3.9.4).

Lemma 3.9.7. Suppose that k = 1. Let X = X0 +X1 and Y = Y0 + Y1 be two elements of V
+
such that Xj, Yj ∈ g˜λj\{0} and δ0(X0) ≡ δ1(X1) mod F ∗2 and δ0(Y0) ≡ δ1(Y1) mod F ∗2. Then
X and Y are in the same G0-orbit.
Proof. The normalization of δ1, the hypothesis, and Corollary 3.9.6 imply that the elements X1
and γ0,1(X0)(respectively Y1 and γ0,1(Y0)) are in the same L
0
1-orbit. As L
0
1 acts trivially on g˜
λ0 ,
one can suppose that X1 = γ0,1(X0) and Y1 = γ0,1(Y0).
If δ0(X0) ≡ δ0(Y0) mod F ∗2 then Corollary 3.9.6 implies that Xj and Yj are conjugated by an
element lj in L
0
j for j = 0, 1 and then X and Y are conjugated by l0l1 ∈ G0.
We assume now that δ0(X0) 6≡ δ0(Y0) mod F ∗2. We can then write
X =
 0 X 00 X
0 0
 and Y =
 0 Y 00 Y
0 0
 ,
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with X,Y ∈ S+\{0}, and det(X) 6≡ det(Y) mod F ∗2.
Consider the polynomial Q(a, b) defined on F 2 by
Q(a, b) = det(aX−Y)− b2det(X).
Then Q(a, b) = det(X)(a2 − b2) + 2a C0(X,Y) + det(Y) where C0 is a polynomial function in
the variables (X,Y). We set C1(X,Y) = (det(X))
−1C0(X,Y), and hence
Q(a, b) = det(X)(a2 − b2) + 2a det(X)C1(X,Y) + det(Y).
We obtain then
Q(a, b) = det(X)
[(
a+ C1(X,Y)
)2 − b2]+ det(Y)− det(X)C1(X,Y)2.
As the quadratic form (A,B) 7→ A2 − B2 is isotropic, it represents all elements of F ([13]
Theorem I.3.4 p.10) and hence it exists (A0, B0) such that
det(X)(A20 −B20) + det(Y)− det(X)C1(X,Y)2 = 0.
It follows that the pair (a0, b0) = (A0 − C1(X,Y), B0) satisfies Q(a0, b0) = 0 or equivalently,
det(a0X−Y) = b20det(X).
As X and Y belong to S+, we have det(a0X − Y) = 0 if and only if a0X − Y = 0. As
det(X) 6≡ det(Y) mod F ∗2, we deduce that a0 6= 0 and b0 6= 0. Therefore a0X−Y and −a0X
are two non zero elements of S+ such that det(a0X −Y) ≡ det(−a0X) mod F ∗2. By Lemma
3.9.5, it exists g1 ∈ G0(2) such that a0X−Y = −a0g1X tg1, which is equivalent to
Y = a0X + a0g1X(
tg1).
Let us set
g =
(
I2 g1
−X(tg1)X−1 I2
)
.
As tX = X, an easy computation shows that:
g
(
a0X 0
0 a0X
)
(tg) =
(
Y 0
0 Y′
)
, with Y′ = a0X + a0X(tg1)X−1g1X ∈ S+. (∗)
As Y = a0X+a0g1X(
tg1) 6= 0, one has X 6= −g1X(tg1) and this is equivalent to X(tg1)X−1g1 6=
−I2. This implies that Y′ 6= 0. Then, by computing the determinant in (∗) above, we get
det(g) 6= 0 and det(Y) = det(Y′) modulo F ∗2.
As Jpig1 = g1Jpi and JpiX = X
tJpi, a simple computation shows that Jg = gJ and hence
g ∈ G0(4).
The relation det(Y) = det(Y′) modulo F ∗2 and Lemma 3.9.5 imply that there exists g0 ∈ G0(2)
such that
g0Y
′ tg0 = Y.
We set
l0 :=
(
I2 0
0 g0
)
∈ G0(4).
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Then g = [g, 1] and l0 = [l0, 1] belong to G
0 and satisfy l0g(a0X) = Y . Using Lemma 3.9.5
again, there exists g2 ∈ G0(2) such that a0X = g2X tg2. Taking g′2 =
(
g2 0
0 g2
)
∈ G0(4)
and g2 = [g
′
2, 1] ∈ G0, we deduce that l0gg2X = Y and l0gg2 ∈ G0. The Lemma is proved.

We are now able to describe the G-orbits in V + in the case ` = 3.
Let us set:
e1 = 1, e2 = pi, e3 = upi
and remember that {1, pi, upi} = F ∗/F ∗2\{−disc(δ0)}.
For l ∈ {1, 2, 3} and X = Xm + . . .+Xk ∈ V + with Xj ∈ g˜λj\{0}, we define
nl(X) = #{j ∈ {m, . . . , k} such that δj(Xj) = el mod F ∗2}
.
Theorem 3.9.8.
We suppose that ` = 3
1) Let X = X0 + . . .+Xk and X
′ = X ′0 + . . .+X
′
k be two elements of V
+ such that Xi ∈ g˜λi\{0}
(resp. X ′j ∈ g˜λj\{0}). Then the following assertions are equivalent:
(a) X and X ′ are in the same G-orbit,
(b) nl(X) ≡ nl(X ′) mod 2 for l = 1, 2 and 3,
(c) X and X ′ are in the same G0-orbit.
2) Suppose that the rank of g˜ is k + 1. Then the number of G-orbits in V + is 4(k + 1) with 3
open orbits if the rank is 1 (i.e. k = 0) and 4 open orbits if the rank is ≥ 2 (i.e. k ≥ 1).
3) For v ∈ {1, pi, upi}, let us fix a representative X0(v) ∈ g˜λ0 of the orbit {Y ∈ g˜λ0 ; δ0(Y ) ≡
v mod F ∗2} and, if k ≥ 1, we set Xj(v) = γ0,j(X0(v)), for j = 1, . . . k. A set of representatives
of the non zero orbits is then:
X0(1), X0(pi), X0(upi),
and, if k ≥ 1, for m ∈ {0, . . . , k},
Xm(1) + . . .+Xk−1(1) +Xk(1),
Xm(1) + . . .+Xk−1(1) +Xk(pi),
Xm(1) + . . .+Xk−1(1) +Xk(upi),
Xm(1) + . . .+Xk−2(1) +Xk−1(pi) +Xk(upi).
.
(where we assume that if k = 1 then Xk−2(1) = 0).
For k ≥ 1, the 4 open orbits are those of the preceding elements where m = 0. For k = 0, the
3 open orbits are those of the elements X0(1), X0(pi) and X0(upi).
Proof.
1) Clearly, (c) implies (a).
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If X and X ′ are in the same G-orbit then ∆0(X) = ∆0(X ′) mod F ∗2 (because χ0(G) ⊂ F ∗2),
and hence
k∏
j=0
δj(Xj) ≡
k∏
j=0
δj(X
′
j) mod F
∗2.
This implies that
pin2(X)(upi)n3(X) = pin2(X
′)(upi)n3(X
′) mod F ∗2.
Which is the same as:
pin2(X)+n3(X)(u)n3(X) = pin2(X
′)+n3(X′)(u)n3(X
′) mod F ∗2.
And as F ∗/F ∗2 ' (Z/2Z)2 this last equality implies that
n2(X) + n3(X) = n2(X
′) + n3(X ′) mod 2 and n3(X) = n3(X ′) mod 2,
and therefore n2(X) = n2(X
′) mod 2.
As n1(X)+n2(X)+n3(X) = n1(X
′)+n2(X ′)+n3(X ′) = k+1, we obtain also n1(X) ≡ n1(X ′)
mod 2. Finally
n`(X) = n`(X
′) mod 2, for ` = 1, 2, 3.
Thus (a) implies (b).
Suppose that nl(X) = nl(X
′) mod 2 for l = 1, 2 and 3. We will show by induction on k that X
and X ′ are G0-conjugated. By Corollary 3.9.6 the result is true for k = 0.
Suppose now that k ≥ 1.
• If there exists an l ∈ {1, 2, 3} such that nl(X) ≡ nl(X ′) ≡ 1 mod 2. Then, applying eventually
the elements γi,j ∈ Aute(g) ⊂ G0, we can suppose that δ0(X0) = δ0(X ′0) = el. From the case
k = 0 there exists g0 ∈ L00 such that g0X ′0 = X0. As L00 stabilizes the space ⊕kj=1g˜λj , we get
g0X
′ = X0 +X ′1 + . . . X
′
k.
By induction on the elements X1 + . . . + Xk and X
′
1 . . . + X
′
k of V
+
1 there exists g1 ∈ G01 such
that g1(X
′
1 + . . .+X
′
k) = X1 + . . .+Xk. As g1 stabilizes g˜
λ0 , we obtain g1g0X
′ = X and hence
X and X ′ are G0-conjugated.
• Suppose that nl(X) ≡ nl(X ′) ≡ 0 mod 2 for all l ∈ {1, 2, 3}. This implies that k ≥ 1 is odd.
The case k = 1 is a consequence of Lemma 3.9.7. Hence we assume k ≥ 3.
As n1(X) + n2(X) + n3(X) = k + 1, we cannot have n`(X) = 0 (or n`(X
′) = 0) for all
` = 1, 2, 3. Therefore there exist r 6= s and r′ 6= s′ such that δr(Xr) ≡ δs(Xs) mod F ∗2 and
δr′(X
′
r′) = δs′(X
′
s′) mod F
∗2 . Using the elements γi,j ∈ G0 if necessary, we can suppose that
r = r′ = k − 1 and s = s′ = k.
Then Xk−1 +Xk and X ′k−1 +X
′
k are two elements of V
+
k−1 such that
δk−1(Xk−1) = δ(Xk)) mod F ∗2 and δk−1(X ′k−1) = δ(X
′
k) mod F
∗2.
Then by Lemma 3.9.7 there exists gk−1 ∈ G0k−1 such that gk−1(X ′k−1 +X ′k) = (Xk−1 +Xk) and
hence gk−1(X ′) = X ′0 + . . .+X
′
k−2 +Xk−1 +Xk.
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The elements X˜ ′ = γ0,k−1γ1,k(X ′0 + . . . + X
′
k−2) and X˜ = γ0,k−1γ1,k(X0 + . . . + Xk−2) of V
+
2
satisfy the condition nl(X˜) = nl(X˜
′) ≡ 0 mod 2 for all l ∈ {1, 2, 3}. By induction (applied to
V +2 ) there exists g
′
2 ∈ G02 such that g′2X˜ ′ = X˜.
The element γ0,k−1γ1,k(Xk−1 +Xk) ∈ g˜λ0 + g˜λ1 is fixed by g′2. We obtain:
g′2γ0,k−1γ1,kgk−1(X
′) = g′2γ0,k−1γ1,k(X
′
0 + . . .+X
′
k−2 +Xk−1 +Xk)
= g′2(X˜
′) + γ0,k−1γ1,k(Xk−1 +Xk) = X˜ + γ0,k−1γ1,k(Xk−1 +Xk) = γ0,k−1γ1,k(X),
and this proves the first assertion.
2) Let Z ∈ V + \ {0} . We know from Theorem 3.2.2 that the element Z is G-conjugated to an
element of the form Z0 + . . . + Zk with Zj ∈ g˜λj . Let m be the number of indices j such that
Zj = 0. Using the elements γi,j ∈ G of Proposition 3.4.3, we see that Z is G-conjugated to an
element of the form X = Xm + . . .+Xk with Xj ∈ g˜λj\{0} for j = m, . . . , k.
Z belongs to an open orbit if and only if m = 0 (if not we would have ∆0(Z) = 0).
If k = 0 we have already seen (in Theorem 1.12.4 2)) that the number of open orbits is 3. If
k ≥ 1, the number of open orbits is equal, according to the first assertion, to the number of
classes modulo 2 of triples (n1(X), n2(X), n3(X)) such that n1(X) + n2(X) + n3(X) = k + 1.
This number of classes is 4.
3) Suppose m 6= m′. Then, according to Theorem 3.5.1, two elements X = Xm + . . .+Xk with
Xj ∈ g˜λj\{0} and Y = Ym′ + . . . + Yk with Yi ∈ g˜λi\{0} are not in the same G-orbit because
rang QX 6= rang QY .
Finally, to conclude the proof, it will be enough to show that two generic elements Y =
Ym+ . . . Yk and Y
′ = Y ′m+ . . . Y
′
k of V
+
m are G-conjugated if and only if they are Gm-conjugated.
Let g = [g, µ] ∈ G such that gY = Y ′. Denote by g1 ∈M(2(k−m+ 1), E) the submatrix of g
of the coefficients in the first k −m+ 1 rows and columns. Set
g′ =
(
g1 0
0 Im
)
A simple block by block computation shows that [g′, µ] · Y = Y ′. This implies that ∆m(Y ) =
µ−2 det(g1)2∆m(Y ′). As Y and Y ′ are generic in V +m , it follows that det(g1) 6= 0. Hence the
element [g1, µ] belongs to Gm (see Proposition 3.9.1).
Conversely, if Y and Y ′ generic in V +m are Gm - conjugate then, by the first assertion, they are
G0m-conjugate. Since G
0
m ⊂ G0, this achieves the proof of the Theorem.

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4. The symmetric spaces G/H
4.1. The involutions.
Let I+ be a generic element of V +. By Proposition 1.7.12, there exists I− ∈ V − such that
{I−, H0, I+} is an sl2-triple. The action on g˜ of the non trivial element of the Weyl group of
this sl2-triple is given by the element w ∈ G˜ defined by
w = ead I
+
ead I
−
ead I
+
= ead I
−
ead I
+
ead I
−
.
We denote by σ the corresponding isomorphism of g˜:
σ(X) = w.X, X ∈ g˜.
We denote also by σ the automorphism of G˜ induced by σ:
σ(g) = wgw−1, for g ∈ G˜.
If X ∈ g˜ is nilpotent, then σ(ead X) = ead σ(X).
Theorem 4.1.1.
The automorphism σ is an involution of g˜ which satisfies the following properties:
(1) Define h = {X ∈ g;σ(X) = X}. Then h = zg(I+) = zg(I−).
(2) Define q = {X ∈ g;σ(X) = −X}.Then ad I+ is an isomorphism from q onto V + and
ad I− is an isomorphism from q onto V −.
(3) σ(I+) = I− and σ(V +) = V −. Moreover one has σ(X) =
1
2
(
ad I−
)2
X, for X ∈ V +
and σ(X) =
1
2
(
ad I+
)2
X, for X ∈ V −.
(4) σ(H0) = −H0 and σ(g) = g. Moreover, for X ∈ g, one has σ(X) = X+(ad I− ad I+)X.
Proof. For the convenience of the reader we give the proof although it is the same as for the
real case (See [7]). It is just elementary representation theory of the sl2-triple {I−, H0, I+}.
The irreducible components of g˜ under the action of this sl2-triple are of dimension 1 or 3
(because the weights of the primitive elements are 0 or 2). The action of w2 is trivial on each
of these components as they have odd dimension (see section 3.1). Hence σ is an involution of
g˜.
The subalgebra g is the sum of the 0-weight spaces of theses irreducible components. If the
dimension of the component is 1 (respectively 3) then the action of w is trivial (respectively
multiplication by −1). Therefore h is the sum of the irreducible components of dimension 1,
and this proves the assertion (1), and q is the sum of the 0-weight spaces of the irreducible
components of dimension 3, and this proves the assertion (2).
The space V + is the sum of the sum of the subspaces of primitive elements of the irreducible
components of dimension 3. Hence the action of w on V + is given by 1
2
(ad I−)2 (see section
3.1). This implies that σ(I+) = I− and σ(V +) = V −.
If X ∈ V − then Y = (ad I+)2X belongs to V + and σ(Y ) = (ad σ(I+))2σ(X) = (ad I−)2σ(X).
From the preceding discussion, we obtain σ(Y ) = 1
2
(ad I−)2(Y ). As (ad I−)2 is injective on
V +, we get
σ(X) =
1
2
(ad I+)2X.
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The assertion (3) is now proved.
As H0 = [I
−, I+], we have σ(H0) = −H0 and therefore σ(g) = g. If X ∈ h, we have
ad I− ad I+ X = 0 and this means that σ(X) = X = X + ad I− ad I+ X.
If X ∈ q \ {0}, then ad I+X is a non zero element of V +. Hence it is a primitive element of an
irreducible component of dimension 3. Therefore ad I+ad I− ad I+X = −2 ad I+X. As ad I+
is injective on q, we obtain ad I− ad I+X = −2X. And hence
w.X = −X = X + ad I− ad I+X.
This proves (4). 
Definition 4.1.2. An sl2-triple {I−, H0, I+} is called a diagonal sl2-triple if I+ = X0+. . . Xk is
a generic element of V + such that Xj ∈ g˜λj \{0} and if I− = Y0 + . . .+Yk where Yj ∈ g˜−λj \{0}
and {Yj, HλjXj} is an sl2-triple for all j ∈ {0, . . . , k}.
Remark 4.1.3. Any open G-orbit in V + contains an element I+ which can be put in a diagonal
sl2-triple {I−, H0, I+} (this is a consequence of Theorem 3.2.2).
For the rest of this section, we fix a diagonal sl2-triple {I−, H0, I+} and we will denote by σ
the corresponding involution of g˜.
Recall also that a is a maximal split abelian subalgebra of g containing H0 and that a
0 is the
subspace of a defined by
a0 = ⊕kj=0FHλj .
Definition 4.1.4. A maximal split abelian subalgebra of q is called a Cartan subspace of q.
Lemma 4.1.5.
The maximal split abelian subalgebra a of g satisfies a = a ∩ h ⊕ a0. Moreover a ∩ h = {H ∈
a;λj(H) = 0 for j = 0, . . . , k}.
The subalgebra a0 is a Cartan subspace of q.
Proof. From Theorem 4.1.1 (4), for H ∈ a, we get σ(H) = H + (adI−adI+)H = H −∑k
j=0 λj(H)Hλj . This proves that a is σ-stable and also the given decomposition of a.
Of course a0 is a split abelian subalgebra of q. It remains to show that a0 is maximal among
such subalgebras. Let X be an element of q such that a0 + FX is split abelian in q. From the
root space decomposition of g relatively to Σ, we get
X = U +
∑
λ∈Σ
Xλ, where U ∈ zg(a) and Xλ ∈ gλ.
As X centralizes a0, if Xλ 6= 0 for λ ∈ Σ, we obtain that λ|a0 = 0. Corollary 1.8.2 implies now
that λ is strongly orthogonal to all roots λj and hence adI
+Xλ = 0. Therefore Xλ ∈ h. As
σ(U) belongs to zg(a) and σ(X) = −X, we have X = U . This implies (maximality of a) that
X ∈ a and hence X ∈ a ∩ q = a0. This proves that a0 is a Cartan subspace of q.

Lemma 4.1.6. Let σ be the involution of g˜ defined by σ(X) = σ(X) for X ∈ g and by
σ(X) = −σ(X) for X ∈ V − ⊕ V +. Let q˜ = {X ∈ g˜, σ(X) = −X}. Then a0 is a Cartan
subspace of q˜.
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Proof. As σ = σ on g, the space a0 is a split abelian subspace of q˜. It remains to prove the
maximality. Let X ∈ q˜ such that a0 + FX is abelian split. Then X commutes with a0 and
hence with H0. Therefore X ∈ g. Then X ∈ a0 by Lemma 4.1.5. 
Remark 4.1.7. From [10] (Proposition 5.9), the set of roots Σ(g˜, a0) of g˜ with respect to a0 is
a root system which will be denoted by Σ˜0. The decomposition g˜ given in Theorem 1.8.1:
g˜ = zg˜(a
0)⊕
(
⊕0≤i<j≤k Ei,j(±1,±1)
)
⊕
(
⊕kj=0 g˜λj
)
,
is in fact the root space decomposition associated to the root system Σ˜0. Setting
ηj(Hλi) = δi,j =
{
1 if i = j
0 if i 6= j ,
we obtain
Σ˜0 = {±ηi ± ηj(0 ≤ i < j ≤ k),±2ηj(0 ≤ j ≤ k)}.
And this shows that Σ˜0 is a root system of type Ck+1. In fact, as seen in the next Proposition,
this root system is the root system of a subalgebra g˜Ck+1 ⊂ g˜, which is isomorphic to sp(2(k +
1), F ) and which contains a0 as a maximal split abelian subalgebra.
Proposition 4.1.8.
For 0 ≤ i ≤ k−1, consider a family of sl2-triples (Bi, Hλi−Hλi+1 , Ai) where Bi ∈ Ei,i+1(−1, 1)
and A ∈ Ei,i+1(1,−1) (such triples exist by Lemma 3.4.2). Consider also an sl2-triple of the
form (Bk, Hλk , Ak), where Bk ∈ g˜−λk and Ak ∈ g˜λk . Then these k + 1 sl2-triples generate a
subalgebra g˜Ck+1 ⊂ g˜ which is isomorphic to sp(2(k+1), F ) and which contains a0 as a maximal
split abelian subalgebra.
Proof. The linear forms η0 − η1, η1 − η2, . . . , ηk−1 − ηk, 2ηk form a basis of the root system Σ˜0
which is of type Ck+1 as seen in the preceding Remark. As the ηi’s form the dual basis of the
Hλi ’s, it is well known that the set of elements {Hλ0−Hλ1 , Hλ1−Hλ2 , . . . , Hλk−1−Hλk , Hλk} is
a basis of the dual root system in a0, which is of course of type Bk+1. Define Hi = Hλi −Hλi+1
with 0 ≤ i ≤ k− 1, and Hk = Hλk . As usual we define also n(α, β) = α(Hβ), for α, β ∈ Σ˜0 and
where Hβ ∈ a0 is the coroot of β. It is also convenient to set αi = λi−λi+1 for i = 0, . . . , k− 1,
and αk = λk.
Then the generators satisfy the following relations, for i, j ∈ {0, . . . , k}:
(1) [Hi, Hj] = 0,
(2) [Bi, Aj] = δi,jHi,
(3) [Hi, Aj] = n(αj, αi)Aj,
(3′) [Hi, Bj] = −n(αj, αi)Bj,
(4) (adBj)
−n(αi,αj)+1Bi = 0 if i 6= j,
(5) (adAj)
−n(αi,αj)+1Ai = 0 if i 6= j.
The relations (1), (2), (3), (3′) are obvious. Let us show relation (4). The sl2-triple (Bj, Hj, Aj)
defines a structure of finite dimensional sl2-module on g˜. We have [Aj, Bi] = 0 and [Hj, Bi] =
−n(αi, αj)Bi by relations (2) and (3′). This means that Bi is a primitive vector of weight
−n(αi, αj). Therefore Bi generates an sl2-module of dimension −n(αi, αj) + 1. And this
implies (4). The same argument proves (5).
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The above relations are the well known Serre relations for sp(2(k + 1), F ). Hence the algebra
generated by these elements is isomorphic to sp(2(k + 1), F ).

Remark 4.1.9. The preceding construction of the subalgebra g˜Ck+1 uses the same argument
as the construction of the so-called “admissible” subalgebras (see [22], The´ore`me 3.1 p.273).
4.2. The minimal σ-split parabolic subgroup P of G.
Definition 4.2.1. ([10]) A parabolic subgroup R of G (resp. a parabolic subalgebra r of g) is
called a σ-split parabolic subgroup of G (resp. a σ-split parabolic subalgebra of g) if σ(R) (resp.
σ(r)) is the opposite parabolic subgroup (resp. parabolic subalgebra) of R (resp. of r).
Let {I−, H0, I+} be a diagonal sl2-triple (see Definition 4.1.2). As above we denote by σ the
involution of g˜ associated to this triple. Hence we have the decomposition g = h ⊕ q where
h = zg(I
+) = zg(I
−). We also denote by σ the involution of G˜ = Aut0(g˜) given by the
conjugation by the element
w = ead I
+
ead I
−
ead I
+
= ead I
−
ead I
+
ead I
−
.
As σ(H0) = −H0, the group G is invariant under the action of σ. Let Gσ ⊂ G be the fixed
point group under σ. The Lie algebra of Gσ is equal to h. Define H = ZG(I
+). Then the Lie
algebra of H is h and hence H is an open subgroup of Gσ.
Consider the subalgebra p of g defined by
p = zg(a
0)⊕
(
⊕0≤i<j≤k Ei,j(1,−1)
)
.
Proposition 4.2.2.
The subalgebra p is a minimal σ-split parabolic subalgebra of g. Its Langlands decomposition is
given by p = l + n = m1 ⊕ ap ⊕ n where
n = ⊕0≤i<j≤kEi,j(1,−1)
l = m1 ⊕ ap = zg(a0)
ap = {H ∈ a; (λ ∈ Σ, λ(a0) = 0) =⇒ λ(H) = 0}
m1 is the orthogonal of ap in zg(a
0) = m1 ⊕ ap
.
Proof. The Theorem 1.8.1 and the Proposition 1.9.1 imply that p contains all root spaces
corresponding to the negative roots in Σ. Hence p contains a minimal parabolic subalgebra of
g. Therefore p is a parabolic subalgebra of g.
Let Γ be the set of roots λ ∈ Σ such that gλ ⊂ p. From the definition of p, one has
Γ = Σ− ∪ {α ∈ Σ+;λ(a0) = 0} and p = zg(a)⊕
(⊕λ∈Γ gλ).
It follows that Γ∩−Γ = {λ ∈ Σ;λ(a0) = 0}. And then n = ⊕λ∈Γ\(Γ∩−Γ)gλ = ⊕0≤i<j≤kEi,j(1,−1)
is the nilradical of p. If H ∈ a0, then σ(H) = −H. Therefore if X ∈ Ei,j(1,−1) then
σ(X) ∈ Ei,j(−1, 1). Then l = σ(p) ∩ p = zg(a0) is a σ-stable Levi component of p and p is a
σ-split parabolic subalgebra. Let ap be the maximal split abelian subalgebra of the center of
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l. Then ap = ∩λ∈Γ∩−Γ ker(λ). Hence the Langlands decomposition is given by p = m1 ⊕ ap ⊕ n
where m1 is the orthogonal of ap in l for the Killing form.
As a0 is a Cartan subspace of q and as σ(p) ∩ p = zg(a0), Proposition 4.7 (iv) of [10] (see also
Proposition 1.13 of [9]) implies that p is a minimal σ-split parabolic subalgebra of g.

Let N = expad n ⊂ G and L = ZG(a0). Then P = LN is a parabolic subgroup of G. From
the above discussion P is in fact a minimal σ-split parabolic subgroup of G with σ-stable Levi
component L = P ∩ σ(P ) and with nilradical N .
We denote by A and A0 the split tori of G whose Lie algebras are respectively a and a0. A is a
maximal split torus of G and the set of weights of A in g is a root system Φ(G,A) isomorphic
to Σ. More precisely, any root in Σ is the differential of a unique root in Φ(G,A). In the sequel
of the paper we will always identify these two root systems. For λ ∈ Σ and a ∈ A, we will
denote by aλ the eigenvalue of the action of a on gλ.
4.3. The prehomogeneous vector space (P, V +).
For the convenience of the reader, and although it will be a consequence of the proof of Theorem
4.3.2, let us give a simple proof of the prehomogeneity of (P, V +).
Proposition 4.3.1.
The representation (P, V +) is prehomogeneous.
Proof. Remember that prehomegeneity is an infinitesimal condition. Therefore it is enough to
prove that (p, V
+
) is prehomogeneous. But the parabolic subalgebra p of g will contain a Borel
subalgebra b. The space (b, V
+
) is prehomogeneous by [18], Prop. 3.8 p. 112 (the proof is the
same over F as over C).

We will now show that the polynomial ∆j (see Definition 1.14.1) are the fundamental relative
invariants of this prehomogeneous vector space .
Recall ` is the common dimension of the g˜λj ’s and that ` is either a square or equal to 3 (cf.
Theorem 1.12.4).
Theorem 4.3.2.
The polynomials ∆j are irreducible, and relatively invariant under the action of P : there exists
a rational character χj of P such that
∆j(p.X) = χj(p)∆j(X), X ∈ V +, p ∈ P
More precisely:
• χj(n) = 1, n ∈ N,
• χj(a) = aκ(λj+...+λk), a ∈ A,
• χj(m) = 1, m ∈ L ∩H. (H = ZG(I+))
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Proof. The fact that the ∆j’s are irreducible, and their invariance under N , have already been
obtained in Theorem 1.14.2 and its proof.
We have A ⊂ Gj and a ∈ A acts by aλj on g˜λj . Therefore by Theorem 1.14.2 (3) we get
∆j(a(X0 + . . .+Xk)) = ∆j(
k∑
s=0
aλsXs) =
k∏
s=j
aκλs∆j(X0 + . . .+Xk),
for Xs ∈ g˜λs \ {0}. (This gives the value of χj on A).
Let us show now that ∆j is relatively invariant under L (this is not given by Theorem 1.14.2
because L is in general not a subgroup of Gj).
Let Z = X + Y ∈ V + where X ∈ V +j and Y ∈ V ⊥j (V ⊥j was defined at the beginning of section
1.14). By Theorem 1.14.2 (4), there exists a constant c such that ∆j(X + Y ) = ∆j(X) =
c∆0(X0 + . . .+Xj−1 +X). An element of L normalizes V +j , V
⊥
j ⊗ F and each root space g˜λj .
As ∆0 is relatively invariant under G and L ⊂ G, we get for m ∈ L:
∆j(m(X + Y )) = c∆0(X0 + . . .+Xj−1 +mX) = cχ0(m)∆0(m−1X0 + . . .+m−1Xj−1 +X).
Again by Theorem 1.14.2 (4), there exists a constant cj(m) such that ∆0(m
−1X0 + . . . +
m−1Xj−1+X) = cj(m)∆j(X) = cj(m)∆j(X+Y ). Therefore ∆j(m(X+Y )) = c cj(m)χ0(m)∆j(X+
Y ), and hence ∆j is relatively invariant under L.
This proves that the ∆j’s are relatively invariant under the parabolic subgroup P .
Let m ∈ L ∩H. Then ∆j(mI+) = ∆j(I+) = χj(m)∆j(I+). Hence χj(m) = 1.

We define the dense open subset of V + as follows:
O+ := {X ∈ V +; ∆0(X)∆1(X) . . .∆k(X) 6= 0}.
We will now prove that O+ is the union of the open P -orbits of V +.
Lemma 4.3.3. Any element of O+ is conjugated under N to an element of ⊕kj=0(g˜λj \ {0}).
Proof. Let X ∈ O+. As ∆1(X) 6= 0, we know from the proof of Proposition 3.2.1, that there
exists Z ∈ g such that [Hλ1+. . . Hλk , Z] = −Z (and hence [Hλ0 , Z] = Z,) and ead ZX ∈ V +1 ⊕g˜λ0 .
Therefore Z ∈ ⊕kj=1E0,j(1,−1) ⊂ n. Let X1 ∈ V +1 and X0 ∈ g˜λ0 such that ead ZX = X0 +X1.
Then, for j ≥ 1, ∆j(X) = ∆j(X0 +X1) = ∆j(X1) as X0 ∈ V ⊥1 .
As X ∈ O+, we have ∆j(X1) 6= 0 for j ≥ 1. Then, by induction, we obtain that X is N -
conjugated to an element of ⊕kj=0(g˜λj). And as X is generic for the G action, we see that in
fact X in N -conjugated to an element of ⊕kj=0(g˜λj \ {0}).

Remark 4.3.4. Applying this Lemma to g˜j, we see that if X ∈ V +j such ∆s(X) 6= 0 for s ≥ j,
then X is N -conjugated to an element of the form Yj +X
j+1 with Xj+1 ∈ V +j+1 and Yj ∈ g˜λj .
Remark 4.3.5. (Normalization)
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Suppose ` = 3. Recall that Lj is the analogue of the group G for the graded Lie algebra l˜j, that
is Lj = ZAut0 (˜lj)(Hλj). In the following Theorem we denote by δj a choice of a relative invariant
of the prehomogeneous space (Lj, g˜
λj). And then we normalize the ∆j’s in such a way that
∆j(Xj +Xj+1 + . . .+Xk) = δj(Xj)∆j+1(Xj+1 + . . .+Xk) = δj(Xj) . . . δk(Xk)
for Xj ∈ g˜λj \ {0} and for j = 0, . . . , k. Conversely one could also choose arbitrarily the ∆j’s,
and this choice defines uniquely the δj’s, according to the above formulas.
For k ≥ 1, recall that Gk−1 is the analogue of the group G associated to the graded Lie algebra
g˜k−1 which is of rank 2. From Proposition 3.8.7 and Theorem 3.8.10 one has χk−1(Gk−1) = F ∗2
if e = 1 or 3 and χk−1(Gk−1) = NE/F (E)∗ if e = 2, where E is a quadratic extension of F .
Theorem 4.3.6.
In all cases, the dense open set O+ is the union of the open P -orbits in V +.
(1) If g˜ is of Type I (that is, if ` is a square and e = 0 or 4), then O+ is the unique open
P -orbit in V +.
(2) Let g˜ be of of Type II (that is ` = 1 and e ∈ {1, 2, 3}) and let S = χk−1(Gk−1). Then
the subgroup P has |F ∗/S|k open orbits in V + given for k ≥ 1 by
Ou = {X ∈ V +; ∆j(X)
∆k(X)k+1−j
uj . . . uk−1 ∈ S for j = 0, . . . k − 1},
where u = (u0, . . . , uk−1) ∈ (F ∗/S)k. (i.e. P has 4k open orbits in V + if e = 1 or 3,
and 2k open orbits if e = 2).
(3) If g˜ is of Type III (that is if ` = 3), then the subgroup P has 3k+1 open orbits in V +
given by
Ou = {X ∈ V +; ∆j(X)uj . . . uk ∈ F ∗2 for j = 0, . . . k},
where u = (u0, . . . , uk) ∈
∏k
i=0
(
δi(g˜
λi \ {0})/F ∗2
)
.
Proof. As the ∆j’s are relatively invariant under P , the union of the open P -orbits is a subset
of O+.
(1) Suppose first that ` is a square and e = 0 or 4 (in other words g˜ is of Type I). Let X ∈ O+.
By Lemma 4.3.3, X is N -conjugated to an element
∑k
j=0 Zj with Zj ∈ g˜λj \ {0}. This element
is of course generic for G.
From Theorem 3.7.1 and 3.8.8, two generic elements of the”diagonal” ⊕kj=0g˜λj are L-conjugated.
Hence all the elements of O+are P -conjugated.
(2) We suppose now that ` = 1 and e = 1, 2 or 3.
Let k ≥ 1. Let S = χk−1(Gk−1). For j ∈ {0, . . . , , k} we fix a non zero element Xj of g˜λj such
that for I+ = X0 + . . .+Xk one has ∆j(I
+) = 1 for all j.
Let Z ∈ O+. As before, Z is N -conjugated to an element X ∈ ⊕kj=0(g˜λj \ {0}). As ` = 1, we
can write X =
∑k
j=0 xjXj with xj 6= 0.
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By Theorem 1.14.2, the polynomials ∆j are N -invariant. If we set us =
xs
xk
modulo S for
s = 0, . . . , k − 1, we get
∆j(Z)
∆k(Z)k+1−j
=
∆j(X)
∆k(X)k+1−j
=
k−1∏
s=j
uj modulo S,
and this implies Z ∈ Ou.
Conversely, let u = (u0, . . . , uk−1) ∈ (F ∗/S)k and let Z and Z ′ be two elements of Ou.
These elements are respectively N -conjugated to diagonal elements X =
∑k
j=0 xjXj and
X ′ =
∑k
j=0 x
′
jXj. From the definition of Ou, we have
xj
xk
. . .
xk−1
xk
=
x′j
x′k
. . .
x′k−1
x′k
modulo S
for all j ∈ {0, . . . k − 1}. Therefore xj
xk
=
x′j
x′k
modulo S for all j ∈ {0, . . . k − 1}. This implies
that 1
xkx
′
k
xix
′
i ∈ S for all i ∈ {0, 1, . . . , k} (because F ∗2 ⊂ S by Lemma 3.8.2). By Theorem
3.8.9 (d) (in the case e = 1 or 3) and Theorem 3.8.10 (d) (in the case e = 2), the elements X
and X ′ are L-conjugated. It follows that two elements in Ou are P -conjugated.
If u and v are two elements in (F ∗/S)k−1 such that Ou ∩ Ov 6= ∅, then uj . . . uk−1 = vj . . . vk−1
modulo S for j = 0, . . . k − 1. Therefore uj = vj modulo S for all j and hence Ou = Ov. The
statement (2) is now proved.
(3) Consider finally the case ` = 3. Remember (see Theorem 1.12.4, 2)) that in this case, δj
is a quadratic form which represents three classes modulo F ∗2 (all classes in (F ∗/F ∗)2 distinct
from −disc(δj)). Let X ∈ V + be a generic element of (P, V +). We will show that X belongs
to Ou for some u = (u0, . . . , uk) ∈
∏k
i=0
(
δi(g˜
λi \ {0})/F ∗2).
As before, the element X is N -conjugated to an element Z =
∑k
j=0 Zj where Zj ∈ g˜λj \ {0}.
From the normalization made in Remark 4.3.5, we have ∆j(Z) =
∏k
s=j δs(Zs) where δs is a
fundamental relative invariant of (Ls, g˜
λs).
If we define us = δs(Zs) modulo F
∗2, we get ∆j(X)uj . . . uk = ∆j(Z)uj . . . uk =
∏k
s=j δs(Zs)us ∈
F ∗2, and therefore X belong to Ou with u = (u0, . . . , uk).
Conversely, let X,X ′ ∈ Ou These elements are N -conjugated to (respectively) two “diagonal”
elements Z = Z0 + . . . + Zk and Z
′ = Z ′0 + . . . + Z
′
k (Lemma 4.3.3). From the definitions we
have δj(Zj) = δj(Z
′
j) modulo F
∗2 for j = 0, . . . , k. By Corollary 3.9.6, there exists lj ∈ L0j
such that ljZj = Z
′
j (Recall that L
0
i is the subgroup of Li defined in definition 3.9.3). As L
0
j
centralizes ⊕s 6=j g˜λs , we get l0 . . . lk.Z = Z ′ . Moreover l0 . . . lk ∈ P . Hence two elements in Ou
are P -conjugated.
If u and v are two elements of
(
∆k(g˜
λk \ {0})/F ∗2)k+1 such that Ou ∩ Ov 6= ∅ then uj . . . uk =
vj . . . vk modulo F
∗2 for j = 0, . . . k . And hence vj = uj modulo F ∗2 for all j, and therefore
Ou = Ov.
Assertion (3) is proved.
The fact that O+ is the union of the open P -orbits is now clear.

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4.4. The involution γ.
From Remark 4.1.7 we know that the root system of (g˜, a0) is always of type Ck+1 and consists
of the linear forms ±ηj ± ηi for i 6= j and ±2ηj, 1 ≤ i, j ≤ k where
ηj(Hλi) = δij.
We know also ([3]) that then, there exists an element w of the Weyl group of Ck+1 such that
(∗) w.ηi = −ηk−i for i = 0, . . . , k.
As this Weyl group is isomorphic to NG˜(a
0)/ZG˜(a
0), there exists an element γ ∈ NG˜(a0) such
that w = Ad(γ)|a0 . The property (∗) implies that γ normalizes g, exchanges V + and V − and
normalizes also P (ie. γPγ−1 = P ).
In the Theorem below, we will give explicitly such an element γ, which moreover, will be an
involution of g˜.
We choose a diagonal sl2-triple {I−, H0, I+} that is such that I+ = X0+. . .+Xk (Xj ∈ g˜λj\{0}),
I− = Y0 + . . .+ Yk (Yj ∈ g˜−λj \ {0}), where each (Yj, Hλj , Xj) is an sl2-triple.
Let {Y,Hλi − Hλj , X} be an sl2-triple such that X ∈ Ei,j(1,−1) and Y ∈ Ei,j(−1, 1) (see
Lemma 3.4.2). Remember the elements
γi,j = e
adXeadY eadX = eadY eadXeadY .
which have been introduced in Proposition 3.4.3. We suppose moreover that the sequence Xi
is such that γi,k−i(Xi) = Xk−i, for 0 ≤ i ≤ n, where n is the integer defined by k = 2n+ 2 if k
is even and k = 2n+ 1 if k is odd. It is always possible to choose such a sequence.
Once we have chosen such an sl2-triple, we normalize the polynomials ∆j by the condition:
∆j(I
+) = 1, for j = 0, . . . , k.
Theorem 4.4.1.
Suppose that {I−, H0, I+} is a diagonal sl2-triple satisfying the preceding conditions.
There exists an element γ ∈ NG˜(a0)such that
(1) γ.Hλj = −Hλk−j for j = 0, . . . , k;
(2) γ.Xj = Yk−j for j = 0, . . . , k;
(3) γ2 = Idg˜.
Such an element normalizes g, exchanges V + and V − and normalizes G, P , M , A0 and N .
Proof. We will first show the existence of an involution γ˜ of G˜ such that γ˜(Hλj) = Hλk−j and
γ˜(Xλj) = Xλk−j for j = 0, . . . , k. For k = 0, then the trivial involution satisfies this property.
We suppose that k > 0. Let wi be the non trivial element of the Weyl group associated to
the sl2-triple {YiHλi , Xi}. Recall (Proposition 3.4.3 and Proposition 3.4.4) that the elements
γ˜i,j = γi,j ◦ w2i ∈ NG˜(a0) satisfy the following properties:
γ˜2i,j = Idg˜ and γ˜i,j(Hλs) =

Hλi for s = j
Hλj for s = i
Hλs for s /∈ {i, j}
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Consider again the integer n defined by k = 2n+ 2 if k is even and k = 2n+ 1 if k is odd and
set:
γ˜ := γ˜0,k ◦ γ˜1,k−1 ◦ . . . ◦ γ˜n,k−n.
Then
γ˜(Hλj) = Hλk−j for j = 0, . . . , k
As the pairs of roots (λi, λk−i) are mutually stronly orthogonal, the involutions γ˜i,k−i (see
Proposition 3.4.4) commute, and hence γ˜ is an involution of g˜.
From our choice of the sequence Xj, and as the action of w
2
i on ⊕ks=0g˜λs is trivial, we obtain
that γ˜(Xj) = Xk−j.
The involution γ˜ centralizes I+ and H0, and hence it centralizes I
−. Therefore γ˜ commutes
with w = ead I
+
ead I
−
ead I
+
which is the element of G˜ which defines the involution σ associated
to the sl2-triple {I−, H0, I+}. Define
γ = γ˜w = wγ˜.
The automorphism γ commutes with w, and hence γ is an involution of g˜. Moreover, using
Theorem 4.1.1, we get
γ(Hλj) = σ(Hλk−j) = −Hλk−j for j = 0, . . . , k
γ(Xj) = σ(Xk−j) = Yk−j for j = 0, . . . , k
This implies that γ(H0) = −H0 and hence γ stabilizes g, normalizes G and exchanges V + and
V −.
As γ(Hλj) = −Hλk−j for j = 0, . . . , k, the element γ stabilizes a0 and exchanges Ei,j(1,−1) and
Ek−i,k−j(−1, 1). Therefore γ stabilizes n and l = zg(a0), and hence it stabilizes p. It follows
that γ normalizes A0, L, N and P .

4.5. The P -orbits in V − and the polynomials ∇j.
In this section we fix an sl2-triple (I
−, H0, I+) satisfying the same conditions as for Theorem
4.4.1 where the involution γ is defined. We set H = ZG(I
+)
Definition 4.5.1. For j = 0, . . . , k, we denote by ∇j the polynomial on V − defined by
∇j(Y ) = ∆j(γ(Y )), for Y ∈ V −.
Theorem 4.5.2.
The polynomials ∇j are irreducible of degree κ(k + 1− j).
(1) ∇0 is the relative invariant of V − under the action of G.
(2) For j = 0, . . . , k, the polynomial ∇j is a relatively invariant polynomial on V − under
the action of the parabolic subgroup P . More precisely we have
∇j(p.Y ) = χ−j (p)∇j(Y ), for p ∈ P,
where χ−j is a character of P with the following properties:
•χ−j (n) = 1, for n ∈ N,
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•χ−j (a) = a−κ(λ0+...+λk−j), for a ∈ A,
•χ−j (l) = 1, for l ∈ L ∩H.
Proof. As γ is linear, ∇j is effectively an irreducible polynomial of the same degree as ∆j, that
is κ(k + 1− j) (∇j is non zero since γ(I−) = I+). As γ normalizes G and P , the fact that the
∇j’s are relatively invariant is direct consequence of the same property for the ∆j’s (Theorem
1.14.2).
For p ∈ P we have:
∇j(p.I−) = χ−j (p)∇j(I−) = ∆j(γpγ−1γI+) = χj(γpγ−1)∇j(I−),
and therefore
χ−j (p) = χj(γpγ
−1).
As γ normalizes N , L and A and commutes with σ, the assertion concerning the values of χ−j
on N , A, and L ∩H is a consequence of the same properties for the χj’s (cf. Theorem 4.3.2).

Let O− be the dense open subset of V − defined by
O− = {Y ∈ V −;∇0(Y )∇1(Y ) . . .∇k(Y ) 6= 0}.
Suppose ` = 3. Recall that Lj is the analogue of the group G for the graded Lie algebra l˜j,
that is Lj = ZAut0 (˜lj)(Hλj). In the following Theorem we denote by δ−j the relative invariant of
the prehomogeneous space (Lj, g˜
−λj) defined by the identity
∇j(Yj + Yj+1 + . . .+ Yk) = δ−j (Yj)∇j+1(Yj+1 + . . .+ Yk) = δ−j (Yj) . . . δ−k (Yk)
for Yj ∈ g˜λj \ {0} and for j = 0, . . . , k.
Using the involution γ, the following description of the open P -orbits in V − is an easy conse-
quence of Theorem 4.3.6.
Theorem 4.5.3.
The dense open subset O− is the union of the open P -orbits in V −.
(1) If g˜ is of Type I (that is if ` is a square and e ∈ {0, 4}), then O− is the unique open
P -orbit in V −.
(2) Let g˜ be of Type II (that is if ` = 1 and e ∈ {1, 2, 3}) and let S = χk−1(Gk−1). Then
the subgroup P has |F ∗/S|k open orbits in V − given for k ≥ 1 by
O−u = {Y ∈ V −;
∇j(Y )
∇k(Y )k+1−j uj . . . uk−1 ∈ S, for j = 0, . . . k − 1},
where u = (u0, . . . , uk−1) ∈ (F ∗/S)k. (i.e. P has 4k open orbits in V − if e = 1 or 3,
and 2k open orbits if e = 2)
(3) If g˜ is of Type III (that is if ` = 3), then P has 3k+1open orbits in V − given by
O−u = {Y ∈ V −;∇j(Y )uj . . . uk ∈ F ∗2 for j = 0, . . . k},
where u = (u0, . . . , uk) ∈
∏k
i=0
(
δ−i (g˜
−λi \ {0})/F ∗2).
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The following Lemma gives the relationship between the characters of the ∇j’s and those of
the ∆j’s.
Lemma 4.5.4. For g ∈ G and p ∈ P , we have:
χ−0 (g) =
1
χ0(g)
and
χ−j (p) =
χk−j+1(p)
χ0(p)
, j ∈ {1, . . . k}.
Proof. As the Killing forms induces a G-invariant duality between V + and V −, we have:
detV +Ad(g) = detV −Ad(g
−1), g ∈ G.
On the other hand, for X ∈ V +, let us consider the determinant P (X) = det(V −,V +)(ad X)2 of
the map (ad X)2 : V − → V + (for any choice of basis). This polynomial P is relatively invariant
under the action of G because P (g.X) = det(V −,V +)(g(ad X)
2g−1) = (detV +Ad(g))2P (X).
Hence it is, up to a multiplicative constant, a power of ∆0. Therefore there exists m ∈ N such
that
(detV +Ad(g))
2 = χ0(g)
m.
If we take g ∈ G such that g|V+ = t IdV + ∈ G|V+ , t ∈ F ∗ (cf. Lemma 1.11.3), then Theorem
1.13.2 implies that m =
2dimV +
κ(k + 1)
.
The same argument for the dual space (G, V −) implies that (detV −Ad(g))2 = χ
−
0 (g)
m. Therefore
we get χ−0 (g)
m = χ0(g)
−m for all g ∈ G. As the group X∗(G) of rational characters of G is a
lattice (see for example [20], p.121), it has no torsion. Therefore χ−0 (g) =
1
χ0(g)
, and the first
assertion is proved.
Let us show the second assertion. As all the characters we consider are trivial on N , it is
enough to prove the relation for m ∈ L. We consider the subgroup L′ = L0 . . . Lk of L¯ = L(F )
(keep in mind that the groups Lj are in general not included in G). The polynomials ∆j are
the restrictions to V + of polynomials defined on V
+
, which are relatively invariant under the
action of G¯. Therefore the polynomials ∇j also are restrictions to V − of polynomials of V −
which are relatively invariant under G¯.
We first show that for m ∈ L, there exists l ∈ L′ such that l−1m ∈ L ∩H (*).
(Here L = L(F ) = ZG(a
0) and H = H(F ) = ZG(I
+)).
If ` is a square, as m.Xj ∈ g˜λj , it follows from Theorem 1.12.4 that m.Xj is Lj-conjugated to
Xj and hence there exists lj ∈ Lj such that m.Xj = lj.Xj. Then the element l = l0 . . . lk ∈ L′
is such that l−1m.I+ = I+ and therefore l−1m ∈ L ∩H.
If ` = 3, we will use the description of G given in Proposition 3.9.1. Let E = F [
√
u] be a
unramified quadratic extension of F and let pi be a uniformizer of F . The group G is the group
of automorphisms of g˜ given by conjugation by matrices of the form
(
g 0
0 µ tg−1
)
where
g ∈ G0(2(k + 1)) ∪√uG0(2(k + 1)) and µ ∈ F ∗. We denote by [g, µ] such an element of G.
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The space a0 is the space of matrices(
H(tk, . . . , t0) 0
0 −H(tk, . . . , t0)
)
, where H(tk, . . . , t0) =

tkI2 0 0
0
. . . 0
0 0 t0I2
 ,
and (tk, . . . , t0) ∈ F k+1. Therefore the centralizer of a0 in G, that is L, is the subgroup of
elements m = [g, µ] where g = diag(gk, . . . ,g0) is a 2×2 block diagonal matrix whose diagonal
elements gj belong to G
0(2) ∪√uG0(2). Let lj ∈ GL(2(k + 1), E) be the 2× 2 block diagonal
matrix whose all diagonal blocks are the identity in GL(2, E) except the (k − j + 1)-th bock
which is equal to gj and the (2(k + 1) − j)-th block which is equal to µ tg−1j . Then from the
definition of Lj, we have Adlj ∈ Lj and m = Ad(lk . . . l0) belongs to L′.
Hence we have proved that in all cases, for all m ∈ L, there exists l ∈ L′ such that l−1m ∈ L∩H.
As the characters χj and χ
−
j are trivial on L ∩H, we have χj(m) = χj(l) and χ−j (m) = χ−j (l)
for all j ∈ {0, . . . , k}. It suffices therefore to prove the result for l ∈ L′ = L0L1 . . . Lk ⊂ G.
Let l ∈ L′ and j ∈ {1, . . . , k}. Consider the decomposition of V + into weight spaces under the
action of Hλj + . . . Hλk :
V + = V +j ⊕ U+j ⊕W+j ,
where V +j , U
+
j and W
+
j are the spaces of weight 2, 1 and 0 under Hλj + . . . Hλk , respectively.
More precisely:
V +j = ⊕ks=j g˜λs ⊕⊕j≤r<sEr,s(1, 1)
U+j = ⊕r<j≤sEr,s(1, 1)
W+j = ⊕j−1s=0g˜λs ⊕⊕r<s≤j−1Er,s(1, 1).
Similarly we denote by V − = V −j ⊕ U−j ⊕ W−j the decomposition of V − into weight spaces
of weight −2,−1 and 0 under Hλj + . . . Hλk . As the eigenspace, in V +, for the eigenvalue r
of Hλj + . . . Hλk , is the same as the eigenspace, for the eigenvalue 2 − r of Hλ1 + . . . Hλj−1 ,
it is easy to see that W−j = γ(V
+
k+1−j). Therefore (γ(Gk+1−j),W
−
j ) is a regular irreducible
prehomogeneous vector space whose fundamental relative invariant is the restriction of ∇k−j+1
to W−j .
Let us write l = l1l2 where l1 ∈ Lj . . . Lk ⊂ Gj and l2 ∈ L0 . . . Lj−1 = γ(Lk+1−j . . . Lk) ⊂
γ(Gk+1−j).
As l1 acts trivially on Wj
+
, and as l2 acts trivially on V
+
j , we have
χ0(l1) = ∆0(X0 + . . .+Xj−1 + l1(Xj + . . .+Xk))
= ∆j(l1(Xj + . . .+Xk)) = ∆j(l(Xj + . . .+Xk)) = χj(l).
Define l′2 := γl2γ
−1 ∈ Lk+1−j . . . Lk ⊂ Gk+1−j.
If we consider the decomposition V + = V +k+1−j ⊕ U+k+1−j ⊕W+k+1−j and if we apply the same
argument as before to γlγ−1 we get χ0(l′2) = χk+1−j(γlγ
−1), and this is equivalent to
χ−0 (l2) = χ
−
k+1−j(l).
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Applying the first assertion of the Lemma, we obtain χ0(l2) = χ
−
k+1−j(l)
−1, and hence finally
χ0(l) = χ0(l1)χ0(l2) = χj(l)χ
−
k+1−j(l)
−1,
and this proves the second assertion.

Let Ω+ and Ω− be the set of generic elements in V + and V −, respectively. In other words:
Ω+ = {x ∈ V +,∆0(X) 6= 0}, Ω− = {x ∈ V −,∇0(X) 6= 0}.
Definition 4.5.5. Let ψ : Ω+ −→ Ω− be the map which sends X ∈ Ω+ to the unique element
Y ∈ Ω− such that {Y,H0, X} is an sl2-triple.
If {Y,H0, X} is an sl2-triple, then for each g ∈ G, {g.Y,H0, g.X} is again an sl2-triple. Therefore
the map ψ is G-equivariant.
Proposition 4.5.6. For X ∈ Ω+, we have
∇0(ψ(X)) = 1
∆0(X)
, and ∇j(ψ(X)) = ∆k+1−j(X)
∆0(X)
, j = 1, . . . , k.
Proof. Fix a diagonal sl2-triple {I−, H0, I+} which satisfies the condition of Theorem 4.4.1.
Then I+ = X0 + . . .+Xk and I
− = Y0 + . . .+ Yk where {Yi, Hλi , Xi} are sl2-triples.
As O+ is open dense in Ω+ and as the function we consider here are continuous on Ω+, it
suffices to prove the result for X ∈ O+. The proof depends on the Type of g˜.
If g˜ is of Type I (ie. ` is a square and e = 0 or 4) then any X ∈ O+ is P -conjugated to I+ (see
Theorem 4.3.6). Therefore it suffices to prove that for all p ∈ P , one has
∇j(p.I−) = ∆k+1−j(p.I
+)
∆0(p.I+)
.
From the normalization of the polynomials ∇j and ∆j, the Lemma 4.5.4 implies
∇j(p.I−) = χ−j (p) =
χk+1−j(p)
χ0(p)
=
∆k+1−j(p.I+)
∆0(p.I+)
,
and this proves the statement in this case.
Suppose now that g˜ is of Type II, that is that ` = 1 and e = 1 or 2. By Lemma 4.3.3, X
is N -conjugated to an element Z =
∑k
j=0 zjXj with z0, . . . , zk ∈ F ∗. By the hypothesis on
the Xj’s and from the definition of the involution γ, we have ψ(Z) = z
−1
0 Y0 + . . . + z
−1
k Yk and
γ(ψ(Z)) = z−1k X0 + . . .+ z
−1
0 Xk. By Theorem 4.5.2 and 4.3.2, the polynomials ∇j and ∆j are
N -invariant and hence we have
∇0(ψ(X)) = ∇0(ψ(Z)) = ∆0(γ.ψ(Z)) =
k∏
s=0
z−1s =
1
∆0(Z)
=
1
∆0(X)
,
and
∇j(ψ(X)) = ∇j(ψ(Z)) = ∆j(γ.ψ(Z)) =
k−j∏
s=0
z−1s =
∆k+1−j(Z)
∆0(Z)
=
∆k+1−j(X)
∆0(X)
,
and this again proves the statement.
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Suppose now that g˜ is of Type III, this means that ` = 3. We use the notations and the material
developed in §3.9. In particuliar we realize the algebra g˜ as a subalgebra of sp(4(k+1), E) where
E = F [
√
u] and where u ∈ F ∗ \ F ∗2 is a unit. We will first describe precisely the involution γ
and the polynomials ∇j.
We define I+ =
(
0 I+
0 0
)
where I+ ∈M(2(k+1), E) is the 2×2 block diagonal matrix whose
diagonal blocks are all equal to J1 =
(
0 1
1 0
)
. Then I− =
(
0 0
−I+ 0
)
. We normalize the
polynomials ∆j in such a way that ∆j(I
+) = 1 for all j ∈ {0, . . . , k}.
We set Γ =
 0 1. ..
1 0
. We show now that γ = ( 0 Γ−Γ 0
)
satisfies the properties of
4.4.1. As γ centralizes the matrix K2(k+1) =
(
0 I2(k+1)
−I2(k+1) 0
)
, the element γ (or to be
more precise, the conjugation by γ) belongs to Aut0(g˜ ⊗F E). In order to verify that γ ∈ G˜,
it suffices to verify that γ normalizes g˜. Recall that g˜ is the set of matrices Z ∈ g˜ ⊗F E such
that TZ = ZT where T =
(
J 0
0 tJ
)
with J =

Jpi 0 0
0
. . . 0
0 0 Jpi
 and Jpi =
(
0 pi
1 0
)
. As
γ−1Tγ =
(
Γ tJΓ 0
0 ΓJΓ
)
and ΓJΓ = tJ , we obtain γ−1Tγ = T . It follows that γ normalizes
g˜ and hence γ ∈ G˜.
For Z =
(
A X
Y −tA
)
∈ g˜, we have
γ.Z =
(
−Γ tAΓ −ΓYΓ
−ΓXΓ ΓAΓ
)
.
If Z ∈M(2(k + 1, E) can be written as Z =

Z0,0 . . . Z0,k
...
...
Zk,0 . . . Zk,k
 with Zr,s ∈M(2, E), then
ΓZΓ =

J1Zk,kJ1 . . . J1Zk,0J1
...
...
J1Z0,kJ1 . . . J1Zk,0J1
 .
It is now easy to verify that γ normalizes a0 and satisfies the properties of Theorem 4.4.1 .
From the normalization made in section 3.9, we have
∆j
(
0 X
0 0
)
= (−1)k−j+1det(X˜j)
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where X˜j is the square matrix of size 2(k + 1 − j) defined by the 2(k + 1 − j) first rows and
columns of X. Explicitly, if X = (Xr,s)r,s=0,...,k where Xr,s ∈M(2, E), we have
∆j(X) = (−1)k−j+1
∣∣∣∣∣∣∣∣
X0,0 . . . X0,k−j
...
...
Xk−j,0 . . . Xk−j,k−j
∣∣∣∣∣∣∣∣
From the definition of ∇j, we get
∇j
(
0 0
Y 0
)
= ∆j
(
0 −ΓYΓ
0 0
)
.
Therefore if Y =

Y0,0 . . . Y0,k
...
...
Yk,0 . . . Yk,k
 , we have
∇j(Y ) = (−1)k+1−j
∣∣∣∣∣∣∣∣
−J1Yk,kJ1 . . . −J1Yk,jJ1
...
...
−J1Yj,kJ1 . . . −J1Yj,jJ1
∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
J1Yk,kJ1 . . . J1Yk,jJ1
...
...
J1Yj,kJ1 . . . J1Yj,jJ1
∣∣∣∣∣∣∣∣ .
As det(J1)
2 = 1, we obtain:
∇j(Y ) =
∣∣∣∣∣∣∣∣
Yk,k . . . Yk,j
...
...
Yj,k . . . Yj,j
∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
Yj,j . . . Yj,k
...
...
Yk,j . . . Yk,k
∣∣∣∣∣∣∣∣ .
Let X =
(
0 X
0 0
)
∈ Ω+. A simple computation shows that ψ(X) =
(
0 0
−X−1 0
)
. If
X ∈ O+, then by Lemma 4.3.3 , there exists n ∈ N such that n.X =
(
0 Z
0 0
)
, where
Z =

Zk 0 0
0
. . . 0
0 0 Z0
 and Zj ∈M(2, E). We set Z = n.X. From above we get:
∇j(ψ(Z)) = (−1)k−j+1
k−j∏
s=0
1
det(Zs)
= (−1)k−j+1
∏k
s=k−j+1 det(Zs)∏k
s=0 det(Zs)
=
∆k+1−j(Z)
∆0(Z)
.
As the ∆j’s and the ∇j’s are invariant under N , we have
∇j(ψ(X)) = ∆k+1−j(X)
∆0(X)
for all X ∈ O+and hence for all X ∈ Ω+. 
Definition 4.5.7. Let s = (s0, . . . , sk) ∈ Ck+1. We denote by |∇|s and |∆s| the functions
respectively defined on O+ and O− by
|∆|s(X) = |∆0(X)|s0 . . . |∆k(X)|sk , forX ∈ O+,
|∇|s(Y ) = |∇0(Y )|s0 . . . |∇k(Y )|sk , forY ∈ O−.
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Definition 4.5.8. We denote by t the involution on Ck+1 defined by
t(s) = (−s0 − s1 − . . .− sk, sk, sk−1, . . . , s1),
for s = (s0, . . . , sk) ∈ Ck+1.
Corollary 4.5.9. Let X ∈ Ω+. For s ∈ Ck+1, we have
|∇|s(ψ(X)) = |∆|t(s)(X).
In particular, the polynomials |∇|s and |∆|s′ have the same A0-character if and only if s′ = t(s).
Proof. The first statement is a straightforward consequence of Proposition 4.5.6. The second
assertion follows then from Theorem 4.3.2 and 4.5.2 
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