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a b s t r a c t
In this paper we study the numerical approximation of Turing patterns corresponding
to steady state solutions of a PDE system of reaction–diffusion equations modeling an
electrodeposition process. We apply the Method of Lines (MOL) and describe the semi-
discretization by high order finite differences in space given by the Extended Central
Difference Formulas (ECDFs) that approximate Neumann boundary conditions (BCs) with
the same accuracy. We introduce a test equation to describe the interplay between the
diffusion and the reaction time scales.We present a stability analysis of a selection of time-
integrators (IMEX 2-SBDF method, Crank–Nicolson (CN), Alternating Direction Implicit
(ADI) method) for the test equation as well as for the Schnakenberg model, prototype of
nonlinear reaction–diffusion systems with Turing patterns. Eventually, we apply the ADI-
ECDF schemes to solve the electrodeposition model until the stationary patterns (spots &
worms and only spots) are reached.We validate themodel by comparisonwith experiments
on Cu film growth by electrodeposition.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
[...] Is the discrete world an approximation of the continuous one or is it the other way around? This sentence echoes
another famous one, stated 40 years ago by Eugene Wigner: The miracle of appropriateness of the language of mathematics
for the formulation of laws of physics is a wonderful gift which we neither understand nor deserve [1]. Discrete and continuous
descriptions of a given phenomenon can be, rather crudely, regarded as the expression of the same concept in two different
languages. Nevertheless, there is something unique in both approaches. At least from the mathematical point of view, the
uniqueness of continuous and discrete worlds cannot be entirely captured by the straightforward concepts of analytical
and numerical treatments of equations, respectively. Probably, such uniqueness resides in the modeling choices that are an
aspect of the cognitive reduction of a phenomenon that seems to be unavoidable in order to set up a quantitative treatment.
Of course, this view of discretization has a bearing on both model building and numerical approximations. In fact, in the
contemporary language of mathematics, a special place is occupied by numerical analysis, thanks to the steadily developing
interest for the interplay among abstract formalism, computations and simulation of real world phenomena.
This contribution means to offer an example of such conceptual interplay made possible by the synergy of
advanced materials-science problems with clear-cut technological relevance, well-defined mathematical formulation of
the underlying physics and suitable computational methods. Specifically, the problem we attack in this study is part of a
long-term project dealing with the continuous mathematical modeling of metal growth by electrodeposition (ECD), whose
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previous results are reported in [2–10]. In these studies, we have introduced a reaction–diffusion PDE system, accounting for
the coupling betweenmorphology and surface concentration of one chemical species adsorbed at the surface of the growing
metal. Morphology and surface chemistry have been considered as continuous variables. This system exhibits a surprisingly
rich dynamic scenario, featuring: (i) existence of transition front waves moving with specific wave speeds; (ii) Turing
instability and initiation of spatial patterns driven by diffusion; (iii) smoothing effects related to a forcing sinusoidal term.
In all cases, a numerical discretization for the electrochemical PDE system is needed to gain quantitative information on
the evolution of the solution until its steady state is attained. As far as travelingwave solutions are concerned, in [7] we have
proposed an accurate approximation of the wave profile and of its speed. Concerning the simulation of Turing patterns, in
one [2,4] and two [5,6,8,9] space dimensions, we have used a general-purpose scheme in order tomap the dynamic behavior
and confirm numerically the outcomes of theoretical stability analyses.
Here we propose to extend the numerical method introduced in [11,12] and developed for the approximation of
traveling waves in [7], to deal with Turing patterns. This approach consists in a high order semi-discretization in space
by the Extended Central Difference Formulas (ECDFs). As far as the discretization in time is concerned, we discuss the
appropriateness of selected numerical techniques: the Crank–Nicolson (CN) method, the Implicit–Explicit (IMEX) Semi-
Backward Differentiation Formula of order 2 (2-SBDF) and the Peaceman–Rachford Alternating Direction Implicit (ADI)
scheme. For this purpose, we introduce a linear test reaction–diffusion equation, given by a heat equationwith linear source
term, and define its stability region in terms of reaction and diffusion scales. Then the stability regions for the numerical
methods are derived. This analysis allows to identify stepsize restrictions and to decide which method is best suited. The
results on stepsize restrictions are applied to the Schnakenberg model, prototype of nonlinear reaction–diffusion systems
with Turing patterns (see [13]).
Our study is completed by a comparison of the numerical simulations (discrete results) with experimental data
(continuous observables). Their consistency can be regarded as a factual instance of Donato Trigiante’s tenet that the
qualitative behavior of the solution of the continuous problem and the qualitative behavior of the discrete one must be similar
(see [14, Chapter 1, p.1]).
The paper is organized as follows. In Section 2 we highlight the mathematical model for metal growth by
electrodeposition and the analytical results to guarantee Turing instability and pattern formation. In Section 3 we recall the
ECDF schemes in 1D and their extension in 2D together with some properties about the matrix operator for the derivative
approximations. In the same section, we set up the ODE system arising from the semi-discretization in space by ECDFs ready
for subsequent processing by a time integration method. In Section 4 we present the test reaction–diffusion problem, the
stability analysis for the time integration schemes cited above, their possible stepsize restrictions and numerical results for
the Schnakenbergmodel. In Section 5,we show thenumerical results obtainedby theADI-ECDF schemes of order p = 2, 4 for
the approximation of the Turing patterns for the ECD model and we address also the model validation through comparison
between simulations and experiments.
2. The continuous model
Metal plating is a well-assessed andwidespread technology present in several fields from heritage to nuclear science and
aerospace. In fact, it is ubiquitous in surface treatment technologies and exhibits a wide-range of applications including,
among others: energetics (fuel cells and batteries), chemical and biochemical sensors, electronic fabrication, corrosion
and wear protection, surface nobilitation and decoration, preservation of metallic components. Usually, the functional
and aesthetic quality of metal coatings is achieved on empirical basis. Recently, starting from the paper [2], the present
authors have proposed a tentative rationalization of the above process by introducing a systemof coupled reaction–diffusion
equations for the description andprediction ofmorphogenesis of the electro-deposits at the electrochemical interface during
metal plating at controlled potential. These initial results opened theway to a series of other papers [3–8,10]wherewe focus
on different kinds of continuous solutions giving rise to waves moving with specific speed and pattern formation. In this
system one equation is for the morphology and one for the surface concentration of a key adsorbate. Hence, we describe
the evolution of the electrodeposit surface profile obtained as the solution of a balance equation. The flow terms describe
inflowandoutflowofmaterial contributing to the build-up of themorphology,while the source terms account for generation
(deposition) and loss (corrosion, desorption) of the relevant material. In the rest of this section we review our key results,
leaving out the details, that can be recovered from the original papers.
For the electrokinetic reasons detailed in [6,7], the relevant PDE system of reaction–diffusion equations with zero
Neumann boundary conditions (BCs) for the electrode morphology η(x, y, t) and the surface chemistry coverage θ(x, y, t)
is given on a representative domainΩ = Ωx ×Ωy ⊂ R2 by:
∂η
∂τ
= Dη∆η + A η
2
1+ η − Bηθ, τ > 0
∂θ
∂τ
= Dθ∆θ + (1− θ)KADS(η, θ)− θKDES(η, θ),
(n · ∇η)|∂Ω = (n · ∇θ)|∂Ω = 0,
η(x, y, 0) = η0(x, y), θ(x, y, 0) = θ0(x, y), (x, y) ∈ Ω
(1)
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where: Dη,Dθ , A, B are positive real constants. The source terms contain the following contributions: (i)
η2
1+η expresses non-
linear charge-transfer electrokinetics; −ηθ accounts for the inhibition of the ECD process by adsorbates; (ii) KADS(η, θ) =
C exp(α η+ β θ), where C, α, β > 0, and KDES(η, θ) = D exp(γ η+ δ θ), where D, γ , δ > 0, account for electrochemically
controlled adsorption and desorption rates, respectively; such terms also contain contribution for the lateral interaction of
adsorbates.
Moreover, in view of the industrial importance of growing smooth metal films, in [8,9] we have studied the effect of a
periodic external forcing on the roughness of electrodeposits, by adding a sinusoidal external forcing in the equation for the
morphology. Hence, to simplify the analysis, we study the following general model in dimensionless form:
∂η
∂t
= ∆η + ρ(f (η, θ)+ s(t, ω)),
∂θ
∂t
= d∆θ + σg(η, θ),
(2)
defined for (x, y, t) ∈ Ω × [0, T ], being T a characteristic time of the electrodeposition process, where σ = 1Dη , ρ = BDη and
d = DθDη is the dimensionless diffusion coefficient.
Motivated by experimental considerations, it is possible to consider the following relationship among parameters: A = ϵ,
B = 1, C ≠ D, β = δ, α ≠ γ , and choose γ = α + ϵ ln  C
ϵD

and CD = ϵ2 . Hence, in the reaction–diffusion model (2), the
reaction terms f and g are specialized as:
f (η, θ) = ϵη
2
1+ η − ηθ, g(η, θ) = KADS(η, θ)

1− θ

1+ 2
ϵ2ϵη

. (3)
The periodic forcing term in (2) is given by s(t, ω) = S sin(σω t), where the fixed dimensionless amplitude S = KA0
assembles the electrokinetic parameters K and A0; the dimensionless frequency is ω = ωexp[Hz] · Texp[s], with ωexp the
experimental frequency imposed and Texp a representative time for electrodeposition.
We study two kind of solutions for (2):
(i) traveling waves whenΩ ≡ [0, L] (1D in space) with L a characteristic length of the electrode, and s(t, ω) ≡ 0;
(ii) Turing patterns when Ω ≡ [0, Lx] × [0, Ly] (2D in space), in absence (s(t, ω) ≡ 0) and in presence (s(t, ω) ≠ 0) of a
forcing frequency.
(i) Traveling waves: The study of traveling wave solutions has been comprehensively analyzed in [3,7] on the basis of
analytical and numerical methods. Analytical investigations were essentially based on phase–space
analysis techniques, whereas numerically in [7] we have emphasized that high accuracy in space
discretization is needed when dealing with traveling waves approximation. The theoretical results
have been confirmed numerically by using the Extended Central Difference Formulas (ECDFs) which
have high accuracy in space. We have proved that, for a suitable choice of parameter values, model (2)
supports solutions of traveling wave type moving with specific wave speed. Moreover, we have shown
that, depending on the stepsize h = hx the numerical fronts of the traveling wave are shifted and for
h → 0 all schemes tend to produce a profile with the same asymptotic speed. In particular, the ECDFs of
order p = 4, 6 approximate carefully this velocity also for large stepsize h. In addition,we have observed
that the numerical approximation of the kink solution (that is a kind of traveling wave having arctan-
like profile, see e.g [7] for more details) and the delayed behavior observed on the velocity reduction is
not affected by the order of approximation in time.
(ii) Turing patterns: In the study of Turing patterns we have considered two cases: the unforced and forced models without
and with a sinusoidal time dependent reaction in the morphology equation, respectively.
Unforced model s(t) ≡ 0: In this case, as comprehensively exposed in [5], the spatially uniform steady
state E = (ηe, θe) = ( 1ϵ , ϵϵ+1 ) can undergo diffusion-driven or Turing instability. Initiation of spatial
patterns induced by diffusion is shown to occur in a suitable region of the parameter space, defined by
the following set of conditions:
(a) ρϵ3 − σCγ0 (ϵ + 1)3 < 0, (b) Cσγ0 (ln 2− ϵ) > 0,
(c) dρϵ3 − σCγ (ϵ + 1)3 > 0, (d)

dρϵ3 − σCγ0 (ϵ + 1)3
ϵ (ϵ + 1)2
2
− 4dρσCγ0 (ln 2− ϵ)
ϵ + 1 > 0,
(4)
where γ0 = expα0, α0 = αϵ + βϵϵ+1 . These inequalities allow to locate a region in the parameter space
such that E is stable to small perturbations in the absence of diffusion, but it can become unstable to
small spatial perturbations when the diffusion parameter d is non-zero and greater than a critical value
dc . When the other parameters are fixed, dc can be determined by combining conditions (c)–(d) in (4).
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Pattern formation in this unforced case, has been analyzed in details in [5]. Analytical and numerical
investigations have revealed that – as expected – the diffusion parameter d plays an essential role for
the arising of instability and the appearance of spatial patterns.Moreover, the variation of the parameter
α drives the pattern selection. Two kind of stationary Turing patterns can be attained where spots and
worms coexist or only spots are present (see next Section 5).
Forced model s(t) ≠ 0: In our study [8,9], the forcing term was considered with fixed amplitude S
and variable frequency ω. The numerical results obtained show that spots tend to disappear in an
intermediate range of frequencies and allow to conclude that there exists an intermediate frequency
range giving rise to smoothing, while high-frequencies essentially yield the same results of the unforced
case.
In [5,6,8,9], numerical simulations for the approximation of Turing patterns were obtained by using the Comsol
Multiphysics code [15] based on finite elements (second order) in space and BDF schemes up to order five in time. Even
if good simulations were obtained, sometimes small time steps and very fine meshes in space were needed to approximate
carefully the patterns. Moreover, since we are interested in the solution dynamics until the steady state is reached, often
longtime integration is needed. To face these numerical drawbacks, we propose here to extend in 2D the semi-discretization
approach based on the ECDF schemes for integration in 1D highlighted in [7]. The main idea is to apply the Method of
Lines (MOL) and discuss some numerical schemes for the approximation in time of the resulting large dimension ODE
system. In particular, we analyze a well known Implicit–Explicit (IMEX) scheme, called 2-SBDF (Semi-implicit Backward
Differentiation Formula of order 2), widely used in the context of pattern approximation [13,16,17], the Crank–Nicolson
(CN) method, the Peaceman–Rachford Alternating Direction Implicit (ADI) (see e.g. [18]) based on ECDF of order p = 2, 4 in
space. By introducing a linear test equation for the simplest reaction–diffusion problem, we study the stability properties
of these methods and we compare them to devise the best suited scheme for the approximation of Turing patterns in our
electrodeposition model.
3. Numerical approximation by high order finite difference schemes
To solve the PDE reaction–diffusion system (2), we apply the classical Method of Lines (MOL), hence we transform the
problem in an initial value ODE problem by considering a finite difference (FD) approximation of high order for the spatial
derivatives. To deal with the approximation of second order derivatives we use the generalization of central differences,
called ECDF introduced in [11,12]. The application of the ECDF schemes for the PDE 1D in space has been thoroughly analyzed
in [7]. In particular, the approximation of the Neumann BCs has been performed with the same high order of the schemes
used in the interior domain, so that no reduction of order arises.
In the following subsection we recall the global approach by ECDFs and provide further properties of the schemes.
3.1. Extended Central Difference Formulas (ECDFs)
Let us consider on the (space) interval [0, Lx] ameshgrid of n interior points xi = i hwith uniform stepsize h = Lx/(n+1).
Let k ≥ 2. For the approximations y(ν)i ≈ y(ν)(xi), ν = 1, 2, i = 1, . . . , n, we consider a non-compact (long) stencil of k+ 1
points with s (initial) values on the left and k− s (final) values on the right of each discretization point xi, for s = 0, . . . , k.
Note that, in this context, the previous unknowns are time dependent functions, i.e. y(ν)i ≡ y(ν)i (t) ≈ y(ν)(xi, t) = ∂
νy
∂tν (xi, t)
for t ∈ [0, T ]. Hence, by construction, k + 1 possible schemes F (ν)s,k exist such that each formula requires s initial and k − s
final values, for s = 0, . . . , k, given by
F (2)s,k : y
′′(xi) := ∂
2y
∂x2
(xi, t) ≈ 1h2
k−s
j=−s
α
(s)
j+syi+j, s = 0, . . . , k
F (1)s,k : y
′(xi) := ∂y
∂x
(xi, t) ≈ 1h
k−s
j=−s
β
(s)
j+syi+j, s = 0, . . . , k.
(5)
The coefficients α(s)j+s and β
(s)
j+s of all formulas in the above families have been calculated in [11,19] to have for all s the same
maximum possible order pν = k+ 1− ν, ν = 1, 2. Indeed, it can be shown that for ν = 2 and k even, the formula F (2)k
2 ,k
has
order p = k, instead of p2 = k− 1 as the other formulas of the same family in (5).
In the papers [11,12] we have defined the Extended Central Difference Formulas (ECDFs) by selecting F (ν)k
2 ,k
as the main
scheme with a symmetric stencil accounting for s¯ = k/2 values (k even) both on the left and on the right of the current
approximation point xi. When k > 2, if y0 = y(x0) and yf = y(xn+1) are known, further k/2 − 1 values are needed by
the main scheme both at the beginning and at the end of the interval. These k − 2 values can be recovered by using at
the beginning of the interval the formulas (5) for s = 1, . . . , k/2 − 1 and at the end of the interval the other formulas
for s = k/2 + 1, . . . , k − 1. By construction, this set up yields high order extensions of the well known central difference
schemes of order p = 2, both for ν = 1, 2.
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For our purposes, in this paper we are mainly interested in the F (2)s,k , with s ≠ 0, k, for the approximation of the second
order derivative (ν = 2) along the (space) domain, while we use only the schemes F (1)0,k , F (1)k,k to deal with the Neumann BCs.
For abuse of language, we will call ECDFp the overall resulting method using a main scheme of order p = k.
Remark 3.1. The index p is referred to the order of the main scheme because, for ν = 2, the additional schemes needed
when k > 2 have order k−1 and then an order reduction could be expected in the convergence of the global approximation.
Nevertheless, in Section 4 (see Fig. 3) we will show by an example that the order p = k is preserved on the whole domain.
To assure the theoretical global order p2 = k, the additional schemes can be chosen in the family F (2)s,k+1 obtained on a stencil
of k+ 2 points (see [19]). Moreover, it is worth noting that F (2)k
2+1,k+1
= F (2)k
2 ,k+1
≡ F (2)k
2 ,k
, that is the main scheme in this family
coincides with that in the family (5) using the stencil of k+ 1 points.
If Y = [y1, y2, . . . , yn]T andY = [y0, Y T , yf ]T , the ECDFp in matrix form is given by
Y ′′(x) ≈ 1
h2
M(2)p Y = 1h2 a0 y0 + ak yf +M(2)p  ,
where
M(2)p = [a0, M(2)p , ak] =

α
(1)
0 α
(1)
1 . . . α
(1)
k 0 . . . 0
...
...
...
α
(k/2−1)
0 α
(k/2−1)
1 . . . α
(k/2−1)
k 0
α
(k/2)
0 α
(k/2)
1 . . . α
(k/2)
k
0 α(k/2)0
. . .
... 0
. . .
. . .
...
... 0
α
(k/2)
0 . . . α
(k/2)
k−1 α
(k/2)
k
α
(k/2+1)
0 . . . α
(k/2+1)
k−1 α
(k/2+1)
k
...
...
0 0 α(k−1)0 . . . α
(k−1)
k−1 α
(k−1)
k

. (6)
a0, ak ∈ Rn are column vectors with first and last k/2 non-zero entries, respectively. Note, that the number of different
schemes used in (6) is k− 2, the first (s = 0) and last (s = k) schemes in (5) are not used here. For all p, these n× (n+ 2)
matrices are quasi-Toeplitz banded (k+ 1)-diagonal matrices whose coefficients can be found in [11,12].
If Dirichlet BCs are given, then y0 and yf are known, and the vector accounting for the boundary conditions is given by
bc ≡ bcD = 1h2

a0y0 + akyf
 ∈ Rn, (7)
such that Y ′′(x) = bcD + 1h2M(2)p Y .
If zero Neumann BCs are given, as in our reaction–diffusion PDE system, we consider F (1)0,k and F
(1)
k,k , i.e. the first and last
methods of order p = k in the family (5), that do not require initial and final values, to obtain the approximations y0 ≈ y(x0)
and yn+1 ≈ y(xn+1) as follows:
y′(x0) ≈ β(0)0 y0 +
k
j=1
β
(0)
j yj = 0, y′(xn+1) ≈ β(k)k yn+1 +
−k
j=−1
β
(k)
k+jyn+1+j = 0.
If v0 = − 1
β
(0)
0
[β(0)1 , . . . , β(0)k , 0, . . . , 0]T , vf = − 1β(k)k [0, . . . , 0, β
(k)
0 , . . . , β
(k)
k−1]T ∈ Rn, by the elimination we obtain
y0 = vT0Y , yn+1 = vTf Y . (8)
Hence, by using (7), the approximation of the (zero) Neumann BCs, of the same order p as the global approximation, can be
expressed by
bcN Y = (a0vT0 + akvTk )Y , (9)
such that
Y ′′(x) ≃ Mp + bcp Y :=ApY , (10)
where Mp := 1h2M(2)p , bcp := 1h2 bcN ∈ Rn×n and thenAp includes information on the BCs. For our purposes, we highlights
same spectral properties of the matrices bcN in (9) andAp in (10) for p = 2, 4, 6.
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First of all, it is easy to check that bcN is the sum of two matrices of rank one. The first matrix has a block k/2× k of non-
zero entries in the upper left corner, say B0, and the second matrix has a block of non-zero entries Bk = JB0J (J anti-identity
matrix) in the lower right corner. Since J2 = I , it is easy to see that B0 and Bk, and then a0vT0 and akvTk in (9) have the same
eigenvalues, all equal to zero, apart from µp := trace(B0) = trace(Bk). In particular, for the orders p = 2, 4, 6, we have
µ2 = 4/3, µ4 = 1.88 and µ6 = 2.11. Moreover, by construction, the following estimates hold for the infinity norm of the
matricesMp in (10):
∥M2∥∞ = 4h2 , ∥M4∥∞ =
16
3h2
, ∥M6∥∞ = 709h2 . (11)
As a consequence, we can give a bound for the spectral radius ρp ofAp:
ρp = ρ(Ap) = max |λ(Ap)| ≤ ρ(Mp)+max |λ(bcp)| ≤ ∥Mp∥∞ + µph2 . (12)
Then for the ECDFp, p = 2, 4, 6, we have:
ρp := cph2 ≤
γp
h2
, where γ2 = 163 , γ4 = 7.0567, γ6 = 9.6198. (13)
Moreover, it can be proved that the matricesAp are negative definite.
To solve the reaction–diffusion PDE system for electrodeposition in 1D, we apply the Method of Lines (MOL) as follows
(see also [7]). Let h = hx = Lx/(n+ 1), andηi(t) = η(xi, t), θi(t) = θ(xi, t) on the meshgrid xi = i h, for i = 0, . . . , n+ 1.
The zero Neumann BCs imply:
∂η0(t)
∂x
= ∂ηn+1(t)
∂x
= 0, ∂θ0(t)
∂x
= ∂θn+1(t)
∂x
= 0, ∀t.
We consider the unforced model for s(t, ω) ≡ 0.
Ifη = [η1(t), . . . ,ηn(t)]T andθ = [θ1(t), . . . ,θn(t)]T we have to solve the following nonlinear ODE-IVP system of 2n
equations
η′ =Apη + ρf (η,θ), t ∈ ]0, tf ]θ ′ = dApθ + σg(η,θ),η(0) =η(0),θ(0) =θ (0). (14)
Ap is the matrix operator in (10) for the discretization of the ∂2v∂2x (x, t), for both v = η and v = θ . The ECDF schemes, thanks
to the matrix bcp in (10), yield an approximation on the boundaries of the same order as in the interior domain. Note that,
in our approach, we solve the discrete problem in Rn and recover the values of the solutions on the boundaries from (8).
In [7], to approximate the traveling waves solution of the ECD model in one space dimension, the system (14) has been
solved by using the Matlab solver ode15s. In [7] the main result was that the scheme of order p = 2 exhibits a faster front
propagation w.r.t. the higher order ECDF schemes and that ECDFp of order p = 4 and p = 6 give almost the same numerical
solution with almost the same velocity. Hence, better approximation of wave profiles and velocities is obtained when the
semi-discretization in space is more accurate. In this paper, we aim to apply theMOLmethod to solve the PDE system in two
space dimensions since we are mainly interested in the approximation of Turing patterns arising from the diffusion driven
instability.
Let us consider the domain Ω = [0, Lx] ×

0, Ly

and stepsizes hx = Lx/(n + 1), hy = Ly/(m + 1). A time-dependent
discrete solution inside the domain can be reordered as usual in the column vector U(t) = U = (U1, . . . ,Um)T ∈ Rmn,
where Uj = (u1j, . . . , unj)T where for all i = 1, . . . , n, j = 1, . . . ,m, uij = uij(t) ≈ u(xi, yj, t). Let us indicate by U(t) the
space approximation for η(x, y, t) and similarly by V (t) the approximation for the variable θ(x, y, t). By using the previous
notations, the Laplace operator is approximated by:
∆ = 1
h2x
(Im ⊗Ap,n)+ 1h2y (Ap,m ⊗ In) ∈ RN × RN , N = mn. (15)
Therefore, the MOL applied to the general system (2) yields the ODE systemU
′ = ∆U + ρF(U, V )
V ′ = d ∆ V + σG(U, V )
U(0) = U0 = η(0), V (0) = V0 = θ (0),
(16)
where F(U, V ) and G(U, V ) are the reaction terms f (η, θ), g(η, θ) evaluated on the 2Dmeshgrid. This is a nonlinear system
of ODEs whose size N = mn depends on the choice of the space stepsizes hx, hy. In general, a very large system must be
solved. Themost straightforwardmethod to be applied is the Crank–Nicolson (CN)method, since it is a second ordermethod
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that does not require a time step restriction (see e.g. [18]). Nevertheless, it is implicit and then very expensive. Moreover,
being a general purpose method for parabolic equations, it does not account for the peculiar structure of reaction–diffusion.
In the literature, the numerical solution of reaction–diffusion equations has received great attention, also when patterns
at the steady state have to be approximated. Typically, in the system built by the MOL method, the classical second order
approximation of the Laplacian by finite differences or finite elements is considered together with the ghost point technique
to deal with the zero Neumann BCs (see e.g. [18]). Instead, for the approximation in time, several approaches have been
proposed as an alternative to the CN method. In this context, Ruuth in its pioneering paper [13] has proposed a careful
analysis of several Implicit–Explicit (IMEX) multistep schemes that approximate implicitly the diffusion part and explicitly
the reaction part of the PDE equation. His analysis was based on the paper by Ascher et al. [20] where a stability analysis
of IMEX schemes for advection–diffusion equations was presented. In [13], the stability analysis essentially concerned the
application of IMEX schemes to a prototype model with diffusion driven pattern solutions known as Schnakenberg model.
The solution of thismodel is not known in analytic form. Depending on themodel parameters, it is possible to identify only a
stability region for spotty pattern formation, called Lacalli’s region, and the number of the Fourier modes in the steady state
solution. The stability analysis in [13] compared the different numerical schemes in terms of a discrete analogous of the
Lacalli’s region. The best method identified by the Ruuth’s analysis was the second order semi-implicit method 2-SBDF. An
analogous result was obtained for convection–diffusion equations by classical stability analysis tools showing that 2-SBDF
method has themildest time-stepping restriction when the diffusion coefficient d is large and h is small [20].
Starting from these two papers, research workers interested in pattern formation in reaction–diffusion systems on fixed
and growing domains have successfully used 2-SBDF on the Schnakenberg and other models (see e.g. [16,17,21]) with very
small time stepsize ht ≤ 1e-4. Recently, in [17] a modification of the 1-SBDF (IMEX-Euler method) first order in time, called
SBEM, has been proposed as an alternative scheme for the Schnakenberg model. In any case, the results about stability and
errors estimates have been obtained only computationally by systematic numerical simulations.
A parallel line of research, based on IMEX Runge–Kutta methods, is presented in the papers [22–25]. In particular, in [25]
the stability analysis for several schemes for reaction–diffusion equations has been performed on the basis of a scalar test
equation, first proposed in [26]. Nevertheless, in the above papers, applications to PDEs with Turing pattern solutions were
not addressed.
4. Test reaction–diffusion problem and stability analysis
Let us consider as the simplest model for reaction–diffusion the Heat equation with linear source term (without
convection), with zero Neumann BCs, on a rectangular domainΩ , given by:
ut = d∆u+ au (x, y) ∈ Ω ⊂ R2, t > 0
(n · ∇u)|∂Ω = 0 u(x, y, 0) = u0(x, y). (17)
We assume the diffusion coefficient d > 0 and the reaction coefficient a ∈ R.
For example, if u0(x, y) = A0 cos(πx) cos(2πy), it is easy to see that the solution of (17) is given by u∗(x, y, t) =
exp(e∗t)u0(x, y), e∗ = a− 5π2d, that is two time-scales d and a are present.
The application of MOL to (17) – as for example the one based on the ECDF semi-discretization discussed in Section 3 –
produces the following N dimensional ODE system:
U ′ = d∆ U + aU, t > 0
U(0) = U0, (18)
whose solution is given by U(t) = exp((d∆+ aI)t)U0, where ∆, given by (15), is negative definite.
Let us consider the analogous scalar ODE equation:
w′ = λw + aw, t > 0
w(0) = w0, (19)
whose solution isw(t) = w0 exp(λt + at). We assume λ < 0, but a ∈ R.
The steady state w¯ = 0 is asymptotically stable if and only if λ+ a < 0, i.e. for all a ≤ 0 and for 0 < a < −λ, otherwise
if a > −λ the reaction scale dominates the diffusion. If a = −λ,w(t) = w0 for all t and w¯ is stable.
As in [25,26], the main idea is to consider (19) as a test model with two separated scales, λ related to the diffusion part
and a related to the reaction part, and then to define a stability region in the plane (ξ , µ), where ξ = λht < 0 andµ = aht ,
assuming ht the time stepsize.
In this Section, we present a stability analysis for thewidely used 2-SBDFmethod [13] and define its stability region in the
(ξ , µ)-plane. In thisway,we justify theoretically the time-step restriction found experimentally in several papers [13,16,21].
Moreover, we show that the Crank–Nicolson (CN) method does not require stability restrictions and its stability region
reproduces the continuous one in the (ξ , µ)-plane. Nevertheless, CN could be too diffusive. To show this feature, we calculate
a bound h∗p for the space stepsize such that for h ≤ h∗p the CN method attains the wrong solution of the test heat equation
(17). For these reasons, we propose an alternative method of time integration for the system (18) based on the Alternating
Implicit Directions (ADI) using ∆ in (15), of order p = 2, 4. By classical Von Neumann stability analysis, we describe the
stability region for the ADI-ECDF of order p = 4 in the (ξ , µ)-plane and show that no stepsize restriction is needed.
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Fig. 1. Stability regions for the IMEX 2-SBDF method in the plane (ξ , µ). In the region D2 , the numerical solution attains the steady state and the diffusion
dominates. Note that, for the continuous problem this behavior holds for allµ ≤ −ξ . In the region R2 , instability arises and the reaction scale overwhelms
the diffusion. The region R2 coincides with that of the continuous test problem.
4.1. Stability of 2-SBDF method
Let ht be the time stepsize and consider the grid tj = jht for all j. The widely used IMEX 2-SBDF method [13,20] applied
to (19) yields
3wj+1 − 4wj + wj−1 = 2htλwj+1 + 2ht(2awj − awj−1), j = 1, 2, . . . . (20)
As usual,w0 is known, butw1 must be provided. In [13,20] for this goal a step of the first order IMEX-Euler scheme is used,
that is:
wj+1 − wj = htλwj+1 + htawj, j = 0, 1, . . . . (21)
The stability of 2-SBDF can be studied by the roots |z1,2(ξ , µ)| of the second order characteristic polynomial associated to
(20) given by:
(3− 2ξ)z2 − 4(µ+ 1)z + 1+ 2µ = 0.
In the half-plane (ξ , µ), ξ < 0 we define the stability region of 2-SBDF by
D2 =

(ξ , µ) ∈ R− × R | |z1,2(ξ , µ)| ≤ 1

. (22)
This region is reported in Fig. 1 and it is bounded from above by the line µ = −ξ , from below by the line µ = (ξ − 4)/3.
Hence, inside the region, the numerical solution attains the uniform steady state and the diffusion dominates, while for the
continuous problem this holds for all µ ≤ −ξ . On the other hand, in the zone where µ > −ξ (that is a > 0 and a > −λ),
the instability of both continuous and numerical solutions arises, meaning that the reaction overwhelms the diffusion. For
this reason, we call this zone R2. It is easy to show that these bounds correspond to the following results on the stepsizes.
– If 0 ≤ a < −λ, then µ < −ξ for all ht and diffusion dominates in both continuous and numerical solution without
restriction.
– If a > 0, a > −λ, then µ > −ξ for all ht and the reaction (instability) dominates in both continuous and numerical
solutions without time-step restriction.
– If a < 0, let b = −a > 0. In this case µ < 0 and the 2-SBDF scheme is diffusion dominated if (ξ − 4)/3 < µ < 0, that is
ht < 43b+λ .
Under the usual assumptions (see e.g. [26]), the stability results for the test equation can be valid for the MOL–ODE
system (18) if λ = −dρ(∆), where ρ(∆) is the spectral radius of the discrete Laplacian. If, for simplicity we set hx = hy = h,
then ρ(∆) ≤ 2ρp holds, where ρp = ρ(Ap) is defined in (12). Therefore, we can assume λ = −2dρp = −2d cph2 < 0, where
cp ≤ γp. The coefficients γp depend on the approximation order in space and are given by the estimates in (13). Therefore, by
the analysis of the stability region for the 2-SBDFwe can deduce some stepsize restrictions for the numerical approximation
of (18).
– If a > 0, we are in the D2 region if a ≤ 2dρp ≤ 2d γph2 . This relation yields the following condition on the space stepsize h:
h ≤ hD+ :=

2dγp
a
. (23)
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Fig. 2. Heat equation d = 0.01: stepsize restrictions for the IMEX 2-SBDF method. For a = 1 (left panel) h ≤ hD+ and for a = −1 (right panel) h ≥ hD− and
ht < 4/3 for ECDFp , p = 2 (blue dashed line), p = 4 (red dash-dot line), p = 6 (black continuous line). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
Fig. 3. Heat equation d = 0.01, a = 1: maximum absolute error for the IMEX 2-SBDF method based on ECDFp for p = 2, 4, 6 in space. Left panel:
convergence in space for fixed ht = 1e-3. Right panel: convergence in time for fixed h = hx = hy = 0.025.
– If a > 0 and a > 2d cp
h2
, then we are in the R2 region. We note that, a sufficient condition on the space stepsize to satisfy
this requirement is h > hD+ in (23).
– If a < 0, the 2-SBDF method is in the D2 region if the time step bound ht < 4h
2
3bh2+2dcp holds. To satisfy this bound it is
sufficient to have a more restrictive condition
ht ≤ hDt :=
4h2
3bh2 + 2dγp . (24)
On the other hand, the same relationship can yield the bounds h >

2dcpht
4−3bht for ht < 4/3b. Since cp ≤ γp, again it is
sufficient to require that
h ≥ hD− :=

2dγpht
4− 3bht and ht < 4/3b. (25)
We solve the Heat equation (17) on the squareΩ = [0, 1]×[0, 1]with the initial condition u0(x, y) = cos(πx) cos(2πy),
such that the exact solution is known. We solve the problem for d = 0.01 by ECDFp of orders p = 2, 4, 6 and the IMEX
2-SBDF method in time. In Fig. 2, we show for all ECDFp the step bounds (23) for a = 1 (left panel) and (25) for a = −1
(right panel).
For the reaction scale a = 1, in Fig. 3 (left panel) we report the convergence behavior in space of the maximum error
obtained by ECDFp of order p = 2, 4, 6, for fixed ht = 1e-3 and variable h = hx = hy = 0.1/2k, k = 0, . . . , 4.
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Fig. 4. Schnakenberg model (α = 0.1, β = 0.9, d = 10): stepsize restrictions for stability of the IMEX 2-SBDF method. The stability regions in terms of
the stepsize restriction are highlighted for γ = 114 and γ = 1000 for the 2-SBDF, based on the ECDFp , p = 2 (blue dashed line), p = 4 (red dash-dot line),
p = 6 (black continuous line). It is easy to see that the step size restrictions are more stringent for increasing values of γ . The critical time-steps are also
shown in both cases. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
In Fig. 3 (right panel) we report also the convergence behavior in time, for fixed h = hx = hy = 0.025 and variable
ht = 0.1/2k, k = 0, . . . , 4. The theoretical convergence order is preserved both in space (p = k of the main scheme) and
time (p = 2). In our opinion, ECDF4 seems to be a good compromise between accuracy and computational cost (almost
block penta-diagonal linear systems are solved at each iteration). Where is the true advantage of using 2-SBDF? As noted in
Section 3, several authors prefer this method to solve reaction–diffusion problems with pattern solution. Their results rely
on computational studies and good performances obtained for thewell studied Schnakenbergmodel, the simplest nonlinear
model exhibiting Turing instability and attaining at the steady state a spotty or stripe pattern according to the values of the
reaction and diffusion parameters. No exact solution is known and consequently the convergence study cannot be done in a
classical way. Here, we apply the stability analysis discussed above in this section yielding Eqs. (23)–(25) in order to explain
why in all papers dealing with the Schnakenberg model a very small time step has been invariably used.
The Schnakenberg model is given by:
ut = ∆u+ γ (α − u+ u2v), (x, y) ∈ Ω = [0, 1] × [0, 1], t ∈ ]0, tf ],
vt = d∆v + γ (β − u2v),
(n · ∇u)|∂Ω = (n · ∇v)|∂Ω, = 0,
u(x, y, 0) = u0(x, y), v(x, y, 0) = v0(x, y),
(26)
where α, β, γ > 0. A unique stable equilibrium exists which undergoes the Turing instability, given by u¯ = α + β, v¯ =
β/(α + β)2. The initial conditions u0(x, y), v0(x, y) are typically chosen as a perturbation of u¯ and v¯. Here we use the
perturbations proposed in [17] and we follow the classical literature parameter choice: α = 0.1, β = 0.9, d = 10, with:
(i) γ = 114 yielding a pattern with one Fourier mode (cos(2πx)-like) along the y direction; (ii) γ = 1000 yielding a spotty
pattern with four modes in both directions (see e.g. [13,16]). The diffusion scale λ can be identified, as for the Heat equation,
in terms of the spectral radius of the discrete Laplacian, i.e. λ = −2dρp. The reaction scale a, instead, can be estimated
from the largest eigenvalue of the Jacobian of the reaction part of the PDE (26) evaluated in the equilibrium (u¯, v¯). By easy
computations we obtain, for the above parameter values, the eigenvalues a− = −1.7155γ , a+ = 1.5155γ . Therefore, we
can describe our stability bounds for d = 10 and a ≡ a−. In Fig. 4, we report the step bounds in (25) both for γ = 114
and γ = 1000. The stability regions are found above the curves and are bounded from the right by the (green) thick lines
identifying the critical time steps h114t = 6.8e-3, h1000t = 7.7e-4, respectively. It is evident that the stability regions shrink
for increasing values of γ , since the stiffness of the reaction term increases.
It is worth noting here that the critical time step value for stability identified computationally in [13] for γ = 1000 and
h = 1/128 = 0.025 is given by ht = 5.71e-5, this value is very near to the boundary of 2-SBDF based on ECDF2 in space.
4.2. Stability of the CN method
By applying our stability analysis to the CN method, it is easy to show that the regions D2 and R2 coincide with the
continuous ones. That is, diffusion dominates for µ ≤ −ξ , while reaction is the leading term for µ > −ξ . Hence, when
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Fig. 5. Heat equation d = 0.01, a = 1: estimate of the diffusivity of the CN method in terms of the diffusion error E(h) = e∗ − e(h), h = hx = hy space
stepsize, for the ECDFp schemes when p = 2 (blue dashed line), p = 4 (red dash-dot line), p = 6 (black continuous line). Critical upper bounds h∗p for
p = 2, 4, 6 are reported. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
0 < a < −λ, the only restriction is on the space stepsize and it is given by h ≤

2dρp
a (i.e. µ ≤ −ξ ). Nevertheless, the CN
method can be too diffusive and can approach the wrong solution if the space stepsize is not taken carefully.
For example, for u0(x, y) used in the previous Section, the decay of the solution of the Heat equation (17) depends
on the global scale exp(e∗t), where e∗ = a − 5π2d. The solution of the CN method satisfies Un+1 = F(h)Un, where
F(h) = I+
ht
2 (d∆+aI)
I− ht2 (d∆+aI) ≈ exp(d∆ + aI) and then the corresponding discrete scale, which drives the decay, can be estimated
by using the spectral radius of the matrix d∆ + aI , say ρ(h) = a − 2dcp/h2 ≥ e(h) := a − 2dγp/h2. In Fig. 5 we show
the diffusion error E(h) = e∗ − e(h) for the ECDFp schemes for p = 2, 4, 6 in the case d = 0.01, a = 1. The critical
steps h∗2 = 0.3287, h∗4 = 0.3782, h∗6 = 0.4415 are identified, such that for h < h∗p the CN solution decays faster than the
theoretical one (E(h) < 0), even in absence of time-step restriction. In Fig. 6, left plot, we show the numerical solution by
the CN method, based on ECDF4 in space, obtained at tf = 1 for ht = 0.01 and h = hx = hy = 0.025: the steady state
zero solution is attained notably earlier than in the exact solution, shown in the right plot. It is interesting to note that the
numerical solution obtained by the Peaceman–Rachford ADI method (order 2 in space) is not affected by this CN diffusion
drawback. In fact, in Fig. 7 we show the absolute error at tf = 1 obtained by the ADI method (maximum error given by
0.0028). For this reason, we propose to solve theMOL–ODE system (18) by ADI methods as described in the next subsection.
4.3. ADI methods
The classical ADImethod of order two is a combination alternating the integration in time along the x and the y directions
by using classical second order schemes and the ghost point technique for NeumannBCs (see [18]). Its unconditional stability
is proved by classical von Neumann analysis. Here, we aim to: (i) include the treatment of the Neumann BCs in the ECDF
approximation in space, for orders p = 2, 4; (ii) consider the approximation in space also by the ECDFp of order p = 4, prove
its stability and describe its stability region for the test equations (18) and (19).
First of all we describe the ADI method for Eq. (18) as follows:
ur+1/2ij − urij
ht/2
= d

(uxx)
r+1/2
ij + (uyy)rij

+ aur+1/2ij ,
ur+1ij − ur+1/2ij
ht/2
= d

(uxx)
r+1/2
ij + (uyy)r+1ij

+ aur+1/2ij ,
(27)
for tr = rht , r = 0, . . . , nt and ht = tf /nt . Let us consider along the x and y directions the approximations of the second
order derivatives by ECDFs as follows (see Eq. (10)):
(uxx):j = 1h2x
(M(2)p + bcN)u:j =Axpu:j (uyy)i: = 1h2y (M(2)p + bcN)ui: =Aypui:.
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Fig. 6. Heat equation: d = 0.01, a = 1, tf = 1. Left panel: solution by the CN method for h = hx = hy = 0.025, ht = 0.01. Right panel: exact solution.
Fig. 7. Heat equation: d = 0.01, a = 1, tf = 1: absolute error of the ADI method (ECDF2 in space) for h = hx = hy = 0.025, ht = 0.01 same stepsizes as
in Fig. 6 for the CN method.
Let us define ν = dht2 , then the ADI-ECDF method can be defined at each time step by:
(I − νAxp)ur+1/2:j = (I + νAxp)ur:j + aht2 ur+1/2:j , ∀j = 1, . . . ,m,
(I − νAyp)ur+1i: = (I + νAyp)ur+1/2i: + aht2 ur+1/2i: , ∀i = 1, . . . , n.
(28)
By construction, Neumann BCs are included in the discrete operators. We provide here a stability analysis a` la von Neumann
concerning the main scheme in the ECDF approximation (see previous Section 3.1). Of course, for the order p = 2 classical
results are still valid (see e.g. [18]) and then for the ADI-ECDF2 unconditional stability holds. As usual, let us consider
urij = zreI(cx i+cyj) where cx = 2πhx/kx, cy = 2πhy/ky, with kx, ky wave numbers and I =
√−1.
For the order p = 4, we recall that the main method, as defined in Section 3 (see also [11]), both along x and y, is given
by:
(uxx)
r+1/2
ij =
1
h2x

− 1
12
ur+1/2i−2,j +
4
3
ur+1/2i−1,j −
5
2
ur+1/2i,j +
4
3
ur+1/2i+1,j −
1
12
ur+1/2i+2,j

= 1
h2x
δxu
r+1/2
ij ,
(uyy)r+1ij =
1
h2y

− 1
12
ur+1i,j−2 +
4
3
ur+1i,j−1 −
5
2
ur+1i,j +
4
3
ur+1i,j+1 −
1
12
ur+1i,j+2

= 1
h2y
δyur+1ij ,
where by easy computations we can prove that:
δx,y = 13 sin
2(cx,y)− 163 sin
2
 cx,y
2

≤ 0. (29)
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Fig. 8. ADI-ECDF4 method: the stability regions D2 and R2 are indicated, where diffusion and reaction dominate in the test problem (19), respectively.
Along the (red) continuous curves |z| = 1 holds. The dashed line is µ = −ξ indicating the boundary between the analogous regions for the continuous
problem (see Section 4.1 and Fig. 1). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
Hence by substitution in (27), we have:
|z| = |u
r+1
i,j |
|uri,j|
=
1+ νδx
h2x
+ aht2
 1+ νδy
h2y
1− νδx
h2x
− aht2
 1− νδy
h2y
 . (30)
Let µ = aht , ξ = λht as in the previous notations and now suppose ξ = 2νδx,yh2x,y
< 0, that is λ = dδx,y
h2x,y
< 0. Hence, (30)
is equivalent to
|z| = |1+ (ξ + µ)/2| · |1+ ξ/2||1− (ξ + µ)/2| · |1− ξ/2| . (31)
The stability region for the ADI method is shown in Fig. 8. The diffusion and reaction stability regions are indicated in the
figure by D2 (|z| < 1) and R2 (|z| > 1), respectively.
– Since δx, δy ≤ 0, for all µ ≤ 0 (that is a ≤ 0) we have |z| < 1, then the ADI-ECDF4 is unconditionally stable.
– If µ > 0 and µ ≤ −ξ , the diffusion dominates, as for the continuous problem.
– Above the (dashed) lineµ = −ξ , the (red continuous) curves where |z| = 1 identify four subregions. We indicate then
by R2 the two subregions where |z| > 1, that is where the reaction can be reproduced numerically. In particular a sufficient
condition is µ > −2ξ and−2 < ξ ≤ 0 (upper right subregion).
As in Section 4.1, these outcomes can be specialized for the Schnakenberg model in (26) by considering λ = −2dρp
and a ≡ a− = −1.7155γ < 0. Hence, by the previous result, no restriction on the stepsizes is needed. If the dominant
eigenvalue were a ≡ a+ > 0, a sufficient requirement for the numerical solution to belong to the region R2 would be
dγp < h ≤ 2

dγp/a (see Fig. 8 for µ > −2ξ and−2 < ξ ≤ 0).
In Fig. 9 we show the solution of the Schnakenberg model obtained by the ADI-ECDFp of order p = 2, 4, for ht = 2e-4
and h = hx = hy = 0.025. Very similar patterns are attained (only that approximated by the ADI-ECDF4 is shown in the left
panel). The difference between the twomethods consists in the relaxation time to attain the steady pattern, that is the time
value t¯p(TOL, h) such that ∥Ur+1 − Ur∥2 ≤ TOL (see right panel of Fig. 9). Experimental observations for this example show
that t¯2(TOL, h) ≤ t¯4(TOL, h) for h > 0.02, while t¯2(TOL, h) > t¯4(TOL, h) for h ≤ 0.02. Note that the stepsizes used in these
simulations lie out of the stability region of the 2-SBDF method (see Fig. 4).
For the above motivations, we decided to apply the ADI-ECDF methods for the approximation of the Turing patterns in
the electrodeposition model (2). From the computational point of view, the advantage of the ADI approach, related to the
solution of only tridiagonal systems by thewell-known Thomas algorithm, is reducedwhenwe apply the ADI-ECDF4 of order
p = 4 in space. This scheme could become really competitive if a similar fast algorithm for the (almost) penta-diagonal linear
systems involved were devised. Moreover, we do not discuss in this paper the application of suitable iterative methods for
these linear systems.
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Fig. 9. Schnakenbergmodel d = 10, γ = 1000: numerical approximation by the ADI-ECDFp , p = 2, 4 for ht = 2e-4, hx = hy = 0.025. Left plot: numerical
solution u obtained at tf = 1 by ADI-ECDF4 . Right plot: the behavior of the increment ∥Ur+1−Ur∥2 shows that the steady state has been attained at tf = 1
with TOL = 1e-8. The two schemes exhibit very similar behavior for this choice of the stepsizes (see discussion in the text).
5. Pattern approximation for the electrodeposition model
As described in Section 2, the PDE model (2)–(3) has been proved to exhibit Turing or diffusion-driven instability [5,6].
For our numerical approximation by the ADI-ECDF methods, let us fix the parameters in (2)–(3) as in [6] for the unforced
case (s(t) ≡ 0), that is:
ρ = 40, σ = 2, ϵ = 0.5, β = 1, C = 0.2. (32)
We recall that the dynamic scenario of the reaction–diffusion system corresponds to the case in which the homogeneous
steady state (ηe, θe) = (2, 1/3) is stable to small perturbations in the absence of diffusion, but it becomes unstable to small
spatial perturbations when diffusion is present and d > dc . For the above parameter choice dc = 9.1. The parameter α in
(2)–(3) is responsible for pattern selection when d ≃ dc and α ∈ [αmin, αmax] = [0.4879, 1.05209]. The stationary Turing
patterns are composed by spots and worms for α = αmin, while only spots survive for α → αmax.
Since we need to solve the ECD model (2) on a large domain Ω = [0, Lx] × [0, Ly], e.g. for Lx, Ly ≫ 1, the possibility
of using large stepsizes both in space and time is desirable. This requirement renders the good stability and the reduced
computational costs of the ADI-ECDF schemes appealing. As an example, we solve the electrodeposition model (2) for
d = 10 onΩ = [0, 50] × [0, 50]. We consider the following cases:
Case I: α = 0.5, spots and worms; Case II: α = 0.8, only spots.
It is possible to estimate the reaction scales as we did for the Schnakenberg model in Section 4.1. In both Cases I and
II, the eigenvalues of the Jacobian of the reaction part (3) of the PDE system (2) have real negative part, then no stepsize
restrictions are needed for ADI-ECDFs. Therefore, we choose ht = 0.1, hx = hy = 0.5 and integrate in time until tf = 200.
The initial data η0(x, y), θ0(x, y) are random perturbations in space of the homogeneous equilibrium (ηe, θe).
In Fig. 10, we present the numerical simulations obtained by ADI-ECDF4 only for the morphology η(x, y, t), since very
similar patterns are found for the chemistry θ(x, y, t). The upper panels refer to Case I (spots andworms), and the lower ones
to Case II (just spots). Also in this case we report (right panels) the time behavior of the increment ∥Ur+1 − Ur∥2 (dotted
line) to show that the stationary pattern is attained (in case I with TOL = 1e-2, in case II with TOL = 0.018). It is worth
noting that if the integration is performed on the same interval [0, tf ] by ADI-ECDF2 the steady patterns are attained with
less accuracy, as can be checked by comparing the final values of the increments for p = 2 and p = 4. In addition, here we
show the time evolution of an approximation of the space integral ⟨η(t)⟩ = 1|Ω|

Ω
η(x, y, t)dxdy (dashed line) as a further
proof that the steady state pattern has been approximated.
The scenario identified by the previous simulations corresponds to the relevant physical chemistry in a straightforward
way. In fact, we find a range of patterns, that closely matches experimental ones found in the electrodeposition of Cu films
from baths without and with the additive PEG, which affects the value of the parameter α responsible of pattern selection.
Original SEMmicrographs of Cu layers – obtained with the process detailed in [27] – are shown in Fig. 11. In panels A and B
– corresponding to the absence and presence of PEG additives, respectively – patterns with spots and worms and only spots
can be in fact recognized.
6. Conclusions
In this paper, we have introduced the ADI methods based on a high accuracy space discretization for the numerical
approximation of Turing patterns in a reaction–diffusion system of interest for metal growth by electrodeposition. We have
motivated our choice by highlighting: (i) the properties of the ECDF method also including the approximation of Neumann
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Fig. 10. Turing patterns for the ECD model approximated the ADI-ECDF4 method. Upper plots: case I, spots & worms pattern. Lower plots: case II, only
spots pattern. In both cases, the right panels report the behavior of the increment ∥Ur+1 − Ur∥2 (dotted line) and the space integral ⟨η(t)⟩ (dashed line) to
show that the stationary pattern is attained at tf = 200.
Fig. 11. SEMmicrographs of Cu layers obtained by potentiostatic electrodeposition: at−200 V (panel A) and−300 V (panel B) vs. Ag/AgCl for 500 s from
baths without and with PEG additives, respectively.
BCs with same accuracy; (ii) the stability analysis on a linear test reaction–diffusion equation for the ADI-ECDF4 scheme;
(iii) comparisons in terms of stability properties with other schemes (IMEX 2-SBDF and CN). Good numerical results have
been obtained for the approximation of spots & worms and only spots patterns on large computational domains and for long
time integration. Eventually, we have shown that the numerical simulations are in good qualitative agreement with some
experimental results for electrodeposition of Cu films.
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