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Dans les systèmes orientés-objet. la réutilisation d'une fonctionnalité n'est pas 
toujours effectuée par héritage ou par appel d'une composante configurable. Il 
arrive que les programmeurs copient directement le code source et le modifient 
pour satisfaire leur nouveau besoin. Cne telle activité de réutilisation implicite 
produit des fragments de code très similaires. appelés des clories. 
La presence de clones dans un système n'est pas nécessairement désirable puisque 
ln synchronisation de leur maintenance peut être difficile. Les clones sont aussi cles 
liens implicites entre des classes qui partagent une fonctionnalité. 
Ce mémoire présente les résultats d'un projet de reconception rie systèmes ori- 
entés-objet basée sur l'anaiyse des clones. Le principal objectif de la recherche 
était d'étudier In possibilité d'utiliser les informations de clonage pour des actions 
de réingénierie pouvant aider la maintenance du logiciel. 
Les principales contributions de la recherche sont le dciveloppement d'une nou- 
velle tavinornie des clones senmnt à la mesure des opportimités de réingénierie. 
le développement d 'un nouvel algorithme de comparaison de fragments de code 
permettant l'estraction de différences sémantiques ainsi que le développement et 
l'étude de plusieurs méthodes de reconception basée sur les clones. 
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ABSTRACT 
In object-oriented systems. re-use isn't always performed t hrough inheritarice 
or use of configurable components. Programmers often proceed with a manual 
copy-paste-modify to satisfy their need for re-use. Such an activity prodiices ver? 
similar code fragments called clones. 
The presence of clones in a system isn't necessarily desirable as the synchroniza- 
tion of their maintenance is difficult. Clones also represent implicit links betaeeri 
classes sharing a functionality. 
This thesis presents the results of a project or1 object-orientecl systern redesigri 
based on clone anülysis. The main goal of the research ivas to stucly the use of 
clones for reengineering actions that could irnprove system niaintainability. 
The main contributions of this research are the dewlopnient of a new clone 
classification scheme useful to assess reengineering opportunities. the development 
of a new matching algorithm t hat allows to est ract semantic differences between 
clones and the development and study of several redesign approaches based on 
clones. 
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INTRODUCTION 
Dans les systèmes orientés-objet. la. réutilisation di1 code source est possible 
grâce à clilITrriits iii&caiiiairira t r la  i'iiGri~agr. k a  iibrairies el ia cuiiipositiou d'objets. 
Certaines approches. comme l'utilisation de patrons de concept ion :"!. facilitent 
plus particuliérement la réut ilisat ion. 
Cependant. les programmeurs ont parfois besoin de se semir de composantes qiii 
n'ont pas été conques pour ètre réutilisées. Cela se produit principa!ement lorsque 
les systèmes sont dans letir phase d'expansion et que de noiivelles spécifications 
doivent être satisfaites périodicpenient ;"i. 
Lorsqii'une telle situation survient. le rnoclule et la composante visés derraierit 
e t  re restructiirés pour que la composante piiisse ètre correctenient réutilisée. Encore 
niieus. le système complet pourrait ètre réorganisé à la lumière de l'ensemble cles 
nouvelles spécifications qu'il satisfait ou qu'il doit satisfaire. Les classes pourraient 
être restructurées en des composantes générales et leurs interfaces rationalisées. Ln 
tel processus de consolidation [?'! permettrait au c s t è m e  de devenir plus flexible. 
plus facile à étendre en termes de fonctionnalités et surtout plus facile à maintenir. 
4lalheureusemeot. il amve souvent que la technique de réutilisation employée 
soit plutôt un copier-coller du code source de la composante désirée. Cette approche 
produit des Fragments de code très similaires que l'on appelle des clones, et qui vont 
subir des activités de maintenance et de modification indépendantes L3O]. 
0.1 Existence de clones dans les systèmes informatiques 
Les recherches antérieures i4-4*301 ont montré qu'environ 5 à 15% du code source 
des systèmes de grande taille est formé par des clones. 
Lü. présence d'une quantité si élevée de code dupliqué n'est pas désirable. Cela 
augmente inutilement la taille des systèmes. mais surtout cela rend difficile la syn- 
chronisation des actions de maintenance effectiiées sur les différentes copies. Il est 
aussi vrai que le clonage rend implicite les liens entre des élémerits qui partagent 
une nierne fonctionnalité. 
0.3 Recherches antérieures sur les clones 
Plusieiirs chercheurs se sont déjà intéressés à la détection des clones et B leur 
utilisation clans différents contestes. dont la compréhension cle progranmes. la 
documentation. lëvnluat ion de la qualité de systèmes ainsi que la restructuration 
des systèmes et des processus. 
Plusieurs techniques de détection de clones ont été étudiées. Certaines sont 
basées sur le texte formant les fichiers sources des logiciels. Johnson P61 û ciéveloppé 
une méthode d'identification des copies esactes de fragments de chaînes de car- 
actères en utilisant des empreintes (JngerpBnts). L'outil hiDup.* de Baker rap- 
porte autant les copies exactes de sections de code que celles qui different dans la 
substitution systématique d'un ensemble de noms de variables et de constantes par 
un autre. Ducasse et al. ["l font appel à la fois à une correspondance entre chaînes 
de caractères et à la visualisation pour l'identification de copies esactes de codes 
sources. 
D'autres approches. comme celles de Slayrand et al. P3! et de Iiontogiarinis 
et al. Pa]. permettent la détection de blocs d'instructions similaires en iitilisant 
des métriques liées à la disposition des instructions. aus expressions formant les 
instructions. au Aiis de contrôle. aux variables utilisées. aux variables définies. etc. 
Dans PSI. Iiontogiannis et al. font aassi la détection de clones en utilisant deus 
niéthodes de mise en correspo~idance de patrons (pattenr matclring): le Dyrruniic 
Programrning illatclrirrg. qui calcule l'alignement optinial entrc deux fragments de 
code et iin mécanisme t l ~  concordanre st at ist iqiie m t  r~ les pat rom d'iintl description 
at~straite (iii code et le code source lui-nierne. 
Cne autre technique de ciPtection de clones est celle de Baster et al i% Elle est 
basée sur ln comparaison des sous-arbres de I'AST (Arbre de syntaxe abstraite) tlii 
systéme. Cne fonction de hashing est tout d'abord utilisée pour diviser les sous- 
arbres en groupes de sous-arbres similaires. Les sous-arbres de chaque groupe sont 
ensuite exhaustivement comparés un à un. 
Plusieurs applications de la détection des clones ont été étudiées. Johnson [26! 
visualise les fragments de chaînes de caractères redondants pour faciliter la tache de 
compréhension des systèmes de grande taille. 'vlayrand et al. [ 3 3 1 1  ainsi que Lagüe 
et al. [301. documentent le phénomène de clonage dans le cadre de l'évaluation de la 
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qualité de systèmes. Lagüe et al. ["O] ont aussi évalué les bénéfices de l'incorporation 
de la détection des clones aux processus de maintenance de logiciel. 
0.3 Motivation de la recherche 
La litttratiire riiontre donc que les recherches antérieures se sont penchées beau- 
cottp plus sur la détection des clones dans les systèmes informatiques que sur 
l'utilisation subséquente de ces informations. Il y a eu avant tout des efforts cle 
visualisation et de documentation. Cependant. de telles applications restent au 
niveau de la constatation dii phénomène de clonage dans les systènies. Lagütl et 
al. [:Io! ont amené les applications vers la gestion du ptiénonièrie. Ils controlent donc 
le clonage. mais toiijoors sans y remédier activement. 
L'objectif de la recherche présentée dans ce mémoire est clëtiidier l'utilisation 
des clones comme bCue d'actions de réingénierie utiles à la maintenance des systèmes. 
'ious voulons faciliter l'entretien des logiciels en éliminant les duplications de corle 
source et en permet tant une réutilisation plus appropriée des fonctionnalités clonées 
que la copie manuelle de leurs codes sources. 
Le chapitre 1 de ce mémoire décrit plus en détails le probleme abordé et les 
solutions étudiées. Le chapitre '2 présente une nouvelle tavinornie des clones senant 
de base à l'analyse des possibilités de reconception. Dans le chapitre 3, les détails 
d'un algorithme de comparaison de fonctions dones sont présentés. Cet algorithme 
permet de déterminer les différences sémantiques entre les clones. Le chapitre 4 
décrit la reconception en soit tandis que le chapitre 5 présente les espériences de 
reconception conduites: le chapitre 6 discute des résultats obtenus. Finalement. 
I P  chapitre 7 cornpare les trnvniix ~ff~rt i i6s dans le riirlr~ r b  r p  projet. ~ J - P C  !es 
recherches esistarit daris les domaines conneses. 
CHAPITRE 1 
1.1 Définition du problème 
Le problème abordé dans cette recherche est la reconception de systèmes ori- 
entés-objet basée sur l'analyse des clones. Nous bttidions l'iitilisation d'information 
sur la présence cle clones clans un système pour reconcevoir ce dernier et le rendre 
ainsi plus facile B rnaiiitenir. L i  système plus facile ii maintenir est mi systilmrl pour 
lequel l'introtluction de nou~elles fonctionrialités rt>pri.sentr lin effort c1t un clcgrb 
de difficulté faibles. C'est aussi un système facile à corriger sans risque d'effets 
secondaires inopinés. 
Les objectifs précis du projet étaient les suivants: 
Rendre explicites les réiitilisations implicites cle codes sourws par clotiage. 
Éliminer les duplications par l'union des parties communes des clones. 
Conserver les caractéristiques uniques de chaque variante d'une méthode 
clonée. 
Faciliter la réut ilisation et les modifications futures des fonctionnalités clonées. 
s e  Das modifier les interfaces des ~ a r t i e s  du svstèrne transformées. 
1.2 Contributions originales de la recherche 
Ce mémoire préseut e donc I'ét ude des reconcept ions automatiques des systèmes 
qui unissent les parties communes des clones et paramétrisent leurs différences. Cne 
partie des solutions analysées est basée sur la modification de la hiérarchie des c lu -  
ses. Les élhments communs des clones sont remontés vers la racine de la hiérarchie. 
tandis que les différences sont descendues vers les feuilles. L'autre partie cles tech- 
niques 6tucliées transforme la réut ilisation implicite par duplication de code source 
en une réutilisation esplici te de composantes générales. configurablrs. réut iiisnbles 
et indépendantes des clones originaux. 
L'union des parties communes des clones a déjB été étudiée par B u t e r  et 81. 
dans i51. Leur approche. basée sur les rnacros. permet l'élimination de toutes les 
tliiplications et par le h i t  même la récluction de la quantité de codes sources clans 
le système. Néanmoins. l'utilisation de rnacros présente plusieurs limitations. Elle 
n'est applicable qu'à des langages qui supportent les rnacros: mais. plus important 
encore. chaque modification lexicale d'une macro nécessite une vérification manuelle 
afin d'assurer que la rnodificat ion sémantique désirée est correctement répenclue à 
tous les endroits où la macro est utilisée. 
L'approche que nous proposons est basée sur les différences sémantiques entre 
les clones. Elle permet donc à la reconception de garder la signification initiale 
du code lors des transformations. Les modifications subséquentes n'ont donc pas 
besoin d'être vérifiées manuellement. Cette nouvelle approche est la principale 
contribution de la recherche. 
Dans le cadre de la reconception proposée. plusieurs autres contributions origi- 
nales ont été effectuées: 
Un nouvel algorithme de comparaison cie fragments de code source B eté 
développé. Cet algorithme est simple. présente iine complesiti. relativement 
hible de t)(n2) (qui peut mëme ëtre réduite. comme il le sera discutk plus loin). 
permet une fine granularité de comparaison et est applicable i n'importe quel 
langage procédiiral ou orienté-objet. 
0 Cne approche originale rl'estraction cie différences strnantiques eritrr frag- 
ments de code. basée sur l'algorithme mentionné ci-dessus. a aussi été cléwlop- 
pée. Cette approche permet de comparer cles fragments cle codes et de 
déterminer leurs différences en termes d'éléments clu langage de program- 
mation. tels les expressions. les instructions. les déclarations. etc. 
0 Cne nouvelle ta-uinoniie des clones a été élaborée. Cette tasinornie permet de 
mesurer les opportunités de réingénierie dans uu système. 
Plusieurs types de reconception basée sur les clones ont été proposés. Certains 
font usage de la hiérarchie des classes tandis que d'autres transforment les 
clones en composantes réutilisables. 
Un processus de reconception automatique a également été développé. 
1.3 Définitions 
Les résultats de l'étude présentés dans les chapitres suivmts reposent sur plu- 
sieurs termes et concepts-clés que nous définissons dans cette section. 
1.3.1 Clone 
II esiste plusieurs définitions d'un clone. Dans ce projet. nous cléfinissons lin 
clone comme étai t  un segment cle code source identique ou similaire 8 un autre. 
Le degré de similitude nécessaire pour que deus morceaux de code soient con- 
sidérés des clones est arbitraire et dépend cle t'application. 
Bien que la ressemblance puisse ctre le fruit du hasard. surtout lorsqiie les 
clones sont cle petite taille. elle est souvent due B une activité consciente de clonage 
c'est-à-dire de copie. puis de nioclificatioti d'un niorceau de code. 
1.3.2 Différence sémantique entre clones 
Nous considérons comme différence sémantique entre clones toute différence 
syntaxique esprimée en termes de la composante du langage de programmation à 
iacpelle elle correspond. 
Soit les d e u  méthodes suivantes: 
public void myMethod(int a, int b, int c) { 
> 
et 
public void myMethod(int a. int b. i n t  c )  { 
La différence {< +b >. < -c >) 
I'irrgiiment d'une méthode. 
sera consiciéréc corilme iint? différcric:~ dans 
1.4 Cadre technique du projet 
L'étude coniplète a été réalisée sur des systèmes .Java. Les outils développés 
ont été implantés avec .JDK 1.1 -7. Le parseur utilisé a été généré à l'aide de Javacc 
version O.S. 
CHAPITRE 2 
TAXINOMLE DES CLONES 
Avant d'étudier les possibilités de réingénierie des systèmes basées sur cles in- 
formations de clonage. nous avons examiné et classé une quantité importante de 
clones détectes dans pliisiecirs systèmes réels. Une telle classificatiori nous a per- 
mis de mesurer les opportunités de réingénierie présentes clam 1t.s systkines et (le 
déterminer les types de clones dont la transformation serait profitable. 
2.1 Taxinomies exist antes 
SIayrand et al. ont présenté une taxinomie des clones dans ::'? Ils ont défini 
une (.chelle ordinale <le huit niveaux de clonage correspondant ail degré cle simili- 
tude entre des fonctions clones. Ce degré est déterminé par les différences des 
fonctions clones clans leurs noms. leurs clispositions physiques. les espressions qui 
les forment et leurs Rus de contrôle. Cette taxinomie était tléveloppée pour des 
objectifs d'évaluation de la qualité des systèmes logiciels. 
Pour des activités de réingénierie. d'autres informations sur les clones doivent 
être prises en considération. En effet. pour transformer les clones. une connaissance 
détaillée de leurs caractéristiques. notamment de leurs différences sémantiques: est 
nécessaire. 
2.2 Taxinomie proposée 
2.2.1 Données d'observation 
La tasinomie présentée ici a été développée après un examen manuel de quelques 
300 clones. extraits de sis systèmes dont le code source est disponible gratuitement: 
0 JDK !."]. un kit de développement cle Sun SIicrosystems comptant quelques 
14s 000 lignes de code. 
SableCC il". un générateur de parseurs de I'iiniversité SIcGill de 32 000 lignes 
de code. 
0 AXTLR L3'?i. un générateiir cle parsetirs clbveluppé par l'Institut SLageLiirig ct 
comptant 25 O00 lignes de code. 
a S W X G  [% une boite h outils pour le développement d'interfaces utilisateurs 
produite par Sun SIicrosysterns et totalisant 215 000 lignes de code. 
0 KFC !48!. une boite à outils pour le développement d'interfaces utilisateurs 
d'iine longueur de 57 000 lignes de code. produite par II;. Yasumatsu. 
0 HTTPCLIENT [-151 un fureteur de R. Tshalaer dont le code source est d'une 
longueur de 21 000 lignes de code. 
Les clones utilisés pour l'élaboration de la taxinomie ont été extraits des systèmes 
par l'approche de Patenaude et al. i3'ji Cette approche extrait et groupe des 
méthodes similaires en utilisant des métriques pour leur comparaison. 
2.2.2 Catégories développées 
Durant la phase d'observation. les différences existant entre les clones ont été 
listées. Il a été noté qu'une grande partie des clones étaient fortement seniblables 
uu &uie ideuriques Les deux carégories suivantes ont donc été définies: 
Identiques: des méthodes clones sont dites identiques lorsqu'il n'existe aucune 
clifftrence entre elles. mème pas dans leurs noms. 
0 Différences superficielles: 1t.s trit;thodes se clistingiient seiilrrtwnt par cies clif- 
férences qui n'affectent ni leurs caleiirs de sortie ni leurs comportements. Il 
s'agit de différences dans les noms cles méthodes. dans les noms de leurs 
paramètres et dans ceus de leurs variables locales. 
Pour les autres clones. trois categories de clifférences sont clairenietit ressorties: 
les différences n'affectant qu'un jeton lexical 2 la fois. les différences affectant des 
séquences de jetons et les différences affectant les attributs des méthodes. cornnie 
leurs modificateurs (stat ic. public. etc.) ou leurs listes d'escept ions. Le premier 
groupe de différences a été subdivisé en sept catégories. selon la signification des 
jetons appartenant a u  différences: 
O Appels de méthode: les différences entre les clones correspondent à des appels 
de méthodes. Autrement dit. lorsque deux clones different uniquement dans 
les appels qu'ils font à des méthodes? ils appartiennent à cette catégorie. 
14 
0 Variables globales: les différences correspondent à des utilisations de variables 
non-locales ou de constantes définies 2 I ' es té~eur  des méthodes. 
Type de la valeur de retour: la seule différence entre les méthodes clonées est 
ie type de ia valeur retournée. 
Types de paramètres: les différences affectent le type d'un ou cle pliisieiirs 
paramètres des méthodes. 
Variables iocnles: les types des variables locales déclarées varient entre les 
clones. 
Constantes: les différences affectent les constant es niirnériqires. booléennes 
ou autres direct enient encocl6es ci ans les niet ho des. 
Ctilisation de tupes: les différences corresporident i des types manipulés 
de manière explicite dans des espressioiis telles que instmceof. ou clans des 
changements de type ( typecast). 
Certaines méthodes clones contiennent plusieurs des types de différences cou- 
verts par les catégories précédentes. Pour ces clones. les catégories 10 à 12 ont été 
définies: 
Changements d'interface: les différences correspondent à des appels de mé- 
thodes. des variables globales. des types de paramètres et/ou le type de la 
valeur de retour. 
l a  
a Changements d'implantation: les différences se situent dans les types de vari- 
ables locales. les constantes utilisées et/ou les types explicitement manipulés. 
a Changements d'interface et d'implantation: les différences affectant un jeton 
t ia fois correspondent à n'importe iesqueiles des àiKérences ciécrites dans ies 
catégories précédent es. 
;\ucun patron de correspondance ent.re les différences et les entités c h  langage 
de prograrriniation similaire n'a &té identifié pour les différences couvrant plus d'un 
jeton. 11 a cependant été noté que la plupart cles clones contenaient seulement ilne 
ou deus différences de ce type. Les catégories 13. 14 et 15 ont clonc &té cléfinies 
comme: 
0 Cne longue différence: une seule entité (une espression. une instruction ou 
autre) differe d'un clone à l'autre. 
0 Deux longues différences: exactement deus entités sont affectées par les 
clifférences. 
O Plusieurs longues différences: trois entités ou plus sont affectées par les 
différences. 
Certaines entités étant plus importantes en taille que d'autres. un seuil a été h é  
quant aux pourcentages des méthodes qui peuvent ètre affectés par des différences 
pour que les méthodes puissent encore être considérées comme des clones. En 
Tableau 2.1: Taxinomie des méthodes clones 
1 Xuméro 1 Nom de la catégorie 1 
1 / Ident iqiies 
2 1 Différences superficielles 
1 3  i Appels de méthodes 1 
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Changements d'interface et d'implantation 
Une longire différence 
effet. pour deus méthodes complètement différentes. nous pourrions dire qu'elles 
different d'une seule entité. soit le corps des méthodes. ce qui n'aurait pas beaucoup 
(le signification pour la réingénierie. Le seuil à été arbitrairement tisé i 30%. niais 
il pourrait être raffin6 par l'utilisateur. 
Il a aussi été remarqué que certaines méthodes contenaient à la fois les deux 
types de différences. celles affectant un jeton à la fois et celles couvrant des séquences 
de jetons. Alors. les catégories 16 à 18 ont été définies comme les correspondants 
des catégories 13 à 15. mais incluant en plus les différences définies dans la catégorie 




Plusieurs longues différences 
Cne longue différence. interface et implantation 
Deus longues différences. interface et implantation 
18 1 Plusieurs longues différences. interface et impiantiit ion 
Finalement, les différences affectant la liste des exceptions et les modificateurs 
cles méthodes n'ont pas été utilisées dans la taxinomie parce qu'elles n'affectent 
pas directement les chois des actions dc réingénierie. Elles ont été laissées comme 
paramètres pour les phases de réingénierie. 
Le tableau 2.1 résume les catégories définies. Toutes les méthodes siniilairtls 
qui ne sont pas couvertes pas la tasinomie ne sont présentement pas catégorisées 
et sont gardées pour des recherches futures. 
Nous avons appliqué cette taxinomie A plusieurs systèmes de graricle taille. ce 
qui nous a permis d'analyser les phénomenes de clonage chi point de vue de la 
réingénierie. Les résultats de cette espérience sont p r k m t k  dans IP r h a p i t r ~  5 .  
CHAPITRE 3 
COMPARAISON DE CLONES 
Le fondernent do processus cie rtingénierie basée sur les clones est la connais- 
sance des différences sémantiques eritre ces derniers. En effet. une telle coniiaissance 
permet d'isoler les différmces. de les manipuler et de les déplacer. et de transformer 
ainsi le système en le gardant cohhrent et compréhensible du point de vue d'un pro- 
granilrieur. 
CI! chapitre présente un nouveau processus et un nouvel algorithme qui pcr- 
mettent l'est raction cies différences sémarit iqiies entre les dories. 
3.1 Processus d'extraction des différences 
Le processus d'extraction des différences sémantiques est présenté à la figure 3.1. 
11 consiste en quatre étapes principales: 
L'analyse lexicale- Cette étape perniet d'obtenir les vecteurs de jetons for- 
mant les deux fragments de code à comparer. 
La mise en correspondance. Cette étape détermine quels jetons correspondent 
dans les deux fragments de code et lesquels doivent être enlevés. ajoutés ou 
remplacés pour transformer l'un des fragments de code en l'autre. 
a .Analyse syntaxique. Cette étape permet d'obtenir les arbres syntaxiques 
abstraits (AST) des deux fragments de code. 
a La projection des ditférences sur les AST. Finalement. les différences obtences 
sous forme de s6qoences de je~ons sont projetées sur ies -4ÇL afin de ies hire 
correspondre B des entités significatives du  langage de programmat ion. 
Figure 3.1: Processus d'extraction des différences sémantiques. 
Ce processus est adéquat pour la comparaison de deus fragments de code. Il 
arrive souvent qu'un groupe de clones soit constitué de plus de deux fontions. 
Dans ce cas. pour comparer simultanément toutes les fonctions, une d'entre-elles 
est choisie comme référence. et toutes les autres sont comparées à elle. Une étape 
d'union des ensembles de différences est ensuite ajoutée. 
Les sections suivantes espliquent les différentes étapes du processus. les justi- 
fient et esposent les algorithmes sur lesquels elles sont basées. 
3.2 Abstraction du code source 
Pour pouvoir analyser la signification des énoncés forniant un progranime. il 
est nkcssaire de reprkn te r  ce clcrnier iin plus haut niveau ci'abstraction que la 
suite de caractères qui fornient les fichiers sources. 
Plusieurs schémas de représentation ont été proposés dans la litttrature. Parmi 
. . 
cetis-ci se retrouvent les cadres (frnmes) iJbl. les graphes annotés cle Hus de coritrde 
et <le flus de ciorin6es i-16!. les arbres synti2siqiies abstraits [:"!. lrs forn~ii l~s logiqiies 
cles dépendances <le programmes ilu! ct les tiiplets relationnels basés sur un nio:léle 
du domaine d u  langage W. 
Nous avons choisi d'utiliser les arbres syntwiques abstraits pour les raisons 
suivantes: 
Ils sont le produit direct tlii processus d'analyse syntaxique et ne requièrent 
donc pas [le calculs ni de manipulations additionnels pour être obtenus. 
Il est facile d'en extraire les entités du langage correspondant aus différences 
entre les clones. 
a Ils sont faciles à manipuler lors d'activités de reconception et de réingénierie. 
Ils représentent un format de données rnanipulables par la machine. 
Figure 3.2: Cn eseniple de AST. 
Ln esemple cl'hST est présenté 8 la figure 3.2. 
3.3 Mise en correspondance 
L'algorithme de comparaison utilisé est basé sur Iklgorithme de mise en cor- 
respondance dynamique (Dynarnic Pattern ilfatching) de Kontogiannis et al. [*$]. 
Une modification fondamentale y a cependant été apportée. Au lieu d'aligner des 
entités syntaxiquement structurées comme des énoncés. l'algorithme aligne des en- 
tités syntaxiquement non-structurées. les jetons. C'est seulement par la suite que 
l'alignement obtenu est projeté sur les AST des fragments de code et que la cor- 
respondance optimale structurée est obtenue. 
Kontogiannis et al. utilisent en effet les instructions comme éléments de com- 
paraison. Celles-ci sont d'abord abstraites en des ensembles de caractéristiques. 
La correspondance est alors réalisée sur les vecteurs de caractéristiques correspon- 
dant aux blocs d'instructions. Les caractéristiques utilisées incluent des valeurs de 
métriques ainsi que des propriétés spécifiques de flu de données et de contrôle. 
L'approche que nous avoris adoptée utilise les jetons du langage de programmation 
comme imités de comparaison. Cela permet aussi une granularité cl'anaij-se affinée. 
3.3.1 Données en entrée 
La correspondance dynamique est donc effectuée sur deus vecteurs de jetons 
formant les fragments de code. Soit t l i  le l ime jeton clo premier fragment de code 
et soit t2, le j""' jeton clu second fragment. Nécessairement i et j doivent ètre plus 
petits que les tailles respectives des deus vecteurs. Alors. ces 1-ecteurs peuvent être 
définis comme: c l  =< t l i .  t l2? .... t l ,  > et u2 =< t&. t 3 .  .... E, > oit n et m sont 
les longueurs des fragments de code. 
partir des deux vecteurs. une grille est construite. Cette grille sera utilisée 
polir les résultats partiels de la mise en correspondance dynamique. La grille est 
constituée par des éléments du type: 
type: Element Grille 
cout: Entier 
precedent : Element Grille 
end 
où: 
0 cout est le coût de la correspondance optimale entre les sous-séquences 
<v l [ l ]  ,.... vl[i]> et <v?[l] ..... r2b ]>  
0 precedent est une référence utilisée pour la mémorisation du chemin dans 
la grille formant la correspondance optirnale. 
Les fonctions co~t(~idle[ i] / ' j ] )  et precedent (gnlle[i]/j/) associent à chaque élément 
cle la grille les valeurs cles champs cout et precedent correspondants. 
Avant le début cle la mise en corresponclance. la preriiiére ligne et la preriiitre 
colonne de la grille sont initialisées a u  coûts correspondant au pire cas. c'est-i- 
dire au cas où tous les jetons seraient différents. La correspondance optimale sera 
déterminée à partir de ce pire cas. 
3.3.2 Coeur de l'algorithme 
L'algorithme prend donc en entrée la grille et les deus vecteurs de jetons c l  et 
u2. Il retourne la correspondance optimale entre les vecteurs v i  et ~72 sous la forme 
d'un chemin dans la grille. -\ ce chemin correspond un coût que nous appelons 
aussi distance et qui est défini comme la quantité minimale de jetons qui doivent 
être insérés. enlevés ou remplacés pour transformer un des vecteurs en l'autre. 
L'algorithme est complètement défini avec les pré- et post- conditions suivantes: 
cm~t(grille[i][O]) = i tli E [O. n] A 
cout(grdle[O]~]) =j Qj E [O. rn] A 
rûltt(grtllc[i~# = O sinor. ,? 
precedent(grille[i][j]) = r2il Yi E [O. TI] et j E [O. rn] 
d[i] = t l ,  Vi E (1. n] A 
c 2 [ j ]  = t2, Y j  E [ l . n t ] .  
La post-condition suivante doit être vraie après exécution de la mise en corre- 
spondance: 
cout(yrille[O][O]) = O A 
cout(grille[i][j]) = d(< cl[ l ] .  .... cl[i] >. < c?[l]. .... c2[,] >) 
V i  E [ L n ]  A V j  E [ L n ]  
où ci ( )  est la fonction de la distance 
entre deus vecteurs de jetons. 
Une fois la correspondance op t irnale trouvée. la grille contient les distances 
entre toutes les paires de sous-séquences correspondant aux i et j premiers jetons 
des vecteurs- pour toutes les valeurs de i et j plus petites que la taille des vecteurs. 
La distance pour les fragments de code complets est donnée par: 
Le coeur de l'algorithme qui permet de satisfaire P -+ Q est défini par la 
fonction match(). L'algorithme de cette fonction est présenté à la figure 3.3. 
1 fonction matcli(c: Grille: ~ 1 . ~ 2 :  Sequence) => (coî~t  : Entier) 
2 pour ( i t l à taille(r1) ) 
3 ~ U U L  { j 7 1 ;L ~ d k ( t  2 ) )  
4 coutTenip t calculCout ( v l  [il .v?b]) 
- i c[i - i][j] .cmt + 1. a c[i]b].cout t min c[i][j - l ] .cout+l .  c[i - l][j - Il .cûitt + co7ttTernp 
i c[i - 1][;]. 6 c[i.jj .precedent t c[i] [j - 11. çii - LI[; - 11 selon le cout minimal - 
I retourne c[taille(vl ) ]  [taille(v'l)] 
Figure 3.3: Wthode principale de l'algorithme cle mise en correspondance. 
La fonction rnc~tch() effectue une itération sur tous les éléments de la grille et 
calcule les distances entre toutes les sous-séquences s l  et s 2  de c l  et r2. Pour 
chaque calcul. la fonction utilise les valeurs des distances optimales calculées pour 
les sous-séquences plus courtes. En effet. la distance entre sl et s2  est le minimum 
parmi: 
O la distance entre frûnt(s1) (tous les éléments de s1 sauf le dernier) et s2 
augmentée du coût de l'effacement du dernier élément de sl (coût de une 
unité) . 
m la distance entre sl et f ront(s2) augmentée du  coût de l'insertion du dernier 
jeton de s2 (coût de une unité). 
0 la distance entre f ront(s1) et f ront(s2) augmentée chi coût de la mise en 
correspondance cles derniers éléments de sl et s2. donnés par < last(s1) > 
et < last(s2) >. Ce coût est calculé par la fonction calcu6Cuût(). 
La fonction caictdCoùt(j compare deus jetons kl et k2 en ewluant l'espression 
suivante: 
( ( ( T y p e ( k 1 )  = Tgpe(X-2)) A (Type (k1 )  # Identificateur) 
A (Type (k1 )  # Constante)) 
v((Type(k1) = Type(k .2 ) )  A (Valeur(k.1) = I k l e u r ( k 2 ) )  
h ( ( T g p e ( k 1 )  = Identificateur) V (Type (k1 )  = Constcmtr) ) ) )  
Ainsi. durant leur comparaison. les égalités des types et des valeurs des jetons 
sont testées. Deux jetons correspondent s'ils appartiennent au niénie type. sauf s'ils 
sont des identificateurs ou des constatites. Dans ces deus derniers cm. ils doivent 
aussi avoir la même valeur. Par exemple. Le jeton ''if'. peut seulement correspondre 
un autre jeton **if' tandis qu'un identificateur peut seulement correspondre à un 
autre identificateur dont la wleur représente la même chaîne de caractères. 
L'algorithme de comparaison tel que présenté a une complesité de B(n * m). 
où n et m sont les tailles respectives. en quantité de jetons. des deus fragments 
de code. Pour des fragments similaires (des clones)' n - rn et la complexité est 
approximativement B(nZ). Cette complexité peut être réduite par l'utilisation de 
ce qui s'appelle uo beam seorch. 11 s'agit d'éliminer les possibilités de correspon- 
dance qui se situent trop loin de la diagonale de la grille. et qui demandent donc 
I'insertion ou l'effacement d'une quantité de jetons plus grande qu'un certain seuil. 
Cette optimisation est possible dans le cas de la comparaison de clones. puisque la 




public int ge tSoLinger( ) t hrows Socket Esceptioii { 
Object o = impl.getOption( SocketOptioris.SOLINGER): 
if( O instanceof Integer) { 
return(( Integer) O ) .  intValue(): 
1 
else { 




public synchronized irit  getSoTimeout ( )  
t hrows Socket Exception ( 
Object O = irnpl.getOption( SochtOptions.SO-TIMEOCT): 
if( O instanceof Integer) ( 






Figure 3.1: Exemple de méthodes clones en Java. Cet exemple est extrait de JDK 
1.1.3, du fichier Socket .java et de la classe Socket. 
Figure 3.5: Grille après l'alignement des fragments de code V I  = <public. int. 
get SoLinger > et v2 = < public. synchronized. int . getSoTinieou t > cies niét ho cles 
présentées à la figure 3.4. Les Hèches indiquent la correspondance optiniale entre 
les fragments de code. 
Soient les cleux fragments de code de la figure 3.4: la figure 3.5 présente une 
partie tlc la grille après leur mise en correspondance. Les numéros apparaissant 
i chaque yrille[i] [ j ]  sont les valeurs des cliarnps Element G d e .  cout cies tiénients 
correspondants de la grille. La correspondance optimale peut être r e p r k n t é e  
comme un chemin dans la grille: p = <<0.0>. d l > .  <1.2>. ~ 2 . 3 ~  <?.A>. 
<3.4> >. L'algorithme retourne donc La correspondance optimale sous la forme 
de chemin dans la grille où chaque jeton du chemin est associé à une action per- 
mettant la transformation d'un des vecteurs de jetons en l'autre. Ces actions 
sont l'insertion(8èche horizontale). l'effacement ( fléche verticale) ou la substitution 
(flèche diagonale). 
3.3.4 Groupement des jetons en séquences 
La sortie de l'algorithme présenté plus haut n'est pas le résultat final de la 
comparaison des fragments de code. En effet. pour pouvoir ensuite les projeter sur 
i'AST. ii h u r  regrouper en séquences ies jetons consécutiis auxquels correspond 
une même action. 
II est facile d'extraire ces séquences de la grille. Il suffit de suivre le chemin 
optimal 2 partir du dernier élénient (grille[taille(r 1 ) i  [tnille(~Q)]) jiisqii'au premier 
élement (gri l le[O][O]) en utilisant les champs precedent pour se di'piacer. Les jetons 
ronsGcutifs aiisquels corr~spond une meme action (insertion. efhcement) oii qui 
correspondent sont groupés en séquences. Par la suite. les actions cl'insertion et 
d'effacement consécutives sont remplacées par des actions de substitutions. Pour 
L'esemple de la figure 3.5. une telle transformation retourne le chemin sous la 
forme suivante: < {<public>. <public>. correspondance). {c.<synchronized>. in- 
sertion}. {cint  >. <int >. correspondance). {<getSoLinger>. 
<getSoTimeout >. substitution) >. oll É correspond j. une séquence vide. 
La  figure 3.6 donne la correspondance optimale. en termes de séquences de 
jetons pour les fragments de code complets. 
3.4 Union des ensembles de différences 
L'algorithme présenté précédemment permet de comparer deux fragments de 
code. Les groupements de clones contiennent souvent plus de deux clones. 11 faut 
1 <int> et <int> 1 Correspondance 1 
<public> dans la méthode originale et 
<public> dans le clone 
- 
<getSoLinger> et <getSoTimeout > 1 Substitution 
< ( ) throws ... SocketOptions .> et 1 Correspondance 
I 
Correspondance( pas d'action) 
1 
1 <- I >  et <O> 1 Substitution 
< ( ) throws ... SocketOptions .> 
<SOI;INGER> et <SO-TIMEOUT> 
<) : ... else { return> et <) : ... else { retiirn> 
1 <: 1 ) > e t  <:}  }> 1 Correspondance 
Substitution 
Correspondance 
Figure 3.6: Corresponciance optimale entre les deux fragments de code cle la Fi- 
gure 3.4. 
donc trouver un moyen de regrouper les clifférences et les correspondances. afin 
d'identifier le code cornmiin A tous les clones ainsi que les particularités de rhaciin. 
Pour effcctiier cette opération. nous procédons en deus étapes. D'abord. tous 
les fragments de code sont comparés à un rnènie fragment. choisi au hasard dans 
le groupement de clones. Ensuite. ce fragment est utilisé comme référence pour 
déterminer ce à quoi correspondent toutes les différences identifiëes. Autrement 
dit. chaque différence est liée à son correspondant dans la méthode de référence. Ce 
correspondant est ensuite utilisé pour propager la différence aus autres méthodes. 
3.5 Projection des différences sur I'AST 
La dernière étape de l'e-xtraction des différences sémantiques est la projection 
des différences sous forme de séquences de jetons sur les AST des méthodes com- 
parées. Cela permet de déterminer les entités du langage de programmation qui 
correspondent a u  différences. 
Les étapes suivantes sont utilisées pour la projection: 
a Identification des noeuds des AST auxquels appartiennent les jetons formant 
les ciifferences. 
Pour les séquences. identification du premier ancêtre commun des noeuds 
formant la différence. L'ancét re identifié doit etre significatif. c'est-à-ciire 
qu'il doit représenter tine entité concrète chi langage de progranimac ion. 
a Ftisions cles différences imbriqtiées. 
L'algorithme et le processus de mise en correspondance présentes dans cette 
section permettent de comparer deus fragments et d'en estraire les clifférences 
sémantiques. Celles-ci prennent la forme de sous-arbres des AST des fragments cle 
code correspondant B des entités significûtiws du langage de programniation. 
CHAPITRE 4 
RECONCEPTION 
L'objectif de la reconception basée sur les clones est de transformer ces clerniers 
en des structures plus appropriées. 11 A g i t  en fait de factoriser les parties rom- 
rniines dti code source tout en gardant le comportement unique de chacun des 
clones. 
Deus ases de reconception sont étudiés ici. Le premier implique la transforrna- 
tion de la hiérarchie des classes pour grouper les parties communes des clones clans 
les classes ancêtres ou bien séparer les différences dans des classes enfants. Le se- 
cond me esplore la transformation des clones en cte nouvelles entités configurables. 
réutilisables. niais surtout indépendantes de la hiérarchie cles classes esist ant es. 
Ce chapitre commence par explorer les organisations cles classes contenarit les 
clones qui sont différenciées clans le chois du type de rcconceptiou. Sont ensuite dis- 
cutées plusieurs possibilités de reconception permettant la factorisation des parties 
communes des clones. ainsi que la paramétrisation de leurs différences selon les deus 
axes de reconception mentionnés. Certaines solutions nécessitent le décoiiplage 
de la méthode générale de son contexte et la paramétrisation de ce dernier. Ce 
problème est discuté et plusieurs possibilités de découplage sont présentées. 







(b) M m e  parent. (c) Xncèt re comniun. 







Figure 4.1: Organisations des classes différenciées lors de la reconception. 
contenant les clones. les chois de reconception. ainsi que la nécessité et les possi- 
bilités de découplage. sont examinés. Des solutions de reconception complètes sont 
aussi présentées. 
4.1 Cas différenciés 
Les méthodes clones appartiennent à des classes qui possèdent dinérentes rela- 
tions de parenté. Ces liens de parenté, ou positions relatives dans la hiérarchie des 
classes du système. déterminent ce que nous appelons les organisations des classes 
contenant les clones- 
Parmi toutes les organisations de classes possibles. nous avons identifié celles 
qui présentent un intérèt du point de rue de la réingénierie. Ce sont seulement 
ces organisations que nous différencions. La figure 4.1 présente ces différentes 
organisations. Des groupements de cleus clones sont présentés afin d'alléger les 
figures. Les organisations présentbes peuvent facilement ètre étencliies i plus de 
deus clones. 
Ainsi. tous les clones peuvent appartenir à une même classe 4.l(a) .  11 sera alors 
possible de faire cles transforniations locales B la classe ou encore r l ~  h i  cr6er des 
descendants. Les clones peuvent aussi appartenir H des classes soeurs -L.l(b) ou 
de nianière plus gtnérale. à des classes ayant un mcètre cornniiin 4.l(c). Dans 
cc cas. l'ancètre sera une cible de chois pour les élkmerits communs des clones. 
L'organisation oii aucune classe n à  de parent 4.1 (e) se rapproche du cas prkédent 
puisque la création d'un parent sera possible. 
Une situation différente se présente lorsque les classes contenant les clones ap- 
partiennent toutes à une même branche de la hiérarchie des classes 4.l(d). Cette 
situation peut néanmoins être la base d'une redistribution des éléments de données 
à différents niveaux de la hiérarchie. 
Les classes peuvent aussi être liées par d'autres relations plus cornpleses. ou 
présenter un réseau impliquant simultanément plusieurs des relations décrites ci- 
dessus. Dans ces cas. l'utilisation des particularités des relations pour la réingénierie 
sera plus difficile. ce qui nous a amené B les regrouper sous un cas général (présenté 
en 4 4 f ) ) .  
En plus des clones. il se peut que les classes partagent ci'aiitrcs attributs ou 
mét hocles. Ces derniers forment alors ilne interface commune ails classes que nous 
appelons Commonlnterface. 
Finalement. il est important de noter que dans les organisations 4.l(b) à 4.1 (e). 
il falit que chaque classe contienne esactement un clone pour qiie les soliitions 
décrites ci-dessous s'appliqiient directenierit. Sinori. rioiis tortibons dans IP cas 
générai. Bien eritenclu. ce cas gi.ni.ral petit 6trta niodifié pour tenir coniptc tlr 
l'organisation particulière des clones. mais il s'agira alors tl'iine solution hybride. 
4.2 Factorisation des parties communes et paramétrisation des différences 
Pour réussir la factorisation des parties cornniiiries cies clones tout en présemnt 
le comportement unique de chacun d'eus. les différences qui existent entre les clones 
doivent être encapsulées dans des méthodes et utilisées comme paramètres du code 
général commun. L'ensemble de ces méthodes qui encapsulent les différences définit 
une interface appeiée DifiInterface. 
Cne fois les différences encapsulées. les parties communes des clones peuvent 
être unies de l'une des trois façons suivantes: 
Si tous les clones appartiennent à une même classe: chaque Fragment de code 
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commun peut être encapsulé dans une méthode et remplacé par un appel à 
celle-ci. Les méthodes communes peuvent alors toutes étre gardées dans la 
classe. Les méthodes encapsulant les différences peuvent être gardées clans la 
classe ou déplacées vers de nouvelles classes enfants. 
0 Si un ancêtre commun existe ou peut être créé. le code comniun paramétrisable 
peut être place clans cet ancêtre. Les rnét hoclm encapsulant les tlifférences 
peuvent alors ètre gardées dans les classes originales. 
O Finalement. le code conirnun peut aussi étre placé dans une uouvelle classe. 
indépendante de celles contenant les clones. Les différences peuvent alors 
ètre gardkes dans les classes originales (ce qui est possible lorsqii'iin sctil 
clone se trouve dans chaque ciasse). ou bien elles peuvent étre placées cians 
de noiivelles classes agrégées par les anciennes. 
Les sous-sections suivantes décrivent chacune de ces approches en détails. 
4.2.1 Factorisation et paramétrisation au sein d'une seule classe 
Lorsque toutes les niéthodes clones appartiennent 2 une même classe. la du- 
plication du code peut ètre vue comme une simple distribution inadéquate des 
responsabilités entre les méthodes de la classe. La reconception a donc pour objec- 
tif de redistribuer ces responsabilités au sein de cette classe. Il s'agit donc de garder 
l'interface commune des clones' leurs parties communes. ainsi que leurs différences, 
dans la classe. 
Une des possibilités de redistribution consiste à diviser les méthodes clones en 
parties communes et en différences. puis B encapsulcr h la Fois les différences et 
les parties communes dans de noiiveIles méthodes. Les corps des mPthorl~s r lnnw 
deviennent alors: 
cloneàMethodi () ( 
partiecommunel 0 ; 
diff lversionA0 ; 
part ieComune2 (1 ; 
diff2versionAo ; 
partieComune3() ; 
Les miithodes de type partieCommuriei forment une interface que nous appelons 
CloneCommonlnterface. tandis que les méthodes qui encapsulent les différences 
forment l'interface Dmnterface. La figure 4.2 présente une classe contenant cleus 
méthodes clones après application d'une telle réingénierie. Toutes les méthodes 
clones appellent alors les mêmes méthodes de la CZoneCommonlnterface et les 
méthodes correspondantes de leur version de la DzflInterface. 
Cette solution permet une redistribution des responsabilités dans de petites 
méthodes simples, qu'il devient facile d'agencer de multiples façons pour obtenir 
Figure 4.2: Factorisation et paramétrisation au sein d'une méme classe. 
les différents comportements socihait6s. Cette solution est encore plus Aesible que 
la création d'une niét hode générale et pararriétrisable. 
Les noiivelles petites méthodes gardent le niCrrie conteste qiie les méthodes ori- 
ginales. Le problème de décotiplage mentionné en introduction ne se pose dotic pas. 
Par contre. la difficulté de la séparation des rnétliotles cioiies eri parties cuniriiuries 
et en parties différentes dépend grandement des types cles différences. 
4.2.2 Paramétrisation de différences par création de classes enfants 
Les clones d'une même classe peuvent aussi être éliminés par la création. daris 
la classe. d'une méthode générale et configurable. La difficulté réside alors dans 
l'efficacité de la paramétrisation des différences. 
Certains langages de programmation. comme le C/C++. permet tent l'utilisation 
de pointeurs à fonctions. et par ce fait leur passage comme paramètres. Dans 
d'autres langages. cela est impossible. Il devient alors nécessaire de grouper Les 
méthodes formant les différences dans des structures ou des classes. Une référence 
à une instance d'une de ces classes est alors passée en paramètre à la méthode 
générale. 
Ces nouvelles classes peuvent être agrégées par la classe originale. ce qui cor- 
respond au cas de reconception général ( -4.5) avec la différence que la classe Clone- 
Handler est la classe originale. 
Lne autre solution consiste à cféclarcr Les classes contenant les différences comme 
enfants de la classe originale. 
Dans cette solution. les corps des méthodes clones seront remplacés par: 
clonedMethodi0 { 
SousClassi objet = new SousClassi(this) ; 
objet.clonedMethod~); 
Chaque méthode clone doit instancier la sous-classe qui lui correspond. c'est-i- 
dire celle qui redéfinit les méthodes cle manière à refléter les clifférences de ce clone. 
La sous-classe est ensuite utilisée pour répondre à la requête reçue. L'instanciation 
cloit avoir lieu dans les méthodes afin d'éviter une boucle infinie d'appels au con- 
structeur de la classe d'origine. 
La figure 4.3 présente une classe et ses enfants après une telle transformation. 
Le principal inconvénient de cette solution est la nécessité de découpler les mé- 
thodes encapsulant les différences de leur conteste. En effet. chaque différence doit 
manipuler les attributs. non pas de la classe qui la contient, mais plutôt de la classe 
mère? conme c'était le cas initialement. Les classes enfants doivent donc agréger la 
Figure 4.3: Paramétrisat ion des différences par l'utilisation de classes enfants. 
classe parent et lui rediriger les opérations de rtiariipulation de clorinées non-locales 
a u  méthodes. 
Cn tel décoiiplage est cliscuté en détails plus loin ( c f .  section 4.3). Il corisisre 
rn l'encapsulation des nianipiilations de dunntes clans cles triéthocles qui fornient 
ce que nous appelons la illnterface. 
4.2.3 Factorisation à l'aide d'un ancêtre 
Lorsque les ciasses qui contiennent les clones ont le mèrne parent. un niênie 
ancêtre ou encore n'ont aucun parent. et qu'un parent commun peut leur être 
ajouté. la solution clécrite dans cette section peut être appliquée lors de la recon- 
ception. 
La solution consiste à déplacer les parties communes des clones rers l'ancêtre. 
et à laisser dans les classes d'origine les méthodes de la DifiInterface seulement. La 
factorisation se fait donc par l h t  ilisat ion d'un ancêtre. tandis que la paramétrïsation 
tient en la redéfinition des méthodes de la Difffnterface dans les classes originales. 
Lorsque les fragments communs des clones sont ainsi remontés vers un ancêtre. 
les attributs manipulés par ces fragments font partie de ce que nous avons appelé au 
début du chapitre l'interface Coinmonlriterface des clones. Ils devraient donc aussi 
être remontés. Cependant. la difficulté d'une telle opération peut être évitée par le 
découplage de la niéthocle commune de son conteste. Ce clécouplage se nianifestera 
par l'utilisation d'une Idhterface pour la nianipulation des données. ainsi que par 
la redéfinition. dans chaque classe originale. des méthodes de cette interface. La 
figure 4.4 présente la solution avec et sans le découplage. 
(a) Sans découplage. (b) Avec tfécoiiplage. 
Figire 4.4: Factorisation des fragments communs des clones clans un ancètre corn- 
mun. 
4.2.4 Utilisation d'une classe externe 
Lorsque l'organisation des classes originales ne permet pas l'utilisation de la 
hiérarchie des classes pour la factorisation des fragments communs dans un ancêtre' 
il faut a\-oir recours à une classe extérieure. Cette classe contiendra la méthode 
générale qui sera paramétrisable avec les différences et le contexte des clones. 
Plusieurs organisations sont possibles pour la relation entre les classes d'origine 
et la nouvelle classe. Nous avons choisi d'explorer les patrons de conception pour 
former cet te relation. L'utilisat iou de patrons de conception connus permet de 
créer un code facile B comprendre. 
Nous proposons et décrivons trois solutions. Dans toutes ces solutions. les corps 
cles tiiét hodes clones seront remplacés par: 
Le cloneHundlerest un noiivel attribut de toutes les classes contenant des clones. 
Il est configuré avec un conteste qui est rn fait l'instance de la ciassr originale à 
iaquelle il appartient (c.f. section 4.3). La reqiiéte partagée lui est dtléguér arec les 
paramètres qu'elle requiert. ainsi que l'information quant aus différences à utiliser. 
4.2.4.1 Patron de conception Strategy 
Dans cette solution. la paramétrisation des différences est effectuée par le patron 
de conception Strategy. 
La figure 4.5 présente la structure des classes après reconception. Les méthodes 
clones délèguent les requêtes B une méthode générale de la nouvelle classe Clone- 
Hundler. Cette classe est configurée avec une stratégie de type DiffStrategy, qui 
s'occupe de parties de la méthode générale correspondant aus différences entre les 
clones. Les classes qui représenteut les stratégies redéfinissent donc les méthodes 
de l'interface DiffInterface. Elles sont agrégées par les classes d'origine afin de 
connaître leur conteste. 
Cne optimisation triviale permet tant la r6tIuction de la quantité d'instances de 
la classe CloneHandIer consiste à passer la stratégie 2 chaque appel A la niéthocle 
générale. plutet que de configurer chaque instance de la classe CloneH(md1er avec 
une stratégie différente. 
Il est important de remarquer que La méthode de la nouvelle classe C l o ~ ~ e H u n d l e r  
devra 6galenie1it recevoir son contexte en paramètre afin de faire correspondre. 
$ chaque appel. les identificateurs aux structures de dorinées appropriées. Cette 
remarque est également vraie pour les deus autres soliitiotis présentées dans les 
sections suivantes. Les possibilités de découplage sont ctiscutées B la section 4.3. 
Figure 4.5: Patron de conception Stmtegy utilisé pour la paramétrisation des 
différences. 
4.2.4.2 Patron de conception Flyweight 
Cette solution est quasi-identique ii la précédente. sauf qu'elle profite de la. 
possibilité de transformer la composante configurable en Flymeight. réduisant ainsi 
ia quai~tit; d'iiistaucrs iIt. c e l t e  ciaùit. à uw seule. La figure 4.6 préserite cette 
solution. 
Il est important de remarquer qu'il y a un cout à. cette optimisation résultant de 
la riécessité de créer Urie classe FlywilightFuctoq qui gère les requêtes tl'instanciatiori 
Figure 4.6: Patron de conception Flyweight utilisé pour la pararnét risation des 
différences. 
4.2.4.3 Patron de conception Template method 
Finalement. même lorsqu'une classe nouvelle et indépendante contient la méthode 
générale. des classes enfants peuvent être utilisées pour la paramét risat ion des dif- 
férences. En effet: ces classes peuvent redéfinir les méthodes de la DzffInterface. 
La  figure 4.7 présente cette solutim. 
Figure 4.7: Patron de conception Template rnethod utilisé pour la paramétrisetion 
des différences. 
Chaque clone original va recliriger ses requêtes vers la méthode générale de la 
sous-classe. qui redéfinit les clifférences de manière ii refléter les coniportenients de 
ce clone. 
4.3 Découplage du contexte 
Dans quelques-unes des solutions de reconception décrites plus haut. il est 
nécessaire de décotipler la nouvelle rnétliotle générale de son conteste. En effet. la 
méthode doit changer la signification des identificateurs polir qu'ils correspondent 
B ceus d'une des classes originales. selon la provenance de !'appel qui lui est fait. 
Ln tel découplage peut être eEectué en encapsulant les opérations de manipulation 
de données extérieures dans des méthodes. L'ensemble de ces méthodes forme alors 
l'interface IdInterface. 
Cne fois l'interface IdInterface obtenue. la reconception peut être terminée par: 
L'utilisation de la hiérarchie des classes. Chaque sous-classe redéfinit les 
méthodes de l'interface tel que présenté à la figure 4 4 b ) .  
a Le patron de conception Strategy tel que présenté h la figiire 4.8. 
a Le patrou de conception FZyweight qui est. encore une fois. une variante de 
la solutiou précédente (figure 4.9). 
interface » 
Figure 4.8: Patron de conception Strategy utilisé pour Le découplage de la niet hode 
générale de son conteste. 
Figure 1.9: Patron de conception Flyweiyht utilisé pour le découplage de la méthode 
générale de son contexte. 
Le choix de l'une ou l'autre des méthodes de découplage sera déterminé par 
le choix de la reconcep t ion principale factorisant les parties communes des clones. 
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Les relations entre les chok de reconception et de découplage sont discutés plus 
loin. 
Tableau 4.1: Tableau de références pour les différentes organisations de classes 
1 Som 1 Sriniéro de fitrure 1 - - -  - -  - . 
I Dans un ancêtre conimiin 1 4.4 1 
Organisations init ides 
Crie seule clrisse 
'Ilérne parent 
Ancêtre commun 
Cne même branche 
JLucrin parent 
Autre 
Factorisat ions/Paramétrisat ions 
Dans une seule classe 
4.1 (a) 1 
4. l (b)  
4. i (c)  
4.1 (cl) 
4. i (e) 
\ I 
4 4 f )  
-4.2 
Le tableau 4.1 liste l'ensemble des organisations tlifférenciées. des solu tioris de 
factorisation et des solutions de découplage du conteste avec les riuniéros des figures 
qui leur correspondent. Dans les sections suivantes. ces numéros seront ut iiisés pour 
les identifier . 
Dans cles classes enfaits 1 4.3 1 
4 





Découplage du contexte 
Dans un ancètre 4 4 b )  
4.4 Choix de solutions complètes 
Tableau 4.2: Reconcept ions possibles en fonction des organisations initiales 
Cet te section préserite les relations entre les organisations de classes différenciées. 
les chois de reconception pour la factorisation des fragments conimuns. ainsi que 







4.1 (e )  
4.1 ( f )  
4.4.1 Choix de la reconception pour la factorisation 
Les organisations initiales ont lin g a n d  impact sur les chois (le reconception 
permettant la factorisation des parties communes des clones et la paramétrisation 
de leurs différences. Le tableau 4.2 montre les combinaisons des organisations 
initiales et des choix de reconception. 
La légende pour les tableaux 4.2 et 4.3 est la suivante: 
Possibilités de reconception 
0 Pl: Solution possible et adéquate. 
0 PZ: Peut être une très bonne solution selon les types de différences. 







4 .  
P l  
4.6 
P4 
12 1 12 
1 1 














P l  
P l  
P l  
Pl  1 P5 
P1 
P l  
P l  






appel. Ceci n'est pas vraiment un problème en Java grice au ramasse-miettes. 
0 Pd: Possible mais inutile. puisqu'une seule instance est nécessaire de toute 
Façon. 
a P5: Possible. mais valant la peine setilement lorsque beaucoup de clones sont 
11 11 is. 
P6: Solution possible et  adéqiiüte. Moins d'analyse est nécessaire Iorsqtie le 
découplage est utilisé. 
a PÏ: Solution possible. niais qui sacrifie la performance. Le (lécouplage t i k t  
pas vraiment ritkessaire clans ce cas. 
1 :  Impossible. Les parties communes des clones sont déjU dans ilne méme 
0 12: Impossible. Les clones n'appartiennent pas à la même c lme .  
13: Aucun ancêtre commun n'esiste ni ne peut être créé. 
14: Découplage inutile. 
a 15: Impossible. Les mauvaises données seraient manipulées. 
a 16: Combinaison impossible. 
0 M: C h o ~ u  obligatoire. 
4.4.2 Choix du type de découplage 
Tableau 4.3: Possibilités de clécouplage selon les choix de reconception 
Cne fois que la mét hotle de factorisation des parties conmuncs et de parariiét ri- 
sation des différences a été choisie. la nécessité et la méthode de décoilplage chi 









4.5 Solutions complètes avec patrons de conception 
D'après le tableau -1.3. pour les solutions utilisant les patrons cle conception. Ir 
découplage du contexte est obligatoire et les solutions sont uniques. Les figures 4.10 









4.6 Formalisation des reconceptions 
Dans cette section. nous adoptons une approche plus formelle. et nous définissons 
précisément les organisations et t randormations décrites dans les sections précé- 
dentes. 
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1 Concrctr dif'fstntegyl ! 
Figure 4. IO: Solution complète basée sur Strategy. 
Figure 4.11: Solution complète basée sur Fly~uleight. 
4.6.1 Définitions 
Dans la notation utilisée plus loin. P(s) dériote l'ensemble puissance de S. c'est- 
à-dire l'ensemble de tous les sous-ensembles de S. r[ci. .... e,] dénote la projectiori 
de x sur ses composantes cl à G. Les éléments entre < ... > représentent des 
tuplets. et entre {...) des ensembles. Certains ensembles sont définis à l'aide de 
La notation suivante: ensemble = {D 1 P E )  où D est une déclaration. P est 
un prédicat restreignant les valeurs possibles des éléments de l'ensemble et E est 
Figure 4.12: Solutioii compl6te buée  sur Templute rriethod. 
l'espression clénotant un élément. Lorsque l'espression E correspond directerrient 
ri la déclaration. elle est omise. 
r Soit Classes = { c , )  l'ensemble des classes du système. 
r Soit Interfaces = { t , )  l'ensemble des interfaces du système. 
Soit Jlethods = {ni} l'ensemble cies méthodes definies clans le s-j-stème. 
a Soit Clones = (nai} l'ensemble des méthodes dans le groupement de clones. 
a Soit i.*urtables = {ci} Leusemble des variables définies dans le système. 
Yous cléfinissons: 
0 Class : Methods -t Classes comme la classe laquelle appartient une 
méthode. 
0 Parent : Classes + Classes comme le parent d'une classe. 
0 =Incestors : Classes  + P(C1nsses) comme l'ensemble des ancêtres d'une 
classe. 
a Implementntim : Classes -t P ( I n t e r ~ n c e s )  conime l'eiisenible cles inter- 
faces supportées par (implantées dans) iint. classe. 
De f ined.\lethods : Classes + P(-\lethods) conime l'ensemble des niétliodes 
définies dans une classe. 
De Jined : Clnsses + P(l k r i c ~ b l e s )  comme l'ensenible des attributs d'iintl 
classe. 
0 .4ssocicition.s : C1n.s.se.s + P(C1asse.s) coninie l'msenible des classes ausc~iielles 
ilne classe est liée par des associations. 
0 Aggregations : Classes -t P(C1asse.s) comme l'ensemble des classes agré- 
gées par une classe. 
L-ses : Classes -t P(1nter faces) comme l'ensemble cles interfaces utilisées 
par une classe. 
a I 'arl-sed : -11 ethods -t P(\-nriables) comme l'ensemble des variables uti- 
lisées dans le corps d'une méthode. 
a Calls : Methods + P(.lIethods) comme l'ensemble des méthodes appelées à 
partir du corps d'une méthode. 
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O IdMethods : Clones -t P(.llethods) comme l'ensemble des méthodes intro- 
duites pour un clone afin d'encapsuler ses accès à des données estérieures. 
0 D i f f  Met  ho& : Clones + P( .llethods) comme l'ensemble des méthodes 
iritruduirt.s pour uri ciuiit. ü h  d'ericapsiiier ses diErences. 
O Di f f Cluss = {nt : Clones. c : Classes 1 Di f f .\lethods(rn) = 
= De f inedMethods(c) a in -t c). Donc. DiffClass associe. à chaque niét hocic 
clone. une nouvelle classe qui va contenir toutes les niéttiocies titi 1'~iisetliblt~ 
DiMlethocls(rn). Poiir certaines solutions. DiffClass ri'rsiste pas. 
Finalement. 
O Cloned.Uethod = merge(C1one.s) est définie comme IR rnGthotle générale 
résiiltant cie l'unification des corps des clones. 
a n~ir.\lethutl() est définie romnie la transforniation des corps des méthodes 
clones en de noul-eau corps tels que définis dans les sections précédentes. 
a get.-lncestor() est définie comme la méthode qui trouve l'ancêtre commun 
des classes contenant les méthodes clones. ou qui crée un nouvel ancêtre si 
aucune des classes n'a de parent. 
O Cmmonlnter  f ace est définie comme l'ensemble des attnbuts et méthodes 
qui ne sont pas directement des clones. mais dont les définitions sont du- 
pliquées dans les classes contenant les clones. Elle est donc l'union de deux 
ensembles ensembles. et se définit comme: 
\;/m E Clones. n E Cnlls(m) 
u {i. E l*urinbles 1 Vrn E Clones. r E I -u r l - s ed (m)  
4.6.2 Cas différenciés 
Les organisations initiales prisentées i la figure 4.1 priivent 6tre définies par les 
pré-conditions suivantes sur le systénie: 
a Organisation 4.1 (a) 
Vrn. n E Clones. Class(m) = Cla.s.s(n.) 
Organisation -4.l(b) 
Vm. n E Clones. Pnrent(Class(m)) = Parent(Cluss(n)) 
a Organisation 4.1 ( c )  
Vm. n E Clones. 32. y E Classes 
1 r E .4ncestors(Class(rn) )
A E .-lncestor.s(Cla.ss(r~)) 
A s=lJ 
a Organisation 4.1 (d) 
a Organisation 4.1 (e) 
a Organisation 4.1 ( f )  
1.6.3 Sélection du type de reconception 
Les choix de reconception présentés aux figures 4." 4.7 peuvent être définis 
avec les post-conditions sur le système ci-dessous. Les noms de composantes (classe. 
iiitrrîirce uu auirej suivis ci'uri apostropiie rrpr6srri tr i i~ ia cuiiipossritr apri's rruiis- 
formation. Cet te notation est empruntée de ["! 
Chois de reconceptiori 4.2 
a Chok de reconception 4.3 
Vm E Clones. c = Class(rn) 
A Di f f Sf ethods(m)[Signature] + { }  c De f inedJlethods(cf) 
(4-9) 
A < cf. Dif f Class(rn) > E .-lggregatims 
A < Di f f Class(m), c' > E Parents 
as 
a Choix de reconception 4.4a) (L'aspect découplage de cette solution sera 
présenté plus loin). 
Vm E Clones. c = Clnss( rn) 
A ;LncestorCl~s.s = get;lncestor() 
CZonedMethod E .\I~thods(;IncestorClns.s') 
A D i j  f .\lethods(rn)[Siclnntcire] * { }  c Dejined.\lethod.s(.4ncestorCln.sst) 
A Dif f.\lethods(m) E De/ine<l.\lethod.~(c') 
A < c'. .-lr~ce?jtorClr~s.s' > f .-lr~ce.stor.s 
A m' 61 De/ined.l1ethods(cr) 
lorsque le découplage n'est pas utilisé. la post-condition suivante doit iriissi 
èt re vérifiée: 
Vni E Clones. c = Clnss(m) 
A CornmonInter face E .4nce.storClass' 
A C~rnmmlnter foce cr 
a Choix de reconception 4.5 
Vm E Clones. c = Class(m) 
r\ D i f f S t r a t e g y  = Di fj.llethods(m)[Signnture] 
A Di f f s t ra t egy  E Interjnces 
A 3ClmeHandZer : CZn.sses 1 { ClonedM ethodi = 
= De f inecll l  ethocl.s(CloneHandler) 
A < CloneHandlei. Di/ f Strntegg > E L-ses 
A < C. Di f fClass(m) > E Ayyregations 
A < Di f f CZrrss(m). Di  f f Strntegy > E Irr~plementntio~ris 
A < c'. Clonr Hrrndler > E .4ggr~gntion.v 
A rri' = ne tr.\l~tharl() 
a Choix de reconception 4.6 
Vrn E Clones. c = Class(m)  
A 3Fly weightFuctory : Classes 1 De f irzedS1 ethod.s( F l y ~ ~ e i 9 h t F n c t o r g )  = 
= {GetFly weiyht ( )  } 
A ExtrinsicDij f State = Di! f -11 ethods(m) [Signature] 
A { EstrinsicDi f f State} E Inter jares  
A 3CloneHarzdlrr : C1rr.s.s~~ j DE f i n e i l . l l e t h o ~ l . s ( C l o ~ ~ ~ H ~ ~ r ~ ~ i l ~ r )  = iCloridJlt~thorl) 
A < Clo~rzeHcinillo. ErtrinsirDij  f Stute > E L'ses 
A < F l y  weightFnctory. CloneHnndLer > E .-lggregation.s 
A < cl. Di f f Class(rn) > E .4ygregations 
0 Choix de reconception 4.7 
Vrn E Clones. c = Class(m) 
A Empty = Dif f.\fethods(m)[Signature] * { }  
A 3ClcnteHnrzdler : Classes 1 Defined.\lethorls(c[oneHc1ndier) = 
= {Clonetl.\lethod. Empt y } (4.14) 
A < r'. Di f f C l ~ ~ ~ ~ ( r n )  > E ;Lggregcltioris 
r\ < Di f lClass(rn). Clone Hancller > E Parent 
A rn' = n e d l e t h o d ( )  
4.6.4 Choix du découplage du contexte 
Les solutions de découplage présentées aux figures 4 4 b )  à 4.6 peuvent etre 
clé finis avec les post-conditions sur le système suivantes: 
Solution présentée à la figure 4.4(b) 
Vrn E Clones. c = Class(m) 
A ;LrlcestorClass = get;lncestor() 
A ClonedSl rthod E Defined.\f ethods(.-Ince.storC1nsst) 
A Id.\.lethods(rn j [Signat ure] * { }  c De f ined.\lethods(.4ncesturCla.s.s') 
A < c'..-lnce.storCla.sst > E .-lncestors 
A Id.llethods(rn) C De f inetlJlethods(ct) 
A rn' = neic.\ldhod() 
a Solution présentée à la figure 4.8 
Vrn E Clones. c = Class(m) 
A IdSt  rcitegg = Id.\lethods(rn) [ S i g ~ u e ]  
( ldS t rn t egy}  C Irlter.f<lces 
3ClorteHanrilrr : Clmses 1 Dejinerl.\lethods(CloneHr~ri<1Zer) = 
= {Clmied.\lethod} 
A < ClmeHand le r .  IdStrategg > E L-ses 
Id.llethods(m) C Defined-\[ethods(c') 
A c: c!. IriStr*nteg!j > E f nq~lernentntion~5 
A < 8. CloneHandltir. > E Aggreyntion.~ 
A m' = rwu.7-\Iethod() 
a Solution présentée à la figure 4.9 
Vm E Clones.  c = Class(rn) 
A 3Flyioeight Factoru : Classes / De f ined.\lethods( Flyir.eightFactor!l) = 
= {GetFlyweigh t ( ) }  
/i Extr ins icIdStnte  = IdJle thods(rn)  [Signature]  
A { Ertr ins ic IdS tn te )  C Inter f nces 
A 3ClorieHnndle r : C l a s s e s  1 De f inecl.\lethotls(Clone Handlerl  = {Cloned.\lethod} 
< Clor~efiuridler.  E.rtrirt.sicIdStrlte > E C-ses 
A < Fiy iceightFuctory. ClorztiHnridler > E .-lgy-egations 
A IdJfethods(rn) 2 De f inedJfethods(c') 
A < cl. E r t r i r ~ s i c I d S t a t e  > E Irnplementiztion 
Dans ce chapitre. les possibilités de reconception. ainsi que leurs applicabilitbs 
et leurs contraintes. ont ét6 discutées. L'applicabilité des solutions cléperid des 
relations entre les classes contenant les clones. que nous avons appelées organisa- 
t.ions initiales. Les contraintes sont principalement liées à la nécessité de découpler 
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les méthodes générales de leur contexte. Les organisations initiales. ainsi que les 
différentes transforrnations, ont aussi été formellement décrites afin cl'éviter toute 
ambigllité. 
CHAPITRE 5 
5.1 Classification des clones de plusieurs systèmes réels 
La tasinomie des clones clécrite dans le chapitre 2 a été implantée clans l'outil 
SUC (Similar Methods Classifier). L'cutil a été développé en Java avec JDIi  1.1.:. 
Nous avons appliqué SlIC aux sis systèmes utilisés pour le déreloppemerit de la 
classification. 
La figure Z.1 présente le processus dc l'espkience. Pour chaque sys t~mc.  
l'approche de Patenaude et al. ["! a été appliquée pour l'identification. À l'ai& 
cle métriques. des regroitpenients de méthodes siniilaires. Ces regroiipcnients for- 
ment les données tl'ent rée de SUC. Pour chaque regroupenient. SMC détermine 
précisément les types cles relations de clonage. et classe les clones clans la catégorie 
qui correspond au type déterminé. 
L'objectif de l'espérience de classification des clones dans les systèmes réels 
était de valider la taxinomie développée. ainsi que de mesurer les opportunités 
de réingénierie basée sur les clones qui existent dans les systèmes. Nous avons 
défini une opportunité de réingénierie comme étant un groupe de méthodes clones 
auquelles une action de réingénierie concrète peut être appliquée. Plusieurs me- 
sures ont été prises pendant I'expérience: la quantité des groupes de méthodes qui 
Groupements < ASTs ,-I <2 
! de clones 
Figure 5.1: Processiis de classification. 
appartiennent à chaque catégorie de clone. le nombre (le méthodes forniarit cliaclw 
groupe. ainsi que les tailles en nombre de lignes de code de ces nibthodes. 
Certaines méthodes étaient associées à plusieurs catégories de relation de clo- 
nage: nous avons calcuié les différentes valetirs pour chaque catégorie séparément. 
5.1.1 Résultats généraux 
Les résultats détaillés de l'espérience sont présentés dans le tableau 5.1. Les 
figures 5.2 (b) à X ( g )  montrent les distribut ions des opportunités de réingénierie 
dans les différents systèmes. La figure X ( a )  montre les résultats pour l'ensemble 
des systèmes. 
D'après la Bgure 5.2(a), la catégorie 1 ( "Identiques" ) contient beaucoup plus 
- * -  
(a) Tous les systèmes. 
( c )  AYTLR. 




( f )  SXBLECC. 
Figure 5.2: Distribution des opportunités dans des systèmes réels. 
Tableai! j.1: Résultat de !Ê c!~~siEcôtion der méthodes c!ones dms six systèmrs. 
La première colonne indique le numéro des catégories. La seconde colonne in- 
dique la quantité de code source couverte par les clones de la catégorie. tandis 
que la troisième colonne traduit cette quantité en pourcentage de la proportion du 
système couverte par les clones. Les colonnes quatre et cinq représentent respec- 
tivement la. quantité de méthodes et de groiipes de méthodes (opportunit&) de 
chaque catégorie. 
1 O U.0 0 O 0 0.0 O O 0 0.0 O 0 
10 16'2 '* ' v  'J -.- 2 1 0 2016 75.0 215 O 0.0 O O 
11 117 1 .ti t 3 4 70 2.6 I v O 0.0 O 0 
12 354 4.9 35 3 (J 0.0 O O 375 1S.J 29 l 
13 134 1.J t O 4 0 0.0 0 1) 6!* 2.3 11 J 
14 56 0 . J  ti 3 0 0.0 0 0 138 Y.! J i 
15 135 1 9  4 J 0 0.0 0 0 157 0.4 I 1 
t t i  7 . 1  10.5 5a 2 1  52 1.9 . 303 1.1.3 29 P 
17 233 J.? 23 12 14 0.0 1 173 7.1 I b P 
18 334 4.6 JO 12 O 0.0 O 0 201 3.2 cg 4 
Totnl N/A S / A  X I A  120 S/X S / A  N / A  31 X I A  N/A N/ A 37 
1 SWING 1 KFC HTTP 
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d'opportunités que n'importe laquelle des autres catégories. Ce premier résultat 
est aussi vrai pour d e u ~  des systèmes pris séparément. ANTLR et SWING. Dans 
les autres systèmest sauf JDK. la catégorie 1 n'est pas la première. mais ressort 
néanmoins comme l'une des plus importantes. Ce resultat est particdièremerit 
intéressant. puisque les clones identiques seront évidemment les plus faciles B ma- 
nipuler pendant la réingéniene. 
Les trois catégories suivantes en terme de quantité cl'opportunités sont les 
catégories 16 ("Une longue différence. interface et implantation"). L2 ("Change- 
ments d'interface et d'implantation") et 3 (Appels  de niéthocles"). Séannioins. 
ce résiiltat est fortement infliiencé par SWISG dont la taille est beaticoiip plus 
importante (200 000 lignes de code) que celle des autres systènies (300 000 lignes 
en tout). Si nous considérons donc plutôt les cinq premières catégories cle chaque 
système et que nous extrayons ensuite les trois catégories qui reviennent le plus 
souvent. nous obtenons toujours les catégories 16 et 3. niais au lieu de la catégorie 
12. la catégorie -4 ( "Ihriables globales") semble jouer un rôle important. Cela nous 
amène à tirer deux conclusions: 
0 Les résultats généraux ne reflètent pas les distributions des opportunités dans 
les systèmes pris séparément. 
0 Néanmoins. en plus de la catégorie 1. les catégories 16. 4 et 3 tendent 
à contenir la majorité d'opportunités. Donc, quel que soit le système' la 
réingénierie de ces catégories devrait avoir un impact significatif. 
Par ailleurs. la catégorie 7 ("Variables locales") est vide pour tous les systèmes 
étudiés. Il semble donc que les variables locales ne soient jamais modifiées sans 
autre impact sur les méthodes. Cet te catégorie pourrait donc ètre supprimée. 
Finalement. les opportunités de réingénierie. soient les groupes de méthodes 
clones. ne sont pas d e  valeurs &pivalentes. Certaines couvrent une plus grande 
partie du  système en terme de quantité de lignes de code. D'autres contiennent 
plus de niéthodes ou cles niéthodes plus longues. Par esemple. d'après les résultats 
présentés au tableau 2.1. la catégorie 8 contient clet~x opportunités impliquant 54 
lignes de code. tandis que la catégorie 2 en contient 4 mais qui englobent seulement 
42 lignes de code. La catégorie 8 de ASTLR contient 2 opportiinitts correspondant 
4 méthodes tandis que la catégorie 12 contient 29 niéthodes pour le mëme nombre 
d'opportunités. 
Ce résultat implique que l'analyse cles distributions doit ètre faite sous différentes 
perspectives. et. selon l'impact recherché. différentes catégories de clones vont 
ressortir comme cibles de réingénierie recommandées. 
5.1.2 Résultats particuliers aux systèmes 
Les résultats présentés dans la section précédente sont mais quel que soit le 
système étudié. Cependant. les histogrammes des figures 5.2 (b) à 5.2 (g) montrent 
que les distributions des opportunités varient d'un système à l'autre indiquant ainsi 
que plusieurs des caractéristiques des mesures dépendent des systèmes. Certains 
systèmes. comme SABLECC. ont tous leurs clones dans quelques catégories tan- 
dis que d'autres. dont JDK? ont des distributions beaucoup plus équilibrées. Ce 
résultat est extrêmement important. puisqdil montre que les décisions de réingénierie 
nécessitent l'étude de la distribution des clones. 
5.2 Reconception automatique 
Pour montrer la faisabilité des reconceptions proposées dans le chapitre 4. nous 
avons implanté les types de reconception basés sur les patrons cle conception Stra- 
tegy et Template method dans L'outil CloRT (Clone Reengineerirrg Too[). 
L'outil CloRT a &te d6v~lopp6 en .Tava avec .JDK 1.1.7. Polir 1 ~ s  AST. I'oiitil 
utilisait un paneur Java généré avec Javacc version O.S. 
Nous avons appliqué CloRT à 26 des 120 opporturiités de réingénierie identifiées 
clans JDK 1. i 3. La limite quant aus cas traités est dîie aus analyses nécessaires à 
l'encepsulation des différents types de différences. Pour pouvoir traiter tous les cas. 
il faudrait pousser encore plus la capacité d'analyse de CloRT. oii bien le @ T e r  
sur un compilateur commercial. Cependant. les clones utilisés suffisent à montrer 
qu'un processus automatique de reconception est possible, et à mesurer l'impact 
de la reconception sur les systèmes. 
Figure 5.3: Processus de reconception. 
5.2.1 Processus de reconception 
Le processus de reconception utilisé est présenté à la figure 5.3. Les premières 
étapes du processus sont celles utilisées lors de la comparaison des clones et de 
l'estraction de leurs différences sémantiques. C'ne fois ces différences obtenues. les 
codes sources des fragments sont unis en une composante générale. Les difféiences 
sont paramétrisées et forment les comportements particuliers. tandis que les opérations 
dépendantes du contexte sont découplées. Par la suite. les classes originales sont 
modifiées pour comprendre les opérations de contexte. les nouvelles classes con- 
Tableau 5.2: Distribution des clones formant la base de la reconception 
4 - 1 
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tenant les différences sont créées. tandis que la méthode générale est incluse dans 
une nouvelle classe. La nouvelle architecture du système est ainsi créée. partir 
de cette tiouvelle conception. il est facile de regénérer le code source. ce qui est fait. 
Ce processus a été appliqué atm 26 groupes de clones. Des exemples de code 
source de JDK avant et après reconception sont présentés ails anneses 1 à III. Pour 
chacune des reconceptions. le cocle source généré a été compilé avec siiccès pour 
former une nouvelle version de JDII;. Des programmes simples qui utilisaient cer- 
taines des méthocles modifiées ont été eséciités avec succès cians les environnements 
reconçus. 
5.2.2 Distribution des clones reconçus 
Le tableau 5.3 présente le détail des catégories et quantités des clones trans- 
formés. Les 26 groupes de clones étaient formes de 56 méthodes appartenant à 37 
classes. 
5.2.3 Interaction avec l'utilisateur 
Bien que le processus de reconception se veuille automatique. nous avons fait 
appel à l'utilisateur dans les situations suivantes: 
a Lorsque plusieurs méthodes d'une même classe portent le mème noni et ont 
esactement le même nombre de paramètres. choisir la bonne méthode. clans 
la table cles symboles lors de la reconception. nécessi te l'évaluation cles types 
des espressions passées comme paramètres. ;\fin ci'évi t er cette analyse corn- 
plese et rarenient nécessaire. nous dernaridons B I'iitilisnteur de choisir la 
bonne niéthode parmi les possibilités identifiées par L'outil. lorsque la situ- 
ation survient. Sur 26 groupes de clones. une interaction de ce type était 
nécessaire. Cet te interaction pourrait &re enlevée si I'analysr des types 
cl'espressions était ajoutée à l'outil. 
Lorsque des objets cle types différents sont accéclés à partir des méthodes 
clones et que ces accès doivent être encapsulés. l'utilisateur doit choisir entre 
l'utilisation d'un ancëtre cornmiin ou d'une interface commune dans la com- 
posante générale. ou bien I'encapsulation d 'me plus grande partie de code 
couvrant la distinction de type. Cet te interaction pourrait facilement être 
éliminée par l'imposition du second chois. Quatre de ces interactions ont été 
nécessaires lors de la reconcept ion. 
Lorsque la première solution est choisie dans la situation précédemment 
Tableau 5.3: Impact de la reconception basée sur Strategy 
1 variation de la quantité 
1 interfaces créées 1 48 1 
de codes sources (lignes de code) 
classes créées 
. - - - - - - . - - - -.  
ciécrite. t'outil identifie I'ensenhle des classes ancet res et des interfaces corn- 
niunes aux types des objets considérés. Si plus d'un choix est possible. 
l'utilisateur doit sélectionner le type approprié parmi les types possibles. .Avec 
un peu plus d'analyses sur les utilisations des objets. le type approprié pour- 
rait ètre sélect ionné aiitomat iquernent. Deus interactions de ce type ont eu 
lieu durant chaque reconception. 
+2123 
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a Finalement. la reconception nécessite l'ajustement de la visibilité de certaines 
méthodes et attributs. 1-4 modifications devaient être effectuées dans le cas 
de !a reconception avec Template rrrethod et 11 avec Stmtegy. 
Le processus de reconception espérimentale nécessitait donc quelques inter- 
actions avec l'utilisateur. Il serait néanmoins possible d'éliminer ces interactions 
en augmentant la quantité d'analyses effectuées par l'outil. Ce serait cependant 
coûteux en temps et en complexité. 
5.2.4 Reconception avec le patron Stmtegy 
Le tableau 5.3 présent? les résultats de la reconception en utilisant le patron de 
conception Strategy. Xous pouvons voir que la reconception augmente finalement 
ia quaiitit; de cwclr swurcr daiia ie b p t t i i i r .  et ce de iiiaiiitre sigriificaci\*e. Ciir ceilr 
augmentation se procliiit souvent dans des systèmes reconçus. En effet. ce résultat 
est en accord avec les pratiques de coiiception actuelles. qui tendent à créer des 
systèmes contenant plus de petites classes et cle petites méthodes que cles systèmes 
1 plus fort couplage. 
L 'augmentation de la quantité de codes sources provient principalement de deus 
aspects de La reconception. Tout d'abord. une grande quantité de méthodes sont 
ajoutées pour l'cncapsulation des différeiicrs et du conteste. Aiissi. les interfaces 
et classes sont lin coiit constant pour chaqiie groupe clc clorles. Ce coîlt. tlrvient 
proportionnellement plus faible avec I'augnientation de la quantité tlr clones clans 
un groupe. et de la longueur des clones par rapport aux quantités de différences et 
d'opérations dépendantes du conteste. 
5.2.5 Reconception avec le patron Template method 
Le grand avantage de la reconception basée sur le patron de conception Template 
rnethod est que les classes contenant les différences sont indépendantes des classes 
origindes. Elles peuvent donc être partagées et réutilisées. Le tableau 3.4 présente 
les résultats de cette reconception. 
Tableau 5.4: Impact de la reconception basée sur Template method 
1 variation de la quantité 1 
Conime le montre les résultats. la reconception ajoute encore pliis <le cotles 
sources. Cela est dû B la nécessité de découpler le conteste Sans les différences 
aussi bien que clans le code commun. 
D'après les résultats. nous pouvons roir qu'une grande partie c h  riaiiveau cwotlc 
source est liée ails interfaces et ails classes créées. Les autres recoric~ptions qiir 
rioiis avons proposées clans le chapitre 4 seraient cloric probablement plus avnn- 
tageuses. parce qu'elles ne nécessitent pas la création de nouvelles classes. mais 
se basent plutôt sur le déplacement des attributs. des méthodes et des parties 
communes des clones entre les différentes classes déjà existantes. Cependant. les 
reconceptions proposées ici sont applicables i tous les cas de clonage. 
Yous pouvons aussi conclure que le chois de la méthode de reconception des 
clones a un impact important sur le système reconçu. 
5.2.6 Compréhension du système reconçu 
Le nouveau code du système reconçu (c.f. annexes II et III) est basé sur des 
patrons de conception. Les classes créées comportent uniquement des méthodes 
courtes, effectuant chacune une seule tâche précise. Ce code devrait donc être 
facile à comprendre pour un programmeur. L'aspect le plus difficile à saisir réside 
clans la stratégie d'attribution des noms aux classes et a u s  méthodes. Ces noms 
sont présentement générés par la niachine. par concaténation des noms des clones 
et de leurs classes. Une telle stratégie génère malheureusement des noms cornpleses 
qui alourdissent le cocle. Cependant. cet te stratégie peut facilement être remplacée. 
Finalement. la reconcept ion appliquée i JDK 1.1 .Z montre qu'il est possible 
de reconcevoir automatiquement des systèmes en se basant sur l'information de 
clonage. Il est possible cle regrouper le code partagé par les clones tout en préservant 
les particiilarités de chacun. Le nouveau code source généré est facile h comprendre. 
car il repose sur des patrons de conception connus. Les approches espérimentées 
aumgpentent néanmoins la quantité de codes sources dans le système. 
CHAPITRE 6 
DISCUSSION 
Nos expériences montrent donc qu'il est possible de t ransfor mer de manière 
automatique des clones en des composantes réut ilisables et paramét risables. Ce 
résultat est tout à fait nouveau. puisque les autres études sur les clones ne font que 
les visualiser. les gérer ou. au niieus. les remplacer par des rnncros. 
L a  difficulté de reconception des clones dépend des ciiffknces qiii les stprreiit. 
La classification que nous avons développée permrt cloric cl'étiidier l e  pht;riorril.ne 
de clonage dans iin syst éme avec une persp~c t ive de recoricep t ion. 
6.1 Avantages de la reconception 
6.1.1 Maintenance 
La reconcep t ion basee sur les clones permet de transformer l'architecture d 'un  
système de maniére B diminer les duplications. i rendre explicites les liens entre 
les classes qui partagent la fonctionnalité clonée et à faciliter la réutilisation des 
nouvelles composantes paramétrisables. 
Nous avons proposé plusieurs types de reconception qui se distinguent par 
leur applicabilité et la facilité de réutilisation qu'ils permettent. En effet. toutes 
les solutions ne sont pas toujours applicables. Certaines solutions nécessitent 
loesistence d'un ancétre commun ou la possibilité d'en créer un. Créer des com- 
posantes pararnétrisables favorise plus la réutilisation générale que de transformer 
la hiérarchie des classes. puisquoune nouvelle composante accessible par tous est 
générée. Cependant. la reconception de la hiérarchie des classes a un impact moin- 
dre en ternie de variation de la taille des systèmes. 
La reconception est en accord avec le processus de "Problem mining" de Lagiie 
et al. i:iril. qui consiste i gérer la préserice des clones dans un systénie en gardant 
les liens entre ces derniers et en affichant toutes les niéthodes clones i chaque fois 
que l'une d'elles est niodifiée. Cela permet au programmeur de déterminer si la 
modification doit être propagée aux autres copies de la niétliotle modifiée ou non. 
Notre métliotle de reconception permet de propager les modifications ~ffect  iiées ails 
parties communes des clones de rna~iière automatique. puisque ces parties sont unies 
en une composante iiriiq~ie. Les modifications des aspects particuliers cles clones 
restent locales. Le programmeur n'a donc pas besoin de se soucier des impacts de 
ces modifications sur les autres variantes de la fonctionnalité. 
De plus. comme la nouvelle structure sépare clairement le code commun des 
différences. il est facile de déterminer comment incorporer des modifications pour 
qu'elles n'affectent qu'une seule méthode. ou bien plusieurs méthodes à la fois. Si 
des nouvelles différences sont apportées. toute la structure nécessaire à les accueillir 
est déjà présente. Le programmeur doit simplement s'assurer d'insérer les méthodes 
dans les bonnes classes et de placer l'appel à ces méthodes au bon endroit dans 
la composante commune. Ainsi. la modification et l'expansion des fonctionnalités 
clonées sont simples après la reconception. 
Finalement. un autre avantage important de notre approche est la comparaison 
des clones qui est à sa base. Cette comparaison permet de déterminer les différences 
sémantiques entre deus fragments de code. soit les différences interprétées en termes 
des composantes du langage tic progrminiatiori ausquelles elles rorrespondcnt. Cne 
telle interprétation permet donc de poursuivre des reconceptions qui gardent la 
bonne signification du code source et qui produisent un nouveau système facilement 
compréhensible et modifiable par un progranimeur. 
Ces caractéristiques ilu processus de reconception propos6 devraient donc- jocicr 
clans l'amélioration cle la niaintenabilité des systèmes. c'tlst-8-dire lit facilité cl'y 
ajouter de nourelles fonctionnalités ou d'y corriger des erreurs saris risque d'effets 
secondaires inattendus. 
6.1.2 Applicabilité 
L'approche que nous proposons peut être appliquée indépendamment des tcc 
niques de détection des clones. En effet. la comparaison des clones peut être ef- 
fectuée sur n'importe quels fragments de code. peu importe comment ils ont été 
obtenus. Cela est important. puisqu'il existe plusieurs techniques de détection de 
clones. Les groupes désirant essayer notre approche de reconception peuvent donc 
le faire sans devoir changer de méthode de détection. 
6.1.3 Gestion du risque 
Finalement. l'une des plus importantes caractéristiques de la reconception basée 
sur l'analyse des clones est qu'elle est partielle. Elle n'affecte donc jamais le système 
ciaris suri eriserlibie. Cetce caracrériscique esr importante pour ia gestion àu risque 
lié i toute reconception. La reconception est. en effet. ciblée et contrôlée. Seuls cer- 
tains fichiers très précis sont modifiés. et ces changements n'ont pas de répercussions 
sur le reste du système. puiscpe les interfaces des cliisses restent identiques. 
6.2 Limites d'une approche automatique 
6.2.1 Manque de flexibilité 
La principale limite de I'approche proposée est. cornnie l'ont rriontré les espériences. 
son impact sur la taille di1 système. Cet impact est partictilièrernerit important 
pour les types de reconception que nous wons implantés. En effet. l'utilisation de la 
hiérarchie des classes pour les reconcept ions aurait un impact moindre puisqii'aucune 
classe ni interface n'aurait besoin d ë t  re créée. Seules les classes esistantes seraient 
utilisées. Cependant. les reconceptions basées sur les patrons de conception peu- 
vent être préférables dans certaines situations. comme lorsque l'on désire unir des 
clones sans créer de liens étroits entre les classes auquelles ils appartiennent. Cela 
montre une limite d'une méthode de reconception complètement automatique qui 
ne permettrait pas de choisir le type des reconceptions. Une telle approche ne 
profiterait pas de la capacité cikm programmeur ii juger de la meilleure solution 
pour chaque cas de clonage. Notre approche. au contraire permet de sélectionner la 
reconception la plus appropriée pour chaque groupe de clones. Pour le moment. le 
chois se limite à deus reconception mais il pourrait être étendu sans que l'approche 
ne doive être modifiée. 
6.2.2 Performance 
Les redirections ajoutées par les reconceptions basées sur les patrons de concep- 
tion ont un impact sur la performance des méthodes transformées. Des nioclules 
critiques ne (levraierit donc pas é t re transformés. Encore une Fois. I'utilisnt eiir 
devrait avoir le chois dc reconcevoir certains clones ou non. 
6.2.3 Complexité des outils d'analyse 
L'encapsulation des différences et des opérations qui dépendent du conteste 
nécessite une analyse détaillée des fragments de code à encapsuler. 11 faut déterminer 
les paramètres à passer. et surtout leurs types. Ces derniers doivent être les mêmes 
dans toutes les variantes des méthodes pour que les signatures soient les mêmes. 
Cela demande parfois de recourir à des ancêtres communs ou de changer la portée de 
l'encapsulat ion pour faire disparai tre les divergences de type. Bref. ces opérat iolis 
demandent une analyse détaillée et coûteuse à implanter. 
Par contre. ces opérations sont simples du point de vue d'un programmeur 
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qui peut tenir compte facilement des différentes contraintes. et peut prendre les 
meilleures décisions pour chaque cas de figure. 
6.3 Approche interactive 
la lumière tles espériences effectuées. nous pouvons conclure qu'une approche 
interactive unissant les forces d'un outil automatique et d'un humain permettrait 
d'obtenir les meilleurs résultats pour la reconception de systémes. L'outil pourrait 
en effet présenter toutes les informations riécessaires i la prise de tt6cision. qtii. t4c. 
pourrait 6tre effectuée par I'liuniain. 
6.3.1 Sélection des candidats à la reconception 
En premier lieu. t'approche de reconception que nous avons élaborée permet de 
classer les clones en catégories reflétant leurs clifférences et letirs difficultés de rccon- 
ception. Cne telle classification permet donc B un humain de juger des meilleurs 
candidats pour la reconception en terne  d'effort et de gain. 
Par la suite. l'outil pourrait aussi fournir des informations détaillées quant à 
la longueur des clones. aux quantités de différences. a u  types des différences. etc. 
permettant encore mieux de comparer les candidats à la reconception. 
Cn outil pourrait donc faciliter le choix tles groupes de clones servant de base à 
la reconception, et même l'ordonnancement de ces derniers par niveau de priorité. 
6.3.2 Proposition des reconceptions applicables 
Une fois des groupes de clones sélectionnés pour la reconception. l'outil pour- 
rait proposer différentes reconceptions applicables B chaque groupe. En effet. 
. . !'applicabIlité des sohtiocs est dCtcrrnin6c par des pi.-cûnditiûns precises sur las 
clones candidats. 
Le programmeur pourrait alors juger de la situation et déterminer la meilleure 
solution. Une telle situation permettrait d'éviter les cas où cles clones simples sont 
remplacés par des structures cornpleses. comme cela peut se produire clans une 
approche automatique. 
L'ajout de nouvelles reconccpt ions p s i  bles nécessi terait alors la cl6firii t ion des 
pr6-concti t ions régissant leur applicabili té. 
6.3.3 Liste des actions à effectuer 
Une fois m e  solution de reconception choisie. l'outil pourrait en préciser les 
actions à effectuer en déterminant les opérations relatives ails contestes ainsi que 
les différences précises entre les clones. 
L'utilisateur pourrait alors effectuer ces transformations en sachant que la liste 
des actions est exhaustive et qu'il peut être sùr de ne rien oublier. 11 aurait aussi 
toute la flexibilité nécessaire pour déterminer les meilleures méthodes pour encap 
d e r  les différences et les opérations de contexte. Cela résulterait probablement en 
des solutions plus efficaces que ce qui peut être produit de manière automatique. 
6.3.4 Automatisation de certaines actions 
Finalement. l'outil pourrait néanmoins effectuer certaines tâches de manière au- 
tomatique. Les encapsulations implaritées actuellement peuvent être cles solutions 
par défaut. qüs : 'utilijai~ur puariait cliuisir p ~ u r  c r r t d i l i r ~  iraiiùfuriiialiuiia. 
Finalement. la reconception des clones peut aider à améliorer la rnaintenabilité 
d'un système. Cne solution automatique est possible. niais reste couteiise eri aria- 
Lyse et peu flesi ble. Une itpprochc senii-au toniat iqiir serait probablenierit plus 
avantageuse. et prodilirait des résultats plus intiressants. 
CHAP1TR.E 7 
TRAVAUX RELIÉS 
Not.re étude touche plusieurs aspects de la réingénierie et du génie logiciel qui 
ont déjà été abordés par cl'aiitres cliercheiirs dans des contestes tlifférencs. Dans ce 
chapitre. tious comparons nos recherches à celles esistünt déjà dans ces domaines 
conneses. 
Yous abordons. en premier lieu. les recherches portant sur l'estraction de la 
structure des systèmes et sur leurs reconceptions. puisque c'est le coeur de notre 
proJct. Par La suite. noiis esaniino~is les autres tramus sur l'estraction tic cliffërcnces 
sémantiques entre Fragments de cocle. Nous cliscu tons aussi <le quelques recherches 
portant sur ln fusion de codes sources et les comparons à notre factorisation cles 
éléments communs des clones. Nous comparons finalement les t ra~xi is  existant sur 
les patrons de conception à notre utilisation de ces derniers. 
7.1 Transformation de l'architecture des systèmes 
L'approche de reconception basée sur les clones que nous proposons estrait 
partiellement la structure des systèmes. Elle extrait la hiérarchie des classes et des 
interfaces ainsi que les relations de clonage. Elle utilise ensuite la structure extraite 
pour reconcevoir partiellement le systènie. 
Dans cette section. nous comparons cette facette de notre étude à dkutres 
&tudes sur la récupération de la structure des systèmes et sa reconception. Ces 
activités sont devenues relativement importantes dans le cycle de vie cles logi- 
ciels il"l' et sont donc les sujets cle nombreuses recherches. dont nous mentionnons 
quelques-unes des plus importantes. 
7.1.1 Extraction de la structure à partir du code source 
L'extraction de la structure des systèmes ou de leurs spécifications à partir cli i  
code source est appelée rétro-inghierie. La principale diffgrence entre la recoricep- 
tion basée sur les clones que nous proposons et les autres recherches existant clans 
le domaine de la rétro-ingénierie se situe au niveau des informations utilisées pour 
rebatir la structure des systèmes. 
La plupart des autres recherches i . i .221 se concentrent sur l'identification d'enti- 
tés (modules. fonctions. classes. etc.) et de leurs relations. Cependant. les rrlations 
estraites sont toujours explicites comme des échanges de données ou des invocations 
de méthodes. 
L'estracrion de la structure utilisée dans la reconception basée sur les clones 
differe des autres études en ce qu'elle extrait des liens implicites entre les modules 
et les fonctions. Ces liens sont les relations de clonage. 
Cependant. certaines études. comme celles de Hamis et al. i2'! OU celles de Choi 
et Scacchi LL41 ? pourraient extraire de telles informations, puisqu'elles étudient le 
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fonctionnement intérieur des modules. et notamment leurs descript ions fonction- 
nelles. Elles pourraient faire correspondre ces descriptions et ainsi créer des liens 
entre clifférentes composantes. Kontogiannis et al. ont utilisé. dans PJ8! .  la con- 
cordance statistique entre les patrons d'une description abstraite du code et le 
code source lui-même pour l'identification cle relation de clonage. Contrairement 
à Kontogiannis et al.. nous faisons cles correspondances clirectes de code source 
i code source pour établir les liens de clonage. sans passer par une description 
intermédiaire. 
Les études dont l'objectif est la récupération de la structure des systèmes es- 
t raient ou sont capables cl'estraire. à la demande de l'utilisateur. beaiicoiip plus 
d'inforniations que la reconception basée sur les clones. Nous extrayons iiniquc- 
ment les relations de clonage ainsi que la hiérarchie des classes et interfaces rlii 
système. Les autres études estraient les relations liées iiiis appels cle niéttiocles. 
aux passages de paramètres. aus communications inter-processus et bien d'autres. 
7.1.2 Reconception 
Pliisieurs études dans le domaine de la reconception des logiciels s'apparentent 
à notre étude. Nous comparons ici notre approche de reconception à celles qui esis- 
tent dans les domaines de la transformation des systèmes procédurau en systèmes 
orientés-objet. et de la transformation des stmctures de classes de systèmes déjà 
orientés-objet . 
7.1.2.1 Du procédural vers l'orienté-objet 
Les ér udes qui t ransforrnent les systèmes procéduraus en sus tèmes orientés- 
objet [".'O! cherchent avant tout i regrouper les fonctions et les variables esistant 
&jd daiia Irs i~stEiiies cil cles eiitit ia sigiiifica~iws qui  v u i i ~  loriiier ia iiit;rarciiie Ues 
classes. des modules et des sous-systèmes. 
Les fonctions et variables sont regroupées sous la base de leurs relations d'appels 
de fonctions et d'accès ails variables. 
Ces approches ne transforment donc pas la structure clu systénie. niais y ajouterit 
plutot cles niveails d'abstraction. .\ri contraire. nos restrtictiiratioiis tich niodiîicnt 
pas les niveaus cl'abstraction. Elles riianipiilent ceux esistant dtjà. Par con- 
tre. notre approche change l'implantation des composantes. c'est-à-dire leur çocle 
source. ce qui n'est pas le cas des autres études. 
7.1.2.2 Réorganisation des classes 
La réorganisation des classes est une activité très importante lors de la mainte- 
nance. et surtout de la réingénierie. Elle permet la consolidation de la structure des 
systèmeso pour que ces derniers reflètent mieux l'ensemble de leurs spécifications et 
soient plus faciles à modifier et entretenir. La restructuration des classes fait donc 
I'o b j e t  de nombreuses études 5 ' i .  
Contrairement A la migration du code procédural en 00. les recherches portant 
sur la réorganisat.ion de la hiérarchie des classes d'un système hisionnent certaines 
méthodes et variables. Elles font donc plus qu'ajouter lin niveau tl'abstraction B 
la structure du systènie. elles la modifient réellement. 
Dans IlL]. Casais propose la réorganisation de la hiérarchie des classes basée 
sur l'analyse des redéfinitions de méthodes. La réorganisation consiste en des 
décompositions d'étapes d'abstraction en plusieurs sous-étapes afin de cliriiinuer 
la valeur sémantique de chaque op6rat ion. Elle consiste iiussi eri des rcst riict lira- 
t ions qui est raient les propriétés partagées par plusieurs classes et les fusionnent 
dans lin nouvel anc6tre commun. Cette dernière activité est similaire à notre re- 
structuration de la hiérarchie des classes lors de la fusion des parties communes des 
clones. La principale différence réside dans la granularité des composantes coni- 
mines traitées. Casais déplace des variables et des niétliocles coniplétes. Sot re 
approche permet de fusionner des méthodes clones siniilaires saris nécessairenient 
étre identiques. Xous estrayons les éléments communs des methodes clones et 
permettons leur fusions Autrement dit. noiis restructurons les méthodes clones en 
des méthodes générales et pararnétrisables. et noiis inférons de nouvelles méthodes 
encapsulant les différences et le conteste d'exécution. 
Chae et Kwon L L 2 !  étudient la cohésion des classes par l'analyse des relations. 
des définitions et des utilisations des variables d'une classe par les méthodes de la 
classe. Ils transforment la structure des classes en changeant les regroupements 
des méthodes et variables. La cohésion est utilisée comme critère de déplacement. 
Chae et Kwon. contrairement à Casais. transforment aussi l'intérieur de certaines 
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méthodes. Ils remplacent en Fait des séquences de manipulations d'attributs d'une 
classe par un appel à une méthode de cette même classe. qui sera en charge 
de L'ensemble des manipulations. Contrairement & notre approche. cette rrans- 
formation n'a pas pour objectif la fusion de code commun. mais simplenient le 
déplacement de certaines opérations d'une classe vers une autre plus appropriée. 
sans aucune aiit re modification. 
Opdyke et Johnson i"] proposent l'ajout de classes abstraites dans les systènies. 
Ces derriiéres regroupent les méthodes et variables communes Q pliisieiirs classes 
existantes. Encore une Fois. la différence principde avec nos recherches est c p  les 
méthodes communes remontées vers I'ancèt re doivent ét re iclentiques. t anclis que 
nous fusionnons cles méthodes comportant des clifférences. De plus. Opdyke et 
.Jonhson créent de nouvelles classes abstraites. alors que nous réutilisons. si pos- 
sible la hiérarchie des classes existantes. et créons de nouveaux ancêtres seulement 
lorsque nkcessaire. 
Johnson et Opdyke explorent aussi. dans i2'1. la restructuration de classes de 
la forme agrégation/cornposante. Autrement dit. ils étudient les déplacements de 
variables et de méthodes entre une classe et une de ses agrégées. Cela recoupe notre 
traitement du cas général de clonage. oii nous créons une nouvelle compo- sante. vers 
laquelle nous déplaçons la méthode générale obtenue de la fusion des clones. Deux 
principales différences distinguent nos travaux de ceux de Johnson et Opdyke. Tout 
d'abord, nous ne modifions nuilement 17interface des composantes originales. et 
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n'ai-ons donc pas de réajustement à Faire ailleurs que dans les méthodes directement 
transformées. Ensuite. nous utilisons ln composante pour y fusionner plusieurs 
méthodes clones. et non pour simplement y dépiacer intégralement des méthodes 
existant déjà- 
7.1.2.3 Reconception incrémentielle 
Firialement. l'une cles différences majelires entre rios travails et ceiis prtkédeni- 
nient mentionnés est que notre réingénierie est partielle. Elle n'affecte cp'une partir 
d'un système à la fois. Elle peut donc s'inscrire dans un processus de reconception 
incrément ieile. 
D'après Olseni I''1. la réingénierie incrémcntielle a comnie avantages: 
0 Des résuitats plus immédiats et concrets: 
m moins de risques et un meilleur recouvrement en cas d'erreur: et 
a ilne meilleure Hesibilité. 
7.2 Identification de différences sémantiques 
Lorsque nous comparons des méthodes clones, nous identifions les séquences de 
terminaux qui doivent être ajoutées. enlevées ou remplacées pour transformer l'un 
des Fragments de code en l'autre. Par la suite. nous déterminons la signification 
de chaque différence en les projetant sur I'AST du programme. Xous distinguons 
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alors entre les différences superficielles. celles qui n'affectent ni le comportement du 
fragment de code ni les valeurs qu'il produit (différences dans les noms de variables 
locales et des paramètres) et les autres. 
Horwitz ['q prend une approche différente pour déterminer les différences sénian- 
tiques entre deux fragments de code. et surtout pour les distinguer des différences 
testuelles. L'approche est basée sur les graphes de représentation de programmes 
et sur un algorithme de partition. Cet algorithme groupe les composantes clont 
le comportement est identique dans les deus  fragments de code ( c'est-i-dire une 
triénie séquence de valeurs est soit produite. soit assignée). L'iclentificatioti des 
différences est alors simple lorsque les correspondances des tnoncés sont fournies 
par lëcliteur. mais possible même lorsqti'elles ne le sont pas. 
La principale différence avec notrc approche est l'identification de cc qui con- 
stitue iine différence. Dans notre cas. nous partons des différences textuelles dont 
nous Climinons les superficielles. Dans l'approche de Horwitz. le comportement de 
chaque élément comparé est considéré. Autrement dit. si une modification engen- 
dre une séquence différente de valeurs vrai/faus au niveau d'une expression. cette 
expression sera considérée comme une différence merne si elle correspond $ une 
expression test uellement identique dans l'autre fragment. Cet te  divergence dans 
les approches est dûe à la manière dont la fusion des fragments de code est ensuite 
validée et effectuée. Comme nous encapsulons les différences. nous n'avons pas 
besoin de nous soucier de leurs répercussions sur le reste du programme. Hornitz 
et al. r24 effectuent une fusion directe sans modification du code source. Ils doivent 
donc considérer de telles différences. 
Par contre. notre approche détermine comme différence même de simples motli- 
fications qui n'ont aucune répercussion sur le comportement d'un fragment (le code. 
Par esemple. si la manière dont un calcul est effectué est changte ( es: a = 3 + b 
devient t~ = b + 3). nous allons considérer le calcul comme une cliffércnce. ce qui 
n'est pas le cas pour l'approche de Honvitz et al. 
7.3 Fusion de codes sources 
Les recherches portant sur la fusion de fragments de cocle source s'intéressent 
surtout A la inairiteiiarice des prograrrinies. Gallaglier et Lyle W.20! tléconiposent 
un programme en pliisietirs parties dont ils contraignent les modifications afin que 
celles-ci n'affectent qu'une partie du système à la fois. Ils refusionnent le tout 
après modifications. Yang et al. [*'il et Honvitz et al. P'i permettent au contraire 
des niodifications indépendantes et arbitraires sur un même fragment de cocle. puis 
fusionnent ces modifications lorsque possible. 
Plus précisément. Gallagher et Lyle W201 facilitent la maintenance en permet- 
tant la décomposition d'un programme en deux sous-programmes. dont le premier 
remplit une partie des spécifications et le second. l'autre partie. L a  décomposition 
est basée sur la technique de slzcing et génère deux programmes partiellement 
indépendants. Il esiste dors certaim types de modification qui permettent de 
changer le premier sous-programme sans affecter l'autre. Le programmeur peut ef- 
fectuer seulement ces types de niodificat ions. Cne fois les rnodifica t ions effectuées. 
les deus sous-programnies sont fusionnés. Les contraives sur les modifications sont 
telles que cette fusion est un simple entrelacement d'énoncés. 
Cette technique unit donc deus parties d'un mëme programme pour constituer 
une composante avec un comportement unique. Notre fusion des parties com- 
munes des clones fusionne. au contraire. des éléments communs de composantes 
indépendantes. tout en gardant le comportement particulier de chacune. 
Par ailleurs. les contraintes sur les modifications assurent une  fusion directe. 
Dans notre cas. il n'y a aucun coritrde au moment de la création des fragments de 
code. Toute l'analyse est donc faite pendant la fusion. 
Horwitz et al. 2" déterminent s'il est possible de créer une version du code source 
[l'une composante accommodant le comportement d'une version de base de la coni- 
posante. et de deus variantes résultant d'activités de modifications indépendantes 
de la version de base. Lorsque cela est possible. ils créent le nouveau code source 
unique. Le code source final est le résultat de la fusion de trois dices (tranche) 
soit de la d i c e  (tranche) qui reflète Le comportement de la version de base préservé 
dans les deus variantes. ainsi que le comportement unique de chaque variante par 
rapport à la version de base. 
Yang et al. [4ïI ont amélioré l'approche de Hormitz et al. quant à la définition 
d'une modification du code source. Ils distinguent entre les modifications qui 
présenent la sémantique et celles qui ne la préservent pas. permettant ainsi la 
fusion dans un plus grand nombre de cas. 
Encore une fois. ces approches partent de plusieurs versions d'une meme coni- 
posante. tandis que nous partons de composantes distinctes qui partagent iine 
partie de leur code source. Les approches clécrites plus haut produisent donc iine 
coniposantc i coniport enient unique. tariclis que nous produisons iine coniposante 
dont le comportement est paramécrisable pour refléter les comportements des frag- 
ments de code originaux 
Par ailleurs. nous pouvons fusionner les parties coniniiines de n'importe quels 
fragirierits de code. tandis que les autres approches ne fusionnent que cles fragments 
qui ne présentent pas de conflits quant à letir comportement. 
D'un autre côté. nous paraniétrisons des différences même lorsque ces dernières 
ne présentent pas de conflit et pourraient être directement intégrées l'une dans 
l'autre. 
7.4 Patrons de conception 
C'ne partie de notre étude s'intéresse à la transformation des méthodes clones 
en des composant es indépendantes. paramétrisables et réutilisables. Poiir ce faire. 
nous nous basons sur les patrons de conception Strategy. F l p e i g h t  et Tempinte 
rnethod. Dans cette section. nous comparons cette facette de notre projet a u s  
autres recherches portant sur les patrons de conception. 
La plupart des recherches sur les patrons de conception ['73.9*29.41=141 s'intéressent 
à l'iclentification de ces clerniers dans des systèmes orientés-objet. Pour ce faire. 
les approches extraient certaines structures explicitement présentes clans le code 
source romme des relations d'héritage ou d'agrégat ion. des passages cl'objets en 
paramètres. et d'autres. L'objectif est de détecter les patrons de conception ini- 
plantés clans le système par les concepteurs et les progranirneurs. Notre approche. 
ail contraire. infëre des patrons cle conception t partir de relations implicites. les 
relations de clonage. Il s'agit non seulement de patrons clc conception qui n'esistetit 
pas encore dans le système. mais de patrons ausqiiels les concepteurs ri'ont peut- 
étre mènie pas songé. De plus. notre approche n'est pas passive et ne fait pas 
seulement clét erniiner la position des patrons dans le systènic: elle transforme ce 
dernier pour faire epparaitre les patrons inférés. 
Dans une autre ligne de recherche. Lano et Malik i%tilisent les patrons cle 
conception pour transformer du cocle procédural en 00. Ils identifient les patrons 
cle conception procéduraw directement dans le cocle source. puis ils les Font cor- 
respondre à des patrons de conception 00. Par esemple. une séquence de SI- 
SINON permettant le choix entre plusieurs algorithmes pourra être remplacée par 
une structure de type Strategy. Cela ressemble à notre approche d'inférence de 
patrons de concept ion dans un système. mais avec plusieurs différences majeures. 
En premier Iieu. l'approche de Lano et Malik estt pour le moment. seulement 
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théorique. De plus. notre approche infere des patrons i partir de l'information de 
clonage. tandis que la leur se base sur la présence de patrons procétluraus. 
Finalement. Cinnéide et al. [16] introduisent des patrons de conception dans des 
systèmes qui n'en contiennent pas. Cette approche est complémentaire à la notre. 
Au lieu de conseiller où introduire des patrons cle conception et lesquels introduire. 
les auteurs automatisent les transformations en laissant le programmeur déterminer 
quel patron doit être inséré et où il cioit l'être. De plus. nous insérons des patrons 
pour remplacer des structures que l'ont peut considérer conirne inappropriées. tari- 
dis que Cinnéide et al. remplacent des structures équivalentes à cles patrons par 
les patrons eux-memes. 
CONCLUSION 
Dans ce mémoire. nous avons présenté les résultats d'une recherche portant sur 
I'iitilisarinn cles inforniarions rlp r l n n n g ~  pniir lii rwnnr~ption 4~ systbnic+ nri~nti;c 
objet. Sous avons présenté une nouvelle taxinomie des clones permettant l'étiide du 
phénomène de clonage dans un système. du point de vue de la reconception. Sous 
avons aussi présenté un nouvel algorithme. développé pour permettre tl'estraire les 
différences entre les méthodes clones tout en leur donnant la signification des com- 
posantes t h  langage de programniation ausquelles elles correspondent. Yous avons 
aussi présenté plusieurs possibilités de reconcept ion qiit' nous avons appliquées i 
JDK. un système réel de grande taille. Ces reronceptioris permettent tl'élir~iiner 
les duplications en factorisant les parties communes des clones. Elles penriettent 
aussi de rendre le partage des fonctionnalités clonées esplicites. 
La reconcept ion automatique basée sur l'analyse des clones est néanmoins li- 
mitée par la complesité dlanalyse nécessaire à la couverture de tous les cas de 
clonage. Elle n'est pas non plus flexible. en ce qu'elle ne permet pas i l'utilisateur 
de modifier la reconception selon les cas particuliers qui peuvent se présenter. Cela 
est un problème, puisque les approches basées sur les patrons de conception. bien 
qu'applicables dans tous les cas. accroissent la quantité de codes sources et ne 
devraient donc pas nécessairement être toujours utilisées. 
Dans les travaux futurs, il serait intéressant d'étudier la reconception interactive 
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où un logiciel pourrait calculer et déterminer toutes les informations nécessaires B la 
reconcept ion. Il pourrait aussi déterminer la liste des actions de reconcep t ion. niais 
il laisserait l'utilisateur choisir les types de reconceptions et effectuer les actions avec 
des outils spécialisés. 
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Annexe 1 
Exemple de clones 
Cette annese présente le code source avant reconception de cleus méthocles 
ciones extraites de JDK 1.1.3. Les clones sont les méthodes setBit() et jlipBit(,) <le 
la classe java.math.Big1nteger. Afin de rester clairs. seuls les éléments pertiiients 
de la classe sont préserités ci-dessous. 
package j ava . math ; 
import java.util.Randorn; 
public class BigInteger extends Number ( 
... 
public BigInteger setBit(int n) throws ArithrneticException { 
if (n<O) 
throu nev ArithmeticException("Negative bit address") ; 
int byteNum = n/8; 
byte [] result = new byte fMath.max(byteLength0 , byteNum+2)] ; 
f o r  (int i = O ;  icresult . length; i++) 
result[result.length-i-11 = getByte(i); 
result [result . length-byteNum-11 I = (1 C< (n%8) ; 
return valueof (result) ; 
S . .  
public BigInteger flipBit(int n) throws ArithmeticException { 
if (n<O) 
throw neu ArithmeticE~ception(~'Negative bit addresstl ) ; 
int byteNum = n/8; 
byte[] result = nev byteCMath.max(byteLength0, byteNum+2)] ; 
for (int i=O ; icresult . length; i++) 
result[result.length-1-13 = getByte(i); 
result[resrilt.length-byteNum-11 ^= (1 (n%8)2; 
return valueof (result) ; 
> 
. . . 
private int byteLength0 ( 
return bitLengthO/8 + 1 ; 
> 
... 
private byte getByte(int n) { 
if (n >= magnitude.length) 
return signByte O ; 
byte magByte = magnitude[magnitude.length-n-11; 
r e t m  (byte) (signum >= O ? magByte : 
Annexe II 
Reconcept ion avec Strategy 
Cette annexe présente un esernple de reconception avec le patron de conception 
Strategy. 11 s'agit c h  code source après transformation des clones présent& clans 
l'annese 1. 
11.1 Composante générale 
Le code source de la nouvelle composante configurable est le suivant: 
package newH ; 
import j ma. ut il. Random; 
import java.math.4; 
public class BI-setBit,l,Handler ( 
private newI. BI,setBit,l,Interf aceData ,stratData; 
public BI~set3it~l,Handler(newIIBI~setBitt1,InterfaceDa+,a stratData) { 
,stratData = stratData; 
3 
public BigInteger setBit ( int n, new1 .BI-setBit-1-Interf aceDiff s stratDiff s) 
throws ArithmeticException < 
if( n c 0) 
throu new ArithmeticException( "Negative bit address"); 
int byteNum = n / 8; 
byte [ ] result = new byte [Math.max(-stratData. bytelengtho , byte~um+2)] ; 
for ( int i = O ; i c result . length; i ++) 
result [ result .length - i - 1 1 = ,stratData.getByte( i) ; 
strat~iff s , Statement~xpression-complexDif O result , byteNum, n) ; 
return java.math.BigInteger.valueOf( result); 
LI.? Classe originale transformée 
La. classe originale contient les niéthocles clones transfornii.~~. iiiie ri.f(.rence 
une instance de la composante génbrale. et les classes contenant les méthodes 
refiét ant les comportements particuliers de chaque clone original. Le nouveau code 
source de la classe est le suivant: 
package java .math; 
import java .ut i l .  Random; 
public class BigInteger extends Number 
implements newI .BI-setBit-1-Interf aceData { 
. . 
public BigInteger setBit( int n) throws ArithmetîcErception { 
return BI,setBit,l,handler. setBit ( n, BI,setBit,i-BI-setBit-strategy) ; 

= new BI-setBit-1-BI-f 1ipBit () ; 
class BI-setBit-1-BI-setBit implements new1. BI-setBit-1-Interf aceDif f s ( 
public BI-setBit-1-BI-setBit () { 
> 
public void StatementExpression,complexDif f O ( byte [] result , 
int b y t e N u ,  int n) C 
result [ result .length - byteNum - 1 1 1 = (  1 n % 8) )  ; 
3 
1 
class BI,setBit,l,BI-flipBit implements newI.BI-setBit-1,InterfaceDiffs C 
public BI ,setBit,l,BI,f TipBit ()  ( 
> 
public void StaternentExpression-complexDif f O ( byte [] result , 
int byteNu, int n) { 
result [ result.length - byteNu - 1 ] '=( 1 CC( n % 8 ) ) ;  
3 
1.3 Interfaces 
Deus interfaces sont créées lors de cette transformation: une interface pour les 
différences. et une pour le conteste. Le code source de L'interface de contelTe est 
le suivant: 
package neuI ; 
import java.util.Randorn; 
i zpor t  j ma. nath. * ; 
public interface BI-setBit-1-InterfaceData { 
public int bytelength (1 ; 
public byte getByte (int n) ; 
> 
Le code sourcc de l'interface pour les différ~nces est le suivanr: 
package newI ; 
import java.util.Random; 
import java.math.*; 
public interface BI-setBit-1-InterfaceDiffs { 
public void StatementExpression-complexDiffO( bytefl result, 
i n t  byteNum, int n) ; 
Annexe III 
Reconception avec Template method 
Cette annese présente un esemple de reconception avec l e  patron de conception 
Tzmplate method. Il s'agir du code source après transformation des clories prbsentés 
clans l'annexe 1. 
III. 1 Composante générale 
package newH; 
import j ava . ut il. Random; 
import java.math.*; 
public abstract class BI-setBit-1,Handler { 
private neuf .BI ,setBit,l,Interf aceData ,stratData; 
public BI-setBit,l-Handler(newI.BI,setBit,l,InterfaceData stratData) { 
,stratData = stratData; 
> 
abstract public void StatementExpression-compleid)iffO( bytefl resuit,  
int byteNum, int n) ; 
public BigInteger setBit( int n) throvs ArithmeticException ( 
if( n < O) 
throw new ArithmeticException( "Negatîve bi t  addressu) ; 
int  byteNum = n / 8; 
byte [ ] result = nea byte [Math.rnax(-stratData .byteLength() , byte~um+2)] ;
for(  int i = O ;  i < result.length; i  ++) 
result [ result.length - i - 1 3 = -stratData.getByte( i ) ;  
StatementExpression_camplexDif f O ( result , byteNum, n) ; 
return java.math. BigInteger . valueOf ( result) ; 
III.? Coniport ements particuliers 
La classe représentant le corriportenient part icdier de la mPt hode se tBit () est 
la suivante: 
package newH; 
import j ava. ut il. Random; 
import java.math.*; 
public class BI-setBit-1-BI-setBit extends newH.BI-setBit-1-Handler { 
private newI . BI-setBit-1-BI-setBit JData -stratData; 
public BI-setBit-LBI-setBit ( newI . BI-sotBit-1-BI-setBitJData stratData) I 
super( stratData) ; 
,stratData = stratData; 
1 
public void StaternentExpression-complerDiffO( b y t e u  result,  int byteNilm. int n) { 
result [ result.length - byteNum - 1 1 I=( 1 <<( n X 3 ) ) ;  




import javamath. * ; 
public class BI-setBit-LBI-flipBit extends newH.BI-setBit-1-Handler { 
private newI.BI,setBit,1,BI,flipBitIData ,stratData; 
public BI-setBit -1-BI-f lipBit ( newI . BI-setBit-1-BI-f lipBit -1Data stratData) < 
,stratData = stratData; 
3 
public void StatementExpression~complexDiff0( b y t e u  result ,  
int  byteNum, i n t  n) ( 
resuit [ resuit .length - byteNum - 1 1 -=( 1 CC( n % 8) ) ; 
3 
111.3 Classe originale transformée 
Le nouveau code source de la classe BigInteger est le suivant: 
package j ava . math ; 
import j ava . ut il. Random ; 
public class BigInteger extends Number 
implements newI.BI,setBit-1-BI-setBit-IData, 
newI .BI-~etBit-lJ31-flipBit~IData { 
public BigInteger setBit( int n) throws ArithmeticException { 
return BI-setBit-1-BI,setBithandler.setBit( n); 
> 
public BigInteger flipBit( int n) throws ArithmeticException { 
retuni BI-setBit-1-BI-f 1ipBithandler. setBit ( n) ; 
1 
. . . 
public int byteLength0 { 
return bitlengtho / 8 + 1; 
1 
... 
public byte getByte( int n) < 
if( n >= magnitude-length) 
return signByte O ; 
byte magByte = magnitude [ magnitude.length - n - 1 1; 
r e t u r d  byte) ( signum >= O ? magByte : 
( n <= firstNonzeroByteNum0 ? - magByte : - magByte)); 
... 
private newH.BI,setBit-1-BI-setBit BI-setBit-1-BI-setBithandler 
= aew newH.BI,setBit,l,BI_çetBit( this); 
private newH.BI-setBit-1-BI-flipBit BI-setBit-1-BI-flipBithandler 
= new neuH.BI,setBit,l,BI-flipBit ( this) ; 
> 
1 . 4  Interfaces 
L'interface contenant les signatures des opérations de conteste conmiunes aus 
cieus clones est la suivante: 
package newf ; 
import j ava . ut il. Random ; 
import java.math.*; 
public interface BI-setBit,l,Interf aceData { 
public int byteLength( ) ; 
public byte getByte(int n); 
> 
L'interface contenant les signatures des opérations de contexte uniques à la 
méthode setBit() est vide puisqu'aucune opération de ce genre n'existe. 
package newI; 
import j ava . ut il. Randon; 
import j ava . math. * ; 
public interface BI-setBit,l,BI,setBit,IData 
extends newI .BI,setBit,i,fnterfaceData ( 




public interface BI,setBit,l,BI,flipBittIData 
extends newI.BI,setBit,l,InterfaceData { 
1 
