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Abstract
Quantum systems with positions and momenta in Z(d), are described by the d zeros of analytic functions on a torus.
The d paths of these zeros on the torus, describe the time evolution of the system. A semi-analytic method for the
calculation of these paths of the zeros, is discussed. Detailed analysis of the paths for periodic systems, is presented. A
periodic system which has the displacement operator to a real power t, as time evolution operator, is studied. Several
numerical examples, which elucidate these ideas, are presented.
1. Introduction
There is an extensive literature on analytic representations in quantum mechanics, after the pioneering work by
Bargmann [1, 2]. The Bargmann analytic function in the complex plane studies problems related to the harmonic
oscillator. The zeros of the Bargmann function, which are also the zeros of the Husimi (or Q) function, provide a
valuable insight to various quantum systems [3, 4, 5, 6, 7, 8, 9, 10], chaos [10], etc. Other potential applications
include the study of two-dimensional electron gas in a magnetic field, quantum Hall effect, [11, 12, 13], etc.
Analytic representations in the unit disc for problems with S U(1, 1) symmetry, and analytic representations in the
extended complex plane for systems with S U(2) symmetry, have also been studied in the literature (reviews have been
presented in [14, 15, 16]).
Quantum systems with variables in Z(d) (the integers modulo d), have been studied extensively in the literature
(e.g., [17, 18, 19, 20]). Refs.[21, 22, 25, 23, 24] have represented their quantum states with analytic functions on a
torus, using Theta functions. It has been shown that these functions have exactly d zeros, which determine uniquely
the state of the system. As the system evolves in time, the zeros follow d paths, on the torus. Ref [4] has also used a
similar representation in studies of chaos. Theta functions have been used extensively in various problems in physics
[26, 27].
In this paper we study different aspects of the zeros of analytic functions for finite quantum systems with variables
in Z(d), as follows:
• We propose in Eqs.(18),(19) a semi-analytic method for the calculation of the paths of the zeros, which is
primarily analytical (section 2). Previous work is based on entirely numerical methods. In principle the full
quantum formalism can be expressed in terms of the d zeros. But it is difficult to express physical laws in terms
of the zeros, without an analytical formalism that relates physical quantities with the zeros. The semi-analytical
formalism in this paper, is a step in this direction.
• We study in detail the d paths of the zeros of periodic systems. Each path is characterized by the multiplicity M,
and by a pair of winding numbers (w1,w2). An interesting periodic system is one, which has as time evolution
operator the displacement operator to a real power t. Displacement operatorsZαXβ are defined in finite quantum
systems for α, β ∈ Z(d), and it is interesting to study these operators to a real power t. It is shown that the paths
of the zeros are identical, but shifted with respect to each other (section 3).
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2. Analytic representation of finite quantum systems
We consider a finite quantum system with variables in Z(d). This system is described with the d-dimensional
Hilbert space H(d). Let |X; m〉 and |P; m〉 (where m ∈ Z(d)) be the position and momentum bases which are related
through a Fourier transform, as follows:
|P; n〉 = F |X; n〉; F = d−1/2
∑
m,n
ω(mn)|X; m〉〈X; n|;
ω(m) = exp
[
i
2pim
d
]
(1)
Let |g〉 be an arbitrary state
|g〉 =
∑
m
gm|X; m〉;
∑
m
|gm|2 = 1 (2)
We use the notation
|g∗〉 =
∑
m
g∗m|X; m〉; 〈g| =
∑
m
g∗m〈X; m|
〈g∗| =
∑
m
gm〈X; m| (3)
We represent the state |g〉 with the analytic function [3, 4, 21]
G(z) = pi−1/4
d−1∑
m=0
gm Θ3
[
pim
d − z
√
pi
2d ;
i
d
]
(4)
where Θ3 is the Theta function [28]
Θ3(u, τ) =
∞∑
n=−∞
exp(ipiτn2 + i2nu)
Θ
′
3(u, τ) =
dΘ3
du = i
∞∑
n=−∞
2n exp(ipiτn2 + i2nu). (5)
We can prove that
G(z +
√
2pid) = G(z)
G(z + i
√
2pid) = G(z) exp
(
pid − iz
√
2pid
)
, (6)
and therefore it is sufficient to have this function in a cell
S = [M
√
2pid, (M + 1)
√
2pid) × [N
√
2pid, (N + 1)
√
2pid) (7)
where (M, N) are integers labelling the cell. Other models with more general quasi-periodic boundary conditions can
also be studied. The scalar product is given by
〈 f ∗|g〉 = 1
d3/2
√
2pi
∫
S
dµ(z)F(z∗)G(z) =
∑
fmgm;
dµ(z) = d2z exp
(
−z2I
)
(8)
These relations are proved using the orthogonality relation[22]
2−1/2pi−1d−3/2
∫
S
dµ(z)Θ3
[
pin
d − z
√
pi
2d ;
i
d
]
× Θ3
[
pim
d − z
∗
√
pi
2d ;
i
d
]
= δ(m, n) (9)
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The coefficients gm in Eq.(2) are given by
gm = 2−1/2pi−3/4d−3/2
∫
S
dµ(z)Θ3
[
pim
d − z
√
pi
2d ;
i
d
]
G(z∗). (10)
It has been proved in [4, 21] that the analytic function G(z) has exactly d zeros ζn in each cell S , and that
d∑
n=1
ζn =
√
2pid(M + iN) + d3/2
√
pi
2
(1 + i). (11)
in finite systems the d−1 zeros define uniquely the state (the last zero is determined from Eq.(11)). In infinite systems
the zeros do not define uniquely the state.
If the d − 1 zeros ζn are given, the last one can be found from Eq.(11), and the function G(z) is given by
G(z) = N({ζn})
× exp
−i
√
2pi
d Nz
 d∏
n=1
Θ3
[√
pi
2d (z − ζn) +
pi(1 + i)
2
; i
]
(12)
Here N is the integer that labels the cell (as in Eq.(7)), and N({ζn}) is a normalization constant that does not depend
on z (see section 7 in ref[21]). Below we choose the cell with M = N = 0.
2.1. Time evolution and paths of zeros
Let H be the Hamiltonian of the system (a d × d Hermitian matrix Hmn). As the system evolves in time t, each
zero ζn follows a path ζn(t).
We consider infinitesimal changes to the coefficients from gm to gm + ∆gm, where
∆gm = i∆t
∑
n
Hmngn (13)
Then the zeros will change from ζn to ζn + ∆ζn. From Eqs.(4),(12) we get
pi−1/4
d−1∑
m=0
(gm + ∆gm) Θ3
[
pim
d − z
√
pi
2d ;
i
d
]
= N({ζk})
d∏
n=1
Θ3
[√
pi
2d (z − ζn − ∆ζn) +
pi(1 + i)
2
; i
]
(14)
With a Taylor expansion of the right hand side, we get
pi−1/4
d−1∑
m=0
∆gm Θ3
[
pim
d − z
√
pi
2d ;
i
d
]
= −N({ζk})
√
pi
2d
×
d∑
j=1
A j(z)Θ′3
[√
pi
2d (z − ζ j) +
pi(1 + i)
2
; i
]
∆ζ j
A j(z) =
∏
m, j
Θ3
[√
pi
2d (z − ζm) +
pi(1 + i)
2
; i
]
(15)
We insert z = ζn on both sides of this equation. For j , n we get A j(ζn) = 0. Therefore
pi−1/4
d−1∑
m=0
∆gm Θ3
[
pim
d − ζn
√
pi
2d ;
i
d
]
= −N({ζk})
√
pi
2d An(ζn)Θ
′
3
[
pi(1 + i)
2
; i
]
∆ζn
An(ζn) =
∏
m,n
Θ3
[√
pi
2d (ζn − ζm) +
pi(1 + i)
2
; i
]
(16)
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Using Eq.(5), we found numerically that
Θ
′
3
[
pi(1 + i)
2
; i
]
= 1.9888i. (17)
Therefore we have analytical expressions for the derivatives of the functions ζn(g0, ..., gd−1):
∂ζn
∂gm
= −
pi−1/4Θ3
[
pim
d − ζn
√
pi
2d ;
i
d
]
N({ζk})
√
pi
2d An(ζn)Θ′3
[
pi(1+i)
2 ; i
] (18)
We use them for numerical calculations as
ζn + ∆ζn = ζn +
∑
m
∂ζn
∂gm
∆gm = ζn + i∆t
∑
m,k
∂ζn
∂gm
Hmkgk. (19)
In each step of the iteration process N({ζk}) is calculated as
N({ζk}) =
pi−1/4
∑d−1
m=0 gm Θ3
[
pim
d − z
√
pi
2d ;
i
d
]
∏d
n=1 Θ3
[√
pi
2d (z − ζn) + pi(1+i)2 ; i
] (20)
and is used in the next step. As we mentioned earlier, the N({ζk}) does not depend on z and any value of z can be used
for its numerical calculation. Since ∑m |gm|2 = 1 the ∆gm are subject to the constraint∑
m
[g∗m∆gm + gm(∆gm)∗] = 0. (21)
Ref[22] calculated the paths of the zeros indirectly, using a computationally expensive approach. It calculated the
vector exp(itH)| f 〉 and then the analytic function f (z; t), at each time t. Then a MATLAB function was used to find
the zeros, at each time t.
In all calculations of the present paper, we go directly from the zero ζn(t) to the zero ζn(t + ∆t) with Eqs.(18),(19).
For the calculation of N(z; {ζn}) we need the coefficients gm at each step. At t = 0 we start from given values of zeros,
which we insert in Eq.(4) and get a system of d equations with d unknowns. This gives the coefficients gm at t = 0
(which we normalize). At later times the gm becomes gm + ∆gm, where ∆gm is the step used in Eqs.(13),(19). The
present method is semi-analytic and therefore computationally less expensive and more accurate.
3. Periodic systems
We consider periodic systems with Hamiltonians such that exp(iT H) = 1eiθ for some T , and some phase factor eiθ
(which does not change the physical state). This occurs when the ratios of the eigenvalues of H are rational numbers.
Results analogous to those in sections 3.1-3.3, have been reported in ref[22], using an entirely numerical method.
Our results here are based on the semi-analytical method described in section 2.
3.1. Multiplicity M of paths of zeros:
We consider the Hamiltonian
H =

1 1 0 0
1 1 0 0
0 0 1 0
0 0 0 1
 (22)
In this case the period is T = 2pi. We assume that at t = 0 the zeros are the following:
ζ0(0) = 1 − 1.99i; ζ1(0) = 3.02 + 3i;
ζ2(0) = 1 + 3i; ζ3(0) = −0.01 + 1i. (23)
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Using Eq.(19) we have calculated the paths of the zeros. Results are shown in Fig.1 (see also Fig.4 in ref[22]). In this
case there are two paths with multiplicity M = 1 and one path with multiplicity M = 2. For clarity, the figures show
regions which might be larger or smaller than one cell (which is a square with each side equal to √2pid). They also
show the position of the zeros at various times. We note that
ζ0(T ) = ζ3(0); ζ3(T ) = ζ0(0)
ζ1(0) = ζ1(T ); ζ2(0) = ζ2(T ). (24)
It is seen that although the set of zeros has period T , a particular zero (e.g., ζ0 or ζ3) returns to its original position
after time which is a multiple of T (in this example 2T ).
We also consider the Hamiltonian of Eq.(22) and assume that at t = 0 the zeros are
ζ0(0) = 2 − 2.99i; ζ1(0) = 2.02 − 2.01i;
ζ2(0) = 1 − 1.01i; ζ3(0) = −0.01 + i; (25)
in which case the results are shown in Fig.2. In this case we have one path with multiplicity M = 4. Here
ζ0(T ) = ζ2(0); ζ2(T ) = ζ3(0)
ζ3(T ) = ζ1(0); ζ1(T ) = ζ0(0). (26)
3.2. Winding numbers (w1,w2) of paths of zeros:
We consider the Hamiltonian
H =

1.5 0.2 0
0.2 1.5 0
0 0 2.1
 (27)
In this case the period is T = 5pi. We assume that at t = 0 the zeros are the following:
ζ0(0) = 1.01 + 2i; ζ1(0) = 2.15 + 2.56i
ζ2(0) = 3.35 + 1.95i. (28)
The paths of zeros are shown in Fig.3. The winding numbers (w1,w2) of the three paths are (0, 0), (0, 1) and (0, 1).
3.3. Joining of two paths of zeros into a single path:
We consider the Hamiltonian
H =

0 1 0 0 0
1 0 0 0 0
0 0 1 0 1
0 0 0 1 1
0 0 1 1 0

(29)
In this case the period is T = 2pi. We consider two cases where at t = 0 the zeros are given by
ζ0(0) = 1.3 + 4.16i; ζ1(0) = 0.12 + 2.03i;
ζ2(0) = 0.11 + 1.62i; ζ3(0) = −2.6 − 0.2i;
ζ4(0) = −1.71 + .81i, (30)
and also by
ζ0(0) = 1.3 + 4.16i; ζ1(0) = 0.1 + 2.0i;
ζ2(0) = 0.11 + 1.62i; ζ3(0) = 3 − 0.2i;
ζ4(0) = −1.69 + 0.83i. (31)
The paths of zeros in these two examples are shown in Figs.4,5, correspondingly. In these figures we see how by
changing the initial zeros slightly, two paths (highlighted)with multiplicity 1, join together into one path (highlighted)
with multiplicity 2.
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3.4. Zeros of the analytic representation of Xt|g〉
Displacement operators in the Z(d) × Z(d) phase space, are defined as
Z =
∑
n
ω(n)|X; n〉〈X; n|
X =
∑
n
ω(−n)|P; n〉〈P; n|
Z|P; n〉 = |P; n + 1〉; X|X; n〉 = |X; n + 1〉
Xd = Zd = 1; XβZα = ZαXβω(−αβ); (32)
where α, β ∈ Z(d). We study the zeros of the analytic representation of Xt |g〉 which we denote as G(z; t), where t ∈ R.
Xt can be viewed as a time evolution operator exp(itH) with Hamiltonian H = −i lnX (the logarithm is multi-valued
and we take the principal value).
Let |g〉 = ∑ g˜m|P; m〉, where g˜m are the Fourier transforms of the gm in Eq.(2). The stateXt|g〉 = ∑[ω(−m)]tg˜m|P; m〉
is represented by the function
G(z; t) = pi−1/4 exp
(
− z
2
2
) d−1∑
m=0
exp
(
− i2pimtd
)
g˜m
×Θ3
[
pim
d − iz
√
pi
2d ;
i
d
]
(33)
We used here the fact that the |P; m〉 is represented by pi−1/4 exp
(
− z22
)
Θ3
[
pim
d − iz
√
pi
2d ;
i
d
]
[25].
Let ζn(t) where n = 0, ..., d − 1 be the zeros of G(z; t), i.e.,
G[ζn(t); t] = 0 (34)
The index n labels the various paths of zeros.
Proposition 3.1. Each path of zeros ζn+β of G(z; t) (that represents Xt|g〉), is a shifted version (in the real direction)
of another path ζn. The position of the zero on each path at a certain time, is the same as the position of the zero on
another path, at a different time:
ζn+β(t + β) = ζn(t) + β
√
2pi
d ; n, β ∈ Z(d). (35)
Proof. We assume that G[ζn(t); t] = 0 and prove G[ζn+β(t + β); t + β] = 0, where the ‘new path’ ζn+β(t + β) is
given in Eq.(35). We express the Theta function as a sum as in Eq.(5) and change the summation from n ∈ Z into
kn = n − t ∈ Z − t. We get
G(z; t) = pi−1/4 exp
(
− z
2
2
)
exp
tz
√
2pi
d −
pit2
d

×
d−1∑
m=0
g˜m
∑
kn
exp
(
2ipimkn
d
)
× exp
(
2knz
√
pi
2d −
pik2n
d − 2
piknt
d
)
. (36)
We insert z = ζn+β(t + β) in G(z; t) and change the variable t′ = t − β. Using G[ζn(t); t] = 0 we prove that G[ζn+β(t +
β); t + β] = 0.
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In fig6 we plot the paths of the zeros of the state Xt|g〉. The state |g〉 is defined through the zeros at t = 0 which are
ζ0(0) = 1.54 + 2.47i; ζ1(0) = 2.01 + 2.18i
ζ2(0) = 2.95 + 1.86i (37)
It is seen that there are d identical paths, which are shifted in the zR-direction by
√
2pi/d. We note that at a particulat
time the zeros do not obey the relation ζi+1(t) = ζi(t) +
√
2pi/d (e.g., the zeros at t = 0 which are shown in fig7).
However, the whole path of a zero over a period, is a shifted version of the path of another zero.
General displacement operators in the Z(d) × Z(d) phase space, are defined as D(α, β) = ZαXβω(−2−1/2). In this
part of the paper we assume that d is an odd integer, so that 2−1 exists in Z(d). Let em and |um〉 the eigenvalues and
eigenvectors of D(α, β). We consider the state |g〉 = ∑ rm|um〉. We assume that the state [D(α, β)]t|g〉 = ∑ etm|um〉 is
represented by the function G(z, t). Let ζn(t) where n = 0, ..., d − 1 be the zeros of G(z; t), i.e.,
G[ζn(t); t] = 0 (38)
We give the following conjecture, which is a generalization of proposition 3.1 for general displacement operators.
Conjecture 3.2. Each path of zeros of G(z, t) (that represents [D(α, β)]t|g〉), is a shifted version (in both the real and
imaginary direction) of another path.
This conjecture is supported with the numerical result in Fig7, where we plot the paths of the zeros of G(z, t)
which represents the state [D(1, 1)]t|g〉. The state |g〉 is defined through the zeros at t = 0, which are
ζ0(0) = 1.4 − 2.01i; ζ1(0) = 2.15 + 2.32i
ζ2(0) = −1.39 + 1.86i. (39)
4. Discussion
We have considered quantum systems with positions and momenta in Z(d). An analytic representation on a torus
that uses Theta functions, which describes these systems, has been given in Eq.(4). The d zeros of these analytic
functions define uniquely the state of the system. As the system evolves in time the zeros follow d paths on the torus.
A semi-analytic method for the calculation of these paths of the zeros, has been given in Eqs.(18),(19). It has been
used for the study of the paths of periodic systems. Each path is characterized by the multiplicity M, and by a pair of
winding numbers (w1,w2). Other phenomena like the joining of two paths of zeros into a single path, have also been
studied. The case that the time evolution operator is the displacement operator to a real power t, has also been studied
(section 3.4). In this case the paths of the zeros are identical, but shifted with respect to each other.
There are deep links between the zeros of analytic functions and the behaviour of quantum systems. For systems
with finite dimensional Hilbert space, the zeros determine the state of the system, and the time evolution can be
described with d classical paths on a torus. The ultimate goal is to develop the full quantum formalism in terms of the
zeros, and to derive general laws that describe their motion. For example, it is interesting to study what determines
the velocity and acceleration of the zeros. Analytical relations between the zeros and the various quantum quantities,
would be ideal for this purpose. The semi-analytical method proposed in this paper, is a positive step in this direction.
Other related problems, like the behaviour of the zeros in the semiclassical limit, could also be studied in exten-
sions of the present work.
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Figure 1: Paths of the zeros for the Hamiltonian of Eq.(22). The period is T = 2pi. At t = 0 the zeros are given in Eq.(23). Dotted lines show a cell,
which is a square with each side equal to 5.01
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Figure 2: Paths of the zeros for the Hamiltonian of Eq.(22). The period is T = 2pi. The zeros at t = 0 are given in Eq.(25).The cell is a square with
each side equal to 5.01
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which is a square with each side equal to 4.34
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Figure 4: Paths of the zeros for the Hamiltonian of Eq.(29). The period is T = 2pi. At t = 0 the zeros are given in Eq.(30). Dotted lines show a cell,
which is a square with each side equal to 5.6
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Figure 5: Paths of the zeros for the Hamiltonian of Eq.(29). The period is T = 2pi. At t = 0 the zeros are given in Eq.(31). Dotted lines show a cell,
which is a square with each side equal to 5.6
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Figure 6: Paths of the zeros of the analytic representation of the state Xt |g〉. The period is T = 3. The state |g〉 is defined through the zeros at t = 0
given in Eq.(37). Dotted lines show a cell, which is a square with each side equal to 4.34
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Figure 7: Paths of the zeros of the analytic representation of the state [D(1, 1)]t |g〉. The period is T = 3. The state |g〉 is defined through the zeros
at t = 0 given in Eq.(39). Dotted lines show a cell, which is a square with each side equal to 4.34
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