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THE TRACIAL ROKHLIN PROPERTY IS GENERIC
N. CHRISTOPHER PHILLIPS
Abstract. We prove several results of the following general form: automor-
phisms of (or actions of Zd on) certain kinds of simple separable unital C*-
algebras A which have a suitable version of the Rokhlin property are generic
among all automorphisms (or actions), or in a suitable class of automorphisms.
That is, the ones with the version of the Rokhlin property contain a dense Gδ-
subset of the set of all such automorphisms (or actions).
Specifically, we prove the following. If A is stable under tensoring with the
Jiang-Su algebra Z, and has tracial rank zero, then automorphisms with the
tracial Rokhlin property are generic. If A has tracial rank zero, or, more gener-
ally, A is tracially approximately divisible together with a technical condition,
then automorphisms with the tracial Rokhlin property are generic among the
approximately inner automorphisms. If A is stable under tensoring with the
Cuntz algebra O∞ or with a UHF algebra of infinite type, then actions of
Zd on A with the Rokhlin property are generic among all actions of Zd. We
further give a related but more restricted result for actions of finite groups.
0. Introduction
We prove the following five results, each of which shows that, under suitable
circumstances, “most” automorphisms of an (often simple) C*-algebra (or actions
of Zd or of a finite group) have a suitable version of the (tracial) Rokhlin property.
Specifically, for any separable C*-algebra A, give Aut(A) the topology of pointwise
norm convergence. This topology comes from a complete metric. (See Lemma 3.2
below.) Using suitable products, we also define complete metric topologies on the
set of actions of Zd on A for d ∈ Z>0 and on the set of actions of G on A for a
finite group G. Our results are:
(1) Let A be a simple separable unital C*-algebra with tracial rank zero in the
sense of [14], let Z be the Jiang-Su algebra [9], and assume Z ⊗ A ∼= A.
Then there is a dense Gδ-set G ⊂ Aut(A) such that every α ∈ G has the
tracial Rokhlin property of [21]. (See Theorem 3.11 below.)
(2) Let A be a simple separable unital C*-algebra which is tracially approx-
imately divisible satisfying a possibly redundant technical condition. (In
particular, this includes all simple separable unital C*-algebras with tracial
rank zero.) Then there is a dense Gδ-set G ⊂ Inn(A), the set of approxi-
mately inner automorphisms of A, such that every α ∈ G has the tracial
Rokhlin property. (See Theorem 4.17 below.)
(3) Let A be a separable unital C*-algebra. Suppose that O∞ ⊗ A ∼= A, or
that there is a UHF algebra D of infinite type such that D⊗A ∼= A. Then
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there exists a dense Gδ-set in G ⊂ Aut(A) such that every α ∈ G has the
Rokhlin property. (See Corollaries 5.14 and 5.16 below.)
(4) The result of (3) holds for actions of Zd for any d ∈ Z>0, not just for actions
of Z. (See Theorems 5.13 and 5.15 below.)
(5) Let G be a finite group of cardinality r, and let D be the r∞ UHF algebra.
The result of (3) holds for actions of G on a separable unital C*-algebra
such that D ⊗A ∼= A. (See Theorem 5.17 below.)
Some of these results (such as (1), the real rank zero case of (2), and (3)) are a
few years old. Others are much more recent, and were added as we realized that
more could be gotten from similar methods. The methods can also be used to prove
further results of the same general nature, beyond those we consider in this paper.
These results are intended as a partial explanation of the following observation.
Among classifiable simple stably finite C*-algebras (see especially the direct limit
classification of [4]), most Elliott invariants correspond to simple C*-algebras with
real rank one and many tracial states. On the other hand, C*-algebras which people
actually construct for other purposes often have real rank zero and very often have
a unique tracial state. The connection is that the crossed product of a simple unital
C*-algebra with tracial rank zero by an action with the tracial Rokhlin property
necessarily has real rank zero (this follows from Theorem 4.5 of [21]), and often
has tracial rank zero (combine Theorems 2.9 and 3.4 of [16]). Moreover, if the
original algebra has a unique tracial state, the same is true for the crossed product
(Theorem 2.18 of [22]).
Some results of this general nature are known for homeomorphisms of compact
metric spaces. The idea that something like our results might be true came from
the proof in [5], where it is shown that certain manifolds admit uniquely ergodic
minimal diffeomorphisms. The method of proof is to construct a certain set of
diffeomorphisms, and to show that the uniquely ergodic minimal diffeomorphisms
form a dense Gδ-set in this set.
If X is the Cantor set, then Corollary 4.5(1) of [1] implies that the uniquely
ergodic minimal homeomorphisms contain a dense Gδ-subset of the closure of the
set of all minimal homeomorphisms in the topology of uniform convergence of the
homeomorphisms and their inverses, which corresponds to the topology of pointwise
convergence of automorphisms of C(X) and their inverses. See the end of the
introduction to [1] for notation, see Definition 1.2 of [1] for the topology τw, and
see the beginning of Section 3 of [1] for the definition of the set Od. However, by
Corollary 4.2 of [1], the minimal homeomorphisms of X are nowhere dense in the
set of all homeomorphisms of X.
The proof of the result for Z-stable C*-algebras with tracial rank zero depends
on tensoring with an automorphism of Z which has a version of the tracial Rokhlin
property. No automorphism of Z can have the tracial Rokhlin property as it is
defined in [21], because Z has no nontrivial projections. However, the tensor shift
on
⊗
n∈Z Z has a version of the tracial Rokhlin property in which one uses positive
elements in place of projections in the definition. For an automorphism of a simple
separable unital C*-algebra with tracial rank zero, this property implies the usual
tracial Rokhlin property. The result on the shift may be of independent interest,
although one hopes that it has a property strong enough to imply the Rokhlin
property in the presence of tracial rank zero.
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This paper is organized as follows. In Section 1, we introduce the version of the
tracial Rokhlin property that we use for the tensor shift on
⊗
n∈Z Z, and prove
that it implies the tracial Rokhlin property in the presence of tracial rank zero.
In Section 2, we prove that the shift does in fact have this property. The results
are stated in somewhat greater generality. In particular, they apply to the tensor
shift on
⊗
n∈ZA when A is simple, unital, infinite dimensional, and has a unique
tracial state. However, something much more general ought to be true. Section 3
contains the proof that the tracial Rokhlin property is generic for Z-stable simple
C*-algebras with tracial rank zero, using the results of the first two sections.
In Section 4, we prove the result (2) above, and in Section 5 we prove the results
(3), (4), and (5) above. These sections are largely independent of Sections 1, 2,
and 3, depending only on the basic setup at the beginning of Section 3 or its analog.
In Section 4, the main class of interest is the simple separable unital C*-algebras
with tracial rank zero. The ideas of the proof seem clearer in the context of what
we call tracially approximately divisible C*-algebras; these are the “tracial” analog
of the approximately divisible C*-algebras of [2]. We therefore develop the basic
theory of these algebras. Other results can be proved, but we do not yet know
other interesting examples, so we do not go farther in this direction. In Section 5,
the methods are similar to, but easier than, those of Section 3.
We also mention that it will be proved in [11] that a generic automorphism of a
unital approximately divisible AF algebra has the version of the Rokhlin property
given in Definition 2.5 of [8].
This paper has some overlap with independent work in Section 3 of [7]. Let A
be a separable unital C*-algebra. It is proved in Theorem 3.4 there that if A is
Z-stable, then actions of Z on A with Rokhlin dimension 1 (see Definition 2.3 of [7])
are generic among all actions of Z, and that if A is stable under tensoring with a
UHF algebra of infinite type, then automorphisms with the Rokhlin property are
generic. The second result is our Corollary 5.16 (part of (3) above). It is probably
true that if A is simple, unital, and has tracial rank zero, then every action of Z with
finite Rokhlin dimension as in [7] in fact has the tracial Rokhlin property, so that,
with work, the first result could be used to give a different proof our Theorem 3.11
((1) above).
The main part of the proof of Theorem 3.4 of [7] is not very different from our
proofs of Proposition 3.10 and Lemma 5.12, which are the main steps in the proofs
of Theorems 3.11, 5.13, and 5.15. However, our proofs are arranged differently,
and in particular apply to actions of any discrete group for which one has a rea-
sonable definition of some form of the Rokhlin property and an action with this
property on a strongly selfabsorbing C*-algebra, while the proof in [7] seems to be
limited to actions of Z. For example, one could write down a definition of Rokhlin
dimension for actions of Zd by suitably combining ideas from Definition 2.3 of [7]
and Definition 5.4, find an action of Zd on Z with finite Rokhlin dimension, and
use our method to show that such actions are generic on separable unital Z-stable
C*-algebras.
Let A be a C*-algebra. For projections p, q ∈ A, we write p - q to mean that
p is Murray-von Neumann equivalent to a subprojection of q. If A is unital, then
T (A) denotes the tracial state space of A, and for a unitary u ∈ A, we denote by
Ad(u) the inner automorphism a 7→ uau∗.
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We will use several times the L2-norm (or seminorm) associated with a tracial
state τ of a C*-algebra A, given by ‖a‖2,τ = τ(a
∗a)1/2. See the discussion before
Lemma V.2.20 of [27] for more on this seminorm in the von Neumann algebra
context. All the properties we need are immediate from its identification with the
seminorm in which one completes A to obtain the Hilbert space Hτ for the Gelfand-
Naimark-Segal representation associated with τ, and from the relation τ(ba) =
τ(ab). In particular, we always have ‖abc‖2,τ ≤ ‖a‖ · ‖b‖2,τ · ‖c‖. Note that |τ(a)| ≤
‖a‖2,τ , since Cauchy-Schwarz gives
|τ(a)|2 ≤ τ(a∗a)τ(1∗A1A) = ‖a‖
2
2,τ .
The theorem here was inspired by a conversation with George Elliott during a
visit to the Fields Institute during March 2004. I am grateful to Thierry Giordano
for calling my attention to the paper [1], and to Nate Brown for supplying the
proof of Lemma 2.6. I am also grateful to Takeshi Katsura and Ilan Hirshberg for
valuable discussions.
1. A generalization of the tracial Rokhlin property
We recall the definition of the tracial Rokhlin property from Definition 1.1 of [21]:
Definition 1.1. Let A be a stably finite simple unital C*-algebra and let α ∈
Aut(A).We say that α has the tracial Rokhlin property if for every finite set F ⊂ A,
every ε > 0, every n ∈ Z>0, and every nonzero positive element x ∈ A, there are
mutually orthogonal projections e0, e1, . . . , en ∈ A such that:
(1) ‖α(ej)− ej+1‖ < ε for j = 0, 1, . . . , n− 1.
(2) ‖eja− aej‖ < ε for j = 0, 1, . . . , n and all a ∈ F.
(3) With e =
∑n
j=0 ej, the projection 1− e is Murray-von Neumann equivalent
to a projection in xAx.
We do not say anything about α(en).
Definition 1.2. Let A be a separable unital C*-algebra, let α ∈ Aut(A), and
let T ⊂ T (A). We say that α has the weak tracial Rokhlin property with respect
to T if for every finite set S ⊂ A, every ε > 0, and every n ∈ Z>0, there are
c0, c1, . . . , cn ∈ A such that:
(1) 0 ≤ cj ≤ 1 for j = 0, 1, . . . , n.
(2) cjck = 0 for j, k = 0, 1, . . . , n with j 6= k.
(3) ‖α(cj)− cj+1‖ < ε for j = 0, 1, . . . , n− 1.
(4) ‖cja− acj‖ < ε for j = 0, 1, . . . , n and all a ∈ S.
(5) With c =
∑n
j=0 cj , we have τ(1 − c) < ε for all τ ∈ T.
The main differences are that the cj need not be projections, and that the size
of the remainder is explicitly controlled by traces.
This definition is clearly not useful if there are not enough tracial states on A.
Even for a simple stably finite separable unital C*-algebra, the correct property
should require, instead of condition (5), that for every nonzero positive element
x ∈ A, one can require that 1 − c be equivalent in a suitable sense, perhaps in the
Cuntz semigroup of A, to an element in the hereditary subalgebra of A generated
by x.
Proposition 1.3. Let A be a simple separable unital C*-algebra with tracial rank
zero in the sense of [14] (tracially AF in [13]). Let α ∈ Aut(A) have the weak tracial
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Rokhlin property with respect to T (A). Then α has the tracial Rokhlin property
(Definition 1.2).
Proof. We verify the condition of Theorem 2.14 of [22]. Thus, let S ⊂ A be finite
and let ε > 0. Choose ε0 > 0 so small that 4
√
(2n+ 3)ε0 + 5ε0 ≤ ε. Apply Defini-
tion 1.2 with S as given, and with ε0 in place of ε, obtaining elements c0, c1, . . . , cn.
For k = 0, 1, . . . , n, use the fact that A has real rank zero (Theorem 3.4 of [13]) to
choose a projection pk ∈ ckAck such that ‖pkck − ck‖ < ε0 and ‖ckpk − ck‖ < ε0.
Then ‖pkckpk−ck‖ < 2ε0. Arguing as in the proof of Lemma 1.8 of [24] (and noting
that here we have n + 1 elements instead of n), the pk are orthogonal projections
such that ‖pk− ck‖2,τ <
√
(2n+ 3)ε0+2ε0 for k = 0, 1, . . . , n and τ ∈ T (A). Along
the way, we also get the estimate
1−
n∑
j=0
τ(pj) ≤ 1−
n∑
j=0
τ(pjcjpj) < (2n+ 3)ε0.
Therefore ∥∥∥1−∑n
j=0
τ(pj)
∥∥∥
2,τ
<
√
(2n+ 3)ε0
for τ ∈ T (A).
Set ek = pk for k = 1, 2, . . . n, and set e0 = 1−
∑n
j=1 pj. Then
n∑
j=0
ej = 1 and ‖e0 − p0‖2,τ <
√
(2n+ 3)ε0.
Thus, in any case, we have ‖ek − ck‖2,τ < 2
√
(2n+ 3)ε0 + 2ε0 for k = 0, 1, . . . , n
and τ ∈ T (A).
Now we can verify conditions (1), (2), and (3) of Theorem 2.14 of [22]. Con-
dition (3) has already been done. For the others, let τ ∈ T (A). Then for k =
0, 1, . . . , n− 1 we have
‖α(ek)− ek+1‖2,τ ≤ ‖ek − ck‖2,τ◦α + ‖ek+1 − ck+1‖2,τ + ‖α(ck)− ck+1‖
< 2
(
2
√
(2n+ 3)ε0 + 2ε0
)
+ ε0 ≤ ε,
and for k = 0, 1, . . . , n and a ∈ S we have
‖[ek, a]‖2,τ ≤ 2‖ek − ck‖2,τ + ‖[ck, a]‖ < 2
(
2
√
(2n+ 3)ε0 + 2ε0
)
+ ε0 ≤ ε.
An application of Theorem 2.14 of [22] completes the proof. 
2. Tensor shifts
The purpose of this section is to give conditions under which the two sided shift
on an infinite tensor product of C*-algebras has the weak tracial Rokhlin property
with respect to an infinite tensor product of copies of the same tracial state. Better
results may be possible; one would hope for a result using arbitrary tracial states
on the infinite tensor product. If better results are true, they need more work. In
the case we are most interested in, that of the Jiang-Su algebra Z, there is a unique
tracial state.
Definition 2.1. Let A be a unital C*-algebra. We define the minimal shift on
the infinite minimal tensor product B =
⊗
n∈ZA as follows. Set Bn = A
⊗2n, the
(minimal) tensor product of 2n copies of A. (Take B0 = C.) Define ϕn : Bn → Bn+1
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by ϕn(a) = 1A ⊗ a ⊗ 1A for a ∈ Bn. Identify B = lim
−→
Bn via the maps ϕn. Then
take σ : B → B to be the direct limit of the maps σn : Bn → Bn+1 defined by
σn(a) = 1A ⊗ 1A ⊗ a for a ∈ Bn.
We define the maximal shift on the infinite maximal tensor product in the same
manner.
When A is nuclear, we simply refer to the shift .
Lemma 2.2. Let X = [0, 1]Z, and let h : X → X be the shift, given by h(x)k =
xk−1 for x = (xk)k∈Z ∈ X and k ∈ Z. Let µ0 be a Borel probability measure on
[0, 1], and let µ be the infinite product measure on X. Suppose µ0({t}) = 0 for all
t ∈ [0, 1]. Then for every ε > 0 and every n ∈ Z>0, there are N ∈ Z>0 and a closed
set Y0 ⊂ [0, 1]
N such that the set
Y =
∏
k≤0
[0, 1]× Y0 ×
∏
k≥N+1
[0, 1]
has the properties:
(1) Y, h(Y ), . . . , hn−1(Y ) are disjoint.
(2) µ
(
X \
[
Y ∪ h(Y ) ∪ · · · ∪ hn−1(Y )
])
< ε.
Proof. For each k, let µk0 be the product measure on [0, 1]
k.
Choose m ∈ Z>0 such that
1
m <
ε
2 . Set N = n(m + 1) − 1. Define E0 ⊂ [0, 1]
N
by
E0 =
{
(x1, x2, . . . , xN ) ∈ [0, 1]
N : min({xk : n|k}) < min({xk : n ∤ k})
}
.
We claim that µN0 (E0) ≥ mN
−1. To prove the claim, for l = 1, 2, . . . , N set
Fl =
{
(x1, x2, . . . , xN ) ∈ [0, 1]
N : xl < min({xk : k 6= l})
}
.
Further set
∆ =
{
(x1, x2, . . . , xN ) ∈ [0, 1]
N : There are k 6= l such that xk = xl
}
.
Fubini’s Theorem and the hypothesis µ0({t}) = 0 for all t ∈ [0, 1] imply that
µ20
(
{(x, x) : x ∈ [0, 1]}
)
= 0.
It easily follows that µN0 (∆) = 0. The homeomorphism
σN (x1, x2, . . . , xN ) = (xN , x1, x2, . . . , xN−1)
preserves µN0 and transitively permutes the sets Fl. Therefore they all have the
same measure. Since the Fl are disjoint and
[0, 1]N \∆ ⊂
N⋃
l=1
Fl,
it follows that µN0 (Fl) = N
−1 for l = 1, 2, . . . , N. Clearly
Fn ∪ F2n ∪ · · · ∪ Fmn ⊂ E0,
so the claim follows.
Next, set
E =
∏
k≤0
[0, 1]× E0 ×
∏
k≥N+1
[0, 1].
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We claim that hl(E)∩E = ∅ for l = 1, 2, . . . , n−1. Let x ∈ E. Using 1 ≤ l < n and
N − l ≥ mn at the second step, x ∈ E at the third step, and again using 1 ≤ l < n
at the fourth step, we get
min
(
{hl(x)k : 1 ≤ k ≤ N and n ∤ k}
)
= min
(
{xk−l : 1 ≤ k ≤ N and n ∤ k}
)
≤ min(xn, x2n, . . . , xmn)
< min
(
{xk : 1 ≤ k ≤ N and n ∤ k}
)
≤ min(xn−l, x2n−l, . . . , xmn−l)
= min
(
{hl(x)k : 1 ≤ k ≤ N and n|k}
)
.
This shows hl(x) 6∈ E, and proves the claim.
It follows that E, h(E), . . . , hn−1(E) are disjoint.
Now use inner regularity of µ to choose a compact set Y0 ⊂ [0, 1]
N such that
µN0 (Y0) > µ(E0) −
1
2n
−1ε. Define Y as in the statement of the lemma. Clearly
Y, h(Y ), . . . , hn−1(Y ) are disjoint. Also, using the first claim in the proof at the
fourth step, N = n(m + 1) − 1 at the fifth step, and the choice of m at the sixth
step, we have
µ
(
X \
[
Y ∪ h(Y ) ∪ · · · ∪ hn−1(Y )
])
= 1− nµ(Y ) = 1− nµN0 (Y0)
< 1− nµN0 (E0) +
ε
2
≤ 1−
nm
N
+
ε
2
<
1
m+ 1
+
ε
2
< ε.
This completes the proof. 
Proposition 2.3. Let A be a unital C*-algebra, and let τ0 ∈ T (A). Suppose that
there is a ∈ A with 0 ≤ a ≤ 1 and such that the spectral measure µ0 on [0, 1], defined
by
∫ 1
0 f dµ0 = τ0(f(a)) for f ∈ C([0, 1]), satisfies µ0({t}) = 0 for all t ∈ [0, 1]. Let
σ be either the minimal shift or the maximal shift on B =
⊗
n∈ZA (minimal or
maximal tensor product, as appropriate), as in Definition 2.1. Then σ has the weak
tracial Rokhlin property with respect to the infinite tensor product tracial state τ
on B obtained from τ0.
Proof. Let S ⊂ A be finite, let ε > 0, and let n ∈ Z>0. Following the notation
of Definition 2.1 and using density of the algebraic direct limit, without loss of
generality there is M ∈ Z>0 such that S ⊂ BM = A
⊗2M . Identify C
(
[0, 1]Z
)
with
the infinite tensor product
⊗
n∈ZC([0, 1]) of Definition 2.1 by identifying
C([0, 1])⊗2n = C
(
[0, 1]{−n+1,−n+2, ..., n−1, n}
)
in the obvious way. Let h : [0, 1]Z → [0, 1]Z be the shift, as in Lemma 2.2, and let
γ : C
(
[0, 1]Z
)
→ C
(
[0, 1]Z
)
be the shift as in Definition 2.1, so that γ(f) = f ◦h−1 for
h ∈ C
(
[0, 1]Z
)
. Let µ be the infinite product measure on [0, 1]Z as in Definition 2.1,
and let ω be the corresponding tracial state on C
(
[0, 1]Z
)
. Define ϕ0 : C([0, 1])→ A
by functional calculus: ϕ0(f) = f(a) for f ∈ C([0, 1]). Then there is an induced
infinite tensor product homomorphism ϕ : C
(
[0, 1]Z
)
→ B, which satisfies ϕ ◦ γ =
σ ◦ ϕ and τ ◦ ϕ = ω.
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Apply Lemma 2.2 with µ0, µ, and ε as given, and with n + 1 in place of n,
obtaining N ∈ Z>0, a closed set Y0 ⊂ [0, 1]
N , and the closed set
Y =
∏
k≤0
[0, 1]× Y0 ×
∏
k≥N+1
[0, 1] ⊂ [0, 1]Z
as there.
We construct an open set U0 ⊂ [0, 1]
N containing Y0 such that the open set
U =
∏
k≤0
[0, 1]× U0 ×
∏
k≥N+1
[0, 1] ⊂ [0, 1]Z
has the property that the sets U, h(U), . . . , hn(U) are disjoint. To this end, write
Y0 =
⋂∞
m=0 V
(0)
m for open subsets V
(0)
0 ⊃ V
(0)
1 ⊃ · · · of [0, 1]
N which contain Y0.
Set
Vm =
∏
k≤0
[0, 1]× V (0)m ×
∏
k≥N+1
[0, 1] ⊂ [0, 1]Z,
giving
Vm =
∏
k≤0
[0, 1]× V
(0)
m ×
∏
k≥N+1
[0, 1] ⊂ [0, 1]Z.
Then, for 0 ≤ j < k ≤ n,
∞⋂
m=0
hj
(
Vm
)
∩
∞⋂
m=0
hk
(
Vm
)
= hj(Y ) ∩ hk(Y ) = ∅,
so by compactness there is m0(j, k) such that
hj
(
Vm0(j,k)
)
∩ hk
(
Vm0(j,k)
)
= ∅.
Set m0 = max0≤j<k≤nm0(j, k), and take U0 = V
(0)
m0 . This completes the construc-
tion.
Choose a continuous function f0 : [0, 1]
N → [0, 1] such that supp(f0) ⊂ U0 and
f0(x) = 1 for all x ∈ Y0. Define f ∈ C
(
[0, 1]Z
)
by
f(. . . , x−1, x0, x1, . . . , xN , xN+1, . . .) = f0(x1, x2, . . . , xN ).
For j = 0, 1, . . . , n, define bj ∈ C
(
[0, 1]Z
)
by bj = γ
M+j(f). Then set cj = ϕ(bj).
We verify the conditions of Definition 1.2. Condition (1) is immediate. For
condition (2), observe that bj = f ◦ h
−M−j satisfies supp(bj) ⊂ h
M+j(U), and any
n+ 1 consecutive iterates of U under h are disjoint. For condition (3), we actually
have ‖α(cj)− cj+1‖ = 0 for j = 0, 1, . . . , n.
For condition (4), set
C0 =
M⊗
k=−M−N−n+1
A and C1 =
M+N+n⊗
k=M+1
A.
Thus, using the same indexing conventions as in the identification of C
(
[0, 1]Z
)
with⊗
n∈ZC([0, 1]) near the beginning of the proof, A
⊗2(M+N+n) = C0 ⊗ C1. Then
S ⊂ C0 ⊗ 1C1 ⊂ A
⊗2(M+N+n) ⊂ B
and
c0, c1, . . . , cn ∈ 1C0 ⊗ C1 ⊂ A
⊗2(M+N+n) ⊂ B,
so in fact cja = acj for j = 0, 1, . . . , n and all a ∈ S.
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Finally, for condition (5), we observe that, with c =
∑n
j=0 cj , we have
τ(c) =
n∑
j=0
τ(ϕ(bj)) =
n∑
j=0
ω(bj)
≥ µ
(
Y ∪ h(Y ) ∪ · · · ∪ hn−1(Y )
)
> 1− ε.
So τ(1 − c) < ε. 
Lemma 2.4. Let f ∈ C([0, 1]). Then for every ε > 0 there is δ > 0 such that
whenever A is a unital C*-algebra, τ ∈ T (A), and a, b ∈ A satisfy 0 ≤ a, b ≤ 1 and
‖a− b‖2,τ < δ, then ‖f(a)− f(b)‖2,τ < ε.
Proof. We claim it suffices to prove this when f is a polynomial. Indeed, given f
arbitrary and ε > 0, choose a polynomial g ∈ C([0, 1]) such that ‖f − g‖ < 13ε, get
δ > 0 by applying the result for g with 13ε in place of ε, and observe that
‖f(a)− f(b)‖2,τ ≤ ‖f(a)− g(a)‖+ ‖g(a)− g(b)‖2,τ + ‖g(b)− f(b)‖.
It is now clearly enough to prove the result for the case f(t) = tn. The case
n = 0 is trivial. Otherwise, take δ = ε2. Using selfadjointness at the first step,
using Cauchy-Schwarz at the second step, and using −1 ≤ a − b ≤ 1 at the fifth
step, we get
‖f(a)− f(b)‖22,τ = τ
(
(a− b)(a− b)2n−1
)
≤ τ
(
(a− b)2
)1/2
τ
(
(a− b)4n−2
)1/2
= ‖a− b‖2,τ
∥∥(a− b)2n−1∥∥
2,τ
≤ ‖a− b‖2,τ
∥∥(a− b)2n−1∥∥
< δ = ε2,
so ‖f(a)− f(b)‖2,τ < ε. 
The following lemma should be known, but we have not found a reference.
Lemma 2.5. Let (X,µ) be a finite measure space which is nonatomic in the sense
that for every measurable set E ⊂ X with µ(E) > 0, there exists a measurable
set F ⊂ E with 0 < µ(F ) < µ(E). Let E ⊂ X be measurable, and suppose
0 ≤ α ≤ µ(E). Then there exists a measurable set F ⊂ E with µ(F ) = α.
Proof. We first claim that for every measurable set E ⊂ X with µ(E) > 0, there
exists a measurable set F ⊂ E with 0 < µ(F ) ≤ 12µ(E). Indeed, choose F0 ⊂ E with
0 < µ(F0) < µ(E). If µ(F0) ≤
1
2µ(E) take F = F0, and otherwise take F = E \ F0.
Iterating this argument, we find that for every measurable set E ⊂ X with
µ(E) > 0, and every ε > 0, there exists a measurable set F ⊂ E with 0 < µ(F ) < ε.
Now let E ⊂ X satisfy µ(E) > 0, and set
S = {µ(F ) : F ⊂ E measurable}.
We claim that S is dense in [0, µ(E)], and we prove this by showing that S is ε-
dense in [0, µ(E)] for every ε > 0. So let ε > 0. LetM0 be the set of all measurable
subsets F ⊂ E such that µ(F ) < ε, and let M be the set of all countable unions of
elements in M0. Set
β = sup({µ(B) : B ∈M}).
Our first step to to show that there exists B ∈ M such that µ(B) = β. Choose
Bn ∈ M such that µ(Bn) > β −
1
n , and take B =
⋃∞
n=1 Bn. Then B ∈ M, so
µ(B) ≤ β, while µ(B) ≥ µ(Bn) > β −
1
n for all n. So µ(B) = β.
10 N. CHRISTOPHER PHILLIPS
Next, if µ(B) < µ(E), applying the second claim to E \B gives F ⊂ E \B such
that 0 < µ(F ) < ε. Then B ∪ F ∈ M and µ(B ∪ F ) > β. This contradiction shows
that µ(B) = β = µ(E).
Accordingly, there exist measurable sets F1, F2, . . . ∈M0 such that µ (
⋃∞
k=1 Fk) =
µ(E). For n ≥ 0 set Bn =
⋃n
k=1 Fk. Then
0 = µ(B0) ≤ µ(B1) ≤ · · · and lim
n→∞
µ(Bn) = µ(E),
while µ(Bn) − µ(Bn−1) ≤ µ(En) < ε for all n. This implies ε-density of S, and
hence density.
Finally, we prove the result. If α = 0 take F = ∅. Otherwise, apply the previous
claim to E to find F1 ⊂ E such that α−
1
2 < µ(F1) < α, apply the previous claim
to E \ F1 to find F2 ⊂ E \ F1 such that
α− µ(F1)−
1
3 < µ(F2) < α− µ(F1),
apply the previous claim to E \ (F1 ∪ F2) to find F3 ⊂ E \ (F1 ∪ F2) such that
α− µ(F1)− µ(F2)−
1
4 < µ(F3) < α− µ(F1)− µ(F2),
etc. Then set F =
⋃∞
n=1 Fn. 
Lemma 2.6. Let N be a von Neumann algebra with separable predual and no
minimal projections, and let τ be a normal tracial state on N. Let p ∈ N be a
projection with τ(p) > 0, and let 0 < β < τ(p). Then there exists a projection
q ∈ N with q ≤ p such that τ(q) = β.
Proof. Suppose that (Ni)i∈I is a family of von Neumann algebras and the result
holds for Ni for each i ∈ I.We claim that the result then holds for the von Neumann
algebra direct sum
⊕
i∈I Ni. This is easily seen by normalizing the restriction of
the tracial state to Ni for each i ∈ I.
By type decomposition, it therefore suffices to prove this separately for von
Neumann algebras of type In for fixed n ∈ Z>0 ∪ {∞}, for type II1, for type II∞,
and for type III. We can ignore types I∞, II∞, and III, because they have no normal
tracial states.
We consider the case type In for fixed n ∈ Z>0. Using a direct sum decomposition
as at the beginning of the proof, we may reduce to the case that the projection p has
constant rank, say m. Thus τ(p) = m/n. We can also assume that there is a finite
measure space (X,µ) such that N = L∞(X,µ,Mn). Then there is a nonnegative
f ∈ L1(X,µ) such that, with Tr denoting the standard (unnormalized) trace onMn,
we have
τ(a) =
1
n
∫
X
Tr(a(x))f(x) dµ(x)
for all a ∈ N.
Define ν = 1nf ·µ, so that τ(a) =
∫
X
Tr(a(x)) dν(x) for all a ∈ N. The assumption
that N has no minimal projections ensures that µ is nonatomic in the sense of
Lemma 2.5. We claim that the same is true of ν. So assume E ⊂ X is measurable
and ν(E) 6= 0. Then there is ε > 0 such that the set Y = {x ∈ E : f(x) > ε}
satisfies µ(Y ) > 0. Any set F ⊂ Y such that 0 < µ(F ) < µ(Y ) then satisfies
0 < ν(F ) < ν(Y ) ≤ ν(E). The claim follows.
As above, our choices imply that τ(p) = mn . Also ν(X) = 1 and nβ/m =
β/τ(p) ≤ 1. Use Lemma 2.5 to choose a measurable subset F ⊂ X such that
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ν(F ) = nβ/m. Then the projection
q(x) =
{
p(x) x ∈ F
0 x ∈ X \ F
satisfies the conclusion.
It remains to consider the type II1 case. Let Z = N ∩N
′ be the center of N, and
let T : N → Z be the center valued trace (Theorem 8.2.8 of [10]). Proposition 8.3.10
of [10] implies that τ ◦ T = τ. Let a = (β/τ(p))T (p) ∈ Z. By Theorem 8.4.4
of [10] (referring to the proof of Theorem 8.4.3 of [10] for the definition of ∆),
there exists a projection q0 ∈ N such that T (q0) = a. Theorem 8.4.3(vi) of [10]
implies that q0 is Murray-von Neumann equivalent to a projection q ≤ p. Clearly
τ(q) = τ(q0) = β. 
Lemma 2.7. Let N be a von Neumann algebra with separable predual and no
minimal projections, and let τ be a normal tracial state on N. Let a ∈ N satisfy 0 ≤
a ≤ 1, and let ε > 0. Then there existm ∈ Z>0, projections p1, p2, . . . , pm ∈ N such
that
∑m
j=1 pj = 1 and τ(pj) < ε for j = 1, 2, . . . ,m, and distinct λ1, λ2, . . . , λm ∈
[0, 1], such that the element b =
∑m
j=1 λjpj satisfies ‖b− a‖ < ε.
Proof. It follows from Lemma 2.6 that every projection q can be written as q =∑l
k=1 qj for projections qj with τ(qj) < ε. Since N has real rank zero, we may
therefore find c ∈ N of the form c =
∑m
j=1 µjpj for projections p1, p2, . . . , pm ∈ N
with
∑m
j=1 pj = 1 and τ(pj) < ε for all j, and with µ1, µ2, . . . , µm ∈ [0, 1], such
that ‖c − a‖ < 12ε. The only defect is that the µj are not necessarily distinct.
Choose distinct λ1, λ2, . . . , λm ∈ [0, 1] such that |λj − µj | <
1
2ε for all j, and set
b =
∑m
j=1 λjpj . 
Proposition 2.8. Let A be a separable unital C*-algebra. Let τ be a tracial state
onA such that, with piτ being the associated Gelfand-Naimark-Segal representation,
the von Neumann algebra piτ (A)
′′ has no minimal projections. Let S = {a ∈ A : 0 ≤
a ≤ 1}. For a ∈ S let µa be the Borel probability measure on [0, 1] defined by∫ 1
0
f dµa = τ(f(a)) for f ∈ C([0, 1]). Then there exists a dense Gδ-set G ⊂ S such
that, for every a ∈ G and every t ∈ [0, 1], we have µa({t}) = 0.
Proof. Consider a partition P = {t0, t1, . . . , tn} of [0, 1] with 0 = t0 < t1 < · · · <
tn = 1. We write ord(P ) = n, and call it the order of P. For k = 1, 2, . . . , n, let
fk : [0, 1] → [0, 1] be the continuous function which is is linear on each interval
[tj−1, tj ], equal to 1 on [tk−1, tk], and equal to 0 on [0, tk−2] and [tk+1, 1] (when
these intervals are not empty). Then set FP = {f1, f2, . . . , fn} ⊂ C([0, 1]). Further
let UP ⊂ S be the open set given by
UP =
{
a ∈ S : τ(f(a)) < 7n−1 for f ∈ FP }.
For n ∈ Z>0, define
Vn =
⋃
ord(P )=n
UP ,
which is an open subset of S. Let a ∈
⋂∞
n=1 Vn. We claim that µa({t}) = 0 for all
t ∈ [0, 1].
To prove the claim, let t ∈ [0, 1] and let ε > 0. Choose n ∈ Z>0 such that
7n−1 < ε. Choose a partition P of order n such that a ∈ UP . Then there is f ∈ FP
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such that f(t) = 1. So
µa({t}) ≤
∫ 1
0
f dµ = τ(f(a)) < 7n−1 < ε.
Since ε > 0 is arbitrary, this proves the claim.
We now claim that Vn is dense. Let a ∈ S, let n ∈ Z>0, and let ε > 0. We
must find a partition P of order n and b ∈ UP such that ‖a− b‖ < ε. It suffices to
consider elements a such that there is ε0 > 0 with ε0 ≤ a ≤ 1 − ε0, and we may
further reduce the size of ε and assume ε < ε0. Let (Hτ , piτ , ξτ ) be the Gelfand-
Naimark-Segal representation associated with τ. We also write τ for the tracial
state on piτ (A)
′′.
Set δ = min
(
1
2ε,
1
n
)
.
Apply Lemma 2.7 in piτ (A)
′′ with a as given and with δ in place of ε, finding
c =
∑m
j=1 λjpj ∈ piτ (A)
′′. We have ε0 − δ ≤ c ≤ 1 − (ε0 − δ). Without loss of
generality 0 < λ1 < λ2 < · · · < λm < 1. For l = 1, 2, . . . , n − 1, choose k(l) such
that
k(l)∑
j=1
τ(pj) ≤
l
n
<
k(l)+1∑
j=1
τ(pj).
Then choose tl such that λk(l) < tl < λk(l)+1. Set k(0) = 0, k(n) = m, t0 = 0, and
tn = 1. Then P = {t0, t1, . . . , tn} is a partition of [0, 1] of order n. We have
0 = t0 < λk(0)+1 < · · · < λk(1) < t1 < λk(1)+1 < · · · < λk(2) < t2 < λk(2)+1
< · · · < λk(n−1) < tn−1 < λk(n−1)+1 < · · · < λk(n) < tn = 1.
Moreover, since τ(pk(l−1)+1) < δ, we have
k(l−1)∑
j=1
τ(pj) >
l
n
− δ,
whence by subtraction
k(l)∑
j=k(l−1)+1
τ(pj) <
1
n
+ δ ≤
2
n
.
Since each f ∈ FP has support contained in the union of three of the intervals
[tl−1, tl], it follows that τ(f(c)) <
6
n for all f ∈ FP .
Use Lemma 2.4 to choose ρ > 0 such that whenever B is a unital C*-algebra
and a, b ∈ A satisfy 0 ≤ a, b ≤ 1 and ‖a− b‖2,τ < ρ, then ‖f(a)− f(b)‖2,τ <
1
n for
every f ∈ FP . Set
T =
{
x ∈ Asa : ‖x− a‖ ≤
1
2ε
}
.
According to the Kaplansky Density Theorem, piτ (T ) is strong operator dense in{
y ∈ piτ (A)
′′ : ‖y − piτ (a)‖ ≤
1
2ε
}
.
In particular, there is b ∈ T such that ‖piτ (b)ξτ − cξτ‖ < ρ. Note that, for y ∈
piτ (A)
′′,
‖yξτ‖
2 = 〈yξτ , yξτ 〉 = 〈y
∗yξτ , ξτ 〉 = τ(y
∗y) = ‖y‖22,τ .
Thus ‖piτ (b) − c‖2,τ < ρ. So, using the choice of ρ and |τ(a)| ≤ ‖a‖2,τ , we have∣∣τ(piτ (f(b))− f(c))∣∣ < 1n for f ∈ FP . It follows that τ(f(b)) < 7n for f ∈ FP . Thus
b ∈ UP . Since ‖b− a‖ < ε, the proof is complete. 
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Corollary 2.9. Let A be a separable unital C*-algebra. Let τ0 be a tracial state on
A such that, with piτ0 being the associated Gelfand-Naimark-Segal representation,
the von Neumann algebra piτ0(A)
′′ has no minimal projections. Let σ be either the
minimal shift or the maximal shift on B =
⊗
n∈ZA (minimal or maximal tensor
product, as appropriate), as in Definition 2.1. Then σ has the weak tracial Rokhlin
property with respect to the infinite tensor product tracial state τ on B obtained
from τ0.
Proof. Using Proposition 2.8, we see that the hypotheses of Proposition 2.3 are
satisfied. 
3. Z-stable C*-algebras with tracial rank zero
We begin by defining a useful metric on the automorphisms of a separable C*-
algebra.
Notation 3.1. Let A be a separable C*-algebra. Let Aut(A) be the set of all
automorphisms of A. For any enumeration S = (a1, a2, . . .) of a countable dense
subset of A, we define metrics on Aut(A) by
ρ
(0)
S (α, β) =
∞∑
k=1
2−k‖α(ak)− β(ak)‖ and ρS(α, β) = ρ
(0)
S (α, β) + ρ
(0)
S (α
−1, β−1).
The following result is well known. We have been unable to find a reference, so
we sketch the proof.
Lemma 3.2. For any S as in Notation 3.1, the metrics ρ
(0)
S and ρS define the
topology of pointwise norm convergence on Aut(A), that is, the topology in which
a net (αi)i∈I converges to α if and only if ‖αi(a) − α(a)‖ → 0 for all a ∈ A.
Moreover, for every such S, the metric ρS is complete.
Proof. We first prove that ρ
(0)
S defines the right topology. We have to show that if
(αi)i∈I is a net in Aut(A) such that ρ
(0)
S (αi, α) → 0, then ‖αi(a) − α(a)‖ → 0 for
all a ∈ A. This follows by a standard ε3 argument from ‖αi(ak) − α(ak)‖ → 0 for
all k ∈ Z>0 and supi∈I ‖αi‖ ≤ 1. To complete the proof of the first statement, it is
enough to show that αi → α pointwise implies α
−1
i → α
−1 pointwise. For a ∈ A,
setting b = α−1(a), we have∥∥α−1i (a)− α−1(a)∥∥ = ∥∥α−1i (α(b)− αi(b))∥∥ = ‖α(b)− αi(b)‖ → 0.
It remains to prove that Aut(A) is complete in ρS . Let (αn)n∈Z>0 be a Cauchy
sequence. Then (αn(ak))n∈Z>0 is a Cauchy sequence for every k ∈ Z>0. A stan-
dard ε3 argument shows that (αn(a))n∈Z>0 is Cauchy for all a ∈ A. So α(a) =
limn→∞ αn(a) exists for all a ∈ A. Clearly α is an endomorphism of A. Similarly,
β(a) = limn→∞ α
−1
n (a) exists for all a ∈ A, and β is an endomorphism of A.
Now let a ∈ A, and set b = β(a). Then
‖α(β(a))− a‖ ≤ ‖α(b)− αn(b)‖ + ‖αn‖ · ‖β(a)− α
−1
n (a)‖.
Both terms on the right converge to 0, so α(β(a)) = a. Thus α ◦ β = idA. Similarly
β ◦ α = idA. It follows that α ∈ Aut(A), and that ρS(αn, α) → 0. This proves
completeness. 
The metric ρ
(0)
S is usually not complete, since in general a sequence of automor-
phisms can converge pointwise to an endomorphism which is not surjective.
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Notation 3.3. Let A be a stably finite simple unital C*-algebra. For a finite set
F ⊂ A, for ε > 0, for n ∈ Z>0, and for a nonzero positive element x ∈ A, we define
W (F, ε, n, x) ⊂ Aut(A) to be the set of all α ∈ Aut(A) such that there are mutually
orthogonal projections e0, e1, . . . , en ∈ A with:
(1) ‖α(ej)− ej+1‖ < ε for j = 0, 1, . . . , n− 1.
(2) ‖eja− aej‖ < ε for j = 0, 1, . . . , n and all a ∈ F.
(3) 1−
∑n
j=0 ej is Murray-von Neumann equivalent to a projection in xAx.
Lemma 3.4. Let A be a separable stably finite simple unital C*-algebra with real
rank zero. Then the set of α ∈ Aut(A) which have the tracial Rokhlin property is
a countable intersection of sets of the form W (F, ε, n, x).
Proof. Clearly every α ∈ Aut(A) with the tracial Rokhlin property is in every
W (F, ε, n, x).
Choose a countable dense subset S ⊂ A, and let F be the set of all finite subsets
of S. Also choose a countable set P of nonzero projections in A such that every
nonzero projection in A is Murray-von Neumann equivalent to a projection in P.
This choice is possible because A is separable and because any two projections
p, q ∈ A with ‖p− q‖ < 1 are necessarily Murray-von Neumann equivalent. Then
one easily checks that α ∈ Aut(A) has the tracial Rokhlin property if and only if
α ∈
⋂
F∈F
∞⋂
m=1
∞⋂
n=1
⋂
p∈P
W
(
F, 1m , n, p
)
.
This completes the proof. 
Lemma 3.5. Let A be a stably finite simple unital C*-algebra. For every finite
set F ⊂ A, every ε > 0, every n ∈ Z>0, and every nonzero positive element x ∈ A,
the set W (F, ε, n, x) is open in Aut(A).
Proof. Let α ∈ W (F, ε, n, x). Choose mutually orthogonal projections e0, e1, . . . , en
in A such that conditions (1), (2), and (3) in Notation 3.3 hold. Set
δ = min
({
ε− ‖α(ej)− ej+1‖ : 0 ≤ j ≤ n− 1
})
.
If β ∈ Aut(A) satisfies ‖β(ej)−α(ej)‖ < δ for j = 0, 1, . . . , n−1, we immediately get
‖β(ej)−ej+1‖ < ε for j = 0, 1, . . . , n−1. This is the first condition for membership
in W (F, ε, n, x). Since the other two conditions don’t mention the automorphism,
we get β ∈W (F, ε, n, x). 
The previous two results show that the set of automorphisms with the tracial
Rokhlin property is a Gδ-set in Aut(A).We next show that, for suitable C*-algebras
A, this set is dense. This is harder.
We recall the Jiang-Su algebra Z, from Theorem 2.9 of [9]. It is a simple separable
unital C*-algebra which is not of type I and which has a unique tracial state τ0.
Theorem 3.6. The Jiang-Su algebra Z has the following properties:
(1) The homomorphism ιZ : Z → Z⊗Z, given by ι(a) = 1⊗a, is approximately
unitarily equivalent to an isomorphism.
(2) The infinite tensor product
⊗
n∈Z Z is isomorphic to Z.
(3) Let A be a simple separable infinite dimensional unital C*-algebra with tra-
cial rank zero in the sense of [13] and [14], and which satisfies the Universal
Coefficient Theorem (Theorem 1.17 of [26]). Then Z ⊗A ∼= A.
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Proof. For (1), combine Z⊗Z ∼= Z (Theorem 8.7 of [9]) with the fact that any two
unital endomorphisms of Z are approximately unitarily equivalent (a consequence
of Theorem 7.6 of [9]). Part (2) is Corollary 8.8 of [9] (with different indexing).
For (3), note that Proposition 3.7 of [25] (proved using Lin’s classification theo-
rem, Theorem 5.2 of [15]) implies that A is a simple AH algebra with real rank zero
and no dimension growth. Now Theorem 2.1 of [3] implies that A is approximately
divisible, so that Z ⊗A ∼= A by Theorem 2.3 of [29]. 
Remark 3.7. The C*-algebras covered by Theorem 3.6(3) are exactly the simple
unital AH algebras with real rank zero and no dimension growth, as classified in [4].
One can see this from the proofs of the results used in the proof of Theorem 3.6(3).
Corollary 3.8. There exists ϕ ∈ Aut(Z) which has the weak tracial Rokhlin
property with respect to T (Z).
Proof. Combine Theorem 3.6(2) and Corollary 2.9. 
Lemma 3.9. Let A be an infinite dimensional stably finite simple unital C*-
algebra, and let α ∈ Aut(A) have the tracial Rokhlin property. Let u ∈ A be
unitary. Then Ad(u) ◦ α has the tracial Rokhlin property.
Proof. Set β = Ad(u) ◦ α. Let S ⊂ A be a finite set, let ε > 0, let n ∈ Z>0,
and let x ∈ A be a nonzero positive element. Apply the tracial Rokhlin property
for α with S ∪ {u} in place of S, with 12ε in place of ε, and with n and x as
given. Let e0, e1, . . . , en be the resulting projections. We claim that these verify
the requirements of the definition for S, ε, n, and x. We need only check that
‖β(ej)− ej+1‖ < ε for j = 0, 1, . . . , n− 1. We have
‖β(ej)− ej+1‖ = ‖uα(ej)u
∗ − ej+1‖ ≤ ‖α(ej)− ej+1‖+ ‖uej+1u
∗ − ej+1‖
< 12ε+
1
2ε = ε.
This completes the proof. 
Proposition 3.10. Let A be a simple separable unital C*-algebra with tracial rank
zero and such that Z ⊗ A ∼= A. Let α ∈ Aut(A). Then for every finite set F ⊂ A
and every ε > 0, there exists β ∈ Aut(A) such that:
(1) β has the tracial Rokhlin property.
(2) ‖β(a)− α(a)‖ < ε for all a ∈ F.
(3) β is approximately unitarily equivalent to α.
Proof. Without loss of generality ‖a‖ ≤ 1 for all a ∈ F.
For any unital C*-algebra B, define ιB : B → Z ⊗ B by ι(b) = 1 ⊗ b for b ∈ B.
Using Theorem 3.6(1) and tensoring with idA, we see that ιZ⊗A : Z ⊗ A → Z ⊗
Z ⊗ A is approximately unitarily equivalent to an isomorphism. Since Z ⊗ A ∼= A
by hypothesis, it follows that there is an isomorphism γ : A → Z ⊗ A which is
approximately unitarily equivalent to ιA. In particular, there is sequence (un)n∈Z>0
of unitaries in Z ⊗A such that limn→∞ ‖un(1⊗ a)u
∗
n − γ(a)‖ = 0 for all a ∈ A.
Use Corollary 3.8 to find ϕ ∈ Aut(Z) with the weak tracial Rokhlin property with
respect to T (Z). For n ∈ Z>0, define a unitary vn ∈ A by vn = γ
−1
(
un ·(ϕ⊗α)(u
∗
n)
)
.
Then set βn = Ad(vn) ◦ γ
−1 ◦ (ϕ⊗ α) ◦ γ.
We prove part (1) for βn for all n. We begin by proving that ϕ⊗α has the weak
tracial Rokhlin property with respect to T (Z ⊗ A) (Definition 1.2). It suffices to
consider finite sets consisting of elementary tensors. Thus, let S ⊂ Z and T ⊂ A
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be finite, let ε > 0, and let n ∈ Z>0. We will verify the conditions of Definition 1.2
with
{x⊗ a : x ∈ S and a ∈ T}
in place of S, and with ε and n as given. Without loss of generality ‖a‖ ≤ 1 for
all a ∈ T. Let τ0 be the unique tracial state on Z. Because ϕ has the weak tracial
Rokhlin property with respect to {τ0}, there exist d0, d1, . . . , dn ∈ Z such that:
(1) 0 ≤ dj ≤ 1 for j = 0, 1, . . . , n.
(2) djdk = 0 for j, k = 0, 1, . . . , n with j 6= k.
(3) ‖ϕ(dj)− dj+1‖ < ε for j = 0, 1, . . . , n− 1.
(4) ‖djx− xdj‖ < ε for j = 0, 1, . . . , n and all x ∈ S.
(5) With d =
∑n
j=0 dj , we have τ0(1 − d) < ε.
Set cj = dj ⊗ 1 for j = 0, 1, . . . , n. The first four conditions of Definition 1.2, which
are the analogs of the first four conditions above, are immediate. For the last part,
let τ ∈ T (Z⊗A), and use Lemma 2.12 of [9] to write τ = τ0⊗σ for some σ ∈ T (A).
Then
τ
(
1−
∑n
j=0
cj
)
= τ0
(
1−
∑n
j=0
dj
)
σ(1) < ε.
So ϕ⊗ α has the weak tracial Rokhlin property with respect to T (A).
Since Z⊗A has tracial rank zero (being isomorphic to A), Proposition 1.3 implies
that ϕ ⊗ α has the tracial Rokhlin property. Therefore so does γ−1 ◦ (ϕ ⊗ α) ◦ γ.
So βn has the tracial Rokhlin property by Lemma 3.9, as desired.
Now let a ∈ A. Then
βn(a) = γ
−1
(
un · (ϕ⊗ α)
(
u∗nγ(a)un
)
· u∗n
)
.
So
‖βn(a)− α(a)‖ ≤ ‖u
∗
nγ(a)un − 1⊗ a
∥∥+ ∥∥γ−1(un · (ϕ⊗ α)(1 ⊗ a) · u∗n)− α(a)∥∥
= ‖γ(a)− un(1⊗ a)u
∗
n‖+ ‖un(1⊗ α(a))u
∗
n − γ(α(a))‖.
This expression converges to zero as n → ∞. Substituting the definition of βn, we
get
lim
n→∞
∥∥(Ad(vn) ◦ γ−1 ◦ (ϕ⊗ α) ◦ γ)(a)− α(a)∥∥ = 0.
Since a ∈ A is arbitrary, we have shown that γ−1 ◦ (ϕ ⊗ α) ◦ γ is approximately
unitarily equivalent to α. It follows that βn is approximately unitarily equivalent
to α for all n. This is part (3) for βn.
Now choose n ∈ Z>0 so large that ‖un(1⊗a)u
∗
n−γ(a)‖ <
1
2ε for all a ∈ F ∪α(F ),
and set β = βn. The estimate in the previous paragraph shows that part (2) of the
conclusion holds, completing the proof. 
Theorem 3.11. Let A be a simple separable unital C*-algebra with tracial rank
zero and such that Z ⊗A ∼= A. Then there is a dense Gδ-set G ⊂ Aut(A) such that
every α ∈ G has the tracial Rokhlin property.
Proof. Let
G = {α ∈ Aut(A) : α has the tracial Rokhlin property}.
It follows from Lemmas 3.4 and 3.5 that G is a Gδ-set, and from Proposition 3.10
that G is dense. 
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4. C*-algebras with tracial rank zero which are not Z-stable
It seems to be unknown whether every simple separable unital, but not neces-
sarily nuclear, C*-algebra A with tracial rank zero satisfies Z ⊗ A ∼= A, even if
one also assumes that A satisfies the Universal Coefficient Theorem. Even if this is
not true, we can still show that the automorphisms with the tracial Rokhlin prop-
erty are generic among all approximately inner automorphisms. The obstruction
to showing that they are generic among all automorphisms is that, as far as we
know, it might be possible for the approximate unitary equivalence class of some
automorphism to contain no automorphism at all with the tracial Rokhlin property.
The proof uses a much weaker condition, namely tracial approximate divisibility.
Writing the proof in terms of tracial approximate divisibility makes the ideas clearer
and the formulas simpler. We therefore define tracial approximate divisibility and
develop enough of its basic theory to use it in the proof. There are no surprises,
so the reader not interested in the details could skip from Definition 4.2 directly to
Notation 4.13. (In fact, our proof, in Proposition 4.16, that tracial rank zero implies
tracial approximate divisibility also implies the conclusion of Corollary 4.10.) We
do take care to give a definition of tracial approximate divisibility which seems
likely to be appropriate for use with infinite C*-algebras.
Definition 4.1 (Definition 1.1 of [2]). A finite dimensional C*-algebra is completely
noncommutative if it has no commutative direct summands, equivalently, no abelian
central projections.
The following is a modification of Definition 1.1 of [2], following the pattern
used for the definition of tracial rank zero (Definition 2.1 of [13]). This concept,
with a formally stronger definition (requiring arbitrarily large matrix sizes and a
single summand) has been considered independently in unpublished work of Ilan
Hirshberg, who showed that such algebras have stable rank one.
Definition 4.2. Let A be a simple separable infinite dimensional unital C*-algebra.
We say that A is tracially approximately divisible if for every ε > 0, every n ∈ Z>0,
every a1, a2, . . . , an ∈ A, and every y ∈ A+ with ‖y‖ = 1, there exist a projection e ∈
A, a completely noncommutative finite dimensional C*-algebra D, and an injective
unital homomorphism ϕ : D → eAe, such that:
(1) ‖ϕ(b)ak − akϕ(b)‖ < ε for k = 1, 2, . . . , n and all b ∈ D with ‖b‖ ≤ 1.
(2) 1− e is Murray-von Neumann equivalent to a projection in yAy.
(3) ‖eye‖ > 1− ε.
The following version is immediately seen to be equivalent and is sometimes
technically more convenient. (Note that we do not require the homomorphism ϕ
to be injective. However, as long as ε < 1, we must have ϕ(0, 1) 6= 0.)
Remark 4.3. Let A be a simple separable infinite dimensional unital C*-algebra.
Then A is tracially approximately divisible if and only if for every ε > 0, every
n ∈ Z>0, every a1, a2, . . . , an ∈ A, and every y ∈ A+ with ‖y‖ = 1, there ex-
ists a completely noncommutative finite dimensional C*-algebra D and a unital
homomorphism ϕ : C⊕D → A such that:
(1) ‖ϕ(b)ak − akϕ(b)‖ < ε for k = 1, 2, . . . , n and all b ∈ C⊕D with ‖b‖ ≤ 1.
(2) ϕ(1, 0) is Murray-von Neumann equivalent to a projection in yAy.
(3) ‖ϕ(0, 1)yϕ(0, 1)‖ > 1− ε.
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Remark 4.4. In both Definition 4.2 and Remark 4.3, we can replace the re-
quirement that ‖y‖ = 1 with the requirement y 6= 0, and the last condition with
‖eye‖ > ‖y‖− ε (in Definition 4.2) or ‖ϕ(0, 1)yϕ(0, 1)‖ > ‖y‖− ε (in Remark 4.3).
Lemma 4.5. In Definition 4.2, Remark 4.3, and Remark 4.4, we may restrict D
to being one of the three standard completely noncommutative finite dimensional
C*-algebras M2, M3, and M2 ⊕M3 of Definition 2.6 of [2].
Proof. See the proof (given before the proposition) of Proposition 2.7 of [2]. 
In fact, we can almost certainly restrict to D =M2. See Remark 4.11 below.
Proposition 4.6. Let A be a simple separable infinite dimensional unital C*-
algebra which is tracially approximately divisible. Then A has Property (SP).
Proof. Let y ∈ A+\{0}.We show that yAy contains a nonzero projection. Without
loss of generality ‖y‖ = 1.
Suppose that for every ε > 0, every n ∈ Z>0, and every a1, a2, . . . , an ∈ A,
there exists a completely noncommutative finite dimensional C*-algebra D and an
injective unital homomorphism ψ : D → A such that ‖ψ(b)ak − akψ(b)‖ < ε for
k = 1, 2, . . . , n and all b ∈ D with ‖b‖ ≤ 1. Then A is approximately divisible, so
Theorem 1.3(b) of [2] implies that A has Property (SP). In particular, yAy contains
a nonzero projection.
Otherwise, there are ε > 0, n ∈ Z>0, and a1, a2, . . . , an ∈ A such that no
homomorphism ψ as above exists. By definition, there nevertheless exist a projec-
tion e ∈ A, a completely noncommutative finite dimensional C*-algebra D, and an
injective unital homomorphism ϕ : D → eAe, such that ‖ϕ(b)ak − akϕ(b)‖ < ε for
k = 1, 2, . . . , n and all b ∈ D with ‖b‖ ≤ 1, and such that 1 − e is Murray-von
Neumann equivalent to a projection f ∈ yAy. Clearly e 6= 1, so f 6= 0. Thus in this
case also yAy contains a nonzero projection. 
When A is finite, we can omit condition (3) in Definition 4.2.
Lemma 4.7. Let A be a finite simple separable infinite dimensional unital C*-
algebra. Assume that for every ε > 0, every n ∈ Z>0, every a1, a2, . . . , an ∈ A, and
every y ∈ A+ \ {0}, there exist a projection e ∈ A, a completely noncommutative
finite dimensional C*-algebra D, and an injective unital homomorphism ϕ : D →
eAe, such that:
(1) ‖ϕ(b)ak − akϕ(b)‖ < ε for k = 1, 2, . . . , n and all b ∈ D with ‖b‖ ≤ 1.
(2) 1− e is Murray-von Neumann equivalent to a projection in yAy.
Then A is tracially approximately divisible.
Proof. Since A has Property (SP) (Proposition 4.6), the proof is the same as the
Property (SP) case of the proof of Lemma 1.16 of [23]. 
We get the following analog of Lemma 2.8 of [2].
Lemma 4.8. Let A be a simple separable infinite dimensional unital C*-algebra
which is tracially approximately divisible, let ε > 0, let n ∈ Z>0, let a1, a2, . . . , an ∈
A, and let y ∈ A+ \ {0}. Let C ⊂ A be a finite dimensional subalgebra of A. Then
there exists a standard completely noncommutative finite dimensional C*-algebraD
(as in Lemma 4.5) and a unital homomorphism ϕ : C⊕D → A such that:
(1) ‖ϕ(b)ak − akϕ(b)‖ < ε for k = 1, 2, . . . , n and all b ∈ C⊕D with ‖b‖ ≤ 1.
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(2) ϕ(b)c = cϕ(b) for all c ∈ C and b ∈ C⊕D.
(3) ϕ(1, 0) is Murray-von Neumann equivalent to a projection in yAy.
(4) ‖ϕ(0, 1)yϕ(0, 1)‖ > ‖y‖ − ε.
Proof. The proof is similar to that of Lemma 2.8 of [2], but there are extra steps.
Instead of the three standard completely noncommutative finite dimensional C*-
algebras considered in [2], there are now six algebras to consider, namely, M2, M3,
M2 ⊕M3, C⊕M2, C⊕M3, and C⊕M2 ⊕M3.
Without loss of generality ε < 1. We set
ε1 = min
(
ε
84 ·max
(
‖a1‖, ‖a2‖, . . . , ‖an‖
) , ε
3
)
.
We use 84 rather than 78 (also 14 rather than 13, and 42 in place of 39 in the
definition of δ), since the largest possible dimension of an image of C ⊕ D is now
14 rather than 13. We follow the proof of Lemma 2.8 of [2], starting by finding a
standard completely noncommutative finite dimensional C*-algebra D and a unital
homomorphism ϕ0 : C⊕D → A satisfying (1) with
δ = min
( ε
42
,
ε1
d
,
ε3
d
)
in place of ε and with {a1, a2, . . . , an} expanded to include a system of matrix units
for C, satisfying (3), satisfying (4) with δ in place of ε, and such that ϕ0|0⊕D is
injective. If ϕ0(1, 0) = 0, then the argument proceeds as in the proof of Lemma 2.8
of [2]. Otherwise, proceed as in the proof of Lemma 2.8 of [2] but using the algebra
C ⊕ D in place of D there. This yields a unital homomorphism ϕ : C ⊕ D → A
satisfying (1) and (2). Inspection of the second half of the proof shows that there
is moreover a system S of matrix units for C ⊕ D such that ‖ϕ(e) − ϕ0(e)‖ <
min(ε1, ε3) + ε1 for all s ∈ S. It follows that
‖ϕ(1, 0)− ϕ0(1, 0)‖ < min(ε1, ε3) + ε1 ≤ 2ε1 < 1.
Therefore ϕ(1, 0) is Murray-von Neumann equivalent ϕ0(1, 0), and is thus also
Murray-von Neumann equivalent to a projection in yAy. Moreover,
‖ϕ(0, 1)− ϕ0(0, 1)‖ =
∥∥[1− ϕ(1, 0)]− [1 − ϕ0(1, 0)]∥∥ = ‖ϕ(1, 0)− ϕ0(1, 0)‖ < 2ε1.
Therefore
‖ϕ(0, 1)yϕ(0, 1)‖ > ‖ϕ0(0, 1)yϕ0(0, 1)‖ − 2‖ϕ(0, 1)− ϕ0(0, 1)‖
> ‖y‖ − δ − 2ε1 ≥ ‖y‖ − ε,
as required. 
The following proposition is the useful substitute for Theorem 1.3(a) of [2].
Proposition 4.9. Let A be a simple separable infinite dimensional unital C*-
algebra which is tracially approximately divisible, let ε > 0, and let y ∈ A+
satisfy ‖y‖ = 1. Then there exists a strictly increasing sequence (Am)m∈Z≥0 of
unital subalgebras of A, a sequence (Dm)m∈Z>0 of completely noncommutative
finite dimensional C*-algebras, a sequence (ϕm)m∈Z>0 of unital homomorphisms
ϕm : C⊕Dm → Am, and a sequence (pm)m∈Z>0 of projections in A such that:
(1) A =
⋃∞
m=0Am.
(2) ϕm(b)a = aϕm(b) for all m ∈ Z>0, all a ∈ Am−1, and all b ∈ C⊕Dm.
(3) pm ∈ Am for all m ∈ Z>0.
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(4) pmϕk(b) = ϕk(b)pm for m ∈ Z>0, for k = 1, 2, . . . ,m, and for b ∈ C⊕Dk.
(5) ϕk(1, 0) ≤ pm for m ∈ Z>0 and k = 1, 2, . . . ,m.
(6) pm is Murray-von Neumann equivalent to a projection in yAy.
(7) ‖(1− pm)y(1− pm)‖ > 1− ε for all m ∈ Z>0.
Proof. Since A has Property (SP) (Proposition 4.6), Lemma 1.10 of [23] gives or-
thogonal nonzero projections f1, g1 ∈ yAy. Repeated applications of this lemma
give orthogonal nonzero projections f2, g2 ∈ g1Ag1, orthogonal nonzero projections
f3, g3 ∈ g2Ag2, etc. We thus get orthogonal nonzero projections f1, f2, . . . ∈ yAy.
Without loss of generality ε < 1.
Choose a1, a2, . . . ∈ A such that {a1, a2, . . .} is dense. Apply Lemma 4.8 induc-
tively to get standard completely noncommutative finite dimensional C*-algebras
D1, D2, . . . , finite dimensional unital subalgebras C0 ⊂ C1 ⊂ · · · ⊂ A (finite di-
mensionality is justified afterwards), positive elements y0, y1, . . . ∈ A, and unital
homomorphisms ϕm : C⊕Dm → A for m ∈ Z>0, such that:
(1) ‖ϕm(b)ak − akϕm(b)‖ < 2
−m for k = 1, 2, . . . ,m and all b ∈ C ⊕Dm with
‖b‖ ≤ 1.
(2) C0 = C · 1 and Cm is the C*-algebra generated by Cm−1 and ϕm(C⊕Dm)
for m ≥ 1.
(3) For m ∈ Z>0, we have ϕm(b)c = cϕm(b) for all c ∈ Cm−1 and b ∈ C⊕Dm.
(4) ϕm(1, 0) is Murray-von Neumann equivalent to a projection in fmAfm.
(5) y0 = y and ym = ϕm(0, 1)ym−1ϕm(0, 1) for m ≥ 1.
(6) ‖ym‖ > ‖ym−1‖ − 2
−mε.
Using (2) and (3), we see that C0 is finite dimensional and that Cm is finite dimen-
sional whenever Cm−1 is finite dimensional. Thus, Cm is in fact finite dimensional
for all m ∈ Z>0.
Following the proof of Theorem 1.3(a) of [2] (which is given after Corollary 2.9
of [2]), for m ∈ Z≥0 let Am ⊂ A be the subalgebra
Am =
{
a ∈ A : aϕl(b) = ϕl(b)a for l = m+ 1, m+ 2, . . . and b ∈ C⊕Dl
}
.
Then, as in [2], the sequence (Am)m∈Z>0 is nondecreasing,
(4.1) ϕm(C⊕Dm) ⊂
{
a ∈ Am : ax = xa for all x ∈ Am−1
}
for m ∈ Z>0, and
⋃∞
m=0Am = A.
We now have (Am)m∈Z≥0 and (ϕm)m∈Z>0 as described, except that we only know
that (Am)m∈Z≥0 is nondecreasing, and we have verified conditions (1) and (2) of
the statement.
Define qm ∈ A for m ∈ Z≥0 inductively by q0 = 1 and qm = ϕm(0, 1)qm−1 for
m ∈ Z>0. We claim that for all m ∈ Z>0 we have:
(7) qm is a projection.
(8) qm ∈ Am.
(9) qm ≤ ϕm(0, 1).
(10) qm ≤ qm−1.
(11) qm is in the center of Cm.
(12) 1− qm - ϕ1(1, 0)⊕ ϕ2(1, 0)⊕ · · · ⊕ ϕm(1, 0).
(13) qmyqm = ym.
We prove these statements by induction on m. They are all easy for m = 1 (using
(4.1) to get (8), centrality of (1, 0) in C⊕Dm to get (11), and (5) to get (13)). So
assume they hold for m− 1; we prove them for m.
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Since qm−1 ∈ Cm−1, it follows from (3) that qm−1 commutes with ϕm(0, 1).
Therefore qm is a projection with qm ≤ ϕm(0, 1) and qm ≤ qm−1. This is (7), (9),
and (10) for m. Also,
1− qm = 1− qm−1 + qm−1ϕm(1, 0) - (1− qm−1)⊕ ϕm(1, 0).
Together with (12) for m − 1, this gives (12) for m. For (8), we have qm ∈ Am
because qm−1 ∈ Am−1 ⊂ Am and ϕm(0, 1) ∈ Am.
For (13), we have already seen that qm−1 commutes with ϕm(0, 1). Using this at
the second step, (13) for m− 1 at the third step, and (5) at the fourth step, we get
qmyqm = ϕm(0, 1)qm−1yϕm(0, 1)qm−1
= ϕm(0, 1)qm−1yqm−1ϕm(0, 1) = ϕm(0, 1)ym−1ϕm(0, 1) = ym.
This is (13) for m.
Finally, we prove (11) form. The projection qm−1 is in Cm−1 and commutes with
all elements of Cm−1 by (11) for m − 1. Also, qm−1 commutes with all elements
of ϕm(C ⊕ Dm) by (3). Furthermore, trivially ϕm(0, 1) is in ϕm(C ⊕ Dm) and
commutes with all elements of ϕm(C ⊕ Dm). Also, ϕm(0, 1) commutes with all
elements of Cm−1 by (3). Thus
qm = qm−1ϕm(0, 1) ∈ C
∗(Cm−1, ϕm(C⊕Dm)) = Cm
and commutes with all elements of this algebra. This proves (11) for m, and
completes the proof of the claim.
Now set pm = 1 − qm for m ∈ Z>0. Part (3) of the conclusion follows from (8).
Part (4) of the conclusion follows from (11) and the fact that Cm is the subalgebra
of A generated by the subalgebras ϕk(C⊕Dk) for k = 1, 2, . . . ,m. Part (5) of the
conclusion follows from (9) and an induction argument using (10). For part (6) of
the conclusion, we use (12), (4), and the fact that f1, f2, . . . are mutually orthogonal
projections in yAy.
We prove (7) of the conclusion. An induction argument using (5) and (6) gives
‖ym‖ > 1−
ε
2
−
ε
4
− · · · −
ε
2m
.
So ‖ym‖ > 1 − ε for all m ∈ Z>0. From (13), we now get ‖(1 − pm)y(1 − pm)‖ =
‖ym‖ > 1− ε.
It remains only to prove that (Am)m∈Z>0 is strictly increasing. Since ε < 1, we
have ‖(1 − pm)y(1 − pm)‖ 6= 0, so that ϕm(0, 1) 6= 0. Thus ϕm(C ⊕Dm) contains
a summand isomorphic to Ml for some l ≥ 2. Therefore (4.1) implies that Am is a
proper subset of Am+1. 
The following result is a weak analog of Corollary 2.10 of [2].
Corollary 4.10. Let A be a simple separable infinite dimensional unital C*-
algebra. Suppose that A is tracially approximately divisible. Then for every ε > 0,
every n, r ∈ Z>0 with r ≥ 2, every a1, a2, . . . , an ∈ A, and every y ∈ A+ with
‖y‖ = 1, there exist a completely noncommutative finite dimensional C*-algebra D
and a unital homomorphism ϕ : C⊕D → A such that:
(1) ‖ϕ(b)ak − akϕ(b)‖ < ε for k = 1, 2, . . . , n and all b ∈ C⊕D with ‖b‖ ≤ 1.
(2) Every central summand of D has matrix size at least r.
(3) ϕ(1, 0) is Murray-von Neumann equivalent to a projection in yAy.
(4) ‖ϕ(0, 1)yϕ(0, 1)‖ > 1− ε.
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Proof. Apply Proposition 4.9 with y and ε as given, and use the notation there for
the resulting objects. Choosem ∈ Z>0 so large that 2
m ≥ r and that dist(aj , Am) <
ε
2 for j = 1, 2, . . . , n. Set E = D1 ⊗ D2 ⊗ · · · ⊗ Dm. Since Dk is a completely
noncommutative finite dimensional C*-algebra for k = 1, 2, . . . ,m, the matrix size
of every simple summand of E is at least 2m ≥ r.
Since ϕk(C ⊕ Dk) ⊂ Ak, it follows from Proposition 4.9(2) that the ranges of
ϕ1, ϕ2, . . . , ϕm all commute with each other, and from Proposition 4.9(4) and pm
commutes with the ranges of these homomorphisms. Therefore there is a unital
homomorphism ψ0 : E → (1− pm)A(1− pm) such that
ψ0(b1 ⊗ b2 ⊗ · · · ⊗ bm) = ϕ1(0, b1)ϕ2(0, b2) · · ·ϕm(0, bm)
for all b1 ∈ D1, b2 ∈ D2, . . . , bm ∈ Dm. Set D = E/ ker(ψ0) and let ψ : D →
(1−pm)A(1−pm) be the induced homomorphism. Clearly the matrix size of every
simple summand of D is also at least r.
Define ϕ : C ⊕ D → A by ϕ(λ, b) = λpm + ψ0(b) for λ ∈ C and b ∈ D. Then
ϕ(1, 0) is Murray-von Neumann equivalent to a projection in yAy by Proposition
4.9(6), and ‖ϕ(0, 1)yϕ(0, 1)‖ > 1− ε by Proposition 4.9(7). 
Remark 4.11. It is almost certainly true that a tracially approximately divisible
C*-algebra has strict comparison of positive elements in the sense of Subsection 2.2
of [28]. If we had defined tracial approximate divisibility allowing only simple
algebras in Definition 4.2, then in Corollary 4.10 we could take D to be simple with
arbitrarily large matrix size. In this case, it would be immediate that A is tracially
Z-stable in the sense of Definition 2.1 of [6]. Theorem 3.3 of [6] would then imply
strict comparison of positive elements.
With our definition, the argument used for the proof of Proposition 2.7 of [2]
allows us to take D in Corollary 4.10 to be Mr ⊕Mr+1. So A satisfies a version of
tracial Z-absorption using order zero maps from Mr ⊕Mr+1 instead of Mr. The
arguments of [6] almost certainly apply under this weaker condition, and thus should
imply that algebras as in Definition 4.2 have strict comparison of positive elements.
With this result in hand, it is easy to use Corollary 4.10 with D =Ms⊕Ms+1, with
s sufficiently large, to show that in Corollary 4.10 one can in fact take D =Mr and
that in Definition 4.2 one can take D =M2.
We do not prove the conjectures implicit in Remark 4.11 here, because it is
already known that tracial rank zero implies the form of strict comparison that we
actually need, and because, for now, we do not have other interesting examples.
We recall the following definition.
Definition 4.12. For a simple unital C*-algebra A, we say that the order on
projections over A is determined by traces if whenever p, q ∈M∞(A) are projections
such that τ(p) < τ(q) for every tracial state τ on A, then p - q.
If the statements in Remark 4.11 are correct, then tracial approximate divisibility
of A implies that the order on projections over A is determined by traces. Thus, in
the following lemma and its consequences, this condition can probably be omitted.
Since our main purpose in introducing tracial approximate divisibility is to clarify
a proof involving simple C*-algebras with tracial rank zero, and since it is already
known that the order on projections over such a C*-algebra is determined by traces,
we do not prove this here.
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Notation 4.13. We let Inn(A) denote the set of inner automorphisms a 7→ uau∗
with u ∈ A unitary. We let Inn(A) be the closure in Aut(A) of Inn(A) in the
topology of Lemma 3.2. This is the set of approximately inner automorphisms.
Lemma 4.14. Let A be a simple separable infinite dimensional unital C*-algebra
which is tracially approximately divisible and such that the order on projections
over A is determined by traces. Let u ∈ A be unitary. Let F ⊂ A be finite, let
ε > 0, let n ∈ Z>0, and let x ∈ A be a nonzero positive element. Then, following
Notation 3.3, we have Ad(u) ∈W (F, ε, n, x) ∩ Inn(A).
Proof. It suffices to prove that for every finite set T ⊂ A and every δ > 0, there is
α ∈W (F, ε, n, x) ∩ Inn(A) such that ‖α(a)− uau∗‖ < δ for all a ∈ T.
To simplify the proof, we may assume that ‖a‖ ≤ 1 for all a ∈ F ∪ T. Set
S = F ∪ T ∪ {u} and ε0 = min
(
ε
2n+ 4
,
δ
2n+ 6
)
.
Choose ε1 > 0 such that ε1 ≤ ε0 and whenever B is a unital C*-algebra and a and
u are elements of B such that u is unitary and ‖a− u‖ < (n+2)ε1, then there is a
unitary v in the unital C*-algebra generated by a such that ‖v − u‖ < ε0. Since A
has Property (SP) (by Proposition 4.6), we can use Lemma 1.10 of [23] to choose
two nonzero orthogonal projections q, r ∈ xAx. Set ρ = infτ∈T (A) τ(q) > 0. Choose
m ∈ Z>0 such that m > (1 + 1/ρ)(n+ 1).
Use Corollary 4.10 to find a projection f ∈ A, a completely noncommutative
finite dimensional C*-algebra D, and an injective unital homomorphism ϕ : D →
fAf, such that:
(1) ‖ϕ(b)a− aϕ(b)‖ < ε1 for all a ∈ S and all b ∈ D with ‖b‖ ≤ 1.
(2) 1− f is Murray-von Neumann equivalent to a projection in rAr.
(3) There areN ∈ Z>0 and d(1), d(2), . . . , d(N) ∈ Z>0 such thatD ∼=
⊕N
l=1Md(l)
and d(l) ≥ m for l = 1, 2, . . . , N.
For convenience, we identify D with ϕ(D) ⊂ A, and suppress ϕ in the notation.
For l = 1, 2, . . . , N we similarly identify Md(l) with its image in A. Let fl ∈ A be
the identity of Md(l). Thus f =
∑N
l=1 fl.
For l = 1, 2, . . . , N, there are s(l), t(l) ∈ Z≥0 such that d(l) = s(l)(n + 1) + t(l)
and t(l) ≤ n. Then
s(l) ≥
d(l)
n+ 1
− 1 ≥
m
n+ 1
− 1 >
1
ρ
.
Take ranks with respect to Mn+1 and Md(l). Let ψl : Mn+1 → Md(l) be any ho-
momorphism (usually not unital) which sends a rank one projection in Mn+1 to a
rank s(l) projection in Md(l). For every τ ∈ T (A), we have
τ(fl − ψl(1)) = τ(fl)
(
rank(fl − ψl(1))
d(l)
)
≤
τ(fl)n
s(l)(n+ 1) + t(l)
<
τ(fl)
s(l)
< ρτ(fl) ≤ τ(q)τ(fl).
Now define a homomorphism ψ : Mn+1 → D by ψ(a) =
∑N
l=1 ψl(a). For every
τ ∈ T (A), we get
τ(f − ψ(1)) =
N∑
l=1
τ(fl − ψl(1)) <
N∑
l=1
τ(q)τ(fl) = τ(q)τ(f) ≤ τ(q).
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Since traces determine the order on projections over A, it follows that f−ψ(1) - q.
Combining this with 1 − f - r, we find that 1 − ψ(1) is Murray-von Neumann
equivalent to a projection in xAx. Moreover, ‖ψ(b)a − aψ(b)‖ < ε1 for all a ∈ S
and all b ∈Mn+1 with ‖b‖ ≤ 1.
Let (gj,k)0≤j,k≤n be a system of matrix units forMn+1. Define projections ej ∈ A
by ej = ψ(gj,j) for j = 0, 1, . . . , n.
We claim that for every a ∈ S there is c ∈ A such that ‖c− a‖ < (n+ 2)ε1 and
c commutes with every element of C(1− ψ(1)) + ψ(Mn+1). Given a, set
c = (1 − ψ(1))a(1− ψ(1)) +
n∑
j=0
ψ(gj,0)aψ(g0,j).
The commutation relation is easily checked. Also,
‖c− a‖ =
∥∥∥∥∥∥c−

a[1− ψ(1)] + n∑
j=0
aψ(gj,j)


∥∥∥∥∥∥
≤
∥∥[1− ψ(1)]a[1− ψ(1)]− a[1− ψ(1)]∥∥+ n∑
j=0
‖ψ(gj,0)aψ(g0,j)− aψ(gj,j)‖
≤
∥∥[1− ψ(1)]a− a[1− ψ(1)]∥∥+ n∑
j=0
‖ψ(gj,0)a− aψ(gj,0)‖
< (n+ 2)ε1.
This proves the claim.
We next claim that there is a unitary v ∈ A such that v commutes with every
element of C(1 − ψ(1)) + ψ(Mn+1) and ‖v − u‖ < ε0. Let c be as in the previous
claim, with a = u. The choice of ε1 implies that there is a unitary v in the C*-
algebra generated by c such that ‖v − u‖ < ε0. Clearly v commutes with every
element of C(1− ψ(1)) + ψ(Mn+1). The claim is proved.
Define a unitary w ∈ A by
w = 1− ψ(1) + ψ

g0,n + n−1∑
j=0
gj+1, j

 .
Then define α ∈ Aut(A) by α = Ad(wv). We claim that ‖α(a)− uau∗‖ < δ for all
a ∈ T and that α ∈ W (F, ε, n, x). This will complete the proof of the lemma. By
construction, we have
(4.2) wv = vw.
We prove the first part. Let a ∈ T. Since T ⊂ S, there is c ∈ A such that
‖c− a‖ < (n+2)ε1 and c commutes with every element of C(1−ψ(1))+ψ(Mn+1).
In particular, c commutes with w. Using this and (4.2) at the fourth step, we
therefore get
‖α(a)− uau∗‖ = ‖wvav∗w∗ − uau∗‖ ≤ 2‖v − u‖+ ‖wvav∗w∗ − vav∗‖
≤ 2‖v − u‖+ 2‖a− c‖+ ‖wvcv∗w∗ − vcv∗‖
= 2‖v − u‖+ 2‖a− c‖ < 2ε0 + 2(n+ 2)ε1 ≤ δ.
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We now prove that α ∈W (F, ε, n, x).We start with condition (1) of Notation 3.3.
For j = 0, 1, . . . , n− 1, we have vejv
∗ = ej since ej ∈ ψ(Mn+1). Also, it is easy to
check that wejw
∗ = ej+1. Therefore α(ej) = ej+1.
For condition (2), let a ∈ F. Since T ⊂ S, there is c ∈ A such that ‖c − a‖ <
(n+2)ε1 and c commutes with every element of C(1−ψ(1))+ψ(Mn+1). In particular,
cej = ejc for j = 0, 1, . . . , n. Therefore
‖eja− aej‖ ≤ 2‖a− c‖+ ‖ejc− cej‖ = 2‖a− c‖ < 2(n+ 2)ε1 ≤ ε.
For condition (3), we have
∑n
j=0 ej = ψ(1) and we already saw that 1− ψ(1) is
Murray-von Neumann equivalent to a projection in xAx. 
Theorem 4.15. Let A be a simple separable infinite dimensional unital C*-algebra
which is tracially approximately divisible and such that the order on projections
over A is determined by traces. Then there is a dense Gδ-set G ⊂ Inn(A) such that
every α ∈ G has the tracial Rokhlin property.
Proof. The set Inn(A) is closed in Aut(A), hence complete. By Lemma 3.4, there
is a countable intersection G of sets of the form W (F, ε, n, x) ∩ Inn(A) such that
every α ∈ G has the tracial Rokhlin property. By Lemma 3.5, each of the sets
W (F, ε, n, x) is open in Inn(A), and by Lemma 4.14, each of the sets W (F, ε, n, x)
is dense in Inn(A). 
Proposition 4.16. Let A be a simple separable infinite dimensional unital C*-
algebra with tracial rank zero. Then A is tracially approximately divisible.
Proof. We verify the condition of Lemma 4.7. So let ε > 0, let n ∈ Z>0, let
a1, a2, . . . , an ∈ A, and let y ∈ A+ \ {0}. Since tracial rank zero implies real rank
zero for simple C*-algebras, we can use Lemma 1.10 of [23] to choose two nonzero
orthogonal projections q1, q2 ∈ yAy. Set ρ = infτ∈T (A) τ(q1). Then ρ > 0. Choose
m ∈ Z>0 such that m > max(2, 1/ρ). Then Mm is a completely noncommutative
finite dimensional C*-algebra.
Since A has tracial rank zero, by Theorem 6.13 of [14] there are a projection
f ∈ A and a unital finite dimensional subalgebra E ⊂ fAf such that:
(1) ‖faj − ajf‖ <
ε
6 for j = 1, 2, . . . , n.
(2) For j = 1, 2, . . . , n there exists bj ∈ E such that ‖fajf − bj‖ <
ε
6 .
(3) 1− f - q2.
We may write E ∼=
⊕N
l=1Md(l) for suitable N ∈ Z>0 and d(1), . . . , d(N) ∈ Z>0.
Choose matrix units f
(l)
r,s ∈ Md(l) for l = 1, 2, . . . , N and r, s = 1, 2, . . . , d(l). Also
let fl =
∑d(l)
r=1 f
(l)
r,r be the identity of Md(l) ⊂ E.
Let (ej,k)1≤j,k≤m be the standard system of matrix units in Mm. For l =
1, 2, . . . , N, apply Lemma 2.3 of [21] to f
(l)
1,1Af
(l)
1,1. We obtain Murray-von Neumann
equivalent mutually orthogonal projections p
(l)
j ≤ f
(l)
1,1 for j = 1, 2, . . . ,m, such that
(4.3) f
(l)
1,1 −
m∑
j=1
p
(l)
j - p
(l)
1 .
Extend p
(l)
1 , p
(l)
2 , . . . , p
(l)
m to a system of matrix units
(
g
(l)
j,k
)
1≤j,k≤m
of type Mm
in f
(l)
1,1Af
(l)
1,1 such that g
(l)
j,j = p
(l)
j for j = 1, 2, . . . ,m. Then there is a homomor-
phism ψl : Mm → f
(l)
1,1Af
(l)
1,1 such that ψl(ej,k) = g
(l)
j,k for j, k = 1, 2, . . . , d(l). Define
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ϕl : Mm → flAfl by
ϕl(x) =
d(l)∑
r=1
f
(l)
r,1ψl(x)f
(l)
1,r.
For every x ∈Mm, the element ψl(x) commutes with every element ofMd(l) ⊂ E ⊂
A. Moreover, for every τ ∈ T (A) we have, using (4.3) at the second step,
τ
(
f
(l)
1,1 − ψl(1)
)
≤ τ
(
p
(l)
1
)
≤
τ
(
f
(l)
1,1
)
m
.
Therefore τ(fl − ϕl(1)) ≤ τ(fl)/m.
Define a homomorphism ϕ : Mm → A by ϕ(x) =
∑N
l=1 ϕl(x). Then ϕ(x) com-
mutes with every element of E for all x ∈Mm. Moreover, for every τ ∈ T (A),
τ(f − ϕ(1)) =
N∑
l=1
τ(fl − ϕl(1)) ≤
1
m
N∑
l=1
τ(fl) ≤
1
m
< ρ ≤ τ(q2).
Since traces determine the order on projections over A (by Corollary 5.7 and The-
orem 6.8 of [14]), it follows that f − ϕ(1) - q2. Since 1 − f - q1, it follows that
1 − ϕ(1) - q1 + q2 ∈ yAy. Setting e = ϕ(1), we have proved condition (2) of
Lemma 4.7.
It remains to prove condition (1) of Lemma 4.7. For j = 1, 2, . . . , n, let bj ∈ E
be as in (2). Set cj = (1− f)aj(1− f) + bj. Then
‖cj − aj‖ ≤ ‖(1− f)ajf‖+ ‖faj(1 − f)‖+ ‖bj − fajf‖
≤ 2‖faj − ajf‖+ ‖bj − fajf‖ <
2ε
6
+
ε
6
=
ε
2
.
Now let x ∈ Mm satisfy ‖x‖ ≤ 1. Then ϕ(x) ∈ fAf and ϕ(x) commutes with bj.
So ϕ(x) commutes with cj . Therefore
‖ϕ(x)aj − ajϕ(x)‖ ≤ 2‖cj − aj‖ < ε.
This completes the proof. 
Theorem 4.17. Let A be a simple separable infinite dimensional unital C*-algebra
with tracial rank zero. Then there is a dense Gδ-set G ⊂ Inn(A) such that every
α ∈ G has the tracial Rokhlin property.
Proof. The algebra A is tracially approximately divisible by Proposition 4.16. It
follows from Corollary 5.7 and Theorems 5.8 and 6.8 of [14] that traces determine
the order on projections over A. So Theorem 4.15 applies. 
5. Purely infinite simple C*-algebras
In this section, we consider the Rokhlin property rather than the tracial Rokhlin
property. We prove that it is generic for actions of Z or Zd on a unital C*-algebra
which tensorially absorbs O∞ or a UHF algebra of infinite type. Essentially the
same proof shows that if G is a finite group with r elements, then the Rokhlin
property is generic for actions of G on a unital C*-algebra which tensorially absorbs
the r∞ UHF algebra.
We give the proof in detail for actions of Zd on O∞-absorbing C*-algebras for
d ≥ 2. Because of technical differences in the definitions, a combinatorial argument
(see Lemma 5.6) is needed to show that this definition in the case d = 1 implies
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the usual definition for actions of Z. (In the simple case, the reverse implication is
unknown.)
We recall the definition of the Rokhlin property for actions of Zd from [19].
However, we split it in several parts for convenient reference in our arguments.
Notation 5.1. Let d ∈ Z>0. We say that m ∈ Z
d is strictly positive if mk > 0 for
k = 1, 2, . . . , d. We then denote by mZd the set
∏d
k=1mkZ ⊂ Z
d. As convenient,
we identify Zd/mZd with
∏d
k=1mkZ/mkZ or as
Zd/mZd =
{
n ∈ Zd : 0 ≤ nk < mk for k = 1, 2, . . . , d
}
.
We further let δ1, δ2, . . . , δd ∈ Z
d be the standard basis vectors for Rd. For r ∈ Zd
and l ∈ Zd/mZd, we interpret r+ l as the element of Zd/mZd gotten as the sum of
l and the image of r in Zd/mZd.
Definition 5.2. Let A be a unital C*-algebra, let d ∈ Z>0, and let α : Z
d →
Aut(A). Let F ⊂ A be finite, let ε > 0, and let and let m ∈ Zd be strictly
positive. Then an (m,F, ε)-Rokhlin tower for α is a family (el)l∈Zd/mZd of mutually
orthogonal projections such that:
(1) ‖ela− ael‖ < ε for all a ∈ F and l ∈ Z
d/mZd.
(2) ‖αδk(el)− el+δk‖ < ε for all l ∈ Z
d/mZd and for k = 1, 2, . . . , d.
We say it is an exact (m,F )-Rokhlin tower for α if the norms in (1) and (2) are all
zero. Its support is defined to be
∑
l∈Zd/mZd el.
Definition 5.3. Let A be a unital C*-algebra, let d ∈ Z>0, and let α : Z
d →
Aut(A). Let F ⊂ A be finite and let ε > 0. An (F, ε)-system of Rokhlin towers
for α consists of s ∈ Z>0, an s-tuple m =
(
m(1),m(2), . . . ,m(s)
)
of strictly positive
elements of Zd, and (m(j), F, ε)-Rokhlin towers for α for j = 1, 2, . . . , s whose
supports fj are orthogonal and satisfy
∑s
j=1 fj = 1.We call such a system an exact
F -system of Rokhlin towers for α if the constituent Rokhlin towers are all exact
(m(j), F )-Rokhlin towers for α. The size of such a system ism. Its minimum height ,
or the minimum height of
(
m(1),m(2), . . . ,m(s)
)
, is
min
({
m
(j)
k : 1 ≤ j ≤ s and 1 ≤ k ≤ d
})
.
Definition 5.4 (Definition 1 of [19]). Let A be a separable unital C*-algebra, let
d ∈ Z>0, and let α : Z
d → Aut(A). Then α has the Rokhlin property if for every
N ∈ Z>0 there are s ∈ Z>0 and an s-tuple m =
(
m(1),m(2), . . . ,m(s)
)
of strictly
positive elements of Zd with minimum height at least N such that for every finite
subset F ⊂ A and every ε > 0 there is an (F, ε)-system of Rokhlin towers for α of
size m.
For comparison, we recall what is now the usual definition of the Rokhlin prop-
erty for a single automorphism of a C*-algebra.
Definition 5.5 (Definition 2.5 of [8]). Let A be a separable unital C*-algebra, and
let α ∈ Aut(A). We say that α has the Rokhlin property if for every ε > 0, every
finite subset F ⊂ A, and every n ∈ Z>0, there are mutually orthogonal projections
e0, e1, . . . , en−1, f0, f1, . . . , fn ∈ A such that:
(1) ‖α(el) − el+1‖ < ε for l = 0, 1, . . . , n − 2 and ‖α(fl) − fl+1‖ < ε for
l = 0, 1, . . . , n− 1.
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(2) ‖ela− ael‖ < ε for l = 0, 1, . . . , n− 1 and all a ∈ F, and ‖fla− afl‖ < ε for
l = 0, 1, . . . , n and all a ∈ F.
(3)
∑n−1
l=0 el +
∑n
l=0 fl = 1.
Informally, the Rokhlin property of Definition 5.4 for actions of Z requires that
the top projection of each tower be sent by the automorphism to a projection
close to the base projection of the same tower. However, the Rokhlin property of
Definition 2.5 of [8], while more restrictive about the sizes of towers, only requires
that the sum of the top projections of the towers be sent by the automorphism to
a projection close to the sum of the base projections of the towers. We know of no
proof that this version implies the Rokhlin property of Definition 5.4, but, at least
for simple C*-algebras, we know of no counterexamples either.
It is known that the Rokhlin property of Definition 5.4 for d = 1 implies that
of Definition 5.5, but it seems not to have been explicitly written down anywhere.
So we give a proof here. It uses a tower partitioning argument. Several somewhat
related proofs appear in Section 1 of [21]. (Strictly speaking, we can avoid this
result, since the proofs we give, restricted to d = 1, already give towers of the form
in Definition 5.4.)
Lemma 5.6. For d = 1, the Rokhlin property of Definition 5.4 implies the Rokhlin
property of Definition 5.5.
Proof. Write α for the automorphism generating the action as well as the action.
Let ε > 0, let F ⊂ A be finite, and let n ∈ Z>0.
Choose t ∈ Z>0 and a t-tuple m =
(
m(1),m(2), . . . ,m(t)
)
of strictly positive
elements of Z with minimum height at least n2 and such that for every finite
subset S ⊂ A and every δ > 0 there is an (S, δ)-system of Rokhlin towers for α
of size m. For j = 1, 2, . . . , t, since m(j) ≥ n2, there are rj , sj ∈ Z≥0 such that
m(j) = rjn+ sj(n+ 1). Therefore there are intervals Ij,k ⊂ Z≥0 for k = 1, 2, . . . , rj
with exactly n elements and intervals Jj,k ⊂ Z≥0 for k = 1, 2, . . . , sj with exactly
n+ 1 elements such that
{
0, 1, . . . ,m(j) − 1
}
=
rj∐
k=1
Ij,k ∐
sj∐
k=1
Jj,k.
Thus, for k = 1, 2, . . . , rj there is µj,k ∈ Z≥0 such that
Ij,k =
{
µj,k, µj,k + 1, . . . , µj,k + n− 1
}
and for k = 1, 2, . . . , sj there is νj,k ∈ Z≥0 such that
Jj,k =
{
νj,k, νj,k + 1, . . . , νj,k + n
}
.
Set
r =
t∑
j=1
rj , s =
t∑
j=1
sj , and ε0 =
ε
max(r, s)
.
Choose an (F, ε0)-system of Rokhlin towers for α of size m, say
R =
((
p
(j)
0 , p
(j)
1 , . . . , p
(j)
m(j)−1
))t
j=1
.
Define projections el for l = 0, 1, . . . , n− 1 and fl for l = 0, 1, . . . , n by
el =
t∑
j=1
rj∑
k=1
p
(j)
µj,k+l
and fl =
t∑
j=1
sj∑
k=1
p
(j)
νj,k+l
.
TRACIAL ROKHLIN PROPERTY 29
One easily checks that each projection in the system R has been used exactly once,
which implies (3) above. For (1), for l = 0, 1, . . . , n− 2 we estimate
‖α(el)− el+1‖ ≤
t∑
j=1
rj∑
k=1
∥∥α(p(j)µj,k+l)− p(j)µj,k+l+1∥∥ < rε0 ≤ ε.
A similar calculation gives ‖α(fl)− fl+1‖ < sε0 ≤ ε. For (2), for l = 0, 1, . . . , n− 1
and a ∈ F we estimate
‖ela− ael‖ ≤
t∑
j=1
sj∑
k=1
∥∥p(j)νj,k+la− ap(j)νj,k+l∥∥ < rε0 ≤ ε
and similarly for l = 0, 1, . . . , n and a ∈ F we get ‖fla − afl‖ < sε0 ≤ ε. This
completes the proof. 
Notation 5.7. Let A be a separable unital C*-algebra, and let d ∈ Z>0. We
denote by Actd(A) the set of actions of Z
d on A.We identify Actd(A) with a subset
of Aut(A)d via the map α 7→
(
αδ1 , αδ2 , . . . , αδd
)
. For α, β ∈ Actd(A) and any
enumeration S = (a1, a2, . . .) of a countable dense subset of A, we let ρS be as in
Notation 3.1, and define
ρd,S(α, β) = max
(
ρS(αδ1 , βδ1), ρS(αδ2 , βδ2), . . . , ρS(αδd , βδd)
)
.
Lemma 5.8. For any S as in Notation 5.7, the function ρd,S is a complete metric
on Actd(A) which induces the restriction to Actd(A) of the product topology on
Aut(A)d.
Proof. It is easy to check that Actd(A) is a closed subset of Aut(A)
d. The rest is
immediate from Lemma 3.2. 
Notation 5.9. Let A be a unital C*-algebra, and let d ∈ Z>0. For a finite set
F ⊂ A, for ε > 0, for s ∈ Z>0, and for an s-tuple m =
(
m(1),m(2), . . . ,m(s)
)
of
strictly positive elements of Zd, we define Wd(F, ε, s,m) ⊂ Actd(A) to be the set
of all α ∈ Actd(A) such that there is an (F, ε)-system of Rokhlin towers for α of
size m.
Lemma 5.10. Let A be a unital C*-algebra, and let d ∈ Z>0. For every finite set
F ⊂ A, every ε > 0, every s ∈ Z>0, and every s-tuple m =
(
m(1),m(2), . . . ,m(s)
)
of strictly positive elements of Zd, the set Wd(F, ε, s,m) is open in Actd(A).
Proof. The proof is similar to that of Lemma 3.5. 
Lemma 5.11. Let A be a separable unital C*-algebra, and let d ∈ Z>0. Let
(sn)n∈Z>0 be a sequence in Z>0, and for n ∈ Z>0 let m(n) be an sn-tuple of strictly
positive elements of Zd with minimum height Nn. Suppose that limn→∞Nn =
∞. Then the set of α ∈ Actd(A) which have the Rokhlin property contains the
countable intersection of sets of the form Wd(F, ε, sn,m(n)) for finite sets F ⊂ A,
numbers ε > 0, and integers n ∈ Z>0.
Proof. Choose a countable dense subset S ⊂ A, and let F be the set of all finite
subsets of S. Then clearly every action
α ∈
⋂
F∈F
∞⋂
r=1
∞⋂
n=1
Wd
(
F, 1r , sn,m(n)
)
has the Rokhlin property. 
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Lemma 5.12. Let A be a separable unital C*-algebra such that O∞⊗A ∼= A. Let
d ∈ Z>0, let F ⊂ A be finite, let ε > 0, and let n ∈ Z>0. Let m be the 2
d-tuple
consisting of all elements of {n, n+1}d, arranged in any order. ThenWd(F, ε, 2
d,m)
is dense in Actd(A).
Proof. It suffices to prove that for every α ∈ Actd(A), every finite set T ⊂ A,
and every δ > 0, there is β ∈ Wd(F, ε, 2
d,m) such that ‖βδk(a) − αδk(a)‖ < δ for
k = 1, 2, . . . , d and for all a ∈ T.
Set S = F ∪ T ∪
⋃d
k=1 αδk(T ).
By Theorem 3.15 of [12] and Theorem 3.3 of [17], there is an isomorphism
ϕ0 : O∞ ⊗O∞ → O∞ such that the map a 7→ ϕ0(1⊗ a) is approximately unitarily
equivalent to idO∞ . Replacing the first tensor factor O∞ in the domain by the d-
fold tensor product (O∞)
⊗d (which is isomorphic to O∞), and using O∞⊗A ∼= A,
we get an isomorphism ϕ : (O∞)
⊗d ⊗ A → A such that the map a 7→ ϕ(1 ⊗ a) is
approximately unitarily equivalent to idA.
It is easy to find an injective unital homomorphism ρ0 : Mn ⊕ Mn+1 → O∞.
(For rank one projections e ∈Mn and f ∈Mn+1, it will send (e, 0) to a projection
p ∈ O∞ such that [p] = −[1] in K0(O∞) and (0, f) to a projection q ∈ O∞
such that [q] = [1] in K0(O∞).) Using cyclic permutation matrices in Mn and
Mn+1, find projections f
(0)
0 , f
(0)
1 , . . . , f
(0)
n−1 ∈ Mn with
∑n−1
j=0 f
(0)
j = 1, projections
f
(1)
0 , f
(1)
1 , . . . , f
(1)
n ∈Mn+1 with
∑n
j=0 f
(1)
j = 1, and unitaries v
(0) ∈Mn and v
(1) ∈
Mn+1, such that v
(0)f
(0)
j
(
v(0))∗ = f
(0)
j+1 for j = 0, 1, . . . , n − 1 (with indices taken
mod n) and v(1)f
(1)
j
(
v(1))∗ = f
(1)
j+1 for j = 0, 1, . . . , n (with indices taken mod n+1).
Define
ρ1 = (ρ0)
⊗d : (Mn⊕Mn+1)
⊗d → (O∞)
⊗d and ρ = ϕ◦ρ1 : (Mn⊕Mn+1)
⊗d → A.
For k = 1, 2, . . . , d, define a unitary wk ∈ (Mn⊕Mn+1)
⊗d by wk = z1⊗z2⊗· · ·⊗zd
with zk =
(
v(0), v(1)
)
and zj = 1 for j 6= k. Let γ : Z
d → Aut
(
(O∞)
⊗d
)
be the
action such that γδk = Ad(ρ1(wk)) for k = 1, 2, . . . , d. For µ ∈ {n, n + 1}
d and
k = 1, 2, . . . , d, set εk = µk − n ∈ {0, 1}. Define an exact (µ, {1})-Rokhlin tower
Rµ for γ by applying ρ1 to the tensor product of the towers
(
f
(εk)
j
)µk−1
j=0
in Mµk ⊂
Mn ⊕Mn+1. That is, for l ∈ Z
d with 0 ≤ lk < µk for k = 1, 2, . . . , d, set
el = f
(µ1−n)
l1
⊗ f
(µ2−n)
l2
⊗ · · · ⊗ f
(µd−n)
ld
,
regard el as an element of (Mn ⊕Mn+1)
⊗d, and set Rµ = (ρ1(el))l∈Zd/µZd . The
towers Rµ together form an exact ({1})-system R of Rokhlin towers for γ of size m.
Set ε0 = min
(
ε
2 ,
δ
2
)
. Choose u ∈ A such that ‖uϕ(1 ⊗ a)u∗ − a‖ < ε0 for all
a ∈ S. Set ψ = Ad(u) ◦ ϕ, and for l ∈ Zd set
βl = ψ ◦
(
γl ⊗ αl
)
◦ ψ−1.
We claim that β ∈Wd(F, ε, 2
d,m). Tensor all projections in all towers in R with
1A, to get a system R⊗1 =
(
Rµ⊗1
)
µ∈{n, n+1}d
of Rokhlin towers for the action γ⊗α
of size m which is an exact G-system for any finite set G ⊂ 1 ⊗A ⊂ (O∞)
⊗d ⊗A.
Set
1⊗ S = {1⊗ a : a ∈ S} ⊂ (O∞)
⊗d ⊗A.
Then R⊗ 1 is an exact 1⊗S-system of Rokhlin towers for γ ⊗α, and uϕ(R⊗ 1)u∗
(with the obvious meaning) is an exact uϕ(1⊗S)u∗-system of Rokhlin towers for β.
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Let µ ∈ {n, n+ 1}d. Write uϕ(Rµ ⊗ 1)u
∗ = (ql)l∈Zd/µZd . Let l ∈ Z
d/µZd. We must
show that ‖βδk(ql) − ql+δk‖ < ε for k = 1, 2, . . . , d (recall that addition is mod
µZd) and that ‖aql − qla‖ < ε for all a ∈ F. For the first, we have βδk(ql) = ql+δk
by construction. For the second, by construction uϕ(1 ⊗ a)u∗ commutes exactly
with ql. The choice of u implies that ‖uϕ(1 ⊗ a)u
∗ − a‖ < ε0 ≤
ε
2 . Therefore
‖aql − qla‖ < ε. The claim is proved.
It remain to prove that ‖βδk(a) − αδk(a)‖ < δ for k = 1, 2, . . . , d and for all
a ∈ T. For any l ∈ Zd and a ∈ T, we have
‖βl(a)− αl(a)‖ =
∥∥uϕ((γl ⊗ αl)(ϕ−1(u∗au)))− αl(a)∥∥.
Now
‖ϕ−1(u∗au)− 1⊗ a‖ = ‖a− uϕ(1 ⊗ a)u∗‖ < ε0
and, using δk(a) ∈ S,∥∥uϕ((γδk ⊗ αδk)(1 ⊗ a))u∗ − αδk(a)∥∥ = ∥∥uϕ(1⊗ αδk(a))u∗ − αδk(a)∥∥ < ε0.
We conclude that ‖βδk(a) − αδk(a)‖ < ε0 + ε0 ≤ δ, as desired. This completes the
proof. 
Theorem 5.13. Let A be a separable unital C*-algebra such that O∞ ⊗ A ∼= A,
and let d ∈ Z>0. Then there exists a dense Gδ-set in Actd(A) consisting of actions
with the Rokhlin property.
Proof. This follows immediately from Lemmas 5.10, 5.11, and 5.12, using the Baire
Category Theorem and the fact that the 2d-tuple m of Lemma 5.12 has arbitrarily
large minimum height. 
Corollary 5.14. Let A be a separable unital C*-algebra such that O∞ ⊗ A ∼= A.
Then there exists a dense Gδ-set in Aut(A) consisting of automorphisms with the
Rokhlin property as in Definition 5.5.
Proof. This follows immediately from Theorem 5.13 and Lemma 5.6. 
Theorem 5.15. Let r ∈ Z>0, and let D =
⊗∞
n=1Mr be the r
∞ UHF algebra.
Let A be a separable unital C*-algebra such that D ⊗ A ∼= A, and let d ∈ Z>0.
Then there exists a dense Gδ-set in Actd(A) consisting of actions with the Rokhlin
property.
Proof. The proof is essentially the same as that of Theorem 5.13. The difference is in
Lemma 5.12, where we take m to be the 1-tuple consisting of (rn, rn, . . . , rn) ∈ Zd.
We still have an isomorphism ϕ : D⊗d ⊗ A → A which is approximately unitarily
equivalent to a 7→ 1⊗a.We let v ∈Mrn be a cyclic permutation matrix and let the
Rokhlin tower consist of the rank one projections which are permuted. We take
wk = 1⊗ 1⊗ · · · 1⊗ v ⊗ 1⊗ 1⊗ · · · ⊗ 1
with v in the kth position. We take ϕ0 : Mr → D to be the inclusion x 7→ x⊗ 1 of
the first tensor factor. Then γδk ∈ Aut(D) is Ad(ρ1(wk)). 
Corollary 5.16. Let A be as in Theorem 5.15. Then there exists a dense Gδ-set in
Act(A) consisting of automorphisms with the Rokhlin property as in Definition 5.5.
Proof. This follows immediately from Theorem 5.15 and Lemma 5.6. 
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Theorem 5.17. Let G be a finite group of cardinality r, and let D be the r∞ UHF
algebra. Let A be a separable unital C*-algebra, and let ActG(A) denote the set
of actions of G on A. For any enumeration S = (a1, a2, . . .) of a countable dense
subset of A, the formula
ρG,S(α, β) = sup
g∈G
ρ(αg, βg)
defines a complete metric on ActG(A) which induces the restriction to ActG(A) of
the product topology on Aut(A)G. If A is unital and D ⊗ A ∼= A, then the set of
actions with the Rokhlin property is a dense Gδ-set in ActG(A).
Proof. The proof of the part about the metric is the same as the proof of Lemma 5.8.
The proof of the second part is similar to that of Theorem 5.13 and the lemmas
used there. For a finite set F ⊂ A and ε > 0, we define WG(F, ε) ⊂ ActG(A) to be
the set of all α ∈ ActG(A) such that there are projections eg ∈ A for g ∈ G with∑
g∈G eg = 1, with ‖αg(eh) − egh‖ < ε for all g, h ∈ G, and with ‖ega− aeg‖ < ε
for all g ∈ G and a ∈ A. The sets WG(F, ε) are open by an argument similar to the
proof of Lemma 3.5. Choose a countable dense subset S ⊂ A, and let F be the set
of all finite subsets of S. One checks that α ∈ ActG(A) has the Rokhlin property if
and only if α ∈
⋂
F∈F
⋂∞
r=1WG
(
F, 1r
)
.
In the proof of the analog of Lemma 5.12, we use an isomorphism ϕ : D⊗A→ A
(rather than fromD⊗d⊗A) which is approximately unitarily equivalent to a 7→ 1⊗a.
We take ϕ1 : Mr → D to be the inclusion x 7→ x ⊗ 1 of the first tensor factor.
We define an action γ : G → Aut(D) as follows. Identify Mr with L(l
2(G)), let
g 7→ wg ∈ Mr be the left regular representation of G, and take γg = Ad(ϕ1(wg)).
The Rokhlin tower in Mr is taken to be (eg)g∈G with eg being the projection onto
the span of the standard basis vector in l2(G) corresponding to g ∈ G. The rest of
the proof of Lemma 5.12 goes through with the obvious changes. 
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