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 
Abstract— The segmentation of abnormal regions on dermoscopic images is an important step for automated 
computer aided diagnosis (CAD) of skin lesions. Recent methods based on fully convolutional networks (FCN) 
have been very successful for dermoscopic image segmentation. However, they tend to overfit to the visual 
characteristics that are present in the dominant non-melanoma studies and therefore, perform poorly on the 
complex visual characteristics exhibited by melanoma studies, which usually consists of fuzzy boundaries and 
heterogeneous textures. In this paper, we propose a new method for automated skin lesion segmentation that 
overcomes these limitations via a novel deep class-specific learning approach which learns the important visual 
characteristics of the skin lesions of each individual class (melanoma vs non-melanoma) on an individual basis. 
We also introduce a new probability-based, step-wise integration to combine complementary segmentation results 
derived from individual class-specific learning models. We achieved an average Dice coefficient of 85.66% on the 
ISBI 2017 Skin Lesion Challenge (SLC), 91.77% on the ISBI 2016 SLC and 92.10% on the PH2 datasets with 
corresponding Jaccard indices of 77.73%, 85.92% and 85.90%, respectively, for the same datasets. Our 
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experiments on three well-established public benchmark datasets demonstrate that our method is more effective 
than other state-of-the-art methods for skin lesion segmentation.   
 
Index Terms— Dermoscopic, Melanoma, Segmentation, Fully Convolutional Networks (FCN) 
 
I. INTRODUCTION 
Melanoma (also known as malignant melanoma) has one of the most rapidly increasing incidences in the 
world with considerable mortality [1, 2]. Early diagnosis is particularly important because melanoma can be 
cured with prompt excision [3, 4]. Dermoscopy is a non-invasive imaging technique used for the in vivo 
evaluation of pigmented skin lesions and has an important role in the early diagnosis of melanoma [3]. 
Dermoscopy uses optical magnification, liquid immersion, and low angle-of-incidence lighting or cross-
polarized lighting to make the contact area translucent, thus increasing the visibility of subsurface structures 
when compared to conventional clinical images. The identification of melanoma using human vision alone, 
is subjective, not reproducible and can be inaccurate, even among experienced dermatologists [5, 6]. These 
limitations can be attributed to the skin lesions having various sizes and shapes, fuzzy boundaries, low 
contrast when compared to the skin, heterogeneity and skin hair (Figure 1) [7]. These problems have 
motivated the development of computer aided diagnosis (CAD) systems that can assist dermatologists’ 
clinical diagnoses [8, 9]. Skin lesion segmentation is a fundamental requirement for these CAD systems. 
Manual or semi-automatic segmentation methods, such as through seed selection, are usually subjective, 
time-consuming, not reproducible and as a consequence, unreliable for a CAD system. Not surprisingly, 
research efforts have been directed at the development of fully automated segmentation methods. 
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Figure 1. Examples of skin lesions with fuzzy boundaries (a, b, c, d), hair (c), inhomogeneity (a, c, d) and 
low-contrast (b). 
 
A. Related Work 
A number of fully automated skin lesion segmentation methods have been recently proposed and they can 
be separated into 3 main groups: (1) unsupervised methods that do not use training data; (2) traditional 
supervised methods that use trained classifiers; and (3) deep learning based methods that segment using a 
trained deep learning model. For a more detailed discussion of the field, the reader is referred to the 
comprehensive skin lesion segmentation survey papers by Celebi et al. [10, 11]. 
Unsupervised segmentation methods mainly focus on thresholding [12-14], energy functions [15-17] and 
iterative/statistical region-merging [18, 19]. Thresholding methods attempt to separate skin lesions based on 
a threshold value, which is generally calculated by analyzing pre-defined image features, e.g., intensity 
histogram. Energy functions methods identify the lesion boundaries by minimizing a well-defined cost 
(energy) function defined by image characteristics such as edges, smoothness, and statistical distributions. 
Iterative/statistical region-merging methods recursively merge pixels or regions in a hierarchical manner. 
More recently, saliency [20, 21], Delaunay triangulation [22], sparse coding with dynamic rule based 
refinement (SCDRR) [23] and multi-scale superpixels with cellular automata (MSCA) [24] have also been 
applied to skin lesion segmentation. Unsupervised methods, however, have a limited capacity to accurately 
segment challenging skin lesions where the lesions touch the image boundary and where there are nearby 
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artifacts (Figures 1b, 1d). Thresholding based methods are further limited by the inhomogeneous intensity 
distribution of the lesion and may fail if the distribution contains multiple peaks (Figure 1a).  
Traditional supervised segmentation methods mainly focus on extracting pixel or region features such as 
pixel-level Gaussian [25], RGB color [26, 27] and texture features [28] and then use various classifiers, such 
as the Bayes classifier [25], wavelet network [26] or support vector machines [28], to separate the skin lesions 
from surrounding healthy skin. All of these methods, however, rely on low-level features, such as color and 
texture, which do not capture high-level image-wide semantic information. Consequently, these methods 
cannot provide accurate segmentation results for the difficult lesions. In addition, their performance depends 
heavily on correctly tuning a large number of parameters and effective pre-processing techniques such as 
hair removal and illumination correction, which limit their generalizability. 
 Current deep learning based methods mainly use fully convolutional networks (FCN) [29, 30]. The 
success of FCN is primarily attributed to their ability to leverage large datasets to derive a feature 
representation that combines low-level appearance information with high-level semantic information [30]. 
FCN can also be trained in an end-to-end manner for efficient inference, i.e., images are taken as inputs and 
the segmentation results are outputted directly. Yuan et al. [31] replaced the cross-entropy loss used in 
traditional FCN with a Jaccard distance loss for skin lesion segmentation. Yu et al. [32] used a 50-layer deep 
residual network, where the residual blocks proposed by He et al. [33] were used to increase the overall depth 
of the networks (number of layers) and enable segmentation based on more meaningful image features. In 
our prior work [34], we presented a multi-stage segmentation approach to address the segmentation 
challenges due to the variability in visual appearance within a skin lesion; multiple FCNs (16-layer VGGNet 
[35]) learned complementary visual features, with early-stage FCNs learned coarse appearance and 
localization information while late-stage FCNs learned the subtle characteristics of the skin lesion 
boundaries. Experimental results showed that our method achieved state-of-the-art segmentation results on 
two public datasets (2016 ISBI Skin Lesion Challenge dataset [36] and PH2 dataset [37]). These FCN-based 
methods, however, had inconsistent performance (segmentation results) across different types of skin lesions; 
they were usually overfitted to the dominant non-melanoma studies with a poorer performance on melanoma. 
In addition, the trained model was also sub-optimal for non-melanoma studies because the melanoma studies 
usually had fuzzy boundaries and inhomogeneous textures, which also influenced the learned features for 
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non-melanoma studies. Hence, these segmentation methods were sub-optimal for both non-melanoma and 
melanoma studies. 
 
B. Our Contribution 
We propose a new fully automated skin lesion segmentation method for dermoscopic images to overcome 
the limitations mentioned above. We refer to our method as deep class-specific learning with probability 
based step-wise integration (DCL-PSI). Our experiments show that our method improves on the state-of-the-
art FCN based segmentation methods and is specifically optimized for skin lesion segmentation. In contrast 
to the imbalanced segmentation results of FCN and its variants, our proposed method refines FCN 
segmentation across different classes (melanoma and non-melanoma) and then iteratively integrates the 
refined segmentation outputs based on the image classification results. Our method adds the following 
contributions to the state-of-the-art:  
 
• We propose a deep class-specific learning (DCL) approach for accurate dermoscopic image 
segmentation. We trained our ResNet [33] based FCN model independently across different known 
classes. Compared with traditional FCN based methods, which only use a single-class (group) and a 
shallow architecture (e.g., VGGNet [35]) for training, our method greatly improves the segmentation 
performance with high balanced segmentation results across melanoma and non-melanoma studies. 
• We propose a probability based step-wise integration (PSI) approach for segmentation refinement. Based 
on the image classification probability, we integrated the complementary segmentation results produced 
by different DCL models to iteratively maximize label agreement between neighboring pixels. 
Consequently, we ensured that the appearance of segmented skin lesion was spatially consistent and 
have better segmentation results of the skin lesion boundaries. 
• Compared with all the existing methods, our method is particularly effective for segmenting challenging 
melanoma studies, which usually have fuzzy boundaries and heterogeneous textures. 
 
The proposed method is also significantly different from our previous study [34]. In particular, (1) we 
introduce a deep classification architecture that guides the FCN-based segmentation process, which 
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influences the segmentation based upon whether the image is classified as a melanoma or non-melanoma 
study; (2) we use a deeper (101-layer vs 16-layer) neural network within our segmentation framework as a 
means of learning more meaningful features for the most complex skin lesion cases; and (3) we propose a 
novel PSI approach to iteratively integrate and refine segmentation results by maximizing the consistency 
between neighboring pixels. In addition, we also performed a more thorough evaluation, through experiments 
on a more challenging public image dataset (2017 ISBI Skin Lesion Challenge dataset). Our new method 
achieves better segmentation accuracy than our prior work, especially in the most complex cases for which 
there are relatively fewer training samples.  
II. METHODS  
A. Overview of the Proposed Method 
 
 
Figure 2. Flow diagram of our proposed deep class-specific learning with probability based step-wise 
integration (DCL-PSI) method. 
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The flow diagram of our proposed segmentation method is shown in Figure 2. During the training stage, 
training dermoscopic images together with annotations were used to train 3 class-specific residual based 
fully convolutional networks (ResFCN) one-by-one (N-Model, M-Model and O-Model). An additional 
residual based convolutional neural networks (ResCNN) was also trained for separating melanoma and 
non-melanoma dermoscopic images. During the testing stage, we applied deep class-specific learning 
(DCL) to the input dermoscopic image to obtain class-specific segmentation maps (𝒀𝑵, 𝒀𝑴, 𝒀𝑶) of the 
skin lesion. Then the input dermoscopic image was fed into the ResCNN to estimate a probability 𝜔, 
derived from the classification score corresponding to if the input dermoscopic image depicted melanoma 
or non-melanoma. Finally, this probability 𝜔 was used within the probability based step-wise integration 
to iteratively combine the segmentation results generated by different class-specific learning models (𝒀𝑵, 
𝒀𝑴, 𝒀𝑶) to produce the final segmentation results.  
 
B. Materials  
We used three well-established public benchmark datasets to train and test the effectiveness of our method. 
 
• The 2017 and 2016 ISBI Skin Lesion Challenge (denoted as ISBI 2017 [38] and ISBI 2016 [36]) datasets 
are a subset of the large International Skin Imaging Collaboration (ISIC) archive, which contains 
dermoscopic images acquired on a variety of different devices at numerous leading international clinical 
centers. The ISBI 2017 challenge dataset provides 2,000 training images (1,626 non-melanoma and 374 
melanoma) and a separate test dataset of 600 images (483 non-melanoma and 117 melanoma). Image 
size varies from 453×679 pixels to 4499×6748 pixels. The ISBI 2016 challenge dataset provides 900 
training images (727 non-melanoma and 173 melanoma) and a separate test dataset of 379 images (304 
non-melanoma and 75 melanoma). Image size varies from 566×679 pixels to 2848×4288 pixels. Detailed 
distribution of these two datasets are listed in Figure 3. 
• The PH2 public dataset [37] was collected by the Universidade do Porto, Técnico Lisboa, and the 
Dermatology service of Hospital Pedro Hispano in Matosinhos, Portugal. All 200 dermoscopic images 
(160 non-melanoma and 40 melanoma) were obtained under the same conditions using a Tuebinger Mole 
Analyzer system using a 20-fold magnification. Image size varies from 553×763 pixels to 577×769 
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pixels. 
 
All datasets provided ground truth segmentations based on manual delineations by clinical experts. 
 
Figure 3. Image size distribution of (a) ISBI 2017, (b) ISBI 2016 and (c) PH2 datasets, where the color bar 
indicates the number of images with a particular width and height combination. 
C. Deep Class-specific Learning via ResNet based Fully Convolutional Networks 
 
1) Fully Convolutional Networks  
The traditional FCN architecture was converted from convolutional neural networks (CNNs) for efficient 
dense inference [29] and contains downsampling and upsampling parts. The downsampling part has stacked 
convolutional layers to extract high-level semantic information and has been routinely used in CNNs for 
image classification tasks [39]. The upsampling part has stacked deconvolutional layers, which are 
transposed convolutional layers that upsample the feature maps derived from the downsampling part to output 
the score masks (segmentation maps) [40]. 
Convolutional layers are defined on a translation invariance basis and have shared weights across different 
spatial locations. The input and the output of convolutional layers are feature maps and are calculated by 
convolving convolutional kernels: 
 
𝒇 = 𝑾 ∗𝑠 𝑿 + 𝒃                      (1) 
where  𝑾  denotes the kernel,  ∗𝑠  represents convolution operation with stride 𝑠 , 𝑿  and 𝒃  are the input 
feature map and the bias, respectively. As a result, the resolution of the output feature map 𝒇 is downsampled 
by a factor of 𝑠. Convolutional layers are usually interleaved with max-pooling layers and ReLU layers. Max-
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pooling layers are form of non-linear downsampling. It partitions the input feature map into a set of non-
overlapping sliding windows and then calculates and outputs the maximum value of each sliding window 
[29]. Consequently, it allows to further improve translation invariance and representation capability [41]. 
ReLU layers were introduced to improve the non-linear properties of the network and is calculated based on 
the non-saturating activation function [42]. The ReLU layer allows efficient computation and minimizes the 
risk of having gradient exploding or vanishing problems [42, 43].   
 
2) Downsampling Part via ResNet  
Traditional FCN architecture is based on the VGGNet architecture [35] and its downsampling part usually 
has limited capacity to add additional layers. Experimental data has shown that beyond certain depths, adding 
extra layers results in higher training errors and therefore, it is challenging to optimize very deep networks 
with many layers [44]. Deep residual networks (ResNet) have overcome these limitations and achieved state-
of-the-art results in image classification and object detection [33] tasks. The ResNet architecture consists of 
a number of residual blocks with a skip connection (illustrated in Figure 4) that bypasses (shortcuts) a few 
convolutional (Conv), batch normalization (BN) and ReLU layers at a time. The ResNet architecture, 
therefore, is able to overcome the limit of the number of layers by adding shortcut connections that are 
aggregated with the output of the convolutional layers. ResNets can also be considered as an ensemble of 
many shallower networks [44], with different networks connected via these shortcuts, and thus allow optimal 
results by averaging the output of the different networks. To this end, a 101-layer ResNet consist of 33 
residual blocks was adopted in the downsampling part for robust visual feature learning and representations. 
 
 
Figure 4. A sample residual block used in our method. 
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3) Upsampling Part via RefineNet Module 
In the upsampling part, we adopted the RefineNet module [45] to upsample the feature maps and to produce 
a segmentation. Our design utilizes multiple RefineNet modules to refine high-level features by incorporating 
low-level features in an iterative manner. The RefineNet module (Figure 5) comprises multiple residual 
convolution units (RCU), a multi-resolution fusion (MRF) and a chained residual pooling (CRP) unit. The 
RCU is an adaptive convolution set that fine-tunes the pre-trained ResNet weights for skin lesion 
segmentation. The MRF unit fuses the multi-path input into a higher-resolution feature map. The CRP unit 
consists of multiple max-pooling (Pool) layers at different scales, which were fused iteratively. Therefore, 
the CRP unit allows the extraction and encoding of contextual information from different sized regions. 
 
Figure 5. Details of the RefineNet module and the building units. 
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4) Deep Class-specific Learning (DCL) 
 
Figure 6. Overview of the ResNet based FCN (ResFCN). 
 
After modifying the upsampling and downsampling parts, the overview of the ResNet based FCN 
(ResFCN) is shown in Figure 6 and can be defined as: 
𝒀 = 𝑼𝑺(𝑭𝑺(𝑰; 𝜽); 𝝋)                    (2) 
where 𝒀 is the output prediction, 𝑰 is the input image, 𝑭𝑺 represents the stacked residual blocks with a list 
of strides, and 𝑼𝑺 denotes the RefineNet modules that upsample the feature map by a list of strides 𝑺 and 
maps the output 𝒀 to have the same scale with the input 𝑰 (that is, the same height and width). The parameters 
𝜽 and 𝝋 are the learned weights for the downsampling and upsampling processes. 
For skin lesion segmentation, the ResFCN network can be trained end-to-end by minimizing the overall 
loss between the predicted skin lesions area and the ground truth annotation of the training data: 
 
𝑎𝑟𝑔min
𝜽,𝝋
∑ ℒ(𝒀, 𝓩|𝜽, 𝝋)                         (3) 
where ℒ measures the cross-entropy loss of the expert-provided annotation 𝓩 and the predicted results 𝒀. 
The ResFCN network parameters (𝜽 and 𝝋) can then be updated iteratively using the stochastic gradient 
descent (SGD) [46] algorithm. 
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To reduce the overfitting to non-melanoma (denoted as N) images while improving the learned features 
for melanoma images (denoted as M), we first trained one ResFCN model using non-melanoma and 
melanoma images for 100 epochs with a batch size of 1 at a learning rate of 0.0005 (denoted as the O-Model), 
ensuring that the O-Model converged (the loss no longer decreases) [47]. Then, we trained two other ResFCN 
models separately: one for melanoma (denoted as M-Model) and one for non-melanoma (denoted as N-
Model) images; both used the same training batch size and learning rate as the O-Model. Our architecture 
was implemented using the MatConvNet [48] library.  
There is a scarcity of medical images with annotations for use as training data, due to the cost and 
complexity of the acquisition procedures [47]. In contrast, there are many more data available in the field of 
general images [40, 49]. Existing research shows that the problem of insufficient training data can be 
alleviated by fine-tuning, where the lower layers of the fine-tuned network are more general filters (trained 
on general images) while those in the higher layers are more specific to the target problem [47, 50]. Therefore, 
we used the pre-trained 101-layer-ResNet (trained on ImageNet [49]) network for initialization. Since there 
is a small amount of images within each class (e.g., melanoma images) compared to the full dataset, we 
trained the M-Model and N-Model using the O-Model as the initialization. In addition, there is a marked 
variation in the size of dermoscopic image (Figure 3) so we pre-processed and resized (nearest-neighbor 
interpolation) all the training dermoscopic images to be at a maximum of 1,000 pixels in the longest axis 
while preserving the aspect ratios. We used data augmentation techniques, including random cropping and 
flipping , to improve robustness of training [50, 51]. On average, each model took around 48 hours to train 
on a 12GB Nvidia Maxwell Titan X GPU. 
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D. Probability based Step-wise Integration 
 
 
Figure 7. A sample of neighborhood pixels used in our probability based step-wise integration. 
 
We first used a step-wise refinement approach on the results produced by the DCL to further enhance the 
segmentation results, e.g., the contour of the lesions. We optimized individual DCL model produced 
segmentation maps by exploiting local similarity given by neighborhood pixels and global similarity given 
by different model produced results. More specifically, for each step, individual pixels of the segmentation 
map propagate according to their local and global agreement (the neighbors’ current states), and constrain 
the boundary of the segmentation map. Consequently, the spatially corresponding pixels of the segmentation 
maps have equal influence in determining the pixels’ segmentation value in the following step. The spatially 
corresponding pixels are defined as the neighborhood pixels of the one DCL result across all DCL models 
(see Figure 7). Therefore, the optimal results are achieved when the segmentation map converges into a stable 
state. We used the hierarchical evolving model proposed by Qin et al. [52] to achieve this, defined as: 
 
𝒀𝑔
(𝑖+1)
= 𝒀𝑔
(𝑖)
+ 𝛾 ∙ 𝑯𝑔
(𝑖)
     (4) 
where 𝑖  represents number of steps; 𝒀𝑔  represents output from the DCL (𝑔 ∈ 𝑇 = {𝑂, 𝑀, 𝑁}); 𝛾  is a 
constant value that balances the importance of the foreground (skin lesion) and background, and was 
empirically set to 0.05 to encourage the pixel to follow the neighborhood pixels. 𝑯𝑔
(𝑖)
 is defined as: 
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𝑯𝑔
(𝑖)
= ∑ (
∅𝑧
(𝑖)(𝑟, 𝑐) ⋯ ∅𝑧
(𝑖)(∙)
⋮ ⋱ ⋮
∅𝑧
(𝑖)(∙) ⋯ ∅𝑧
(𝑖)(∙)
)𝑇𝑧      (5) 
∅𝑧
(𝑖)(𝑟, 𝑐) = ∑ 𝑠𝑖𝑔𝑛(𝑝𝑧
(𝑖)(𝑟, 𝑐) − 𝜇𝑧)𝛿     (6) 
where (
⋯
⋮ ⋱ ⋮
⋯
) represents the segmentation map, 𝑝𝑧(𝑟, 𝑐) is the segmentation value (the probability 
that the pixel at location (𝑟, 𝑐)  in the 𝑧 -th segmentation map belongs to the skin lesion), 𝛿  is the 
corresponding neighborhood system and 𝑠𝑖𝑔𝑛(∙)  is a signum function. The parameter 𝜇𝑧  represents the 
adaptive threshold level (Otsu threshold level [53]) for the 𝑧-th segmentation map; it was computed from the 
initial segmentation map (𝑖 = 0) and does not change over time. The total number of steps 𝑖 was set to 3. 
After all the segmentation maps evolved into a stable state, we used a probability based integration 
approach to produce the final segmentation result. In general, the DCL results were complementary to each 
other; the deep trained M-model was intended to be responsible for the melanoma studies while the N-model 
was intended to be responsible for the rest of the studies. Therefore, we trained another ResNet based 
convolutional neural networks (ResCNN) architecture [33, 54] for melanoma classification purpose. We 
modified the last layer of 101-layer ResCNN to have 2 neurons to match with the non-melanoma and 
melanoma classes. All the training images were downscaled to 224 pixels (shorter axis and nearest-neighbor 
interpolation). During training, we fine-tuned the ResCNN model, pre-trained on ImageNet dataset for 150 
epochs using a linear schedule learning rate (the learning rate was updated for every 50 batches. For each 
update, the new learning rate will be calculated as 𝑏𝑎𝑠𝑒𝑙𝑟 × (1 −
𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑢
𝑡𝑜𝑡𝑎𝑙𝑢
), where 𝑏𝑎𝑠𝑒𝑙𝑟 = 0.01 is the base 
learning rate, 𝑡𝑜𝑡𝑎𝑙𝑢 = 6600 is the total number of updates and 𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑢 is the current updating number). 
The same data augmentation as mentioned above including random crops and flips were used to improve the 
robustness of the model. It took around 1 day to train on a 12GB Nvidia Maxwell Titan X GPU with a batch 
size of 45. During testing (segmentation of unseen data), the input dermoscopic image was fed into the 
ResCNN to estimate the probability that the skin lesion depicted was melanoma (𝜔𝑀) and the probability 
that the skin lesion depicted was non-melanoma (𝜔𝑁). These probabilities were derived from the outputs of 
the softmax layer of the ResCNN.  
The final integrated segmentation map 𝝆 after 𝑖 number of steps was calculated as: 
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𝝆 = 𝜔𝑁 ∙ 𝒀𝑵
(𝑖)
+ 𝜔𝑀 ∙ 𝒀𝑴
(𝑖)
+ 𝒀𝑶
(𝑖)
.     (7) 
 
E. Post-segmentation Refinement 
The final integrated segmentation map 𝝆 was normalized into the range [0,1] and converted into a binary 
segmentation result via thresholding at 0.5. We followed the process described by Celebi et al. [10, 11]: a 
morphological dilation process (disk size of 1) was used to smooth the boundary and fill holes while 
connected thresholding was used to remove isolated single pixels (regions that were 1 pixel in size). Finally, 
we resized the binary segmentation result to the size of the original image using nearest-neighbor 
interpolation. 
III. EXPERIMENTS AND RESULTS 
A. Experiment Setup 
We performed the following experiments on the three datasets: (a) comparison of the overall performance 
of our method with several baseline and state-of-the-art methods; and (b) analysis of the performance of each 
component in our proposed method. For experiments using the ISBI 2017 and ISBI 2016 datasets, we used 
the specified training and test dataset. For experiments on the PH2 dataset, we followed the protocol used by 
Yuan et al. [31]: training on the ISBI 2016 training dataset and tested on the PH2 dataset. 
The baseline skin lesion segmentation methods include: (1) SSLS [20, 21] – saliency based skin lesion 
segmentation; (2) MSCA [24] – multi-scale superpixel based cellular automata; (3) FCN [29] – fully 
convolutional networks (FCN-8s, at stride size 8). The state-of-the-art lesion segmentation methods were the 
top 5 results out of 21 teams for the ISBI 2017 challenge [38], the top 5 out of 28 teams for the ISBI 2016 
challenge [36], and the following specific algorithms: (1) DT [22] – skin lesion segmentation using Delaunay 
triangulation; (2) SCDRR [23] – sparse coding with dynamic rule-based refinement; (3) JCLMM [55] – skin 
lesion segmentation by joining circular-linear distributions with mixture models; (4) M-FCN [34] – 
dermoscopic image segmentation via multi-stage fully convolutional networks; and (5) J-FCN [31] – a 
Jaccard distance based fully convolutional network for skin lesion segmentation. 
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B. Evaluation Metrics 
The standard skin lesion segmentation evaluation metrics were used for comparison including: dice 
similarity coefficient (DSC), Jaccard index (Jac.), sensitivity (Sen.), specificity (Spec.) and accuracy (Acc.). 
They are defined as: 
 
𝐷𝑆𝐶 =
2|𝐺𝑇∩𝐴𝑃|
|𝐺𝑇|+|𝐴𝑃|
  (8) 
𝐽𝑎𝑐. =
|𝐺𝑇∩𝐴𝑃|
|𝐺𝑇∪𝐴𝑃|
   (9) 
𝑆𝑒𝑛. =
|𝑇𝑃|
|𝑇𝑃|+|𝐹𝑁|
    (10) 
𝑆𝑝𝑒𝑐. =
|𝑇𝑁|
|𝑇𝑁|+|𝐹𝑃|
    (11) 
𝐴𝑐𝑐. =
|𝑇𝑃|+|𝑇𝑁|
|𝑇𝑃|+|𝑇𝑁|+|𝐹𝑃|+|𝐹𝑁|
    (12) 
 
where 𝐴𝑃 is the algorithm predicted segmentation result, 𝐺𝑇 denotes the ground truth, 𝑇𝑃 is the true positive 
pixels (skin lesions), 𝑇𝑁 is the true negative pixels (background), 𝐹𝑁 is the false negative pixels and 𝐹𝑃 is 
the false positive pixels. In addition, we calculated the precision-recall (PR) curves for additional 
comparisons, which have been widely used for object detection and segmentation problems on general 
images [56]. 
 
C. Results on ISBI 2017 Dataset  
Figure 8 and Table 1 to Table 3 show that our DCL-PSI method achieved the best overall performance 
across all the measurement and improved upon the existing methods with a large margin for both non-
melanoma and melanoma studies (>1% increase in Jaccard measure) when compared with the best 
performing techniques in the ISBI 2017 skin lesion challenge. 
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Table 1. Comparison of segmentation results on the ISBI 2017 dataset for all studies, where * represents 
the best results. 
ISBI 2017 – Overall DSC Jac. Sen. Spec. Acc. 
Team - Mt.Sinai 84.90 76.50 82.50 97.50 93.40 
Team - NLP LOGIX 84.70 76.20 82.00 97.80 93.20 
Team - BMIT (Our Previous) 84.40 76.00 80.20 98.50 93.40 
Team - BMIT (Our Previous) 84.20 75.80 80.10 98.40 93.40 
Team - RECOD Titans 83.90 75.40 81.70 97.00 93.10 
MSCA 58.71 47.93 54.59 92.65 83.12 
SSLS 57.49 44.77 46.29 99.40* 83.92 
FCN 81.64 73.12 83.57 95.96 92.86 
Our (DCL-PSI) 85.66* 77.73* 86.20* 96.71 94.08* 
 
Table 2. Comparison of segmentation results on the ISBI 2017 dataset for non-melanoma studies. 
ISBI 2017 – Non-melanoma DSC Jac. Sen. Spec. Acc. 
Team - Mt.Sinai 85.81 77.78 83.85 97.69 94.18 
Team - NLP LOGIX 86.07 78.02 83.99 97.93 94.23 
Team - BMIT (Our Previous) 85.50 77.60 81.85 98.57 94.34 
Team - BMIT (Our Previous) 85.38 77.45 81.81 98.54 94.31 
Team - RECOD Titans 85.11 77.00 83.46 97.04 94.02 
MSCA 60.46 49.74 57.09 92.26 84.19 
SSLS 59.17 46.54 48.17 99.37* 85.42 
FCN 82.01 73.74 84.30 96.30 93.55 
Our (DCL-PSI) 86.63* 79.07* 87.54* 97.35 95.05* 
 
Table 3. Comparison of segmentation results on the ISBI 2017 dataset for melanoma studies. 
ISBI 2017 – Melanoma DSC Jac. Sen. Spec. Acc. 
Team - Mt.Sinai 81.04 71.20 76.99 96.88 89.96 
Team - NLP LOGIX 79.07 68.82 73.75 97.52 89.03 
Team - BMIT (Our Previous) 79.62 69.28 73.40 97.99 89.64 
Team - BMIT (Our Previous) 79.48 69.06 73.26 97.97 89.56 
RECOD Titans 79.08 68.78 74.35 96.66 89.37 
MSCA 51.49 40.46 44.27 94.27 78.70 
SSLS 50.55 37.43 38.52 99.52* 77.73 
FCN 80.10 70.55 80.56 94.54 90.02 
Our (DCL-PSI) 81.65* 72.18* 80.67* 94.07 90.08* 
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Figure 8. PR curves of different methods on ISBI 2017 Skin Lesion Challenge dataset, where (i, ii, iii) 
represent overall, non-melanoma and melanoma studies, respectively. 
 
D. Results on ISBI 2016 Dataset  
Table 4 to Table 6 and Figure 9 show that our DCL-PSI method outperformed all of the current methods 
on the ISBI 2016 dataset. When compared with the recently published works MFCN and J-FCN, our method 
achieved a better performance with an increase of ~1.2% in Jaccard measure (Table 4),  
 
Table 4. Comparison of segmentation results on the ISBI 2016 dataset for all studies. 
ISBI 2016 – Overall DSC Jac. Sen. Spec. Acc. 
Team - ExB  91.00 84.30 91.00 96.50 95.30 
Team - CUMED  89.70 82.90 91.10 95.70 94.90 
Team - Rahman  89.50 82.22 88.00 96.90 95.20 
Team - SFU  88.50 81.11 91.50 95.50 94.40 
Team - TMU  88.80 81.10 83.20 98.70* 94.60 
MSCA  75.88 66.19 78.30 91.31 85.68 
SSLS  69.97  57.20 70.04 97.31 84.67 
FCN 88.64 81.37 91.70 94.90 94.13 
MFCN 91.18 84.64 92.17 96.54 95.51 
J-FCN 91.20 84.70 91.80 96.60 95.50 
Our (DCL-PSI) 91.77* 85.92* 93.11* 96.05 95.78* 
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Table 5. Comparison of segmentation results on the ISBI 2016 dataset for non-melanoma studies. 
ISBI 2016 – Non-
melanoma 
DSC Jac. Sen. Spec. Acc. 
Team - ExB 91.18 84.64 91.12 97.22 95.78 
Team - CUMED 89.68 82.95 90.82 96.55 95.30 
Team - Rahman 89.44 82.04 87.84 97.51 95.70 
Team - SFU 88.32 80.88 91.55 95.82 94.93 
Team - TMU 88.58 80.73 82.89 99.04* 94.87 
MSCA 75.11 65.57 78.59 91.14 85.84 
SSLS 70.81 58.34 72.87 97.15 86.15 
FCN 88.66 81.38 91.17 95.87 94.55 
MFCN 90.97 84.34 91.63 97.20 95.71 
Our (DCL-PSI) 91.78* 85.60* 92.95* 96.79 96.15* 
 
Table 6. Comparison of segmentation results on the ISBI 2016 dataset for melanoma studies. 
ISBI 2016 – Melanoma DSC Jac. Sen. Spec. Acc. 
Team - ExB 90.11 82.94 90.57 93.84 93.23 
Team - CUMED 89.98 82.90 92.47 92.34 93.21 
Team - Rahman 89.93 82.65 88.72 94.44 93.22 
Team - SFU 89.44 81.88 91.16 94.13 92.19 
Team - TMU 89.68 82.31 84.62 97.48 93.43 
MSCA 79.00 68.68 77.12 92.01 85.02 
SSLS 66.55 52.59 58.58 97.94* 78.67 
FCN 88.56 81.33 93.83 90.98 92.39 
MFCN 92.03* 85.84* 94.34* 93.89 94.70* 
Our (DCL-PSI) 91.72 85.62 93.77 93.05 94.29 
 
 
Figure 9. PR curves of different methods on ISBI 2016 Skin Lesion Challenge dataset. 
E. Results on PH2 Dataset  
Table 7 to Table 9 and Figure 10 show that our method achieved leading performance for both non-melanoma 
and melanoma studies on PH2 dataset. It also greatly improved over recently published methods with a large 
margin (Table 7): ~10% in Jaccard measure compared with SCDRR, an increase of ~5.64% in Accuracy 
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measure compared with DT, and an increase of ~9.3% in DSC compared with JCLMM. 
 
Table 7. Comparison of segmentation results on the PH2 dataset for all studies. 
PH2 – Overall  DSC Jac. Sen. Spec. Acc. 
SCDRR 86.00 76.00 - - - 
DT - - 80.24 97.22 89.66 
JCLMM 82.85 - - - - 
MSCA 81.57 72.33 79.87 95.57 88.75 
SSLS 78.38 68.16 75.32 98.18* 84.85 
FCN 89.38 82.15 93.14 93.00 93.48 
MFCN 90.66 83.99 94.89 93.98 94.24 
J-FCN 91.50 - - - - 
Our (DCL-PSI) 92.10* 85.90* 96.23* 94.52 95.30* 
 
Table 8. Comparison of segmentation results on the PH2 dataset for non-melanoma studies. 
PH2 – Non-melanoma DSC Jac. Sen. Spec. Acc. 
DT - - 86.79 97.47 93.74 
MSCA 85.52 76.88 85.78 96.33 93.86 
SSLS 84.72 75.52 83.96 98.05* 91.77 
FCN 89.27 82.01 94.83 94.22 94.79 
MFCN 90.77 84.15 95.64 95.12 95.61 
Our (DCL-PSI) 92.26* 86.05* 97.11* 95.85 96.61* 
 
Table 9. Comparison of segmentation results on the PH2 dataset for melanoma studies. 
PH2 – Melanoma DSC Jac. Sen. Spec. Acc. 
DT - - 54.04 95.97 66.15 
MSCA 65.77 54.13 56.25 92.49 68.31 
SSLS 53.00 38.73 40.74 98.67* 57.16 
FCN 89.81 82.72 91.39 88.16 88.25 
MFCN 90.25 83.35 91.88 89.42 88.78 
Our (DCL-PSI) 91.44* 85.33* 92.70* 89.19 90.05* 
 
 
Figure 10. PR curves of different methods on PH2 dataset. 
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F. Component Analysis 
Figure 11 shows the PR curves of our method and its individual components. We also adopted our method 
with the traditional FCN for further comparison. It shows that the deep class-specific learning improved the 
segmentation performance for each specific class: the N-Model performed better for non-melanoma studies 
while M-Model performed better for melanoma studies and that the probability based step-wise integration 
approach improved upon the results produced by any of the individual models. 
 
 
 
 
Figure 11. PR curves of our method at different stages on ISBI 2017 dataset. Top row shows the results 
when using traditional FCN architecture while bottom row shows the results when using the proposed 
ResFCN architecture. 
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IV. DISCUSSIONS 
Our findings show that our DCL-PSI method achieved higher accuracy than all other methods on three 
well-established public datasets and we attribute this to DCL being able to learn important visual features of 
skin lesions and the PSI to fuse the segmentation results and further refine the segmentation. 
 
 
Figure 12. Segmentation results from four examples: (a) input images; (b) ground truth (GT); (c) 
segmentation obtained from our DCL-PSI method; and (d) segmentations obtained by MSCA, SSLS, FCN 
and MFCN, respectively, from top to bottom. 
 
The traditional methods we investigated – MSCA, SSLS, DT, SCDRR and JCLMM – had difficulty 
separating the skin lesions from color band artifacts and performed poorly on the challenging heterogeneous 
skin lesions (see example in Figure 12) because they were not able to identify the image-wide pixel variations 
and texture differences between artifacts and skin lesions. This resulted in ~20% (Table 1, Table 4, Table 7) 
lower values in the Jaccard measure when compared with our DCL-PSI method. These methods are also 
heavily reliant on tuning a large number of parameters and selecting appropriate pre-processing procedures 
and so have difficulty in adapting for different datasets. 
The improvement of the FCN based methods – FCN, J-FCN and MFCN – over the traditional methods are 
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due to the FCN being able to combine deep semantic information (upper layers) and shallow appearance 
information (lower layers) in a hierarchical manner that enables them to encode image-wide location 
information and semantic characteristics. Table 4 compares our method with both J-FCN and MFCN on the 
ISBI 2016 dataset. Table 4 also illustrates that our method had better sensitivity when compared to J-FCN 
and MFCN and we attribute this to their use of the VGGNet architecture, which limits their ability to add 
convolutional layers to learn deeper features for detection. 
The next closest results to our method on ISBI 2017 dataset (Table 1) were the methods proposed by 
Mt.Sinai [57], NLP LOGIX [58] and our previous BMIT [59] method. Mt.Sinai used a 29-layer FCN 
architecture with color based data augmentation, NLP LOGIX used a U-Net [60] architecture, and our 
previous BMIT trained the ResFCN with an additional 8,000 (10,000 in total) dermoscopic images. We 
explain the inferior performance of these methods because they were trained and inferred in a single class 
(group, both melanoma and non-melanoma) and so had imbalanced segmentations for non-melanoma and 
melanoma studies. In contrast, our method enables to learn deeper class-specific visual features and infer 
according to the relevance of the dermoscopic image to the DCL models. Hence, our method retained good 
performances for both non-melanoma studies and challenging melanoma studies. For instance, our method 
was 1.29% higher than Mt.Sinai in Jaccard measure for non-melanoma studies (Table 2) and our method was 
3.36% higher than NLP LOGIX and 2.90% higher than BMIT in Jaccard measure for melanoma studies 
(Table 3). 
Our analysis of the individual components on both using traditional FCN and ResFCN architecture showed 
that the N-Model performed better for non-melanoma studies while the M-Model performed better for 
melanoma studies and that the proposed DCL-PSI method performed better than their individual models 
(Figure 11). The improvement over O-Model indicates the benefits in using probability based step-wise 
integration approach to iteratively constrain the boundary definitions of the skin lesions. The relatively small 
improvement of our M-Model, we suggest, was due to the small training dataset of melanoma studies, which 
limited our method’s ability to learn subtler variations. 
V. CONCLUSIONS 
In this paper, we proposed a method to automatically segment skin lesions in dermoscopic images. Our 
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method introduced a deep class-specific learning to quantify the subtle visual characteristics of different types 
of skin lesions and a probability-based step-wise integration of the derived class-specific segmentation maps 
to ensure visual consistency of the segmented regions. By learning and inferring important visual 
characteristics of the skin lesions with a deep ResNet based classifier, we were able to achieve accurate 
segmentation results across both non-melanoma and melanoma studies. In particular, we observed that our 
method’s ability to extract and integrate complementary class-specific information, in an iterative manner, 
ensured visual consistency in the segmented region boundaries for skin lesions that are challenging to 
segment, such as those with fuzzy boundaries and/or low contrast to the background. Our benchmark 
experiments against 18 state-of-art methods on three well-established public datasets (ISBI 2017, ISBI 2016 
Skin Lesion Challenge datasets and PH2 dataset) showed that our method is consistently more accurate than 
existing methods across different datasets.  
Based on the superior performance of the proposed method, we plan to explore the adaptions of our method 
to different applications, including automatic skin lesion monitoring and tracking over multiple image 
sequences. We will also extend our method to support different medical imaging datasets which have similar 
imbalanced distribution problem such as in pathology affected lung segmentation in CT (computed 
tomography) images. 
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