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Abstract
Due to the nature of scientific data sets, the generation of convenient
visualizations may be a difficult task, but crucial to correctly convey the rel-
evant information of the data. When working with complex volume models,
such as the anatomical ones, it is important to provide accurate representa-
tions, since a misinterpretation can lead to serious mistakes while diagnosing
a disease or planning surgery. In these cases, enhancing the perception of
the features of interest usually helps to properly understand the data.
Throughout years, researchers have focused on different methods to im-
prove the visualization of volume data sets. For instance, the definition of
good transfer functions is a key issue in Volume Visualization, since trans-
fer functions determine how materials are classified. Other approaches are
based on simulating realistic illumination models to enhance the spatial per-
ception, or using illustrative effects to provide the level of abstraction needed
to correctly interpret the data.
This thesis contributes with new approaches to enhance the visual and
spatial perception in Volume Visualization. Thanks to the new computing
capabilities of modern graphics hardware, the proposed algorithms are ca-
pable of modifying the illumination model and simulating illustrative motifs
in real time.
In order to enhance local details, which are useful to better perceive the
shape and the surfaces of the volume, our first contribution is an algorithm
that employs a common sharpening operator to modify the lighting applied.
As a result, the overall contrast of the visualization is enhanced by bright-
ening the salient features and darkening the deeper regions of the volume
model.
The enhancement of depth perception in Direct Volume Rendering is also
covered in the thesis. To do this, we propose two algorithms to simulate am-
bient occlusion: a screen-space technique based on using depth information
to estimate the amount of light occluded, and a view-independent method
that uses the density values of the data set to estimate the occlusion. Ad-
ditionally, depth perception is also enhanced by adding halos around the
structures of interest.
Maximum Intensity Projection images provide a good understanding of
the high intensity features of the data, but lack any contextual information.
In order to enhance the depth perception in such a case, we present a novel
technique based on changing how intensity is accumulated. Furthermore,
the perception of the spatial arrangement of the displayed structures is also
enhanced by adding certain colour cues.
The last contribution is a new manipulation tool designed for adding
contextual information when cutting the volume. Based on traditional il-
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lustrative effects, this method allows the user to directly extrude structures
from the cross-section of the cut. As a result, the clipped structures are dis-
played at different heights, preserving the information needed to correctly
perceive them.
Resumen
Debido a la naturaleza de los datos cient́ıficos, visualizarlos correcta-
mente puede ser una tarea complicada, pero crucial para interpretarlos de
forma adecada. Cuando se trabaja con modelos de volumen complejos, como
es el caso de los modelos anatómicos, es importante generar imágenes pre-
cisas, ya que una mala interpretación de las mismas puede producir errores
graves en el diagnóstico de enfermedades o en la planificación de operaciones
quirúrgicas. En estos casos, mejorar la percepción de las zonas de interés,
facilita la comprensión de la información inherente a los datos.
Durante décadas, los investigadores se han centrado en el desarrollo de
técnicas para mejorar la visualización de datos volumétricos. Por ejemplo,
los métodos que permiten definir buenas funciones de transferéncia son clave,
ya que éstas determinan cómo se clasifican los materiales. Otros ejemplos
son las técnicas que simulan modelos de iluminación realista, que permiten
percibir mejor la distribución espacial de los elementos del volumen, o bien
los que imitan efectos ilustrativos, que proporcionan el nivel de abstracción
necesario para interpretar correctamente los datos.
El trabajo presentado en esta tesis se centra en mejorar la percepción
de los elementos del volumen, ya sea modificando el modelo de iluminación
aplicado en la visualización, o simulando efectos ilustrativos. Aprovechando
la capacidad de cálculo de los nuevos procesadores gráficos, se describen un
conjunto de algoritmos que permiten obtener los resultados en tiempo real.
Para mejorar la percepción de detalles locales, proponemos modificar el
modelo de iluminación utilizando una conocida herramienta de procesado de
imágenes (unsharp masking). Iluminando aquellos detalles que sobresalen
de las superf́ıcies y oscureciendo las zonas profundas, se mejora el contraste
local de la imagen, con lo que se consigue realzar los detalles de superf́ıcie.
También se presentan diferentes técnicas para mejorar la percepción de la
profundidad en Direct Volume Rendering. Concretamente, se propone mod-
ificar la iluminación teniendo en cuenta la oclusión ambiente de dos maneras
diferentes: la primera utiliza los valores de profundidad en espacio imagen
para calcular el factor de oclusión del entorno de cada ṕıxel, mientras que
la segunda utiliza los valores de densidad del volumen para aproximar dicha
oclusión en cada vóxel. Además de estas dos técnicas, también se propone
mejorar la percepción espacial y de la profundidad de ciertas estructuras
mediante la generación de halos.
La técnica conocida como Maximum Intensity Projection (MIP) permite
visualizar los elementos de mayor intensidad del volumen, pero no aporta
ningún tipo de información contextual. Para mejorar la percepción de la
profundidad, proponemos una nueva técnica basada en cambiar la forma en
la que se acumula la intensidad en MIP. También se describe un esquema
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de color para mejorar la percepción espacial de los elementos visualizados.
La última contribución de la tesis es una herramienta de manipulación
directa de los datos, que permite preservar la información contextual cuando
se realizan cortes en el modelo de volumen. Basada en técnicas ilustrativas
tradicionales, esta técnica permite al usuario estirar las estructuras visibles
en las secciones de los cortes. Como resultado, las estructuras de interés se
visualizan a diferentes alturas sobre la sección, lo que permite al observador
percibirlas correctamente.
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Graphical representations have been used for centuries to provide knowl-
edge of real world phenomena. From the days of Leonardo Da Vinci and his
anatomical illustrations to the present computer generated visualizations,
the process of creating such graphical depictions has radically changed, but
its main goal has been preserved: providing means for a better understand-
ing of real evidences. The way to obtain the data to be displayed has also
evolved over the years. In the old days, the main source of information was
the simple observation of visible occurrences. Nowadays, thanks to scientific
and technological advances, natural phenomena can be simulated or acquired
by sophisticated devices, which also provide information of invisible elements
to the human eye, like microscopic particles or thermal information.
Due to the increasing complexity and the large amounts of data provided
by current acquisition devices, new approaches are in constant development
to effectively visualize the information from such data sets. In fact, thanks
to the accuracy of the collected information, Scientific Visualization has
evolved, not just to present graphical results, but also to validate hypotheses
from the generated images. A clear example of the benefits provided by
current approaches is Medical Visualization, which plays an important role in
the diagnosis of diseases, treatment planning, and to provide intraoperative
support in surgery.
Despite the diversity of information that can be acquired with scanners
and other devices, there are a wide range of scientific and technological
fields where the data has a volumetric nature. For instance, the informa-
tion collected to study the air flow around objects in aerodynamics or the
meteorological data to generate climate visualizations. Due to the high
complexity that volumetric data may present, the generation of convenient
visualizations can be a difficult task, but crucial to correctly understand
the phenomenon being analyzed. This is especially true when working with
anatomical data sets, where a misinterpretation of the data or a lack of accu-
racy can lead to serious mistakes while diagnosing or planning surgery. The
subfield of Computer Graphics responsible for generating such good views
is called Volume Visualization.
1
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Among the topics of research in the visualization field, most of them
focus on improving the perception of certain features or revealing occluded
structures that are worth displaying. For instance, the overall appearance
of the resulting visualization is mainly due to the transfer function applied,
since it is responsible for assigning optical properties to data samples. For
this reason, the research on the definition of good transfer functions is crit-
ical, because they allow us to distinguish between different materials, and
determine how these materials are shown to the viewer.
Other topics of research are based on simulating a realistic shading model
in order to clarify ambiguous visualizations. For example, the addition of
lighting effects such as shadows or the amount of ambient light occluded by
the elements being visualized, have proven their effectiveness in enhancing
the depth perception and provide good clues for a better understanding of
the spatial information.
A different way to enhance the perception of the features of interest
is by simulating the effects applied by traditional artists in technical and
anatomical illustrations. Thus, there are different illustrative motifs that
can be simulated, such as cutaways and ghosted views to explore the internal
parts of a volume, or the generation of halos around different structures in
order to emphasize them. The branch of volume visualization in charge of
simulating such effects is called Illustrative Visualization, and it is usually
used when a certain level of abstraction is needed to understand complex
volumetric data sets.
1.1 Motivation
Nowadays, thanks to the computing capabilities of modern equipment, bet-
ter solutions and more complex approaches can be proposed to answer the
open questions of a wide range of scientific and technological fields, not
just by processing large amounts of measured data, but also by simulating
the behaviour of the real phenomena to be analyzed. Among these fields,
Computer Graphics has been drastically improved due to the design and
development of graphics processing units (GPUs), which have relieved cen-
tral processing units (CPUs) of an important part of the graphics related
computations, speeding up the whole visualization process.
Taking the computing capabilities of modern GPUs into account, the
main goal of this thesis is to propose, design and develop new approaches,
in order to enhance the visualization of volumetric data sets by providing
comprehensible visualizations of the data in real time. Concretely, through-
out the development of the thesis, our research has been focused on improv-
ing the perception of different features in two ways: by simulating realistic
shading effects and by adding traditional illustrative motifs.
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1.2 Addressed problems and contributions
The work presented in this thesis focuses on addressing the following issues
in the volume visualization field:
• The enhancement of local features. A well-known approach to
visualize volmetric data is Direct Volume Rendering (DVR), which is
based on the definition of transfer functions that assign optical prop-
erties to data values. Using these optical properties, mainly a color
and an opacity for each value, the visualization algorithm is capable
of generating images from volumetric data sets. Due to the fact that
the definition process is focused on providing good views of certain
structures of interest, small features may be difficult to distinguish.
Based on volumetric unsharp masking [105] and a multi-scale volume
hierarchy of the original data set, one of the contributions presented in
this thesis is a new approach to enhance the perception of such small
details in real time [26].
• The enhancement of depth perception in Direct Volume Ren-
dering. Due to the complexity of volumetric information, understand-
ing the spatial arrangement of some structures may present a certain
difficulty. In order to enhance the perception of these structures, direct
volume rendering images can be improved by adding additional depth
cues. For instance, the simulation of shadows or other realistic shading
effects and the application of illustrative motifs, have proven their ef-
fectiveness for enhancing the depth perception of volume models. This
thesis presents two new data structures based on summed area tables
[24] to improve the depth perception in two different ways: by modi-
fying the shading estimating the ambient occlusion and by generating
coloured halos around the structures of interest. Concretely, we pro-
pose the use of 2D summed area tables to simulate the aforementioned
effects in image space [30], and also the computation of the ambient
occlusion information in a volumetric basis by using 3D summed area
tables [29].
• The enhancement of depth perception and the spatial con-
text in Maximum Intensity Projection(MIP). Maximum Inten-
sity Projection is another visualization approach but in this case, tai-
lored to display the maximum intensity values of volumetric data sets.
As a result, MIP images are similar to X-rays and they are often used
by radiologists. Unfortunately, MIP images lack depth cues and spa-
tial information, so radiologists normally have to contrast MIP results
with DVR images, in order to identify the real location of the high
density values. Another contribution of this thesis is a new approach
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to enhance MIP visualizations with no need to compare with addi-
tional images, but just by adding some depth and spatial cues in a
similar way to DVR [28].
• The generation of context-preserving cross-sections of volume
models. Clipping the volume for inspecting the inner structures is a
widely-used operation in volume visualization. However, this method
may remove some contextual information that is worth preserving.
One important issue of clipping techniques is that structures are re-
moved by the clipping geometry and thus, the loss of context may
make them difficult to identify. Inspired by traditional illustration ef-
fects, this thesis describes a new approach that visualizes the clipped
structures at different heights from the cross-section of the clipped
region [27]. Thus, the information needed to correctly perceive the
shape, position and orientation of these structures is preserved.
1.3 About this document
The remainder of this document is organized as follows: the next chapter re-
views some basic knowledge in the volume visualization field. Expert readers
may freely skip this chapter since only introductory concepts are presented
in it. Chapter 3 reviews the related work on the different topics of research
covered in the thesis, mainly the issues stated in the previous section. The
next four chapters describe the main features and contributions of the pro-
posed approaches. Thus, the feature enhancement technique is described in
Chapter 4, while the two different methods to enhance depth perception in
DVR are presented in Chapter 5. After that, the technique to enhance the
depth and spatial perception in MIP is described in Chapter 6. The last
contribution of the thesis, the method to enhance the visualization of clipped
structures, is explained in detail in Chapter 7. Finally, the conclusions of
the thesis are presented in Chapter 8.
2
Preliminaries
Visualization in Computer Graphics is a broad field that is difficult to define.
However, there are certain ideas that always arise when thinking about what
Visualization is. For instance, the communication of visual information, the
creation of visual representations to amplify cognition, etc. Depending on
the data to be visualized, it is generally accepted that it can be divided into
two main fields: Information Visualization and Scientific Visualization. The
former is responsible for providing images from abstract data without a spe-
cific spatial representation, such as textual and economical information or
the distribution of information on the Internet. The latter provides visual
representations of scientific data with an n-dimensional nature, such as med-
ical, geographical or meteorological information. The work presented in this
thesis belongs to the scientific visualization field and the goal of this chapter
is intended to provide a brief overview of the process to transform volumetric
data into such graphical depictions.
2.1 The visualization pipeline
The visualization process to generate the final image (see Figure 2.1), usually
includes the following stages, as stated by Haber and McNabb in [35]:
• Acquisition: input data can be simulated or measured with acquisi-
tion devices, such as Computer Tomography (CT) or Magnetic Res-
onance Imaging (MRI). The result is a set of discrete sample points
distributed in three-dimensional space, where each sample can con-
tain different information. For instance, CT provides a single density
value of the measured material, whereas time-varying data stores more
than one value for each sample position. The most used representation
for such volumetric datasets is a regular grid in the three-dimensional
space, where each discrete sample is represented by a single volume
element called voxel.
• Filtering: due to the technical limitations of current acquisition de-
vices and external conditions related to the acquisition process, raw
5
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Figure 2.1: The general visualization pipeline. After the acquisition or
simulation of the input data, a filtering stage is often needed to reduce
noise artifacts. Then, the resulting data is mapped to some entities
which can be directly visualized by the rendering stage, producing the
output image of the visualization process.
data often need to be filtered in order to improve the quality of the re-
sulting visualization. For example, smoothing filters can reduce noise
artifacts produced by motion and breathing when scanning human
beings.
• Visualization mapping: data processed in the previous stage can-
not be directly visualized. Therefore, data values need to be mapped
to certain entities and attributes which have a visual representation.
They include geometric primitives, like points and lines, or optical
properties like colors, transparency or surface textures. The result of
this stage is a visual abstraction of the data which can be transformed
into an image.
• Rendering: the last stage of the visualization pipeline is in charge
of generating the final image from the visual abstraction of the data,
given a certain viewpoint. To this end, typical rendering operations
are performed, such as viewing transformations, occlusion removal,
primitives rasterization, shading computation, etc.
The work presented in this thesis is mainly focused on the visualization
mapping and rendering stages, since the different proposed approaches either
assign optical properties to the data or modify the shading computations
to better perceive certain features of the volume. Data used to test the
proposed methods were provided from Computer Tomography (CT) and
Magnetic Resonance Images (MRI) and, as a consequence, input data were
stored as single density values along a set of regularly spaced samples within
a volumetric region. These data sets will be referred in the rest of the thesis
as volume models or volumetric data sets.
7 2.2. The transfer function
Figure 2.2: Visualization of an engine model given a user-defined 1D
transfer function. In this case, black color and low opacity has been
assigned to density values representing the outer surface, while inner
structures are opaque and red. Note that X and Y axes of the transfer
function editor codify density values and opacities respectively.
2.2 The transfer function
As we have seen in the previous section, the main goal of the visualiza-
tion mapping is to transform the sampled data into different entities that
could be visually represented. In order to correctly extract the information
of the input data, the mapping process can not be performed arbitrarily,
since it is required to assign similar graphical attributes to data values with
similar properties. As a consequence, the visualization mapping involves a
classification of the data.
In volume visualization, the mapping between data values and optical
properties is provided by the so-called transfer functions. The most basic
ones, also known as 1D transfer functions, are based on assigning colors
and opacities to different ranges of the domain of the input data, in order
to distinguish between the materials contained in the volumetric dataset
(see Figure 2.2). In this way, transfer functions provide a classification of
data values. More accurate classifications can be obtained by taking into
account not just single data values when defining the transfer function, but
also additional properties extracted from the input data such as the gradient
magnitude [50].
The volumetric data set codifies a continuous space into discrete sam-
ple points within the 3D space, so the interpolation of new sample val-
ues is needed to reconstruct and visualize the volume. The mapping pro-
vided by the transfer function can be applied as a pre-classification or post-
classification process. Pre-classification mapping assigns the optical proper-
ties defined by the transfer function to the discrete sample points, and then,
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interpolates these properties to obtain the ones belonging to the points be-
tween samples. On the contrary, post-classification mapping applies the
transfer function after the interpolation of data values, which leads to dif-
ferent results. The pre-classification process does not reproduce high fre-
quencies, which generate noticeable artifacts in the final image. On the
contrary, post-classification reproduces high frequencies obtaining better re-
sults. The main difference between both processes is when the mapping is
performed and, as a consequence, in which stage of the visualization pipeline
the transfer function is applied: whereas pre-classification belongs to the vi-
sualization mapping stage, post-classification is performed in the rendering
stage.
2.3 Volume segmentation
Volume segmentation is the process of adding semantic information to the
data set by labelling each voxel as belonging to a certain structure. When
working with segmented volumes, transfer functions can be used to assign
different optical properties to the segmented structures, in order to distin-
guish them in the resulting image.
Although a segmentation process may be a complex and time-consuming
task, it usually provides more accurate results than the classification derived
from transfer functions. For instance, in an anatomical data set of the
hand, the phalanges present similar density values, and it would be difficult
to separate them just by using transfer functions. This is due to the fact
that segmenting a volume does not depend only on data values, but also on
some other information related with the shape of the structures. For this
reason and in order to obtain accurate results, the segmentation process
often requires the participation of a specialist with a good knowledge of the
elements contained in the volume.
There is a wide range of methods to segment volumetric data sets, such
the image-based approaches described in [43] or the model-based algorithms
presented in [39]. Although the segmentation topic is out of the scope of
this thesis, Chapter 7 describes a new visualization technique that presents
an on-the-fly segmentation process based on the region-growing algorithm
[90]. This segmentation approach consists on placing different seed points
within the volume and iteratively adding their neighbouring voxels until a
certain finishing condition is fulfilled. This condition, which is normally a
user-defined threshold for density values, determines which range of densities
must be considered as belonging to the same structure as the seed points.
In order to deal with the segmentation information, we use a second volume
model with the same resolution as the original data set, which stores, for
each voxel, the identifier of the structure it belongs to.
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2.4 Rendering methods
The last stage of the visualization pipeline is responsible for generating the
final image of the input data. In order to do this, the previous stage provides
a visual abstraction that can be displayed on screen. The different meth-
ods employed for rendering volume models can be classified in the following
categories: Indirect Volume Rendering, which often require a polygonal rep-
resentation of the data, and Direct Volume Rendering, that generates the
final image by estimating the light propagation within the volume.
2.4.1 Indirect volume rendering
The two most popular approaches that can be considered as indirect meth-
ods to visualize volumetric datasets are the plane-oriented and the surface-
oriented techniques.
The plane-oriented visualization approach, widely used in the medical
field and known as cine mode, is based on displaying single slices of the
volume to examine them subsequently. These slices may be aligned with
the three principal axes of the volume (X,Y,Z), providing saggital, coronal
and axial views. Unfortunately, since the structures of interest might not be
aligned with these axes, other orientations can be chosen to better perceive
certain structures. In these cases, the resulting single slice comes from the
intersection of the volume model with a plane, whose orientation is defined
by its normal vector.
On the contrary, the main purpose of surface-oriented methods is the
extraction and visualization of polygonal surfaces that represent the bound-
aries between a feature of interest and its surrounding data. These bound-
aries, typically determined by voxels with the same density values, define
the so-called isosurfaces. Among the different methods to obtain a polyg-
onal representation of a given isosurface [116], the most popular one is the
Marching Cubes algorithm, proposed by Lorensen and Cline in 1987 [65].
This approach is based on triangulating each individual volume cell, which
is a cubic region determined by eight adjacent data samples, guided by a
set of fifteen possible triangulations. The main issue of Marching Cubes is
the generation of surface artifacts due to ambiguous triangulations, which
are mainly addressed with subsequent versions of this algorithm such as
Marching Tetrahedrons [98]. By extracting isosurfaces in the visualization
mapping stage (see Figure 2.1), the geometric primitives that represent the
polygonal surfaces are rasterized in the rendering stage producing the final
image.
Chapter 2. Preliminaries 10
2.4.2 Direct volume rendering
Direct Volume Rendering techniques do not require an intermediate repre-
sentation as surface-oriented approaches do, because the image is directly
generated from the data. This is due to the fact that direct volume render-
ing considers a volumetric dataset as a set of particles with certain optical
properties representing a participating media. Hence, the output image is
generated by estimating the light propagation within the volume. In or-
der to approximate light transfer at a reasonable computational cost, the
following optical models [71] are usually used:
• Absorption Only: this model considers that particles only absorb
light.
• Emission Only: here, only the emission of light is considered.
• Emission-Absorption: in this case, particles emit and absorb light,
but neither light scattering nor indirect illumination are considered.
• Single Scattering and Shadowing: this model considers single
scattering of light that comes form an external light source and shad-
ows.
• Multiple Scattering: this models evaluates the emission, absorption
and scattering of light.
Among these optical models, the most used in direct volume rendering is
the emission-absorption model, because it provides a good balance between
generality and computational cost. In this case, the light energy I, also called
the radiance, can be approximated by integrating along the light direction
from a starting point (s = s0) to an endpoint (s = D), using the so-called
volume-rendering integral :














where I0 is the light that arrives to the initial position s0 and I(D) represents
the radiance that leaves the volume at the endpoint D. The terms K and q
are the absorption and emission coefficients from the optical properties as-






transparency of the material between s0 and D. Note that by evaluating this
equation, the absorption is estimated by the first addend while the second
one approximates the emission.
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Although scattering effects are not considered in the emission-absorption
model, they can be approximated in a similar way to surface-oriented meth-
ods, that is, by applying local illumination models such as Phong [81] or the
Blinn-Phong [8] models. In this case, the gradient of the scalar field which
represents the data is used as the normal vector for the shading computa-
tion. By adding shading effects, a more realistic look is provided to the final
visualization.
In order to numerically evaluate Equation 2.1, several approximations
can be used. A popular one is based on dividing the integration domain
into several discrete intervals, and estimating the radiance by means of the








being c0 = I(s0). In this case ci and 1 − αj represent the color and trans-
parency of a certain discrete interval, respectively. This equation can be
iteratively computed by splitting the summations and multiplications in sim-
pler operations, just by compositing the colors and opacities of the samples
along a viewing ray. The detailed derivation from Equation 2.1 to Equation
2.2 can be found in [34].
2.4.2.1 Compositing schemes
Depending on how optical properties are composed along viewing rays, there
exists two different schemes: front-to-back and back-to-front. In the front-to-
back compositing, viewing rays are traversed from the viewpoint to a given
point. In this case, the accumulated color (Cdst) and opacity (αdst) at a
certain point of the ray are computed as follows:
Cdst = Cdst + (1− αdst) ∗ αsrc ∗ Csrc (2.3)
αdst = αdst + (1− αdst) ∗ αsrc (2.4)
where Csrc and αsrc are the color and opacity at the current point of the
ray. Note that the color can be directly provided by the transfer function,
as well as the local illumination model used to compute the shading.
Back-to-front compositing reverse the viewing ray direction, computing
the accumulated color with the equation:
Cdst = (1− αsrc) ∗ Cdst + αsrc ∗ Csrc (2.5)
In this case, there is no need to accumulate the opacity along the viewing
ray, because it is not needed to obtain the color contribution.
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Other volume visualization approaches like Maximum Intensity Projec-
tion, do not accumulate the color along viewing rays. In this case, the
maximum intensity value along the ray is displayed producing similar im-
ages to X-rays, and the compositing is performed either back-to-front or
front-to-back using the following formula:
Cdst = max(Cdst, Csrc) (2.6)
As a final remark in compositing, an opacity correction is required when
varying the sampling rate throughout the volume. This variation can be
needed, for instance, when we want to improve the quality of a certain region
to better perceive the features contained in it. The work presented in this
thesis assumes a regular sampling along viewing rays. Further information
on opacity correction is provided in [34].
2.4.2.2 The volume rendering pipeline
Figure 2.3: The volume rendering pipeline. In order to evaluate the
applied optical model, the volumetric data set must be traversed. By
interpolating the density values of the discrete acquired data, the density
of sample positions are obtained. After that, gradients are computed and
optical properties are assigned to each sample during the classification
step. Finally, shading and illumination of the samples are computed and
composed along the viewing rays to obtain the final image.
The evaluation of the optical model typically involves a set of stages,
which define the volume rendering pipeline (see Figure 2.3):
• Data Traversal: in order to compute the accumulated color of each
individual viewing ray, different samples of the volumetric data set
must be evaluated.
• Interpolation: because the samples along the viewing rays might not
correspond to discrete samples of the volume model, the density values
of the ray samples may be obtained by interpolation from the closest
discrete samples.
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• Gradient Computation: discrete sample values of the original data
set represent a scalar field from which a gradient can be computed.
These gradients can be used in the volume rendering pipeline with
different purposes, such as defining more accurate transfer functions
or as a replacement of normal vector in the shading computation.
Gradients are typically obtained with discrete filters like the central
differences method.
• Classification: optical properties are assigned to data samples. This
mapping is typically done by means of transfer functions that provide
the colors and opacities to evaluate the volume-rendering integral.
• Shading and Illumination: as it has been mentioned before, scat-
tering can be approximated by using local illumination models like the
ones used in surface rendering approaches.
• Compositing: in order to generate the final image of the input data,
one of the compositing schemes mentioned in the previous section is
applied.
2.4.2.3 Volume rendering methods
Depending on how the volume is traversed, direct volume rendering tech-
niques can be classified as object-order or image-order approaches. In object-
order methods, the volume model is projected onto the image plane, and the
color of each individual pixel is computed according to a certain composit-
ing scheme, by blending the optical properties of the projected samples.
Examples of object-order approaches are splatting [115], where the voxels
are projected onto the screen, or texture slicing, where a set of 2D slices
within the volumetric data set is used to sample the volume. Due to the
fact that texture slicing is directly supported by the graphics hardware, this
is one of the most used approaches in direct volume rendering.
On the contrary, image-order approaches take the image plane as a start-
ing point of the viewing rays that traverse the volume. The most popular
example of these approaches is the ray casting algorithm [58], which di-
rectly evaluates the volume-rendering integral by casting a ray towards the
volume from each pixel of the image plane (see Figure 2.4). According to a
determined compositing scheme, the final color of each pixel is computed by
accumulating the colors and opacities of the samples along the ray. In order
to speed up the ray casting, different acceleration methods can be used, such
as the early-ray termination or the empty-space skipping described in [59].
The former one is based on finishing the ray traversal once the maximum
opacity is reached in the front-to-back composition. The main reason to do
this is that the color contribution is not modified by subsequent samples
when full opacity is reached, so the sampling along the ray may be stopped.
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Figure 2.4: General representation of the ray casting algorithm. A
viewing ray, which is traced from each pixel of the image plane towards
the volume, samples the data set at discrete positions. By compositing
the optical properties of the samples along the rays, the color of each
pixel is obtained.
The latter is based on avoiding the sampling of empty regions that do not
contribute to the color computation. Since ray casting can be efficiently
implemented in the current GPUs, this method is used as a basis for a wide
range of direct volume rendering applications.
2.5 Further reading
This chapter provides a general overview of Volume Visualization, intended
to familiarize the reader with the different topics that appear in the rest of
the thesis. The methods proposed in the next chapters are based on the
ray casting algorithm using the front-to-back compositing scheme, and the
used volumetric data sets come from CT and MRI images. Furthermore, the
emission-absorption model is used to estimate the volume-rendering integral,
approximating the scattering of light with the Blinn-Phong illumination
model (normally referred as a Phong model in the rest of the thesis). Figure
2.5 shows the basic rendering pipeline to visualize a volume model using a
GPU version of the ray casting process: once the original data set is read,
a volume model is built from it, which is stored in a 3D texture and passed
to the GPU. There the ray casting is performed to generate the final image.
The approaches presented in this thesis propose different modifications to
this basic pipeline in order to obtain the desired results.
For a detailed overview on Visualization, we would recommend this
15 2.5. Further reading
books: The Visualization Handbook, edited by Charles D. Hansen and Christo-
pher R. Johnson [36], Visualization in Medicine by Bernhard Preim and
Dirk Bartz [82], and Real-Time Volume Graphics by Klaus Engel, Markus
Hadwiger, Joe M. Kniss, Christoph Rezk-Salama and Daniel Weiskopf [34],
which also presents technical details for the implementation of different vi-
sualization methods.
Figure 2.5: Basic rendering pipeline to visualize a volume data set
using the ray casting algorithm on the GPU. Firstly, the CPU reads the
original data set and builds a volume model from it, which is stored in
a 3D texture and passed to the CPU. There, the ray casting process is




Volume Visualization focuses on the generation of comprehensible images
from volumetric datasets. In order to correctly extract and convey the in-
formation contained in the original data, a wide range of approaches have
been presented in the last decades, each of them facing the problem in a
different way. This chapter reviews the most significant work related to the
problems addressed in this thesis.
3.1 Enhancement of local details
Local features normally provide a good comprehension of the shape and ori-
entation of surfaces, as well as important clues for a correct interpretation of
complex structures. Unfortunately, transfer functions and the illumination
models used to visualize the data, usually lack enough accuracy to correctly
convey them. In order to address this issue, one can attempt to modify the
transfer function definition process by using additional information, instead
of just using the original density values. This is the case of the curvature-
based transfer functions by Kindlman et al. [49], which compute high quality
curvature measurements based on the second-order derivatives of the volume
data and convolution kernels. By using this information when designing the
transfer function, feature enhancement is achieved by visualizing contours
and emphasizing ridge and valley regions of the displayed isosurfaces. Fur-
thermore, curvature-based transfer functions can also be used to distinguish
between real surface features like high curvature edges, and noisy artifacts
produced by acquisition devices.
Instead of modifying the transfer function definition process, some met-
rics can also be used in other stages of the visualization pipeline to deter-
mine which features must be enhanced. For instance, the visual saliency,
which measures the perceptual importance of a certain feature with respect
to its neighbouring elements, is the basis of the quality metric proposed
by Jänicke and Chen [46], which may be used not just to guide the vi-
sualization process, but also to evaluate the generated views. Saliency is
also used in the method proposed by Kim and Varshney [48], that empha-
sizes local details within selected regions of volume models. In order to do
17
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this, a saliency field associated to the original volume is transformed into a
multi-scale emphasis field, which is then used to modify the brightness and
eventually the color of the visualized voxels. By using this measure and the
center-surrounding operator proposed to obtain the emphasis field from the
saliency one, brightness of local details is increased while lowered in their
neighbouring regions. The saliency of each voxel can be defined manually,
using eye-tracking devices or procedurally detecting local features, as it is
done in [67], and assigning an importance value to each of them. Another
approach to improve visibility and enhance local features with no need of
modifying the transfer function is presented by Marchesin et al. in [69, 70].
This method is based on modifying the volume rendering integral in a per-
pixel basis by using a relevance function that determines how the opacities
contributing to each pixel must be weighted. The authors propose different
relevant functions such as a binary classification to avoid the contribution of
empty or less important voxels, or using the gradient and second derivatives
to better perceive boundaries.
Shading modifications have also proved their effectiveness when enhanc-
ing local features. For instance, the exaggerated shading proposed by Rusin-
kiewicz et al. [93], which can be applied to polygonal surfaces or volumetric
data sets, is based on modifying the local light direction. By computing
the lighting at multiple scales (i.e. using smoothed versions of the normals
or gradients), local features and the overall shape are enhanced at different
frequencies regardless the orientation of the surfaces. Another example of
such techniques is the volumetric unsharp masking proposed by Tao et al.
[105], that uses a well-known signal-processing filter called unsharp mask-
ing to enhance features. By applying this operator to the radiance of the
data samples, a lightening of local features is obtained making them more
perceptible. However, the main limitation of this approach is the high mem-
ory consumption, since two auxiliary volumes are needed to apply unsharp
masking: one containing the radiances of each voxel and another one to
store a smoothed version of it. A more detailed review of this approach is
presented in Chapter 4 of the thesis.
Another way to enhance the local features of surfaces is by using non-
photorealistic effects, such as contours, silhouettes or hatching lines. The
method presented by Csébfalvi et al. [25] belongs to this category and is
based on displaying the contours of certain structures of the volume. In this
case, contours are rendered depending on gradient magnitudes, instead of
density values. Thus, there is no need of defining complex transfer func-
tions, because optical properties are assigned to data samples depending on
the gradient magnitude and the angle between the viewing direction and the
gradient vector. In order to avoid occlusions, the maximum intensity projec-
tion (MIP) compositing scheme is used in this technique, and level lines may
also be rendered to improve the spatial perception of certain isosurfaces.
Another non-photorealistic technique is the object space algorithm for
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generating hatching lines by Nagy et al. [78]. This method presents a com-
bination of line drawings and direct volume rendering (DVR) techniques,
based on placing hatching lines along the principal curvature directions of
certain structures, before combining them with the rendering of the volume
model. The approach by Yuan and Chen [118] behaves in a similar way.
In this case, the isosurfaces of interest, represented by feature lines, hatch-
ing strokes, ridges and valley lines, are also combined with the visualization
algorithm. In this case, surface silhouettes are extracted in image space us-
ing image processing filters like edge detectors, which may be modified by
introducing a procedural perturbation function to obtain different artistic
results. In this way, traditional illustration effects enhance the main features
of certain isosurfaces while direct volume rendering provides contextual in-
formation of the surrounding structures.
In order to enhance the perception of salient features, other approaches
based on modifying the shading or simulating additional illustrative motifs
have been proposed. For instance, some of them simulate shadows or the
ambient occlusion, while others are based on the generation of halos around
the features of interest. Because these approaches are also used to enhance
the depth perception in DVR, a summary of the related work on this topics
is presented in the next section.
In Chapter 4, we present a new feature enhancement approach [26] that
focuses on improving the perception of local details by modifying the shad-
ing model, with no need of adding silhouettes or other illustrative effects.
Concretely, we propose an extension of the method by Tao et al. [105], that
reduces memory requirements and preserves the quality of the enhanced
images with no need of huge pre-processing computations.
3.2 Depth perception in Direct Volume Rendering
The aforementioned techniques are tailored to enhance local details of sur-
faces, but in order to better perceive global features such as the spatial
arrangement of the structures, other methods are required. A possible way
to improve the perception of spatial information is by adding depth cues to
the visualization, which has been traditionally done in direct volume ren-
dering by simulating realistic illumination models or applying illustrative
effects.
3.2.1 Simulation of realistic illumination models
The simulation of shadows is a widely-used approach for polygonal scenes.
However, it may be a complex and computationally expensive task when
the scene presents a volumetric nature. This is especially true when deal-
ing with multiple light sources under varying conditions, such as modifying
light positions or changing the transfer function. The most intuitive way to
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simulate shadows and global illumination effects is by casting a ray from the
point to shade to the light source, in order to find out the amount of light
arriving at the point, and modulate the shading accordingly. However, the
large number of rays required to shade a volume discards the application of
this technique to interactively explore the data, as it happens in [117], where
a recursive ray tracing algorithm is used to obtain high quality shadows and
other effects.
In order to improve performance, researchers have addressed shadow-
ing in different ways, by proposing a wide range of techniques that perform
interactively. For example, the method by Behrens and Ratering [4] simu-
lates shadows for texture-based volume rendering without expensive lighting
computations. To do this, shadow maps are computed for each individual
slice of the volume and rendered in the framebuffer with an specific blending
function. Another example for slice-based volume rendering is the approach
by Kniss et al. [51], that is based on two rendering passes for each slice, one
from the light source and the other from the viewpoint, in order to compute
the light that arrives to each voxel. By modulating the shading with this
amount, hard shadows and translucent materials can be simulated maintain-
ing the interactivity. Another two-pass rendering technique is presented by
Zhang and Crawfis in [119], where splatting is used to generate hard and soft
shadows. Other examples can be found in the work by Ropinski et al. [87]
where shadow rays, shadow maps and deep shadow maps [64], which allow
the simulation of shadows casted by semitransparent objects, are analyzed
and efficiently implemented using the ray casting algorithm.
Instead of computing shadows as the previous approaches do, another
way to enhance depth perception while increasing the realism of the shad-
ing model is by simulating the occlusion of the ambient light. Based on this
principle, different techniques have been presented in the past, such as the
vicinity shading by Stewart [100], which is a particular case of the obscu-
rances, proposed previously by Zhukov [122]. In essence, Stewart describes
a model that modulates the shading according to the presence of occluders
in the neighborhood of a voxel. In a similar way, obscurances, also called
ambient occlusion by Landis [57] and others, is a technique that modifies the
shading in proportion to the total solid angle occluded by nearby elements
(and sometimes not so close geometry). Unfortunately, the computation of
the amount of occlusion for each voxel is obtained by discretely sampling
different directions within the volume, what makes these techniques compu-
tationally expensive and not suited to explore the data interactively.
Since the occlusion computation is the most expensive step, more re-
cent approaches for both polygonal [53, 120, 106, 68] and volume models
[92, 88, 41], are based on computing the amount of occlusion in a pre-
processing stage and use it to modify the shading in the rendering stage.
In the approach by Ruiz et al. [92], occlusion information is computed by
tracing several rays in a similar way to Stewart’s vicinity shading [100]. As
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a result, ambient occlusion and color bleeding can be applied interactively.
Another example is the local ambient occlusion method by Hernell et al. [41],
which restricts the occlusion calculations to a local spherical neighbourhood
around each voxel. An interesting feature of this technique is that fully
shadowed regions, which may occlude features of interest while exploring
the data, are avoided. A different strategy is proposed by Ropinski et al.
in [88], where a precomputed set of local histograms is used (as in [79]).
Although they are used to apply ambient occlusion on the fly and to per-
form fast updates when changing the transfer function, the set of histograms
may become too big for large data sets. Furthermore, color bleeding and
volumetric glows are also simulated with the same data structure.
Other techniques like the slice-based directional occlusion shading by
Schott et al. [97], simulate ambient occlusion by blurring the opacity of
each voxel in an additional buffer, which is used to modulate the shading of
the neighbouring voxels in the following slice. An extension to this apporach
is described in [110], where the blurring of the opacity is achieved by using
an elliptical cone instead of the radial blurring of Schott’s approach. By
determining the parameters of the cone, mainly the angle and the height
(distance to the light), the user can obtain shadows and ambient occlusion
from different light directions.
More recent approaches allow the simulation of global illumination effects
like scattering. For instance, the shadow volume propagation by Ropinski et
al. [85], approximates the propagation direction of light to generate shadows
and simulate scattering within volumetric datasets. In this case, an auxil-
iary volume to store luminance and scattering information is computed, and
used to modulate the Phong shading at each sample of the viewing rays.
The same idea is used by the authors to simulate illumination effects of area
light sources in [86]. Another example is the method by Schlegel et al. [96],
which uses 3D summed area tables to efficiently compute the amount of
occlusion due to the ambient or directional lights. As a result, soft shad-
ows, scattering, color bleeding and ambient occlusion can be applied inter-
actively. Shadowing and scattering are also considered in the image plane
sweep volume illumination by Sundén et al. [101]. This method is based on
a line-sweep computation of illumination information in image space, that is
performed following the projection of the light direction on the screen. Once
the lighting information for a line is computed, the shading of the samples is
modified accordingly using the ray casting algorithm. The main difference
of this technique with other ray casting-based approaches, is that viewing
rays are cast from the image plane line by line, once the illumination for a
line has been computed.
Other approaches rely on spherical harmonics to simulate global illumi-
nation. Some examples are the techniques by Beason et al. [3], used to
visualize isosurfaces, the hierarchical visibility approximation implemented
on the GPU by Ritschel [83], or the recent method by Kronander et al. [54],
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which provides dynamic illumination effects with an arbitrary number of
lights. More sophisticated methods use photon mapping to simulate global
illumination in volume rendering, such as the one presented by Jönsson et
al. in [47].
In order to evaluate the performance of different illumination models to
perceive depth and size in volume visualization, the study by Lindemann
and Ropinski [63] compares Phong shading to other six approaches [51, 97,
110, 85, 3, 88] that mainly simulate shadows or ambient occlusion. In three
different tasks where relative and absolute depth, as well as relative size
perception are tested, the results suggest that some of the six illumination
models generally perform better than Phong shading to convey depth and
size in the displayed images.
In conclusion, although simulating realistic illumination models enhances
depth perception in volume visualization, the computation of occlusion in-
formation or, in other words, the amount of light that arrives to the point
to shade, is a time-consuming task. In order to speed up the process,
some of the reviewed approaches compute the required information in pre-
processing stages to obtain interactive visualizations. Unfortunately, the
memory needed to store the pre-computed information may be very high,
constraining the applicability of these techniques to relatively small volume
models. Some popular image-based methods applied in polygonal rendering,
like the horizon-based and the multi-layered ambient occlusion by Bavoil et
al. [2, 1] or the work by Mittring [76] in the Cryengine 2, could also be
used in volume visualization. These techniques are based on sampling a
certain number of pixels to compute the amount of occlusion, and blurring
the result to obtain a continuous shading along the image. In this way,
an approximation to the ambient occlusion can be computed for polygonal
scenes in real time. However, due to the fact that volume rendering impact
on performance is higher than polygonal rendering, the number of sampling
pixels must be drastically reduced to maintain the frame rate, producing
low-quality results. To overcome the existing limitations and to obtain a
good balance among performance, pre-computation time and the quality of
the results, two different approaches [29] to simulate ambient occlusion are
presented in Chapter 5 of this thesis. One of them describes a screen-space
approximation of vicinity shading and the other one estimates the occlusion
with volumetric information.
3.2.2 Simulation of illustrative effects
As it has been mentioned in section 3.1, traditional illustration effects may
also be used to enhance the depth perception. A well-known technique to ob-
tain such a result is the generation of halos around the structures of interest
which, by analyzing the region around the object where the halo is applied,
provide a better perception of the spatial arrangements at first glance. In
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order to simulate this illustrative effect in volume rendering, different tech-
niques have been proposed. For example, the method by Interrante and
Grosch [44] applies halos to enhance depth perception in flow visualization.
In this approach, halos are generated by means of an auxiliary volume con-
taining a slightly larger scale version of the original data, which determines
the voxels that belong to the halo region. By darkening the shading of
these voxels, halos are displayed around the original flow lines. Other ap-
proaches to generate halos can be found in [33] and [102]. In both papers,
gradient-based methods are used to enhance the depth perception and local
details. Feature enhancement is achieved by extracting boundaries, silhou-
ettes or drawing sketch lines based on gradient directions and magnitudes.
View-dependent halos created in orthogonal planes to the viewing direction
are also computed. In this case, the gradient determines the thickness of
the halo, while its brightness and opacity are controlled by a scalar value.
Another technique to generate halos is the approach by Tarini et al. [106],
that is applied to impostor-based molecular visualization instead of volume
rendering. In this case, halos are drawn in a second rendering pass, when
the depth buffer has been updated. This is due to the fact that the opacity
of each point of the halo depends on the distance with the atom border and
the depth of background elements.
The previous techniques are based on brightening or darkening the color
of the image in the regions of influence of the halos, but no hue changes are
considered, as it is done in the volumetric halos by Bruckner and Gröller
[12]. The main idea of this approach is to process the volume model in
view-aligned slices and perform three main steps for each slice. First of all,
the structures to highlight are classified depending on their density value,
direction and position, and several seeds are placed around them. After
that, the halo region of influence is generated by filtering the seeds of the
previous stage. Then colors and opacities are assigned to the halo regions
and a final compositing step adds the obtained halos to the volume rendering
of the volumetric data set.
Chapter 5 of this thesis proposes a new data structure based on summed
area tables that is used to simulate ambient occlusion and halos. In our case,
depth-based colored halos around the structures of interest are generated
when visualizing the volume with the ray casting algorithm.
3.3 Depth perception in Maximum Intensity Projection
The use of the maximum operator as a compositing scheme makes the struc-
tures with high signal intensities visible [77], producing similar results to
X-rays. As a consequence, Maximum Intensity Projection (MIP) images
are widely used in medicine for vascular visualization. The main issue of
MIP is that the maximum operator does not provide any contextual cue, so
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physicians often have to change the point of view by rotating the volume or
compare MIP with DVR renderings to perceive the spatial arrangement of
the structures.
An effective way to convey the spatial context is by means of adding
depth cues. As a consequence, several attempts have been carried out to
enhance depth perception in MIP. For instance, Heidrich et al. [38] propose
a method to improve the perception of depth using polygonal surfaces. The
core idea is to extract the required isosurfaces from the volume and mod-
ify the vertex coordinates of every polygon before projecting them on the
framebuffer. By replacing the z-coordinate of each vertex with their asso-
ciated isovalues, the depth buffer is modified so that geometry with higher
densities are closer to the viewpoint. Then, the z-buffer is used to enhance
the MIP visualization. A different approach is the Local Maximum Intensity
Projection proposed by Sato et al. [94], which overcomes the limitations of
MIP with no need of extracting polygonal surfaces, by selecting local maxi-
mum values along the viewing rays. By displaying the first local maximum
above a pre-defined threshold or the maximum intensity value along the ray
if no local maximum is found, this technique effectively enhance the contours
and provides the spatial relationships between vascular vessels from CT and
MRI angiographies.
Ropinski et al. [89] enhance the depth perception in angiography images
in a different way. This technique is based on using a set of methods such as
edge enhancement to distinguish contours, changing the color or applying
the depth of field effect. The color modification, called pseudo chromadepth,
is based on the fact that the lens of the eye refracts colored light with
different wavelengths at different angles and, as a result, blue objects are
perceived as being far away, while red objects are perceived as being closer.
By assigning reddish tones to closer objects and blueish tones to further ones,
the depth perception is enhanced. On the contrary, the depth of field effect
presents a blurred visualization of the further parts, which are determined
by defining a distance threshold.
Maximum Intensity Difference Accumulation (MIDA) [14] is a visualiza-
tion approach that can be seen as an intermediate step between both of MIP
and DVR. In the case of MIP, depth and spatial cues are added by simu-
lating a similar shading to DVR. In the case of DVR, high intensity values
behind opaque structures are preserved as MIP does. In order to achieve
this result, MIDA is based on modifying the compositing scheme of the vol-
ume rendering pipeline, by taking into account local intensity maxima along
the viewing rays. Thus, instead of using the maximum operator, colors and
opacities are accumulated along the rays as it is done in DVR, but modu-
lating both properties when a local maximum is found. An extension of this
technique is proposed in [112], where the modulation only affects the opacity
contribution, which is driven by different importance measurements derived
from gradient magnitudes, depth, intensity information or a combination of
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these values.
The loss of information is the main issue that has to be taken into ac-
count when enhancing MIP visualizations, since adding color cues or mod-
ifying the shading, may conceal some information that is worth preserving.
In order to enhance depth perception in MIP and reveal the arrangement of
the rendered structures with the minimum loss of information, we describe
in Chapter 6 a new method called Depth-enhanced Maximum Intensity Pro-
jection (DeMIP) [28], which is based on slightly modifying the MIP shading
taking into account the depth of closer structures with a similar material to
the one with maximum intensity. Furthermore, some color schemes are also
provided to correctly convey the spatial context.
Recently, Zhou et al. have presented the Shape-enhanced Maximum In-
tensity Projection approach [121], which is inspired by DeMIP. The main dif-
ference with our technique is that the Phong shading model is applied using
the gradient of the closest samples along viewing rays, instead of modifying
MIP according to their depth. After that, a tone reduction operator [32]
is performed to preserve the MIP local contrast in the shaded image, and
depth-based color cues are also used to better perceive depth information.
For a deeper work on depth perception in Computer Graphics, the inter-
ested reader can refer to the early experiments by Wanger et al. [113], or
the more recent work by Pfautz [80].
3.4 Visualization of inner structures
In scientific visualization, features of interest are usually situated in the in-
terior of the volume. For example, if we consider anatomical datasets, we
would like to obtain good views of the elements placed inside the body,
not just the skin and other features that are visible to the naked eye. In
order to correctly visualize the inner structures of volumetric data, differ-
ent methods have been presented in the past, which can be mainly classi-
fied in the following categories: cutaway views, focus+context visualization,
importance-driven volume rendering and deformation-based approaches.
Widely used in technical and anatomical illustrations, cutaways are
based on removing certain regions of the outer structures in order to reveal
the interior. This effect can be achieved by simply defining a clipping plane
or more complex cutting geometries as it is done by Weiskopf et al. in
[114]. This work describes different depth-based clipping approaches based
on analyzing the depth information of the cutting geometry to decide which
part of the volume has to be clipped. Furthermore, a volumetric clipping
method is also presented. In this case, the clipping object is voxelized and
used as a 3D mask in order to determine which voxels of the original volume
must be removed. Another example of cutaway views can be found in the
anatomical atlases by Höhne et al. [42], where the inner parts of anatomical
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datasets are visualized by using cutting planes. An interesting feature of
this approach is the selective cutting tool, which allows the user to cut the
volume layer by layer, excluding the internal parts from being cut.
The virtual resection technique by Konrad-Verse et al. [52] also performs
cuts of anatomical models. This method generates a deformable clipping
plane from user-defined resection lines on the surface of the organ to be cut.
Then, the deformable plane can be manipulated using the mouse in order
to perform the desired resection. A completely different way to explore
the inner parts using clipping planes is the HingeSlicer of McInerney and
Broughton [73]. This method is based on creating custom cross-sectional
views of the volume by using a 3D slice plane widget. This cutting structure
is basically formed by a clipping plane that can be divided into portions,
which may be displaced in order to obtain complex clipping geometries.
Although they do not belong to the volume visualization field, and there-
fore, they are out of the scope of this thesis, some interactive approaches
for generating cutaways of polygonal models have also been proposed, such
as the ones presented in [15, 31, 74]. Furthermore, the method by Li et al.
[62], allows the user to modify the appearance of the elements in the clipped
region by means of a rigging system that defines how the cutaway affects
each structure.
Most clipping techniques and cutaways do not preserve contextual infor-
mation, which is important to provide a better understanding of the inner
structures. In order to overcome this limitation, focus+context methods
visualize certain features of the context without occluding the internal ele-
ments. To obtain such a result, the opacity of the structures placed between
the viewpoint and the features of interest may be modified, like in Bruckner
et al. [9]. Considering that highly illuminated regions of the volume corre-
spond to flat surfaces facing light sources, and less illuminated areas contain
features that are worth preserving, this technique modifies the compositing
scheme to increase the transparency of flat regions while preserving local
details. To this end, the opacity of each sample along viewing rays is mod-
ulated taking into account the shading intensity, the gradient magnitude,
the distance to the viewer and the accumulated opacity of the ray. Similar
results are obtained with the ClearView technique [55], which is based on
modifying the opacity of different segmented layers within a user-defined
focus region. In order to do this, the different layers of the dataset are ren-
dered in a first step, whereas the transparency of each layer is modulated
afterwards, taking some importance measures into account. The importance
of each layer can be determined by curvature information and the distance
between context and focus layers. A different way to face the problem is pre-
sented by Chan et al. in [16]. In this method, different quality measures are
applied to enhance the perception of semi-transparent layers in direct vol-
ume rendered images. To this end, a set of measures based on the visibility,
shape and transparency of the structures is proposed and used afterwards
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to automatically define the parameters involved in the rendering stage. As
a result, internal elements are effectively revealed with a semi-transparent
look.
Focus and context structures are sometimes determined by importance
measures. The core idea of importance-driven volume visualization
is to transfer importance to visibility, so a visibility priority is assigned
to each object. In this way, when objects with different priorities occlude
some others, the object with maximum priority is rendered. An example
of importance-driven visualization is the work by Viola et al. [108], that
proposes a set of rendering styles to visualize internal structures according
to their priority. An importance value is assigned to each object and, in-
stead of using constant optical properties, levels of sparseness are used to
render the objects. These levels are based on color and opacity modulations,
the screen-door transparency effect (i.e. a wire mesh with holes) or volume
thinning, which are used to visualize the structures traversed by the viewing
rays according to a determined importance-compositing scheme. Composi-
tion may be done in a similar way to MIP, where the maximum priority
object along the ray is densely rendered while less important objects are
rendered with a high level of sparseness, or according to the importance of
a certain object, with respect to the sum of importances of the others. A
final compositing scheme is also proposed where the visibility of the focus
object is constantly preserved.
Note that the previous approaches require tools which allow the user
to easily determine the features of interest, importance information, and
eventually, the focus of attention. In order to obtain good visualizations,
the definition of the region of interest is crucial and often a complex stage.
Moreover, most of the previous methods work with pre-segmented datasets
and users select by hand the important structures. In order to do this,
different tools may be used, like the volume painting metaphor described in
[10]. In this method, the user clicks on a pixel and selects the closer structure
projected on this pixel, by using a 3D volumetric brush. A different tool
to define the region of interest is presented by Chen et al. in [17], which
allows the user to generate complex cutaways by directly carving, peeling
and cutting the volume. The core idea of these manipulation tools is placing
a set of points on the surface and determine if their associated voxels must
be removed. By considering each point as an energy field that smoothly
decreases to zero, they obtain soft boundaries on the clipped regions. This
paper also presents an interactive segmentation process based on the region
growing algorithm [90], which uses sketch lines to place different seeds within
the structure to segment.
Other approaches based on volume deformation also permit the in-
teractive manipulation of volume elements. For example, the methods by
Mensmann et al. [75] or Correa et al. [22], which generate sophisticated
cutaways performed by surgical tools. Another example of volume deforma-
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tion is the peel-away method proposed by Birkeland et al. [6]. In this case,
a deformation template containing the mapping between the original and
the new positions of the voxels after the deformation is computed on-the-fly.
Furthermore, by rotating the template, internal structures can be visual-
ized without occlusions after peeling away the outer surface of the volume.
McGuffin et al. [72] also use deformations to visualize inner structures. This
approach describes a system that provides several manipulation tools to split
and open a volume, apply peeling operations or displace away the occluding
structures. The main difference of this method with others is that voxels
are rendered as points at their associated 3D positions in order to preserve
the simplicity and flexibility of the system when deforming the volume.
Volume splitting and volume deformation were also used in [45] and [23]
respectively. While the former one reviews different splitting operations for
volume models and their applications, the second one is based on deforming
volumetric datasets applying algebraic operations on displacement maps.
The main contribution of this second technique is that complex deforma-
tions can be simulated with no need of using computationally expensive
physically-based methods, but also by combining simple primitive displace-
ments.
Exploded views is another technique used by traditional illustrators. In
this case, occluding structures are decomposed and moved aside to show
the internal parts. While different approaches have been presented to gen-
erate exploded views of polygonal models [61, 107], Bruckner and Gröller
[11] describe an interactive and editable method for volumetric datasets.
In this technique, the focus object is selected using the volume painting
metaphor presented in [10], and the rest of the volume is divided in several
parts that are displaced according to a force-based model determined by the
focus structure. Furthermore, users can define how the volume is split and
introduce different constrains in order to control the spatial arrangement of
the different parts after the explosion effect.
More examples of illustrative effects employed to visualize the interior
of the volume are provided by Svakhine et al. in [103]. This work describes
a framework to create anatomical illustrations by highlighting the focus
structure while deemphasizing less important regions. To this end, the user
selects segmented objects as a focus, defines a focal area, or a specific range
of values from the transfer function, and applies different rendering methods
to each part. For instance, removing the occluding layers or displaying only
the silhouette of the context object.
Another technique inspired in traditional illustrations is the recent work
by Birkeland et al. [5], which preserves the amount of information revealed
in the neighbourhood of a clipping plane by using an elastic membrane to
clip the volume. This membrane adapts itself to the anatomical structure
by defining a potential field that guides the membrane clipping. However,
this approach may require a time-consuming user intervention, since the
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operation on the potential field sometimes requires the manual addition of
anchor points.
Summarizing, different approaches have been presented to explore the
internal parts of a volumetric data set. Some of them are more simple, but
have more limitations, such as the clipping techniques. On the contrary,
more sophisticated approaches improve the results of clipping methods by
increasing the complexity of their algorithms, but affecting the performance
or usability. In order to improve the results of clipping techniques while pre-
serving contextual information and their ease of use, we propose in Chapter 7
a new manipulation tool to generate enhanced structure-aware cross-sections
of the volume [27]. Our approach is based on mouse dragging, which avoids
interaction with several planes or complex bounding geometries. Thanks




Enhancement of local features
Transfer functions play a major role in Visualization, since they are in charge
of assigning visual properties to the measured values. During the trans-
fer function definition process, which normally requires human intervention,
users focus on obtaining good depictions of certain features of interest, which
can be either isolated structures or even the whole volume. The main con-
sequence of this process is that local features, which are useful to convey
the shape and detail of surfaces, may be difficult to perceive. For instance,
in the images of Figure 4.1, we can see how the edges and some local super-
ficial details of the engine shown in (a), are better perceived when applying
a feature enhancement algorithm (b).
During the last decades, researchers have presented different approaches
to obtain such enhanced visualizations. For instance, feature enhancement
can be achieved by defining transfer functions that take into account ad-
ditional information such as the curvature [49]. Other approaches that
effectively enhance local features are based on lighting modifications [93],
traditional illustration effects [78], or the use of well-known 2D image pro-
cessing tools designed to sharpen details and increase the contrast of images.
This is the case of the method presented by Tao et al. [105], which apply un-
sharp masking to the visualization of volume models, producing high-quality
renderings by increasing the luminance of local details. Unfortunately, the
main drawback of this technique is the high memory consumption, which
limits its applicability to relatively small data sets.
In order to overcome the limitations of [105], this chapter presents a new
feature enhancement technique that improves the perception of local details
not just by lightening salient features but also by increasing the darkening
of shadowed regions to improve the local contrast. Furthermore, feature
enhancement by means of a harmonic color modification is also proposed.
Based on applying unsharp masking to generate the aforementioned effects,
our technique reduces the memory requirements of [105] by using one or
two levels of a multi-scale volume hierarchy of the original data, in order to
obtain the parameters involved in the unsharp masking computation.
The remainder of the chapter is organized as follows: Section 4.1 reviews
some preliminary concepts while the proposed method is introduced in Sec-
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(a) Phong shading (b) Feature-enhanced image
Figure 4.1: Comparison between the Phong shaded visualization (a) of
a volume model and the feature-enhanced result (b) obtained using the
technique proposed in this chapter. Note how local details depicting the
shape of the surface are clearly enhanced by using volumetric unsharp
masking.
tion 4.2. After that, the results obtained with different volumetric data sets
are presented in Section 4.3. In order to evaluate our enhancement method,
we carried out an informal user study that is described in Section 4.4. Fi-
nally, discussion about certain features of the approach and the conclusions
are presented in Sections 4.5 and 4.6 respectively.
4.1 Preliminaries
This section introduces some basic topics that appear throughout the chap-
ter. Concretely, as the basis of our proposal, the definition of unsharp mask-
ing and the multi-scale volume hierarchy used to reduce memory require-
ments are presented.
4.1.1 Unsharp masking
The unsharp mask is a filter that amplifies high-frequency components of a
signal S, by adding back the difference between S and a smoothed version S′
of the original signal. It can be achieved by using in the following equation:
Unsharp(S) = S + λ(S − S′) (4.1)
where λ is a scaling value that determines the intensity of the effect. When
using unsharp masking as an image processing tool, laplacian or gaussian
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(a) Source image (b) Sharpened image
Figure 4.2: Enhanced image using unsharp masking. Note how the
edges and other details are sharpened in (b), improving the overall ap-
pearance of the statues and the background vegetation with respect to
(a).
filters are usually used to obtain the smoother version of the signal (S′). The
result of unsharp masking an image is that edges are enhanced, improving
the perception of local details and the overall appearance, as it is shown in
Figure 4.2.
Besides using unsharp masking in image processing, this filter has also
been applied to enhance the visualization of 3D geometry [19, 66, 84] and
volumetric data sets [105]. In this latter case, the radiance of each sample
along the viewing rays is considered as a signal S, and the process to apply
unsharp masking involves the following steps: firstly, the radiance of each
voxel of the model is computed and stored in memory. Then, a smoother
version of this radiance volume is obtained by means of a gaussian filter.
And finally, the radiance of the samples is unsharped in the visualization
process, obtaining the enhanced result. The main limitation of this process
is the high amount of memory consumption, since it requires the storage of
two additional volumes with the same resolution as the original dataset: the
computed radiance volume and its smoothed version.
4.1.2 Multi-scale volume hierarchy
Our proposal of volumetric unsharp masking consists on using a multi-scale
volume hierarchy of the original data set to reduce memory requirements
and increase the local contrast. By creating a multi-scale volume hierar-
chy, different versions of the volume can be used to compute the smoother
radiances required by the unsharp masking process. As it is described in
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Figure 4.3: Hierarchy building process. Each level of the hierarchy is
computed by dividing the dimensions of the original volume by a given
integer. The figure shows how many voxels are taken into account to
compute the value of a single voxel in levels 2, 3 and 4.
Section 4.2, just one or two levels of the hierarchy are used to emphasize
local details so, at the most, two additional volumes of lower resolution than
the original one must be stored in memory.
The use of a multi-scale volume hierarchy can be seen as a variation
of traditional mipmapping. In Computer Graphics, a mipmap (sometimes
spelled mip map) is a hierarchy of textures built from a source one, meant to
increase texturing speed. This hierarchy is built iteratively by halving each
dimension of the original texture, so each level reduces by 4 (2D mipmaps) or
8 (3D mipmaps) the size of the previous level. In our multi-scale hierarchy,
the dimensions of the original data set can be divided by any integer ranging
from 2 to the minimum dimension of the original volume. This is due to
the fact that depending on the size of the features to enhance, levels not
included in the classical mipmap may produce more accurate results, as it is
analyzed in Section 4.2.1. The construction process of levels 2 to 4 is shown
in Figure 4.3, where the dimensions of the original volume are divided by
2, 3 and 4 respectively. The fact that there is no need of storing the whole
hierarchy in memory and that non-power-of-two levels can be computed, are
the main differences between our multi-scale volume hierarchy and classical
3D mipmaps [60].
4.2 Volumetric unsharp masking
The purpose of our approach is the enhancement of local features to obtain
visualizations like the one shown in Figure 4.1. To this end, we propose a
new method based on the ray casting algorithm, where unsharp masking is
applied during the shading computation of the samples along the viewing
rays.
The general pipeline of our application is depicted in Figure 4.4, and
can be briefly described as follows: firstly, the volume hierarchy from the
original data set is computed on the CPU. For the volumes used to test our
method, levels 2, 3, 4, 5, 6, 8, 16 and 32 were computed. Then, the volume
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Figure 4.4: Overview of our rendering algorithm. Once the dataset
has been loaded, we build a 3D mipmap from it. Both the model and the
mipmap are passed to the GPU, that uses them to generate the enhanced
image. Both the lightening and darkening are achieved by unsharp mask-
ing the accumulated color of the ray casting process.
model and one or two levels of the hierarchy are stored as 3D textures
and loaded on the GPU. There, the volume is visualized by using the ray
casting algorithm, but changing the shading computation of the samples by
using unsharp masking. Finally, the enhanced visualization is obtained by
compositing the modified shading of each sample along the viewing rays.
In order to increase the local contrast, the shading of the samples can be
modified in two different ways: by producing the lightening of salient fea-
tures or by darkening shadowed regions. Both effects are based on Equation
4.1 and use the same or two different levels of the multi-scale hierarchy to
compute the smoothed version of the signal. The main difference between
them is that despite the lightening applies the classical unsharp masking
to the radiance of the samples, the darkening effect combines two different
signals to obtain the desired result. In the next sections, both effects are
described in detail.
4.2.1 Lightening salient features
In order to emphasize salient features, we apply a volumetric unsharp mask-
ing in a similar way to the method by Tao et al. [105], where the radiance
of the samples is used as a signal. The main difference between both ap-
proaches is how the smoothed signal is obtained. Given a viewpoint, they
generate a new volume containing the radiance of each voxel, that is ap-
proximated by the Phong shading color. Then, this volume is iteratively
smoothed by using a gaussian filter, and stored as another 3D texture. As it
has been stated in the previous section, three different volumes of the same
size must be stored in memory: the original data set, the radiance volume
and its smoothed version.
Instead of computing the radiances of the original volume and smoothing
them, we propose to reverse the process by computing a smoother version
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(a) Unsharp in CIELab (b) Unsharp in RGB
Figure 4.5: Comparison between applying unsharp masking in CIELab
(a) and RGB color spaces (b). Note that the color hue tends to green in
some regions of the surface in (b), whereas it is preserved in (a).
of the original data set and obtain the smoothed radiances from it. In
other words, the average density of a cubic region centred in each sample is
firstly computed, and the radiance of this average, also approximated by the
Phong shading color, is used as a smoothed signal. In our case, the average
density is obtained from a certain level of the multi-scale volume hierarchy
by using trilinear interpolation. The main consequence of this modification
with respect to [105] is that just the original data set and one level of the
hierarchy (of lower resolution) are stored in memory to lighten features.
As it is stated in [84], local contrast enhancement must be performed
in the CIELab color space, since it is a perceptually uniform space and, as
humans are more sensitive to luminance variations, the luminance can be
easily unsharped. On the contrary, the RGB color space is non-linear and
directly unsharp the color may lead to hue changes as is shown in Figure 4.5.
Therefore, in order to emphasize local details, the Phong shading color of
each sample is computed first and transformed to CIELab yielding a triplet
[L, a, b]. In the same way, the average density is obtained afterwards from a
certain level of the hierarchy and its Phong color is transformed to CIELab
[Lleveli , aleveli , bleveli ]. Finally, the unsharped color of a sample in CIELab
(UCIELab(C)) is obtained by using the following equation:
UCIELab(C) = [L+ γ(L− Lleveli), k ∗ a, k ∗ b] (4.2)
where γ is a user-defined scaling factor that controls the intensity of the
effect, and the k factor is needed to guarantee that the saturation is preserved
[105]:
k = (L+ γ(L− Lleveli))/L (4.3)
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∗ [L, a, b] (4.4)
To finish the shading modification, the unsharped color of a sample is
transformed back to RGB and the ray casting algorithm proceeds to the
color composition. Note that the opacity channel of the color is not modified
during the unsharp masking process, so the opacity of the original sample
is used when compositing to preserve the shape of the enhanced features.
(a) Phong shading (b) Lightening level 2 (c) Lightening level 8
Figure 4.6: Comparison between the Phong shaded visualization of
two volume models (a) and the feature-enhanced result obtained using
levels 2 (b) and 8 (c) of the multi-scale volume hierarchy. Note how
small details on the surface (top (a)) are better perceived using a big
resolution levels than a low one (top (b)). On the contrary, relatively
big features such the spikes of the pollen grain are effectively enhanced
using level 8 (bottom (c)), whereas the enhancement with a big resolution
level (bottom (b)) is barely perceivable.
The final appearance of the lightening effect depends on two parameters:
γ and the level of the hierarchy used to obtain the smoother radiance, whose
resolution determines which features are enhanced. This is due to the fact
that the level used, which is chosen by the user among the levels of the hier-
archy, depends on the relative size of the features with respect to the size of
the volume. For instance, levels with low scaling factors are better to detect
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small features because they provide a finer approximation of the original
volume. As a consequence, just the neighbourhoods of the samples belong-
ing to little details, such the small superficial folds of the orange segments
shown in Figure 4.6 (top (a)), present average densities different enough to
produce significant changes in the shading (top (b)). On the contrary, lev-
els with big scaling factors contain broader approximations of the volume,
so not just the samples of the small features, but also other surrounding
samples might be enhanced (top (c)). For relatively big features, such the
spikes of the pollen model (bottom (a)), levels with bigger scaling factors
are needed to obtain significant shading modifications (bottom (c)).
Thanks to the fact that just the luminance is unsharped, the smoothed
radiance can be approximated as we propose, by firstly computing an av-
erage density and obtaining the radiance from it. Note that the average
density may be different from the density value of the current sample and,
as a consequence, the Phong color from the average might be completely dif-
ferent from the sample’s one, including color hue variations. This fact does
not affect the result of the lightening, because just luminance changes are
taken into account to emphasize features, independently on the color hues.
Something to consider is that the opacity assigned by the transfer function
to the average density may be equal to zero. In this case, the Phong color
of the average must be replaced by a color with minor luminance than the
one of the sample, in order to obtain the lightening (see Equation 4.1).
In the case of salient features, the difference between the density of the
sample and the average of its neighbours is bigger, as it is expected to be
the difference between the luminances of their computed radiances. For this
reason, although unsharp masking modifies the shading of all the samples
with a luminance change between their original and smoothed radiances,
salient features are perceived more intensely than the other ones.
4.2.2 Darkening shadowed regions
In order to better perceive the features enhanced with the previous effect,
local contrast may be increased by darkening shadowed areas, like valleys
and deeper regions. To this end, we propose an algorithm equivalent to the
one presented in the previous section, but combining two different signals
in the process: the radiance of the sample (i.e. the Phong shading color)
from the original volume [L, a, b], and the color of the average density as-
signed by the transfer function [Ltf(leveli), atf(leveli), btf(leveli)], which acts as





∗ [L, a, b] (4.5)
Note that the lightening and darkening are based on applying Equation
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(a) Phong (b) Lightening (c) Darkening (d) Enhanced
shading result
Figure 4.7: Feature enhancement is achieved by lightening salient fea-
tures (b) and darkening shadowed regions (c). The enhanced result is
shown in image (d).
4.1 to luminance values. In the case of salient features, the original signal
L is generally a luminance value larger than Lprime, so the unsharped lu-
minance Unsharp(L) is larger than L producing the lightening effect. On
the contrary, by using the luminance of a shaded color (the Phong color
of the sample) as a signal L and the luminance of an unshaded color (the
one assigned by the transfer function to the average density of the sample’s
neighbourhood) as a Lprime, the resulting unsharped luminance Unsharp(L)
is smaller than L in the shaded regions, producing the darkening effect. In
the same way as the lightening, the opacity of the sample remains untouched
in the process.
As a final remark, once the lightened and the darkened colors have been
computed, both of them are transformed to RGB and combined as follows:
Colorsample = 0.5 ∗ (RGB(UCIELab(C)) +RGB(DCIELab(C))) (4.6)
An example of the combination of both effects is illustrated in Figure 4.7,
where the enhanced visualization and the two effects are shown separately.
For darkening, levels 2 or 3 of the hierarchy are used, since lower resolution
levels produce extra, unpleasant shadowed regions.
4.2.3 Harmonized color change
In order to emphasize local features we have only modified the color by
unsharping its luminance while maintaining the saturation. Nevertheless,
traditional illustrators often use different colors to stress important details.
For this reason, we also propose the use of harmonic colors [20] to emphasize
local features, what ensures that the overall impression will not change in a
sudden or unpleasant way. In order to this, after computing the Phong color
of a given sample in the ray casting process, its harmonic is also determined,
by selecting the complementary in the hue color circle. Then, this harmonic
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color is transformed to CIELab and if the density value of the sample is sig-
nificantly bigger than the average density of its neighbourhood, the original
color is replaced with the harmonic one and emphasized using equation 4.2.
In Figure 4.8 we can see how harmonic color feature emphasis behaves for
the pollen grain and the orange models.
Figure 4.8: Harmonic color-based feature emphasis for the pollen and
the orange data sets.
4.3 Results
The presented method has been tested with different volume models, whose
resolution is up to 512 x 512 x 512 voxels. As it has been mentioned before,
the multi-scale volume hierarchy contains levels 2, 3, 4, 5, 6, 8, 16 and 32,
from which the user may choose one or two adequate levels to apply the
lightening and darkening effects, depending on the size of the features to
emphasize. Note that, in the worst case, levels 2 and 3 would be required,
increasing memory consumption less than a sixth of the original volume,
instead of triple the storage space as in [105].
In the majority of visualizations shown in the figures of this chapter,
levels 2 or 3 of the multi-scale hierarchy are used for the darkening effect and
levels 2 to 5 for the lightening. As it is shown in Figure 4.9, our approach is
also well-suited for semi-transparent structures. In this case, the vessels and
other fine details are emphasized in the presence of opaque and translucent
materials.
The time required for building the multi-scale hierarchy is shown in
Table 4.1. As we can see, compared to the time required to load a volume
model, which is usually in the range of several seconds for the larger ones,
the time needed for the hierarchy generation is rather low. Concerning
rendering performance, frame rates obtained for different data sets are shown
in Table 4.2. When using the same level for both the lightening and the












Pollen 192× 180× 168 483 192
Orange 256× 256× 64 260 142
Engine 256× 256× 256 623 562
Abdomen 512× 512× 171 12376 1530
Feet 512× 512× 282 14246 2513
Body 512× 512× 512 20694 4559
Table 4.1: Comparison between loading time and construction time
of the multi-scale hierarchy (levels 2, 3, 4, 8, 16, and 32) expressed in
milliseconds. Note how the hierarchy generation is roughly one order of













Pollen 59.50 59.50 0.08% 42.50 28.6%
Orange 59.47 48.23 18.9% 27.88 53.1%
Engine 58.98 52.43 11.1% 30.83 47.7%
Abdomen 28.38 25.14 11.4% 15.23 46.3%
Feet 22.52 18.01 20.0% 11.84 47.4%
Body 12.87 11.23 12.7% 8.00 37.8%
Table 4.2: Frame rates obtained with different data sets (fps). When
using the same level to apply the lightening and darkening, frame rates
decay up to 20% compared to the Phong shading visualization, whereas
the impact on rendering is up to 50% when using two different levels.
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(a) Phong shading (b) Enhanced image
Figure 4.9: Enhanced image of a model with fine details and semi-
transparent structures. Note how the vessels in (a) are more visible in
the enhanced image (b). Levels 2 and 3 have been used for the darkening
and lightening respectively.
different levels are used, texture accesses have less coherency, and frame
rates decrease up to 50%. However, this result improves the performance of
the volumetric unsharp masking by Tao et al., where frame rates decay up
to 70% as it is shown in [105]. Timings have been obtained in an Intel Core2
DUO CPU running at 3.0 GHz equipped with a nVidia GeForce GTX 280
GPU with 1GB of RAM memory.
4.4 User study
In order to evaluate our technique, we carried out a user study, where partic-
ipants had to solve two different tasks. The main goal of the first one was to
obtain a subjective evaluation of the images generated with our technique,
in comparison to the ones obtained with Phong shading and the method by
Tao et al. [105]. To this end, we selected a set of six models, and rendered
three images with the three approaches. An example of the renderings shown
in this task can be seen in Figure 4.10. In order to avoid a learning effect,
the three images were randomly ordered for each model and users had to
answer which one was better to perceive the features of the model. A set of
42 people took part in this task and their choices show that users preferred
the enhanced images produced by our method in the majority of cases (see
Figure 4.11). In order to analyze the results, we computed the 95% Con-
fidence Intervals (CI) for the sample proportion of answers Phong (10%),
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(a) Phong shading (b) Tao’s method (c) Our method
Figure 4.10: Example of images shown in task 1 of the user study.
Users had to choose which of the images was better to perceive the fea-
tures of the model.
Tao (18%), and our method (72%) of a survey where n = 252. The results











Lower bound 6.29 13.25 66.45
Upper bound 13.70 22.74 77.54
Table 4.3: 95% confidence intervals for answers in task 1.
The second task was designed to test our technique in a semi-transparent
medium. The reason to do this was to check if features were emphasized
enough to perceive them in a low visibility context. In order to do this, we
built a set of synthetic data sets where we randomly placed a number of
cylinders over a plane, all inside a semi-transparent cube (see Figure 4.12).
Users had to count the number of cylinders, and we measured both the
correctness and the time spent to complete the task. A set of 20 images,
which were generated with Phong and our method, were displayed randomly,
and a group of 16 people took part in the task. In the enhanced images,
users correctly counted the number of cylinders, whereas with Phong, they
wrongly answered in 9.3% of the cases.
As well as in the first task, the 95% CI for the mean of the times was
computed for this second task, where n = 160. The results are shown in
table 4.4.
In conclusion, the results of the study show that users generally pre-
ferred the enhanced visualizations obtained with our method than the ones
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Figure 4.11: Subjective evaluation of the visualization methods used in
task 1. Users considered that our approach was better to perceive local





Lower bound 7.07 6.69
Upper bound 7.96 7.62
Table 4.4: 95% confidence intervals for the mean of times (sec) of task
2.
generated with the method by Tao or the Phong shading. Furthermore, the
local contrast of the visualization around the cylinders in a semi-transparent
medium was good enough to correctly perceive them and complete the task
without errors.
4.5 Discussion
In this Section different approaches that we tested throughout the develop-
ment of our method are discussed. Concretely, the sampling rate to apply
unsharp masking without losing the quality of the results is analyzed.
Due to the fact that the features to enhance belong to certain isosurfaces
of the data set, one may think that applying unsharp masking only to the
samples of these isosurfaces might be enough to better perceive the local
details. This strategy would improve the performance of the volumetric
unsharp masking, but as it is shown in Figure 4.13, it does not produce
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(a) Phong shading (b) Feature-enhanced image
Figure 4.12: Example of synthetic dataset used in task 2. The users
had to count the number of cylinders in the volume.
good results. In this figure, features are emphasized using the same level
of the hierarchy and γ values (see Equations 4.4 and 4.5), which allow the
user to modify the intensity of the enhancing effects. Note how local details
are clearly perceived when unsharping the shading of all the samples along
the viewing rays (Figure 4.13 center), but there is almost no change with
respect to Phong shading when it is applied at isosurface level (Figure 4.13
bottom).
The main reason for obtaining such poor results when unsharp masking
is applied at isosurface level, is that the contribution of a single sample to
the final color of the ray may be quite low, especially when semi-transparent
materials are traversed before reaching the isosurface to be enhanced. Just in
the case of having totally opaque structures, the result of applying unsharp
masking at a certain isosurface would be good enough to clearly perceive its
local features. Nevertheless, the performance gain obtained by sampling a
hierarchy level only at a given isosurface is roughly 2% to 10%, when the
same level is used for the lightening and darkening effects. Therefore, we
consider that is better to take all the samples of the ray into account and
not just unsharp at isosurface level.
4.6 Conclusions
A new feature enhancement technique for volumetric data sets has been pro-
posed in this chapter [26]. The main advantages of our method with respect
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(a)Phong shading
(b) Sampling at each point
(c) Sampling at isosurface level
Figure 4.13: Comparison of different sampling strategies. In our ap-
proach (b), the levels of the hierarchy are queried for each sample of
the viewing rays. In (c), these levels are only queried when reaching a
certain isosurface, in this case, the one that represents the surface of
the orange. The Phong shading result (a) is also shown for comparison
purposes.
to previous approaches [105] are the improvement of the local contrast by
means of lightening salient features and darkening shadowed regions, as well
as the reduction of memory requirements. In order to lighten local details,
unsharp masking is applied to the radiance of each sample along the view-
ing rays. On the contrary, the darkening of shadowed regions is achieved by
combining in the process, the radiance and the optical properties assigned
by the transfer function. The use of harmonic colors to further emphasize
local details has been also proposed. Although it might be not adequate for
some kinds of models, such as the medical ones, we believe it may result in
nicer-looking illustrative renderings.
Memory requirements are reduced with respect to previous approaches
because of the way unsharp masking is applied. The method by Tao et al.
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[105] also performs unsharp masking in a volumetric basis, but the com-
putation of the smoothed radiances involved in the process require storing
in memory two additional volumes with the same resolution as the original
one. Instead, our method just needs one or two low resolution versions of
the original volume, which are chosen by the user from a multi-scale volume
hierarchy, depending on the relative size of the features to enhance.
In order to evaluate the results of our technique we have conducted an
informal user study. The results show that users consider that features are
generally more perceptible with our method than with Tao’s approach and
the Phong shading visualization. Furthermore, users also performed better
with the proposed method in a task designed to determine if it is suited to





In Direct Volume Rendering (DVR), volume data sets are normally illumi-
nated by one or more light sources, and shading computations are based on
the Phong model [81]. This is due to the fact that it provides good percep-
tual cues in the orientation of surfaces, what is generally enough to correctly
perceive the spatial relationships among the main structures of the volume.
However, due to the complexity of volumetric data, spatial information may
be difficult to convey when there are many fine and overlapping structures.
In order to improve depth perception in DVR, research has been focused
on modifying the shading model or simulating non-photorealistic techniques.
Two examples of the former case are the addition of shadows or the computa-
tion of ambient occlusion (see Figure 5.1 (b)), which have proven their effec-
tiveness to enhance the perception of the visualized structures [95]. On the
contrary, non-photorealistic approaches reproduce illustrative effects used
in anatomical and technical drawings, such enhanced silhouettes or colored
halos (see Figure 5.1 (c)), which are used to highlight the features of interest
while reducing possible perceptual ambiguities.
This chapter proposes two simple and fast approaches that are based on
modifying the shading computations and generating illustrative effects. In
both approaches, a novel algorithm and a data structure based on Summed
Area Tables [24] are described. The first method, the Vicinity Occlusion
Maps technique, uses screen-space information for simulating ambient oc-
clusion and halos at a low cost. The second method, the Density Summed
Area Table approach, considers volumetric information for simulating am-
bient occlusion with an almost negligible impact on rendering times, but
presents more memory requirements than the screen-space method.
The remainder of the chapter is organized as follows: Section 5.1 de-
scribes the basic topics related to the proposed techniques. The Vicinity
Occlusion Maps method is presented in detail in Section 5.2, including its
results and some implementation details. Section 5.3 explains how to sim-
ulate ambient occlusion with a Density Summed Area Table, the obtained
results with this approach and some implementation details. In order to
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(a) Phong shading (b) Ambient occlusion (c) Halos and
ambient occlusion
Figure 5.1: Perceptually enhanced rendering of a volume data set. The
visualization using the Phong shading model is shown in (a). The re-
sult of simulating ambient occlusion with one of the proposed techniques
(the screen-space method) is shown in (b). Note how the back ribs are
darkened. In (c) a blueish halo is also rendered in order to emphasize
the shape of the structures.
evaluate the proposed techniques, we carried out an informal user study
that is described in Section 5.4. Finally, conclusions are presented in Sec-
tions 5.5.
5.1 Preliminaries
The approaches described in this chapter are based on Summed Area Tables
(SAT) [24] to simulate ambient occlusion and halos in real time. Although
Summed Area Tables may have n dimensions, this section describes 2D
SATs, which are used to compute the Vicinity Occlusion Maps. The 3D
version is presented in Section 5.3.1, before introducing the Density Summed
Area Table approach. The concept of ambient occlusion is also reviewed in
this section.
5.1.1 Summed Area Tables
A Summed Area Table1, also known as integral image [109] in Computer
Vision, is a 2D grid that stores, for each cell SAT [x, y], the sum of the
elements of a given table t, from its origin t[0, 0] until the cell of interest
t[x, y]. Thus, the value of each cell of the SAT is computed as follows:
1Broadly speaking, the term summed area table refers to the 2D case.
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This computation may be performed incrementally by taking the values of
the neighbouring cells into account, as it is depicted in Figure 5.2. As a
consequence, the cost of building a Summed Area Table is linear with the
number of cells of the original table t.
The main advantage of using Summed Area Tables is that they provide
a way to filter arbitrarily large rectangular regions of an image in a constant
amount of time: to compute the sum of the values of a rectangular region of t,
only 4 accesses are required in the worst case (see Figure 5.3), independently
of the size of the region. This property allows us to obtain, in a constant
time, the information needed to simulate ambient occlusion and halos as it
is described in Section 5.2.
Figure 5.2: Summed area table computation from a given table t. The
algorithm can be implemented incrementally on the CPU by following
the three depicted steps.
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Figure 5.3: Computing the sum of different rectangular areas of the
table t. Note that 4 SAT accesses are needed at most, independently of
the size of the rectangular regions.
5.1.2 Estimation of the ambient occlusion
Ambient occlusion refers to the modulation of the ambient light on a surface
point due to the occlusion of its surroundings. Given a point on the surface p
with normal ~n, the occlusion factor due to the environment of p is computed






V is(p, ~ω)(~n · ~ω)dω (5.2)
where ~n and ~ω are normalized, Ω represents the hemisphere over the point
(i.e. the set of directions ~ω for which ~n · ~ω > 0), and V is(p, ~ω) is a binary
function whose value is 1 if p is occluded in the direction ~ω, and 0 otherwise.
In Computer Graphics, the ambient occlusion simulation was introduced
with the name of obscurances by Zhukov et al. [122]. Their purpose was
to provide an illumination model to account for the ambient light in a more
accurate way than the Phong model, but without the complexity of other
approaches such as radiosity. Based on the obscurances, Stewart was the first
to propose an approach to simulate ambient occlusion in Volume Visusaliza-
tion, calling it vicinity shading [100]. This method is based on attenuating
the illumination that arrives to a given voxel to shade by measuring the
occlusions in its local vicinity. In order to do this, the amount of occlusion
is estimated by sampling the environment of the voxel with more than 1000
sampling directions. Although the different rays involved in the process are
traced in an efficient way, sampling such a high number of directions results
in an important impact on rendering time.
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Since the vicinity shading method was presented, other approaches have
been proposed to simulate ambient occlusion for volume data sets (see Chap-
ter 3). The next sections of this chapter describe our proposals to simulate
ambient occlusion in real time.
5.2 Screen-space ambient occlusion and halos
This section describes a view-dependent approach to simulate ambient oc-
clusion and halos in DVR. As it has been stated in the previous section,
ambient occlusion estimates the occlusion due to the environment of each
voxel, and modifies the lighting contribution accordingly. Our proposal is
based on approximating the ambient occlusion in image space, by analyzing
the depth information of the structures projected in the vicinity of a pixel
to shade. Thus, given a rendered image of the data set and considering that
the structures that are closer to the observer occlude part of the ambient
light, the shading of each pixel is modified according to the average depth
of its vicinity.
On the other hand, in order to draw halos around a certain structure, the
color of the surrounding pixels has to be changed. To do this, we propose
to use the average depth of the vicinity to define an intensity function that
decays according to the distance to the structure to be highlighted. By
combining a user-defined color with this intensity function, the halos are
obtained.
In order to efficiently compute the average depths required for simulating
ambient occlusion and halos, a new data structure called Vicinity Occlusion
Map [30] (VOM ) is introduced next.
5.2.1 Vicinity Occlusion Maps
In order to simulate ambient occlusion and halos in a fast way, we have
designed the Vicinity Occlusion Map (VOM), which consists of two Summed
Area Tables: SATdepth, which is computed directly from the depth map,
and SATNdepth, which is computed from a bitmap containing 0 for the
background pixels of the depth map, and 1 for the rest of the pixels. Thus,
the average depth of arbitrarily big vicinity regions and the number of pixels
that effectively contribute to the average, can be computed in a fast way.
Two different remarks regarding the depth map have to be taken into
account: the first one is that the depth map used to compute the VOM
only encodes the depth of the first sample that reaches full opacity along
the viewing rays. As a consequence, just opaque structures and the semi-
transparent ones that contribute to reach full opacity are considered when
simulating ambient occlusion and halos. The second remark is that depths
values are codified in the range [0,1], being 0 the furthest point of scene and
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Figure 5.4: Application architecture: The CPU stores the a volumetric
data set in a 3D texture and uploads it to the GPU. There, the ray
casting process generates a color and a depth map. Afterwards, the depth
map is passed to the CPU and used to compute the Vicinity Occlusion
Map (VOM). By using the VOM, the shading of the the color map is
modified on the GPU to generate the final visualization.
1 the closest one 2. By assigning a depth value of 0 to background pixels
instead of 1, less number of bits are required to codify the SATdepth values
when there are many background pixels and, therefore, memory consump-
tion is reduced.
Counting how many pixels of the vicinity have different properties than
the pixel to shade (depth values in our approach) is a time-consuming task
that highly decreases the performance of the rendering process. In order to
address this issue, the screen-space ambient occlusion used by Crytek [76] is
based on subsampling the neighbouring region of each pixel using a specific
pattern. Unfortunately, such a sampling produces visual noise artifacts and
filtering the result is needed to obtain a smoothed shading. Instead, our
approach adopts a completely different strategy based on computing the
average depth of neighbouring pixels using Summed Area Tables. Thus, the
average value can be obtained in a fast way (4 SAT queries at most) and
there is no need of filtering the result.
5.2.2 Algorithm overview
The algorithm used to simulate ambient occlusion and halos with the VOM
data structure comprises three main stages performed alternatively on the
CPU and the GPU (see Figure 5.4): initially, the volume model is loaded
on the CPU and stored as a 3D texture. Then, this texture is passed to
the GPU where a ray casting process is performed. As a result, this first
rendering pass generates a color map, containing the visualization of the
2Inversely to OpenGL, where 0 corresponds to the zNear plane and 1 to the zFar.
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volume using the Phong shading model, and the depth map that is needed
to compute the Vicinity Occlusion Map.
Once the depth values have been computed in the first rendering stage,
the two Summed Area Tables of the VOM are computed on the CPU, and
stored as two 2D textures. After that, the generated VOM is loaded on the
GPU where a second rendering step modifies the shading of the color map
generated in the first pass, in order to add the ambient occlusion effect or
colored halos around the structures of interest. Hence, only one ray casting
process is required in the whole pipeline.
Although the VOM could also be computed on the GPU, it would re-
quire multiple rendering passes [40]. For this reason, and being that the ray
casting process is an intensive algorithm, our initial approach was to down-
load the work to the CPU. An alternative CUDA-based implementation on
the GPU, is described in Section 5.2.7.
5.2.3 Ambient occlusion simulation
As it has been stated at the beginning of Section 5.2, or proposal to estimate
the ambient of occlusion depends on the depth of a given pixel to shade [x, y]
and the average depth of its vicinity avgdepth[x, y]. Considering the given







where sizex and sizey are defined by the user and determine the resolution of
the vicinity ((2sizex+1)×(2sizey+1) pixels), and NElems|depthElem > 0 are
the number of pixels that effectively contribute to the average depth. The
terms of the numerator and the denominator of the equation are obtained
in a fast way from SATdepth and SATNdepth of the Vicinity Occlusion Map
respectively.
For the pixels [x, y] whose vicinity is considered closer to the observer
(which is determined by comparing avgdepth[x, y] with depth[x, y]), the oc-
clusion factor is approximated as follows:
occ = (avgdepth[x, y]− depth[x, y]) ∗ factorvic3 (5.4)
where factorvic is a user-defined scaling factor that controls the intensity
of the effect in the final rendering. Although the visualizations obtained
with this estimated occlusion are good enough, smoother results may be
obtained by filtering this value using the GLSL function smoothstep [91],
3Remember that depth values are codified inversely to OpenGL, so the depth value of
closer points is major than the depth of further ones.
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(a) Phong shading (b) Screen-space
ambient occlusion
Figure 5.5: Depth-enhanced volume visualization. The Phong model
has been used to obtain (a), whereas the VOM technique has been applied
to generate (b). Note how the overall perception of the leaves is improved
in the enhanced image.
which performs a smooth Hermite interpolation between 0 and 1 when the
occlusion computed lies between two given values (in this case, 0 and 0.99):
darkvic = smoothstep(0., 0.99, occ) (5.5)
Finally, the Phong shading color of the pixel [x, y] is modified as follows:
Color[x, y] = (1− darkvic) ∗ Phong[x, y] + darkvic ∗ Colorvic (5.6)
where Colorvic is an RGB triplet that allows the user to simply darken the
pixel to shade or change its color in order to emphasize it. All of these
computations are performed for the pixels of the image where the volume
model is projected, so background pixels are excluded. Figure 5.5 shows a
comparison of a volume visualization without (left) and with ambient occlu-
sion (right). Increasing factorvic reduces the overall lighting and improves
the depth perception.
5.2.4 Halo rendering
In order to render halos, the same visualization pipeline as the ambient
occlusion one is used (see Figure 5.4). In this case, halos have to be rendered
around the structure of interest and its intensity has to decay according
to the distance to the object. The computations involved in the process
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Figure 5.6: Highlighting different structures with halos. Note that ha-
los are just applied around opaque structures, which are the ones encoded
in the depth map.
are straightforward when halos are rendered over background pixels of the
depth map (as it happens in Figure 5.6). Note that the depth of the semi-
transparent pixels shown in (a) is equal to zero (see Section 5.2.1) and, as
consequence, are not emphasized with halos.
Given a certain background pixel [x, y] of the depth map, the average






where sizex and sizey are defined by the user and determine the resolution
of the vicinity (NElems = (2sizex + 1)× (2sizey + 1) pixels). This equation
is similar as Equation 5.3, but all the neighbouring pixels have to be taken
into account in order to define the intensity function applied to the halos.
This is done by using the following equation:
inthalo = avgdepth[x, y] ∗ factorhalo (5.8)
where factorhalo is a user-defined weight that may be used to further increase
the intensity of the effect. By taking into account the computed intensity,
the color of a pixel [x, y] is modified according to the following formula:
Color[x, y] = (1− inthalo) ∗ Phong[x, y] + inthalo ∗ Colorhalo (5.9)
where Phong[x, y] is the Phong color of the pixel, and Colorhalo is the user-
defined color applied to the halo.
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A more complex case is the generation of internal halos (i. e. the halos
are rendered over non-background pixels of the depth map), as it is shown
in Figure 5.7. In this case, the intensity function is defined as follows:
inthalo = (avgdepth[x, y]− depth[x, y]) ∗ factorhalo (5.10)
Note that for background pixels depth[x, y] = 0 and therefore, the depth
of the pixel does not affect the intensity function. When rendering inter-
nal halos, the depth of the pixel has to be taken into account to define a
threshold, and consider it to avoid rendering the halo at every pixel where
there is a depth variation with its vicinity. Furthermore, the elements above
the threshold that contribute to the average depth must be taken also into
account in Equation 5.7, in order to decrease the intensity of the halo con-
veniently.
Figure 5.7: Adding internal halos around the spikes of the pollen grain.
Left image shows the halos rendered over background pixels, while the
right image shows (in yellow) the internal halos generated by analyzing
depth discontinuities.
5.2.5 Additional features
The proposed screen-space method performs a real-time computation of both
ambient occlusion and halos (see Section 5.2.6). Since all the calculations
are carried out from scratch each frame, the parameters involved in both
effects can be changed interactively without cost. This fact allows the user
to control the appearance of the effects as follows:
• Vicinity weight and size: depth complexity among volume mod-
els or different regions of the same model may vary, and therefore,
applying a fixed function to control the appearance of the ambient
occlusion may excessively darken certain regions while barely modify
others. In order to prevent this issue, the user can interactively change
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(a) Phong shading (b) Screen-space (c) Screen-space
ambient occlusion ambient occlusion
Figure 5.8: Effect of modifying the factorvic parameter. (a) shows
the original Phong shading image and (b) and (c) show two different
results obtained with a factor of 0.39 and 0.78, respectively. The higher
the value of the factor is, the more perceptible the shading modification
is.
(a) Black halo (b) Red halo
Figure 5.9: Influence of the halo color in shape perception. The black
halo (a) does not provide enough shape cues because it is difficult to
judge if some pixels are darkened due to the lighting contribution or the
rendered halo. This issue is addressed chosing a different halo color (b).
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Figure 5.10: Improving the perception of a vessel tree by rendering a
halo around it.
the default value of the parameter that controls the darkening function
(intensvic of Equation 5.2.3). The result of such changes is shown in
Figure 5.8. The resolution of the vicinity region used to compute the
occlusion factor can also be interactively changed in order to fine tune
the results if necessary (sizex and sizey of Equation 5.3). The user
can also choose the emphasizing color (Colorvic of Equation 5.6), if
the depth variations need to be accentuated in a different way.
• Halo size and color: thanks to the use of Summed Area Tables to
compute the average depths, different sizes of halos require the same
number of texture accesses. Therefore, the user may change the halo
size with no extra cost (sizex and sizey of Equation 5.3). Furthermore,
the color can also be defined interactively (Colorhalo of Equation 5.9)
because different structures or contexts might require a different color
to emphasize the object of interest, as it is shown in Figure 5.9.
• Structure enhancement: the proposed method also allows the gen-
eration of local halos around specific elements of the volume. This
process requires the segmentation of the structures to highlight, which
are the only ones whose depth is used to compute the VOM. The depth
of the other elements is used to know if the pixels of the halo are oc-
cluded by closer structures. When it happens, the color of the occluded
pixels must remain untouched. Figure 5.10 shows an example where
a vascular tree in the liver has been separated from the surrounding
structures. Note that some ribs correctly occlude the blueish halo.
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5.2.6 Results
The presented screen-space approach was implemented and tested in a com-
puter equipped with an Intel Core 2 Duo CPU running at 3.0 GHz. It also
had 4GB of RAM memory and a NVidia GeForce GTX 280 GPU with 1GB
of RAM. The resolution of the volume models used was up to 512 x 512 x
512 voxels.
As it is shown in Table 5.1, real time frame rates are obtained for rel-
atively big models. The penalty suffered by the proposed approach when
generating both ambient occlusion and halos is low, compared to the cost of
the ray casting process. All the examples shown in the figures of this chapter
have been rendered in a viewport of 512 × 512 pixels, taking into account
vicinity regions that go from 10 × 10 to 25 × 25 pixels. A sampling rate of
3 samples per voxel is used, in order to obtain high-quality visualizations.
The ray casting process dominates the overall cost of the algorithm, and
this mainly depends on the transfer function used. For this reason, similar
timings may be obtained for models of different resolutions.
Concerning efficiency, the main advantage of our screen-space approach
with respect to the ones that compute occlusion information in a volumetric
way [92, 88, 41], is that the computational cost of estimating the amount
of occlusion depends on the size of the viewport and not on the resolution
of the data set. Furthermore, thanks to the use of Summed Area Tables,
considering large vicinity regions around the pixels to shade does not increase
the impact on rendering times because at most 4 accesses to the SAT are
needed.
Although VOMs are designed to enhance the depth perception of opaque
structures, they may also be used to enhance the perception of single semi-
transparent isosurfaces with a determined opacity value. Note that VOMs
are computed from a depth map, so the key point is to provide the depth
information of the given opacity. However, the proposed technique fails
when combining the depth information of different opacity layers.
When dealing with objects with disconnected components and large
depth variations between them, the resulting ambient occlusion may ex-
cessively darken certain regions of the image. In such a case, a more sophis-
ticated analysis of depth variations would yield better results. Nevertheless,
this effect is not always noticeable, such as in Figure 5.1, where there are
large depth variations between the closer ribs and the ones at the bottom,
but the overall appearance of the enhanced image improves the depth per-
ception in a pleasant way.
In order to improve the shading quality and overcome the aforementioned
limitations due to depth variability, the occlusion of the local environment
around the voxel to shade should be taken into account. This is the objective
of the Density Summed Area Table approach, which is presented in the
Section 5.3.











Brain 128× 128× 58 256× 256 100.19 100.11
512× 512 100.18 58.04
Ear(Baby) 256× 256× 98 256× 256 100.22 83.30
512× 512 87.08 43.19
Engine 256× 256× 256 256× 256 99.00 63.98
512× 512 59.16 35.41
Intestines 512× 512× 127 256× 256 36.12 30.89
512× 512 22.97 18.46
Bonsai 512× 512× 182 256× 256 39.70 33.35
512× 512 24.18 19.17
Body 512× 512× 512 256× 256 10.70 10.15
512× 512 6.46 5.67
Table 5.1: Performance comparison with different data sets. Timings
are measured in fps. Note how the impact of simulating ambient oc-
clusion and halos is relatively low compared to the complete rendering
process.
5.2.7 Implementation details
A CUDA-based implementation to compute the Vicinity Occlusion Maps on
the GPU was also considered to improve the performance of the proposed
method. In this case, instead of computing the values of the Summed Area
Tables incrementally, as it is shown in Figure 5.2, a different strategy was
followed. In order to maximize the benefit of the parallel processing capa-
bilities of the GPU, the source depth map was firstly analyzed by columns
and the resulting values were then summed by rows. Although the con-
struction times were faster than computing SATs on the CPU (see Table
5.2), the connection between the regular graphics pipeline and the CUDA
pipeline presented some limitations. As a consequence, it was required to
download the depth map to the CPU before uploading it to CUDA memory.
A comparison between the data management of the two versions is shown
in Figure 5.11. Due to the downloading process, the frame rates obtained
with CUDA were similar to the ones obtained when computing the VOM
on the CPU (see Figure 5.3). Newer versions of CUDA are expected to al-
low sharing texture memory between CUDA and OpenGL, what would save
bandwidth and time. Therefore, we believe that the CUDA implementation
may improve the performance of the proposed approach.
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Viewport resolution CPU GPU (CUDA)
256× 256 0.608 0.327
512× 512 2.427 1.450
768× 768 17.951 1.982
Table 5.2: Comparison of the VOM construction time (milliseconds)









Brain 256× 256 100.11 100.14
512× 512 58.04 60.11
Ear(Baby) 256× 256 83.30 98.81
512× 512 43.19 46.45
Engine 256× 256 63.98 85.72
512× 512 35.41 37.48
Intestines 256× 256 30.89 34.90
512× 512 18.46 18.80
Bonsai 256× 256 33.35 38.01
512× 512 19.17 19.68
Body 256× 256 10.15 12.09
512× 512 5.67 7.21
Table 5.3: Comparison between the timings (fps) obtained using the
original algorithm (VOM (CPU)) and the CUDA-based version (VOM
(CUDA)).
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Figure 5.11: Data management needed when computing the VOM on
the CPU and the one required by the CUDA version. The CPU approach
requires downloading the depth map to the CPU and uploading the VOM
to the GPU. On the contrary, the CUDA version needs to download the
depth map to the CPU, upload it again to the GPU to perform the CUDA
computation and reverse the process to compute the final shading on the
GPU.
5.3 Volumetric ambient occlusion
The screen-space approach presented previously is based on depth informa-
tion and does not consider the volume around the point to shade, but only
the 2D projection of the data set on the image plane. Due to the fact that
depth values are computed when the viewing rays reach full opacity, the
occlusion produced by semi-transparent structures does not contribute to
the final shading. This section describes a view-independent method that
modifies the shading of the opaque structures, but taking into account the
ambient occlusion produced by semi-transparent materials.
The basic idea of the new method is to simulate the ambient occlusion
at the voxel to shade, by evaluating the opacity of its local environment
and reducing the lighting contribution accordingly. In order to do this, we
propose to compute the average density of the vicinity, and use the opacity
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assigned by the transfer function to this average value as occlusion factor.
In the same way as Vicinity Occlusion Maps are based on Summed Area
Tables to speed up the computation of average depths, the next section
describes the concept of Density Summed Area Table, which accelerates the
computation of the average densities needed to approximate the occlusion
due to the neighbouring voxels.
5.3.1 Density Summed Area Tables
Given a volumetric data set V , a Density Summed Area Table (DSAT) stores
in each cell DSAT [x, y, z], the sum of density values of V from its origin
V [0, 0, 0] to the cell of interest V [x, y, z]:
DSAT [x, y, z] =
x,y,z∑
i=0,j=0,k=0
V [i, j, k] (5.11)
The construction of a 3D Summed Area Table (3DSAT) is similar to the
2D version, and it can also be performed incrementally, as it is shown in
Figure 5.12.
In order to compute the sum of the values of a given cuboid region of
the volume V , eight queries are needed instead of the four required in the
2D version (see Figure 5.13).
5.3.2 Algorithm overview
The algorithm to simulate ambient occlusion with a DSAT consists of two
main stages (see Figure 5.14): firstly, the 3D Summed Area Table of density
values is computed on the CPU. Then, the DSAT and the volume model
are passed to the GPU, where a ray casting process renders the volume.
While sampling the rays, the shading of the opaque samples is modified
according to the occlusion caused by their surrounding structures, which is
computed by analyzing the average opacity of the sample’s vicinity. Thus,
the visualization enhanced with ambient occlusion is obtained.
In contrast with the Vicinity Occlusion Maps, the DSAT is computed
in a preprocessing step. As a consequence, higher frame rates are obtained,
since there is no need to further transfer information from the GPU to the
CPU and backwards.
One of the advantages of computing a 3D Summed Area Table of density
values instead of opacities, is the fact that there is no need of recomputing
the DSAT when the transfer function changes. When this happens, the
opacity used to estimate the amount of occlusion and, as a consequence,
the resulting shading may change, but the average density of the vicinity
region remains constant. However, the main drawback of this approach is
that depending on the size and the variability of density values within the
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Figure 5.12: Construction of the 3D Summed Area Table on the
CPU. The first three steps depict the construction of three layers of
the Summed Area Table, from which the rest of the values are computed
incrementally.
vicinity region, the opacity assigned to the average density may be com-
pletely different to the real one, which may produce noticeable artifacts in
the final visualization. In order to obtain a more accurate approximation of
the amount of occlusion, next section describes a subdivision scheme of the
vicinity region.
5.3.3 Ambient occlusion simulation
The purpose of the Density Summed Area Table technique is to consider
the opacity of the local vicinity of the voxel to shade (V [x, y, z]) as an indi-
cator of the amount of occlusion. Thus, the more opaque the surrounding
structures are, the more incident light is occluded. A naive approach to
approximate the amount of occlusion would consist of using the opacity as-
signed by the transfer function to the average density of the vicinity region
(avgdens[x, y, z]). This average is computed with the following equation:
avgdens[x, y, z] =
∑x+sizex,y+sizey ,z+sizez
i=x−sizex,j=y−sizey ,k=z−sizez V [i, j, k]
NElems
, (5.12)
67 5.3. Volumetric ambient occlusion
Figure 5.13: Queries required to obtain the sum of the values of a
cuboid region of V using a 3D Summed Area Table.
where the resolution of the vicinity is (2sizex+1)×(2sizey+1)×(2sizez+1)
voxels (NElems), and the term of the numerator is computed from the DSAT.
When considering large vicinity regions around the voxel to shade, the error
of approximating the real opacity of the surroundings by the opacity of the
average density might become excessive, producing visual artifacts in the
resulting visualization.
In order to obtain a more accurate estimation of the amount of occlusion,
the vicinity region is subdivided into eight subvolumes around the voxel to
shade (see Figure 5.15). In this way, the occlusion of the local environment
is better approximated because it depends on the opacities assigned to eight
average densities, instead of just the one of the whole vicinity. The following





where avgdens(V ici) is the average density of one of the subvolumes depicted
in Figure 5.15, which is computed using Equation 5.12 for the central voxel
of the subvolume. The Opacity function returns the opacity assigned by
the transfer function to a given density value. Being Opacity defined in the
range [0, 1], the square root increases the contribution of low average opacity
values, but preserves the maximum opacity value to be 1.
In the same way as it is done in the VOM method, the estimated occlu-
sion is filtered using the GLSL smoothstep function as follows:
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Figure 5.14: Application architecture: The CPU stores the volumetric
data set in a 3D texture and uploads it to the GPU. A 3D Summed Area
Table of the original data set (DSAT) is also computed and uploaded to
the GPU. There, a ray casting process is performed and the shading of
the opaque samples is modified by estimating the amount of occlusion
of their vicinity. The occlusion is computed in a fast way by using the
information stored in the DSAT.
darkvic = smoothstep(mindark, 0.99, occ) (5.14)
where mindark is a user-defined parameter that controls the intensity of the
darkening applied.
Finally, the shading of a given sample s that belongs to an opaque iso-
surface is modified during the ray casting process using the equation:
Color(s) = Phong(s)− darkvic ∗ Colorvic (5.15)
where Colorvic allows the user to modify the color of the resulting shading.
Figure 5.15: Vicinity subdivision in 8 subvolumes in order to improve
the occlusion evaluation.
Although the subdivision of the vicinity region produces a good approx-
imation of the occlusion for the images shown in this chapter (the size of the
vicinity regions used to simulate the ambient occlusion was up to 40×40×40
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(a) Phong shading (b) Volumetric ambient occlusion
Figure 5.16: Ambient occlusion simulated using the DSAT approach
(b). The Phong shading visualization is also provided for comparison
purposes (a).
voxels), subdividing into eight subvolumes would not be precise enough when
dealing with larger vicinity regions. A possible way to obtain more accurate
approximations of the overall occlusion would be by computing different
resolutions of the eight subvolumes, and weighting the occlusion factors ac-
cording to the resolution of the subvolumes used. However, the performance
of the whole process would be affected.
5.3.4 Results
Figure 5.16 shows an example of the volumetric ambient occlusion obtained
with the DSAT method. Note how the estimated amount of occlusion due
to the vicinity of the voxels on the surface produce the darkening of hollow
regions, which improves the overall appearance of the final image.
As for evaluating the performance, the method was tested with the same
data sets and equipment used to evaluate the screen-space approach (see Sec-
tion 5.2.6). The sampling rate in the ray casting process took also 3 samples
per voxel to obtain high-quality visualizations. Timings are shown in Table
5.4. Note that the frame rates obtained by simulating the ambient occlusion
are similar to the ones obtained with the Phong shading model. This is due
to the fact that texture queries to determine the amount of occlusion are
only carried out when reaching the isosurfaces to shade, not along the whole
ray traversal, which would result in an important performance penalty.
Concerning memory consumption, the DSAT stores a sum of density
values. Therefore, the memory required is higher than the memory needed
to store the original data set. As it is shown in Table 5.5, an additional 32
bit 3D texture with the same dimensions as the original data set (8 or 16









Brain 256× 256 100.19 100.18
512× 512 100.18 100.15
Ear(Baby) 256× 256 100.22 100.20
512× 512 87.08 80.09
Engine 256× 256 99.00 94.63
512× 512 59.16 58.17
Intestines 256× 256 36.12 35.82
512× 512 22.97 22.04
Bonsai 256× 256 39.70 38.82
512× 512 24.18 22.84
Body 256× 256 10.70 10.40
512× 512 6.46 6.25
Table 5.4: Timings obtained for different data sets (fps). Note that the
impact on rendering of simulating the ambient occlusion with the DSAT
is almost equal to the timing obtained with the Phong shading. This is
due to the fact that the occlusion of the vicinty is only evaluated for the
voxels belonging to opaque structures.
bits) is required to store the DSAT in the worst case. Fortunately, although
the amount of extra storage is rather high, it is still acceptable for relatively
big volume models, such as the body.
When visualizing opaque structures that do not present isolated dis-
connected components, the resulting shading is similar as the one obtained
with the screen-space method (see Figure 5.17). Other visualizations like
the one shown in Figure 5.18, may produce quite different results. In this
case, the VOM approach modifies the shading in those regions of the image
where there are high depth variations, allowing the viewer to identify which
parts of the intestines are closer. On the contrary, due to the reduced size
of the vicinity regions used in the DSAT approach, the ambient occlusion
estimated in a volumetric way improves the perception of local superficial
details.
An analysis of the impact on rendering times obtained with the two
methods in a viewport of 512 × 512 pixels is shown in Table 5.6. Note
that the impact is lower for the DSAT approach because the 3D Summed
Area Table is computed once in a preprocessing step. In contrast to this,
the VOM is computed on-the-fly and must be updated when the viewing
direction is modified.









Brain 0.04 31238068 25
Ear(Baby) 0.74 198720120 28
Engine 2.07 187475047 28
Intestines 5.75 4294967192 32
Bonsai 6.08 136596356 28
Body 17.1 4294967162 32
Table 5.5: DSAT features. The second column shows the time required
to compute the DSAT (in seconds). The other columns show the maxi-
mum value stored for different data sets and the number of bits needed









Brain 100.18 58.04 (-42.06%) 100.15 (-0.03%)
Ear(Baby) 87.08 43.19 (-50.39%) 80.09 (-8.02%)
Engine 59.16 35.41 (-40.14%) 58.17 (-1.67%)
Intestines 22.97 18.46 (-19.65%) 22.04 (-4.05%)
Bonsai 24.18 19.17 (-20.71%) 22.84 (-5.55%)
Body 6.46 5.67 (-12.20%) 6.25 (-3.25%)
Table 5.6: Comparison of the impact incurred by using the both meth-
ods presented in this chapter in a viewport of 512 × 512 pixels. Note
how the penalty of the DSAT technique is really low compared to the
visualization obtained in the ray casting using the Phong model (up to
an 8% at most). Timings are measured in frames per second (fps).
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(a) Screen-space (b) Volumetric
ambient occlusion ambient occlusion
Figure 5.17: Comparison between the ambient occlusion generated with
the VOM (a) and the DSAT (b) approaches. When there are no large
depth variations in the region to shade, both results are quite similar.
(a) Screen-space (b) Volumetric
ambient occlusion ambient occlusion
Figure 5.18: Comparison between the ambient occlusion generated with
the VOM (a) and the DSAT (b) approaches. The proposed screen-space
ambient occlusion enhances the regions where there are large depth varia-
tions, whereas the volumetric approach modifies the shading of the voxels
at surface level according to the occlusion of their local vicinity.
5.3.5 Implementation details
A CUDA-based implementation of the algorithm to compute the DSAT
using the GPU was also considered to decrease the time spent in the pre-
processing step. In order to maximize the performance taking advantage of
the parallel processing capabilites of the GPU, the 3D Summed Area Table
computation analyzed the elements of the input volume V as follows:
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SX[i, j, k] =
∑
x≤i V [x, j, k]
SY [i, j, k] =
∑
y≤j SX[i, y, k]
3DSAT [i, j, k] = SZ[i, j, k]
=
∑












x≤i V [x, y, z]
Thus, the CUDA-based algorithm consisted of the three following steps:
1. Computing SX in a first pass, Z-slice after Z-slice, by loading the rows
of the slices in shared memory, performing a parallel computation for
the rows [37], and writing them back.
2. Computing SY in a single pass, reading memory with a GPU-friendly
pattern (coalesced reads).
3. Compute SZ in a single pass, reading memory with a GPU-friendly
pattern (coalesced reads).
As it is shown in Table 5.7, the computation time using CUDA is faster
than the computation on the CPU, and substantially lower than the time
required to load the volume. Loading times are provided to determine if the
DSAT computation is noticeable, or implies a relevant penalty with respect
to the normal process. As happened with the CUDA-based computation of
Vicinity Occlusion Maps, the bottleneck was the data communication bus,
because the resulting information had to be downloaded to the CPU, as
depicted in Figure 5.19. This is something expected to be solved as soon as







Brain 0.12 0.04 0.11
Ear (baby) 0.20 0.74 0.18
Engine 0.46 2.07 0.31
Intestines 1.42 5.73 0.74
Bonsai 1.87 6.08 0.75
Body 3.58 17.10 1.64
Table 5.7: Time (in seconds) required to compute the DSAT on the
CPU and the GPU using CUDA. Note that the CUDA computation is
faster than loading the data set, which is an acceptable result.
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Figure 5.19: Comparison between the data management needed when
computing the DSAT on the CPU and the one required by the CUDA ver-
sion. Several data transfers between the CPU and the GPU are needed
to incorporate the CUDA-based algorithm to the visualization pipeline
of the DSAT approach (see Figure 5.14)
5.4 User study
In order to evaluate the effectiveness for enhancing the depth perception
of the ambient occlusion simulated with the two proposed techniques, we
carried out a user study based on the one presented by Lindemann and
Ropinski in [63]. The study consisted of three different tasks: two of them
evaluated the relative and absolute depth perception, whereas the third one
was designed to provide a subjective evaluation of our two approaches. A
set of 12 people, all of them with computer graphics background, took part
in the study.
For the first task, which was the one designed for evaluating the relative
depth perception, we compared Phong shading with the ambient occlusion
obtained with the VOM and the DSAT techniques. To this end, we gen-
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erated a set of 18 images from 6 different volumetric datasets, where each
shading approach appeared 6 times. Two circular markers pointing at dif-
ferent elements of the scene were added to each image (see Figure 5.20 (a)),
and users had to select the point that they considered closer to the viewer.
Images were shown randomly to prevent a learning effect, and the task was
evaluated by measuring if the selections were correct.
(a) Applet used for task 1 (b) Percentage of correct answers
Figure 5.20: Applet and results of the relative depth perception task.
This task consisted of selecting the closest element pointed by the mark-
ers showed in (a). The percentage of correct answers for each shading
model is shown in (b).
In order to analyze the results of this first task, we used a Cochrane’s
Q test with a confidence level of α = 0.05, since the response variable took
just two possible results: 1 if the selected point was the closest one and
0 otherwise. The results of this test showed no significant difference in
the percentage of correct answers for the three different techniques (p-value
= 0.798  α = 0.05). Figure 5.20 (b) shows the percentage of correct
answers for the Phong shading (81.94%), and the ambient occlusion obtained
with VOMs (83.33%) and DSATs (86.11%).
The second task was designed to evaluate the absolute depth percep-
tion. As well as it was done in the first task, Phong shading and our two
approaches were used to generate a set of 18 images, where each technique
appeared 6 times. For this task, a circular marker pointing to an element of
the scene was added to each image, as can be seen in Figure 5.21 (a). In this
task, users had to estimate the absolute depth in percentage, in relation to
the distance between the closest visible element of the scene and the furthest
one. Images were shown randomly and the error between the estimated and
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the real depth of the marked point was measured.
The results of the second task were analyzed using a one-way analysis
of variance (ANOVA) with a confidence level α = 0.05, to reject the null
hypothesis that all means of user’s approximated depths were equal between
techniques. The results of this test showed no significant difference between
the three compared techniques (F = 2.04, p-value = 0.13 > α = 0.05).
Figure 5.21 (b) shows the error produced by users when approximating the
absolute depth of the marked points.
(a) Applet used for task 2 (b) Results of the
absolute depth approximation
Figure 5.21: Applet and results of the absolute depth perception task.
It consisted of estimating the depth in percentage of the marked point,
compared to the depth between the closest visible point of the scene and
the furthest one. The error produced while approximating the depth of
the marked points is shown in (b).
Finally, we also wanted to know the opinion of the users about the shad-
ing techniques used in the study. This was addressed by presenting 6 pairs
of images to the users, comparing the Phong shading result with the VOM
and the DSAT visualizations respectively. Images were shown randomly
and users had to choose which image of each pair they considered better to
perceive depth and spatial relations between the elements of the scene. In
this task, we just measured the users’ choices. The Cochrane’s Q test with
a confidence level of α = 0.05 was used to evaluate this task, and the re-
sults showed a significant difference (p-value < 0.0001 α = 0.05) between
Phong shading, which was chosen the 5.5% of times and VOM (94.5%). As
well, the test showed a significant difference (p-value = 0.046 < α = 0.05)
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between Phong (chosen the 33.3% of times) and the DSAT (66.6%).
The results of the third task show that users considered the enhanced vi-
sualizations better to perceive the depth perception and spatial information
of the visualized data sets. However, despite users solved the relative and
absolute depth perception tasks slightly better with the ambient occlusion
shading, no significant differences between the three techniques were found
analyzing the results.
Apart from the correctness of the answers and the error of the depth
approximation, we also considered measuring the time to complete these two
tasks, as it is done in [63]. However, we observed that time depended much
more on the quantity of information provided by the image, than the shading
technique used to generate the visualization. This observation could explain
the fact that no clear relations between users’ answers and time were found
in the study by Lindemann and Ropinski. Based on the observed results,
we consider that a more detailed study would be of interest, in order to
obtain a more significant evaluation of the proposed techniques. Concretely,
we believe that by increasing the number of images, data sets used, and
participants, the results of the relative and depth perception tasks may be
better for the ambient occlusion approaches, as the subjective evaluation
shows.
5.5 Conclusions
This chapter has presented two novel approaches to enhance the depth per-
ception in Direct Volume Rendering, which are based on simulating ambient
occlusion and generating colored halos. In order to compute the information
required to apply both effects, two different data structures have been de-
signed: the Vicinity Occlusion Map (VOM) and the Density Summed Area
Table (DSAT), which take advantage of Summed Area Tables to speed up
the computations.
The first method presented [30] is a screen-space approach that uses
depth information to estimate the amount of ambient light occluded at each
pixel of the image, and modifies the shading accordingly. Thanks to the use
of the VOM to compute the amount of occlusion, the impact on rendering
is constant per frame, and depends on the size of the viewport. By using
the same depth information stored in the VOM, colored halos may also be
rendered around the structures of interest in order to highlight them.
The second approach [29] is a view-independent method used to simu-
late ambient occlusion. In this case, the ambient occlusion is approximated
in a volumetric way by evaluating the opacity of the local vicinity of the
voxels to shade. In order to obtain the required information in a fast way,
a 3D Summed Area Table of the density values (DSAT) of the original
data set is computed. This method produces similar images to the ones
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obtained with the screen-space approach, except when visualizing discontin-
uous or separated structures. In this situation, the VOM method enhances
the depth discontinuities between structures whereas the DSAT technique
applies ambient occlusion locally. The impact on rendering times of the
DSAT approach is lower than the VOM method, but memory consumption




Maximum Intensity Projection (MIP), originally called Maximum Activity
Projection (MAP) [111], is a well-known volume rendering technique where,
in contrast to Direct Volume Rendering (DVR), the highest-intensity values
along the viewing rays are projected into a 2D image. Therefore, it is par-
ticularly valuable for the interpretation and evaluation of data sets where
the features of interest present high intensities, such as in Positron Emis-
sion Tomography (PET), CT or Magnetic Resonance Angiography studies.
Although the generation of MIP visualizations is computationally fast and
does not require a complex transfer function definition process, the main
limitations of this approach are the fact that higher intensity values may
conceal features of interest with lower intensities, and the loss of depth cues
and contextual information, which often produce ambiguous visualizations
of the volume model. Figure 6.1 (b) shows one example of high ambiguity,
where it is difficult to perceive the correct orientation of the model, whereas
it is clear in the direct volume rendering visualization (a).
Different approaches have been proposed in the past in order to address
the main drawbacks of MIP. While some of them are based on changing
the depth values of the structures for improving its perception [38], other
techniques add color cues [89] or modify the shading [14] to convey con-
textual information. Despite the fact that lighting computations or other
shading modifications may improve depth perception and reveal the spatial
arrangement of the visualized structures, it has to be taken into account
that certain intensity values displayed in the original MIP may be concealed
by the new shading. Therefore, in order to preserve the maximum informa-
tion of the original visualizations, the enhancement of MIP images has to
be done appropriately.
This chapter presents a new algorithm to generate Depth-enhanced Max-
imum Intensity Projection images (DeMIP), which has been designed to
reduce the loss of contextual information in MIP. To this end, this new ap-
proach is based on a subtle modification of the shading, in order to add depth
cues (Figure 6.1 (c)) without computing illumination effects. A sphere-based
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color mapping extension is also proposed, which slightly tinges MIP results,
in order to improve the perception of spatial information in cases of high am-
biguity (Figure 6.1 (d)). To evaluate the enhanced visualizations obtained
with the proposed method, an informal user study has been carried out.
Its results demonstrate that our technique effectively improves context and
depth perception in MIP for both mono and stereo vision.
Figure 6.1: Comparison between MIP (b) and the presented method:
DeMIP (c) and DeMIP with color cues (d). The Phong shading visual-
ization (a) is also provided for comparison purposes. The spheres in (d)
show the front and back spherical color mapping that is applied to the
volume model, in order to aid in the correct interpretation of the spatial
distribution of the anatomical structures (see Section 6.1.2).
The remainder of the chapter is organized as follows: Section 6.1 de-
scribes DeMIP in detail and some discussion about different implementation
details tested during the development of the approach are reviewed in Sec-
tion 6.2. The results of DeMIP are shown in Section 6.3 and the user study
is described in Section 6.4. Finally, Section 6.5 presents the conclusions.
6.1 Enhancing depth perception
Direct volume rendering provides occlusion cues and illumination effects that
generally convey correctly the spatial relationships among the structures of
the volume. When the Phong shading model does not obtain quite accu-
rate results, there are more complex techniques that may improve the final
visualization, as the ones presented in the previous chapter do.
In order to improve the depth perception in MIP images, occlusion in-
formation and shading effects can be computed in a similar way to DVR.
Unfortunately, since MIP displays intensity values, the addition of illumi-
nation effects or color variations may hide important information provided
by the original image. For this reason, instead of mixing DVR shading
with the intensity values, DeMIP provides occlusion information by means
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of a slightly modification of the displayed intensities taking the depth of the
structures of the volume into account. Thus, the shape of the structures is
perceivable with a minimum loss of information with respect to MIP.
The use of stereoscopic images might also be a good choice to convey
depth and spatial information in MIP. However, the fact that the intensities
displayed in nearby pixels of MIP images can be located at different depths
or belong to different structures, produces perceptual problems and, as a
consequence, the 3D coherence provided by stereo vision is generally lost.
On the contrary, as DeMIP enhances the depth perception and preserves
the spatial information, stereoscopic rendering can be effectively used with
our approach, improving the overall perception of the volume model.
Depending on the viewing direction, adding depth and occlusion cues
by a subtle modification of intensity values, might be not enough to dis-
ambiguate MIP images. In these cases, DeMIP provides the user with a
tool that codifies the 3D location of the displayed structures by means of a
spherical color map. Thus, depth perception is clearly enhanced in the most
complex cases.
6.1.1 Algorithm overview
The algorithm used to obtain the depth-enhanced visualizations comprises
two main stages: the first one is responsible for computing the DeMIP
shading, whereas the second one improves, when needed, the perception
of spatial information by adding extra color cues.
Given a certain viewing ray, the basic idea behind the enhancement of
the first stage is to look for the closest sample to the observer that belongs
to the same structure as the one with the maximum intensity along the
ray. Then, the shading is modified according to the depth of this closest
sample, in order to reveal the structures of the data set. Ideally, we would
consider that a given sample belongs to the maximum intensity structure
when their materials (i.e. the color assigned by the transfer function) co-
incide. Unfortunately, depending on how the transfer function is defined,
fuzzy boundaries between the structures may produce noticeable artifacts
in the final image if the same material is used. In order to address this
issue, similar materials are also taken into account, which are determined
by means of a user-defined threshold.
The visualization pipeline is based on the ray casting algorithm and
consists of a single rendering step performed on the GPU, as it is shown
in Figure 6.2. To correctly compute the depth of the closest structure, the
depth value of the first sample of the ray is initially stored. While sampling
the ray, this value is updated for every sample with bigger intensity and
a significantly different material than the sample at the currently stored
depth. At the end of the ray casting process, maximum intensity values
produce the MIP image and depth values are stored in a depth map. Note
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Figure 6.2: DeMIP visualization pipeline. The maximum intensity
value (1) and the first occurrence of a sample with the same material
(2) are computed for each viewing ray during the ray casting process.
Then, each pixel of the MIP image is shaded taking into account the
depth values of the first sample and, eventually, the color provided by a
color sphere.
that when the maximum intensity value belongs to the first sample of a
certain material (i.e. there are no previous occlusions), the shading is the
same as MIP. Otherwise, the maximum intensity, that is used as a value of
the color channels for rendering purposes (MIP [x, y]), is weighted with the
depth (depth[x, y]) using the following equation:
DeMIP [x, y] = MIP [x, y] ∗ (1− dw) + 2 ∗ dw ∗ (1− depth[x, y]) (6.1)
where dw is a scaling factor that controls the intensity of the enhancing
effect. Note that if dw = 0, the result is the MIP color. The two addends
of the formula have been added in this way to slightly lighten the regions
closer to the user and slightly darken the regions far from the observer, in
order to increase the contrast. In most cases, assigning a value of around
0.15 to dw is enough to perceive the occlusions (while keeping the details)
of the structures of interest, though users may change this value if it does
not fulfill their needs for a certain model. Figure 6.3 shows the effect of
changing the dw factor.
6.1.2 Additional color mapping
The second stage of the algorithm, which is performed in the same rendering
step as the first one, provides some color cues for a further improvement of
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Figure 6.3: Effect of the depth weighting (dw) for the abdomen model.
Note how the intestines are revealed when using bigger dw factors. On
the contrary, when dw = 0, MIP image is obtained.
depth perception and the spatial arrangement of the revealed structures. In
this case, the 3D position of the sample at the computed depth is used to
slightly tinge the MIP color using a spherical texture map. This spherical
map is initially textured using a color for the front region and a different
color for the back part, which are interpolated across the surface of the
sphere.
In order to apply a color from the sphere to the shading of the first
stage, we build a vector with initial point at the center of the bounding
box of the volume and endpoint at the 3D position of the sample at the
computed depth. Then, the intersection of the bounding sphere with a ray
whose direction is the one indicated by this vector, determines the color
from the texture map (colorsph). Finally, the color modification for a given
pixel [x, y] is computed as follows:
Color[x, y] = DeMIP [x, y] ∗ (1.0− sphw) + colorsph ∗ sphw, (6.2)
where DeMIP [x, y] is the enhanced shading of the first stage and sphw is a
factor to weigh the color of the sphere map. Figure 6.4 shows the result of
the spherical-based color mapping. Note how the DeMIP shading is further
improved and the perception of the model orientation is easier to infer (the
correct orientation can be appreciated in the Phong shading visualization
shown in Figure 6.4 (a)).
The spherical map is represented on screen with a 3D sphere that can be
rotated by the user. In this way, possible ambiguities can be resolved without
the need of rotating the model, since the color distribution in the rendered
image can be inferred from the color sphere, which is always rendered next
to the model. A small set of predefined color maps is also provided, as it
is shown in Figure 6.5. Thus, users can use the one they consider more
adequate.
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Figure 6.4: Images of an aneurysm data set generated with MIP (b),
DeMIP (c) and DeMIP with color cues (d). Note that the furthest re-
gions of the volume shown in (a), are clearly identified by the blueish
color in (c), whereas it is difficult to determine their position in (a) or
(b).
6.2 Implementation details
This section presents some discussion about different implementation details
that were considered when developing DeMIP. Concretely, different alterna-
tives to compute the depth of the closest samples were considered, in order
to test which method was faster and produced better results. Furthermore,
we also evaluated the possibility of splitting the algorithm pipeline into sev-
eral ray casting and rendering steps, in order to avoid some comparisons in
the shader that might affect the overall performance of the algorithm.
6.2.1 Depth computation
A key issue of DeMIP is a good evaluation of depth information, since it
is used to modify the shading of the intensities displayed in the original
MIP. As we wanted to test the suitability of DeMIP to stereo vision, each
final image had to be rendered twice, once for each eye, so we evaluated
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Figure 6.5: Example of different pre-defined color maps applied to
DeMIP in order to improve the spatial distribution comprehension. Al-
though the red-blue combination can be suitable for a lot of users, some
may perceive the structures arrangements better with other colors. The
sphere mapping determines the color applied to the closer and the further
elements of the volume.
three fast approximations to compute the exact depth of the closest samples
along each viewing ray (i.e. distance from the observer to the first sample
with the same material as the maximum intensity along the viewing ray).
One possible approximation would be considering the distance of the closest
sample with respect to the zNear plane (see Figure 6.6), as it is done in
OpenGL. However, since the perspective projection is used in DeMIP, these
depth values might not be accurate enough to approximate the real depth
for certain rays.
Another possibility would be computing the number of ray steps to reach
the closest sample (see Figure 6.6). Unfortunately, the classical GPU ray
casting algorithm [56] traces rays from the boundary of the bounding box
of the volume, so the number of steps covered is not proportional to the
distance to the viewer. Although this approach obtains good results for
static views (see Figure 6.7 (b)), some artifacts are noticeable when rotating
the model.
The last approximation would combine the two previous approaches:
the distance to the boundary of the bounding box computed with respect
to the zNear plane and then adding the number of steps along the ray.
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This method yielded a value that was correctly mapped to zero at the near
plane, and almost equal to the exact distance. In fact, the images obtained
using this approximation were visually indistinguishable from the ones with
the exact depth, and the shader computations were simpler. However, we
found that this methods, though computationally cheaper, did not yield
clear performance gains. Therefore, instead of using this third approach,
the exact distance from the observer to the closest samples were finally
computed. The results of approximating the depth with the three different
methods are shown in Figure 6.7.
Figure 6.6: Depth computation methods. The first approach uses the
OpenGL depth. The second one computes the number of steps along the
ray from the bounding box of the volume. The third method, the one that
yielded the best results, combines the two previous approaches.
6.2.2 Single vs double pass ray casting
In order to obtain the DeMIP result, a single ray casting pass computes
the MIP image and the depth map used to modify the shading. This pro-
cess can be performed in this way because transfer functions used in MIP
are quite simple, normally defined using standard window/level information
that assigns a single material with different opacities to the density values
of the data set. When working with more complex transfer functions (i.e.
different materials assigned to different ranges of density values), apart from
considering similar materials to compute the closest sample, the first occur-
rence of each material must be stored while sampling the ray and, when the
ray casting finishes, compute the depth of the closest sample with the same
material as the maximum intensity value. Another possibility would be to
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Figure 6.7: DeMIP results computing depth information in three dif-
ferent ways: with respect to de zNear plane as in OpenGL (a), computing
the number of ray steps inside the bounding box of the volume (b) and
the exact distance from the observer to the closest sample of each ray
(c).
trace a second ray once the MIP image has been computed, and sample the
volume until the first occurrence of the same material is found. This version
of the algorithm was the one developed initially [28].
6.3 Results
The proposed approach was tested with several volume models of up to 512
x 512 x 512 voxels on a computer equipped with an Intel Core 2 Duo CPU
E8400 @ 3.0GHz, 4 GB of RAM and a NVidia GeForce GTX 280 GPU with
1GB of RAM memory. Although there are several ways to accelerate MIP
[77] and, as a consequence, DeMIP, the classical GPU ray casting-based
version was used, because we believe this might be an adequate frame rate
reference for most of the readers.
A comparison of the timings obtained with different visualization meth-
ods and volume data sets is shown in Table 6.1. In all the cases, timings
were taken with a sampling rate of 1 sample per voxel on a viewport of 512
x 512 pixels. As it is shown in the table, MIP is faster than DeMIP because
there is neither depth nor color cue computations in the original MIP algo-
rithm. Furthermore, both techniques are generally faster than DVR (GPU
ray casting and Phong shading) because there is no need of computing illu-
mination effects at each sample of the rays. Maximum Intensity Difference
Accumulation (MIDA) [14] timings are also provided for comparison pur-
poses. This is due to the fact that the visualizations obtained with MIDA





MIP DeMIP MIDA DVR
Jaw 5122 × 40 64.7 53.8 48.1 49.8
Aneurysm 5122 × 120 76.2 54.5 43.9 45.8
Abdomen 5122 × 171 59.4 51.8 50.1 53.4
Head 5122 × 485 28.9 25.8 17.3 17.6
Body 5122 × 512 28.1 24.1 26.6 27.1
Table 6.1: Comparison of frame rates between MIP and DeMIP. Tim-
ings for MIDA [14] and DVR are also provided for reference purposes.
Timings are measured in frames per second and the sampling rate is one
sample per voxel, as more samples do not visually affect image quality
in MIP or DeMIP.
lie in between DVR and MIP, and DeMIP images lie in between MIDA and
MIP. Therefore, by providing the frame rates of the four approaches, the
reader may appreciate the impact on the performance of different DVR and
MIP-based methods.
DeMIP with color cues presents similarities with the pseudo-chromadepth
approach proposed in [89], but the motivation is different. In pseudo-
chromadepth, the objective is to add a color that helps to perceive distances.
The DeMIP purpose is to reinforce overall spatial distribution perception,
and provide a visual reference that may be manipulated by the user. Hence,
if the user moves the sphere, the color applied to the visualization changes
accordingly. In this way, by rotating the auxiliary sphere, users can get
further cues to infer the spatial relationships of the visible structures. User
can also change the colors mapped in the sphere in order to select the ones
that they find more comfortable. This may overcome possible perceptual is-
sues such as color blindness. We believe this is a powerful tool thanks to its
flexibility and because there is no need of rotating the volume model. In Fig-
ure 6.8 we compare our sphere-based color mapping, pseudo-chromadepth
applied to DeMIP, and the original MIP dyed with the pseudo-chromadepth
color scale. Note how the occlusions revealed by the depth-enhancement are
not visible in this last case.
6.4 User study
In order to evaluate the accuracy of DeMIP for enhancing depth perception
in MIP images and stereoscopic visualizations, we carried out an informal
user study among a set of 12 people, where most of them were computer
scientists or students with computer graphics background. The study con-
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Figure 6.8: Color mapping strategies: DeMIP with color cues (c) and
DeMIP with pseudo-chromadepth (d) show little differences, but the oc-
clusion emphasis obtained by the depth-enhancement becomes notorious
if we compare (c) or (d) against a MIP rendering enhanced by applying
the pseudo-chromadepth color scale, that is shown in (b).
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sisted on 6 different perceptual scenarios: 3 of them with mono images and
the other 3 with stereo renderings.
The main goal of the 3 mono scenarios was testing the effectiveness of
DeMIP in those cases where the chosen point of view generates ambiguous
MIP renderings. To this end, users were asked to determine the orientation
of the body model, the head model and the location of a missing tooth
in a jaw model (see Figure 6.9). For these three cases, a set of images
was generated using MIP, different versions of DeMIP, varying the way to
estimate depth information (see Section 6.2.1), and DeMIP with color cues
(see Figure 6.10). Images were shown randomly for each scenario in order
to avoid a learning effect.
Figure 6.9: Volume models used in the user study generated with Direct
Volume Rendering.
In the case of the body model, results were clearly favorable to the
DeMIP images, as it is shown in Figure 6.11. With the MIP version, the
majority of the users answered wrongly, while all the DeMIP images cor-
rectly disambiguated the orientation of the model. In the case of the head
(see Figure 6.12), MIP images did not provide any clue to determine if the
head was facing forwards or backwards. Although DeMIP images without
color cues improved the visualization, only DeMIP with color completely
disambiguates the orientation of the model. The missing tooth problem was
an example where users did not know if there was a hole in the MIP image
(Figure 6.10 (a) bottom). On the contrary, all DeMIP images reduce ambi-
guity and the best results were obtained again by DeMIP with color cues.
The answers of the users for this case are shown in Figure 6.13.
The other 3 perceptual scenarios were designed to evaluate the suitability
of DeMIP to stereo vision. In this case, a set of stereoscopic renderings was
generated using DVR, MIP, DeMIP and DeMIP with color cues, for the
body, the head and the jaw datasets. Actually, the displayed images were
91 6.4. User study
Figure 6.10: Subset of images shown in the user study. Besides DeMIP
computing the exact depth, DeMIP images using the OpenGL depth and
the ray steps depth were also shown. The stereo scenarios were analized
with the stereo versions of these images.
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Figure 6.11: Evaluation of the body orientation. As we can see,
users answer correctly in almost all the cases with the DeMIP versions,
whereas the orientation was ambiguous in MIP.
Figure 6.12: Evaluation of the head orientation. While the DeMIP
method with exact depth produces better results than MIP rendering, still
most of the users do not correctly interpret the orientation of the skull.
The combination of DeMIP with Color Sphere clearly disambiguates the
view.
93 6.4. User study
Figure 6.13: Finding the missing tooth. In this example, the users
clearly see that the tooth missing belongs to the left part of the jaw when
using DeMIP or Color Sphere methods, while MIP rendering is com-
pletely ambiguous.
the stereoscopic version of the ones shown in Figure 6.10. For these scenarios,
DVR visualizations were always shown in the first place as reference images
and the other ones were shown randomly. Images were displayed in an active
stereoscopic monitor with shutter glasses and users were asked to evaluate
in a seven point Likert scale (1 strongly disagree, 7 strongly agree) whether
the different stereo images helped to perceive the same spatial distribution
of the structures as in DVR.
We analyzed the results of the 3 stereoscopic cases estimating 95% con-
fidence intervals for the means of the answers with the ANOVA analysis,
and we may state with our test set that with a confidence level of 95%, one
may expect that the answer will be between the limits shown in Table 6.2.
Thus, we can conclude that DeMIP and specially DeMIP with color cues
are better suited than MIP to stereo vision.
At the end of the study, users were asked to give their opinion about
which techniques were better to perceive the overall distribution of the struc-
tures of the data set. Furthermore, we asked them to choose between mono
and stereo vision and if there was any loss of information in the enhanced
images with respect to MIP. Answers showed that more than 90% of users
preferred DeMIP with color cues and 60% also found useful DeMIP without
color. In the case of the stereo vision, there was unanimity in preferring
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95% MIP DeMIP DeMIP
(color cues)
Lower bound 2.33 3.66 4.99
Upper bound 3.50 4.83 6.16
Table 6.2: 95% confidence intervals for the stereo vision tasks.
it instead of mono images. Finally, 60% of users considered that DeMIP
preserves the MIP information while a 40% thought that there is a little
loss. Although the results state that DeMIP clearly enhances depth per-
ception in Maximum Intensity Projection, a more detailed user study with
the participation of radiologists would be necessary to validate the proposed
technique for the medical practice.
6.5 Conclusions
This chapter has proposed a new technique to improve the depth perception
[28] in Maximum Intensity Projection. To this end, two different visual cues
have been added to the visualization: a depth-based modification of the dis-
played intensity values and a spatial-based coloring of the volume. In the
former case, the maximum intensity projected on each pixel is slightly shaded
according to the depth of the closest sample belonging to the structure with
higher intensity along the viewing ray. In the latter, the 3D coordinates of
the closest sample are used to change the color by using a supporting spher-
ical map. In both cases, samples with the same material as the maximum
intensity values are considered to belong to the same structure.
The results of an informal user study demonstrate the effectiveness of
the proposed technique to improve MIP images. Furthermore, the enhance-
ments applied allow the user to use stereoscopic devices to visualize MIP
renderings. The depth-based intensity change obtains visually similar re-
sults than previous enhancement approaches [38] without the need of ex-
tracting isosurfaces, and using directly the same transfer function used in
MIP. A comparison of the certain observations on DeMIP and other MIP-
based methods is shown in Table 6.3. Among all of the compared techniques,
DeMIP is the one that preserves most of the information provided by the
original MIP, with no need of defining complex transfer functions such as







MIP Contrasted Contextual information is lost
data sets
DSMIP Contrasted Preserves contextual information
[38] data sets Requires isosurface extraction
Polygonal rendering
LMIP Contrasted Preserves contextual information
[94] data sets May occlude MIP information
Simple transfer function definition
DeMIP Contrasted Preserves contextual information
[28] data sets Most of MIP information preserved
Simple transfer function definition
Slower than MIP
Faster than DVR
SEMIP Contrasted Preserves contextual information
[121] data sets May occlude MIP information
Simple transfer function definition
MIDA General Preserves contextual information
[14] data sets Occludes MIP information
Simple transfer function definition
DVR General Provides contextual information
data sets Intensities are not displayed
Complex transfer function definition
Table 6.3: Observations on different methods ranging from MIP to
DVR. The main advantage of DeMIP with respect to the others is that





The visualization of inner structures is an important topic of research in the
volume visualization field. For instance, when working with medical data-
sets, it is important to clearly perceive the 3D relationships of the internal
structures and to be able to analyze certain elements without occlusion,
since the lack of accuracy or a misinterpretation of the data might lead to
serious mistakes while diagnosing or planning surgery.
Several methods have been proposed to address this issue in the past.
Some of them are based on clipping the volume using planes or more complex
geometries [114], and are commonly included in the majority of volume ren-
derers because they are simple and easy to use. Unfortunately, contextual
information, which is useful to better perceive the shape, position and ori-
entation of the clipped structures, is often removed, as it is shown in Figure
7.1 (a). Note that the use of a clipping plane allows the visualization of the
inner parts, but internal elements are equally clipped. As a consequence, it
is difficult to imagine how the clipped structures are placed inside the body.
In order to address the loss of contextual information, more sophisticated
approaches visualize simultaneously external and internal structures using
traditional illustration effects, such as cutaways [108] or exploded views [11].
Unluckily, most of these methods do not allow a simple and intuitive inter-
action with the data, so a certain level of expertise is frequently required.
This chapter presents a new method that extends the basic clipping
techniques, visualizing the inner structures of volumetric data sets without
removing contextual information and preserving the ease of use. Based on
traditional hand-drawn illustrations, our approach provides a direct manip-
ulation tool that allows the user to cut the volume and extrude anatomical
structures from the cross-section of the cut. This improves the perception
of their shape, position and orientation, as it is shown in Figure 7.1 (b). In
this example, the ribs, the heart and other elements emerge from the cross-
section, which add valuable information of the anatomical structures around
the cut. In order to guarantee its usability, the proposed method is based on
mouse dragging movements instead of relying on setting several parameters,
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(a) Plain cross-section (b) Adaptive cross-section
Figure 7.1: Comparison between the classical clipping plane technique
and the result of our new approach. Note how different structures are
equally clipped in (a), whereas some contextual information is preserved
in (b) by extruding certain structures of the volume.
that often makes it difficult to obtain the desired result. Furthermore, a set
of illustrative motifs is also provided in order to give a traditional illustra-
tive look to the final rendering. Besides the fact that the generated images
show the effectiveness of the proposed technique, the results of an informal
user study demonstrate that the manipulation tool is well-suited for creating
such visualizations easily even for inexperienced users.
The rest of the chapter is organized as follows: the next section in-
troduces our approach and describes the interaction process. Section 7.2
describes the application architecture and the results are presented in Sec-
tion 7.3. The evaluation of the proposed technique by means of the results
obtained with an informal user study is described in Section 7.4. At the end
of the chapter, conclusions are presented in Section 7.5.
7.1 Illustrative editable cuts
Our main goal when designing the presented technique was the development
of a simple manipulation tool to explore the internal parts of a volume
model in an easy way. As a result, our method allows the user to cut the
volume with a clipping plane and extrude the visible structures out from
the cross-section of the cut. In this way, users may interactively specify
what portion of each visible structure needs to be extruded, and therefore,
they decide which contextual information is worth preserving to get a better
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understanding of the clipped structures.
In order to preserve the ease of use of the basic clipping techniques, the
interaction with the model is based on the direct manipulation of the struc-
tures of interest via mouse movements, instead of interacting with several
supporting planes or more complex bounding geometries for each structure.
Direct manipulation has other advantages, like the direct coupling between
mouse movements and actual model modification, which provides a more
controllable way of editing the volumes. Furthermore, we also wanted to
work with raw datasets, and not just with pre-segmented volumes, in order
to deal with a wider range of models. The only condition was to make the
process transparent to the user, that is achieved by making the application
able to deal with segmented and non-segmented structures in the same way
and maintaining the interactivity. To this end, an automatic segmentation
process based on the region growing algorithm is triggered when needed.
This process is described in detail in Section 7.2.2.
7.1.1 Interacting with the volume
The manipulation process to generate an adaptive cross-section of a volume
model is depicted in Figure 7.2, and it consists of the following steps: firstly,
the model is visualized and displayed onto the screen (Figure 7.2 (a)).
Then, the user cuts the volume by defining a clipping plane whose position
and orientation can be modified. This plane divides the volume into two
regions: the editing one, that is visually removed and corresponds to the
subvolume in the positive half-space of the plane (Figure 7.2 (b)), and the
non-clipped region, where the original visualization is preserved. Once the
clipping plane has been set, the user may start the editing process. Editing
is carried out with a number of clicks and mouse dragging, whose use is
familiar and predictable, producing an easy-to-learn process. The structure
edition follows this pattern: once the user clicks on certain pixel pc
(Figure 7.2 (c)), the closest non-transparent structure (S) projected onto it
is selected. Then, mouse dragging extrudes S at a distance proportional
to the mouse movement (Figure 7.2 (d)). Once the editing ends, users
may also add, if necessary, illustrative effects tailored to giving the image a
traditional illustrated look.
In order to appropriately adapt the extrusion shape to the selected struc-
ture, we must identify the conditions that a given sample of the volume s,
must satisfy to be considered part of the extrusion (E). Let V ⊂ R3 be
a volumetric dataset, let vc be the voxel that has been implicitly selected
by the user (the voxel visible in pixel pc) and let Π be the defined clipping
plane. Function pos() returns the 3D coordinates of a sample. Then, s will
be part of the extrusion, if and only if:
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(a) Initial model (b) Clipping plane (c) Structure selection
(d) Structure expansion (e) Final position
Figure 7.2: Steps of the editing process: the inital model is shown
in (a). Then, the user defines a clipping plane (b). Afterwards, the
structure to expand can be selected (c) and extended (d) up to the desired
position (e).
Prop. 1 0 < Π(pos(s)) ≤ dist,
and
Prop. 2 Mat(vc) = Mat(vs),
where vs is the voxel that binds s, dist depends on ‖ −→m ‖, where −→m is the
mouse movement vector on the screen, and Mat() is a function that returns
the identifier (id) of the material (structure) of the voxel. Note that, for
segmented volumes, Mat() only requires querying a 3D structure that stores
the identifiers of the structure per voxel.
For the sake of completeness, as it has been specified previously, we
want to deal with non-segmented volume models. To this end, the system
incorporates an on-the-fly segmentation process, that is achieved by starting
a region growing algorithm with a single seed and detecting a single region
with an expansion criterion determined by the homogeneity of materials.
Although this process can be implemented in different ways, we simply check
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that the density value of the candidate voxel lies inside the range of densities
previously determined for each material or structure. Formally, this implies
a third condition required to consider s as a sample that belongs to the
extrusion E:
Prop. 3 There exists a path σ of face-connected voxels vi between vs and vc
| { ∀vi,Mat(vi) = Mat(vc) ∧ 0 < Π(pos(vi)) ≤ dist}.
It is important to notice that the connectivity constraint imposed by
Prop. 3 is not necessarily satisfied for initially segmented volumes because
they may use unique identifiers for the same material (i.e. bone might en-
compass all metacarps in the hand). In this case, non-connected structures
would be extruded together if they have the same id. Obviously, this can
be overcome by ensuring connectivity between voxels on the positive side of
the cross-section, although this will be more costly.
7.2 Application architecture
Figure 7.3: Basic steps performed by a simple structure extrusion.
Once the clipping plane has been set, users can proceed and select a pixel
on it (left). The CPU identifies the structure projected on it by reading
the information from the Selection Texture. Then, the mouse dragging
operation modifies the set of visible samples that belong to the selected
structure (center). When the editing has been finished, the user may
give it the desired finishing by adding some illustration motifs (right).
As it has been described in the previous section, the selection and ex-
trusion of structures is carried out once the clipping plane has been set.
This section presents the architecture of the application by exemplifying a
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concrete interaction: a simple extrusion that is performed defining a clip-
ping plane, selecting and extruding one single structure, and giving the final
rendering a certain illustrative finish. The data and interaction flows are
depicted in Figure 7.3.
7.2.1 Structure manipulation overview
Without loss of generality, we first describe the different processes assuming
that the input is a segmented model. Therefore, when interaction starts,
the volume (V ), the transfer function (TF ), and the volume segmentation
data structure (V S), which is a 3D texture of ids that maps each voxel to
its corresponding anatomical structure, are already loaded on the GPU.
Our application has two major blocks: interaction and rendering. The
interaction control is managed by the CPU, while the rendering is imple-
mented as a multi-pass algorithm on the GPU. Although there are several
possibilities for implementing each step, we have designed our algorithm
in order to guarantee transparency and a smooth interaction through the
whole editing process. Taking this objective into account, we use two data
structures that contain auxiliary information: the Selection Helper and the
Extrusion Distances.
The Selection Helper (SH) is a table whose resolution matches the one
of the viewport, that makes the selection of structures very efficient. It
stores, for each pixel of the viewport, the 3D coordinates of the closest
non-transparent sample projected on it, and the identifier of the structure
to whom the sample belongs. The SH is implemented as a couple of 2D
textures that reside in the GPU.
After the plane definition, the selection stage begins. First of all, the
SH is initialized with the information of the cross-section using ray casting.
Hence, the SH is view dependent. This process is called Initial Selection in
Figure 7.3. When the user selects a structure (clicks with the mouse), the
interaction process reads the clicked pixel and retrieves the information of
the selected structure from SH. Then, the user extrudes the structure using
a simple drag-and-drop movement controlled by a CPU thread.
The Extrusion Distances (ED) is a 256-element table that stores, for each
selected structure, the distance it has been extruded to from the clipping
plane. For non-extruded structures this value is zero. ED is stored as a
1D texture that is incrementally updated according to the drag-and-drop
movements.
The editing process performs a GPU-based ray casting that uses the
Phong model to compute the shading of the samples lying on the non-clipped
region of the volume. For the samples on the editing region, Phong shading
is also used, but it must be checked if they belong to an extruded structure,
in order to visualize them. This can be simply detected by querying the
volume segmentation texture (VS) and checking in ED if the identifier has
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(a) (b)
Figure 7.4: The incremental segmentation process. In this case, when
the user selects the bone, a seed is placed in the selected voxel (a) and an
automatic region growing algorithm segments the structure in the first
slab of the editing region. Then, the next slab (b) will be segmented if
the user continues extruding the bone.
been extruded. Samples that do not belong to an extruded structure are
rendered transparent. In the case that a sample belongs to an extruded
structure, it must be determined if the sample is closer to the plane than
its corresponding extrusion distance. In this way, the extrusion process
detects and properly shades samples that fulfill properties 1 and 2 defined
in Section 7.1. When the extrusion ends, users can proceed to another
structure. Modified structures can also be edited again if desired.
Once the extrusion of the selected structure ends, some post-processing
effects can be added. In order to do this, the editing process generates a
color image and a normal map that are used as an input information to the
Finishing process (see Figure 7.3), which provides a set of effects that in-
clude silhouette rendering, lit sphere shading [99] and background texturing.
Although this post-processing stage can also be applied during the editing
process, it seems of little use for the interactive editing step.
7.2.2 On-demand segmentation process
We considered the possibility of working with non-segmented volumes while
keeping the same user interaction metaphor useful. In this context, we
decided to incorporate an interactive segmentation process based on the
region growing algorithm [90], that is triggered when the original data set
has not been previously segmented. The seed propagation of the region
growing fulfills properties 1, 2 and 3 described in Section 7.1.
The segmentation process involves different steps. Due to the fact that
the volume is non-segmented, the Selection Helper (SH) initially contains
the 3D coordinates of the samples at the cross-section. The ids of their
associated structures are set to zero. When clicking on a certain pixel of the
cross-section, the voxel that contains the sample obtained from the SH is
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selected. Then, the first free structure id is associated to the new structure
to segment, and a seed is placed in the selected voxel. After that, the region
growing starts by propagating the seed through all the face-connected voxels
that belong to the same density range (i. e. structure) than the selected
voxel. In our implementation, the range of densities for a certain structure
depends on the ranges defined by the transfer function. Thus, we guarantee
that structures with different optical properties are correctly segmented.
As the process continues, the face-connected voxels are added to the new
segmented structure if and only if they are in the same density range as the
selected voxel and they have not been previously segmented. The process
iterates until there is no change in the two successive steps.
In order to guarantee interactivity, the segmentation is carried out on
demand in an incremental way. Instead of segmenting the whole structure
at once, the positive half space region defined by the clipping plane (i. e.
the editing region of the volume) is divided into slabs (see Figure 7.4), and
the segmentation is carried out slab by slab until the extrusion distance
is reached. Because segmenting a slab is faster than segmenting a whole
structure, the segmentation can be incrementally done while the user ma-
nipulates the volume, preserving the interactivity in most of the cases (see
Section 7.3). These slabs are generated by taking the clipping plane and
moving it a certain offset (twice the voxel diagonal by default) in the di-
rection of the plane’s normal. The only information needed for the next
step is the active front of the current segmentation, in order to know which
slab has to be segmented afterwards. During the process, the volume seg-
mentation texture (V S) is continuously updated and uploaded to the GPU
each time it is modified. The main advantage of the proposed segmentation
process is that the rendering algorithm is the same for raw and segmented
data sets. Therefore, it concurrently supports a combination of segmented
and non-segmented regions.
Complex structures may require additional constraints for an accurate
seed propagation, such as gradient computations. In these cases, when the
user drags the mouse fast, the interaction may suffer and might become non-
interactive. On the contrary, for structures with fuzzy boundaries or similar
density values, a previous accurate full segmentation is desirable [18].
From the users’ point of view, nothing special has to be done for non-
segmented models, since the segmentation is triggered automatically and
transparently if required.
7.2.3 Interaction design
When designing the application interaction, the following requirements were
considered: firstly, the user had to be able to define a plane which could be
easily rotated and translated. Secondly, we had to provide a way to select
a structure from the cross-section of the cut, which is done by clicking on a
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pixel where the structure is projected. Thirdly, the extrusion of the selected
structure had to be carried out in an easy way, so we decided to base the
process on mouse movements to adjust the portion of the structure to be
shown. Finally, in order to deal with cuts with more complex shapes, we
decided to include a second clipping plane.
Figure 7.5: Structure extrusion from two different planes (Π1 and
Π2) and the basic algorithm to provide a helpful visual feedback while
manipulating the volume. The non-clipped region (a) is the union of
the negative half-spaces of the clipping planes. The editing region (b)
contains all the samples (s) of the volume within the intersection of the
positive half-spaces of the planes. Depending on the extrusion distances
of the bone (dist1 and dist2) from both of the planes, the samples (sb)
of the extruded structure belong to a certain region (c, d, or e) and are
coloured accordingly. Extrusions intersection (c) is highlighted in green.
Πi(pos(s)) is a function to determine the signed distance from a sample
(s) to a plane (Πi).
Taking the previous requirements into account, we designed the interac-
tion process with two main objectives: flexibility and simplicity. In order to
ensure simplicity, all processes are supported by a visual feedback, as it is
illustrated in Figure 7.5. For example, when editing the model, the bound-
ing box of the volume is drawn in wireframe and the cutting planes are also
shown. Furthermore, the editing and the non-clipped regions of the volume
are illustrated by giving a pale transparent look to the negative parts. When
a structure is selected, its supporting plane is highlighted by doubling its
line size. Thus, a visual cue to indicate the selection of a certain element
is provided, and it also shows which plane a structure has been extruded
from. If the extrusions from two different planes overlap, the intersection is
rendered with a different color. When selecting a point in this intersecting
region, both planes can be potentially selected, and the user decides the
proper one by toggling between them using the space bar. Finally, the sup-
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(a) (b) (c)
Figure 7.6: Illustrative motifs provided by our application. View-
dependent contours computed with a Sobel filter are shown in (a). The
result of applying the lit sphere shading and the spheres used are shown
in (b). The combination of the two previous effects over a canvas texture
is depicted in (c). The lit spheres were taken from [13].
porting planes can be modified at any moment, and the extruded structures
change accordingly, thanks to the fact that the Extrusion Distances table
(ED) stores information that is independent from the plane position. Fig-
ure 7.5 also shows the different cases that the shader must deal with. For
instance, all the samples belonging to the non-clipped region must be ren-
dered according to the optical properties provided by the transfer function
and the Phong shading computation. On the contrary, only the samples
belonging to extruded structures must be rendered in the editing region. As
it is described in Section 7.4, the results of the user study show that the
proposed technique requires little training time, in part thanks to the visual
clues provided, as it was stated by most of the users involved in the study.
7.2.4 Illustrative finish
Besides the flexible geometry editing, the presented technique also provides
a set of traditional illustration motifs to easily tune the final look of the
resulting images. Concretely, view-dependent contours, the lit sphere shad-
ing and the addition of a canvas (i.e a background texture), can be applied
taking as a basis the color and the normal maps generated in the editing
process (see Figure 7.3).
Professional illustrators often emphasize the contours of the objects to
improve the perception of shapes. In computer graphics, different image
processing operators can be used in order to extract the edges of a source
image, such as the Sobel filter. When working with complex datasets with
many fine and overlapping structures, extracting all the contours of the gen-
erated visualization may produce visual clutter. In order to avoid this and
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taking into account that humans are more sensitive to luminance changes
[7], we have decided to apply the filter just to the luminance channel of the
image, extracting thus the most perceptible contours. Therefore, the post-
processing step of the algorithm transforms the RGB color to CIELab before
applying the Sobel kernel. Figure 7.6 (a) shows the contours extracted from
the hand model.
Another illustrative motif available is the lit sphere shading [99]. This
method is designed to capture custom artistic shading models from sampled
artwork. Its main idea is to use a reference sphere that contains the shading
of a certain material and retrieve the color from the sphere using the normal
vector or the gradient of the point to shade. Figure 7.6 (b) shows an example
of using different lit spheres for shading the skin, the bones and the muscles
of the hand model. In this case, the color of the sphere is blended with the
color obtained from the ray casting process, assigning the same weight to
each contribution. As a result, the color of a given pixel [x, y] is computed
as follows:
Color[x, y] = (0.5 ∗Phong[x, y] + 0.5 ∗LS(Normal[x, y])) ∗ intcontour (7.1)
where Phong[x, y] is obtained from the color map generated in the ray cast-
ing process, LS(Normal[x, y]) is the color of the lit sphere texture, which is
obtained by using Normal[x, y] from the normal map of the visualization,
and intcontour is a weight assigned to the edges as detected by the Sobel
filter.
Finally, the presented method offers the possibility of adding a canvas
by means of a background texture. The main reason for this effect is that
solid backgrounds often produce an artificial look that must be avoided in
order to simulate a professional illustration. The result of combining the
previous effects is shown in Figure 7.6 (c).
7.2.5 Implementation details
The commitment to guarantee ease of use and interactivity has lead us to
take some implementation decisions. First, as shown in Figure 7.3, the
selection helper (SH) is written in two different stages. This is due to the
fact that the first process (initial selection) uses a simple shader that does
not account for extruded surfaces. The editing process may update SH at a
negligible cost and therefore it is ready for the next selection process. This
also avoids an extra rendering pass when selecting another structure.
We have also implemented a basic GPU version of the region growing
segmentation process. It iteratively segments a slice of the volume at a time
by rendering a quad and checking, for each voxel of the slice, if it belongs to
the material of the initial seed (the one placed at the voxel selected by the
user), and if it is connected with the current segmented region (at the first
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step of the process, the segmented region just contains the voxel with the
seed). The segmentation of a slice finishes when no new voxels are added
to the segmented region. The limitations that the OpenGL pipeline impose
require a ping-pong strategy to compute the 3D segmentation texture, as well
as wasting quite a lot of resources, since the whole slice is treated each step
(restricting the region to analyze would require an extra auxiliary structure
to be updated each step). As a result, this approach is less efficient than the
CPU algorithm in most cases, since it only processes potentially selectable
voxels. Another possibility would be to use the newer Fermi GPUs, that
would permit CUDA computation, and making the result available for the
OpenGL pipeline. We leave this for future work optimizations.
Instead of the GPU version, an incremental strategy was chosen to in-
clude in the system, since we want to prevent the user from waiting for the
whole segmentation to finish. To this end, slabs are segmented at once,
trying to segment the data in advance of users’ moves. If users had to wait
a long time, this would probably break their flow of thought and interac-
tion would become uncomfortable. However, the segmentation process may
compromise the interactivity if the region to expand is very big. In these
cases, the user may notice a slowing in the interaction refresh, as compared
to a previously segmented region. In a typical on-the-fly segmentation the
frame rate may drop to 4-8 fps. Nevertheless, these frame rates are high
enough for the user to perceive continuous response from the system.
7.3 Results
The proposed method was tested with different volume models of up to 512
x 512 x 512 voxels. Timings were taken in a computer equipped with an
Intel Core2 DUO CPU running at 3.0 GHz, and a NVidia GeForce GTX 280
GPU with 1GB of RAM memory. The sampling rate was 1 sample per voxel
and the size of the viewport was 800 x 600 pixels. Two different scenarios
with segmented models are shown in Table 7.1: in the first one (Edition) the
user continuously extrudes the structures with one or two clipping planes
(1Π and 2Π in column 4, respectively). The rightmost column (Final) shows
the frame rates obtained for an edited volume with contours, a canvas, and
the lit sphere shading. As we can appreciate, interactive frame rates are
obtained for all the models in the different scenarios, and there is almost
no difference between using one or two clipping planes while editing the
volume. Furthermore, note that the impact on rendering of adding the
additional illustrative motifs is almost negligible.
When working with non-segmented data sets, the frame rate obtained is
slightly slower. For instance, when segmenting on-the-fly the structures of
the Foot data set shown in Table 7.1, frame rates of the Edition column may
decay to 6-7 fps, depending on the size of the structure to segment. However,
109 7.3. Results
Adaptive cross-sections
Volume Volume Phong Edition Final
data set resolution shading 1Π 2Π 1Π 2Π
Tooth 2562 × 162 100 69.4 69.4 69.2 66.1
Engine 2562 × 256 93.6 61.4 61.4 61.4 60.9
Hand 5122 × 170 48.2 33.6 31.2 32.9 31.0
Foot 5122 × 256 41.6 30.2 28.5 30.6 29.1
Legs 5122 × 256 45.0 31.6 28.6 31.3 29.1
Head 5122 × 460 33.2 23.7 21.9 23.5 21.9
Body 5122 × 512 16.3 14.2 12.2 14.1 12.2
Table 7.1: Performance of our system with different segmented models
in fps. Third column shows the rendering times of the Phong shading
visualization clipped by the plane 1Π. The Edition column shows the av-
erage frame rates obtained in several minutes of edition (i. e. extruding
structures) using one (1Π) and two (2Π) planes, respectively. The Fi-
nal column shows average frame rates combining the extruded elements
with the finish effects (extrusions, lit sphere, background texture, and
contours).
the penalty on the rendering time may be hardly noticeable with other
volume models, since the time required for the segmentation of one slab, in
most of the tested cases, is in the range of 0.008 to 0.012 seconds, which
does not affect the interactivity of the editing. For brisk moves (that might
involve a large region to segment), the frame rate decays, but we still get
continuous interaction. In order to test a worst-case scenario, we simulated
the selection of air in an empty region: for a large slab (covering 4 slices of
512×512), the region growing detected 958K voxels and it took 0.19 seconds.
Normal extrusions usually generate 12K to 13K voxels, thus, the overhead is
generally affordable. On the other hand, we may adapt the size of the slab to
sudden moves if required, but in most cases a distance of 2 voxel diagonals
from the clipping plane is a good compromise and achieves good frame
rates. The proposed application also may perform the whole segmentation
at once, but in this case, informing the user during the underlying process.
After that, the interaction would be in real-time again. However, we did not
find the necessity to swap to this mode during our experiments.
For non-segmented models, the accuracy of the extrusion may be limited
by the simple region growing algorithm which only considers density infor-
mation based on the ranges defined by the transfer function. The proposed
application architecture can be extended by including more sophisticated
methods, such as multi-dimensional transfer functions [50], but to correctly
identify the structures with similar density values or fuzzy boundaries, more
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(a) (b)
Figure 7.7: Enhancing contextual information of CT images. The ribs,
the heart, the kidneys and the aorta have been extruded from a coronal
slice of a human torso in (a). Additional contextual information has
been also added to a coronal CT slice of the legs in (b).
complex segmentation algorithms would be desirable. These algorithms are
usually neither fully automatic nor interactive [18, 43, 104], and they cannot
easily be adapted to our editing proposal. So, they should be applied as a
pre-process and use our interaction tool to manipulate the segmented data
set. Nevertheless, thanks to the data structures design, the proposed system
is also able to seamlessly work with partially segmented volumes.
Another interesting feature is that with no need of significant modifica-
tions, additional contextual information, such as the density values displayed
while inspecting medical images, can be incorporated, as it is shown in Fig-
ure 7.7. In these examples, a plane intersects the volume and the density
values of the intersection are rendered on it. Then, by selecting different
voxels on the plane, the user extrudes the structures to correctly identify
them and perceive their spatial arrangement.
7.4 User study
Among the techniques reviewed in Chapter 3 to visualize the inner struc-
tures of volume models, there are only a small number of methods that
allow the direct manipulation of the structures. These systems do not im-
plement structure-aware volume modification, apart from the recent elastic
membrane clipping [5], which works in a similar way to our approach, but











Subject 1 7’ 30” 34” 40” 50” 1’ 33”
Subject 2 7’ 09” 21” 17” 36” 1’ 22”
Subject 3 10’ 05” 57” 38” 4’ 10” 3’ 26”
Subject 4 9’ 10” 18” 14” 30” 1’ 09”
Subject 5 8’ 02” 1’ 37” 1’ 29” 1’ 05” 2’ 41”
Subject 6 8’ 07” 36” 40” 1’ 14” 3’ 15”
Subject 7 7’ 15” 20” 18” 16” 54”
Subject 8 9’ 45” 45” 32” 42” 1’ 26”
Subject 9 7’ 59” 35” 46” 26” 1’ 12”
Subject 10 7’ 17” 18” 22” 15” 1’ 19”
Subject 11 9’ 48” 16” 40” 35” 1’ 15”
Subject 12 10’ 28” 36” 2’ 53” 36” 3’ 21”
Table 7.2: Time spent by users in the two stages of the user study.
Note that learning time was less than 10 minutes in the majority of
cases, and the time to replicate the target image was less than 1’ and
30” for the most complex target image (the cut of the foot model using
2 clipping planes) in most of the cases.
requires partial indirect manipulation that may be a time-consuming task.
Since the method presented in this chapter works directly on the extruded
structures, comparing it with such techniques would not be fair. Thus, in
order to validate its usability, we carried out an informal user study among
a set of 12 people, who were either computer scientists or computer science
students.
The study had two stages: the first one was designed to show the users
how the application works, whereas in the second one, they had to replicate
some target images. In the first stage, a tutorial video explaining the main
functionalities of the system was used. After describing each functionality,
users might stop the video and put what they learned into practice. In the
same way, when the video finished, users could spend as much time as they
wished to get familiar with our tool. The length of the tutorial video was
almost 3 minutes and as it can be seen in Table 7.2, the whole learning
process took less than 10 minutes for all the users.
The goal of the second stage was to test the usability of the manipulation
tool. To this end, we generated 4 images obtained with 1 and 2 clipping
planes that users had to replicate (see Figure 7.8). Images were shown
randomly in order to avoid a learning effect, and we measured the time to
obtain the same visualization as the target images. As it is shown in Table
7.2, the average time to obtain the images of the hand model was 41 seconds,
Chapter 7. Adaptive cross-sections of anatomical models 112
(a) (b) (c) (d)
Figure 7.8: Examples of the test images given to the users. (a) and (c)
can be obtained with a single clipping plane, while (b) and (d) require
extruding from two planes.
56 seconds for the foot model with one plane and 114 with two planes.
Although target images were shown randomly, there was a tendency to
reduce the times during the experiment. For instance, in the case where the
foot model was clipped using two planes, users took much less time to finish
the task when it was displayed at the end. On the contrary, subjects 5 and 6
had to solve this case first and the time spent was longer than with the other
cases (see Table 7.2). For this reason, we think that a larger sample size
should be analyzed in order to raise more significant conclusions. However,
we consider that users obtained quite promising results, taking into account
that none of them had previous knowledge of the system. In addition to
the user study, we also showed our application to medical experts from
different fields of internal medicine. They consider that our approach may
be successfully used to create images for teaching media, and one of them
also said that it might be useful for surgery preparation by using the real
data sets of the patients.
7.5 Conclusions
This chapter describes a novel approach [27] to explore the internal parts of
volume models, which allows the easy and intuitive creation of anatomical
illustrations. The proposed method has been designed to preserve the ease
of use of the most basic clipping techniques without removing contextual
information. To this end, instead of manipulating several clipping planes
or complex bounding geometries to cut the volume, we present a direct
manipulation tool based on mouse dragging interaction, that directly ex-
trudes structures from the cross-section of the cut. Furthermore, different
illustrative motifs may be applied to the visualization for obtaining a more
traditional anatomical illustration look.
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In order to deal with raw data sets, the system incorporates an on-the-fly
segmentation process based on the region-growing algorithm [90]. The novel
feature of the process is the slab-based strategy undertaken to segment the
selected structures, which allows the preservation of the interactivity while
manipulating the volume. Thanks to the presented application architecture,
the user is unaware of when the segmentation process is triggered.
An informal user study demonstrates that the learning process to use
the technique is quite low (up to 10 minutes). With this little training time,
most of the users were able to reproduce a set of selected target images in
times that ranged from several seconds up to a couple of minutes. The whole
interaction process is performed in real time and, even with non-segmented
data, interactive frame-rates are obtained in most of the tested cases. it is
also quite flexible, since it provides the user with the possibility to add extra
illustrative effects.
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Figure 7.9: Anatomical illustration created with the proposed tech-
nique. Two clipping planes have been used to make visible the brain and
the ventricles while preserving part of the skull. Enhanced contours and




Due to the nature of volumetric data sets, the generation of convenient
visualizations is crucial to correctly convey the relevant information of the
data. In order to enhance the perception of different features, the spatial
relations among structures and the overall appearance of volume models, this
PhD dissertation has presented several approaches, which are mainly based
on the modification of the shading model and the simulation of traditional
illustration effects.
In Chapter 4, we have described a new method to emphasize local fea-
tures in real-time, which is based on volumetric unsharp masking and a
multi-scale volume hierarchy of the original data set. The main advantages
with respect to previous approaches are the low memory consumption, which
makes this technique well-suited for relatively big volume models, and the
improvement of the perception, not just by brightening salient features, but
also by darkening deeper regions or changing the color in a pleasant way. Al-
though the presented technique effectively enhances the perception of local
details, there is room for further improvements. Depending on the relative
size of the features to emphasize, users manually choose which levels of the
multi-scale hierarchy must be used in the enhancing process. Future re-
search may consider the automatic selection of the adequate hierarchy levels
and a selective or local application depending on the size of the features of
a target region.
In order to enhance the depth perception in Direct Volume Rendering
(DVR), we have proposed two different approaches in Chapter 5. The first
one is a view-dependent method based on 2D summed area tables that
modifies the shading by simulating the ambient occlusion. Furthermore,
this technique allows the generation of colored halos around the structures
of interest, in order to highlight them. The second approach is a view-
independent method based on a 3D summed area table of density values,
that is also used to simulate ambient occlusion. In this case, occlusion com-
putations are performed in a volumetric way, instead of using image-space
information as in the view-dependent approach. The main advantage of both
techniques is that, thanks to the use of summed area tables, ambient occlu-
sion can be simulated in a fast way and, as a consequence, the final images
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are generated in real time. Despite the fact that both techniques obtain sim-
ilar quality results, the view-independent method yields better frame rates
because of the preprocessing computations, while the view-dependent one
has less memory requirements. The main limitation of the view-dependent
method is its dependency on the depth buffer. As a consequence, ambi-
ent occlusion and halos are just applied to the structures represented in
it (in this case, the most opaque ones). Future research must study how
to deal with several opacity layers, in order to apply both effects to more
general cases. Concerning the view-independent method, ambient occlusion
is also applied to rather opaque structures to obtain a good performance.
Furthermore, memory consumption may be excessive for relatively big data
sets. An interesting line of research is the evaluation of different compres-
sion schemes to reduce memory requirements and the global application of
ambient occlusion while preserving interactivity.
Whereas the previous techniques improve the depth perception in DVR,
Chapter 6 presented a novel approach to enhance the depth perception
of Maximum Intensity Projection (MIP) images. This new method called
Depth-enhanced Maximum Intensity Projection (DeMIP), modifies the in-
tensities displayed in the original MIP by using depth information of the
structures contained in the volume. Thus, the proposed approach reveals
the occlusion and the spatial relationships between the inner elements in
real-time, with a minimum loss of information with respect to MIP. Fur-
thermore, spatial information can be also enhanced by adding extra color
cues. Although the results of an informal user study show that DeMIP ef-
fectively adds contextual information to MIP, the next step would be an
accurate validation by medical experts in order to know if DeMIP could be
used in routine clinical practice.
Finally, Chapter 7 describes a new interaction method that provides a
direct manipulation tool to explore inner structures and create anatomical
illustrations easily. The main idea behind this approach is cutting the vol-
ume with clipping planes and directly extruding the clipped structures from
the cross-section using mouse movements. This results in an easy to use
tool that is well-suited for inexperienced users, since the manipulation is
not controlled by several indirect parameters and there is no need of dealing
with complex bounding geometries. Furthermore, the architecture applica-
tion makes the interaction fast and the method supports on-demand data
segmentation when required. Although the segmentation is carried out us-
ing a slab-based strategy to preserve the interactivity, it highly depends on
the size of the structures to segment. Therefore, future work may focus
on improving the segmentation process, not just for preserving the inter-
activity while segmenting big structures, but also to obtain more accurate
segmentations.
In conclusion, the different techniques presented in this thesis have pro-
vided new ways to enhance the visualization of volumetric data sets, not just
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by proposing different solutions to overcome the limitations of previous ap-
proaches, but also by providing new ideas to develop more recent techniques,
such as the Shape-enhanced Maximum Intensity Projection by Zhou et al.
[121], which is based on DeMIP, or the Extinction-based Shading by Schlegel
et al. [96], which uses 3D summed area tables to simulate shadowing effects.
8.1 Future research
Besides effectively improving the perception in the volume visualization field,
we consider that the presented methods can be the starting point of future
research. The work presented in this thesis has been focused on modifying
the shading model to better perceive local features and depth information,
as well as the simulation of traditional illustration effects to properly convey
the information provided by the data sets.
From the shading perspective, there is room for further research, as it has
been shown in Chapter 3. For instance, the simulation of shadows or other
global illumination effects is an interesting topic that is evolving rapidly
thanks to the new computing capabilities of the GPUs. Another interesting
line of research is the evaluation of the existing methods by means of user
studies, in order to get better insights on their ability to improve perception
and provide new ideas for the development of future approaches. In a similar
way as the perceptual study presented by Lindemann and Ropinski in [63],
classical illumination models and other existing visualization methods could
be tested to know their suitability to other scenarios, such as virtual reality
environments or mobile devices.
Illustrative visualization is another important topic of research because
it provides the levels of abstraction needed for a better understanding of the
data. Focusing on the work presented in this thesis, we believe that summed
area tables could be further exploited to generate other illustrative effects.
For instance, the combination of different depths of field while visualizing the
volume could improve the exploration of the data by guiding the attention
of the observer to the features of interest.
The direct manipulation of volumetric information is another interest-
ing topic of research. The final appearance of the resulting visualizations
generally depends on different parameters that must be manually adjusted.
As a consequence, a certain level of expertise is often required to obtain the
desired views of the data. In this thesis, we have proposed a direct manipu-
lation tool that replaces the parametrization by drag-and-drop mouse move-
ments, an interaction metaphor that is well-known by the layman. Further
research on the automatic definition of parameters and easy manipulation
tools would be interesting, in order to improve the exploration of volumetric
information.
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8.2 Publications
The contributions presented in this thesis have been published in the fol-
lowing papers:
• Jose Dı́az, Héctor Yela and Pere Pau Vázquez. Vicinity Occlusion
Maps: Enhanced Depth Perception of Volumetric Models. Computer
Graphics International, pages 56-63, 2008.
• Jose Dı́az, Pere Pau Vázquez, Isabel Navazo and Florent Duguet.
Real-time Ambient Occlusion and Halos with Summed Area Tables.
Computers & Graphics, 34(4):337-350, 2010.
• Jose Dı́az and Pere Pau Vázquez. Depth-enhanced Maximum Intensity
Projection, IEEE/EG International Symposium on Volume Graphics,
pages 93-100, 2010.
• Jose Dı́az, Jordi Marco and Pere Pau Vázquez. Cost-effective Fea-
ture Enhancement for Volume Datasets. International Workshop on
Vision, Modeling and Visualization, pages 187-194, 2010.
• Jose Dı́az, Eva Monclús, Isabel Navazo and Pere Pau Vázquez. Adap-
tative Cross-sections of Anatomical Models. Computer Graphics Fo-
rum (Proceedings of Pacific Graphics 2012), 31(7): 2155-2164, 2012.
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