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PROBABILISTICALLY NILPOTENT HOPF ALGEBRAS
MIRIAM COHEN AND SARA WESTREICH
Abstract. In this paper we investigate nilpotenct and probabilis-
tically nilpotent Hopf algebras. We define nilpotency via a de-
scending chain of commutators and give a criterion for nilpotency
via a family of central invertible elements. These elements can be
obtained from a commutator matrix A which depends only on the
Grothendieck ring of H. When H is almost cocommutative we in-
troduce a probabilistic method. We prove that every semisimple
quasitriangular Hopf algebra is probabilistically nilpotent. In a
sense we thereby answer the title of our paper Are we counting or
measuring anything? by Yes we are.
Introduction
Following our previous generalizations of classical and recent ideas
about finite groups, this paper deals with nilpotent and probabilisti-
cally nilpotent Hopf algebras.
Nilpotency of a group is defined via an ascending chain of normal
subgroups corresponding to centers of group quotients. We generalize
this ideas to give an intrinsic definition of nilpotency for semisimple
Hopf algebras H over a field of characteristic 0. The role of the cen-
ter of a group is played by the Hopf center[1] and the role of normal
subgroups is played by normal left coideal subalgebras of H. Commu-
tator subgroups provide an alternative way of defining nilpotency for
groups. Here again our previous work on commutators [8] enables us
to generalize these to semisimple Hopf algebras.
In order to give an easy criterion for nilpotency we define a recursive
set of central invertible elements, {γm}, which are obtained by applying
a Commutator operator on the center of H and can be realized via
a corresponding Commutator matrix. This matrix, motivated by [2],
depends only on the Grothendieck ring of H. We show that under a
minor assumption on it, H is nilpotent if and only if γm = 1 for some
m. This is in fact an extension of our previous result in [8], where we
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proved, even without the mentioned minor assumption, that H is a
commutative algebra (in particular nilpotent) if and only if γ1 = 1.
Probabilistic methods for group theory were introduced in the early
1960s by Erdos and Renyi and have been since applied with a great
deal of success. Many of the methods involve character theory and
conjugacy classes (see e.g [12]).
This paper is a first attempt to adopt probabilistic methods for Hopf
algebras. While finite groups are naturally probabilistically nilpotent,
we prove here that the same is true for semisimple quasitriangular
Hopf algebras. We show how some counting functions on groups and
their generalization to Hopf algebras as in [8], can now be realized as
distribution functions and thus can be considered as measuring . We
thereby answer the title of our paper[8] Are we counting or measuring
anything? by Yes we are.
Throughout this paper we assume H is a semisimple Hopf algebra
over a field of characteristic 0 and Λ is its idempotent integral. We
denote the character algebra of H by R(H) and the center of H by
Z(H). The paper is organized as follows:
In §1 we give the following intrinsic definition of nilpotency for Hopf
algebras. For any normal left coideal subalgebra N of H let H//N
denote the Hopf quotient H/H(N ∩ ker ε). Let Z˜(H) denote the Hopf
center of H and define a series of normal left coideal subalgebras of H
as follows. Set:
H0 = H, π0 = Id, Z0 = k,
and set by induction for i > 0,
Hi = Hi−1//Z˜(Hi−1), πi : H −→ Hi, Zi = H
copii.
Definition 1.2: A semisimple Hopf algebra H is nilpotent if the
ascending central series
k ⊆ Z1 ⊆ Z2 ⊆ · · ·
satisfies Zm = H for some m ≥ 1. The smallest such m is called the
index of nilpotency of H.
A categorical definition of nilpotency was given in [9]. We show how
it coincides with our intrinsic definition.
For the commutator approach, define as in [8] the generalized com-
mutator {a, b},
{a, b} =
∑
a1b1Sa2Sb2
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for any a, b ∈ H. Define an ascending chain of iterated commutators
by:
N0 = H, N1 = [{H,Λ}], . . . , Nt = [{Nt−1,Λ}]
where [S] is the normal left coideal subalgebra generated by any subset
S of H. We prove:
Theorem 1.6 Let H be a semisimple Hopf algebra over an alge-
braically closed field of characteristic 0. Then
Nt = k1⇐⇒ Zt = H.
In this case Nt−i ⊆ Zi for all 0 ≤ i ≤ t.
In §2 we define the Commutator operator T : Z(H) −→ Z(H) by:
T (z) = {z,Λ}.
Let {Ei}, {χi}, 0 ≤ i ≤ n− 1, be the full set of central idempotents
of H and the corresponding set of irreducible characters of degree di.
We prove:
Proposition 2.1:(i) The matrix of T with respect to the basis {E0
d2
0
, . . . , En−1
d2n−1
}
is A, where
Aij =
〈χis(χi)s(χj),Λ〉
dj
, 0 ≤ i, j ≤ n− 1.
(ii) A has non-negative rational entries and the first column of A has
all entries equal 1.
(iii) The first row of Am is (1, 0, . . . , 0) for all m ≥ 0.
(iv) In the first column of Am we have:
(Am)i0 =
∑
j
(Am−1)ij ,
For all m > 0, 0 ≤ i ≤ n − 1. In particular, The first column of Am
consists of positive rational numbers.
We refer to A as the Commutator matrix of H. Since this matrix
depends only on the Grothendieck ring of H, it follows that the com-
mutator matrix is a categorical invariant.
We define the following family of central iterated commutators which
play a key role in the sequel.
γ0 = Λ, γ1 = {Λ,Λ}, . . . , γm = {γm−1,Λ}.
We prove:
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Theorem 2.6: Let H be a semisimple Hopf algebra over an alge-
braically closed field of characteristic 0, and let Nt, γt be defined as
above. Assume χis(χi) ∈ Z(R(H)) for each irreducible character χi.
Then H is nilpotent if and only if γm = 1 for some m ∈ ZZ
+. Its index
of nilpotency is the least integer m so that γm = 1.
A significant corollary is the following:
Theorem 2.8 Let H be a semisimple Hopf algebra over an alge-
braically closed field of characteristic 0 and assume χis(χi) ∈ Z(R(H))
for each irreducible character χi. Then H is nilpotent if and only if its
commutator matrix A has eigenvalues {1, 0} and the algebraic multi-
plicity of 1 is 1.
In §3 we introduce a probabilistic method for semisimple Hopf alge-
bras such that R(H) is commutative. For 0 ≤ i ≤ n− 1, let {Fi} be a
full set of primitive idempotents of R(H). In this setup we have defined
in [5] Hopf algebraic analogues of conjugacy classes Ci, class sums Ci
and normalized class sums ηi. The set {ηi} form a basis for Z(H).
We call an element z ∈ Z(H) a central distribution element if
z =
∑
αiηi, αi ∈ R
+ ∪ {0},
∑
i
αi = 1.
The idempotent integral Λ and all ηi are such elements. The central
distribution element z defines a distribution Xz on H by letting:
Prob(Xz = Ci) = αi
The corresponding distribution function fz is given by:
fz(Ci) = Prob(Xz = Ci) = αi.
Counting functions for groups give rise to distribution functions on
the group algebras after dividing by an appropriate power of |G|. For
example, Frobenius proved that the function on a finite group G that
counts the number of ways an element of G can be realized as a com-
mutator is given by:
frob =
∑
i
|G|
di
χi.
Then f = 1
|G|2
frob is a distribution function for kG with a correspond-
ing central distribution element z = 1
|G|2
∑
a,b∈G aba
−1b−1. The Hopf
algebra analogue of f is 1
d
∑
i
1
di
χi. It is the distribution function cor-
responding to the central distribution element z = γ1.
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When H is quasitriangular then our commutator map T maps central
distribution elements to central distribution elements. In particular, all
γm are central distribution elements. As a consequence we prove:
Proposition 3.7: Let z ∈ Z(H) be a central distribution element and
let T (z) = {z,Λ}. Then
Prob(Tm(z) = 1) −→ 1 as m→∞.
These give rise to the following definition:
Definition 3.8: A semisimple Hopf algebra isProbabilistically nilpo-
tent if
Prob(γm = 1) −→ 1 as m→∞.
The main result here is:
Theorem 3.9: Let H be a semisimple quasitriangular Hopf algebra
over an algebraically closed field of characteristic 0. Then H is proba-
bilistically nilpotent.
Note that even if H is far from being nilpotent, for example if its
Hopf center is k, H is still probabilistically nilpotent. This fact is
demonstrated when we characterize the eigenvalues of the matrix A
over C.
Theorem 3.10: Let H be a semisimple quasitriangular Hopf algebra
over C. Then the commutator matrix A has 1 as an eigenvalue with
corresponding 1-dimensional eigenspace. All other eigenvalues c satisfy
|c| < 1.
1. Upper and lower central series
Throughout this paper, H is a semisimple Hopf algebra over an al-
gebraically closed field k of characteristic 0. We denote by S and s the
antipodes of H and H∗ respectively. Denote by Z(H) the center of H.
The Hopf algebra H∗ becomes a right and left H-module by the hit
actions ↼ and ⇀ defined for all a ∈ H, p ∈ H∗,
〈p ↼ a, a′〉 = 〈p, aa′〉 〈a ⇀ p, a′〉 = 〈p, a′a〉
H becomes a left and right H∗-module analogously.
Denote by a˙d the left adjoint action of H on itself, that is, for all
a, h ∈ H,
ha˙da =
∑
h1aS(h2)
A left coideal subalgebra of H is called normal if it is stable under
the left adjoint action of H.
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Let {V0, . . . Vn−1} be a complete set of non-isomorphic irreducible
H-modules. Let {E0, . . . En−1} and Irr(H) = {χ0, . . . , χn−1} be the
associated central primitive idempotents and irreducible characters of
H respectively, where E0 = Λ, the idempotent integral ofH and χ0 = ε.
Let dim Vi = di = 〈χi, 1〉. Then
λ = χH =
n−1∑
i=0
diχi
is an integral for H∗ satisfying 〈λ,Λ〉 = 1.
For any normal left coideal subalgebra N of H we denote by H//N
the Hopf quotient H = H/HN+, where N+ = N ∩ker ε. Recall for any
Hopf surjection π : H → H we define,
Hcopi = {h ∈ H|
∑
h1 ⊗ π(h2) = h⊗ π(1)}.
Then by [13]
H//Hcopi ∼= H.
Related concepts are invariants. For any subalgebra T of H∗, we
denote by HT the set of T -invariants of H under the left hit action.
That is,
(1) HT = {h ∈ H |b ⇀ h = 〈b, 1〉h, ∀b ∈ T}
It was shown in [7, Prop.2.2] that B is a Hopf subalgebra of H∗ if and
only if N = HB is a normal left coideal subalgebra of H. In this case
one also has B = (H∗)N .
Fix π : H → H, B = H
∗
⊂ H∗ and N a left coideal subalgebra then
summing up:
(2) N = Hcopi ⇔ H = B∗ ∼= H//N ⇔ H
∗
= B = (H∗)N ⇔ N = HB.
For any H-representation V the left kernel LKerV is defined as:
(3) LKerV = {h ∈ H |
∑
h1 ⊗ h2 · v = h⊗ v ∀v ∈ V }.
Considering H as an H-representation it follows (see e.g. [3]) that
Hcopi = LKerH .
The Hopf center of a Hopf algebra was introduced and described in
[1]. It is the maximal Hopf subalgebra of H contained in Z(H). A
categorical version of it is used in [9] to define upper central series for
fusion categories. In what follows we present an intrinsic approach for
semisimple Hopf algebras. One of the advantages of this approach is
that it gives rise to a descending chain of commutators of H as well.
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Let H∗ad be the Hopf subalgebra of H
∗ generated by
χad =
∑
j
χjs(χj), χj ∈ Irr(H).
Equivalently, the Hopf algebra generated by the irreducible constituents
of χis(χi), 0 ≤ i ≤ n− 1.
Since χad and all its powers are central in R(H) we have for each l,
χiχ
l
ads(χi) = χ
l
adχis(χi) ∈ H
∗
ad. Hence DiDχlads(Di) ⊂ H
∗
ad, where Di
is the simple coalgebra generated by χi. It follows that H
∗
ad is a normal
Hopf subalgebra of H∗. Define:
(4) Z˜(H) = HH
∗
ad ⊂ H.
Take V = (H, a˙d) then By [7, Th.2.8], Z˜(H) = LKerV . Explicitly,
(5) Z˜(H) = {h ∈ H |
∑
h1 ⊗ h2xSh3 = h⊗ x ∀x ∈ H}.
The following proposition is a variation of [1].
Proposition 1.1. Let H be a semisimple Hopf algebra over an alge-
braically closed field of characteristic 0. Then Z˜(H) is the Hopf center
of H. Moreover, Z˜(H) contains every left (right) coideal of H contained
in Z(H).
Proof. Observe first that every left coideal N contained in Z(H) is
contained in Z˜(H). Indeed, if h ∈ N ⊂ Z(H) then spk{h3} ⊂ N ⊂
Z(H) implying that h satisfies the right hand side of (5).
We wish to show now that Z˜(H) is contained in Z(H). Let h ∈ Z˜(H).
Applying µ ◦ (S ⊗ Id) to the right hand side of (5) yields xSh = Shx
for all x ∈ H, hence Sh and thus h ∈ Z(H).
Since H∗ad is normal in H
∗ it follows from [7, Prop.2.2] that Z˜(H) =
HH
∗
ad is a Hopf subalgebra of H. 
In what follows we generalize directly the notion of upper central
series from finite groups to semisimple Hopf algebras. We define an
ascending central series of normal left coideal subalgebras {Zn}. As for
groups this series corresponds to Hopf centers of Hopf quotients. Set:
H0 = H, π0 = Id, Z0 = k,
and set by induction for i > 0,
(6) Hi = Hi−1//Z˜(Hi−1), πi : H −→ Hi, Zi = H
copii.
Then
(7) Z1 = Z˜(H), Hi = H//Zi.
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Definition 1.2. A semisimple Hopf algebra H is nilpotent if the
ascending central series
k ⊆ Z1 ⊆ Z2 ⊆ · · ·
satisfies Zm = H for some m ≥ 1. The smallest such m is called the
index of nilpotency of H.
An alternative way to realize {Zn} arises from [9, Def. 4.1]. One has
a descending chain of Hopf subalgebras of H∗ defined as follows:
(8) B0 = H
∗, B1 = H
∗
ad, . . . , Bi+1 = Biad.
If Bm = k then H is nilpotent. The following lemma enables us to
connect the two definitions of nilpotency:
Lemma 1.3. Let Zn and Bn be defined as in (6) and (8) respectively.
Then for n ≥ 0 we have
Zn = H
Bn.
In particular, the intrinsic definition and the categotical definition of
nilpotency coincide.
Proof. By (6), H1 = H//Z1, hence by (2) and (4) Z1 = H
B1. Assume
by induction Zi = H
Bi, then by (7) and (2),
Hi = H//Zi ∼= B
∗
i .
It follows from (4) and (8) that
Z˜(Hi) = H
Biad
i = H
Bi+1
i
hence by (6) and (2),
Hi+1 = Hi//Z˜(Hi) ∼= B
∗
i+1.
But by (7) Hi+1 ∼= H//Zi+1, hence H//Zi+1 ∼= B
∗
i+1 by the formula in
the line above. This implies by (2) that:
Zi+1 = H
Bi+1.

For groups there is a related descending chain of subgroups arising
from commutators. In what follows we generalize this idea to Hopf
algebras. As in [8], for a, b ∈ H, set their commutator
{a, b} =
∑
a1b1Sa2Sb2.
Commutators and Hopf centers are related in the following way.
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Proposition 1.4. Let N be a normal left coideal subalgebra of H. Then
for all t ≥ 0,
{N,Λ} ⊆ Zt ⇐⇒ N ⊆ Zt+1.
Proof. Assume first {N,Λ} = k. We show that if x ∈ N then S(x) ∈
Z(H). Indeed,
Λa˙dSx =
∑
Sx1x2Λ1Sx3SΛ2 =
∑
Sx1{x2,Λ} = Sx.
The last equality follows from the assumption since N is a left coideal.
Thus x ∈ Z(H) as well. Since Z1 is the Hopf center of H it follows
from Lemma 1.1 that N ⊆ Z1.
Conversely, if N ⊆ Z1 then in particular N ⊆ Z(H). Hence for all
x ∈ N,
∑
Λ1x1SΛ2Sx2 = 〈ε, x〉.
We continue by induction. Note π(Λ) is an idempotent integral for
any homomorphic image π(H) of H. Hence
{N,Λ} ⊆ Zt =⇒ {πt(N), πt(Λ)} = πt({N,Λ}) = k.
But πt(N) is a normal left coideal subalgebra of Ht, hence by the first
step of the induction proved above we obtain πt(N) ⊂ Z˜(Ht). Now, by
definition, Ht+1 ∼= Ht//Z˜(Ht), hence N is mapped under πt+1 into k.
Since N is a normal left coideal subalgebra it follows that
N ⊂ Hcopit+1 = Zt+1.
Conversely, assume N ⊂ Zt+1. Then πt+1(N) = k and since πt(N) is
a left coideal it follows that πt(N) ⊂ Z˜(Ht). Letm =
∑
n1Λ1Sn2SΛ2 ∈
{N,Λ}, then∑
m1⊗πt(m2) =
∑
n1Λ1Sn4SΛ4⊗πt(n2)πt(Λ2)πt(Sn3)πt(SΛ3) = m⊗πt(1).
The last equality holds since πt(N) ⊂ Z˜(Ht). This implies that the
subcoalgebra generated by πt(N) is contained in Z˜(Ht) ⊂ Z(Ht). Thus
m ∈ Zt. 
For a set S let [S] denote the normal left coideal subalgebra generated
by S. Define a descending chain of iterated commutators for H as
follows:
(9) N0 = H, N1 = [{H,Λ}], . . . , Nt = [{Nt−1,Λ}]
By induction, if Nt ⊆ Nt−1 then {Nt,Λ} ⊆ {Nt−1,Λ} hence
Nt+1 = [{Nt,Λ}] ⊆ [{Nt−1,Λ}] = Nt.
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Remark 1.5. Let H = kG, G a finite group. Then Z˜(H) = kZG,
where ZG is the center of the group G. This follows since every Hopf
subalgebra of kG has the form kK where K is a subgroup of G. For
any Hopf quotient we have kG//kK ∼= k(G/K). Moreover, for any
Hopf surjection π we have Hcopi = kπ−1(1). These observations imply
that an ascending central series for G gives rise to an ascending central
series for kG and vice verse.
If we denote by induction G1 = [G,G] and Gt+1 = [Gt, G], then
Nt = kGt.
We can prove now the main result of this section.
Theorem 1.6. Let H be a semisimple Hopf algebra over an alge-
braically closed field of characteristic 0, let Zt be defined as in (6) and
Nt as defined in (9). Then
Nt = k1⇐⇒ Zt = H.
In this case Nt−i ⊆ Zi for all 0 ≤ i ≤ t.
Proof. We claim first that for all 0 ≤ i ≤ t,
(10) Nt−i ⊆ Zi ⇐⇒ Nt−i−1 ⊆ Zi+1.
Indeed, assume Nt−i ⊆ Zi. Since by definition {Nt−i−1,Λ} ⊆ Nt−i,
it follows in particular that {Nt−i−1,Λ} ⊆ Zi. By Proposition 1.4
Nt−i−1 ⊆ Zi+1. Conversely, if Nt−i−1 ⊆ Zi+1 then {Nt−i−1,Λ} ⊂ Zi
by Proposition 1.4. Since Nt−i is generated as a normal left coideal by
{Nt−i−1,Λ}, and since Zi is a normal left coideal subalgebra containing
{Nt−i−1,Λ}, it follows that Nt−i ⊆ Zi. This proves our claim.
Now, if Nt = k, then by (10), Nt−1 ⊂ Z1, and by induction on i
Nt−i ⊂ Zi. For i = t we get H = N0 ⊂ Zt.
Conversely, assume that Zt = H = N0, then we use (10) again to
prove by induction on j that Nj ⊂ Zt−j for all j.When j = t we obtain
Nt = k1. 
2. Iterated commutators
Recall, (see e.g [11, Cor.4.6]):
(11) 〈χi, Ej〉 = δijdj, χi ↼ Ej = δijχi, Λ ↼ s(χj) =
1
dj
Ej.
In particular, {χi}, {
1
dj
Ej} are dual bases of R(H) and Z(H) respec-
tively. Hence we have for each z ∈ Z(H), p ∈ R(H)
(12) z =
∑
i
1
di
〈χi, z〉Ei p =
∑
i
1
di
〈p, Ei〉χi.
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By (11) and (12) we have:
(13) χi ↼ z =
1
di
〈χi, z〉χi
for all i. Since Λa˙dH = Z(H) we have for all h ∈ H,
〈χi, {h,Λ}〉 =
=
∑
〈χi,Λ1h1SΛ2Sh2〉 =
∑
〈χi ↼ Λ1h1SΛ2, Sh2〉 =
1
di
〈χis(χi), h〉.
where the last equality follows from (13). Thus
(14) 〈χi, {h,Λ}〉 =
1
di
〈χis(χi), h〉.
Define an operator T : Z(H) −→ Z(H) by
T (z) = {z,Λ}.
Indeed, by [8, Lemma 2.3], T (z) ∈ Z(H) for all z ∈ Z(H). Moreover,
by definition of Nm we have
(15) Tm(z) ∈ Nm ∀z ∈ Z(H)
We have:
Proposition 2.1. (i) The matrix of T with respect to the basis {E0
d2
0
, . . . , En−1
d2n−1
}
is A, where
(16) Aij =
〈χis(χi)s(χj),Λ〉
dj
, 0 ≤ i, j ≤ n− 1.
(ii) A has non-negative rational entries and the first column of A has
all entries equal 1.
(iii) The first row of Am is (1, 0, . . . , 0) for all m ≥ 0.
(iv) In the first column of Am we have:
(Am)i0 =
∑
j
(Am−1)ij ,
For all m > 0, 0 ≤ i ≤ n − 1. In particular, The first column of Am
consists of positive rational numbers.
Proof. (i) By dual bases of Z(H) and R(H) and by (14) we have:
T (
Ej
d2j
) = {
Ej
d2j
,Λ} =
=
∑
i
〈{
Ej
d2j
,Λ}, χi〉
Ei
di
=
∑
i
〈
Ej
d2j
, χis(χi)〉
Ei
d2i
=
∑
i
〈Λ, χis(χi)s(χj)〉
dj
Ei
d2i
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where the last equality follows from (11).
(ii) All entries are non-negative rational numbers since the (i, j) entry
of A equals the number of times χj appears as a constituent of χis(χi)
divided by dj.
(iii) Follows from the definition of A since χ0 = ε.
(iv) The proof follows by induction on m. For m = 1 this follows
from part (ii) since A0 = Id . Assume (Am)k0 =
∑
j(A
m−1)kj for all
0 ≤ k ≤ n− 1. Then:
(Am+1)i0 = (AA
m)i0 =
∑
k
Aik(A
m)k0 =
∑
k,j
Aik(A
m−1)kj =
∑
j
(Am)ij,
where the third equality follows from the induction hypothesis.
The last part follows by induction since the first column of A consists
of 1’s and all other entries are non-negative. 
We refer to A as the Commutator matrix of H. Observe that this
matrix depends only on the Grothendieck ring of H.
We next define an important family of central iterated commutators
which will play a key role in the sequel.
Define,
(17) γ0 = Λ, γ1 = T (Λ) = {Λ,Λ}, . . . , γm = T
m(Λ) = {γm−1,Λ}.
Note that γ1 is the Hopf analogue of the extensive commutator z in
kG given by:
(18) z =
1
|G|2
∑
a,b∈G
aba−1b−1
We show,
Proposition 2.2. Let γm be defined as in (17) and the matrix A be
defined as in Proposition 2.1. Then
γm =
∑
i
(Am)i0
Ei
d2i
=
∑
i
(∑
j
(Am−1)ij
)
Ei
d2i
for all m ≥ 1. Moreover, the coefficient of each Ei in γm is a non-zero
rational number, in particular γm is invertible.
Proof. Since Λ = E0
d2
0
, it follows from Proposition 2.1(i) that the coor-
dinates of Tm(Λ) with respect to the basis {Ei
d2
i
} is the first column of
Am. The result follows now from Proposition 2.1(iv). 
Note that in particular γ1 =
∑
i
1
d2
i
Ei. This result was proved also in
[8]. We show now,
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Lemma 2.3. Let γm be defined as in (17). Then:
(i). For each irreducible character χi, 〈γm, χi〉 is a non-negative ratio-
nal number satisfying 〈γm, χi〉 ≤ di. In particular
〈γ1, χi〉 =
1
di
.
(ii). 〈γm+1, χi〉 = di if and only if 〈γm, χj〉 = dj for each irreducible
constituent of χis(χi).
Proof. (i). Proposition 2.2 implies that 〈γm, χi〉 is a non-negative ratio-
nal number for all m. Also, For m = 0, 〈Λ, χi〉 = δi,0 ≤ di. For m = 1
we have γ1 =
∑
i
1
di
E2i hence 〈γ1, χi〉 =
1
di
≤ di.
Assume by induction 〈γm, χi〉 ≤ di for all i. Then by (14),
〈γm+1, χi〉 =
1
di
〈γm, χis(χi)〉
Let χis(χi) =
∑
mjχj, then
∑
mjdj = d
2
i and we have:
(19) 〈γm+1, χi〉 =
1
di
∑
mj〈γm, χj〉 ≤
1
di
∑
mjdj = di
(ii). If 〈γm+1, χi〉 = di then equality holds in (19). Since all mj are
positive we must have 〈γm, χj〉 = dj for each irreducible constituent χj.
Conversely, if 〈γm, χj〉 = dj for each irreducible constituent of χis(χi)
then equality holds in (19). 
Set
(20) Sm = Spk{χi ∈ Irr(H) | 〈γm, χi〉 = di}
and
(21) HSm = the Hopf subalgebra of H
∗ generated by Sm.
We show,
Lemma 2.4. Let Sm and HSm be defined as above. Then:
(i) S0 = k and S1 = kG(H
∗).
If moreover χis(χi) ∈ Z(R(H)) for each irreducible character χi,
then:
(ii) Sm is a based ring for all m. That is, if χi, χj ∈ Sm then all the
irreducible constituents of χiχj are in Sm as well.
(iii) Sm = {χi |χis(χi) ∈ Sm−1} hence (HSm)ad ⊆ HSm−1.
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Proof. (i). Since γ0 = Λ we have S0 = k. By Lemma 2.3.1, 〈γ1, χi〉 =
1
di
,
which equals di if and only if di = 1, that is if and only if χi ∈ G(H
∗).
(ii). Observe that centrality of χjs(χj) implies that
χis(χi)χjs(χj) = χiχjs(χiχj).
Clearly S1 = kG(H
∗) is a based ring. Assume by induction that
St−1 is a based ring, and let χi, χj ∈ St. By Lemma 2.3 we have that
〈γt−1, χk〉 = dk for each irreducible constituent χk of χis(χi) or χjs(χj),
hence by the induction hypothesis, we have χis(χi)χjs(χj) ∈ St−1. Let
χl be an irreducible constituent of χiχj. Since all constituents of χls(χl)
are constituents of χiχjs(χiχj) = χis(χi)χjs(χj) ∈ St−1, it follows that
χl ∈ St. Hence St is a based ring.
(iii). Follows directly from part (ii) and Lemma 2.3(ii). 
Remark 2.5. When R(H) is commutative the series of based rings
Sm given in (20) coincides with the lower series defined in [9, 4.12].
However the assumption χis(χi) ∈ Z(R(H)) is weaker than the as-
sumption of commutativity of R(H). For example, if H = (kG)∗, G
a non-abelian finite group then R(H) = kG is not commutative, yet
χis(χi) = s(χi)χi = 1. Same is true for H = D(kG)
∗.
We can show now the main result of this section.
Theorem 2.6. Let H be a semisimple Hopf algebra over an alge-
braically closed field of characteristic 0, and let Nt, γt be defined as
in (9) and (17). Assume χis(χi) ∈ Z(R(H)) for each irreducible char-
acter χi. Then H is nilpotent if and only if γm = 1 for some m ∈ ZZ
+.
Its index of nilpotency is the least integer m so that γm = 1.
Proof. The proof follows by induction. Let {Bt} be the series defined
in (8). If γm = 1 then Sm = R(H) and by Lemma 2.4.(iii) we have
(H∗)ad = (HSm)ad ⊆ HSm−1, hence B1 ⊂ HSm−1. Assume by induc-
tion Bt ⊆ HSm−t. Then
Bt+1 = (Bt)ad ⊆ (HSm−t)ad ⊆ HSm−t−1,
where the last inclusion follows from Lemma 2.4.(iii). We have in
particular Bm ⊆ HS0 = k, which implies by Lemma 1.3 that Zm = H.
Thus H is nilpotent. Conversely, if H is nilpotent of degree m then
Nm = k implying in particular that γm = 1. 
As a corollary we obtain,
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Corollary 2.7. Let H be a semisimple Hopf algebra over an alge-
braically closed field of characteristic 0 and {Nt} be defined as in (9).
Assume χis(χi) ∈ Z(R(H)) for each irreducible character χi. Then
Nt = The left coideal subalgebra generated by γt.
Proof. Let Lt denote the left coideal subalgebra generated by γt ↼ H
∗.
Then Lt ⊆ Nt. Since γt is central it follows by [4, Prop. 2.5] that Lt is
also left normal. Let π : H → H = H//Lt. Since Irr(H) ⊂ Irr(H) the
cetrality assumption holds for H as well. Then γt(H) = π(γt) = 1. By
Theorem 2.6, Nt(H) = k. Since π(Λ) = Λ it follows by induction that
π(Nt) ⊆ Nt(H) = k. Since Nt is a normal left coideal subalgebra and
Lt = H
copi we must have Nt ⊆ Lt. 
Another corollary relates nilpotency of H and the eigenvalues of A.
Theorem 2.8. Let H be a semisimple Hopf algebra over an alge-
braically closed field of characteristic 0 and assume χis(χi) ∈ Z(R(H))
for each irreducible character χi. Then H is nilpotent if and only if its
commutator matrix A has eigenvalues {1, 0} where the algebraic mul-
tiplicity of 1 is 1.
Proof. Theorem 2.6 and (15) imply that H is nilpotent of degree m if
and only if the operator T satisfies Tm = ε|Z(H). That is, T
m(Ei) =
〈ε, Ei〉1 = δi,0 for each central idempotent Ei. By Proposition 2.1 this
is equivalent to:
Am =


1 0 · · · 0
d21 0 · · · 0
...
...
...
d2n−1 0 · · · 0


It follows that the eigenvalues of Tm are 1 and 0. Hence the eigenvalues
of T are roots of unity and 0. Since 1 is an eigenvector of T with
eigenvalue 1, and the alegbraic multiplicity of 1 in Tm is 1, it follows
that the only possible root of unity is 1 and its alegbraic multiplicity
is 1. 
Upon another assumption on R(H), which holds in particular when
R(H) is commutative, yet it is a weaker assumption, we show:
Proposition 2.9. Assume χis(χi) = s(χi)χi for each irreducible char-
acter χi. Then:
(i). For all m, γm = Sγm
(ii). For all m, {Λ, γm} = {γm,Λ}.
(iii). γm+1 ∈ γm ↼ H
∗ for all m ≥ 0.
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Proof. (i). If χis(χi) = s(χi)χi for each irreducible character χi then
the matrix A defined in (16) satisfies Aij = Ai∗j for all i, j. Assume by
induction (Am)ij = (A
m)i∗j , then
(Am+1)il =
∑
j
(Am)i∗jAjl = (A
m+1)i∗l.
By Proposition 2.2 the expression above implies that the coefficient of
Ei in γm equals the coefficient of Ei∗ in γm, hence γm = Sγm.
(ii). Since γm = Sγm we have
∑
γm1 ⊗ γm1 =
∑
Sγm2 ⊗ Sγm1. Let
γ = γm, Since Λa˙dh ∈ Z(H) for all h, we have,∑
γ1Λ1Sγ2SΛ2 =
∑
Λ1Sγ2SΛ2γ1 =
∑
Λ1γ1SΛ2Sγ2.
(iii). We have
γm+1 = Sγm+1 =
∑
Λ2γm2SΛ1Sγm1 =
∑
(Λa˙dγm2)Sγm1.
Since γm ↼ H
∗ is stable under the adjoint action of H (by [4]) and
since γm2, Sγm1 ∈ γm ↼ H
∗, it follows that γm+1 ∈ γm ↼ H
∗. 
3. Probabilistic methods for Hopf algebras with a
commutative character algebra.
Recall that H is a Frobenius algebra. One defines a Frobenius map
Ψ : HH∗ → H
∗
H∗ by
(22) Ψ(h) = λ ↼ S(h) Ψ−1(p) = Λ↼ p.
where H∗ is a right H∗-module under multiplication and H is a right
H∗-module under right hit. If H is semisimple then
Ψ(Z(H)) = R(H).
Let 1
d
λ = F0, . . . , Fn−1 be the set of central primitive idempotents of
R(H). When R(H) is commutative then {Fj} form another basis for
R(H). Define as in [6] the conjugacy class Ci as:
Ci = Λ↼ FiH
∗.
Note dimCi = dim(FiH
∗). We generalize also the notions of Class
sum and of a representative of a conjugacy class as follows:
(23) Ci = Λ↼ dFi = Ψ
−1(dFi) ηi =
Ci
dimCi
.
We refer to ηi as a normalized class sum. In [6, (11)] we show that
(24) 〈Fi,Λ〉 =
dimCi
d
.
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Hence 〈ε, ηi〉 = 1 for all i and the normalized class sums {ηi} form a
basis for Z(H) dual to {Fi}.We can define now a generalized character
table for H,
(ξij) where ξij = 〈χi, ηj〉 ,
0 ≤ i, j ≤ n− 1. Note that η0 = 1 and so ξi0 = 〈χi, 1〉 = di. Moreover,
(ξij) is the change of bases matrix between {χi} and {Fi}.
We call an element z ∈ Z(H) a central distribution element if
z =
∑
αiηi, αi ∈ R
+ ∪ {0},
∑
i
αi = 1.
Note that since 〈ε, ηi〉 = 1 for all i, it follows that
∑
i αi = 1 is equiva-
lent to 〈ε, z〉 = 1.
The central distribution element z defines a distribution Xz on H by
letting:
Prob(Xz = Ci) = αi
then the corresponding distribution function fz is given by:
fz(Ci) = Prob(Xz = Ci) = αi.
Since {Ci} form a basis for R(H) it follows that the distribution
function fz defines an element in hom(Z(H),C) = R(H). By using
dual bases this element is given precisely by
(25) fz =
∑
i
fz(Ci)
Fi
dimCi
=
∑
αi
Fi
dimCi
=
1
d
Ψ(z),
where Ψ is the Frobenius function given in (22) and the last equality
follows from (23).
Example 3.1. (I) The idempotent integral Λ is a central distribution
element since by (24) and dual bases,
Λ =
∑
i
dimCi
d
ηi.
The corresponding distribution XΛ is given by:
Prob(XΛ = Ci) =
dimCi
d
.
(For groups this is called the uniform distribution on the group since
it satisfies Prob(XΛ = g) =
1
|G|
for all g ∈ G).
(II) Another central distribution element is the normalized class sum
ηi. It defines the distribution Xi, where Prob(Xi = Cj) = δij.
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(III) The character of the adjoint representation is related to the the
following central distribution element. Let zad =
1
n
∑
ηi. Then it de-
fines a uniform distribution Uad on class sums. That is,
Prob(Uad = Ci) =
1
n
.
The corresponding distribution function is given by:
fzad =
1
nd
χad.
This follows from (23) since χad =
∑
d
dimCi
Fi (see e.g. [6, Th.2.2]).
Starting from distribution functions, we have:
Lemma 3.2. Assume R(H) is commutative. An element f ∈ R(H) is
a distribution function on Z(H) if and only if
(i) 〈f, ηi〉 ∈ R
+ ∪ {0} ∀i and (ii) 〈f,Λ〉 =
1
d
.
In this case z = dΨ−1(f) is a central distribution element and
fz = f =
1
d
∑
i
〈χi, z〉s(χi).
Proof. By dual bases, f =
∑
〈f, ηi〉Fi, hence by (23),
(26) Ψ−1(f) =
1
d
∑
〈f, ηi〉(dimCi)ηi.
Let z = dΨ−1(f) =
∑
〈f, ηi〉(dimCi)ηi, then f = fz. We claim that z
is a central distribution element. Indeed, by assumption (i) on f all
coefficients of {ηi}’s are non-negative real numbers. Now,
〈ε, z〉 = 〈ε, df ⇀ Λ〉 = d〈f,Λ〉 = 1,
where the last equality follows from assumption (ii) on f.
By the other set of dual bases, z =
∑
i〈z, χi〉
1
di
Ei. The last part
follows from (11), since fz =
1
d
Ψ(z). 
Example 3.3. Counting functions for groups give rise to probability
functions on the group algebras after dividing by an appropriate power
of |G|. Below are two examples:
(I) Frobenius proved that the function on a finite groupG that counts
the number of ways an element of G can be realized as a commutator
is given by:
frob =
∑
i
|G|
di
χi.
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Since the total number of commutators aba−1b−1, a.b ∈ G, is G×G, we
make the counting function frob into a distribution function by taking:
f =
1
|G|2
frob.
Consider frob as an element of R(H) where H = kG. We claim that
f is a distribution function in the sense of Lemma 3.2. Indeed, since
ηi =
Ci
|Ci|
, we have for arbitrary gi ∈ Ci,
〈frob, ηi〉 = 〈frob, gi〉 ≥ 0.
Hence property (i) is satisfied. Since 〈frob,Λ〉 = |G|〈ε,Λ〉 = |G|, prop-
erty (ii) follows. Thus f is a distribution function.
By (26) the central distribution element corresponding to f is given
by:
z =
1
|G|2
∑
i
〈frob, ηi〉|Ci|ηi,
An explicit realization of z in terms of the elements of the group is
the extensive commutator z as in (18),
z =
∑ 1
|G|2
∑
g∈G
aba−1b−1.
Indeed, choose arbitrarily gi ∈ Ci, then,
1
|G|2
∑
a,b∈G
aba−1b−1 =
=
1
|G|2
∑
g∈G
〈frob, g〉g =
1
|G|2
∑
i
〈frob, gi〉Ci =
1
|G|2
∑
i
〈frob, ηi〉|Ci|ηi = z.
In [8] the function frob =
∑
i
d
di
χi was generalized to any semisimple
Hopf algebra. We showed there that:
1
d2
frob =
1
d
Ψ(γ1).
In what follows we show that the Hopf analogue γ1 of the extensive
commutator z is a central distribution element. Analogously, it follows
from (25) that 1
d2
frob is the distribution function related to γ1.
(II) Another counting function for groups is the root function. It
counts the number of solutions in G to the equation xm = g, g ∈ G.
This function is given by:
Nmrt =
∑
i
〈χi,
1
|G|
∑
g∈G
gm〉χi.
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The coefficient of χi is called the m-th Frobenius-Schur indicator. The
corresponding distribution function is obtained by dividing by |G|, that
is:
fmrt =
1
|G|2
∑
i
〈χi,
∑
g∈G
gm〉χi.
It is straightforward to check that fmrt is a ditribution function for
the group algebra. The corresponding central distribution element is
1
|G|
∑
g∈G g
m.
In [10] the Frobenius-Schur indicator was generalized to any semisim-
ple Hopf algebras where the element 1
|G|
∑
g∈G g
m is generalized to the
central element Λ[m] =
∑
Λ1 · · ·Λm. By Lemma 3.2,
fmrt =
1
d
∑
i
〈χi,Λ
[m]〉χi.
We do not know if in general fmrt is a distribution function. We ask:
Question: Let H be a semisimple Hopf algebra so that R(H) is com-
mutative. When is it true that 〈fmrt, ηi〉 ∈ R
+ ∪ {0}, (or equivalently
is 〈Fi,Λ
[m]〉 ∈ R+ ∪ {0}) for all i?
In what follows we investigate probabilistically nilpotet Hopf algebras,
a notion that holds trivially for finite groups. We show first,
Lemma 3.4. For each normalized class sum ηi we have
{ηi,Λ} = ηiSηi.
Proof. Since Ci is a left coideal and ηi ∈ Ci, it follows that each compo-
nent ηi2 ∈ Ci. By [6, Prop.3.6] we have that Λa˙dηi2 = 〈ε, ηi2〉ηi. Hence
{ηi,Λ} =
∑
ηi1Λa˙dSηi2 =
∑
ηi1S(Λa˙dηi2) = ηiSηi.

Next we show,
Lemma 3.5. If H is quasitriangular then
ηiηj =
∑
qijkηk, qijk ∈ Q
+ ∪ {0}.
Hence the product of two central distribution elements is a central dis-
tribution element.
Proof. The first part follows from [5, Th.2.6]. The second part follows
from the first part and the fact that ε is multiplicative. 
The lemmas above imply,
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Proposition 3.6. Assume H is quasitriangulr then the following hold:
(i) For any central distribution element z, T (z) = {z,Λ} is a central
distribution element as well.
(ii) The matrix of the opertator T with respect to the basis {ηi} is a
non-negative rational matrix which equals PAP−1 where A is as defined
in Proposition 2.1, (ξij) is the character table of H and
P = (diag{dimC0, . . . , dimCn−1}) (ξji∗)
(
diag{d−10 , . . . , d
−1
n−1}
)
Proof. (i) If z =
∑
αiηi, αi ≥ 0, then by Lemma 3.4 {z,Λ} =
∑
i αiηiSηi
which is a central distribution element since all the coefficients are non-
negative by Lemma 3.5 and 〈ε, {z,Λ}〉 = 1.
(ii) The fact that the matrix of T with respect to the basis {ηi} has
non-negative rational entries follows from Lemma 3.4 and Lemma 3.5.
By Proposition 2.1(i), the matrix A is the matrix of T with respect to
the basis {Ei
d2i
}. Now, the character table is the change of bases matrix
between {Fi} and {χi} in R(H) (see e.g. [6, Th.3.1]. Applying Ψ
−1
yields that:
Ej
d2j
=
1
ddj
∑
i
ξji∗(dimCi)ηi.
These imply the desired result.

We can show now an essential property of the iterated commutator:
Proposition 3.7. Let z ∈ Z(H) be a central distribution element and
let T (z) = {z,Λ}. Then
Prob(Tm(z) = 1) −→ 1 as m→∞.
Proof. By (23), Ψ(ηi) =
d
dim Ci
Fi, hence
〈ηiS(ηi), λ〉 = 〈ηi,Ψ(ηi)〉 =
d
dimCi
〈ηi, Fi〉 =
d
dimCi
.
On the other hand, the dual bases imply that 〈ηi, λ〉 = dδi,0. Hence if
ηiSηi = βi · 1 +
∑
j 6=0 βjiηj then 〈ηiSηi, λ〉 = dβi. Hence βi =
1
dimCi
and
we have:
(27) ηiSηi =
1
dimCi
· 1 + · · ·
Assume z = α0 · 1 +
∑
i 6=0 αiηi. By Lemma 3.4 we have
T (z) = α0 +
∑
i 6=0
αiηiSηi,
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hence by (27)
(28) T (z) =
(
α0 +
∑
i 6=0
αi
dimCi
)
· 1 +
∑
i 6=0
α′iηi.
Let c = max{dimCi}. Since 〈ε, T (z)〉 = 1 it follows that∑
i 6=0
α′i = 1− α0 −
∑
i 6=0
αi
dimCi
≤ 1− α0 −
∑
i 6=0
αi
c
= 1− α0 −
1
c
(1− α0) (since 〈ε, z〉 =
∑
i
αi = 1)
= (1− α0)(1−
1
c
).
That is,
(29)
∑
i 6=0
α′i ≤ (1− α0)(1−
1
c
).
Assume by induction
Tm(z) = αm · 1 +
∑
i 6=0
αmiηi where
∑
i 6=0
αmi ≤ (1− α0)(1−
1
c
)m
Then by (28),
Tm+1(z) =
(
αm +
∑
i 6=0
αmi
dimCi
)
· 1 +
∑
i 6=0
αm+1,iηi.
By (29),∑
i 6=0
αm+1,i ≤ (1− αm)(1− c) =
=
∑
i 6=0
αmi(1− c) (since 〈ε, T
m(z)〉 = 1)
≤ (1− α0)(1−
1
c
)m(1− c) (by induction hypothesis)
= (1− α0)(1−
1
c
)m+1
It follows that
∑
i 6=0 αm,i → 0. and so αm → 1 as m→∞. 
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Note that by (17), If H is quasitriangular then γm is a central dis-
tribution element for all m ≥ 0. By Theorem 2.6 H is nilpotent if and
only if γm = 1. This motivates the following definition.
Definition 3.8. A semisimple Hopf algebra isProbabilistically nilpo-
tent if
Prob(γm = 1) −→ 1 as m→∞.
Proposition 3.7 yields now the main result of this section:
Theorem 3.9. Let H be a semisimple quasitriangular Hopf algebra
over an algebraically closed field of characteristic 0. Then H is proba-
bilistically nilpotent.
The following result is a generalization of [2, Th.4.10]. It is an alge-
braic statement about the eigenvalues of the commutator matrix A.
Theorem 3.10. Let H be a semisimple quasitriangular Hopf algebra
over C. Then the commutator matrix A has 1 as an eigenvalue with
corresponding 1-dimensional eigenspace. All other eigenvalues c satisfy
|c| < 1.
Proof. Since A is the matrix of the operator T (z) = {z,Λ} we show
the statement for T.
Observe first that if 0 6= z =
∑
αiηi so that αi ∈ R, αi ≥ 0 for all i,
then necessarily 〈ε, z〉 > 0 and z˜ = 1
〈ε,z〉
z is a central distribution.
By Proposition 3.7, Prob(Tm(z˜) = 1) −→ 1. In this case we say that
Tm(z˜) converges to 1 and Tm(z) converges to 〈ε, z〉 · 1.
If z is a real combination of {ηi} then z = z+ − z− where z+ and
z− have only non-negative coefficients. By above T
m(z) converges to
〈ε, z+〉 − 〈ε, z−〉 = 〈ε, z〉 · 1.
Assume now v =
∑
αjηj is an eigenvector for T with eigenvalue c.
Since the matrix of T with respect to the basis {ηi} is real, it follows
that v =
∑
αiηi is an eigenvector with eigenvalue c.
Assume v /∈ k. Then αj 6= 0 for some j > 0. Since multiplying
v by α−1j yields another eigenvector, we may assume without loss of
generality that αj = 1. Now, v + v is a real vector hence we have that
Tm(v + v) = cmv + cmv
converges to (〈ε, v〉+ 〈ε, v〉) · 1. In particular, taking the coefficient of
ηj we obtain,
2ℜ(cm) = cm + cm → 0 as m→∞.
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Similarly, v− v = ıw where w is a real vector. Hence Tm(w) converges
to 〈ε, w〉 · 1 = ı(〈ε, v〉 − 〈ε, v〉) · 1. Since Tm(w) = ı(cmv − cmv) we can
take again the coefficient of ηj to obtain
−2ℑ(cm) = ı(cm − cm)→ 0 as m→∞.
Hence
|cm|2 = (ℜ(cm))2 + (ℑ(cm))2 −→ 0 as m→∞,
implying that |c| < 1.
Since T (1) = 1, we have 1 is an eigenvalue. Its coordinate vector
with respect to the basis {Ei
d2i
} is given by:


1
d21
...
d2n−1

 .
. 
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