INTRODUCTION Background
Fault-tolerant hardware and software refer to a methodology for structuring systems to achieve high reliability. In critical applications such as the safe control of aircraft, special techniques [1-31 are used to detect and isolate failed components, switch in spare components, and switch out failed components. The underlying failure and recovery process can often be represented by a timecontinuous Markov or semi-Markov model in which the states of the model describe the system status in terms of the numbers of operational components, numbers of active components, available spare components, etc. The jumps between states correspond to the occurrence of component failures or to system responses to previously failed components. The time parameter of the process can be the elapsed time since the start of a mission or local time since a particular event.
Within this framework it is usually of interest to estimate reliability, possibly for the purpose of studying the effect on reliability of varying the number of components, their configuration, or other system design parameters which affect reliability. For example, the choice of decision rules [2] concerning the number of errors to be detected in the output of a component before the component is deactivated can affect system response times, hence affect reliability. Except for simple models which assume the failure and response times are exponentially distributed, estimates of reliability involve computationally difficult, multivariate integrals. Considerable research has been devoted to estimating reliability on the basis of various models: Stiffler, Bryant, Guccione [4] , Ng & Avizienis [5] , and other models and techniques as surveyed in Geist & Trivedi [6] .
Description
The main purpose of this paper is to derive and present several forms of bounds for unreliability which generalize the bounds suggested by White [7] to a model that provides for competing responses to component failures. Although restricted to single system responses (ie, noncompeting responses), White's bounds are derived from a flexible semi-Markov model in which component failure times have exponential distributions and response times have general distributions. His bounds have a product form with factors that depend on component failure rates, and means and standard deviations of response times. In the present formulation, competing responses can correspond to the process of deactivating failed components and activating spare components; eg, deactivating component A vs component B. Rather than standard deviations of response times, the bounds are given in terms of integral factors which depend on the actual distributions of response times. Other forms of the bounds are given in terms of fewer parameters: percentiles, conditional mean response holding times, and certain transition probabilities.
Some advantages of a method based on bounds are: I)it gives a computationally efficient technique for estimating reliability, 2)estimates can be given from experimentally derived information without making restrictive assumptions concerning the form of the Cdf's of response times, 3)a user of the bounds always knows whether he is under or overestimating the true unreliability (assuming the model is correct), 4)an estimate of the error is available whenever the bounds are calculated.
Sections 2 and 3 describe the model, section 4 derives the general form of the bounds, and sections 5 and 6 give bounds that require less detailed information concerning the Cdf's of response times. In section 7 an example illustrates calculating the bounds for a model with competing system responses. Section 8, the final section, discusses tightness of the bounds. T(i, j) representing a potential sojourn time from state i to state j, all potential sojourn times being mutually s-independent. If T(i, j) corresponds to a state change resulting from a component failure, its Cdf is that of an exponential distribution with rate parameter X(i, j). Otherwise, T(i, J) represents a system response time and has Cdf G(x; i, j).
To calculate unreliability, we must consider each series of states zo, z1, ..., z, a system can enter over time and which terminates in an absorbing state. Typically, zo represents an initial state wherein all components are operational. The system enters some state z, as the result of a component failure, enters Z2 as a result of another component failure or, as a result of a system response to a previously failed component, and so on. Because the sojourn times W(zo), W(z1), ..., W(znil) between state changes are conditionally (given a particular series of states) s-independent, and ZO, Z1, .., Z, follow a Markov chain [8, 9] their joint pdf is:
To interpret (1) 
Each factor 0(i, f)dQ(x; i, I) of (1) can be calculated in terms of the Cdf's of the { T(i, Q)} from assumptions 1-3:
(2) the products in (2) involve only the indices of response times.
Results in [11, 12] show that if we begin with a model for which the response times associated with a particular state are s-dependent, and if the Q(x; i, j) are continuous Cdfs, then there exists mutually s-independent r.v. 's, { T(i, f)}, having Cdf's that satisfy (2) . This suggests that although it is unnecessary to assume that competing response times are s-independent, little generality is added by weakening assumption 1. To calculate the upper bound for unreliability, (5) must be summed over all series zo, z1, ..., z, that terminate in an absorbing state. Similarly, (6) (14) where L.
GENERAL FORM OF THE BOUNDS
(6i; zi, f) is the probability that the smallest response time (at state zi) exceeds bi.
Because I G (61; zi, e) decreases as &i increases, bi -b/and ci -c/also decrease as 6i increases. Although the effect of increasing the 6i is to also decrease H(t -A) in (6), the calculations of section 8 suggest that the effect on tightness of decreasing H(t -A) can be quite minimal. As a general rule for the case of short response times, each 6, should be chosen as an extreme percentile at the upper tail of the Cdf of the smallest response times.
The The indices, 2, for the products in the definitions of G (x; zi), Q(zi, j), and K(x; zi, j) vary only over the set R(zi).
The goal of this and the next section is to suggest bounds that can be calculated from as few parameters as possible rather than the full detail of the Cdf's of response times, as needed in (9)- (12) Consider the upper bound in (5). After some manipulation in which exp(-Xy) in (9) is replaced by 1, and the integral in (10) and (15) To define this class, let Go(x) be a continuous baseline Cdf, and let C be the class of continuous Cdfs G(x) generated from Go(x) in the following way: The desire to check the spare's operational status leaves open the possibility of switching in a failed spare at some instant when an active unit, other than the cooperating unit, has failed. As shown in figure 1 , one of the active units, other than the cooperating unit, fails (state 1); the spare fails (state 2); the system, being unaware that either unit has failed, automatically switches the spare with the good active unit (state 3). State 3, as well as states 5 and 7, represent system failure since the system is not faulttolerant at any instant when two of the three active units have failed. States 6 and 8 designate operational states that are attained when the system detects, identifies, and deactivates the failed active unit, and replaces it with the spare. Bounds calculated from bli, c1i, b'i, and c,i require information concerning only the Q(zi, f), G(6j; zi), and /(6b; zi).
EXAMPLE
The example illustrates a model with competing system responses. Although experimental data on singlesystem-responses is available in Lala & Smith [14] , it is not used in this example other than as a guideline for what might be a reasonable assumption for a mean response time. The main purpose of this example is to illustrate the method of calculating the bounds.
Example Assumptions 1. A system has three active processor units and one spare. . . . Definition all components operational an active Linit (not the cooperating unit) fails the spare fails system switches in the failed spare the spare fails an active unit fails system detects the failed active unit an active unit fails system detects the failed active unit a cooperating active unit fails other states are not listed Although assumptions [1] [2] [3] [4] [5] (section 2) justify the upper and lower bounds of previous sections, they do not, however, ensure tightness. In this section, parameters affecting tightness are studied in terms of the relative error,
For the less tight (than those of (9)- (12) 
Since the number of parameters in (27) can be quite large, we consider only the case in which the response times have distributions with support limited to bounded intervals; that is, it is assumed that: G (6,;z, C) 0 , C E R(zi), i C B U C. Let the Xi, i E A, decrease to zero to get: lim H(t -A)/H(t) = (1 -At l)m.
The limiting (as Xi -0, i E A) relative error is:
lim RE = 1 -(1 -At 1)m exp (E-BCXibi).
(32) These calculations suggest that the limiting RE is a good indicator of tightness. It embodies the main requirements for tightness; namely, short response times (small limits, 6k), and large times to component failures (small Xi). Further, it indicates that other parameters can affect tightness, such as the mission time t, and the numbers m and q of states in zo, z1, ..., zn. that have indices in A and B U C, respectively. Except for the inconvenience of calculating H(x), one can say the same thing for RE in (31).
