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The molecular dynamics (MD) simulations are performed with single-crystal copper blocks under simple shear to inves-
tigate the size and strain rate eﬀects on the mechanical responses of face-centered cubic (fcc) metals. It is shown that the
yield stress decreases with the specimen size and increases with the strain rate. Based on the theory of dislocation nucle-
ation, a modiﬁed power law is proposed to predict the scaled behavior of fcc metals, which agrees well with the numerical
and experimental data ranging from nanoscale to macro-scale. In the MD simulations with diﬀerent strain rates, a critical
strain rate exists for each single-crystal copper block of given size, below which the yield stress is nearly insensitive to the
strain rate. A hyper-surface is therefore formulated to describe the combined size and strain rate eﬀects on the plastic yield
strength of fcc metals. The preliminary results presented in this paper demonstrate the potential of the proposed simple
procedure for engineering design at various spatial and temporal scales.
 2006 Elsevier Ltd. All rights reserved.
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The recent interests in developing multi-scale model-based simulation procedures have brought about the
challenging tasks of bridging diﬀerent spatial and temporal scales involved in the mechanical responses of
modern engineering structures.
Fleck et al. (1994) observed in the torsion of thin copper wires that the scaled shear strength increased as the
wire diameter decreased from 170 to 12 lm. Stolken and Evans (1998) found that the normalized bending
hardening modulus exhibited an obvious increase with the decreasing beam thickness in the bending test of
thin beams. The mechanical experiments with thin ﬁlms were also conducted by many researchers such as0020-7683/$ - see front matter  2006 Elsevier Ltd. All rights reserved.
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that the strength of thin ﬁlms scaled inversely with the ﬁlm thickness. Many convincing experimental results
on the size-dependence were obtained from micro-indentation or nano-indentation hardness tests performed
by De Gunzman et al. (1993), Stelmashenko et al. (1993), Ma and Clarke (1995), Poole et al. (1996) and
McElhaney et al. (1998), among others. These data have indicated that the indentation hardness would
increase with the decreasing indentation depth.
All the above discoveries have stimulated the research eﬀorts to model the size-dependent phenomenon.
Fleck et al. (1994) developed a phenomenological theory of strain gradient plasticity. Gao et al. (1999) estab-
lished a mechanism-based theory of strain gradient (MSG) plasticity, which was based on a multi-scale
framework linking the micro-scale notion of statistically stored and geometrically necessary dislocations
to the meso-scale notion of plastic strain and strain gradient. The above theories with the use of strain gra-
dient, however, are still continuum-based, and therefore could not predict the observed discrete displacement
bursts characteristic of the elastic-to-plastic transition at indentation depths less than 100 nm, where only a
small number of dislocations are involved in the deformation. Hence, there exists a need for diﬀerent
approaches.
Michalske and Houston (1998) observed in their interfacial force microscopy (IFM) experiment that the
applied shear stress increased with the decreasing probe-tip radius (from 250 to 50 nm). Due to the fact that
the applied stress was highly localized to the defect-free portions of a material at nanometer-scale probe con-
tact, a dislocation nucleation-based model was proposed to interpret the experimental results. Recently, sev-
eral uniaxial compression tests on nickel microcrystals were conducted by Uchic et al. (2004) and Dimiduk
et al. (2005). With the test conditions that minimize imposed deformation gradients, a strong size eﬀect was
still observed for the yield strength. Thus, it is believed that at and below the micron-size the micromechanisms
of plastic deformation and strength are also aﬀected by the size of the deforming volume. Greer et al. (2005)
also obtained the high strength in the compression experiments on gold at the sub-micron scale, which was
believed to be related to the mechanism of dislocation nucleation in the absence of strain gradients. All the
experimental observations mentioned provide a hint to understand the mechanisms of plastic deformation
and yielding that extend beyond the gradient-induced storage of defects.
The molecular dynamics (MD) simulations have been performed recently to explore the mechanical prop-
erties of nanoscale materials, although the atomistic simulations are still fairly limited by the current compu-
tational capability. With the use of atomistic methods, the dislocation behavior in the plastic ﬂow has been
studied numerically by Daw and Baskes (1984), Taylor and Dodson (1990), Holian and Lomdahl (1998), Hoa-
gland and Baskes (1998), among others. Horstemeyer et al. (2001) examined not only the spatial size but also
strain rate eﬀects on the mechanical response of single-crystal nickel by performing simple shear MD simula-
tions using the embedded-atom method (EAM). Liang and Zhou (2004) also carried out MD simulations to
study the size and strain rate eﬀects on the tensile deformation of single-crystal copper wires.
As can be seen from the open literature, much research has been conducted to investigate the size-depen-
dence and rate-dependence of material properties, respectively. However, to our knowledge, little has been
done in understanding combined specimen size and loading rate eﬀects. Based on the experimental and com-
putational capabilities available, therefore, an attempt has been made recently to formulate a hyper-surface in
both spatial and temporal domains to predict combined size and rate eﬀects on the mechanical response of
tungsten under uniaxial tension (Chen et al., 2005). To better understand the combined size and rate eﬀects
in general, the MD simulations of single-crystal copper blocks of various sizes under diﬀerent shear loading
conditions are ﬁrst performed, and the combined size and strain rate eﬀects on the mechanical responses of
several face-centered cubic (fcc) metals are then investigated in this paper.
2. MD method and computational set-up
In this work, the classical MD simulations are performed using the embedded-atom method (Daw and
Baskes, 1984; Mishin et al., 2001). The total energy of an elemental system is represented asEtot ¼ 1
2
X
ij
/ðrijÞ þ
X
i
F ðqiÞ; ð1Þ
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as a function of the host electron density qi induced at site i by all other atoms in the system. qi takes the form
ofqi ¼
X
j 6¼i
qðrijÞ; ð2Þin which q(rij) is the electron density function. /(rij), F ðqiÞ and q(rij) are treated as some ﬁtting functions that
can be parameterized in certain ways.
Based on the stress formulation of Virial principle (Schio¨tz et al., 1999), the stress tensor around each atom
can be written asri;kl ¼ 1V i 
pi;kpi;l
mi
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 !
; ð3Þwhere ri,kl is the component kl of the stress tensor at the atom i, Vi is the Voronoi volume of the atom i, pi,k is
the component k of the momentum at the atom i, and rij,k is the component k of the vector ri  rj. Note that
the atomic stress tensor can be deﬁned in other ways (Lutsko, 1988; Cheung and Yip, 1991), but when the
atomic stress is averaged over the representative volume, the various deﬁnitions quickly converge to a macro-
scopic stress ﬁeld.
In our work, the EAM potential developed by Mishin et al. (2001) is used to model the interactions among
Cu atoms, considering that this potential has a good ability to model free surface energies and the barriers for
dislocation nucleation so that a reasonable prediction of the yield strength could be obtained. The computa-
tional set-up for the MD simulations of single-crystal copper specimen under the simple shear loading is
shown in Fig. 1. The three-dimensional simulation model has free surface in the x-direction, and periodic
boundary in the z-direction. The aspect ratio is set to be nearly 2:1 in x:y as to compare with the simulation
results by Horstemeyer et al. (2001). The crystal orientation is ðx½100; y½011; z½011Þ, and the shear loading
on the y-face is in the [100] direction. This model has a quadruple slip orientation, with two equal primary slip
planes along two equal directions for slip in each plane. The model consists of two parts: one part is referred to
as the active zone in which the atoms move according to the interactions among the neighboring atoms; and
the other part, wrapped by the boxes as present in Fig. 1, is referred to as the loading planes where the atoms
are assigned a ﬁxed rigid body velocity.
In the MD simulation, all atoms are initially placed at their equilibrium positions at the temperature of
300 K. The atoms in the loading planes are ﬁxed. After the system has equilibrated for a certain period, con-
stant x-direction velocities with the same magnitude and opposite direction are assigned to the atoms in the
top and bottom loading planes, respectively, to simulate a displacement-controlled simple shear loading. The
constant velocities of loading planes are chosen to model the strain rates ranging from 108 s1 to 1012 s1. A
Nose–Hoover thermostat (Nose, 1984; Hoover, 1985) is employed to maintain a constant temperature of
300 K for the atoms in active zone. The thermostat, which applies a damping factor to the active atoms based
on the diﬀerence between their current temperature and the desired temperature, is proved to result in the cor-
rect canonical ensemble. The method applied to integrate the equations of motion is the 6-value Gear predic-
tor–corrector algorithm. A time step size of 1 fs that can keep the total system energy remain constant in the
adiabatic simulation for the motion of Cu atoms with the EAM potential is used in the numerical study. The
averaged stress of the atoms only in the active zone is used to determine the stress–strain response and yield
stress of the copper blocks.
To study the eﬀects of specimen size and strain rate on the mechanical responses of single-crystal Cu block
under simple shear loading, we set up three diﬀerent blocks of single-crystal Cu (x · y · z):3.43 · 2.06 · 2.40
(nm3), 10.66 · 4.80 · 2.40 (nm3), and 32.35 · 10.98 · 2.40 (nm3).
3. Results and discussion
The plastic ﬂow of the metal single crystals is determined by many factors, including crystal orientation,
temperature, applied strain rate, specimen size, deformation path, and the micro-structure of material. The
focus of the present work is on the specimen size and strain rate eﬀects. The size eﬀects under the quasi-static
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meyer et al. (2001), both the size and rate eﬀects are linked together. Hence, the objective of the paper is to
model the combined size and rate eﬀects on the mechanical responses of fcc metals.
3.1. Size eﬀects
The shear stress–strain curves for three atomistic models (as speciﬁed in Section 2) under a given strain rate
are plotted in Fig. 2, from which we can see the high-frequency stress oscillations and a stress drop. As shownFig. 1. A copper single crystal with orientation of ðx½100; y½011; z½011Þ under simple shear.
Fig. 2. Three shear stress–strain curves with diﬀerent atomistic models under a strain rate of 2 · 109 s1. The lengths of models in the
x-direction are respectively 3.43 nm, 10.66 nm and 32.35 nm.
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for this phenomenon is that the larger block of material can weaken the high-frequency content by a volume
average and oﬀer more space for dislocation multiplication (Horstemeyer and Baskes, 1999).
It should be noted in Fig. 2 that there is a sudden drop (to zero and even to a negative value) in the shear
stress of the smallest sample, which is due to a combination of constraints. The applied x-direction displace-
ments in the smallest sample is on the order of the lattice parameter. This fact combined with the ﬁxed-end
simple shear conditions constrains the local atomic rearrangement, which would induce sudden stress jumps
to achieve the equilibrium. In the other two samples, however, the applied x-direction displacements are lager
than the lattice spacing, which provides more degrees of freedom for local atomic motion. Furthermore, the
sudden rearrangements in the lager blocks of material are averaged out with more atoms.
The maximum stress as shown in the stress–strain curve is deﬁned to be the yield stress, which exhibits an
obvious size-dependence in Fig. 2. The yield stress increases with the decreasing length size, which has also
been found in many other molecular level simulations and micro-scale experiments as mentioned above.
All those results illustrate that the size eﬀects exist generally in the fcc metals at both nanoscale and micro-
scale.
As can be observed from Fig. 3, the dislocations begin to nucleate from the free surface near the corners of
the sample after the proportional limit is reached, and the shear stress continues to increase to the peak. After
the peak stress, the shear stress drops signiﬁcantly and plastic ﬂow continues at the very low stress level.
Meanwhile, a lot of dislocations glide along crystallographic planes can be observed in the copper block.
Thus, the initial plastic yield at nanoscale is dominated by the dislocation nucleation. This result agrees very
well with the argument by Horstemeyer et al. (2001). The previous mechanical probe measurements (Thomas
et al., 1993; Pethica and Tabor, 1979; Gane and Bowden, 1968; Gane, 1970) carried out on single crystal and
thin-ﬁlm metal surfaces have also shown that the plastic deformation on the nanoscale is controlled by the
homogeneous nucleation of dislocations instead of the motion of pre-existing dislocation structures. For
nanoscale materials, hence, the initial plastic yield stress is mainly related to the dislocation nucleation,
and the size-dependence of yield stress is in fact due to the sample size eﬀect on the dislocation nucleation.
A larger block of material sample can result in a higher chance for nucleating the dislocation, which yields
a lower initial stress for plastic ﬂow to occur (Michalske and Houston, 1998; Horstemeyer and Baskes,
1999). Note that we only focus on the initial plastic yield of the nanoscale material sample which has such
a small number of pre-existing dislocations that the dislocation must nucleate before plastic ﬂow could
proceed.
In order to compare and understand the results from various experiments and atomistic simulations, it is
necessary to use a common length scale parameter and a normalized mechanical quantity. Horstemeyer et al.
(2001) suggested to choose the ratio of volume to surface area as the length scale parameter, which can be
deﬁned clearly for each experimental method or atomistic simulation as shown in Table 1. The yield stress
can be normalized by the elastic modulus and resolved on a (111) slip plane. In the present work, the shear
modulus for copper is 75.4 GPa and the resolved factor is calculated as 0.577 based on the atomistic model.
The normalized resolved yield stress (NRYS) can be compared among the diﬀerent loading conditions includ-
ing simple shear, torsion, interfacial contact, indentation and compression.
Our MD simulation results are illustrated in a log–log plot of NRYS as a function of the length scale
parameter, as illustrated in Fig. 4, which are compared with other atomistic simulations (Horstemeyer
et al., 2001) and experimental results (Fleck et al., 1994; McElhaney et al., 1998; Greer et al., 2005; Michalske
and Houston, 1998; Edington, 1969; Horstemeyer et al., 2002), as well as a power law given by Horstemeyer
et al. (2001). As can be observed from Fig. 4, the present results are coincident with the power law (the dash
line) that predicts the simple shear and indentation responses very well but exhibits some departures in the
torsion and compression data. The power law (Horstemeyer et al., 2001) takes the form ofy ¼ 3:2 105x0:38; ð4Þ
where y* refers to NRYS at the relatively low strain rate and x is a length scale parameter deﬁned as the ratio
of volume to surface area. This power law bridges the spatial scales from nano-dimensions to microns, but it is
not accurate to predict the yield stress of the specimens at a larger scale (millimeters for example), as demon-
strated in Fig. 4. By checking Eq. (4), it can be found that the NRYS would tend to zero as the sample length is
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erties across nanoscale, micro-scale and macro-scale could be better represented.Fig. 4. Yield stress normalized by the elastic modulus and resolved on a (111) slip plane (NRYS) versus the ratio of volume to surface
area for copper, nickel and gold with various experiments and atomistic simulations.
Fig. 3. Shear stress–strain response of a copper model of dimension 10.66 · 4.80 · 2.40 (nm3) under a strain rate of 2 · 1010 s1, and
corresponding dislocation states illustrating nucleation and motion of dislocations, only the left part is presented for a clear show due to
the symmetry. Boundary atoms (disorder) are yellow, atoms in a perfect fcc lattice are not shown for clarity, red atoms represent stacking
fault (due to partial slip), green atoms are in the dislocation core with the coordination number 10 or 11, blue atoms are also in the
dislocation core with the coordination number 12. (For interpretation of the references in colour in this ﬁgure legend, the reader is referred
to the web version of this article.)
Table 1
Volume to surface areas for various geometries (Horstemeyer et al., 2001)
Geometry Volume Surface area Volume to surface area
Simple shear (dimensions: xc, yc, zc) xcyczc 2yczc xc/2
Torsion (cylinder radius: r, height: h) pr2h 2prh r/2
IFM (contact radius: r) 2pr3/3 pr2 2r/3
Indentation (contact radius: r, indentation depth: h, indentor tip angle: h) 2pr3/3 pr2 2r/3 = 2/3 · h/tanh
Uniaxial compression (cylinder radius: r, height: h) pr2h pr2 h
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DG for the formation of a dislocation loop under applied shear stress, as follows:DG ¼ 2prW  pr2bsþ pr2c; ð5Þ
in which W is the line energy for the dislocation loop, r is the radius of the loop, s is the applied shear stress
acting on the loop, b is the magnitude of Burgers vector, and c is the stacking fault energy. The line energy W
for the loop can be written asW ¼ 2 m
2ð1 mÞ
lb2
4p
ln
4r
r0
 2
 
; ð6Þwhere l is the shear modulus, m Poisson’s ratio and r0 the dislocation core radius. The condition for dislocation
nucleation to occur is that the work done by the applied shear stress should overcome the energy to create the
loop. Hence, we can ﬁnd the critical shear stress sc after substituting Eq. (6) into Eq. (5) and setting DG = 0,
namelysc ¼ 1r
2 t
1 t
lb
4p
ln
4r
r0
 2
 
þ c
b
; ð7Þwhich can be normalized by l to besc
l
¼ 1
r
2 t
1 t
b
4p
ln
4r
r0
 2
 
þ c
lb
: ð8ÞFrom Eq. (8), it is clear that the normalized critical shear stress shows a 1/r-like behavior with respect to the
dislocation loop radius, and as the loop radius becomes large, the normalized critical shear stress trends to an
asymptotic value due to the cost of creating a stacking fault.
In the interfacial force microscopy (IFM) experiment, the values of loop radius become restricted by the
highly localized stressed region. Thus, the size of the critical dislocation loop will be controlled to a large
extent by the size of the probe tip. A larger probe-tip size generally allows the formation of a larger dislocation
loop. Michalske and Houston (1998) assumed that the loop radius r was equal to the probe-substrate contact
radius at the plastic threshold, but the stress level was underestimated by a factor of about 3.5. A possible
explanation would be that the real nucleated dislocation loop radius r is smaller than the contact radius
due to the other factors which would control the relationship between the probe-tip radius and critical-loop
radius. In the work of Michalske and Houston (1998), it was also observed that the value for asymptotic stress
at large tip radii calculated on the basis of the stacking fault energy (the second term on the right-hand side of
Eq. (8)) was a factor of 10 smaller than the ﬁt of experimental results. Thus, it was concluded that the eﬀect is
not controlled only by the stacking fault energy. They made a possible explanation that as the tip radius
increases, the kinetics of forming large dislocation loops becomes less favorable than that of nucleating several
smaller loops. Therefore, the critical-loop radius r will also approach an asymptotic limit with the increasing
contact radius R. Given the information above, we assume that the 1/r-like factor in Eq. (8) can be written in
the power law form of the inverse of the contact radius R as follows:1
r
ln
4r
r0
 2
 
¼ a  1
R
 N
þ b; ð9Þ
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that would aﬀect the relationship between the probe-tip radius and critical-loop radius. As can be seen from
Eq. (9), the critical-loop radius r increases with the increasing contact radius R, and reaches an asymptotic
value as the right side of Eq. (9) reaching b at large contact radius. Thus, Eq. (9) indeed captures certain basic
aspects of the relationship between nucleated dislocation loop size and probe-tip size which were observed in
the work of Michalske and Houston (1998).
By substituting Eq. (9) into Eq. (8), thus, we can ﬁnd thatsc
l
¼ 2 t
1 t
b
4p
a
1
R
 N
þ 2 t
1 t
b
4p
bþ c
lb
; ð10Þwhich relates the normalized critical shear stress sc/l to the contact radius R. By using NRYS y* and charac-
teristic length x to take the place of sc/l and R respectively, and lettingk ¼ 2 t
1 t
b
4p
a; ð11Þ
y0 ¼
2 t
1 t
b
4p
bþ c
lb
: ð12ÞEq. (10) becomes a general formy ¼ y0 þ k  xN : ð13Þ
By comparing Eq. (6) with Eqs. (9) and (12), it can be found that y0 is a sum of the asymptotic line energy for
the dislocation loop with the increasing characteristic length (contact radius for IFM experiment) and the
stacking fault energy, and that k is a material parameter representing the eﬀect of material microstructure
on the formation of dislocation loop. The model parameter N describes the sensitivity of material plasticity
to the characteristic length.
Edington (1969) performed the uniaxial compression tests with two series of specimens of single-crystal
copper: one is 12.5 mm long and 12.5 mm in diameter, and the other is 2 mm long and 12.5 mm in diameter.
As demonstrated in Fig. 4, the single-crystal copper at this scale still exhibited the obvious size-dependence.
The torsion experiment was conducted by Horstemeyer et al. (2002) on two copper single-crystal bars with
the same diameter of 12.7 mm. Since the specimens in the torsion test experienced a stress gradient as the
deformation proceeded, the stress values at the outer radius of the specimens were evaluated. The yield stress
was then estimated to be 10 MPa for the copper single-crystal bars. Based on the data from these two exper-
iments with sample sizes in the millimeter range, and on the present atomistic simulations of copper single
crystals, we could calibrate the modiﬁed power law as given by Eq. (13) to predict the size eﬀect from nano-
scale to macro-scale, as shown in Fig. 4, which results in the following relation:y ¼ 4 105 þ 4 106  x0:5: ð14Þ
Gao et al. (1999) have noted that the results from Rockwell micro-hardness tests of copper can be approxi-
mated byH ¼ H 0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ h

h
r
; ð15Þwhere H0 and h* are model constants, H represents the hardness (stress average over the indentation area) and
h is taken as the penetration depth of the diamond cone. For small h, Eq. (15) has the asymptotic behavior of
H  H 0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h=h
p
or H / h1/2. As can be observed from Eq. (14), y* has the same asymptotic behavior of
y* / x1/2 as Eq. (15) for small x. Hence, if y* and x are taken as H and h, respectively, Eq. (14) is equivalent
to Eq. (15) in estimating Rockwell micro-hardness tests of copper at small scale. Although the test data used
by Gao et al. (1999) were of a limited size scale ranging from 0.15 to 6 lm, the modiﬁed power law proposed
here could predict well these micro-hardness tests. Especially, it is interesting to note that the asymptotic
behavior, y* / x1/2, of the modiﬁed power law also appears to be the same as the asymptotic behavior of
the Hall–Petch formula for the crystal size eﬀect on metal strength, and as the size eﬀect in linear elastic fracture
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with other atomistic simulations and experimental results for nickel, gold and copper, as discussed next.
Horstemeyer et al. (2001) performed atomistic simulations at various length scales for single-crystal nickel
to analyze the size eﬀect on the yield stress. The simulation box had free surfaces in the x- and y-directions,
and was periodic in the z-direction. The crystal orientation was ½100; 011; 011, and the shear loading on the
y-face was in the [100] direction. Considering the shear stress resolved on the h101i=f111g slip system, 0.577
is obtained as the resolved factor. The shear modulus of single-crystal nickel used to normalize the shear stress
is 124.8 GPa. The simulation results are shown in Fig. 4, and they seem to agree well with the modiﬁed power
law. The diﬀerence may be due to the fact that the yield stress is rate-dependent and the applied strain rate in
their work is lower than that in the current work. A more detailed discussion on the strain rate eﬀect will be
given in the next section.
Michalske and Houston (1998) employed interfacial force microscopy (IFM) to study the nanoscale elastic
and plastic responses of single-crystal gold surfaces. Their results showed that the stress at the plastic threshold
increased with the decreasing probe-tip radius. In the nano-indentation experiment of single-crystal copper,
McElhaney et al. (1998) also discovered the similar phenomenon. The two series of the experimental data
are both plotted in Fig. 4 and appear to follow the modiﬁed power law nicely.
Fleck et al. (1994) performed micro-scale torsion experiments of polycrystalline copper with diﬀerent diam-
eters from 12 to 170 lm. The yield stress was taken from a 0.2% strain oﬀset, and no resolved factor was
applied by assuming that at least one grain in the polycrystalline sample was oriented perfectly for slip. After
the half of the specimen radius is chosen as the length scale parameter as shown in Table 1, their results are
plotted in Fig. 4. It can be found that the experimental data are consistent with the modiﬁed power law except
the one with 170 lm in diameter. Hence, it appears that for polycrystalline metals the dislocation nucleation
also plays an important role in determining the plastic yield stress. However, it should be noted that for the
polycrystals, the dislocation number density and morphological distribution would be more dominant in
determining the stress state after the initial yield than the dislocation nucleation (Horstemeyer et al., 2001).
Greer et al. (2005) recently conducted uniaxial compression tests on single-crystalline h001i-oriented gold
pillars at the sub-micron scale. Their results indicate that the small pillars could achieve very high strengths
(on the order of GPa), and that the yield stress decreases rapidly with the increasing diameter of the tiny cyl-
inder. As can be found from Fig. 4, the modiﬁed power law catches the essential feature of the experimental
data.
As can be seen from the above comparisons, the modiﬁed power law seems to predict all the data quite well.
Hence, it could be extended to many fcc metals under diﬀerent loading conditions by normalizing the yield
stress and using a universal length scale. In addition, with the length scale close to macro-scale, the normalized
yield stress predicted by Eq. (14) becomes constant, which agrees with the fact that the yield stress at macro-
scale is size-independent.
In conclusion, the proposed model-based on dislocation nucleation is able to predict the size-dependence of
initial plastic yield behavior for fcc metals. Eq. (7) indicates that the creation of dislocation loop with a larger
radius needs a lower critical shear stress since a larger material block could aﬀord more opportunities to create
big loops. Thus, it is clear that the plastic yield stress would decrease with the increasing specimen size. In
addition, the dislocation motion may lead to dislocation multiplication during the plastic ﬂow. The dislocation
multiplication can occur only when the dislocation travels the distance over a length scale d for multiplication
(Gilman, 1953). For the very small crystals, the inside dislocation could only travel in a very small space before
disappearing at the free face, thereby reducing the probability of the multiplication processes (Greer et al.,
2005). Hence, very high stresses would be required to nucleate new dislocations. The modiﬁed power law
based on the theory of dislocation nucleation is an attempt to represent this size eﬀect on the initial plastic
yield of the fcc metals.
It should also be noted that the dislocations nucleate at the free surfaces in both our simulations (as
shown in Fig. 3) and the work of Horstemeyer et al. (2001). Thus, the volume to free surface area ratio is
proposed as the universal length scale parameter. However, this length scale parameter does not cover all
the geometric and structural factors which aﬀect the nucleation of dislocations. For example, the results
of simple shear on single-crystal Ni blocks in Horstemeyer and Baskes (1999) indicated that the yield stress
increases with increasing x-direction length scale as the y-direction size is constant, and the yield stress
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of volume to free surface area fails to capture the relationship between yield stress and length scale. This is
likely because the image force from the top and bottom constrained loading planes will restrain the nucle-
ation of dislocations on the free surfaces. As the y-direction size is ﬁxed, the increasing x-direction size will
increase the constrained loading plane areas and the ratio of loading plane areas to free surface areas (x:y),
which would raise the loading plane image force and enhance the resistance to the dislocation nucleation,
likely contributing to the increasing yield stress. On the contrary, as the x-direction size is ﬁxed, the increas-
ing y-direction size will increase the free surface areas and decrease the ratio of loading plane areas to free
surface areas. As a result, the resistance to the dislocation nucleation from image force will be reduced, and
the yield stress decreases. In our work, the ratio of loading plane areas to free surface areas is set to a con-
stant 2:1 (x:y). Thus, the eﬀect of loading plane image force on the surface dislocation nucleation will be rel-
atively equivalent for all specimens, so that the free surfaces may characterize the model approximately.
However, as pointed by Spearot et al. (2005), for a more widely used length scale parameter or power-
law relation in the future, a more reasonable length scale parameter is needed to consider all the contribu-
tions from model conﬁguration, boundary conditions, dislocation sources, the available path for dislocation
motion (after nucleation) and so on.
3.2. Strain rate eﬀects
The stress–strain curves under diﬀerent shear strain rates are plotted in Figs. 5–7 for three atomistic models
of single-crystal copper speciﬁed in Section 2. From these ﬁgures, it is clear that the yield stress increases with
the increasing strain rate. This phenomenon was also discovered in the simple shear atomistic simulations of
single-crystal nickel by Horstemeyer et al. (2001), and in the tensile atomistic simulations of single-crystal cop-
per wires by Liang and Zhou (2004). It can be observed from the simulation results that under a low strain
rate, the slip bands are activated nearly simultaneously, while as the strain rate increases, the dynamic wave
or phonon drag would impede the motion of dislocations. Thus, the slip bands are localized in a few small
regions initially, and then a higher stress is required to propagate them to the rest part of the specimen.
In this paper, the yield stress normalized by the shear modulus and resolved on a (111) slip plane (NRYS)
is plotted as a function of strain rate for three single-crystal copper models (the present work) and for four
single-crystal nickel models (given by Horstemeyer et al., 2001), as shown in Fig. 8. It is obvious that for each
copper model, the NRYS changes a little at low strain rate and increases rapidly after a critical strain rate,
which was also observed for nickel models in the work of Horstemeyer et al. (2001).
The rate-insensitive NRYS at low strain rate corresponds to the quasi-static value used in Section 3.1. It
also appears from Fig. 8 that in the rapid increase zone the NRYS exhibits a power-like increase with respect
to the increasing strain rate. To describe the dependence of yield stress on the strain rate, hence, a rate
response model in power form as proposed by Cowper and Symonds (1957) is modiﬁed to bey ¼ y 1þ c  _e
_ec
 p 
; ð16Þwhere y is the rate-dependent NRYS, _e is the applied strain rate, y* is the quasi-static NRYS, and _ec represents
the critical strain rate. The model parameter p represents the strain rate sensitivity. Setting the parameter c
equal to one, Eq. (16) becomes the same as that proposed by Cowper and Symonds (1957). Under this con-
dition, however, the value of _ec in Eq. (16) cannot be treated as the critical strain rate, because the NRYS y
below _ec is not rate-independent any more.
We can rewrite Eq. (16) asy
y
 1 ¼ c  _e
_ec
 p
:It then follows thatlg
y
y
 1
 
¼ p lg _eþ ðlg c p lg _ecÞ: ð17Þ
Fig. 6. Shear stress–shear strain curves of single-crystal copper block of 10.66 · 4.80 · 2.40 (nm3) at diﬀerent strain rates.
Fig. 5. Shear stress–shear strain curves of single-crystal copper block of 3.43 · 2.06 · 2.40 (nm3) at diﬀerent strain rates.
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model sizes as a function of lg _e. As can be seen from Fig. 9, lg(y/y*  1) varies linearly with lg _e, and the slope
represents the parameter p. The parameter p could be determined for both Cu and Ni from Fig. 9. We take
p  0.64 for Cu and p  0.50 for Ni.
Based on Fig. 9, we can also calculate the values of ðlg c p lg _ecÞ for diﬀerent model sizes. By choosing
c = 0.1, which means the critical strain rate is deﬁned as the corresponding strain rate when the NRYS is
10% higher than the quasi-static value, we can derive the values of the critical strain rate _ec for various model
sizes. Thus, a log–log plot of _ec as a function of the characteristic length scale x can be shown in Fig. 10, in
which x is given by the ratio of volume to surface area. In Fig. 10, it is observed that the critical stain rate _ec
decreases with the increasing specimen size, which occurs because of the eﬀects of inertia and phonon drag.
Yield stress is very sensitive to the applied strain rate under the high strain rate, where the eﬀects of dislocation
Fig. 8. Normalized resolved yield stress versus strain rate for diﬀerent fcc metals and model sizes.
Fig. 7. Shear stress–strain curves of single-crystal copper block of 32.35 · 10.98 · 2.40 (nm3) at diﬀerent strain rates.
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larger specimen, which requires higher acceleration and velocity of the dislocations nucleated in the specimen
corners to accommodate the quick deformation. Therefore, a higher yield stress is required to overcome the
inertial force and phonon drag force acting on the dislocations for the larger specimen. In other words, the
larger the specimen size is, the stronger the eﬀect of inertia and phonon drag is. Thus, it is easy to understand
that the yield stress of large specimen becomes sensitive to strain rate at a lower strain rate level comparing
with that of small specimen, which contributes to a smaller critical strain rate for the larger specimen. By ﬁt-
ting the results in Fig. 10, a linear relation between lg _ec and lgx can be obtained for both copper and nickel, as
follows:lg _ec ¼ 0:771  lg xþ 2:912 ð18Þ
Fig. 10. Critical stain rate versus characteristic length for copper and nickel.
Fig. 9. lg(y/y*  1) versus lg _e, corresponding to Fig. 8.
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for nickel. The uniaxial compression tests of Edington (1969) showed the critical strain rate also existed for the
copper specimen with the size of several millimeters. Note that the value of critical strain rate from the exper-
iments is signiﬁcantly lower than that in our simulations. This behavior is expected from the model since the
size scale for the experiments is much larger than for the simulations. By Eq. (18), the critical strain rates of the
copper specimens, used in the experiments of Edington (1969), are predicted as about 104–105, higher than the
experimental results 103–104. This is likely due to the diﬀerent paths of deformation between the experiments
and the simulations, where the eﬀects of dynamic wave and phonon drag on dislocation motion may be more
Fig. 11. A hyper-surface in terms of lg y  lg x lg _e for (a) Cu and (b) Ni.
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along the size scale under high strain rate (Liang and Zhou, 2004). In fact, this agreement between the model
prediction and the experimental result is probably good, considering so many factors including deformation
path, boundary condition, pre-existing defects in the experimental specimen and so on.
In summary, some rate-dependent features of the fcc metal crystals could be qualitatively described as
follows:
1. A critical strain rate exists for each model. Below the critical value the yield stress increases very slowly and
is nearly independent of strain rate, but above it the yield stress will increase rapidly with the increasing
strain rate, as shown in Fig. 8 and discussed by Horstemeyer et al. (2001).
2. The critical strain rate decreases with the increasing model size, as shown in Fig. 10.
Based on the previous work on a hyper-surface for combined size and rate eﬀects (Chen et al., 2005), an
attempt is made below to predict combined size and rate eﬀects on the yield stress of fcc metals. Substituting
Eqs. (14) and (18) (or (19)) into Eq. (16), we can get the form ofy ¼ yðx; _eÞ; ð20Þ
which describes combined size and strain rate eﬀects on the plastic ﬂow of single-crystal fcc metals. Hence, the
hyper-surface in terms of lg y  lg x lg _e could be established for copper and nickel, as demonstrated in
Fig. 11(a) and (b), respectively. From the hyper-surface, not only can we easily see the qualitative features
as mentioned above, but we can also ﬁnd that as the applied strain rate increases, the trend of the yield stress
decreasing with the increasing characteristic length is reduced. Especially under the very high strain rate, the
yield stress would increase with the increasing characteristic length, which is likely due to the important eﬀects
of dislocation inertia and phonon drag in this applied strain rate region as discussed above.
4. Concluding remarks
The MD simulation for the mechanical response of single-crystal copper under simple shear loading is per-
formed using the embedded-atom method. The yield stress is observed to decrease with the increasing model
size, which is due to the enhanced opportunities for dislocation motion to occur at a larger size. Hence, a mod-
iﬁed power law is developed based on the dislocation nucleation in order to predict the size eﬀects on initial
plastic yield of the fcc metals. The proposed model appears to agree very well with the experimental data and
simulation results ranging from nanometers to millimeters scale.
The strain rate eﬀects on single-crystal Cu and single-crystal Ni are also investigated. A critical strain rate is
found to exist, below which the yield stress is nearly independent of strain rate while above which the yield
stress increases rapidly with the strain rate. The inﬂuence of strain rate is due to the dynamic wave eﬀect
or phonon drag which impedes the motion of dislocations. A hyper-surface is established to describe
1194 Y. Guo et al. / International Journal of Solids and Structures 44 (2007) 1180–1195combined size and rate eﬀects on the fcc metals, with a focus on single-crystal Cu and Ni. Due to the simplicity
in formulation, the preliminary results presented in this paper demonstrate the potential of the hyper-surface
for engineering design at various spatial and temporal scales. An integrated experimental, analytical and com-
putational eﬀort is required in the future work to consider both geometrically necessary and statistical stored
dislocations in the hyper-surface for combined size and rate eﬀects.
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