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Abstract
This paper continues the joint investigation by Bennett et al. (2001) of the extent to
which sequence spaces are determined by the sequences of 0’s and 1’s that they contain.
The first main result gives a negative answer to Question 6 in their paper: There exists a
sequence space E such that each matrix domain containing all of the sequences of zeros
and ones in E contains all of E, but such that this statement fails, if we replace matrix
domains by separable FK-spaces. The second main result goes on from Hahn’s theorem
that tells us that each matrix domain including χ, the set of all sequences of 0’s and 1’s,
contains all of the bounded sequences: It is shown that there exists a really ‘small’ subset χ˜
of χ such that Hahn’s theorem remains true when χ is replaced with it. The proofs of both
results have in common that, by identifying sequence spaces and double sequence spaces,
the constructions and the required investigations are done in double sequence spaces that
allow the description of finer structures.
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Before we enter the motivation for this paper and the presentation of the main
results we give few preliminaries. (Otherwise, the terminology from the theory
of locally convex spaces and Summability is standard, we refer to Wilansky [6,7]
and Boos [3].)
ω denotes the space of all real-valued sequences, and any vector subspace of
ω is called a sequence space.
Let χ be the set of all sequences of 0’s and 1’s, and, if E is any sequence space,
let χ(E) denote the linear hull of the sequences of 0’s and 1’s contained in E. It
is always true that χ(E)⊂ χ(∞)∩E, but equality fails in general. For example,
if E = bs (sequences with bounded partial sums), then χ(E)= ϕ (sequences of
finite support) and (1,−1,1, . . .) ∈ (χ(∞) ∩E) \ ϕ. However, equality holds if
E is a monotone sequence space.
An FK-space is a sequence space endowed with a complete, metrizable, locally
convex topology under which the coordinate mappings x → xk (k ∈ N) are all
continuous. A normable FK-space is called BK-space.
Familiar examples of FK-spaces are ∞ (bounded sequences), with the
supremum norm ‖ ‖∞, and its closed subspaces c (convergent sequences) and c0
(null sequences);  (absolutely summable sequences), with its usual norm; and ω
under the topology of coordinatewise convergence.
Not all sequence spaces can be equipped with an FK-topology. The simplest
such example is ϕ, and χ(∞) is another.
A fundamental property of FK-spaces is that their topologies are monotonic:
If E ⊆ F, then E is continuously embedded in F . This means that a sequence
space can have at most one FK-topology, and we take advantage of this fact by
not actually specifying the topology under consideration.
Let B = (bnk), be an infinite matrix with real entries. The (summability)
domain cB of B is defined as
cB :=
{
x = (xk) ∈ ω
∣∣∣∣ Bx :=(∑
k
bnkxk
)
n
∈ c
}
,
where the definition of Bx implies the convergence of the series. Note that cB is
a separable FK-space.
1. Motivation and main results
Starting point of our investigations is the well-known Hahn theorem which tells
us that a matrix, which sums all sequences of zeros and ones, sums all bounded
sequences:
Theorem 1.1 (Hahn [5]). For any matrix B, the inclusion χ ⊂ cB implies
∞ ⊂ cB.
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Since summability domains of matrices are FK-spaces, Hahn’s theorem is
contained in the following theorem due to Bennett and Kalton.
Theorem 1.2 (Bennett and Kalton [2]). If F is any FK-space, then χ ⊂ F implies
∞ ⊂ F .
Among other results on sequences of zeros and ones, Hahn’s theorem and
Bennett’s and Kalton’s theorem give rise to the question to what extent χ(E)
determines E. In this connection Bennett, Boos and Leiger considered in [1]
sequence spaces E with the property that
χ(E)⊂ F ⇒ E ⊂ F, (1)
whenever F is an arbitrary FK-space, a separable FK-space, and a matrix domain
cB, respectively. They defined then that E has the Hahn property, the separable
Hahn property, and the matrix Hahn property, respectively. Obviously, the Hahn
property implies the separable Hahn property, and the last one implies the matrix
Hahn property. In Theorem 5.3 of [1], Bennett et al. gave a class of sequence
spaces having the separable Hahn property but not the Hahn property. Moreover,
they asked whether the matrix Hahn property implies the separable Hahn property
(cf. Problem 6 of Section 7 in [1]). (Note, Theorem 5.2 in [1] tells us that both
coincide for solid (or monotone) sequence spaces.)
One of the main concern of this paper is to give a class of sequence spaces
having the matrix Hahn property but not the separable Hahn property, that is,
we’ll prove
Theorem 1.3. The matrix Hahn property does not imply the separable Hahn
property.
The idea of the proof is quite easy: As sequence space E that has the matrix
Hahn property but not the separable Hahn property we take one of the most simple
type, namely the linear hull of a set consisting of suitable sequences of 0’s and 1’s
and a certain bounded sequence.
The second main concern of this paper arises from Hahn’s theorem too: We
show the existence of a ‘small’ subset χ˜ of χ such that Hahn’s theorem remains
true and Bennett’s and Kalton’s theorem fails if we replace χ with χ˜ . We’ll prove
Theorem 1.4. There exists a subset χ˜ of χ with the following properties:
(a) χ˜ ⊂ E implies ∞ ⊂ E for every separable FK-space E. In particular,
Hahn’s theorem (cf. 1.1) holds if we replace χ with χ˜ .
(b) Sp χ˜ is not ‖ ‖∞-dense in ∞.
(c) Bennett’s and Kalton’s theorem (cf. 1.2) fails if we replace χ with χ˜ , that is,
there exists an FK-space containing χ˜ that does not include ∞.
886 M. Zeltser et al. / J. Math. Anal. Appl. 275 (2002) 883–899
In both cases we construct the examples by considering suitable double
sequence spaces and sets of double sequences of zeros and ones (with a large
unbounded ‘hole’ consisting of zeros) and then by mapping them from the space
of all double sequences Ω to the space of all sequences ω using a suitable
isomorphism T :Ω → ω (defined in (2)). The advantage of this procedure is
that we can easily define and handle the double sequence spaces in construction
whereas a direct definition of the corresponding sequence spaces is virtually
impossible.
2. Proof of Theorem 1.3 and related results
We start with some preliminaries for double sequences and double sequence
spaces.
A double sequence space is a linear subspace of Ω, the space of all real double
sequences x = (xkl). In particular, we consider the double sequence spaces
Mu :=
{
x = (xkl) ∈Ω
∣∣∣∣ ‖x‖∞ := sup
k,l
|xkl|<∞
}
,
Cc0 :=
{
x = (xkl) ∈Ω
∣∣∣∣ ∀l ∈N: (xkl)k ∈ c and (limk xkl)l ∈ c0
}
.
We identify double sequences (double sequence spaces) with sequences (sequence
spaces) by the isomorphism3
T :Ω→ ω, x→ (zi) := (xψ−1(i)), (2)
where ψ :N×N→N is the bijection defined by
ψ
[
(1,1)
]= 1,
ψ
[
(1,2)
]= 2, ψ[(2,2)]= 3, ψ[(2,1)]= 4,
...
...
...
ψ
[
(1, n)
]= (n− 1)2 + 1, ψ[(2, n)]]= (n− 1)2 + 2, . . . ,
ψ
[
(n,n)
]= (n− 1)2 + n, ψ[(n,n− 1)]= n2 − n+ 2, . . . ,
ψ
[
(n,1)
]= n2,
...
...
... .
Now, by definition, a double sequence x = (xkl) is convergent (to a), if
the sequence T (x) is convergent (to a). Correspondingly, a double series
3 For other suitable isomorphisms see Section 4.
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∑
µ,ν aµν is defined to be convergent if the double sequence of the partial sums
(
∑k
µ=1
∑l
ν=1 aµν)k,l is convergent. Note, if x = (xkl) is a double sequence such
that the double series
∑
k,l xkl and the series
∑
k xk1 converge, then4∑
k,l
xkl =
∑
i
(
x − xe1)
ψ−1(i) +
∑
i
(
xe1
)
ψ−1(i) =
∑
k,l
xk,l+1 +
∑
k
xk1.
Hence if the series
∑
k xkl converge for l = 1, . . . ,L and some L ∈N, then∑
k,l
xkl =
L∑
l=1
∑
k
xkl +
∑
k,l
xk,l+L. (3)
If
∑
k,l |xkl|<∞, then∑
k,l
xkl =
∑
k
∑
l
xkl =
∑
l
∑
k
xkl.
Let A = (ankl) be a 3-dimensional matrix with real entries. Then the domain
cA is defined as
cA :=
{
x = (xkl) ∈Ω
∣∣∣∣ ∑
k,l
anklxkl :=
∑
i
anψ−1(i)xψ−1(i) (n ∈N)
and lim
n
∑
k,l
anklxkl exists
}
.
Obviously, if the (2-dimensional) matrix B = (bnk) is defined by bni = anψ−1(i)
(n, i ∈N), then we have cB = T (cA) and cA = T −1(cB).
An FDK-space is a double sequence space endowed with a complete, metri-
zable, locally convex topology under which the coordinate mappings x = (xkl)→
xrν (r, ν ∈N) are all continuous. A normable FDK-space is called BDK-space.
A double sequence space E is a (separable) FDK-space if and only if the
sequence space T (E) is a (separable) FK-space. In particular, cA is a separable
FDK-space, andMu = T −1(∞) is a non-separable BDK-space.
Now, aiming to a proof of Theorem 1.3, it is sufficient to find a double sequence
space E and a separable FDK-space F such that
Sp
({0,1}N×N ∩E)⊂ F and E ⊂ F
and such that for every 3-dimensional matrix A= (ankl), the implication
Sp
({0,1}N×N ∩E)⊂ cA ⇒ E ⊂ cA
holds. For that we consider the following set of double sequences of zeros and
ones:
4 ei (i ∈ N) denotes the double sequence with (exclusively) ones in the ith column and zeros
otherwise.
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ξ0 := {0,1}N×N ∩ Cc0 = {0,1}N×N ∩ (Mu ∩ Cc0)
= {x = (xkl) ∈ {0,1}N×N ∣∣ ∃l0 ∈N: (∀l < l0: (xkl)k ∈ c)
and (∀l  l0 ∃kl ∈N ∀k  kl : xkl = 0)
}
.
Remark 2.1. Note that x = (xkl) ∈ ξ0 if and only if 5
∀l ∈N ∃s ∈N0 ∃k1, . . . , ks ∈N, k1 < k2 < · · ·< ks :
(xkl)k =
s∑
i=1
δki or (xkl)k = (1,1, . . .)−
s∑
i=1
δki
and
∃l0 ∈N ∀l  l0 ∃kl ∈N: k  kl ⇒ xkl = 0.
The following theorem gives us necessary and sufficient conditions for a matrix
A= (ankl) to satisfy the inclusion ξ0 ⊂ cA. The proof will be completely done by
using analytic methods, for instance, by applying gliding hump arguments, and,
because of the relationship to the Schur theorem (cf. [3, Theorem 2.4.1]), there is
less hope to find out a functional analytic proof.
Theorem 2.2. A 3-dimensional matrix A= (ankl) satisfies ξ0 ⊂ cA if and only if
the following conditions hold.
(i) For all k, l ∈N the limit akl := limn ankl exists.
(ii) For all l ∈ N the limit limn∑k ankl exists (including the convergence of the
series).
(iii) There exists L ∈N such that supn
∑∞
l=L
∑
k |ankl|<∞.
(iv) lims supn
∑∞
l=s
∑
k |ankl − akl| = 0.
Proof. Necessity. Let ξ0 ⊂ cA be satisfied.
Then (i) and (ii) follow since6 {ekl, el | k, l ∈N} ⊂ ξ0.
(iii) We will establish the proof in the following four steps.
(I) For every n ∈N, there exists l0 ∈N such that∑k |ankl|<∞ for every l  l0.
(II) For every n ∈N, there exists l0 ∈N such that ∑∞l=l0 ∑k |ankl|<∞.
(III) supn
∑
l
∑kl
k=1 |ankl|<∞ for every index sequence (kl).
(IV) There exists L ∈N such that supn
∑∞
l=L
∑
k |ankl|<∞.
5 δk (k ∈N) denotes the kth unit vector in ω.
6 ekl (k, l ∈N) denotes the (k, l)th unit vector in Ω.
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(I) If (I) fails, then without loss of generality we may suppose that, for
some n0 ∈ N, there exist index sequences (ki) and (li) such that li+1 > ki and∑ki
k=1(an0kli )+ > i (i ∈N).7 Put xkl := 1 if l = li , k  ki, an0kli > 0 (i ∈N) and
xkl := 0 otherwise. Then x = (xkl) ∈ ξ0 and
max{ki ,li}∑
l=1
max{ki ,li}∑
k=1
an0klxkl =
li∑
l=1
ki∑
k=1
an0klxkl >
i(i + 1)
2
(i ∈N).
Hence
lim
i
max{ki ,li}∑
k=1
max{ki ,li}∑
l=1
an0klxkl =∞.
Thus the double series
∑
k,l an0klxkl diverges, implying the contradiction x /∈ cA.
(II) If condition (II) fails, then without loss of generality we may choose an
n0 ∈N and an index sequence (li ) with l1 = 0 fulfilling
li+1∑
l=li+1
∑
k
(an0kl)
+ > i (i ∈N).
For every i ∈N, we choose ki ∈N, ki > ki−1 (k0 := 0) such that
li+1∑
l=li+1
ki∑
k=1
(an0kl)
+ > i.
Thereby, we may assume li+2 > ki (i ∈ N) since otherwise we may switch to a
subsequence of (li). Put xkl := 1 if l = li + 1, . . . , li+1, k  ki, an0kl > 0 (i ∈N),
and xkl := 0 otherwise. Evidently, x = (xkl) ∈ ξ0. Now, for every i ∈N we get
max{ki ,li+1}∑
k=1
max{ki ,li+1}∑
l=1
an0klxkl =
i∑
s=1
(
ks∑
k=1
ls+1∑
l=ls+1
an0klxkl
)
>
i(i + 1)
2
.
So again the divergence of the double series
∑
k,l an0klxkl implies the contradic-
tion x /∈ cA.
(III) Let (kl) be a fixed index sequence, k′1 := 0 and k′i :=
∑i−1
j=1 kj (i  2).
We set bnk := ank1 for k = 1, . . . , k1, bnk := an,k−k′2,2 for k′2 < k  k′3
(n ∈ N). Continuing inductively, for k′i < k  k′i+1, we put bnk := an,k−k′i ,i
(i, n ∈ N). Then, as we now verify, the matrix B := (bni) fulfills χ ⊂ cB ,
thus supn
∑
i |bni | = supn
∑
l
∑kl
k=1 |ankl | <∞: For that, let z ∈ χ be fixed. Set
7 For b ∈R we put b+ := b if b > 0 and b+ := 0 otherwise.
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xkl := zk+k′l for k = 1, . . . , kl and xkl := 0 otherwise (l ∈ N). Then x ∈ ξ0 ⊂ cA
and (cf. (3) and (II))
[Bz]n =
l0∑
l=1
kl∑
k=1
anklxkl +
∞∑
l=l0+1
kl∑
k=1
anklxkl =
[Ax1]
n
+ [Ax2]
n
= [Ax]n
for every n ∈N, where
x1 :=
l0∑
l=1
xel and x2 :=
∞∑
l=l0+1
xel .
(Note, [Ax2]n → 0 when l0 →∞.) Hence z ∈ cB .
(IV) Suppose that (IV) fails. Then without loss of generality we may choose
index sequences (νi) and (λi) with λ1 = 0 such that
∞∑
l=λi+1
∑
k
(aνikl)
+ > i + 1 (i ∈N). (4)
Set s1 := 1, n1 := νs1 , l1 := λs1 and choose l2, k1 ∈N such that
l2∑
l=l1+1
k1∑
k=1
(an1kl)
+ > 2,
∞∑
l=l2+1
∑
k
|an1kl|< 1
(
cf. (II)).
Now, suppose that s1, . . . , si , nj := νsj (j = 1, . . . , i), l1, . . . , l2j , l2j−1 := λsj
(j = 1, . . . , i), k1, . . . , ki are already fixed for some i ∈N. In view of (III),
Mi := sup
n
i∑
j=1
( l2j∑
l=l2j−1
kj∑
k=1
|ankl |
)
<∞.
By (4), we may choose si+1 ∈ N, si+1 > si such that l2i+1 := λsi+1 > l2i , and for
ni+1 := νsi+1 , we get
∞∑
l=l2i+1+1
∑
k
(ani+1kl)
+ > i + 2+Mi.
In view of (II), we may choose l2i+2, ki+1 ∈N such that
l2i+2∑
l=l2i+2+1
ki+2∑
k=1
(ani+1kl)
+ > i + 2+Mi,
∞∑
l=l2i+2+1
∑
k
|ani+1kl |< 1.
Now, for l, k ∈N, we set
xkl :=
{1 if l2i−1 < l  l2i , k  ki, and anikl > 0 (i ∈N),
0 otherwise.
Then
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∑
k,l
aniklxkl

l2i∑
l=l2i−1+1
ki∑
k=1
(anikl)
+ −
i−1∑
j=1
l2j∑
l=l2j−1+1
kj∑
k=1
|anikl | −
∞∑
l=l2i+1
∑
k
|anikl|
> i + 1+Mi−1 −Mi−1 − 1= i (i ∈N).
Hence x = (xkl) ∈ ξ0 \ cA contradicting the assumption ξ0 ⊂ cA.
(iv) Note that (i) and (iii) imply that ∑∞l=L∑k |akl|<∞ for every sufficiently
large L. Moreover, since the matrix B in the proof of (III) satisfies ∞ ⊂ cB, we
get
lim
n
∑
l
kl∑
k=1
|ankl − akl| = 0 for every index sequence (kl). (5)
We now assume, on contrary to condition (iv), that there exist η > 0 and index
sequences (νi) and (λi) with λ1 >L such that
∞∑
l=λi+1
∑
k
|aνikl − akl|> η (i ∈N).
Set s1 := 1, n1 := νs1, l1 := λs1 . Then we may find s2 ∈N with s2 > s1 such that,
for l2 := λs2 , we have
l2∑
l=l1+1
∑
k
|an1kl − akl|> η.
Further, we may choose kl1+1, . . . , kl2 ∈N, such that kl1+1 < · · ·< kl2 and
l2∑
l=l1+1
kl∑
k=1
|an1kl − akl|> η.
Continuing inductively, we choose a subsequence (li) of (λi), a subsequence (ni)
of (νi) and an index sequence (kl)∞l=l1+1 such that
li+1∑
l=li+1
kl∑
k=1
|anikl − akl|> η (i ∈N).
Hence
∑∞
l=l1+1
∑kl
k=1 |anikl − akl |> η (i ∈N) contradicting (5).
Sufficiency. Let x = (xkl) ∈ ξ0 be fixed, l0 > L where L is chosen according
to (iii), and let (kl) be an index sequence such that xkl = 0 for all l > l0 and k > kl .
We consider∑
k,l
anklxkl =
l0∑
l=1
∑
k
anklxkl +
∞∑
l=l0+1
kl∑
k=1
anklxkl =An +Bn (n ∈N).
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The sequence (An) is convergent by (i) and (ii). We now verify that (Bn) is also
convergent. For that, we put k′0 := 0, k′i :=
∑i
j=1 kl0+j (i ∈N) and
bnk := an,k−k′
i−1,l0+i for all k
′
i−1 < k  k′i (n, i ∈N).
We now prove that the limit limn
∑
i bnizi exists, where
zk := xk−k′
i−1,l0+i if k
′
i−1 < k  k′i (i, k ∈N).
Obviously, it is sufficient to show that B = (bni) is a coercive matrix. By (i), bi :=
limn bni exists for each i ∈ N, and supn
∑
i |bni | <∞ follows from (iii). So, by
the Schur theorem (cf. [3, Theorem 2.4.1]),B is coercive if limn
∑
i |bni−bi| = 0.
Suppose, on the contrary, that there exist η > 0 and an index sequence (νs) such
that
η <
∑
i
|bνsi − bi | =
∞∑
l=l0+1
kl∑
k=1
|aνskl − akl| (s ∈N).
Set s1 := 1 and n1 := νs1 . Let l1 ∈N with
l1∑
l=l0+1
kl∑
k=1
|an1kl − akl|> η
be chosen. In accordance with (i), we may choose s2 ∈N such that, for n2 := νs2,
we have
l1∑
l=l0+1
kl∑
k=1
|an2kl − akl|< η/2.
Hence
l2∑
l=l1+1
kl∑
k=1
|an2kl − akl|> η/2
for a suitably chosen l2 > l1. Continuing inductively, we get a subsequence (ni)
of (νs) and an index sequence (li ) such that
li∑
l=li−1+1
kl∑
k=1
|anikl − akl |>
η
2
(i ∈N).
Hence
sup
n
∞∑
l=li+1
∑
k
|ankl − akl |> η/2 (i ∈N)
contradicting (iv). Hence the matrix B is coercive. Therefore the limit
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lim
n
Bn = lim
n
∞∑
l=l0+1
kl∑
k=1
anklxkl = lim
n
∑
i
bnizi
exists, implying x ∈ cA. ✷
Theorem 2.3. Let A= (ankl) be any matrix satisfying ξ0 ⊂ cA. Then{
x = (xkl) ∈Ω
∣∣ ∃z= (zk) ∈ ∞ ∀k, l ∈N: xkl = zk}⊂ cA.
Proof. Let z = (zk) ∈ ∞ be given and x = (xkl) be defined by xkl := zk
(k, l ∈N). Obviously, we may assume z = 0. Let L ∈N be chosen in accordance
with (iii) in Theorem 2.2. Then the double series (cf. (3))∑
k,l
anklxkl =
L−1∑
l=1
zl
∑
k
ankl +
∑
k,l
anklxk,L−1+l
=
L−1∑
l=1
zl
∑
k
ankl +
∞∑
l=L
∑
k
anklxkl
converges for every n ∈N. Moreover, the limit
lim
n
L−1∑
l=1
zl
∑
k
ankl =
L−1∑
l=1
zl lim
n
∑
k
ankl
exists by (ii) in Theorem 2.2. We now show that also limn
∑∞
l=L
∑
k anklxkl
exists. For that it is sufficient to verify that y := (∑∞l=L∑k anklxkl)n is a Cauchy
sequence. Let ε > 0 be given. By (iv) in Theorem 2.2 we may choose an L1 ∈N
with L1 >L such that
sup
n
∞∑
l=L1
∑
k
|ankl − akl|< ε3 supl |zl|
.
Now, applying (ii) in Theorem 2.2, we may choose an n0 ∈N such that∣∣∣∣∣
L1−1∑
l=L
zl
∑
k
(amkl − ankl)
∣∣∣∣∣< ε3 for all m,n n0.
Altogether for all m,n n0 we get∣∣∣∣∣
∞∑
l=L
zl
∑
k
(amkl − ankl)
∣∣∣∣∣
∣∣∣∣∣
L1−1∑
l=L
zl
∑
k
(amkl − ankl)
∣∣∣∣∣
+
∞∑
l=L1
|zl|
∑
k
|amkl − akl| +
∞∑
l=L1
|zl |
∑
k
|ankl − akl|< ε3 +
ε
3
+ ε
3
= ε.
Thus, y is a Cauchy sequence. ✷
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Remark 2.4. If z= (zl) ∈ ∞ \ c0 and x = (xkl) is defined by xkl := zl (k, l ∈N),
then (Sp ξ0)⊕ (Sp{x}) ⊂ Cc0 .
Theorem 2.5. Let z = (zl) ∈ ∞ with at least two adherent points unequal
to zero be given and let x = (xkl) be defined by xkl := zl (k, l ∈ N). Then
H := T (Sp ξ0 ⊕ Sp{x}) has the matrix Hahn property and fails the separable
Hahn property. In particular, the statement in Theorem 1.3 holds.
Proof. It is easy to check that χ(H) = T (Sp ξ0). In view of Theorem 2.3, for
any matrix B = (bnk), the inclusion χ(H)= T (Sp ξ0)⊂ cB implies the inclusion
H ⊂ cB . Hence H has the matrix Hahn property. On the other hand, the separable
FK-space T (Cc0) contains χ(H) since, by definition, ξ0 ⊂ Cc0, but it fails to
contain H because x /∈ Cc0 . So H fails the separable Hahn property. ✷
Remark 2.6. For any bounded sequence z with at least two adherent points
unequal to zero and for x = (xkl) with xkl := zk (k, l ∈ N), let H := T (Sp ξ0 ⊕
Sp{x}) be the sequence space defined in Theorem 2.5. Then H has the matrix
Hahn property, but it satisfies none of the following two conditions:
(a) χ(H) is ‖ ‖∞-dense in H .
(b) Each matrix B with χ(H)⊂ cB satisfies ‖B‖ := supn
∑
k |bnk|<∞.
Thus neither (a) nor (b) is necessary for the matrix Hahn property, but every
sequence space enjoys the matrix Hahn property when it fulfills (a) and (b), cf. [3,
Remark 2.9.4]. (For a more sophisticated example see Example 3.8.)
Proof. (a) Each y ∈ Sp ξ0 ⊂ Cc0 satisfies ‖y − x‖∞  lim supk |zk| > 0 since z
has at least one adherent point unequal to 0.
(b) The matrix A= (ankl) defined by
ankl :=
{
(−1)k
k
if l = 1= n and k ∈N,
0 otherwise,
satisfies the conditions in Theorem 2.2, but obviously supn
∑
l
∑
k |ankl| = ∞.
Therefore, we have H ⊂ cA (by Theorems 2.2 and 2.3), thus T (H) ⊂ cB, and
‖B‖ =∞ for the 2-dimensional matrix B corresponding to A. ✷
3. Proof of Theorem 1.4 and some related results
In this section we consider the double sequence space
Cbe0 :=
{
(xkl) ∈Ω
∣∣∣ (xkl)k ∈ ∞ (l ∈N) and (lim sup
k
|xkl|
)
l
∈ c0
}
,
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that is also an FDK-space, and the following set of double sequences of zeros and
ones:
ξ1 := {0,1}N×N ∩ Cbe0 = {0,1}N×N ∩ (Mu ∩ Cbe0)
= {(xkl) ∈ {0,1}N×N ∣∣ ∃l0 ∈N: (∀l < l0: (xkl)k ∈ χ)
and (∀l  l0 ∃kl ∈N ∀k  kl: xkl = 0)
}
.
Proposition 3.1. Sp ξ1 is dense in the non-separable BDK-space (Mu ∩ Cbe0,
‖ ‖∞), that is, ξ1‖ ‖∞ =Mu ∩ Cbe0.
Proof. Here, we do not prove that (Mu ∩ Cbe0,‖ ‖∞) is a non-separable BDK-
space (for related arguments see [4]).
Let x = (xkl) ∈Mu ∩ Cbe0 and ε > 0 be given. We now construct an y ∈ Sp ξ1
such that ‖x − y‖∞ < ε. For that, we first remark that
Sp ξ1 = Sp
({0,1}N×N ∩ (Mu ∩ Cbe0))= Sp({0,1}N×N)∩ (Mu ∩ Cbe0)
since T (Mu∩Cbe0) is a monotone sequence space. Then we choose an l0 ∈N and
for each l > l0 a kl ∈N with |xkl|< ε for all k  kl . Now, since Sp({0,1}N×N) is
‖ ‖∞-dense in Mu, we may choose a z = (zkl) ∈ Sp({0,1}N×N) with ‖x − z‖∞
< ε. If y = (ykl) is defined by
ykl =
{
0 if l > l0 and k  kl,
zkl otherwise
(k, l ∈N),
then y ∈ Sp({0,1}N×N)∩ (Mu ∩ Cbe0) and ‖x − y‖ ε. ✷
Theorem 3.2. For every matrix A = (ankl) the condition ξ1 ⊂ cA implies
Mu ⊂ cA.
Proof. Choose x ∈Mu and set M := supk,l |xkl|. Let ε > 0 be fixed. By
Theorem 2.2(iv), we may choose L ∈N such that
sup
n
∞∑
l=L
∑
k
|ankl − akl|< ε2M .
Since (ankl)n,k maps χ into c for each l ∈N, there exists an n0 ∈N with
L−1∑
l=1
∑
k
|ankl − akl|< ε2M
for n n0. Hence for n n0 we obtain
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k,l
anklxkl −
∑
k,l
aklxkl
∣∣∣∣

L−1∑
l=1
∑
k
|ankl − akl||xkl| + sup
n
∞∑
l=L
∑
k
|ankl − akl||xkl| ε2 +
ε
2
= ε.
Hence limA x =
∑
k,l aklxkl . ✷
The proof of Theorem 3.2 and that of Theorem 2.2 is completely done by using
analytic methods. Using functional analytic methods we get a more general result
(which proof is independent of that of Theorem 3.2).
Theorem 3.3. If F is any separable FDK-space, then ξ1 ⊂ F impliesMu ⊂ F .
Proof. First, note that ξ1 ⊂ F implies
E := {x ∈Mu ∣∣ ∃l0 ∈N ∀l  l0 ∃kl ∈N: k  kl ⇒ xkl = 0}⊂ F.
Now suppose on contrary that there exists x ∈Mu\F . Therefore,(
n∑
k=1
n∑
l=1
xkle
kl
)
n
is not a Cauchy sequence in F , since otherwise x = limn∑nk=1∑nl=1 xklekl ∈ F .
So there exists ε > 0 and an index sequence (ni) such that
p
(
n2i∑
k=1
n2i∑
l=1
xkle
kl −
n2i−1∑
k=1
n2i−1∑
l=1
xkle
kl
)
> ε (i ∈N),
where p is a paranorm generating the FDK-topology τF of F . We state that there
exists i0 ∈N such that p(y(i)) < ε/2 for i  i0, where
y(i) :=
n2i−1∑
k=1
n2i∑
l=n2i−1+1
xkle
kl (i ∈N).
Namely, the coordinatewise sum y :=∑i y(i) sits in E ⊂ F . Moreover, since
T (E) is a monotone sequence space, then by [2, Theorem 6 and the following
remark]
y ∈E ⊂ T −1(ST (F ))⊂
{
z= (zkl) ∈ F
∣∣∣∣∣
n∑
k=1
n∑
l=1
zkle
kl → z in (F, τF )
}
,
where, for any FK-space H , SH denotes the set of all (zk) ∈H with (z1, . . . , zn,
0, . . .) → z. Hence, in particular, (y(i)) is a null sequence in F . So p(z(i)) >
ε/2 (i  i0), where
z(i) :=
n2i∑
k=n2i−1+1
n2i∑
l=1
xkle
kl (i ∈N).
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Further, for every s ∈N, we have ∑sl=1 zel ∈E ⊂ T −1(ST (F )) where z=∑i z(i)
(coordinatewise sum). Hence without loss of generality we may suppose that
p(w(i)) > ε/4 (i  i0), where
w(i) :=
n2i∑
k=n2i−1+1
n2i∑
l=n2i−1+1
xkle
kl (i ∈N).
On the other hand,
∑
i w
(i) ∈ E ⊂ T −1(ST (F )) (coordinatewise sum), implying
that (w(i)) is a null sequence in F . So a contradiction follows. ✷
In the following, let χ˜ := T (ξ1).
Corollary 3.4. Each separable FK-space E with χ˜ ⊂E contains ∞. In partic-
ular, any matrix B = (bnk) with χ˜ ⊂ cB is a Schur matrix, that is, ∞ ⊂ cB .
Proof. Apply Theorem 3.3 and, for the second part, note that domains are
separable FK-spaces. ✷
Remark 3.5. (a) Hahn’s theorem is an immediate corollary of 3.4.
(b) The proof of Theorem 3.3 shows that even the following stronger result
holds:
χ˜ ⊂E implies ∞ ⊂ SE for each separable FK-space E.
(c) The result in Corollary 3.4 is remarkable since Sp χ˜—in contrast to Spχ—
is not dense in (∞,‖ ‖∞). For a proof, note that for each bounded sequence (zk)
with lim infk |zk|> 0 and double sequence x = (xkl) with xkl := zk (k, l ∈N) we
have T (x) ∈ ∞ \ Sp χ˜‖ ‖∞ .
Corollary 3.6. If E is any sequence space with χ˜ ⊂ E ⊂ ∞, then E has the
separable Hahn property. (Note, if F has any Hahn property, then each sequence
space E with χ(F)⊂E ⊂ F has the same property.)
Bennett’s and Kalton’s theorem (cf. Theorem 1.2) says, that an FK-space
which contains χ includes all of the bounded sequences. The following example
shows that this result fails if we replace χ by χ˜ , and simultaneously that
Corollary 3.4 lacks, if cB is replaced with any FK-space E.
Example 3.7. The (non-separable) BDK-space Mu ∩ Cbe0 contains ξ1, but
not Mu. Thus the corresponding (non-separable) BK-space T (Mu ∩ Cbe0)
contains χ˜ , but not ∞. Furthermore, T (Mu ∩ Cbe0) has the separable Hahn
property by Corollary 3.6, but not the Hahn property. For a proof of the last
statement we consider the FDK-space
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F := {(xkl) ∈Ω ∣∣ (lxkl) ∈ Cbe0},
evidently, ξ1 ⊂ F , but x := (l−1/2)k,l ∈ (Mu ∩ Cbe0)\F .
Altogether, we have proved Theorem 1.4.
Proof of Theorem 1.4. For statement (a) see Corollary 3.4, for statement (b) see
Remark 3.5(c), whereas (c) is discussed in Example 3.7. ✷
The following example makes the statement in 2.6 more sophisticated:
Even if a sequence space H satisfies condition (b) in Remark 2.6, ‖ ‖∞-density
of χ(E) is not necessary for the matrix Hahn property of H .
Example 3.8. Consider the space E := T (Sp ξ1 ⊕ Sp{x}), where xkl = (−1)k
(k, l ∈ N). Then χ(E) = T (Sp ξ1), and E has the matrix Hahn property, even
the separable Hahn property. Moreover, χ(E) ⊂ cB implies ∞ ⊂ cB, hence
‖B‖<∞. On the other hand, T (x) /∈ χ(E)‖ ‖∞ since, obviously, x /∈ Sp ξ1‖ ‖∞ .
4. Generalizations
Let ψ˜ :N × N→ N be a bijection. Then T˜ :Ω → ω,x → (zi) := (xψ˜−1(i))
is an isomorphism. By π1, π2 we denote the projection maps π1 :N× N→ N,
(k, l) → k, π2 :N × N→ N, (k, l) → l. Now, we give a characterization of
3-dimensional matrices A= (ankl) satisfying
ξ0 ⊂ cT˜A :=
{
x ∈Ω
∣∣∣∣ T˜ -∑
k,l
anklxkl :=
∑
i
anψ˜−1(i)xψ˜−1(i) (n ∈N)
and lim
n
T˜ -
∑
k,l
anklxkl exist
}
.
Proposition 4.1. Let A= (ankl) be a 3-dimensional matrix. Then ξ0 ⊂ cT˜A if and
only if the following conditions hold.
(i) for all k, l ∈N, the limit akl := limn ankl exists,
(ii) for all l ∈N, the limit
lim
n
∑
i∈N
π2(ψ˜−1(i))=l
anψ˜−1(i)
exists,
(iii) there exists L ∈N such that supn
∑∞
l=L
∑
k |ankl|<∞,
(iv) lims supn
∑∞
l=s
∑
k |ankl − akl| = 0.
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Here, we do not establish the proof since it is quite similar to that of
Theorem 2.2 in the case ψ˜ =ψ .
The following two corollaries may be obtained in the same way as in the
special case T˜ = T .
Corollary 4.2. If z= (zl) is a bounded sequence and A= (ankl) is a matrix such
that ξ0 ⊂ cT˜A, then the double sequence x = (xkl) with xkl := zl (k, l ∈N) is in cT˜A.
Corollary 4.3. For every bijection T˜ :Ω → ω and double sequence x = (xkl)
with xkl := zl (k, l ∈N), (zl) ∈ ∞, the sequence space T˜ (Sp ξ0 + Sp{x}) has the
matrix Hahn property.
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