We present a min-max formula for the problem of augmenting the node-connectivity of a graph by one and give a polynomial time algorithm for finding an optimal solution. We also solve the minimum cost version for node-induced cost functions.
attracted considerable attention see for example [13, 14, 10, 16, 15] . Kortsarz and Nutov [15] referred to its complexity status as a major open question in graph connectivity.
Besides node-connectivity, one may study edge-connectivity as well, and both augmentation problems can also be asked for directed graphs. The other three among these four basic connectivity augmentation problems were solved beforehand: undirected edge-connectivity by Watanabe and Nakamura [18] , directed edge-connectivity by Frank [6] , and directed node-connectivity by Frank and Jordán [8] .
For the undirected node-connectivity version, the best previously known result is due to Jackson and Jordán [12] . They gave a polynomial time algorithm for finding an optimal augmentation for any fixed k. The running time is bounded by O(|V | 5 + f (k)|V | 3 ), where f (k) is an exponential function of k. For some special classes of graphs they prove even stronger results: for example, the running time of the algorithm is polynomial in |V | if the minimum degree is at least 2k − 2. Liberman and Nutov [16] gave a polynomial time algorithm for augmenting connectivity by one for the graphs satisfying the following property: there exists a set B ⊆ V with |B| = k − 1 so that G − B has at least k connected components. (It can be decided in polynomial time whether a graph contains such a set, see Cheriyan and Thurimella [3] .)
Prior to these results, the cases k = 2, 3, 4 were solved by Eswaran and Tarjan [4] , Watanabe and Nakamura [19] and Hsu [10] , respectively. For k = |V | − 2 it is easy to verify that connectivity augmentation is equivalent to finding a maximum matching in the complement graph of G. Similarly, the case k = |V | − 3 is equivalent to finding a maximum square-free 2-matching in the complement. This is still open, however, augmentation by one (or equivalently, finding a maximum square-free 2-matching in a subcubic graph) was recently solved by Bérczi and Kobayashi [1] , see also [2] .
It is straightforward to give a 2-approximation for connectivity augmentation by replacing each edge by two oppositely directed egdes and using that directed node-connectivity can be augmented optimally (see [8] ). For augmenting connectivity by one, Jordán [13, 14] gave an algorithm for finding an augmenting edge set larger than the optimum by at most˚k −2 2ˇ.
Jackson and Jordán [11] Let us now formulate our theorem, conjectured by Frank and Jordán [7] in 1994. In the (k − 1)-connected graph G = (V, E), a subpartition X = (X1, . . . , Xt) of V with t ≥ 2 is called a clump if |V − S Xi| = k −1 and d(Xi, Xj ) = 0 for any i = j. The sets Xi are called the pieces of X while |X| is used to denote t, the number of pieces. If t = 2 then X is a small clump, while for t ≥ 3 it is a large clump. (The set V − S Xi is often called separator in the literature, and shredder if t ≥ 3.) An edge uv ∈`V 2´c onnects X if u and v lie in different pieces of X.
1 Two clumps are said to be independent if there is no edge in`V 2´c onnecting both. As an example, consider the complete bipartite graph G = K k−1,k−1 on two colour classes of size k − 1. The subpartition consiting of singleton nodes in one colour class forms a clump of size k − 1; the two clumps corresponding to the two colour classes are independent.
A bush B is a set of pairwise different small clumps, so that each edge in`V 2´c onnects at most two of them. A shrub is a set consisting of pairwise independent (possibly large) clumps. For a bush B, let def (B) = l |B| 2 m , and for a shrub S let def (S) = P K∈S (|K| − 1). Observe that if G + F is k-connected, then F must contain at least |K| − 1 edges connecting a clump K. An edge may connect at most two clumps in a bush and at most one in a shrub, therefore def (B) and def (S) are lower bounds on the number of edges in F connecting all clumps in B and S, respectively.
A grove is a set consisting of some (possibly zero) bushes and one (possibly empty) shrub, so that the clumps belonging to different bushes are independent, and a clump belonging to a bush is independent from all clumps belonging to the shrub. For a grove Π consisting of the shrub B0 and bushes B1, . . . , B ℓ , let def (Π) = P ℓ i=0 def (Bi). For a (k−1)-connected graph G = (V, E), let τ (G) denote the minimum number of edges whose addition makes G k-connected, and let ν(G) denote the maximum value of def (Π) over all groves 1 By`V 2´w e denote the set of all undirected edges on V , while V 2 stands for the set of all arcs (directed edges) on V .
Π. Again, it is clear that def (Π) is a lower bound on τ (G) for any grove Π. Consequently, ν(G) ≤ τ (G).
The theorem is illustrated on Figure 1 . Both the proof and the algorithm are motivated by the algorithm given by Frank and the author [9] for augmenting directed nodeconnectivity by one. Let us now state the min-max formula for this problem. In a digraph D = (V, A), an ordered pair (K − , K + ) of disjoint non-empty subsets of V is called a one-
, and two one-way pairs are independent if they cannot be covered by the same arc. Theorem 1.2 (Frank and Jordán, 1995 [8] ). For a (k − 1)-connected digraph D = (V, A) with |V | ≥ k + 1, the minimum number of new arcs whose addition results in a kconnected digraph equals the maximum number of pairwise independent one-way pairs.
Let us briefly outline the argument of [9] . A natural partial order can be defined on the set of one-way pairs:
A subset K of one-way pairs is called cross-free if any two nonindependent pairs in K are comparable with respect to ; such a K maximal for inclusion is called a skeleton. The two main ingredients of the proof are as follows: (i) for a cross-free K, the maximum number of pairwise independent one-way pairs in K along with an arc set F of the same cardinality covering all one-way pairs in K can be determined using Dilworth's theorem on finding a maximum antichain and a minimum chain cover of a poset; (ii) an arc set F covering all one-way pairs in a skeleton K can be transformed to an arc set F ′ of the same cardinality covering every one-way pair in D.
Our proof for Theorem 1.1 will follow similar lines. Although no natural partial order can be defined on the set of clumps, nestedness may be introduced as a natural analogoue of comparability: a cross-free system will be a set of clumps so that any two non-independent clumps are nested and by skeleton we mean a maximal cross-free system. For a cross-free K we will be able to determine an edge set F covering all clumps in K along with a grove with deficiency |F |, consisting of a shrub and bushes formed by clumps in K. Instead of Dilworth's theorem, we apply a reduction to Fleiner's theorem [5] on covering a symmetric poset by symmetric chains. For part (ii), the argument of [9] may be adapted with minor modifications. While Dilworth's theorem can be derived from the Kőnig-Hall theorem on finding a maximum matching in bipartite graphs, Fleiner's theorem can be deduced from the BergeTutte theorem on the size of a maximum matching in general graphs. The relation between directed and undirected connectivity augmentation is somewhat analogous: for example, the formula in Theorem 1.1 involves parity. This is a reason why the strikingly simple original proof for Theorem 1.2 by Frank and Jordán [8] cannot be adapted for the undirected case.
Another difficulty is that in contrast to one-way pairs, clumps may have more than two pieces. Fortunately, it turns out that large clumps are nested with every other clump they are dependent with. Therefore, although large clumps will cause certain difficulties in the first part of the proof, they play only little role in the second part.
For the algorithm, we are going to construct a subroutine determining the dual optimum value ν(G) for a (k − 1)-connected graph G. Based on Theorem 1.1, this gives rise to the following simple algorithm for finding an optimal augmenting edge set. First compute ν(G), and let J =`V 2´− E be the complement of E. In each step choose an edge e ∈ J, compute ν(G + e), and remove e from J. If ν(G + e) = ν(G) − 1 then add e to E, otherwise keep the same G. Note that Theorem 1.1 ensures the existence of an edge e with ν(G + e) = ν(G) − 1.
The rest of the paper is organized as follows. We introduce the necessary concepts and prove some basic claims in Section 2. Section 3 contains the proof of Theorem 1.1, while the algorithm is given in Section 4. Finally, Section 5 describes the node-induced cost version and discusses possible further directions. Due to space limitations, some proofs are omitted; these are included in the full version.
PRELIMINARIES
For an undirected graph G = (V, E) and a subset B ⊆ V , d(B) = dG(B) = dE(B) denotes the degree of B, and N (B) = NG(B) the set of neighbours of B, that is, {v ∈ V − B, ∃u ∈ B, uv ∈ E}. B * is used to denote the set V − (B ∪ N (B)). For subsets B, C ⊆ V , d(B, C) is the number of edges between B − C and C − B. For u ∈ V , u sometimes refers to the set {u}, for example, B + v and B − v denote the sets B ∪ {v} and B − {v}, respectively. Similar notation is used concerning edges. Let n = |V |, the number of nodes.
First we give a brief motivation for the concepts related to clumps. In a (k − 1)-connected graph G, we may have sets B V with |B| = k − 1, so that V − B has t ≥ 2 connected components. The components of V − B form a clump, and any partition of these components to at least two sets forms a clump as well, since in the definition, the pieces are not required to be connected. In order to make G k-connected, we have to add at least t − 1 edges between different components of V − Z. For t = 2, an arbitrary edge suffices between the two components, however the situation is more complicated if t ≥ 3. As already mentioned, such a set B is often called a shredder in the literature. Now we list some definitions. For a clump X = (X1, X2, . . . , Xt), let NX = V − S i Xi. X is called basic if all pieces Xi are connected. The clump Y is derived from the basic clump X if each piece of Y is the union of some pieces of X. By D(X) we mean the set of all clumps derived from X, while D2(X) is used for the set of small clumps derived from X. Let C denote the set of all basic clumps. For a set F ⊆ C, D(F) denotes the union of the sets D(X) with X ∈ F. The clumps being in the same set D(X) can easily be characterized (see e.g. [13, 14, 16] For a clump X and an edge set F , let F/X be the graph obtained from (V, F ) by deleting NX and shrinking the components Xi to single nodes. Let cF (X) denote the number of connected components of F/X. F covers X if F/X is connected, that is, cF (X) = 1. To cover X, we need at least |X| − 1 edges of F connecting X. If X is a small clump, then F covers X if and only if F connects X. We say that F covers (resp. connects) H ⊆ D(C) if it covers (resp. connects) all clumps in H. Clearly, F is an augmenting edge set if and only if it covers D(C). The following simple claim shows that in order to cover a set F of clumps, it suffices to connect every small clump derived from the members of F. We have already defined when two clumps are independent: if no edge in`V 2´c onnects both. Two clumps are dependent, if they are not independent. In the rest of the section we introduce the concept of nestedness of clumps and uncrossing for dependent clumps, and furthermore we define crossing and cross-free subsets of clumps. The reader may find useful to compare these to the concepts related to one-way pairs in case of directed connectivity augmentation as in [8] . These will also be defined later in this section as we will also use them directly. A major difference between the undirected and directed setting is that in the directed case, a natural partial order can be defined for the one-way pairs, which cannot be done for clumps. Nestedness will be the natural analogue of comparability for clumps.
We say that two clumps X = (X1, . . . , Xt) and
Xa for all i = b and Xj Y b for all j = a. We call Xa the dominant piece of X with respect to Y , and Y b the dominant piece of Y w.r.t X. The following important lemma shows that a large basic clump is automatically nested with any other basic clump (see also in [16] ). To prove this, first we need two simple claims.
Claim 2.4. For the basic clumps X = (X1, . . . , Xt) and 
Proof. Consider an
Hence Y ℓ ⊆ Xa for some a = s follows either by Claim 2.4 or by t = 2. We claim that this a is always the same independently from the choice of ℓ. Indeed, assume that for some 
Thus we have xi = yi = 0 for i ≥ 3. This gives X3 ∩ NY = ∅ and hence X3 ⊆ Yi for some i by Claim 2.4. The nestedness of X and Y follows by the previous claim.
The notion of one-way pairs from the directed connectivity augmentation setting will also be used. A one-way pair
, or equivalently, the subpartition consisting of K − and K + forms a (small) clump. K − is called the tail, while K + the head of K. For each small clump X, there are two corresponding one-way pairs, called the orientations of X. For a large clump X, we mean by the orientations of X the orientations of the small clumps in D2(X).
For a one-way pair K, K denotes the corresponding small clump. An arc (directed edge) uv ∈ V 2 covers the one-way
If an edge uv ∈`V 2ć onnects a small clump X, then the arc uv ∈ V 2 covers exactly one of its two orientations (in the directed sense). For the one-way pair
. Two one-way pairs are independent, if no arc covers both or equivalently, if either their tails or their heads are disjoint. Two non independent set pairs are called dependent. Let us define a partial order on the one-way pairs as follows. For the one-way pairs
. A simple argument (e.g. in [8] ) shows that these are also one-way pairs.
Take two dependent small clumps X = (X1, X2) and Y = (Y1, Y2). We say that their orientations LX and LY are compatible if they are dependent one-way pairs. Clearly, any two dependent one-way pairs admit compatible orientations, and if LX and LY are compatible, then so are ← − LX and ← − LY . X and Y are said to be simply dependent if for an orientation LX of X, there is exactly one compatible orientation LY of Y and strongly dependent if both possible choices of LY are compatible with LX . (Note that the definition does not depend on the choice of LX ). X and Y are strongly dependent if and only if Xi ∩ Yj = ∅ for every i = 1, 2, j = 1, 2. The following claim is easy to see. 
It is easy to see that the clumps in Υ(X, Y ) are nested with X and Y and with each other in both cases. The following claim is straightforward. We say that two clumps are crossing if they are dependent but not nested. Again by Lemma 2.3, two basic clumps may be crossing only if both are small. A subset F ⊆ C is called crossing, if for any two dependent clumps X, Y ∈ F, Υ(X, Y ) ⊆ D(F). The reason for assuming containment in D(F) instead of F is that there might be non basic members of Υ(X, Y ). Note that C itself is crossing. For a crossing system F and a clump K ∈ F, let F ÷ K denote the set of clumps in F independent or nested with K. Similarly, for a subset K ⊆ F, F ÷ K denotes the set of clumps in F not crossing any clump in K. An F ⊆ C is cross-free if it contains no crossing clumps, that is, any two dependent clumps in F are nested. (Note that a cross-free system is crossing as well.) A cross-free K is called a skeleton of F if it is maximal cross-free in F, that is, F ÷ K = K. By Lemma 2.3, a skeleton of C should contain every large clump.
Lemma 2.8. For a crossing system F ⊆ C and K ∈ F, F ÷ K is a crossing system as well.
Finally, the sequence K1, K2, . . . , K ℓ of clumps is called a chain if they admit orientations L1, L2, . . . ,
ℓ then the edge uv connects all members of the chain.
PROOF OF THEOREM 1.1
For a crossing system F ⊆ C, let τ (F) denote the minimum cardinality edge set covering F. Let ν(F) denote the maximum of def (Π) over groves consisting of a shrub and bushes of clumps in D(F). First, we give the proof of the following slight generalization of Theorem 1.1 based on two lemmas proved in the following subsections.
It is an easy consequence of the following two lemmas. 
Proof of Theorem 3.1. ν ≤ τ is straightforward. The proof of ν ≥ τ is by induction on |F|. If F is cross-free, we are done by Lemma 3.2. Otherwise, consider two crossing clumps K, K ′ ∈ F and let F ′ = F ÷ K, a crossing system by Lemma 2.8. As K ′ / ∈ F ′ , we may apply the inductive statement for F ′ giving a grove Π and an edge set F covering F ′ with def (Π) = |F |. The proof is finished using Lemma 3.3.
The following theorem may be seen as a reformulation of this proof, however, it will be more convenient for the aim of the algorithm and to handle the minimum cost version for node induced cost functions. 
Covering cross-free systems
This section is devoted to the proof of Lemma 3.2. The analogous statement in the case of directed connectivity augmentation simply follows by Dilworth' theorem, which is a well-known consequence of the Kőnig-Hall theorem on the size of a maximum matching in a bipartite graph. In contrast, Lemma 3.2 is deduced from Fleiner's theorem, which is proved via a reduction to the Berge-Tutte theorem on maximum matchings in general graphs.
We need the following notion to formulate Fleiner's theorem. A triple P = (U, , M ) is called a symmetric poset if (U, ) is a finite poset and M a perfect matching on U with the property that u v and uu
Theorem 3.5 (Fleiner, 1997 [5] ). Let P = (U, , M ) be a symmetric poset. The minimum number of symmetric chains covering P is equal to the maximum value of a legal subpartition of P .
Note that the max ≤ min direction follows easily since a symmetric chain may contain at most two matches belonging to one class of a legal subpartition. This theorem gives a common generalization of Dilworth's theorem and of the well-known min-max formula on the minimum size edge cover of a graph (a theorem equivalent to the Berge-Tutte theorem).
First we show that Lemma 3.2 is a straigthforward consequence if F contains only small clumps. Consider the crossfree family F of clumps, and let U be the set of all orientations of one-way pairs in F. The matches in M consist of the two orientations of the same clump, while is the usual partial order on one-way pairs. A symmetric chain corresponds to a chain of clumps. Since all clumps in a chain can be connected by a single edge, a symmetric chain cover gives a cover of F of the same size. On the other hand, a legal subpartition yields a grove with a shrub and bushes consisting of the clumps corresponding to the one-way pairs in Li.
Let us now turn to the general case when F may contain large clumps as well. An edge set F semi-covers the clump X = (X1, . . . , Xt) if F contains at least |X| − 1 edges connecting X, and furthermore each clump (Xi, X * i ) is connected for i = 1, . . . , t. (Note that X * i = S j =i Xj .) F semi-covers F if it semi-covers every X ∈ F. Although a semi-cover is not necessarly a cover, the following lemma shows that it can be transformed into a cover of the same size. Proof. We are done if F covers all clumps in F. Otherwise, consider a clump X ∈ F semi-covered but not covered. X is large, since semi-covered small clumps are automatically covered. Since X is connected by at least |X| − 1 edges of F , there is an edge e = x1y1 ∈ F connecting X with cF (X) = cF −e(X ). Each (Xi, X * i ) is connected, hence we may consider an edge x2y2 ∈ F connecting X with x2y2 being in a component of F/X different from the one containing x1y1. Let F ′ = F − {x1y1, x2y2} + {x1y2, x2y1}. Clearly, c F ′ (X) = cF (X) − 1. We show that c F ′ (Y ) ≤ cF (Y ) for every Y ∈ F − X, hence by a sequence of such steps we finally arrive at an H covering F. In what follows, we show how a semi-cover F of F can be found based on a reduction to Fleiner's theorem. For a basic clump X = (X1, . . . , Xt), let u
say that the members of U X are of type X. Let the matching M consist of the matches u ′ is the same as except that x and y are uncomparable whenever x and y are of the same type X, and neither of them is special.
The following simple claim establishes the connection between dependency of clumps and comparability in P . Take a symmetric chain cover S1, . . . , St and a legal subpartition L = {L1, L2, . . . , L ℓ } with val(L) = t. Let us choose L so that ℓ is maximal, and subject to this, S ℓ i=1 Li contains the maximum number special matches. A symmetric chain Si naturally corresponds to a chain of the clumps (Xj , X * j ) for u X j v X j ∈ Si. These can be covered by a single edge; hence a symmetric chain cover corresponds to an edge set F of the same size. A symmetric chain may contain both u It is left to show that L can be transformed to a grove Π with def (Π) = val(L). For a clump X, let B(X) denote the set of indices j with u
Li. Most efforts are needed to ensure that the bushes consit of small clumps; allowing large clumps would enable a simpler argument. Proof. There is nothing to prove for |X| = 2, so let us assume |X| ≥ 3. As L is chosen with ℓ maximal, if u If Y = X then either j = 1 or h = 1 follows, implying u j ′ v j ′ ∈ Li for every j ′ ∈ B(X). This argument also shows that 1 ∈ B(X) leads to the first alternative.
Let β(X) = i in the first alternative if Li is not a singleton, and β(X) = 0 in the second alternative. Let I denote the set of indices for which Li is a singleton. Take a clump X with β(X) = i > 0 (and thus i / ∈ I). Let us say that a piece Xj is a dominant piece of X, if for some Y = X with β(Y ) = i, Xj is the dominant piece of X w.r.t. Y . Let U (X) denote the set of the indices of the dominant pieces of X; note that the set U (X) − B(X) is possibly nonempty.
Proof. First assume B(X) ∩ U (X) = ∅ and |U (X)| ≥ 2. Consider arbitrary j ∈ B(X) ∩ U (X) and j ′ ∈ U (X) − {j}, say, Xj is the dominant piece of X w.r.t. Y and X j ′ the one w.r.t. Proof. Since the elements of different Li's are pairwise incomparable, Claim 3.8 implies that clumps in different bushes are independent from each other and from those in B0. Assume an edge uv ∈`V 2´c overs three clumps in some Bi. If these three clumps were derived from different basic clumps, then Li would contain a symmetric chain of length three. Thus we need to have two clumps derived from the same basic clump X: uv covers (Xj , X * j ), (X j ′ , X * j ′ ) and (Y h , Y * h ) for β(X) = β(Y ) = i. This is also impossible since either Xj or X j ′ would need to be the dominant piece of X w.r.t Y , a contradiction to Claim 3.10.
Proof of Lemma 3.3.
First we need the following lemmas. Proof. Let Xc = NX , Yc = NY , Zc = NZ . By As for a sequence s of three literals each 1,2 or c, we mean the intersection of the corresponding sets. For example, A12c = X1 ∩ Y2 ∩ Zc.
The conditions mean that the sets A111, A122, A212, A221 are nonempty. V − (A111 ∪ N (A111)) = ∅ as there is no edge between A111 and X2, thus ) is a subset of the set on the RHS. Let us take the sum of these types of inequalities for all A111, A122, A212, A221. This gives 4(k − 1) ≤ S1 + 2S2 + 4|Accc|, where S1 is the sum of the cardinalities of the sets having exactly one c in their indices, while S2 is the same for two c's.
On the other hand, |Xc| = |Yc| = |Zc| = k − 1. This gives 3(k − 1) = S1 + 2S2 + 3|Accc|. These together imply S1 = S2 = 0, |Accc| = k − 1. We are done by Claim 2.1, since NX = NY = NZ = Accc.
Lemma 3.13. [9] (i) Let L1, L2, L3 be one-way pairs with L1 and L2 dependent, L1 ∧ L2 and L3 also dependent, but
(ii) Let L1, L2, L3 be one-way pairs with L1 and L2 dependent, L1 ∨ L2 and L3 also dependent, but L2 and L3 independent. Then L
(ii) follows from (i) by reverting the orientations of all pairs.
, therefore K will be assumed to be small with an orientation LK .
If F covers F ′ but not F, then by Claim 2.2 there exists a small clump X ∈ D2(F) − D2(F ′ ) not connected by F , thus X and K are crossing. Choose X with the orientation LX compatible with LK so that LX is minimal to these properties w.r.t.
(that is, there exists no other uncovered X ′ with orientation L X ′ compatible with LK so that L X ′ ≺ LX .) Choose Y not connected by F with LX LY , and LY maximal in the analogous sense (X = Y is allowed).
LX ∧ LK and LY ∨ LK are nested with LK and thus connected by edges x1y1, x2y2
′ connects X and Y , and we shall prove that F ′ connects all small clumps in D2(F) connected by F . Hence after a finite number of such operations all small clumps in D2(F) will be connected, so by Claim 2.2, F will be covered.
For a contradiction, assume there is a small clump S connected by F but not by F ′ . (S is not necessarly basic.) No edge in F ∩ F ′ may connect S, hence either exactly one of x1y1 and x2y2 connects it, or if both then x1 and y2 are in the same piece, and y1 and x2 in the other piece of S. In this latter case, K and S are strongly dependent.
(I) First, assume that only x1y1 connects S, and choose the orientation LS with x1 ∈ L − S , y1 ∈ L + S . We claim that LS and LY are also dependent. Indeed, if they are independent, then Lemma 3.13(i) is applicable for L1 = LK , L2 = LY , L3 = LS, since LK ∧ LY and LS are dependent because x1y1 covers both. This gives
Hence we may consider the one-way pair LS ∨LY . LS ∨LY is strictly larger than LY , as if LS LY held, then S would be connected by x1y2. By the maximal choice of LY , LS ∨ LY is connected by some edge f ∈ F . By Claim 2.7, f also connects S or Y , implying f = x1y1. This is a contradiction as
If x2y2 is the only edge connecting S, we may use the same argument by exchanging ∨ and ∧, X and Y , "minimal" and "maximal" everywhere and applying Lemma 3.13(ii) instead of (i).
(III) Finally, if both x1y1 and x2y2 cover S, let LS be chosen with x1, y2 ∈ L 
Now the clumps K, S and X satisfy the condition in Lemma 3.12, witnessed by nodes x1, x2, y2, y1. This contradicts the assumption that K was a basic clump.
THE ALGORITHM
As outlined in the Introduction, our algorithm is a simple iterative application of a subroutine determining the dual optimum ν(G). Theorem 3.1(ii) shows that ν(G) = ν(K) for an arbitrary skeleton K. Given a skeleton K, ν(K) can be determined based on Fleiner's theorem: [5] gives a proof of Theorem 3.5 based on a (linear time) reduction to maximum matching in general graphs. Hence the only nontrivial question is how a skeleton can be found. A naive approach would be choosing clumps greedily so that they do not cross the previously selected ones. The difficulty arises from the fact that the number of the clumps might be exponentially large, forbiding us to check all clumps one-by-one. In fact, it is not even clear how to decide whether a given cross-free system is a skeleton. To overcome these difficulties, we restrict ourselves to a special class of cross-free systems. The proofs and technical details are omitted here and can be found in the full version. Let us now introduce some new notation concerning pieces. If the set B ⊆ V is a piece of the basic clump X, then let B ♯ denote X. Let Q be the set of all (connected) pieces of all basic clumps, whereas Q1 the set of all (not necessarly connected) pieces of all clumps. For a subset A ⊆ Q, A ♯ is the set of corresponding basic clumps (e.g. Q ♯ = C). For a set H ⊆ C, by S H we denote the set of all pieces of clumps in H.
Clearly, H = ∅ is stable, and every skeleton is stable as well. Let M ⊆ P denote the set of the pieces minimal for inclusion. Based on the following claim, we will be able to determine when a stable cross-free system is a skeleton. Assume H is a stable cross-free system, but not a skeleton. In the following, we show how H may be extended to a stable cross-free system larger by one. By the above claim, there is an M ∈ M with M ♯ ∈ C − H. Let L1 := {X ∈ H : X and M ♯ are nested}, L2 := {X ∈ H : X and M ♯ are independent}.
(1)
In the sequel we assume therefore L1 = ∅. The key concept of the algorithm will be "fitting". We shall define when a piece C ∈ Q fits the pair (H, M ). The definition being significantly more complicated, we formulate the main lemma in advance:
♯ is a stable cross-free system.
There exists a C satisfying the conditions of this lemma, as according to the definition, the pieces of M ♯ different from M (that is, the connected components of M * ) fit (H, M ). Such a C can be found using standard bipartite matching theory similarly as in [9] .
The minimality of M implies that for any X ∈ L1, the dominant piece of M ♯ w.r.t. X is a connected component of M * . One simple notion before giving the definition of fitting is the following. For pieces B, C ∈ Q, we say that B supports C if B ⊆ C ⊆ M * . B ∈ Q supports Y ∈ C if B supports some piece of Y ; X ∈ C supports B ∈ Q if a piece of X supports B.
(b) There exists a W ∈ L1 supporting C. 
The proof of Lemma 4.4 is based on the following claim:
The following two properties are equivalent:
Running times
To determine the value of ν(G), first we construct a skeleton K as described above, and apply the reduction to Theorem 3.5, which can be further reduced to the Berge-Tutte theorem. Bounds given by Jordán [13, 14] on the size of an optimal augmenting edge set can be used to get an upper bound n 2 on the size of K. A bound O(kn 5 ) can be given for a single call of the Dual Oracle. As indicated in the Introduction, at most n 2 calls of the Dual Oracle enable us to compute an optimal augmentation. This gives a total running time O(kn 7 ).
FURTHER REMARKS

Node-induced cost function
The problem of finding a minimum cost edge set whose addition makes a (k−1)-connected graph k-connected is NPcomplete as already making the graph G = (V, ∅) connected by adding a minimum cost edge set generalizes the TSP problem, even for 0-1-valued cost functions. However, there is a special type of cost-functions for which directed connectivity augmentation and also directed and undirected edgeconnectivity augmentation are solvable: the node-induced cost functions. We show that augmenting undirected connectivity by one is also tractable for such cost functions.
A cost function c ′ : E → R is node-induced if there exists a c : V → R so that c ′ (uv) = c(u) + c(v) for every uv ∈ E. By the last part of Theorem 3.1(ii), for a skeleton K and a node-induced cost function c ′ , the minimum cost of an edge set covering C is the same as the minimum cost cover of K. Hence it is enough to construct an oracle for determining the minimum cost νc(K) of a cover of K. A minimum cost edge set whose addition makes G k-connected can be found by iteratively calling this oracle. νc(K) can be determined by the following weighted version of Fleiner's theorem, which reduces to maximum cost matching in general graphs.
Given a symmetric poset P = (U, , M ) and a cost function w : U → R, let us define the cost of the symmetric chain S = {u1v1, . . . , u ℓ v ℓ } ⊆ M with u1 . . . u ℓ , v1 . . . v ℓ by w(S) = w(u ℓ ) + w(v1). Our aim is to find a chain cover of minimum total cost.
This problem can be solved easily based on the reduction of Fleiner's theorem to the Berge-Tutte theorem.
Degree sequences
What can we say about the degree sequences of the augmenting edge sets? It is well-known that in a graph G with some cost function on the edges, the sets of nodes covered by a minimum cost matching form the bases of a matroid. A natural generalization of matroid bases are base polyhedra. For undirected edge-connectivity augmentation, the degree sequences of the optimal augmenting edge sets form a base polyhedron, and the same holds for the in-and out-degree sequences for directed connectivity augmentation (see e.g. [6] ). This is also true in case of directed connectivity augmentation [8] . Moreover, all these results can be generalized for node-induced cost functions: the degree (resp. in-and out-degree) sequences of the minimum cost augmenting edge sets form a base polyhedron. Hence a natural conjecture is the following:
Conjecture 5.1. Given a (k−1)-connected graph G and a node-induced cost function, the degree sequences of the minimum cost augmenting edge sets form base polyhedron. This was essentially proved by Szabó in his master's thesis [17] for k = n − 2. His result holds even without the assumption that the graph is (k − 1)-connected, indicating that the conjecture might hold for arbitrary graphs as well.
Future directions
Let us discuss some possible generalizations and extension of the above results. For directed connectivity augmentation, Theorem 1.2 is only a special case of covering crossing families of set pairs [8, Theorem 2.5], which is still only special case of the general theorem on covering positively crossing bisupermodular functions [8, Theorem 2.3] . Here, the size of a minimum covering equals the maximum sum of p-values over pairwise independent set pairs for a function p. For connectivity augmentation of the (not necessarly (k − 1)-connected) digraph D = (V, A), we define p(K − , K + ) = max(0, k − |V − (K − ∪ K + )| − δA(K − , K + )) for nonempty disjoint K − , K + ⊆ V pairs. The proof is astonishingly simple even for this most general version.
The first natural question is whether it is possible to give a generalization of Theorem 1.1 for abstract structures, as for crossing families of set pairs in the directed case. Indeed, it would be possible to formulate such an abstract theorem for describing coverings of a systems C of "basic clumps", where under basic clump we simply mean a subpartition of a set satisfying certain properties. However, it is not easy to extract the abstract properties C needs to fulfill for the argument to work. In particular, we need to ensure Claim 2.1, Lemma 2.3, Claims 2.4 and 2.5, Lemma 3.12. It may be verified that whenever C satisfies these, all other proofs carry over; for the algorithm we also need to know the representation how C is given.
Since the argument is already quite abstract and complicated, and we could not find an elegant list of properties that ensure all these claims, we did not formulate such an abstract theorem in order to avoid the addition of a new level of complexity. Furthermore, we believe that there should be a relatively simple abstract generalization of Theorem 1.1, which does not rely on all claims listed above. For comparison, the argument given in [9] for proving Theorem 1.2 strongly relies on properties of one-way pairs in a a (k − 1)-connected digraph. Nevertheless, these are not needed (and in fact, not necessarly true) for the general theorem for crossing families, which admits a much simpler proof.
Another question is if we may hope a simple generalization of Theorem 1.1 for general connectivity augmentation. By "simple", we mean an analogous situation as in the directed case. Such an approach would be the following. Let a clump be a subpartition X = (X1, . . . , X ℓ ) of V with d(Xi, Xj ) = 0 (we do not assume |NX | = k − 1), and let p(X) be a lower bound on the number of edges needed to cover X. There are multiple possible candidates for p(X) and let us not commit to any of them, but assume only that (⋆) p(X) = max(0, k − |NX |) whenever |X| = 2; and p(X) = 0 whenever |NX | ≥ k. Hence a natural conjecture is the following: the minimum size of an augmenting edge set equals the maximum deficiency of a grove, where in the definition of deficiency, each term |X| − 1 is replaced by p(X). Unfortunately, it can be shown by an example (see the full version) that this conjecture fails even if (⋆) is the only assumption on p(X).
Despite this example, we expect not only that general connectivity augmentation should be polynomially solvable, but that it should also admit a relatively simple abstract generalization such as the general Frank-Jordán theorem in the directed case. This generalization should be applicable, besides Theorem 1.1, to rooted connectivity augmentation and problems like maximum Kt,t-free t-matching (see [2] ).
