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Abstract
A numerical model for the axisymmetric subsurface ﬂow during steady air venting and/or sparging from
underground wells along the same vertical axis is presented. A common observation that for steady air
injection or extraction, motion of the groundwater is negligible is ﬁrst justiﬁed theoretically. Thus in the
two-phase problem, only air is moving, while water remains stationary. Nevertheless there can be signiﬁ-
cant changes in water saturation because the capillary pressure varies nonlinearly with the air saturation.
For pure air venting, the eﬀects of upconing of the water table are studied. For pure air sparging, the role of
air compressibility ignored by earlier authors is reassessed, and issues of design interest such as the radius of
inﬂuence and discharge rates are examined. Comparisons with published measurements are discussed.
Physical implications of concurrent venting and sparging are also discussed.  2002 Elsevier Science Inc.
All rights reserved.
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1. Introduction
In the past decade air venting and air sparging have been developed into an important tech-
nology for the remediation of soils contaminated by volatile organic compounds (VOC) from, for
example, gasoline spills (see the reviews by Johnson et al. [1] for air venting, and by Marley et al.
[2] for air sparging). Air venting, also known as soil vapour extraction or SVE, is based on the idea
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of inserting a well into the unsaturated or vadose zone. By applying vacuum pressure, contami-
nated pore air is extracted from the surrounding soil pores into the well and removed for disposal
or treatment above the ground. In addition, chemicals either dissolved in the residual soil
moisture or adsorbed on the surface of soil grains are also removed. Two tasks are needed in the
mathematical modelling of this process. The ﬁrst task is to calculate the ﬂow of air through the
pore; the second is to predict the chemical transport. For the ﬂow, much attention has been di-
rected to the heterogeneity of soils. Eﬀects due to the proximity of the water table and its upconing
have not been thoroughly discussed in the existing literature. For the chemical transport, micro-
mechanical models of chemical diﬀusion have replaced some of the empiricism of the macro-scale
kinetic model in dealing with the nonequilibrium chemical kinetics [3,4].
Air sparging [5–8] refers to a technology complementary to air venting; it aims at removing
chemicals dissolved in groundwater below the water table by injecting fresh air into the saturated
soil and creates a buoyant plume rising towards the original water table. Chemicals are ﬁrst
transferred from the aqueous to the gaseous phase and then lifted to the unsaturated zone and
ﬁnally extracted into venting wells above the water table. Here the ﬂuid ﬂow problem is more
complex than that in the unsaturated zone as two phases, air and water must both be considered.
Experiments by Ji et al. [9] have shown that air rises through the saturated zone either in the form
of channels in a ﬁne-grained soil (nominal grain diameter <0.75 mm), or of bubbles in a coarse-
grained soil (nominal grain diameter > 4:0 mm). The overall size and shape of the plume depend
on the injection pressure, soil properties, well screen length, and so on. Despite some recent ex-
perimental work by Chen et al. [10] and Roosevelt and Corapcioglu [11], the mechanics of
movement of air bubbles in the saturated zone is still not well understood. Since the formation of
bubbles or channels in porous media is too complicated a problem to simulate in practice, all
existing theoretical models treat the two phases of air and water as interacting continua, i.e., the
micro-scale details of channels or bubbles are ignored. The full set of transient continuum
equations coupling the motion of air and water are then solved numerically [12–17]. Recent
numerical work for the transient two-phase ﬂow by van Dijke et al. [18] has given strong indi-
cations that, in the most important practical case where the pumping rate is maintained at a
constant rate from the start, the air ﬂow becomes steady and water quickly becomes stationary.
Similar conclusions have been reported from experimental observations [19]. In a recent theory,
Philip [20] recognized this limit in steady air sparging and began with the explicit assumption that
water was stationary. With a special model for the relation between permeability and capillary
pressure, Philip reduced the governing law to a linear partial diﬀerential equation with constant
coeﬃcients and gave an analytical solution for the eﬀects of a submerged point source in an in-
ﬁnitely deep aquifer. Like many others, he treated air as an incompressible ﬂuid.
Since the computation of ﬂow is a prerequisite for constructing proper models of chemical
transport, reduction of computational eﬀort can be very helpful in expediting the progress to-
wards eﬀective modelling of practical situations involving many complexities such as soil inho-
mogeneity. We shall ﬁrst show that the approximate stationarity of water can be mathematically
justiﬁed in advance, for steady air sparging. This demonstration lends theoretical conﬁrmation of
existing numerical and analytical theories, and allows one to simplify future predictions of the
ﬂuid ﬂow problems. The ﬂuid dynamical problem can be reduced to one in which only the air
phase is moving, although nontrivial changes remain in the stationary water through a complex
relation between the capillary pressure and the air saturation. Secondly we intend to point out
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that under some practical situations, air compressibility is not necessarily negligible, and may
have signiﬁcant inﬂuence on the quantitative prediction. Well established relations among the
permeability, the air saturation and the capillary pressure will be used in our discussions. Nu-
merical results will be presented for better understanding of the ﬂow in air venting/sparging in the
presence of a water table, and for possible implications that may guide the design of such systems.
Comparisons with reported measurements are also discussed.
2. Continuum ﬁeld equations
2.1. Gaseous phase
Consider ﬁrst the ﬂow of compressible air through a porous medium. Referring to Fig. 1, we
assume for simplicity that two vertical wells sharing the same axis penetrate the soil layer.
Contaminated air is extracted into the upper well through an opening in the unsaturated (vadose)
zone above the water table, and fresh air is sparged (injected) from another opening in the lower
well into the groundwater below the water table. A cylindrical polar coordinate system is used
where the z-axis coincides with the common axis of the two wells and the initial water table lies in
the plane z ¼ 0.
Let us ﬁrst estimate the importance of air compressibility, which has been ignored by some
authors [18,20–22]. In particular the choice by van Dijke et al. [18] was based on a ﬁeld mea-
surement of pressure increase 10 kPa (¼0.1 atm) at 0.6 m from the injection well. We ﬁrst give
below a preliminary argument to stress instead the possible importance of air compressibility. In
order to inject air into the soil, the air pressure (absolute) Pa at the open screen should at least
exceed the sum of the atmospheric pressure P0, the hydrostatic pressure in water and the entry
pressure Pe due to capillarity. Let the well screen be located at the depth H below the water table,
then
Fig. 1. Deﬁnition sketch of problem geometry.
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Pa > P0 þ qwgH þ Pe; ð1Þ
where qw is the water density and g is the acceleration due to gravity. In general the entry pressure
Pe may vary over an enormous range, from practically zero to several atmospheres [23]. In coarse
soils which are more suitable for air venting or sparging, Pe is usually small (about 2.5–25 cm of
water according to Nyer [24]). For illustration, let us take H ¼ 10 m, then qwgH  105 N/m2
which is about one atmosphere. Thus the injection air pressure Pa is larger than two atmospheres.
By the perfect gas law the air density near the well screen must be nearly twice that near the
ground surface. Hence compressibility can be important. Further assessment of compressibility
will be discussed from the results of numerical computations.
Ignoring the weight of air due to its small density (qa  qw=1000), Darcy’s law for the pore air
reads
~ua ¼  kkrala
rPa; ð2Þ
where k is the intrinsic permeability of the soil, 0 < kra < 1 is the relative permeability of air in the
soil, and la is the air viscosity.
For air venting and sparging the time scale is characterized by the micro-scale diﬀusion of
chemicals
T ¼ ‘2=Dw; ð3Þ
where ‘ is the typical size of soil grains or aggregates, and Dw the eﬀective diﬀusivity in water–soil
mixture. Let us take the typical values ‘ ¼ 0:1 cm and Dw ¼ 107 cm2/s. It follows that T ¼
‘2=Dw ¼ 105 s  1 day. The importance of air inertia can be measured by
qa
o~ua
ot

rPa ¼ U‘m
‘
L
; ð4Þ
where L denotes the characteristic scale of the site, and the pore pressure is scaled by OðPaÞ ¼
lUL=‘2. Typically U  1 cm/s, ‘ ¼ 0:1 cm, m  102 cm2/s and L  10 m. Hence
U‘
m
‘
L
¼ 102  1: ð5Þ
The transient variation of air density is also negligible in the mass conservation law since
oqa=ot
r 	 ðqa~uaÞ
 L
UT
¼ 10
102105
¼ 102: ð6Þ
The seepage ﬂow of air can therefore be regarded as being steady.
With the estimation given above, the law of mass conservation reduces to
r 	 ðqa~uaÞ ¼ 0: ð7Þ
For a perfect gas at constant temperature, Pa is linearly proportional to qa, so on substituting Eq.
(2) into Eq. (7)
r 	 Pa kkrala
rPa
 
¼ 0: ð8Þ
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We shall consider constant air viscosity, and a homogeneous and isotropic soil, then k and la
are constants and Eq. (8) can be further simpliﬁed to:
r 	 kraParPað Þ ¼ 0: ð9Þ
A number of constitutive relations are needed. Assuming that no other phase exists except for
air and water, then their absolute saturations SAw and S
A
a are related by
SAa þ SAw ¼ 1: ð10Þ
Let the residual saturation of water be denoted by Sr and the eﬀective saturations for water and air
ðSw; SaÞ be deﬁned by
Sw ¼ S
A
w  Sr
1 Sr ; Sa ¼
SAa
1 Sr : ð11Þ
It follows from Eq. (10) that
Sa þ Sw ¼ 1: ð12Þ
Deﬁne the capillary pressure Pc by
Pc ¼ Pa  Pw: ð13Þ
Empirical formulas relating the capillary pressure, the relative permeabilities and the eﬀective
saturations have been established by van Genuchten [25,26] and Parker et al. [27]. Typically the
capillary pressure is related to the water saturation by
PcðSwÞ ¼ qwga S
1=m
w
  11m; ð14Þ
while the relative air permeability varies with the air saturation according to
kraðSaÞ ¼ S1=2a 1
h
 ð1 SaÞ1=m
i2m
: ð15Þ
Note that both Pc and kra are zero when Sa ¼ 0 (completely saturated with water), while Pc be-
comes very large (i.e., very strong suction) and kra tends to unity when Sa  1 (at irreducible
moisture level). The empirical coeﬃcient a ranges from 0.5 to 5 m1 for very ﬁne to coarse soils;
most of the recent data due to Kool et al. [28] and Puckett et al. [29] are clustered around 5 m1.
The empirical power m ranges from 0.3 to 0.6 depending irregularly on the percentage of sand and
silt in the soil [30]. We caution that while the relationships (14) and (15) have been well tested for
air seepage ﬂow in unsaturated soils, it remains an open question whether they are applicable to
sparged air ﬂow that is in the form of discrete air channels in an otherwise saturated soil, as has
been observed in some experiments. Since no better alternatives are available, these relationships
are nevertheless adopted in this study, which is based on a continuum model.
Since both Pc and kra are related to Sa, Eq. (9) is a nonlinear elliptic equation coupling two
unknowns Sa and Pa. We formulate below the boundary conditions for the case where both
venting and sparging wells are in operation. Assume for simplicity the vertical well casing extends
the entire depth of the soil. Referring to Fig. 1, we let WV denote the opening screen of the venting
well, WS the screen of the sparging well, and W the remaining surface of the well casing, i.e.,
WV: r ¼ R0; B < z < Bþ L;
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WS: r ¼ R0; H < z < H þ L;
W : r ¼ R0;
Bþ L < z < Bþ H ¼ H0
H þ L < z < B
H 0 ¼ ðH þ BÞ < z < H
8<
: :
We now prescribe the sparging pressure at the screen of the injection well below the original water
table
Pa ¼ PS > Pw; on ðr; zÞ 2 WS; ð16Þ
as well as the venting pressure at the screen of the extraction well
Pa ¼ PV < P0; on ðr; zÞ 2 WV: ð17Þ
The normal ﬂux of air is zero along the impermeable well casings
oPa
or
¼ 0; on ðr; zÞ 2 W ; ð18Þ
and on the soil–rock interface
~ua 	~n ¼ 0; on z ¼ H 0; ð19Þ
where ~n is a normal vector to the interface. Note that the normal velocity component vanishes
when either kra ¼ 0 or ~n 	 rPa ¼ 0. In the numerical implementation of the bottom boundary
condition, two possibilities may arise: (i) when kra ¼ 0 which implies Sa ¼ 0 or the soil remains
impermeable to air, we set Pa ¼ Pw or Pc ¼ 0; (ii) when kra 6¼ 0 so that air ﬂow is possible, we use
oPa=oz ¼ 0. In this study the ground surface is considered to be uncovered, so
Pa ¼ P0; on r > R0; z ¼ H0: ð20Þ
It is assumed that before and during venting/sparging, the natural groundwater ﬂow is absent.
Therefore far from the wells the ﬂuids are at rest. At such large distances the water pressure is
hydrostatic across the entire soil layer (saturated or unsaturated):
Pw ¼ P0  qwgz; at r!1; H 0 < z < H0: ð21Þ
The other far ﬁeld soil conditions are as follows: Above the water table (z > 0), the air pressure is
atmospheric Pa ¼ P0 and the capillary pressure is positive Pc ¼ Pa  Pw ¼ qwgz. The air saturation
distribution in the unsaturated zone then follows from Eqs. (12) and (14)
SaðzÞ ¼ 1 1
h
þ ðazÞ1=ð1mÞ
im
; at r!1; 0 < z < H0; ð22Þ
from which the relative air permeability kraðSaÞ can be determined with Eq. (15). Below the water
table (z < 0), the soil is water-saturated Sw ¼ 1 and therefore
Sa ¼ kra ¼ Pc ¼ 0; and Pa ¼ Pw ¼ P0  qwgz; at r!1; H 0 < z < 0: ð23Þ
The limiting cases of pure venting and pure sparging can be obtained by setting L ¼ 0, and L ¼ 0,
respectively.
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2.2. Aqueous phase
Let us begin by assuming that the water is incompressible and its velocity ~uw is governed by
mass conservation
r 	~uw ¼ 0; ð24Þ
and Darcy’s law
~uw ¼  kkrwlw
rðPw þ qwgzÞ; ð25Þ
where the relative water permeability is related to Sw by
krwðSwÞ ¼ S1=2w 1
  1  S1=mw m2; ð26Þ
as has been established by van Genuchten [25,26] and Parker et al. [27]. Denoting the dynamic
pressure in water by
Pwd ¼ Pw þ qwgz P0; ð27Þ
then
r 	 krwrPwdð Þ ¼ 0; ð28Þ
where k and lw are taken to be constants. The seepage velocity of groundwater very close to the
sparging well can be as high as O(1 m/day) at the start of operation. As the transience of air ﬂow
quickly dies out (c.f. Eq. (6)), the groundwater ﬂow will also be getting negligibly small in a
relatively short period of time. Physically, the water velocity will hardly be greater than the order
of 1 m/year during most part of the operation. A proof is given below that in the mathematical
limit of steady state, the water velocity is identically zero everywhere.
Now, let us multiply Eq. (28) by Pwd and integrate over the volume V consisting of the entire
region bounded by the ground surface above, the rock bottom below, and the well casing or
screen at the centre, then
0 ¼
Z Z Z
V
Pwdr 	 ðkrwrPwdÞdV
¼
Z Z Z
V
r 	 ðkrwPwdrPwdÞdV 
Z Z Z
V
krwðrPwdÞ2 dV :
ð29Þ
By Gauss theorem, we haveZ Z Z
V
r 	 ðkrwPwdrPwdÞdV ¼
Z Z
A
krwPwdrPwd 	~ndA ¼
Z Z
A
krwPwd
oPwd
on
dA; ð30Þ
where A denotes the bounding surface of V. HenceZ Z Z
V
krwðrPwdÞ2 dV ¼
Z Z
A
krwPwd
oPwd
on
dA: ð31Þ
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Now, along the boundary A, either Pwd or its normal derivative vanishes. Speciﬁcally, Pwd vanishes
on the ground surface and far from the wells, and oPwd=on vanishes onW, WS, WV and z ¼ H 0. It
follows from Eq. (31) thatZ Z Z
V
krwðrPwdÞ2 dV ¼ 0; ð32Þ
which implies in turn that Pwd  0 everywhere and the water pressure is hydrostatic
Pw ¼ P0  qwgz: ð33Þ
Thus water is eﬀectively stationary. Based on the last result the capillary pressure becomes
PcðSaÞ ¼ Pa  P0 þ qwgz ¼
qwg
a
ð1
h
 SaÞ1=m  1
i1m
: ð34Þ
With the boundary conditions stated in Eqs. (16)–(23) and the constitutive relations Eqs. (15) and
(34), the problem for Pa governed by Eq. (9) is closed.
3. Air venting only
For pure air venting there is no air motion in the saturated zone. However the water table is
expected to rise statically to a variable height z ¼ hðrÞ, to which the seepage ﬂow must be tan-
gential
~n 	 rPa ¼ 0; on z ¼ hðrÞ: ð35Þ
Dynamically the water table must be the surface where Sw ¼ 1. Hence Pc ¼ Pa  Pw ¼ 0. It follows
that
Pa ¼ Pw ¼ P0  qwgh; on z ¼ hðrÞ: ð36Þ
The governing equation needs to be solved only in the vadose zone above the water table.
Let us normalize the variables or parameters as follows:
ðz0; r0Þ ¼ ðz; rÞ=H0; ðP 0c; P 00Þ ¼ ðPc; P0Þ=qwgH0;
P 0a ¼ ðPa  P0Þ=qwgH0; a0 ¼ aH0;
ð37Þ
where H0 is the original depth of the water table shown in Fig. 1. The normalized governing
equation (9) is
o
oz0
kra P 0a
 þ P 00 oP 0aoz0

þ 1
r0
o
or0
r0kra P 0a
 þ P 00 oP 0aor0

¼ 0: ð38Þ
Eq. (15) remains in the same form while the dimensionless relation between P 0c and Sa (Eq. (34)) is
now
P 0c ¼ P 0a þ z0 ¼ a0
 1 ð1h  SaÞ1=m  1i1m: ð39Þ
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The boundary conditions become
P 0a ¼ P 0V < 0; on WV; ð40Þ
oP 0a
or0
¼ 0; on W ; ð41Þ
on the well casing r0 ¼ R00,
P 0a ¼ h0ðr0Þ; rP 0a 	~n ¼ 0; on z0 ¼ h0ðr0Þ; ð42Þ
on the water table, and P 0a ¼ 0 on the ground surface and far from the well.
The solution of the problem depends on the following dimensionless parameters: (i) P 0V: the
dimensionless vacuum pressure in the well, (ii) P 00 ¼ P0=qwgH0: inverse of the dimensionless depth
of vadose zone; and (iii) a and m: soil properties. There are also geometric properties: (iv) R00:
dimensionless well radius, (v) B0: dimensionless height of well bottom and (vi) L0: length of the well
screen.
As outlined in the Appendix, the pseudo-transient method of ﬁnite diﬀerences is employed to
solve the boundary value problem. Nonlinearity is handled iteratively. Since the pressure gradient
can be large in the vicinity of the venting well, we improve the numerical resolution by introducing
the following transformation to increase the density of the grid points near the well,
r0 ¼ R00 expðyÞ or y ¼ lnðr0=R00Þ: ð43Þ
The transformed equation is solved in the ðy; z0Þ domain with uniform meshes. Good accuracy
near the well in ðr0; z0Þ domain is achieved after numerical experiments [31].
In the numerical results discussed below, we assume H0 ¼ 10 m and choose to ﬁx the following
parameters: R00 ¼ 0:025, L0 ¼ 0:25, P 00 ¼ 1:03, a0 ¼ 50, m ¼ 0:45 (for typical coarse sand). Diﬀerent
values for the vapour extraction pressure P 0V and well bottom position B
0 are examined.
Sample results are ﬁrst presented for P 0V ¼ 0:4 and B0 ¼ 0:4. Contours of air pressure are
presented in Fig. 2. Upwelling of the water table is evident. Fig. 3 shows the normalized air ﬂow
velocity which is calculated from the pressure gradient via Darcy’s law
Fig. 2. Contours of air pressure P 0aðr0; z0Þ for the pure venting case: P 0V ¼ 0:4 and B0 ¼ 0:4. The dashed line is the
elevated water table.
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~u0 ¼ krar0P 0a: ð44Þ
The eﬀect of P 0V on the water table rise for a given well depth is of practical interest. Entry of
groundwater in the venting well should be avoided since it reduces the eﬃciency of venting. Fig. 4
shows h00 and Q
0 as functions of B0 and P 0V, where h
0
0 ¼ h0ðR00Þ is the maximum water table rise, and
Q0 is the normalized volume rate of air drawn into the well through the ground surface
Q0 ¼
Z 1
R0
0
r0u0z dr
0: ð45Þ
Fig. 4. Recharge rate Q0 and maximum rise of water table h00 as functions of B
0 and P 0V for air venting only. The dashed
line in (b) represents the threshold at which the water table reaches the screen bottom, and gives the lower bound for all
curves in this ﬁgure.
Fig. 3. Air velocity vectors and streamlines for the pure venting case: P 0V ¼ 0:4 and B0 ¼ 0:4. The dashed line is the
elevated water table.
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The dashed line in Fig. 4(b) represents the threshold at which the water table reaches the bottom
of the extraction well, and it gives the lower bound for all curves in this ﬁgure. Also we consider
only the range 0 > P 0V > 0:5 since too large a vacuum would be impractical. It is seen from the
plot that for a low vacuum pressure the discharge is almost independent of the screen position, but
for a large vacuum pressure the discharge drops as the screen goes deeper. Therefore, the increase
in discharge by pumping harder is only minimal when the screen is in a deep position. The plot
also shows that the elevated water table can reach the screen bottom only when the screen itself is
close enough to the original water table. There appears to be a lower limit of B0 above which entry
of groundwater will not happen even for large vacuum pressures.
4. Air sparging only
Now, consider the case in which the venting well WV is closed and the sparging well WS is at
work. It is more appropriate to use the depth of the bottom of the sparge well as the normal-
ization length
ðz0; r0Þ ¼ ðz; rÞ=H ; ðP 0c; P 00Þ ¼ ðPc; P0Þ=qwgH ;
P 0a ¼ ðPa  P0Þ=qwgH ; a0 ¼ aH :
ð46Þ
The problem is however governed by the same dimensionless Eqs. (15), (38) and (39). The
boundary conditions are
P 0a ¼ P 0S > z0; on WS; ð47Þ
oP 0a
or0
¼ 0; on W ; ð48Þ
on the well casing r0 ¼ R00,
oP 0a
oz0
¼ 0 if P 0c > 0; or P 0a ¼ z0 if P 0c ¼ 0; at z0 ¼ H
0
0; ð49Þ
on the bedrock, and P 0a ¼ 0 on the ground surface. Far from the sparging well, P 0a ¼ 0 above the
water table but P 0a ¼ z0 below the water table.
In this problem P 0S is the most important input parameter. Note that when P
0
S ¼ 1, the air
pressure in the sparging well equals the hydrostatic pressure at the well bottom and is just large
enough to prevent water from entering the well. If P 0S < 1, water will enter the well and reduces the
eﬀective screen length.
In numerical computations, we again assume H0 ¼ H ¼ 10 m and choose a0 ¼ 50, m ¼ 0:45,
P 00 ¼ 1:03, and R00 ¼ 0:025. The screen bottom is ﬁxed at z0 ¼ 1 and the bedrock at z0 ¼ 1:5, but
the screen length is varied. A range of 1:06 P 0S6 1:6 is also considered.
Typical contour plots of Sa and P 0c, and vector plot of ~u
0 are respectively shown in Figs. 5–7,
where P 0S ¼ 1:2 and L
0 ¼ 0:1. The dashed line in these ﬁgures is the position of the depressed water
table, which separates P 0c, Sa > 0 from P
0
c ¼ Sa ¼ 0. It is clear that close to the injection the air
saturation, the capillary pressure and the air velocity are the highest. The sparging plume exhibits
a bowl shape; its width is comparable with its depth. In a substantial part of the plume the air
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saturation ranges from 0.7 to 0.3. This demonstrates that even for a moderately large sparging
pressure, the plume is neither of a boundary layer shape, nor is the air saturation much less than
unity, as have been supposed by van Dijke et al. [18], and van Dijke and van der Zee [22].
Because of buoyancy, the air saturation and the capillary pressure drop rapidly back to zero
right below the screen bottom. Hence, the sparging does not feel the presence of a deep enough
soil–bedrock interface. In fact, we have compared with the case in which the bedrock is imme-
diately underneath the screen bottom. It is found that for P 0S6 1:6 the bedrock has insigniﬁcant
eﬀects on the saturation and pressure distributions, the plume size, and so on.
Fig. 5. Contours of air saturation Saðr0; z0Þ for the pure sparging case: P 0S ¼ 1:2 and L
0 ¼ 0:1. The dashed line is the
depressed water table.
Fig. 6. Contours of capillary pressure P 0cðr0; z0Þ for the pure sparging case: P 0S ¼ 1:2 and L
0 ¼ 0:1. The dashed line is the
depressed water table.
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It is remarkable from Fig. 7 that the air movement is nearly vertical within the plume, but tends
to spread out radially in the vadose zone. As a result, some of the injected air (between streamlines
S1 and S2) discharges out of the ground only at a far distance from the centre. Such a long route of
air, which is contaminated with chemical vapour, could result in further contamination of the
unsaturated soil. This supports that in practice air sparging and venting should be operated si-
multaneously in order to minimize the pathway of contaminated air in the soil.
4.1. Comparison with measurements
4.1.1. Laboratory experiments
In order to understand the detailed physical mechanism of air sparging, controlled experiments
have been carried out in the laboratory by Ji et al. [9] who have photographed the plume rise
through a porous medium made of glass beads contained between two parallel glass walls. The
two-dimensional gap was of 1 in width, 28.75 in length and 34.5 in height, and was ﬁlled with
uniform spherical glass beads and water. Dyed air was injected at various pressures into the
bottom of the tank through a diﬀuser. No measurement of the pressure or saturation was made. Ji
et al. found that the details of the air rise vary with bead size and injection air pressure. For coarse
beads of diameters typical of gravel (>4 mm), the entry pressure is practically zero and air rises
through bubbles of 1–3 bead diameters. For ﬁne beads of diameters typical of sand and silt (<1
mm), the entry pressure is appreciable and air rises through discrete and stable air channels with
diameters several times of the grain diameter. For larger injection pressure the channels are denser
and the plume width is greater. For intermediate bead size (2 mm), channels prevail near the
vertical axis but bubbles appear near the outer edge of the plume. When ﬁne beads of two diﬀerent
sizes (38% of 0.75 mm and 62% of 0.3 mm) are used, channels appear as intertwining bands and
are not distributed evenly. The typical diameter of air channels ranges from 10 to 20 pore di-
ameters while the typical spacing was from 20 to 40 pore diameters.
Fig. 7. Air velocity vectors and streamlines for the pure sparging case: P 0S ¼ 1:2 and L
0 ¼ 0:1. The dashed line is the
depressed water table.
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The continuum model is closest to the case with beads of diameter 0.75 mm, since the air
channels appear to be nearly uniformly distributed. For this bead size, the shape and size of the air
plumes were reported for two sparging pressures, P ð1ÞS ¼ 109 in (2:71 104 Pa) and P ð2ÞS ¼ 19 in
(4:73 103 Pa) of water pressure above the hydrostatic pressure (1:08 105 Pa). We ﬁrst modify
the axisymmetric boundary value problem to one in the (x; z) plane. From the description by Ji
et al. the following dimensionless parameters are inferred: L
0 ¼ 0:038, R00 ¼ 0:01, P 0ð1ÞS ¼ 5:2,
P 0ð2ÞS ¼ 1:73. Notice that although P 0S is large, the well screen length is very small. Therefore the
total ﬂow rates are not large.
Since the beads are coarse we use the typical values a ¼ 7 m1, m ¼ 0:55 to ﬁt our numerical
simulation with the recorded plume shape due to the lower injection pressure, as shown on in Fig.
8(a). The same values of a and m are then used to calculate the plume shape for the higher
pressure. A comparison between the numerical simulation and the experimental record is shown
in Fig. 8(b); the agreement in the relative size and shape of the plumes appears good.
Fig. 8. Comparison of two-dimensional plume shapes by numerical simulation (left) to scaled sketches by Ji et al. [9]
(right), at low (top) and high (bottom) injection pressures in a 0.75 mm bead medium. On the left the contours of air
saturation are shown. On the right paths of air channels are sketched.
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4.1.2. Field measurements
Field tests on air sparging have been carried out by Lundegard and LaBrecque [32] (see also
Ref. [33]) who monitored the ﬂow of air around a sparge well near a former gasoline station in
Florence, Oregon. The sparging well had a 5 cm diameter and a 0.6 m section of V-wire screen
with 0.5 mm openings. The top of the well screen was about 4.3 m below the water table. Soil
grains at the site consists of a very uniform mixture of sand and gravel ﬁlled to a depth of 0.76 m,
below which there is a deep layer (z ¼ 61 m) of quaternary eolian dune sand, with a mean grain
size of 0.25 mm. The initial water table was H0 ¼ 0:52 m below the land surface. Slug tests of the
sparge well indicated a horizontal conductivity of about 2 102 cm/s, which gives an intrinsic
permeability of about 2:6 1011 m2. The average porosity was n ¼ 0:4, with little spatial vari-
ation. An oil-free compressor was used to inject air for two hours at the pressure of about
41:4 103 Pa and the ﬂow rate of 0.52 m3/min.
Measurements for both transient and steady states were made. Local air and water saturations
were inferred from the changes of resistivity measured by electrical resistance tomography (ERT).
Air pressure in the vadose zone and the transient variation of water table were also recorded.
To simulate the ﬁeld tests at the steady state, we calculate from the sparging well conﬁguration
the following dimensionless parameters: L
0 ¼ 0:122, H 00 ¼ 1:06, P 00 ¼ 2:11. We also estimate the
soil parameters to be a ¼ 5:0 m1, m ¼ 0:45, and air sparging pressure to be P 0S ¼ 1:0.
We have calculated the eﬀective air saturation Sa from which Sw is obtained according to Eq.
(11). The computed plume shape is in fairly good agreement with the data [31]. Comparison of the
air saturations cannot be conclusively made because the residual saturation Sr is not known.
Disregarding Sr the agreement is only qualitative and is not presented here. Uncertainties on the
accuracy of the inferred data from ERT measurements and the soil heterogeneity are also likely
causes of the quantitative discrepancies.
In Fig. 9 we compare the measured and computed air pressure in the partially saturated zone
at diﬀerent radial distances away from the sparging well at diﬀerent depths. Near the well the
Fig. 9. Comparison of numerical simulation (lines) to data by Lundegard and LaBrecque [32] (symbols) for radial
distributions of soil gas pressure: solid line and squares for 4.6 m below ground surface; dashed line and triangles for
3 m below ground surface; dotted line and circles for 1.5 m below ground surface.
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numerical results crudely agree with ﬁeld data, though the latter decrease more slowly with the
distance from the sparging well. This may also be a result of the heterogeneity and anisotropy of
the soil in the ﬁeld site. As a check for mass conservation we computed the total vertical ﬂux
across a horizontal plane to be 0.53 m3/min, which agrees with the measured ﬂux at the well, 0.52
m3/min.
We now turn to more predictions to assess the role of air compressibility, and the radius of
inﬂuence (ROI).
4.2. Role of air compressibility
Van Dijke et al. [18] treated air as an incompressible ﬂuid and solved for Pa from
r 	 krarPa ¼ 0: ð50Þ
To conﬁrm our order estimates in Section 2, we have also performed computations for incom-
pressible air by using the above equation and compared the results with those from the com-
pressible air model. The input parameters are the same as those used in Figs. 5–7. In Fig. 10 the
radial variations of the capillary pressure P 0c and vertical velocity u
0
z are shown for several depths.
It can be seen that at the depth (z ¼ 0:8) near the top of the well screen, the diﬀerence is small.
However further above from the well (z0 ¼ 0:5;0:2), the capillary pressure, the vertical velocity
and the ROI are signiﬁcantly greater for the compressible air. Similar trends are found for Sa and
kra [31]. This tendency can be partially attributed to the nonlinearity associated with compress-
ibility. Let us for example consider a one-dimensional seepage from z ¼ 0 to L forced by a
pressure diﬀerence, with Pð0Þ ¼ P1 and P ðLÞ ¼ P2. Taking a constant kra for analytical simplicity,
we get the pore pressure everywhere along the
PcðzÞ
P1
¼ 1

 1

 P
2
2
P 21

x
L
1=2
ð51Þ
Fig. 10. Comparison of capillary pressure P 0cðr0; z0Þ and vertical velocity component u0zðr0; z0Þ predicted by compressible
air model (––) and by incompressible air model ð–––Þ.
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for compressible air, and
PicðzÞ
P1
¼ 1 1

 P2
P1

x
L
ð52Þ
for incompressible air. It is easy to see that Pc > Pic for all z and P2 < P1. The diﬀerence is small for
both z  0 and L but is the greatest for z ¼ L=2. The ﬁeld data cited by van Dijke et al. [18] was for
a weak sparging pressure, recorded at a point close to the well, and may not be a suﬃcient basis
for disregarding air compressibility everywhere.
4.3. Radius of inﬂuence
In designing the proper spacing of sparging wells, perhaps the most important parameter is the
ROI of a sparging well [34]. ROIs are commonly estimated by measuring (i) the pressure response
below the water table, (ii) the increase in dissolved oxygen concentration in the ground water, (iii)
the mounding of the water table, and (iv) the increase in VOC vapour concentration in the un-
saturated zone [35–38]. It has been known that measuring the mounding of the water table to infer
the ROI usually overestimates the ROI [32]. Mounding is also a transient phenomenon and
subsides when the steady state is reached [32]. As noted previously, when air approaches the initial
water table, it migrates horizontally because of the loss of buoyancy. Therefore considerable VOC
vapour concentration may exist in the unsaturated zone far away from the sparging well and the
increase in VOC vapour is a poor indication of the ROI. To measure the air saturation or air
pressure in the saturated zone may be the surest way to reveal the actual ROI, although it may be
rather diﬃcult in the ﬁeld [39].
Figs. 5–7 provide some guidance as how one should choose an appropriate deﬁnition for the
ROI. Firstly, it is obvious that the seepage velocity is appreciable only within the region enclosed
by the contours of Sa ¼ 0:1 or P 0c ¼ 0:01. Outside these contours and down to the depressed water
table is a region of very low air velocity. Hence measuring the depression of the water table can
signiﬁcantly overestimate the eﬀective plume size of the sparging. Secondly, the saturations and
capillary pressure change rapidly in the vicinity of the original water table (z0 ¼ 0); measurements
in this region are very sensitive to elevation, and should be avoided for inferring the ROI.
In view of the above facts, we deﬁne in this work the ROI R0I as the radial distance from the
centreline of the P 0c ¼ 0:01 contour at the elevation of half the penetration depth of the well
(z ¼ H=2). That is,
P 0cðr0 ¼ R0I; z0 ¼ 0:5Þ ¼ 0:01: ð53Þ
Fig. 11 shows the dependence of discharge rate Q0 and ROI R0I on the sparging pressure P
0
S, and the
well screen opening L
0
, where Q0, calculated from Eq. (45), is the normalized volume rate of air
discharged to the atmosphere through the ground surface. It can be seen that both Q0 and R0I
increase when either the sparging pressure or the well screen length increases. However the trend
of increase steepens for Q0, but ﬂattens for R0I. Since the pumping power equals the pressure times
the volume ﬂow rate, the unit cost increases per unit increase in ROI. In other words, the cost
eﬀectiveness of a single sparging well decreases as the injection pressure gets higher.
Also shown in Fig. 11 are the corresponding results predicted using the incompressible air
model. Clearly both Q0 and R0I are underestimated if the air compressibility is ignored. The error is
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approximately 50% for Q0, and 15% for R0I. The diﬀerences become very noticeable for large P
0
S
and L
0
.
We next examine the eﬀect of soil particle size on the ROI. As mentioned earlier, a ﬁner grained
soil will have a smaller value of a. Fig. 12 shows R0I versus P
0
S for a ¼ 5 and 3 m1. Obviously, the
ROI in a ﬁner soil is larger than in a coarser soil under the same sparging pressure. In this case, the
diﬀerence is approximately 10%. This is essentially due to a stronger capillarity in a ﬁner soil, as
has been pointed out by Philip [20].
Fig. 11. Discharge rate Q0 and ROI R0I as functions of P
0
S and L
0
for air sparging only; solid lines by compressible air
model and dashed lines by incompressible air model.
Fig. 12. ROI R0I versus P
0
S for a ¼ 3, 5 m1.
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5. Combined air venting and air sparging
Air sparging is typically coupled with an air venting system to collect the rising air containing
VOCs above the water table. In this section let us examine the coupling eﬀects of a sparging well
and a venting well.
The normalized governing equations are the same as in Sections 3 and 4, with both WV and WS
now functioning. For comparison, we combine the pure venting case shown in Figs. 2–4 with the
pure sparging case shown in Figs. 5–7. That is, P 0V ¼ 0:4, P 0S ¼ 1:2, B0 ¼ 0:4, L0 ¼ 0:1, L
0 ¼ 0:1,
H 00 ¼ 1:0, a0 ¼ 50, m ¼ 0:45, P 00 ¼ 1:03, and R00 ¼ 0:025.
The contour plots of Sa and P 0c, and vector plot of~u
0 are respectively shown in Figs. 13–15. On
comparing with the pure sparging case, it is clear that the venting has little eﬀect on the sparging
Fig. 14. Contours of capillary pressure P 0cðr0; z0Þ for the combined venting and sparging case: P 0V ¼ 0:4, B0 ¼ 0:4,
P 0S ¼ 1:2 and L
0 ¼ 0:1. The dashed line is the depressed water table.
Fig. 13. Contours of air saturation Saðr0; z0Þ for the combined venting and sparging case: P 0V ¼ 0:4, B0 ¼ 0:4, P 0S ¼ 1:2
and L
0 ¼ 0:1. The dashed line is the depressed water table.
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plume in the region which is located below the original water table. The distributions of air
saturation, capillary pressure and seepage velocity, the depression of the water table and the ROI
are essentially the same as in the pure sparging case. The air ﬂow ﬁeld is however dramatically
diﬀerent in the vadose zone. As seen from Fig. 15, much of the injected air is now withdrawn into
the venting well instead of discharging into the atmosphere directly. The ﬂow distinctly becomes
horizontal in the vadose zone. As expected, the venting well serves to expedite the removal of
contaminated rising air from the sparging. On the other hand, the recharge rate of clean air drawn
from the atmosphere into the venting well is smaller than the pure venting case. This may lengthen
the clean-up time of the vadose zone itself.
6. Concluding remarks
By showing that the water motion is negligible in steady air sparging, we are able to reduce the
two-phase ﬂow problem to one involving just one moving phase. Transient ﬂows in pulsed
sparging must of course still be solved for two moving phases. In any case the continuum model
employed here can only represent the averaged features overlooking the micro-scale structures
such as air channels or bubbles. Nevertheless the numerical predictions appear reasonable and in
fair agreement with reported measurements. Since the presence of air channels and bubbles may
strongly aﬀect the transport of chemicals, modelling the microstructure for air sparging is yet an
important hydrodynamical hurdle to be overcome.
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Appendix A. Numerical scheme
We adopt a pseudo-transient method to compute solutions for the steady venting/sparging
problem. Introducing the change of variable from r0 to y according to Eq. (43), and a pseudo-
unsteady term to allow for iteration, the air pressure equation (38) can be written as:
oP 0a
ot
¼ o
oz0
kra P 0a
 þ P 00 oP 0aoz0

þ 1
r02
o
oy
kra P 0a
 þ P 00 oP 0aoy

; ðA:1Þ
where t, which is not the real time, is the pseudo-time used only for keeping track of the progress
of the solution iteration. The computation domain ðy; z0Þ is discretized into a uniform array of grid
points ði; jÞ where i ¼ 1; . . . ; IM, j ¼ 1; . . . ; JM, and yi ¼ ði 1ÞDy, z0j ¼ ðj J0ÞDz. The hori-
zontal boundaries j ¼ 1 and JM correspond respectively to the bedrock and the ground surface,
while the vertical boundaries i ¼ 1 and IM are respectively the well casing and a far enough
boundary. The initial water table is given by j ¼ J0, the sparging screen is along ð1; J16 j6 J2Þ
and the venting screen is along ð1; J36 j6 J4Þ. An integer superscript is used below to denote the
time level.
The steady-state solution is found by advancing the pseudo-transient problem to a large enough
time level, starting with the following initial conditions.
P 00aði;jÞ ¼
0 if z0j > 0
z0j if z0j6 0
(
; ðA:2Þ
P 00að1;jÞ ¼
P 0S if ð1; jÞ 2 WS
P 0V if ð1; jÞ 2 WV

; ðA:3Þ
P 00cði;jÞ ¼ P 00aði;jÞ þ z0j; ðA:4Þ
S0aði;jÞ ¼
1 1þ a0z0j
 1=ð1mÞ m
if P 00cði;jÞ > 0
0 if P 00cði;jÞ6 0
8<
: ; ðA:5Þ
k0raði;jÞ ¼ S
0
aði;jÞ
 1=2
1 1 S0aði;jÞ
 1=m 2m
if P 00cði;jÞ > 0
0 if P 00cði;jÞ6 0
8><
>: : ðA:6Þ
We further deﬁne
F 1ði;jÞ ¼ kraðiþ1=2;jÞ P 0aðiþ1=2;jÞ

þ P 00
 Dt
ðr0ði;jÞDyÞ2
; ðA:7Þ
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F 2ði;jÞ ¼ kraði1=2;jÞ P 0aði1=2;jÞ

þ P 00
 Dt
ðr0ði;jÞDyÞ2
; ðA:8Þ
F 3ði;jÞ ¼ kraði;jþ1=2Þ P 0aði;jþ1=2Þ

þ P 00
 Dt
Dz2
; ðA:9Þ
F 4ði;jÞ ¼ kraði;j1=2Þ P 0aði;j1=2Þ

þ P 00
 Dt
Dz2
: ðA:10Þ
Eq. (A.1) is solved with an alternate-direction-implicit ﬁnite diﬀerences scheme. Advancing the
solution from t ¼ nDt to ðnþ 1ÞDt is achieved by solving the following set of equations which are
implicit in the y-direction. For each j ¼ 2; . . . ; JM  1:
F 2nði;jÞP 0nþ1aði1;jÞ þ 1

þ F 1nði;jÞ þ F 2nði;jÞ

P 0nþ1aði;jÞ  F 1nði;jÞP 0nþ1aðiþ1;jÞ
¼ F 4nði;jÞP 0naði;j1Þ þ 1

 F 3nði;jÞ  F 4nði;jÞ

P 0naði;jÞ þ F 3nði;jÞP 0naði;jþ1Þ; ðA:11Þ
where i ¼ 2; . . . ; IM  1, subject to the boundary conditions: P 0að1;jÞ ¼ P 0S; P 0V, or ð4P 0að2;jÞ  P 0að3;jÞÞ=3
when ð1; jÞ 2 WS, WV, or W respectively, and P 0aðIM ;jÞ ¼ 0 or z0j when z0j > 0 or 6 0, respectively.
Each of the above is a tridiagonal linear system that can be solved with a standard routine.
Having found P 0nþ1aði;jÞ, the other quantities P
0
c, Sa, and kra can be updated to the same time level.
The next time advancement to t ¼ ðnþ 2ÞDt is achieved by solving the following sets of
equations which are implicit in the z0-direction. For each i ¼ 2; . . . ; IM  1:
 F 4nþ1ði;jÞP 0nþ2aði;j1Þ þ 1

þ F 3nþ1ði;jÞ þ F 4nþ1ði;jÞ

P 0nþ2aði;jÞ  F 3nþ1ði;jÞP 0nþ2aði;jþ1Þ
¼ F 2nþ1ði;jÞP 0nþ1aði1;jÞ þ 1

 F 1nþ1ði;jÞ  F 2nþ1ði;jÞ

P 0nþ1aði;jÞ þ F 1nþ1ði;jÞP 0nþ1aðiþ1;jÞ;
ðA:12Þ
where j ¼ 2; . . . ; JM  1, subject to the boundary conditions: P 0aði;1Þ ¼ ð4P 0aði;2Þ  P 0aði;3ÞÞ=3 or z01
when P 0cði;2Þ > 0 or 6 0 respectively, and P 0aði;JMÞ ¼ 0. These are again tridiagonal linear systems.
The other quantities are also updated when P 0nþ2aði;jÞ are found.
The above two steps are repeated alternately till a large time when the steady-state solution is
approached.
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