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Let Rn+ be the n-dimensional upper half Euclidean space, and let α be any real number
satisfying 0 < α < n, we study positive solutions of the following system of integral
equations in Rn+:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u(x) =
∫
Rn+
(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
vq(y)dy;
v(x) =
∫
Rn+
(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
up(y)dy
where x∗ is the reﬂection of the point x about the plane xn = 0. We assume that v ∈
Lq+1(Rn+), u ∈ Lp+1(Rn+) with
1
q + 1 +
1
p + 1 =
n − α
n
.
In our previous paper, we considered the corresponding single equation
u(x) =
∫
Rn+
(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
u
n+α
n−α (y)dy
and proved that every positive solution of the above integral equation is rotationally
symmetric about some line parallel to xn-axis. We also established regularity of solutions.
Now we go further to study the regularity and rotational symmetry for solutions of the
above system of integral equations and generalize the results in our previous paper.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let Rn be the n-dimensional Euclidean space, and let α be a real number satisfying 0 < α < n. Consider the integral
equations
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⎪⎪⎪⎪⎩
u(x) =
∫
Rn
1
|x− y|n−α v
q(y)dy;
v(x) =
∫
Rn
1
|x− y|n−α u
p(y)dy.
(1)
Here 1q+1 + 1p+1 = n−αn . When p = q and u(x) = v(x), (1) reduces to the following integral equation
u(x) =
∫
Rn
1
|x− y|n−α u
τ (y)dy. (2)
(2) arises as an Euler–Lagrange equation for a functional under a constraint in the context of the Hardy–Littlewood–Sobolev
inequalities (see [13]). In [13], Lieb classiﬁed the maximizers of the functional, and thus obtained the best constant in the
Hardy–Littlewood–Sobolev inequalities. He then posed the classiﬁcation of all the critical points of the functional – the
solutions of the integral equation (2) as an open problem.
In [9], Chen, Li, and Ou solved Lieb’s open problem by using the method of moving planes. They proved that:
Proposition 1. Every positive regular solution u(x) of (2) is radially symmetric and decreasing about some point xo and therefore
assumes the form
c
(
t
t2 + |x− x0|2
)(n−α)/2
, (3)
with some positive constants c and t.
They also established the equivalence between the integral equations and the following well-known family of semi-linear
partial differential equations
(−)α/2u = u(n+α)/(n−α), x ∈ Rn. (4)
In the special case α = 2, there have been a series of results concerning the classiﬁcation of the solutions (cf. [12,1,4,14]).
Recently, Wei and Xu [23] generalized these results to the cases that α being any even number between 0 and n. Apparently,
for any real value of α between 0 and n, Eq. (4) is also of practical interest and importance.
It can be proved that integral system (1) is equivalent to the PDE system{
(−) α2 u(x) = vq(x), ∀x ∈ Rn;
(−) α2 v(x) = up(x), ∀x ∈ Rn.
In the special case when α = 2, it reduces to the well-known Lane–Emden system.
On the upper half Euclidean space
Rn+ =
{
x = (x1, x2, . . . , xn) ∈ Rn+
∣∣ xn > 0}.
The same equation naturally arises with Navier boundary conditions. In particular, when α is an even number, we have⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(−) α2 u(x) = vq(x), ∀x ∈ Rn+;
(−) α2 v(x) = up(x), ∀x ∈ Rn+;
(−)ku(x) = 0, ∀x ∈ ∂Rn+;
(−)kv(x) = 0, ∀x ∈ ∂Rn+,
(5)
k = 0,1, . . . , α2 − 1.
In this paper, we will study the corresponding system of integral equations in the upper half space Rn+ ,⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u(x) =
∫
Rn+
(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
vq(y)dy;
v(x) =
∫
Rn+
(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
up(y)dy.
(6)
One of our motivation is
Theorem 1. Let (u(x), v(x)) be a pair of positive smooth solutions of (6), then (u(x), v(x)) satisﬁes (5).
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of PDE system (5) is also a pair of solutions of integral system (6). Of course, the integral system is also interesting in its
own right.
We prove regularity, rotational symmetry, and monotonicity of the solutions for the integral system.
Theorem 2. Assume that (u(x), v(x)) is a pair of positive solutions of (6), and u ∈ Lp+1(Rn+) and v ∈ Lq+1(Rn+). Then (u(x), v(x)) is
uniformly bounded in Rn+ . Moreover (u(x), v(x)) is continuous.
Theorem 3. Let p,q > 1, then every positive solution (u(x), v(x)) of (6) is rotationally symmetric about some line parallel to xn-axis.
In Section 2, we use the regularity lifting method to prove Theorem 2. In Section 3, we obtain rotational symmetry of the
solutions by using the method of moving planes in integral forms. In Section 4, we show the relation between the system
of integral equations and PDEs.
For more results concerning integral equations and the method of moving planes in integral forms, please see [5,6,8,10,
11,2,3,15–17,19–22].
2. Regularity of solutions
In the following, we use ‖u‖p to represent the Lp norm on the corresponding domain.
Lemma 2.1. Let
h(x) =
∫
Rn
|x− y|α−n f (y)dy.
Then for any t > nn−α , we have
‖h‖t  C(n, s,α)‖ f ‖ nt
n+αt
. (7)
For the proof please see [7].
Theorem 2.1. Assume that (u(x), v(x)) is a pair of positive solutions of (6), and u ∈ Lp+1(Rn+) and v ∈ Lq+1(Rn+). Then (u(x), v(x))
is uniformly bounded in Rn+ . Moreover (u(x), v(x)) is continuous.
Proof. Step 1. We ﬁrst show that u(x) and v(x) are uniformly bounded in Rn+ . Let (u, v) be a pair of solutions of the
system (6) and we assume p  q for simplicity.
Given any r  p+12 , choose s, such that
1
s
− 1
r
= 1
q + 1 −
1
p + 1 . (8)
Then one can verify that
s >
nr
n + αr and s >
n
n − α .
This guarantees that there exists an l > 1, such that
l − 1
l
s = nr
n + αr . (9)
Since the equation in the abstract
1
q + 1 +
1
p + 1 =
n − α
n
,
and (8), (9) imply that
l(q − 1) nr
n + αr = q + 1. (10)
Deﬁne
uA(x) =
{
u(x), if |u(x)| > A or |x| > A,
0, elsewhere,
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uB(x) = u(x) − uA(x).
Obviously, uB is bounded, and suppuB ⊂ BA(0). We similarly deﬁne v A and vB .
Let f ∈ Lr(Rn+) and g ∈ Ls(Rn+) respectively. Deﬁne
T A1 g =
∫
Rn+
(|x− y|α−n − ∣∣x∗ − y∣∣α−n)vq−1A (y)g(y)dy,
T A2 f =
∫
Rn+
(|x− y|α−n − ∣∣x∗ − y∣∣α−n)up−1A (y) f (y)dy,
F =
∫
Rn+
(|x− y|α−n − ∣∣x∗ − y∣∣α−n)vqB(x)dy,
G =
∫
Rn+
(|x− y|α−n − ∣∣x∗ − y∣∣α−n)upB(x)dy.
First applying (7), we obtain∥∥T A1 g∥∥r  C1∥∥vq−1A g∥∥ nrn+αr . (11)
It follows from (8), (9), and (10), we have
q − 1
q + 1 +
1
s
= n + αr
nr
.
Applying Hölder inequality to (11),∥∥T A1 g∥∥r  C1∥∥vq−1A ∥∥ q+1q−1 ‖g‖s  C1‖v A‖q−1q+1‖g‖s. (12)
Similarly, we have∥∥T A2 f ∥∥s  C2‖uA‖p−1p+1‖ f ‖r . (13)
Hence T A1 maps L
s(Rn+) into Lr(Rn+) and T A2 maps Lr(Rn+) into Ls(Rn+).
One can see that
u = T A1 v + F ,
v = T A1 u + G.
Deﬁne
T A( f , g) =
(
T A1 g, T
A
2 f
)
.
Deﬁne the norm in the product Lr(Rn+) × Ls(Rn+) by∥∥( f , g)∥∥r×s = ‖ f ‖r + ‖g‖s.
It follows from (12) and (13) that∥∥T A( f , g)∥∥r×s = ∥∥T A1 g∥∥r + ∥∥T A2 f ∥∥s  C1‖v A‖q−1q+1‖g‖s + C2‖uA‖p−1p+1‖ f ‖r . (14)
Since u ∈ Lp+1(Rn+) and v ∈ Lq+1(Rn+), one can choose A suﬃciently large, so that both ‖v A‖q+1 and ‖uA‖p+1 are suﬃ-
ciently small, and hence
∥∥T A( f , g)∥∥r×s  12‖g‖s + 12‖ f ‖r = 12
∥∥( f , g)∥∥r×s.
Therefore, T A is a contract mapping from Lr(Rn+) × Ls(Rn+) to itself.
Since (u, v) is a pair of solutions of the integral system (6), it is easy to verify that
(u, v) = T A(u, v) + (F ,G). (15)
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Sobolev inequality, one can easily verify that
‖F‖r,‖G‖s < ∞, ∀r, s > n
n − α .
By the Regularity Lifting Theorem (see Theorem 3.3.1 in [7]),
(u, v) ∈ (Lp+1(Rn+)× Lq+1(Rn+))∩ (Lr(Rn+)× Ls(Rn+)).
By virtue of (8), one can choose r to be arbitrarily large. By the equations in (6), v is bounded and which in turn implies
that u is bounded. Hence, u(x) and v(x) are uniformly bounded in Rn+ .
Step 2. Now we prove the continuity of (u(x), v(x)).
Let
u(x) − u(z) = I1 + I2
where
I1 =
∫
BR (x)
[(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
−
(
1
|z − y|n−α −
1
|z∗ − y|n−α
)]
vq(y)dy,
I2 =
∫
Rn+\BR (x)
[(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
−
(
1
|z − y|n−α −
1
|z∗ − y|n−α
)]
vq(y)dy.
Since∫
Rn+
(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
vq(y)dy < ∞,
one can choose R suﬃciently large, so that I2 is small.
We then estimate I1. Since
1
|x− y|n−α −
1
|z − y|n−α → 0,
uniformly for all y ∈ BR(x), as |x− z| → 0.
Noticing that |x∗ − z∗| → 0, as |x− z| → 0, we also have
1
|x∗ − y|n−α −
1
|z∗ − y|n−α → 0,
uniformly for all y ∈ BR(x), as |x− z| → 0. Hence
lim|x−z|→0
∫
BR (x)
[(
1
|x− y|n−α −
1
|z − y|n−α
)
−
(
1
|x∗ − y|n−α −
1
|z∗ − y|n−α
)]
vq(y)dy
=
∫
BR (x)
lim|x−z|→0
[(
1
|x− y|n−α −
1
|z − y|n−α
)
−
(
1
|z∗ − y|n−α −
1
|x∗ − y|n−α
)]
vq(y)dy
= 0.
Therefore u(x) is continuous. Similarly, v(x) is continuous.
This completes the proof of the theorem. 
3. Symmetry of solutions
Theorem 3.1. Let p,q > 1, then every pair of positive solutions (u(x), v(x)) of (6) is rotationally symmetric about some line parallel
to xn-axis.
To prove the theorem, we need the following lemmas. For a given real number λ, deﬁne
Σλ =
{
x = (x1, x2, . . . , xn) ∈ Rn+
∣∣ x1  λ}
and let
xλ = (2λ − x1, x2, . . . , xn)
and uλ(x) = u(xλ), vλ(x) = v(xλ).
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u(x) − uλ(x) =
∫
Σλ
[(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
−
(
1
|xλ − y|n−α −
1
|xλ∗ − y|n−α
)][
vq(y) − vqλ(y)
]
dy,
v(x) − vλ(x) =
∫
Σλ
[(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
−
(
1
|xλ − y|n−α −
1
|xλ∗ − y|n−α
)][
up(y) − upλ(y)
]
dy,
where xλ∗ = (2λ − x1, x2, . . . ,−xn) is the reﬂection of xλ about the plane ∂Rn+ .
The proof is similar to that of Lemma 3.1 in [18].
Lemma 3.2. (See Li and Zhuo [18].) For any x, y ∈ Σλ , we have(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
−
(
1
|xλ − y|n−α −
1
|xλ∗ − y|n−α
)
> 0.
Proof of Theorem 3.1. We will use the method of moving planes to derive the symmetry and monotonicity of (u(x), v(x)).
Step 1. (Prepare to move the plane from near x1 = −∞.)
Now we compare the values of uλ(x) and u(x), vλ(x) and v(x). For λ suﬃciently negative, we are going to show that
uλ(x) − u(x) 0, vλ(x) − v(x) 0, ∀x ∈ Σλ. (16)
To this end, let
wλ(x) = uλ(x) − u(x), gλ(x) = vλ(x) − v(x),
and deﬁne
Σuλ =
{
x ∈ Σλ
∣∣ wλ(x) < 0}, Σ vλ = {x ∈ Σλ ∣∣ gλ(x) < 0}
the sets where inequality (16) is violated. We will prove that Σuλ and Σ
v
λ are empty.
u(x) − uλ(x) =
∫
Σλ
[(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
−
(
1
|xλ − y|n−α −
1
|xλ∗ − y|n−α
)][
vq(y) − vqλ(y)
]
dy
=
∫
Σλ\Σ vλ
[(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
−
(
1
|xλ − y|n−α −
1
|xλ∗ − y|n−α
)][
vq(y) − vqλ(y)
]
dy
+
∫
Σ vλ
[(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
−
(
1
|xλ − y|n−α −
1
|xλ∗ − y|n−α
)][
vq(y) − vqλ(y)
]
dy

∫
Σ vλ
[(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
−
(
1
|xλ − y|n−α −
1
|xλ∗ − y|n−α
)][
vq(y) − vqλ(y)
]
dy

∫
Σ vλ
(
1
|x− y|n−α −
1
|x∗ − y|n−α
)[
vq(y) − vqλ(y)
]
dy

∫
Σ vλ
1
|x− y|n−α
[
vq(y) − vqλ(y)
]
dy
= q
∫
Σ vλ
1
|x− y|n−α ψ
q−1
λ (y)
[
v(y) − vλ(y)
]
dy
 q
∫
Σ vλ
1
|x− y|n−α v
q−1(y)
[
v(y) − vλ(y)
]
dy
where ψλ(y) is valued between vλ(y) and v(y).
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u(x) − uλ(x) q
∫
Σ vλ
1
|x− y|n−α v
q−1(y)
[
v(y) − vλ(y)
]
dy. (17)
We apply the equivalent form of Hardy–Littlewood–Sobolev inequality (Lemma 2.1) to (17) to obtain
‖wλ‖Lp+1(Σuλ )  C
∥∥vq−1gλ∥∥
L
q+1
q (Σ vλ )
.
Then use the generalized Hölder inequality to the above. Choose
s = q + 1
q
, r = q + 1.
To ensure
1
s
= 1
r
+ 1
t
,
we choose
t = q + 1
q − 1 .
We thus arrive at
‖wλ‖Lp+1(Σuλ )  C‖v‖
q−1
Lq+1(Σ vλ )
‖gλ‖Lq+1(Σ vλ ). (18)
Similarly, we have
‖gλ‖Lq+1(Σ vλ )  C‖u‖
p−1
Lp+1(Σuλ )
‖wλ‖Lp+1(Σuλ ). (19)
It follows from (18) and (19) that∥∥wλ(x)∥∥Lp+1(Σuλ )  C‖v‖q−1Lq+1(Σ vλ )‖u‖p−1Lp+1(Σuλ )‖wλ‖Lp+1(Σuλ ). (20)
Since u ∈ Lp+1(Rn+), v ∈ Lq+1(Rn+), we can choose N suﬃciently large, such that for λ < −N , we have
C‖v‖q−1
Lq+1(Σ vλ )
‖u‖p−1
Lp+1(Σuλ )
 1
2
.
Now the inequality (20) implies
‖wλ‖Lp+1(Σuλ ) = 0.
Similarly,
‖gλ‖Lq+1(Σ vλ ) = 0.
Therefore Σuλ and Σ
v
λ must be measure zero and hence empty by the continuity of wλ(x) and gλ(x).
Therefore, for λ suﬃciently negative, we must have
wλ(x) 0, gλ(x) 0, ∀x ∈ Σλ. (21)
Step 2. (Move the plane to the limiting position to the derive symmetry.)
We continue to move the plane Tλ = {x ∈ Rn+ | x1 = λ} to the right as long as (21) holds. Deﬁne
λo = sup
{
λ
∣∣ wμ(x) 0, gμ(x) 0, μ λ, ∀x ∈ Σμ}.
We will show that
wλo (x) ≡ 0, gλo (x) ≡ 0. (22)
Otherwise, there exists y0, such that
wλo (yo) > 0, gλo (yo) > 0.
By the continuity of wλ(x) and gλ(x), there exists a neighborhood N(yo) of yo , such that on N(yo),
wλo (y) > 0, gλo (y) > 0, ∀y ∈ N(yo).
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wλo (x) = uλo (x) − u(x)
=
∫
Σλo
[(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
−
(
1
|xλo − y|n−α −
1
|xλo∗ − y|n−α
)][
vqλo (y) − vq(y)
]
dy

∫
N(yo)
[(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
−
(
1
|xλo − y|n−α −
1
|xλo∗ − y|n−α
)][
vqλo (y) − vq(y)
]
dy
> 0.
It follows that
wλo (x) > 0, ∀x ∈ Σλo . (23)
We can similarly have
gλo (x) > 0, ∀x ∈ Σλo . (24)
For any small η > 0, we can choose R suﬃciently large, so that
( ∫
Rn+\BR (0)
up+1(y)dy
) p−1
p+1
< η,
( ∫
Rn+\BR (0)
vq+1(y)dy
) q−1
q+1
< η. (25)
From (23) and (24), for any δ > 0, there exists Co > 0, such that
wλo (x) > Co and gλo (x) > Co, ∀x ∈ Σλo−δ ∩ BR(0).
By the continuity of wλ and gλ with respect to λ, one can choose  suﬃciently small, so that
wλo+(x) 0 and gλo+(x) 0, ∀x ∈ Σλo−δ ∩ BR(0). (26)
Now (25) and (26) imply that Σuλo+ = {x ∈ Σλo+ | u(x) > uλo+(x)} and Σ vλo+ = {x ∈ Σλo+ | v(x) > vλo+(x)} have no
intersection with
Σλo−δ ∩ BR(0),
and hence it is contained in the union of
(Σλo+ \ Σλo−δ) ∩ BR(0) and Rn+ \ BR(0).
Obviously,
μ
(
(Σλo+ \ Σλo−δ) ∩ BR(0)
)
is small for small  and δ, and by (25), we have
C‖v‖q−1
Lq+1(Σ vλo+ )
‖u‖p−1
Lp+1(Σuλo+ )
 1
2
. (27)
Applying (20) with λ = λo +  , we have∥∥wλo+(x)∥∥Lp+1(Σuλo+ )  C‖v‖q−1Lq+1(Σ vλo+ )‖u‖p−1Lp+1(Σuλo+ )‖wλo+‖Lp+1(Σuλo+ ). (28)
By (27) and (28), we deduce
‖wλo+‖Lp+1(Σuλo+ ) = 0,
and similarly,
‖gλo+‖Lq+1(Σ vλo+ ) = 0.
Therefore Σuλo+ and Σ
v
λo+ must be empty, that is
wλo+(x) 0, gλo+(x) 0, ∀x ∈ Σλo+ .
This would contradict with the deﬁnition of λo , and hence (22) holds.
Since we can choose any direction that is perpendicular to xn-axis as x1 direction, we have actually shown that the
solutions (u(x), v(x)) are rotationally symmetric about some axis parallel to xn-axis. 
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Theorem 4.1. Let (u(x), v(x)) be the smooth solutions of⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u(x) =
∫
Rn+
(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
vq(y)dy,
v(x) =
∫
Rn+
(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
up(y)dy,
(29)
then (u(x), v(x)) satisﬁes⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(−) α2 u(x) = vq(x), ∀x ∈ Rn+;
(−) α2 v(x) = up(x), ∀x ∈ Rn+;
(−)ku(x) = 0, ∀x ∈ ∂Rn+;
(−)kv(x) = 0, ∀x ∈ ∂Rn+,
k = 0,1, . . . , α2 − 1.
Proof. Since
(−)k
(
1
|x− y|n−α
)
= (−)k
(
1
|x∗ − y|n−α
)
,
for x = x∗ , it is easy to verify that
(−)ku(x) = 0, (−)kv(x) = 0, k = 0,1, . . . , α
2
− 1, ∀x ∈ ∂Rn+.
Then
(−) α2 u(x) =
∫
Rn+
(−) α2
(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
vq(y)dy
= C
∫
Rn+
δ(x− y)vq(y)dy
= C vq(x).
And we can also have
(−) α2 v(x) = Cup(x). 
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