Shock temperature measurements in metals: New results for an Fe alloy by Bass, Jay D. et al.
JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 95, NO. B13, PAGES 21,767-21,776, DECEMBER 10, 1990 
Shock Temperature Measurements in Metals' 
New Results for an Fe Alloy 
JAY D. BASS x, THOMAS J. AHRENS 2, JOHN R. ABELSONSAND TAN HUA 2,4 
The temperature of a Fe-Cr-Ni alloy (304 stainless steel) has been measured during shock 
compression using a high-speed radiometric technique. Experiments were performed on high- 
quality thick films deposited on sapphire and LiF windows. The samples had no observable 
porosity or defects and closely meet the ideal criteria for shock temperature measurements. Data 
obtained with both A1203 and LiF windows axe internally consistent, indicating that they remain 
transparent to high pressures and axe thus suitable windows for shock temperature measurements. 
Our data yield stainless steel melting temperatures ranging from 45704-310K at 138 GPa to 
57104-340 K at 215 GPa, and additionally provide bounds on the initial Hugoniot temperatures 
of the sample between 56004-340 K at 234 GPa (near the solidus) and 65804-440 K at 283 (in the 
liquid field). Taken together, these data define a smooth curve for melting of the alloy up to 271 
GPa and 5860 K, which should represent a point on the liquidus. Melting along the Hugoniot 
begins at approximately 234 GPa and 5600 K, as compared with 242 GPa and 6400 K for pure 
Fe. At the pressure of the inner core-outer core boundary, the melting point of 304 stainless 
steel is lower than that of pure Fe by m1450 K, as compared with only 110 K at I atm. These 
results demonstrate that upon alloying with Ni and Cr the melting point depression of Fe and 
thus material likely to comprise the inner core increases with increasing pressure. 
•NTRODUCTION 
Studies of the meltinõ relations in metMlic systems at hiõh 
pressures have direct imphcations for the thermal structure 
and composition of the Earth's core and lower mantle. Be- 
cause the primary constituent of the liquid outer core is 
believed to be an iron alloy, the high-pressure melting be- 
havior of Fe-bearing compounds are of singular importance 
for understanding the nature of the innermost portions of 
the Earth. In particular, the temperature of the inner core- 
outer core boundary, at a pressure of 329 GPa [Dziewonski 
and Anderson, 1981], is controlled by the melting point of 
the iron alloy at this pressure. With the development of new 
techniques in the areas of shock wave research, the pressure 
range over which melting phenomena have been studied has 
greatly expanded, thus offering the potential for construct- 
ing improved models of the Earth's interior. 
Shock wave methods have long played a particularly im- 
portant role in studies of core materials due to the extreme 
temperatures and pressures that are accessible, thereby al- 
lowing properties to be measured under conditions imilar 
to those in the core itself. The temperature achieved under 
shock conditions is not, however, a readily measured vari- 
able, and this has been a serious limitation to the application 
of shock wave results. Although the possibility of measuring 
shock temperatures in opaque materials such as metals has 
been recognized for some time [Urtiew, 1974; Urtiew and 
Grover, 1977; Lyzenga and Ahrens, 1979], the experiment is 
difficult in both execution and interpretation. Specifically, 
the ideal shock temperature experiment on metals places 
stringent requirements on the sample assembly used. Only 
recently has there been a sustained effort to measure the 
temperature of shocked opaque solids. Bass et al. [1987] 
carried out a series of temperature measurements on iron 
at Huõoniot pressures up to 300 GPa, close to the pres- 
sure at the inner core-outer core boundary. These results 
were found to be in close agreement with static compres- 
sion measurements of melting temperatures in Fe at lower 
pressures by Williams et al. [1987] and with theoretical 
I-Iugoniot temperatures calculated by McQueen et al. [1970]. 
However, these results yielded higher melting temperatures 
than those obtained by the theoretical calculations of Brown 
and McQueen [1986], and the diamond anvil experiments of 
Boehler [1986] and Boehler et al. [this issue]. In this report 
we review the basis of shock temperature measurements on 
metals and recent developments in the analysis of such data, 
and we present new data on shock temperatures measured 
on an Fe-Cr-Ni alloy. The experiments were performed on 
samples of extremely high quality, thereby eliminating some 
of the uncertainties that were present in the previous data 
on Fe. Our results constrain the melting curve of the alloy 
over a pressure range of about 138-271 GPa and are consis- 
tent with a melting point depression of Fe due to alloying 
with Ni and Cr. These new results support our previous 
conclusions on the melting curve of Fe at core pressures. 
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EXPERIMENTAL METHODS 
Shock Temperature Measurements 
Although the optical pyrometric technique used in our 
shock temperature measurements has been presented previ- 
ously [Lyzenga nd Ahrens, 1979; Bass et al., 1987; Boslough 
and Ahrens, 1989], a brief description of the experiment is 
given as background for the following discussion. The tem- 
perature T of a sample shocked to high pressure P is ob- 
tained by measuring the intensity of thermal radiation emit- 
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ted by the sample at several discrete wavelengths A. The 
temperature and emissivity ½ of the sample are obtained by 
fitting the observed spectral data to a Planck greybody 
diation function 
L(A) = ½ClX-5[exp(C2/AT)- 1] -1 (1) 
where L(A) are the spectral radiances and C1 and C2 are 
constants with values of 1.191 x 10 -16 and 1.439 x 10 -2 
respectively. The challange and complications of perform- 
ing such an experiment on a metal arise from the simple fact 
that metals are opaque, and it is possible to collect radiation 
emitted only from the surface of a sample and not from the 
interior. Because the shock pressure releases to i arm at a 
free surface and is accompanied by an adiabatic decrease in 
T, it is necessary to maintain the sample at high P and T 
by means of a transparent anvil in contact with the sample 
surface. The anvil material also serves as a window through 
which the thermal radiation must be transmitted (Figure 
1). In contrast, a transparent sample serves as its own anvil 
and window. An overriding consideration in the choice of 
anvil/window material is, therefore, that it remain trans- 
parent, or nearly so, up to the pressures of interest. For 
work in the megabar pressure range and above, sapphire 
(single-crystal A120:•) and LiF are the only known suitable 
window materials. 
It is generally not possible to find an anvil with properties 
that match the shock impedence and thermal characteristics 
of the sample. Therefore, upon arrival of a shock wave at 
the sample-anvil interface the pressure will either partially 
release to a lower value or be reshocked up to higher P. In 
Projectile Metal Thin Metal 
Driver Film Transparent 
••J "i• Mask 
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Fig. 1. Sample assembly for optical shock temperature measure- 
ments. The sample consists of a metal film deposited on a trans- 
parent substrate which serves as both an anvil and a transparent 
window through which thermal radiation is emitted. Rapid com- 
pression of gasses and surface irregularities at the interface be- 
tween the sample • and the driver produce very high tempera- 
tures in this region. The bottom portion of the figure illustrates 
the thermal distribution across through the assembly [after Bass 
ef al., 1987]. 
addition, there is an exchange of heat between the sample 
and anvil due to the different Hugoniot temperatures at- 
rained in each of these materials. The magnitudes of these 
effects are in fact substantial and must be accounted for in 
the data reduction. We discuss these effects in more detail 
below. 
In the design and preparation of sample assemblies, the 
objective is to avoid any sources of spurious thermal radi- 
ation which would contaminate the observed signal. The 
most obvious imperfections are sample porosity and spaces, 
or gaps, between the sample and anvil. At a given Hugoniot 
pressure an initially porous sample attains higher tempera- 
tures than a sample of ideal crystal density. Sample mate- 
rial adjacent to a gap is multiply shocked and also reaches 
anomalously high temperatures. In addition, it is desirable 
for the samples to be as thick as possible. Irregularities at 
the driver-sample interface can lead to a high temperature in 
this region (shown schematically at the bottom of Figure 1), 
and this thermal "spike" can possibly conduct to the sample- 
anvil interface during a measurement. Interactions at this 
interface have been analyzed by approximating irregularities 
in the surfaces as thin porous layers which reach very high 
shock temperatures [Urtiew and Grover, 1974]. Reasonable 
as this approximation may appear, it should be noted that 
the validity of this model has not been demonstrated, and 
it is unclear (as noted by Urtiew and Grover [1974]) how 
a given state of surface roughness might be quantitatively 
equated with a specific degree of porosity. In any event, the 
problem of surface roughness is minimized, if not eliminated, 
by using vapor deposited films, as opposed to mechanically 
polished samples placed in contact with the anvil. Elec- 
tron micrographs of vapor-deposited Fe films showed the 
roughness to be of the order of the microscope resolution 
(• 0.02/•m) [Ahrens et al., 1990a], approximately 2 orders 
of magnitude smaller than the cases examined by Urtiew 
and Grover [1974]. Although roughness of the film surface 
should therefore have a minimal effect on the observed tem- 
peratures, we have made a considerable effort to obtain thick 
films in order to thermally isolate the sample-anvil interface 
from any driver-sample effects. 
Samples 
Stainless steel films were deposited on sapphire and LiF 
substrates using planar magnetton sputtering in an argor. 
atmosphere. The composition of the sputtered samples was 
determined by electron probe microanalysis to be nearly 
identical to the 304 stainless steel used in the equation of 
state measurements of McQueen et al. [1970], with Cr and 
Ni as the primary elements alloying with Fe (Table 1). Us- 
ing a standard micrometer, the thicknesses of several films 
were measured and found to be in the range 12-14 J:2/•m. 
It is noteworthy that these films were approximately an or- 
der of magnitude thicker than some of the Fe films used by 
Bass et al. [1987], thereby reducing possible contamination 
of the thermal signal by heat from the driver-anvil interface. 
Adhesion of the films to the anvil substrates was excellent; 
no gaps could be seen at the anvil-sample interface by vi- 
sual observation with and without an optical microscope, 
and there were no interference fringes upon illumination of 
the interface with monochromatic radiation. Moreover, the 
surface of the films had a mirror-like appearance and no ob- 
servable roughness. The state of the film material was that 
of a fine polycrystalline aggregate with no obvious intergran- 
ular spaces. 
Because porosity can greatly affect the Hugoniot temper- 
atures, it is important to accurately characterize the den- 
sity of films used in shock temperature experiments. The 
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TABLE 1. Chemical Composition of Samples 
Stainless Steel Type 304 Stainless 
Film [McQueen eta/., 1970] 
Fe, wt % 69.3 68.0 
Cr 19.4 19.0 
Ni 9.1 10.0 
Mn -- 2.0 
Si 0.7 1.0 
c -- 0.08 
Total 98.5 100.08 
Density, g/cm 3 7.82 9:0.08 7.896 
Archemedian density of our films was measured using a 
temperature-monitored toluene bath. The room tempera- 
ture initial density obtained was 7.82 -4- 0.08 Mg/m 3 for the 
stainless steel films. This value is in agreement with the 
value of 7.896 Mg/m s reported by McQueen et al. [1970]. It 
should be noted that a primary source of error in the den- 
sity measurements is surface tension of the hanger used to 
support the sample, an effect which tends to systematically 
underestimate the sample density. Calibration runs using 
sapphire and quartz chips of approximately the same mass 
as the foils yielded results which were on average about 0.5% 
lower than the true densities. The results of our measure- 
ments indicate that the film samples are essentially of ideal 
bulk crystal density. 
Shock Wave Measurements 
All of the shock temperature measurements were per- 
formed using a two-stage light-gas gun [Jeanloz and Ahrens, 
1977]. Tantalum flyer plates mounted in Lexan projectiles 
were accelerated to velocities of between 5.884 and 6.048 
(-4-0.002) km/s and impacted Fe driver plates on the tar- 
get assemblies. The pressure in the sample was calculated 
by the impedence-matching method [Rice et al., 1958], us- 
ing the equation of state parameters given by Mitchell and 
Nellis [1981], Brown and McQueen [1986], Carter [1973], 
Marsh [1980], and McQueen et al. [1970] for Ta, Fe, LiF, 
A1203, and 304 stainless steel, respectively. Thermal radi- 
ation emitted by the sample was focused onto four photo- 
diodes in front of which were interference filters centerd at 
wavelengths of 450, 600, 750, and 900 nm. A mask was used 
so that only light from the central area of the sample reached 
the pyrometer, and light from the edges of the sample was 
blocked. Prior to each experiment the pyrometer was cali- 
brated using a tungsten filament quartz halogen lamp which 
serves as a spectral irradiance standard and which is itself 
calibrated relative to a National Bureau of Standards source. 
The spectral data were recorded by either high-speed Tex- 
tronix oscilloscopes (shots 214 and 215) or Hewlett-Packard 
Model 54111D digital oscilloscopes. In addition, a LeCroy 
Model 7600A digital recording system was used as a back- 
up system. Further details of the temperature measuring 
system are given by Boslough and Ahrens [1989]. 
P•ESULTS 
Three experiments were conducted using sample assem- 
blies of steel deposited on sapphire, and one was performed 
using LiF as the window/anvil material. Because the shock 
impedences of A1203 and LiF are lower than that of stain- 
less steel, a rarefaction, or release wave was propagated back 
into the sample upon arrival of the initial shock wave at the 
sample-anvil interface. Pressures corresponding to both the 
initial Hugoniot state and partially released state of the sam- 
ple are listed in Table 2. 
The raw data from our experiments consist of voltage as 
a function of time, with the voltage proportional to the in- 
tensity of thermal radiation. The source of the radiation 
is the surface of the partially released sample which is in 
thermal contact with a relatively cool anvil. As discussed 
below, models of Fourier heat transport suggest a tempera- 
ture for this interface which is time independent [Grover and 
Urtiew, 1974; Tan and Ahrens, 1990]. However, we observed 
an increase in voltage at later times of all shot records, even 
if the initial part of the shot record appeared fiat (Figure 
2). A time dependence of the thermal signal in sapphire 
windows was similarly observed by Urtiew [1974], and Mc- 
Queen and Issak [this issue]. This could indicate that the 
actual thermal interactions near the sample-window inter- 
face are more complex than indicated by theoretical models 
thus far proposed, and that the temperature at this inter- 
face will change with time even for perfect sample assem- 
blies. Alternatively, the rise in voltage could conceivably be 
due to radiation from the layer of shocked window mate- 
rial which thickens with time [Svendsen et al., 1989]. Yet a 
third possibility is that heat from the driver-sample inter- 
face is diffusing to the sample-window interface on the time 
scale of the experiment, despite the thickness of the films. 
Due to the difficulties of interpreting later portions of the 
shot records, we use the early part of the record, immediatly 
after the initial rise time, for the purpose of obtaining shock 
temperatures. These data should represent an interface tem- 
perature viewed through unshocked window material, before 
heat has diffused far from the interfaces. Although complete 
analyses of the time evolution of the thermal signal will be 
an important area of investigation in future shock temper- 
ature studies, we limit ourselves for the present to a more 
straightforward interpretation of the initial observable inter- 
face radiation. 
It should be noted that none of the stainless steel records 
showed an initial spike or sharp peak in radiant intensity. 
Such a feature would indicate a high transient temperature 
from either a poor interface with gaps between the sample 
and window or a "flash" from compression of gasses and sur- 
face irregularities at the driver-sample interface. It is pos- 
sible, however, that evidence of a thermal transient could 
have been obscured in some of our shots due to relatively 
long rise times (• 100 ns). The rise time was sometimes 
lengthened (as for shot 218 shown in Figure 2), by tilt of 
the projectile which resulted in non-planar impact onto the 
target. This tilt was clearly evident on X radiographs of the 
projectile in flight and was correlated with the observed rise 
time from oscillograph traces of the light intensity. Nonthe- 
less, even for shots with much shorter rise times of ~ 20 
ns or less (approximately the response time of the detection 
system), there was no indication of a thermal spike. We thus 
conclude that our samples were sufficiently thick so that the 
initial observed radiation was uncontaminated by processes 
at the driver-sample interface. 
It has sometimes been suggested that any time depen- 
dence of the voltage is a sign of the window materials be- 
coming opaque. In this event, however, the temperature 
should approach that of the window material at the release 
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TABLE 2. Shot Summary: 304 Stainless Steel 
Shot Anvil Velocity PH PR TI , K TM , K TH , K • 
km/s GPa GPa observed observed 
218 A1203 5.480 234 181 45384- 40 51304-240 56004-340 0.394-.02 
219 LiF 5.884 260 138 42434-110 45704-310 56304-410 0.174-.02 
214 A1203 6.048 271 204 47394-130 51604-330 58604-430 0.484-.06 
215 A1203 6.218 283 215 53424-140 57104-340 65804-440 0.384-.04 
T I is the observed temperature of the interface between the stainless steel foil and the anvil- 
window substrate; T M is the melting temperature of stainless steel at pressure PR inferred from 
the analysis of Tan and Ahrens, [1990]; T H is the infmwed Hugoniot temperature of stainless steel 
using the analysis of Grover and Urtiew [1974], which ignores melting in the sample and/or anvil. 
pressure. Theoretical Hugoniot temperatures, calculated us- 
ing the procedure of Ahrens [1987], indicate that the win- 
dow is at a much lower temperature than the metal sample 
and, therefore, that the voltage should decrease with time, 
not increase as is observed. In several other investigations 
of the optical properties of potential window materials, it 
has similarly been concluded that single-crystal A1203 and 
LiF remain transparent to high Hugoniot pressures; these 
include a reanalysis of Urtiew's [1974] temperature meas- 
urements on Mg [Ahrens et al., 1990a; McQueen and Issak, 
this issue], experiments on Fe [Bass et al., 1987; Svendsen 
et al., 1989], and measurements by McQueen and Isaak [this 
issue] using a variety of sample materiMs. 
Spectral radiances at four wavelengths were fit by a wei- 
ghted least-squares method to equation (1) in order to ob- 
tain the effective emissivity and temperature of the interface 
(Table 2). The quahty of the fits was generally excellent 
(Figure 3), with uncertainties in temperature being 140 K 
or less (one standard deviation), for all shots. In the data 
reduction, the weighting factor for each pyrometer channel 
included uncertainties in cahbration as well as those related 
to the reading of shot records. Little difference in the results 
was obtained by using an unweighted fitting procedure. 
Our interpretation of the radiance data necessarily as- 
sumes that there is no wavelength dependence to the emis- 
sivity of the sample. Although this assumption could have a 
significant effect on the resultant temperatures, it is common 
to all measurements of temperatures by optical pyromerry, 
regardless of whether the measurements are made under dy- 
namic or static conditions in a diamond cell. The only al- 
ternative at present is to assume a wavelength dependent 
emissivity identical to, for example, that of tungsten (one of 
the few materiMs for which c(T) has been measured). There 
is no clear basis for preferring one of these assumptions over 
the other. Furthermore, we assume that the metallic sam- 
ple is radiating homogeneously and that no "hot spots" or 
Shot -½218' 304 Stainless Steel on AI203 
900 nm 
PH = 234 GPa, T[ = 4538 K 
84.6 mV 
Shock arrives 65 ns 
at sample-anvil Shock arrives 
a t anvil 
interface free surface 
Fig. 2. Digital oscilloscope record of a shock temperature experiment (shot 218). The sample is a 304 stainless 
steel film on a window/anvil material of A1203. The horizontal arrow on the record indicates the voltage which 
was used in the data reduction to obtain shock temperatures. 
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Fig. 3. The optical data measured for a shock temperature ex- 
periment using a stainless steel film on a LiF window. The solid 
curve is a weighted least squares fit to the data using a Planck 
greybody function. 
"shear bands" (localized regions of high temperatures) ex- 
ist in the sample. This assumption is justified on the ba- 
sis of lower-pressure shock wave studies which show that 
shear band deformation characteristically yields high tem- 
peratures and low emissivities that are at least one order of 
magnitude lower than those obtained so far in shock tem- 
perature experiments on metals [Schmitt and Ahrens, 1984]. 
It will be important to test this assumption in the future by 
high-speed framing photography of the radiating sample. 
DISCUSSION 
As originally conceived, optical radiometric measure- 
ments on shocked opaque materials could be used as a means 
of obtaining Hugoniot temperatures TH. Anticipating the 
results of the following discussion, it is also possible under 
certain conditions to infer the melting temperatures TM of a 
metal over a range of release pressures PR [Tan and Ahrens, 
1990]. We show below that values of TM and TH from our 
stainless steel data are internally consistent and are inferred 
to constrain the melting temperatures of 304 stainless steel 
at pressures between approximately 138 and 271 GPa. 
Although the metallic sample in a shock temperature ex- 
periment is, by virtue of its contact with an anvil, in a par- 
tially released and cooled state during a measurement, the 
effects of pressure release and thermal conduction near the 
interface can be accounted for. The isentropic release tem- 
peratures, TR, are related to Hugoniot temperatures by 
Tn = Tn ezp - V dv (2) 
where VH and VR are the Hugoniot and released volumes, 
respectively, and 3' is the Grfineisen parameter. VR is ob- 
tained via an approximation to the Riemann integral for- 
mula [Lyzenga nd Ahrens, 1978]. This approximation yie- 
lds a lower bound on the release volume and release temper- 
ature. 
The question of heat exchange by the window and sample 
was first investigated by Grover and Urtiew [1974]. These 
authors concluded that the interface temperature TI should 
be time independent and is given by 
= Ta + ( - Ts )(1 -9 a) (3) 
where subscript a refers to the transparent anvil material. 
a in equation (3) is defined as 
(•;nPnCn) 1]2 = (4) 
where n is the thermal conductivity, p is the density, and C 
is the specific heat. 
A point of concern in the evaluation of shock tempera- 
ture results is the error in TH introduced by uncertainties 
in thermal properties, particularly n. However, it is impor- 
tant to bear in mind that these thermal properties are used 
to obtain a temperature correction, which is much smaller 
than the observed temperatures. As an example, consider 
the effect of errors in • on the inferred TH of Fe, using the 
data for shot 189 of Bass et al. [1987] at PH = 202 GPa 
and TI = 4010 K. Using the data and method given by Tan 
and Ahrens [1990] to calculate the necessary thermal prop- 
erties, we obtain a value of a = 4.4. Allowing a to vary 
by a factor of 2 changes the calculated TH by -t-250 K. This 
is a rather extreme variation in a which is chosen to over- 
estimate likely errors in this parameter. Moreover, related 
data are available to constrain the thermal properties. The 
electrical conductivity a of Fe under shock compression has 
been measured [Keeler, 1971; Matassov, 1977], and this is 
related to • by the Wiedemann-Franz relation n = LaT, 
where L is the Lorenz number [Ashcroft and Metrain, 1976]. 
A Debye-Grfineisen model, which is in good agreement with 
available data on alkalai halides and minerals [Roufosse and 
Jeanloz, 1983], can be used to estimate the pressure depen- 
dence of n for window materials [Bass et al., 1987]. The 
heat capacity of anvil materials can be approximated by 
the high temperature DuLong-Petit value, whereas possible 
electronic contributions to C for Fe and its simple alloys has 
been investigated theoretically by Boness et al. [1986]. It 
is unlikely that our calculations of thermal properties would 
be cooperatively biased in such a way as to yield an error in 
TH that is decidedly nonrandom. 
The use of equations (2)-(4) has been applied to a ma- 
jority of shock temperature measurements made by optical 
radiomerry [Urtiew and Grover, 1977; Lyzenga and Ahrens, 
1979; Bass et al., 1987; McQueen and Issak, this issue]. 
However, it has usually been assumed that the sample does 
not undergo any phase transitions, in particular melting, 
upon partial release of pressure. When the initial Hugoniot 
state is in the vicinity of the melting curve, release melting 
can have a significant effect on the interpretation of observed 
interface temperatures [Tan and Ahrens, 1990]. A schematic 
illustration of the release melting process is shown in Figure 
4, where a material releases sufficiently far from an initial 
Hugoniot state that the release isentrope intersects the melt- 
ing curve (point 2). Thereafter, the release path follows the 
melting curve with the production of an increasing amount 
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Fig. 4. A schematic diagram illustrating the T-P path followed 
by a sample that melts upon partial release of pressure. The sam- 
ple is initially shocked to state 1 at pressure PH on the Hugoniot 
and releases to pressure PR when the shock arrives at the sample- 
anvil interface. The release isentrope intersects the melting curve 
at point 2 and follows it to PR (point 3). The ratio of melt to 
solid increases between points 2 and 3. Without partial melting 
the final release state would be point A. Contact with a cold anvil 
causes the temperature to drop from point 3 to 4 and is accom- 
parfled by freezing of melted sample. The temperature decrease 
without freezing of melt is much greater (points A to B) due to 
the latent heat of fusion. The final state of the sample is thus 
buffered by the melting curve. 
of melt and a decrease in temperature which is determined 
by the thermodynamic properties of the phases. In Figure 
4 the final release state is at point 3 on the melting curve, 
indicating that the sample did not completely melt upon 
release. For comparison, without any melting the sample 
would have released to point A. Consider further that if the 
partially released sample is then placed in contact with a 
relatively cold anvil, the temperature does not decrease un- 
til freezing of the melt is complete, due to the latent heat 
of fusion. The temperature decrease due to heat conduction 
(points 3 and 4, Figure 4) is therefore much smaller than 
it would be in the absence of a melting transition (points 
A and B, Figure 4). The central point to be made is that 
the final state of the sample is either on the melting curve 
or very close to it. That is, the melting curve essentially 
buffers the state of the sample, and the interface tempera- 
tures observed in our shock experiments should be close to 
the melting temperature of the sample at the release pres- 
sure. 
Figure 4 illustrates only one of several possible release 
paths involving melting. For example, if release melting 
were completed at a higher pressure than P•t then the re- 
lease path would leave the melting curve and enter the melt 
field. Alternatively, at very high Hugoniot pressures where 
the shocked sample may be completely molten, the melting 
curve will not affect the release path. However, the sample 
will not be able to cool below the melting curve by thermal 
contact with the anvil until the heat of fusion is overcome, 
so the temperature is again buffered at about TM. A com- 
plete discussion of various possible release and cooling paths 
is given by Tan and Ahrens [1990]. 
Just as the cold window can cause freezing of the sample, 
the hot sample can induce melting of the window materiM. 
In this case, a melt front will propagate into the window, a 
solidification front will propagate into the sample (Figure 5), 
and the energetics of both transitions will affect the observed 
interface temperature. This case has been treated in detail 
by Tan and Ahrens [1990] and is referred to in their paper as 
model III. Calculations of the melting curves and Hugoniot 
states for anvils and samples indicate that this model apphes 
to the present experiments on stainless steel and most of the 
previous work on Fe samples. 
The importance of the analysis of Tan and Ahrens [1990] 
is that it allows the observed interface temperature to be 
related to the melting temperature at the release pressure. 
For model III of these authors, the interface temperature is 
time independent and given by 
a32 erf A 
= Tw + - Tw) 
c•32 erf A - erf/• 
TI = Tat + erf It ( TM -- Tw ) (6) 
c•32 erf A - erf/• 
where Tw and TM are melting temperatures of the window 
and sample, respectively, and a32 is defined as in equation 
(4), but with respect o the solid metal and liquid anvil (see 
Figure 5). The rate parameters • and/t are related to the 
position X of the melting front in the window and freezing 
front in the metal: 
Xw: 2,•(n2t) 1/2 (7a) 
XM = 2/•(nat) 1/•' (7b) 
where subscripts 2 and 3 refer to molten window and solid 
metal (Figure 5). The method of solving for A and tt is given 
by Tan and Ahrens [1990]. An observed interface tempera- 
ture Tt is used to obtain TM by 
erf/• ) TM = Tw + ( Tl• - Tw) 1•32 erf A (8) 
Stainless Steel Data 
The above analysis has been applied to the data obtained 
on our four stainless steel experiments. These four data 
represent all of our experimental results at this stage: we 
have not selectively culled the data or rejected any points. 
Thermal properties are calculated using the methods given 
by Tan and Ahrens [1990], and we also adopt their values 
for the materiM properties of the anvils. The Debye tem- 
perature of stainless steel under room conditions, which is 
needed to scale thermal properties, is taken from McQueen 
et al. [1970], whereas the average of the liquidus and solidus 
temperatures (1699 K) [Lewis, 1977] is used for the melting 
temperature of 304 stainless. A constant value of P'r = 15 is 
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Fig. 5. Temperature as a function of position in the target for 
model III of Tan and Ahrens [1990]. The sample is originally a 
partial or complete melt which freezes due to contact with the 
anvil. The anvil is likewise melted due to contact with the hot 
sample. Note that the interface temperature T I is close to the 
melting point of the sample T M. T R is the initial release tem- 
perature in the sample, and T A is the Hugoniot temperature of 
the anvil. The thermal profile is calculated for an Fe sample and 
sapphire anvil 0.1/•s after arrival of the shock at the sample-anvil 
(x=o) 1990]. 
assumed, similar to that for Fe [Brown and McQueen, 1986]. 
All other thermodynamic properties are taken as equal to 
those used in the earlier work on Fe [Tan and Ahrens, 1990]. 
We thus obtain the melting temperature TM of stainless 
steel at the release pressures defined by the shock impe- 
dence of the anvil materiMs. The inferred TM values are 
listed in Table 2 and are plotted in Figure 6. These values 
define a melting curve with a positive Clapyron slope. For 
the present, we ignore the difference between the liquidus 
and solidus, which at one atmosphere is ~100 K and beyond 
the resolution of our experiments. It is significant that the 
datum obtained using a LiF window is entirely consistent 
with the trend for shots using A12Os windows. Because LiF 
and A12Os attain very different temperatures at high shock 
pressures [Svendsen et al., 1989], the internal consistency of 
these data strongly suggests that we are observing the tem- 
perature of the sample surface and that the windows are 
remaining transparent. If this were not true, the LiF win- 
dow would yield a substantially higher temperature than the 
Al•Oa window. 
It should be emphasized that the analysis of Tan and 
Ahrens [1990] relates the interface temperature only to melt- 
ing at the release pressure, TM. These authors concluded 
that it is possible to extract the Hugoniot temperature only 
at low shock pressures, where release melting does not oc- 
cur, or at the highest pressures where a metal is completely 
melted and heat conduction to the anvil is not sufficient to 
induce solidification. In such cases, equations (2)-(4) are 
appropriate and TH can be extracted. However, it is ap- 
parent from Figure 4 that the two effects of release melting 
partly offset each other: Relative to simple release and heat 
conduction, in the absence of melting or freezing, the tem- 
perature drop due to release melting is greater (because melt 
is produced), whereas the temperature drop due to contact 
with the window is smaller (because of the latent heat of 
fusion). The compensating nature of these effects suggests 
that the simpler analysis of Grover and Urtiew [1974], which 
ignores melting effects, may actually be a reasonable approx- 
imation of TH. To investigate this possibility, we have cal- 
culated theoretical interface temperatures by both methods, 
using Fe and stainless steel samples on AlaO3 and LiF win- 
dows as examples. The simulations show that for a given 
PH, the interface temperatures which ignore melting, Ti, 
can be either greater or less than the actual interface tem- 
perature TI, depending on the properties of the sample and 
T^ the amount of release melting that occurs. If T/ < TI, then 
using the Grover-Urtiew analysis for the higher observed in- 
terface temperature will overestimate TH, while if T/ > TI 
the opposite holds true. The magnitude of the errors is ap- 
proximately 200K or less for conditions similar to those of 
previous experiments on Fe [Bass et al., 1987; Ahrens et al., 
1990b], and the present experiments. Applying these results 
to our stainless steel data, Hugoniot temperatures calcu- 
lated from equations (2)-(4) for the three lowest-pressure 
shots (214, 218, 219) should place lower bounds on the true 
Hugoniot emperatures; for the highest-pressure shot (215), 
the calculated Hugoniot temperature is an upper bound. 
Thus far it has been implicitly assumed that an equilib- 
rium state is achieved upon both shock release and conduc- 
tive cooling of the sample. There is no absolute assurance 
that this condition is met, and it is possible that superheated 
solids or supercooled melts persist outside of their stability 
fields. In such a situation, equilibrium phase boundaries 
would have less effect on release and cooling paths than in- 
dicated by the calculations of Tan and Ahrens [1990], and 
the analysis of Grover and Urtiew [1974] could be more ap- 
propriate for obtaining Hugoniot temperatures. 
9000 - 304 STAINLESS 
- STEEL 8000 - 
,,,(, 7000 - T/ 
6000_ -.- .__.•.•. 
f LLI 4OOO 
,,, 3øøø I II • _ O Interface T
2000 k• x• * Melting T 
1000 • o Hugoniot T 
0 I , • J , , m , J ! , , , , , , , , , I , , , , I I I I I I 
0 lOO 2oo 3oo 
PRESSURE (GPa) 
Fig. 6. Data from this study on 304 stainless steel. From the raw 
interface temperatures (circles), points on thc melting curve of the 
metal (stars) are obtained using the analysis of Tan and Ahrens 
[1990]. Arrows are calculated using the analysis of Grover and 
Urtiew [1974], which ignores melting effects, and provide bounds 
on the Hugoniot temperatures T H. The arrows point in the direc- 
tion of T H. Solid symbols represent shots using A1203 windows; 
open symbols indicate use of a LiF window. Theoretical values 
of T H [McQueen et al., 1970] are given by the solid curve; the 
dashed Hugoniot is inferred based upon the present study. 
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Taken together, the data plotted in Figure 6 define an 
internally consistent trend for the melting curve of stain- 
less steel. The fact that the inferred Hugoniot temperatures 
appear to extend the trend of the release melting temper- 
atures indicates that the lower-pressure Hugoniot data are 
on the melting curve. Moreover, the datum at 234 GPa and 
5600 K is in excellent agreement with the calculated Hugo- 
niot by McQueen et al. [1970], suggesting that the Hugoniot 
intersects the melting curve near this pressure. The highest- 
pressure datum at 283 GPa and 6580 K falls above the melt- 
ing curve, axtd is likely a point on the liquid Hugoniot. The 
onset of melting along the Hugoniot at approximately 234 
GPa and 5600 K is comparable with the values of 243 GPa 
and ,-,5000 K obtained for Fe on the basis of sound speed 
measurements [Brown and McQueen, 1986]. However, the 
pressure range over which the Hugoniot and melting curve 
coincide appears to be much greater for stainless steel than 
for Fe (using the data of Bass et al. [1987] and Williams et 
al. [1987]). Presumably, melting along the Hugoniot initi- 
ates at a solidus temperature (234 GPa and 5600 K in this 
case), whereas the Hugoniot enters the totally molten region 
at a liquidus temperature (•271 GPa and 5860 K). 
A comparison of the stainless steel data with previous 
experimental studies on the melting of Fe is shown in Fig- 
ure 7. The hatchured area for Fe melting is bounded on 
the lower side by the curve of Williams et al. [1987], which 
is based on shock temperature measurements [Bass et al., 
1987], and static measurements in a laser-heated iamond 
anvil cell. The upper bound is based on a reanalysis of 
the shock temperature data alone, taking into account re- 
lease melting [Ahrens et al., 1990b]. The differences between 
these curves stem largely from the choice of data used in 
each analysis. Williams et al. [1987] obtained a curve con- 
sistent with the shock wave data that yielded the lowest 
Hugoniot emperatures [Bass et al., 1987], and which is also 
consistent with the static compression data of Williams et 
al. Five of the 13 shock wave data of Bass et al. [1987] 
were used. The rational for rejecting data was that any 
imperfections in the samples would likely result in an over- 
estimation of the Hugoniot temperature and that the lowest 
temperature data should best approximate the true Hugo- 
niot temperatures. In contrast, Ahrens et al. [1990] used 
an energy balance consideration to decide if a portion of the 
thermal radiation in the shock temperature experiments was 
spurrious. These authors used eight of the data from Bass 
et al. [1987]. If the analysis of Ahrens et al. is limited to the 
five lower temperature data used by Williams et al. [1987] 
and Bass et al. [1987], then the resultant melting curve is at 
lower temperatures and is in significanty better agreement 
with the Williams et al. curve. In the following discussion 
we use the melting curve of Williams et al. [1987] as a ba- 
sis for comparison with our new data because we feel that 
our original criterion for assessing the shock data is more 
stringent. The melting curve of Williams et al. represents 
a higher degree of internal consistency between the shock 
wave and static compression data. In addition, their Hugo- 
niot temperatures for liquid Fe are in better agreement with 
those calculated by Anderson [1990]. 
The melting curves of Williams et al. [1987] and Ahrens 
et al. [1987] are in poor agreement with that determined 
for Fe to ~ 114 GPa by Boehler [1986] and Boehler et al. 
[this issue]. The latter melting curve is based upon optical 
pyrometric measurements on resistively heated wires and 
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Fig. 7. A comparison of the resets from this study with previo• 
meas•ements on Fe. Hat•e• area for Fe me]ting is •e•e• 
by the resets of • •( •1. [1987], •11• •( •1. [1987], • 
J•re• e( •. [1990b]. The melting c•e labeled "Boe•er" is 
r.o .ok or [986] ,, ,½. 
laser heated foils in a diamond cell. A detailed comparison 
of the available static compression work is beyond the scope 
of this paper (see Williams et al. [1990], and Boehler et 
al. [this issue]), but it is fair to state that the reasons for 
the discrepancies among the data are currently unresolved. 
For the present we simply point out the internal consistency 
between the shock and static compression data of Williams 
et al. [1987] and that the melting data of Boehler [1986] 
and Boehler et al. [this issue] seem to require the existance 
of a new, as yet unidentified phase in order to reconcile 
their phase diagram for Fe with Hugoniot sound velocity 
measurements [Brown and McQueen, 1986]. 
Compared with the Fe Hugoniot temperatures of Bass et 
al. [1987], the stainless teel data indicate lower shock tem- 
peratures at all pressures. This behavior is expected on the 
basis of the higher bulk modulus of stainless steel, and is 
supported by theoretical calculations of shock temperatures 
[McQueen et al., 1970]. Moreover, the Fe melting curve of 
Williams et al. [1987] is subparallel to the melting curve of 
stainless teel, which is not surprising iven the high Fe con- 
tent of the steel and similarity in the properties of Fe, Cr, 
and Ni. If we consider melting temperatures, the results of 
Williams et al. [1987], indicate that the melting point of Fe 
at the pressure of the inner core-outer core boundary (ICB) 
is 7600+500K. By comparison, stainless steel with •20% 
Cr and •10% Ni melts at a temperature lower by approx- 
imately 1450 K (Figure 7), which is substantially greater 
than the difference of ~ 100 K between the 1-arm melt- 
ing points. Thus these studies indicate that the addition 
of Ni and/or Cr to Fe yields a melting point depression of 
Fe which increases dramatically with increasing pressure. In 
contrast, a comparison of the stainless steel data from the 
present work with the Fe melting curve of Boehler et al. [this 
issue] would indicate that the melting curves of these mate- 
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rials cross at pressures of ~ 20-40 GPa, and that at higher 
pressures the stainless steel melting temperature is greater 
than that of Fe. Although neither of these possibilities can 
be ruled out with certainty, it would be an interesting sur- 
prise if the melting point of Fe were elevated at high P by 
the addition of Ni and/or Cr. Not only would this behavior 
be in marked contrast to the one atmosphere melting point 
depression, but the data of Urakawa et al. [1987] on the 
Fe-Ni-S-O system up to 15GPa shows evidence for a melt- 
ing point depression, relative to the Ni-free system, at all 
pressures investigated. 
Cosmochemical and meteoritic evidence suggests that the 
core contains approximately 5 wt % Ni [Ringwood, 1977; 
Brett, 1976], whereas Cr is thought to be far less abundant. 
Although our results, as well as those of previous studies 
(e.g., Urakawa et al. [1987]), imply that the melting point 
of Fe is significantly depressed at core pressures by al]oying 
with Ni and Cr, it is unfortunately not possible with our 
data on stain]ess steel to decouple the effects of Ni and Cr. 
Clearly, further work is required to quantify the melting 
relations for Fe alloys. Therefore, the value of 76004-500 
K for the melting point of Fe at the inner core-outer core 
boundary [Williams et al., 1987] remains a reasonable upper 
bound on the temperature at that depth. 
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