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CHARACTERISTIC VARIETIES OF ARRANGEMENTS
DANIEL C. COHEN1 AND ALEXANDER I. SUCIU2
Abstract. The kth Fitting ideal of the Alexander invariant B of an arrange-
ment A of n complex hyperplanes defines a characteristic subvariety, Vk(A),
of the algebraic torus (C∗)n. In the combinatorially determined case where B
decomposes as a direct sum of local Alexander invariants, we obtain a com-
plete description of Vk(A). For any arrangement A, we show that the tangent
cone at the identity of this variety coincides with R1
k
(A), one of the cohomol-
ogy support loci of the Orlik-Solomon algebra. Using work of Arapura [1] and
Libgober [18], we conclude that all positive-dimensional components of Vk(A)
are combinatorially determined, and that R1
k
(A) is the union of a subspace
arrangement in Cn, thereby resolving a conjecture of Falk [11]. We use these
results to study the reflection arrangements associated to monomial groups.
Introduction
A hyperplane arrangement is a finite collection A of codimension one subspaces
in a finite-dimensional complex vector space V . Two principal objects associated
to A are the complement, M(A) = V \
⋃
H∈A H , and the intersection lattice,
L(A) = {
⋂
H∈B H | B ⊆ A}. A central problem in the study of arrangements is
to elucidate the relationship between these two seemingly disparate objects—one
topological, the other combinatorial. The paradigmatic result in this direction is
the theorem of Orlik and Solomon [21], which asserts that the cohomology ring of
the complement, H∗(M(A);C), is isomorphic to a certain algebra, A(A), which is
completely determined by the lattice L(A).
The above result leads one to investigate the extent to which the lattice L = L(A)
determines the topology of the complementM =M(A). Examples of Rybnikov [23]
show that the fundamental group, G = π1(M), is not combinatorially determined in
general. However, certain invariants of G, such as the lower central series quotients
(cf. Falk [10]), are determined by the lattice. Thus, it is natural to ask whether a
given isomorphism type invariant of G is determined by the isomorphism type of L.
In this paper, we show that the central characteristic subvarieties of G are indeed
combinatorially determined.
Let M ′ be the maximal abelian cover of M , and let B(A) = H1(M ′;Z) be the
Alexander invariant of A, viewed as a module over the Laurent polynomial ring
Λ = ZZn, where n = |A|. From the presentation of B = B(A) found in [6], several
invariants of the group G = π1(M) may be computed. One such invariant is the
kth Fitting ideal, Fk(B). This is the ideal of Λ generated by all the codimension k−1
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minors of a presentation matrix for B, and is well-known to be independent of the
presentation. Let (C∗)n be the complex algebraic n-torus, with coordinate ring
ΛC = CZn. The kth characteristic variety of A is the subvariety Vk(A) of (C∗)n
defined by the ideal Fk(B) ⊗ C of ΛC. These varieties depend only on the group
G, up to a monomial change of basis in (C∗)n. The characteristic varieties first
appeared in a more general context in [20], [8], [16], and have been recently studied
in [1], [15], [18].
The lattice L of A is a partially ordered set, ordered by reverse inclusion, with
rank function given by codimension. (See Orlik and Terao [22] as a general reference
for arrangements.) Each flat X ∈ L2 of rank two gives rise to a subvariety VX of
Vk(A). In the combinatorially determined instance (identified in [6]) where the
module B(A) decomposes as a direct sum of “local” Alexander invariants, these
subvarieties VX provide a complete description of the characteristic varieties of A.
In general, the characteristic varieties of an arrangement A possess “non-local”
irreducible components. To analyze such components, we make use of the relation
between these varieties and the cohomology of local systems on the complement
M of A. Each point t ∈ (C∗)n gives rise to a local coefficient system Ct on M .
The characteristic variety Vk(A) may be identified with the cohomology support
locus W 1k (M) = {t ∈ (C
∗)n | rankH1(M ;Ct) ≥ k}. This variety was studied by
Arapura [1], who showed that it is a union of torsion-translated subtori in (C∗)n
in more general circumstances. In his work on characteristic varieties of plane al-
gebraic curves [17], [18], Libgober proved that all positive-dimensional components
of Vk(A) pass through the identity element 1 = (1, . . . , 1) of (C∗)n.
A comparable analysis in the Orlik-Solomon algebra has recently been carried
out by Falk [11]. Let A = A(A) be the OS-algebra of A, generated by a1, . . . , an.
Each point λ ∈ Cn determines an element ω =
∑n
i=1 λiai of A
1. Falk’s invariant
varieties are the cohomology support loci R1k(A) = {λ ∈ C
n | rankH1(A, µ) ≥ k},
where A is viewed as a complex with differential µ(η) = ω ∧ η. We establish the
relation between these varieties and the characteristic varieties Vk(A). We prove:
Theorem. The tangent cone Vk(A) of Vk(A) at the point 1 coincides with R1k(A).
This result has several significant consequences. First, together with Arapura’s
work noted above, it shows that R1k(A) is the union of a subspace arrangement
in Cn, resolving a conjecture of Falk [11]. Second, in conjunction with Libgober’s
result, it allows us to conclude that the monomial isomorphism type of the cen-
tral characteristic subvariety Vˇk(A) (the subvariety of Vk(A) consisting of those
irreducible components passing through 1) is determined by the isomorphism type
of the lattice L(A). Finally, the identification R1k(A) = Vk(A) provides a com-
binatorial means for detecting non-local components of Vk(A). We illustrate this
technique by analyzing the first characteristic varieties of braid arrangements and
monomial arrangements. As a consequence, we show that the associated general-
ized pure braid groups are not isomorphic to the corresponding products of free
groups, extending a result of [4].
1. Fitting Ideals and Characteristic Varieties
In this section we review the definition of the Alexander invariant, and the
associated Fitting ideals and characteristic varieties, for a finite complex.
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1.1. Alexander Invariant. LetM be a path-connected space that has the homo-
topy type of a finite CW-complex. Let G = π1(M, ∗) be the fundamental group,
and K = H1(M) its abelianization. Let M
′ be the maximal abelian cover of M ,
with group of deck-transformations identified with K. The action of K on M in-
duces an action on the homology groups H∗(M
′). This defines on H∗(M
′) the
structure of a module over the group ring ZK. The ZK-module B = H1(M ′) is
called the (first) Alexander invariant ofM . This module depends only on the group
G. Indeed, B = G′/G′′, with the action of K = G/G′ defined by the extension
1→ G′/G′′ → G/G′′ → G/G′ → 1.
Since M is up to homotopy a finite complex, G is a finitely presented group.
Now assume K is free abelian, and choose a system of generators, t1, . . . , tn. This
provides an identification of the group ring ZK with the ring of finite Laurent series
in n (commuting) variables, Λ = Z[t±11 , . . . , t
±1
n ]. Thus, we may view the Alexander
invariant B as a module over Λ. As was shown by Crowell, B is in fact a finitely
presented Λ-module. See [14] for details.
1.2. Fitting Ideals. Recall a standard notion from commutative algebra. Let
A be a module over a commutative ring R, and assume A has free presentation
Rp
Ω
−→ Rq → A → 0. The kth Fitting ideal Fk(A) of the module A is the ideal
of R generated by the (q − k + 1) × (q − k + 1) minors of the matrix Ω. We set
Fk(A) = 0 if k ≤ 0 or k ≤ q − p, and Fk(A) = R if k > q. The ideal Fk(A)—also
known as the (k− 1)th determinantal (or elementary) ideal of A—is independent of
the choice of presentation for A, see e.g. [19]. The Fitting ideals form an ascending
chain 0 = F0 ⊆ F1 ⊆ · · · ⊆ Fq ⊆ Fq+1 = R.
Now let M be a finite CW-complex, with H1(M ;Z) = Zn. The Fitting ideals,
Fk(M), of the Alexander invariant H1(M
′) are homotopy-type invariants of M .
More precisely, if f : M → N is a homotopy equivalence, the extension of f∗ :
H1(M ;Z) → H1(N ;Z) to group rings restricts to an isomorphism f∗ : Fk(M) →
Fk(N) between the corresponding ideals, see [12], [24].
1.3. Characteristic Varieties. Let ΛC = Λ ⊗ C be the ring of Laurent polyno-
mials with complex coefficients. This is the coordinate ring of the algebraic torus
(C∗)n. Consider the complexified Alexander invariant of M , BC(M) = H1(M ′;C),
viewed as a module over ΛC, and let F
C
k (M) be its k
th Fitting ideal. Following
Libgober [16], we call the reduced algebraic variety Vk(M) = V(F
C
k (M)) the k
th
characteristic variety of M . The characteristic varieties form a descending tower
(C∗)n = V0 ⊇ V1 ⊇ · · · ⊇ Vq ⊇ Vq+1 = ∅.
The varieties Vk(M) are homotopy-type invariants of M . More precisely, if M
is homotopy equivalent to N , there exists a monomial automorphism g : (C∗)n →
(C∗)n, given by g(ti) = t
ai,1
1 · · · t
ai,n
n , for some matrix (ai,j) ∈ GL(n,Z), such that
g(Vk(M)) = Vk(N).
The Fitting ideals and characteristic varieties depend only on the fundamental
group G = π1(M), up to a change of basis as above. Accordingly, we shall de-
note them, when convenient, by Fk(G), resp. Vk(G). When G is the group of an
arrangement A, we may use the notation Fk(A), resp. Vk(A).
Example 1.4. Let G = Fn be the free group of rank n. Recall the standard free
resolution C• of Z over Λ = ZZn:
0→ Cn
dn−→ · · · → C3
d3−→ C2
d2−→ C1
d1−→ C0
ǫ
−→ Z→ 0,(1.1)
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where C0 = Λ, C1 = Λ
n, and Ck =
∧k
C1 = Λ
(nk), and the differentials are given by
dk(eJ) =
∑k
r=1(−1)
r(tjr − 1) · eJ\{jr}, where eJ = ej1 ∧· · ·∧ ejk if J = {j1, . . . , jk}.
Let B = B(Fn) be the Alexander invariant, Fk = Fk(Fn) ⊂ Λ the Fitting ideals,
and Vk = Vk(Fn) ⊂ (C∗)n the characteristic varieties. If n = 1, we have B = 0,
and so F0 = 0, F1 = Λ, and V0 = C∗, V1 = ∅. If n ≥ 2, a free presentation for B is
given by C3
d3−→ C2 → B → 0. A standard computation yields:
Fk =

0 for 0 ≤ k ≤ n− 1,
I(
n
2)−k+1 for n ≤ k ≤
(
n
2
)
,
Λ for k >
(
n
2
)
,
Vk =

(C∗)n for 0 ≤ k ≤ n− 1,
1 for n ≤ k ≤
(
n
2
)
,
∅ for k >
(
n
2
)
,
where I = (t1 − 1, . . . , tn − 1) is the augmentation ideal of Λ and 1 = (1, . . . , 1) is
the identity element of (C∗)n.
2. Braid Monodromy and Alexander Invariant of an Arrangement
In this section, we review the algorithms for determining the braid monodromy
and the Alexander invariant of the complement of a complex hyperplane arrange-
ment, as developed in [5], [6], and record some immediate consequences.
2.1. Braid Monodromy. The fundamental group of the complement of a complex
hyperplane arrangement is isomorphic to that of a generic two-dimensional section.
So, for the purpose of studying the Alexander invariant, it is enough to consider
affine line arrangements in C2. Let A = {H1, . . . , Hn} be such an arrangement,
with complement M = M(A) = C2 \
⋃n
i=1Hi, and vertices V = {v1, . . . , vs}. If
vk = Hi1 ∩ · · · ∩ Hir , let Xk = {i1, . . . , ir} denote the corresponding “vertex set.”
We identify the set L2 = L2(A) of rank two elements in the lattice of A and the
collection {X1, . . . , Xs} of vertex sets of A.
The braid monodromy is determined as follows (see [5] for details). Choose
coordinates (x, z) in C2 so that the first-coordinate projection map is generic with
respect to A. Let f(x, z) =
∏n
i=1(z − ai(x)) be a defining polynomial for A. The
root map a = (a1, . . . , an) : C→ Cn restricts to a map from the complement of Y =
pr1(V) to the complement of the braid arrangement An = {ker(yi − yj)}1≤i<j≤n.
Identify π1(C \Y) with the free group Fs, and the group of the braid arrangement,
π1(M(An)), with the pure braid group Pn. Then, the braid monodromy of A is the
homomorphism on fundamental groups, α : Fs → Pn, induced by the root map.
The generators, {α1, . . . , αs}, of the image of the braid monodromy can be writ-
ten explicitly using a braided wiring diagram W associated to A. Such a diagram,
determined by the choices made above, may be specified by a sequence of vertex
sets and braids, W =Ws = {X1, β1, X2, β2, . . . , βs−1, Xs}. The braid monodromy
generators are given by αk = A
δk
Xk
, where AXk is the full twist on the strands
comprising Xk, and δk is a pure braid determined by the subdiagram Wk.
A presentation for the fundamental group of M may be obtained from the braid
monodromy generators using the Artin representation Pn → Aut(Fn):
π1(M) = 〈γ1, . . . , γn | αk(γi) = γi for i = 1, . . . , n and k = 1, . . . , s〉.
Note that all relations are commutators. This presentation can be simplified by
Tietze-II moves—eliminating redundant relations. For each X ∈ L2, let X ′ =
X \ {minX}. Then, the braid monodromy presentation is
π1(M) = 〈γ1, . . . , γn | αk(γi) = γi for i ∈ X
′
k and k = 1, . . . , s〉.(2.1)
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The number of relations in this presentation is equal to the second Betti number,
b = b2(M) =
∑
X∈L2
|X ′|, of the complement.
2.2. Alexander Invariant. For an endomorphism α of the free group Fn, let
Θ(α) : C1 → C1 be its abelianized Fox Jacobian. This is a Λ-linear map, whose
matrix has rows
Θ(α)(ei) = ∇
ab(α(ti)) =
∑n
i=1
(
∂α(ti)
∂ti
)ab
ei.
The restriction of Θ to the pure braid group Pn < Aut(Fn) is the Gassner represen-
tation, Θ : Pn → GL(n,Λ). Applying the Fox Calculus to the presentation (2.1),
we obtain the chain complex, C•(M
′), of the maximal abelian cover of M :
Λb
∂2−→ Λn
∂1−→ Λ
ǫ
−→ Z→ 0,(2.2)
where ∂1 = d1 =
(
t1 − 1 · · · tn − 1
)⊤
, and ∂2 is the Alexander matrix, with
rows (Θ(αk)− id)(ei), indexed by i ∈ X ′k and k ∈ {1, . . . , s}. If X is a non-empty
subset of [n] = {1, . . . , n}, let C1[X ] denote the submodule of C1 = Λn spanned by
{ej | j ∈ X}. Then, via the identification C2(M ′) ∼=
⊕
X∈L2
C1[X
′], the Alexander
matrix may be viewed as a map ∂2 :
⊕
X∈L2
C1[X
′]→ C1.
A presentation for the Alexander invariant, B = H1(M
′), may be obtained
by comparing the complex (2.2) with the resolution (1.1). We paraphrase the
construction of [6]. For α ∈ Pn, with Artin representation given by α(ti) = zitiz
−1
i ,
the homomorphism Φ(α) : C1 → C2 defined by
Φ(α)(ei) = ei ∧ ∇
ab(zi)
satisfies Θ(α) − id = d2 ◦ Φ(α). If α = AX is the full twist on X = {i1, . . . , ir},
given in terms of the standard generators of Pn by
AX = (Ai1,i2)(Ai1,i3Ai2,i3)(Ai1,i4Ai2,i4Ai3,i4) · · · (Ai1,ir · · ·Air−1,ir ),
then Φ(AX) : C1 → C2 is given by
Φ(AX)(ei) =

ei ∧ ∇X if i ∈ X
(ti − 1)∇X ∧ ∇iX if i1 ≤ i ≤ ir and i /∈ X
0 otherwise,
where X i = {j ∈ X | j < i}, iX = {j ∈ X | i < j}, tX =
∏
j∈X tj , and
∇X =
∑
j∈X tXjej . In general, if α = A
δ
X , then Φ(α) = Θ2(δ) ◦ Φ(AX) ◦ Θ(δ
−1),
where Θk =
∧k
Θ : Ck → Ck.
If AδX is the braid monodromy generator corresponding toX ∈ L2, let ΦX denote
the restriction of Φ(AδX) to C1[X
′]. Then the map Φ :
⊕
X∈L2
C1[X
′]→ C2, defined
by Φ|C1[X′] = ΦX , satisfies
∂2 = d2 ◦ Φ.(2.3)
Thus, the maps idC0 , idC1 , and Φ constitute a chain map Φ• from the complex
(2.2) to the resolution (1.1).
Theorem 2.3. The Alexander invariant of the arrangement A has presentation
K1
∆
−→ K0 → B → 0,
where K0 = C2, K1 = C2(M
′)⊕ C3 =
⊕
X∈L2
C1[X
′]⊕ C3, and ∆ =
(
Φ
d3
)
.
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This presentation has
(
n
2
)
generators and b+
(
n
3
)
relations, where b = b2(M).
Proof. Let K•(Φ) denote the mapping cone of the chain map Φ•. We then have an
exact sequence of complexes, 0→ C• → K•(Φ)→ C•−1(M ′)→ 0, explicitly:
−−−−→ C3
d3−−−−→ C2
d2−−−−→ C1
d1−−−−→ C0y y y y
−−−−→ C2(M ′)⊕ C3
(
∂2 Φ
0 d3
)
−−−−−→ C1 ⊕ C2
(
d1 − id
0 d2
)
−−−−−−−→ C0 ⊕ C1
(
id
d1
)
−−−−→ C0y y y
C2(M
′)
∂2−−−−→ C1
d1−−−−→ C0
(2.4)
where the chain maps are the natural inclusion and projection. Since (C•, d•) is a
resolution, we have B = H1(M
′) = H2(K•(Φ)), and it is immediate from the above
diagram that H2(K•(Φ)) = coker∆.
2.4. Characteristic Varieties. We now describe the characteristic varieties of
the arrangementA in terms of the presentation of the Alexander invariant obtained
above. First we establish some notation.
Consider the evaluation map Λ× (C∗)n → C, which takes a Laurent polynomial
in n variables, f , and a point t = (t1, . . . , tn) and yields f(t) = f(t1, . . . , tn).
For fixed f ∈ Λ, we get a map f : (C∗)n → C. More generally, we have the map
Matp×q(Λ)×(C∗)n → Matp×q(C), which takes a matrix F : Λp → Λq and evaluates
each entry at t, to give F (t) : Cp → Cq. For fixed F ∈ Matp×q(Λ), we get a map
F : (C∗)n → Matp×q(C).
The above considerations, when applied to the presentation matrix ∆ for the
Alexander invariant from Theorem 2.3, yield the following description of the char-
acteristic varieties of A:
Vk(A) =
{
t ∈ (C∗)n | rank∆(t) ≤
(
n
2
)
− k
}
.(2.5)
For each point t 6= 1 in (C∗)n, the complex (C• ⊗ C,d•(t)) is acyclic. Conse-
quently, for each such t, we have rankdk(t) =
(
n−1
k−1
)
. In particular, rankd3(t) =(
n−1
2
)
, and it follows that rank∆(t) ≥
(
n−1
2
)
for t 6= 1. For t = 1, since d3(1)
is the zero matrix, we have rank∆(1) = rankΦ(1) = b (the latter equality is a
consequence of the proof of Theorem 6.5 of [6], and is established by other means
in the proof of Theorem 5.2 below). Thus we have
Vk(A) =
{
1 for n ≤ k ≤
(
n
2
)
− b,
∅ for k >
(
n
2
)
− b.
(2.6)
3. Characteristic Varieties of Decomposable Arrangements
In this section we study the case where the Alexander invariant of an arrangement
decomposes as a direct sum of “local” invariants. We begin with a general formula
for the characteristic varieties of a product of spaces.
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3.1. Products. LetM1 andM2 be two path-connected finite CW-complexes, with
Ki = H1(Mi) free abelian. Let Ti be the complex torus whose coordinate ring is
CKi. Let M = M1 ×M2 be the product CW-complex, with first homology group
K = K1 ⊕K2. Finally, let T be the complex torus with coordinate ring CK.
Theorem 3.2. With respect to the canonical decomposition T = T1 × T2, the
characteristic varieties of the product M =M1 ×M2 are given by
Vk(M1 ×M2) = (Vk(M1)× 1) ∪ (1× Vk(M2)).
Proof. As noted in [6], the Alexander invariant of M decomposes as B = B1 ⊕B2,
where B1 = (H1(M
′
1)⊗ZK1 ZK)⊗ZK2 Z and B2 = (H1(M
′
2)⊗ZK2 ZK)⊗ZK1 Z. A
standard property of Fitting ideals (see e.g. [19]) gives
Fk(B) =
∑k
i=1
Fi(B1) · Fk−i+1(B2).
Thus:
Vk(M) =
⋂k
i=1
(V(Fi(B1)) ∪V(Fk−i+1(B2)))
= V(Fk(B1)) ∪V(Fk(B2)),
and the conclusion readily follows.
Example 3.3. Recall two standard constructions in arrangement theory (see [22]
for details): The cone of an affine arrangement A of n hyperplanes in Cℓ is a central
arrangement cA of n+1 hyperplanes in Cℓ+1. The decone of a central arrangement
A of n hyperplanes in Cℓ is an affine arrangement dA of n − 1 hyperplanes in
Cℓ−1. The complements are related by M(A) =M(dA)× C∗. Thus, π1(M(A)) ∼=
π1(M(dA))×Z, where the generator of Z can be taken to be γ1 · · · γn, the product
of the meridians about the hyperplanes of A. Choosing Hn ∈ A as the hyperplane
“at infinity” in the decone dA, we derive the following from Theorem 3.2.
Vk(A) = {t ∈ (C∗)n | (t1, . . . , tn−1) ∈ Vk(dA) and t1 · · · tn = 1}.
Example 3.4. Let A be a central arrangement of n lines in C2. Then the group of
A is G ∼= Fn−1 × Z, with Z = 〈γ1 · · · γn〉. Thus, by Example 1.4 and Theorem 3.2,
Vk(A) = {t ∈ (C∗)n | t1 · · · tn = 1} for 1 ≤ k ≤ n− 2,
Vk(A) = 1 for n− 1 ≤ k ≤
(
n−1
2
)
, and Vk(A) = ∅ for k >
(
n−1
2
)
.
Example 3.5. More generally, the characteristic varieties of a finite direct product
of finitely generated free groups are given by Vk(Fn1 × · · · × Fnℓ) =
⋃ℓ
i=1 V˜k(Fni),
where V˜k(Fni) = 1 × · · · × Vk(Fni) × · · · × 1 (see Example 1.4, and compare [15],
Lemma 3.3.1).
3.6. Local Alexander Invariants. Let A = {H1, . . . , Hn} be an arrangement of
n lines in C2 that is transverse to infinity (that is, no two lines of A are parallel).
For each X ∈ L2 = L2(A), let AX = {HX,1, . . . , HX,n} denote the arrangement
obtained from A by perturbing the lines so that all lines except those passing
through the vertex corresponding to X are in general position.
The group of the arrangement AX has presentation
GX = 〈γ1, . . . , γn | [γX , γi] = 1 for i ∈ X and [γj , γi] = 1 for j /∈ X, i ∈ [n]〉,
8 DANIEL C. COHEN AND ALEXANDER I. SUCIU
where γX =
∏
i∈X γi. If |X | = m, then clearly, GX
∼= Fm−1 × Zn−m+1. Let
BX = B(GX) be the “local” Alexander invariant associated to X ∈ L2. Note that
BX is trivial if m = 2. For |X | = m ≥ 3, set
VX = {(t1, . . . , tn) ∈ (C∗)n | tX − 1 = 0 and tj − 1 = 0 for j /∈ X}.
As in the above examples, we have
Vk(AX) = VX for 1 ≤ k ≤ m− 2,
Vk(AX) = 1 for m− 1 ≤ k ≤
(
m−1
2
)
, and Vk(AX) = ∅ for k >
(
m−1
2
)
.
3.7. Decomposable Alexander Invariants. Given an arrangementA in C2 that
is transverse to infinity, let Acc =
∏
X∈L2
AX denote the product (see [22]) of the
arrangements AX constructed above. Define the coarse (combinatorial) Alexander
invariant of A to be the module Bcc(A) = B(Acc) ⊗ZZns ZZn induced from the
Alexander invariant of Acc by the projection tX,j 7→ tj . It is readily seen that
Bcc(A) =
⊕
X∈L2
BX .
In [6], we defined a homomorphism Π : B → Bcc. This map is always surjective,
but is not in general a bijection. The failure of injectivity is measured by the
cokernel of a certain linear map Ψ3 : C3 →
⊕
X C2[X
′] ∧ C1, where C denotes the
image of a (free) Λ-module C under the augmentation map ǫ : Λ → Z. The map
Ψ3 is determined solely by the intersection lattice, see [6], Section 7.6 for details.
If cokerΨ3 = 0, and thus B ∼= Bcc, we say that A is decomposable.
Remark 3.8. In [6], the implications of the surjectivity of the map Ψ3 are stated in
terms of the I-adic completions of the modules B and Bcc. That these implications
apply to the modules themselves follows from the “reflection of isomorphism from
the completion” discussed in [9], Exercise 7.5.
Now let V cck (A) = Vk(B
cc) be the kth coarse characteristic variety of A. Since
the map Π : B → Bcc is surjective, we have V cck (A) ⊆ Vk(A). We shall refer to
the irreducible components of V cck (A) as local components of Vk(A), and to the
other irreducible components of Vk(A) as non-local components. If A is decom-
posable, then V cck (A) = Vk(A). An inductive argument, analogous to the proof of
Theorem 3.2, yields:
Theorem 3.9. The coarse characteristic varieties of an arrangement A are deter-
mined by the lattice of A, as follows:
V cck (A) =
⋃
X∈L2
Vk(GX) =
⋃
|X|≥k+2
VX .
In particular, if A is decomposable, then Vk(A) =
⋃
|X|≥k+2 VX .
Remark 3.10. The module BX = B(GX) depends only on the cardinality |X | of
the vertex set X . Consequently, the module Bcc depends only on the number and
multiplicities of the elements of L2(A). On the other hand, the monomial isomor-
phism type of the coarse characteristic variety V cck (A) depends on more information
from the lattice, as the following example of Falk demonstrates.
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Example 3.11. Consider the two arrangements, A1 and A2, from Example 4.10
in [11]. It is readily seen that both arrangements are decomposable: B(A1) =
B{1,2,3}⊕B{1,4,5}⊕B{3,5,6}⊕B{4,6,7} and B(A2) = B{1,2,3}⊕B{1,4,5}⊕B{3,5,6}⊕
B{1,6,7}. Thus, B(A1) ∼= B(A2). From Theorem 3.9, we get:
V1(A1) = V{1,2,3} ⊕ V{1,4,5} ⊕ V{3,5,6} ⊕ V{4,6,7},
V1(A2) = V{1,2,3} ⊕ V{1,4,5} ⊕ V{3,5,6} ⊕ V{1,6,7}.
Thus, the varieties V1(A1) and V1(A2) are (abstractly) isomorphic. Nevertheless,
there is no monomial isomorphism (C∗)7 → (C∗)7 taking V1(A1) to V1(A2). This
is proved exactly as in [11], using the fact that the “polymatroids” associated to
A1 and A2 are distinct.
4. Cohomology Support Loci
In this section, we use recent results of Arapura [1] and Libgober [18] to show
that each positive-dimensional, irreducible component of the characteristic variety
Vk(A) is a subtorus of (C∗)n. Furthermore, we identify the tangent cone of the
variety Vk(A) at the point 1.
4.1. Rank One Local Systems. Let A = {H1, . . . , Hn} be a complex hyperplane
arrangement. Let M be the complement of A, and let G = 〈γ1, . . . , γn | r1, . . . , rb〉
be the braid presentation for its fundamental group, as in (2.1). The generators
γi are represented by meridional loops around Hi, with orientations given by the
complex structure. Since all relations rk are commutators, H1(M ;Z) is isomor-
phic to Zn = 〈t1, . . . , tn | [ti, tj] = 1〉, with identification given by γi 7→ ti. Fur-
thermore, H1(M ;C∗) is isomorphic to the algebraic torus (C∗)n, with coordinates
t = (t1, . . . , tn).
Each point t in (C∗)n determines a representation G→ C∗ = GL(1,C), γi 7→ ti,
and an associated rank one local system, which we denote by Ct. For generic t, the
(co)homology of M with coefficients in Ct vanishes. Those t for which Hr(M ;Ct)
does not vanish comprise the cohomology support loci
W rk (M) = {t ∈ (C
∗)n | rankHr(M ;Ct) ≥ k}.
These loci are algebraic subvarieties of (C∗)n, which depend only on the homotopy
type of M , and a generating set for G = π1(M). We now relate W
1
k (M) to the
characteristic variety Vk(A).
If A is a general position (through rank 2) arrangement, then the group of A
is free abelian and the Alexander invariant is trivial. Thus, Vk(A) = ∅ in this
instance. On the other hand, W 1k (M) = {1} for 1 ≤ k ≤ n and W
1
k (M) = ∅ for
k > n (see e.g. [13]).
If A is not a general position arrangement, we have the following. As shown by
Hironaka [15] (see also [18]), an analogous result holds for an arbitrary CW-complex
M with torsion-free first homology (and non-trivial Alexander invariant).
Theorem 4.2. Let A be an affine arrangement of n lines in C2, with complement
M . Set N = min{n,
(
n
2
)
− b2(M)}. If H1(M ′) 6= 0, then, for 1 ≤ k ≤ N , the
characteristic variety Vk(A) coincides with the cohomology support locus W
1
k (M).
Proof. For an arbitrary arrangement, the homology of M with coefficients in the
local system Ct is naturally isomorphic to the homology of the chain complex
C•(M ;Ct) := C•(M ′)⊗ΛCt, where Λ = ZZn and (C•(M ′), ∂•) is the chain complex
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of the maximal abelian cover of M specified in (2.2). The terms of C•(M ;Ct) are
finite-dimensional complex vector spaces, and the boundary maps, ∂k(t), are the
evaluations of ∂k at t.
Let W k1 (M) = {t ∈ (C
∗)n | rankH1(M ;Ct) ≥ k} denote the homology support
loci of M . Evidently, these varieties coincide with the cohomology support loci
defined above. From the above description of the complex C•(M ;Ct), it is clear
thatWn1 (M) = {1} andWk(M) = ∅ for k > n, while as noted in (2.6), Vk(A) = {1}
for n ≤ k ≤
(
n
2
)
−b, where b = b2(M). Thus if n ≤
(
n
2
)
−b, we have Vn(A) =W
n
1 (M).
For k < n, since ∂1(t) = d1(t) is of rank at most one, the homology support
loci are given by W k1 (M) = {t ∈ (C
∗)n | rank∂2(t) ≤ n − k − 1}. Recall that
the Alexander invariant B = B(A) is presented by the matrix ∆ of Theorem 2.3.
Upon tensoring the terms of the commuting diagram (2.4) with C, and evaluating
the maps at t, it is readily seen that
W k1 (M) = {t | rank∂2(t) ≤ n− k − 1} = {t | rank∆(t) ≤
(
n
2
)
− k} = Vk(A)
for 1 ≤ k ≤ N .
We now pursue a more precise description of the varieties Vk(A). First, note
that M = CP2 \
⋃
H∈A∗ H , where A
∗ is the projectivization of the cone cA. By
blowing up the singularities, we see that M is biholomorphically equivalent to the
complement of a normal-crossing divisor in a smooth, simply-connected projective
variety. (This holds more generally for complex subspace arrangements, as shown
by De Concini and Procesi [7].) The following result of Arapura [1] describes the
support loci of such quasiprojective varieties.
Theorem 4.3 (Arapura [1]). Let M be the complement of a normal-crossing divi-
sor in a compact Ka¨hler manifold with vanishing first homology. The cohomology
support locus W 1k (M) is a finite union of torsion-translated subtori of the algebraic
torus (C∗)n, where n = b1(M).
In other words, each irreducible component of W 1k (M) is of the form q · (C
∗)r,
for some integer r ≥ 0 and some torsion element q = (q1, . . . , qn) ∈ (C∗)n. In [17]
and [18], Libgober studies in detail the case where M is the complement of a plane
algebraic curve C. He shows that, if r > 0, the order of each root of unity qj divides
the greatest common divisor of the degrees of the branches of C. In particular, if C
is a line arrangement, then q = 1. As a result, we have the following.
Theorem 4.4 (Libgober [18]). Let A be an arrangement of n complex hyperplanes.
Then each positive-dimensional component of the characteristic variety Vk(A) is a
connected subtorus of the algebraic torus (C∗)n.
In view of this theorem, define the kth central characteristic subvariety of the
arrangement A to be the subvariety Vˇk(A) of (C∗)n consisting of all irreducible
components of Vk(A) passing through 1. Note that Vk(A) \ Vˇk(A) consists of a
finite set of nontrivial torsion elements. In all examples we have examined, Vˇ1(A) =
V1(A). In general however, Vˇk(A) $ Vk(A), as the following example illustrates.
Example 4.5. Consider the central 3-arrangement A = {H1, . . . , H7}, with defin-
ing polynomial Q = x(x + y + z)(x + y − z)y(x − y − z)(x − y + z)z. The lattice
of A has six rank two flats of multiplicity three. The first characteristic variety,
V1(A), is the union of nine 2-dimensional subtori of (C∗)7, six of which are local
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(see Theorem 3.9). The remaining three 2-tori,
{t ∈ (C∗)7 | t1 = t4, t2 = t3, t5 = t7, t6 = 1, t1t2t5 = 1},
{t ∈ (C∗)7 | t1 = t5, t2 = t6, t4 = t7, t3 = 1, t1t2t4 = 1},
{t ∈ (C∗)7 | t1 = t7, t3 = t6, t4 = t5, t2 = 1, t1t3t4 = 1},
arise from subarrangements that are isomorphic to the braid arrangement A4 (see
Sections 5.6 and 6.8 below). The second characteristic variety, V2(A), consists of the
two points of intersection of the three 2-tori above, 1 and (−1, 1, 1,−1,−1, 1,−1),
whereas Vˇ2(A) = 1.
4.6. Tangent Cones. We now study the tangent cone at the origin 1 ∈ (C∗)n
of the variety Vk(A) = W 1k (M). The tangent space of H
1(M,C∗) = (C∗)n at
1 is H1(M,C) = Cn, with coordinates λ = (λ1, . . . , λn). The exponential map
T1 ((C∗)n) → (C∗)n is just the coefficient map H1(M,C) → H1(M,C∗) induced
by exp : C→ C∗, λi 7→ eλi = ti.
Let Vk(A) denote the tangent cone at 1 of the variety Vk(A). Clearly, this co-
incides with the tangent cone at 1 of Vˇk(A). From Theorem 4.4, we know that
Vˇk(A) is a (central) arrangement of subtori in (C∗)n. Thus, Vk(A) is a central ar-
rangement of subspaces in Cn. We shall find defining equations for this variety, and
relate them to the presentation of the Alexander invariant ofM from Theorem 2.3.
Let f ∈ Λ be a Laurent polynomial, and f : (C∗)n → C the corresponding map,
defined in Section 2.4. The derivative of this map at the identity, f∗ : T1 ((C∗)n)→
C, is given by f∗(λ) = ddx
∣∣
x=0
f(exλ1 , . . . , exλn). If f and g are two Laurent polyno-
mials, the Product Rule yields (fg)∗(λ) = f∗(λ)g(1)+f(1)g∗(λ).More generally, for
F ∈ Matp×q(Λ) and G ∈ Matq×r(Λ), matrix multiplication and the differentiation
rules yield
(F ·G)∗(λ) = F∗(λ) ·G(1) + F(1) ·G∗(λ).(4.1)
Recall the boundary map dk : Ck → Ck−1 from the standard resolution (1.1).
Let dk be the corresponding map, and δk = (dk)∗ its derivative at 1. Note that
dk(1) = 0 is the zero matrix, and that δk(λ1, . . . , λn) = dk(1− λ1, . . . , 1− λn).
Recall also the presentation matrix, ∆ =
(
Φ
d3
)
: Λp → Λq, for the Alexander
invariant ofM from Theorem 2.3, with p = b2(M)+
(
n
3
)
and q =
(
n
2
)
. For t ∈ (C∗)n,
let ∆(t) : Cp → Cq be the corresponding map, given by
∆(t) =
(
Φ(t)
d3(t)
)
.(4.2)
As noted above, we have Vk(A) = {t ∈ (C∗)n | rank∆(t) ≤
(
n
2
)
− k}. We now
obtain an analogous description of the tangent cone Vk(A).
Theorem 4.7. Let A be an arrangement of n hyperplanes, with complement M ,
and non-trivial Alexander invariant B, presented by ∆ =
(
Φ
d3
)
. Then the tan-
gent cone, Vk(A), of the characteristic variety Vk(A) at the point 1 is a subspace
arrangement in Cn, defined by the equations
Vk(A) =
{
λ ∈ Cn
∣∣ rank(Φ(1)
δ3(λ)
)
≤
(
n
2
)
− k
}
.
Proof. The identification in Theorem 4.2 of the characteristic variety Vk(A) and the
(co)homology support locus shows that Vk(A) = {t ∈ (C∗)n| rank∂2(t) ≤ n−k−1},
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where ∂2(t) is obtained from the Alexander matrix ∂2 of (2.2) by evaluation at t.
Thus the tangent cone at 1 is given by Vk(A) = {λ ∈ Cn | rank(∂2)∗(λ) ≤ n−k−1}.
Recall that the image of a free Λ-module C under the augmentation map is
denoted by C. Also, recall from (2.3) that ∂2 = d2 ◦ Φ. Consequently, for each t,
we have ∂2(t) = Φ(t) · d2(t). Using (4.1) and the fact that d2(1) = 0, we obtain
(∂2)∗(λ) = Φ(1) · δ2(λ). Thus, we have a commuting diagram⊕
X∈L2
C1[X
′]
(∂2)∗(λ)
−−−−−→ C1
δ1(λ)
−−−−→ C0yΦ(1) yid yid
C3
δ3(λ)
−−−−→ C2
δ2(λ)
−−−−→ C1
δ1(λ)
−−−−→ C0
and an exercise in homological algebra, using a mapping cone construction as in
the proof of Theorem 2.3, completes the proof.
Remark 4.8. Recall from 2.2 that the map Φ :
⊕
X∈L2
C1[X
′] → C2 is defined
by Φ|C1[X′] = Θ2(δ) ◦ Φ(AX) ◦ Θ1(δ
−1)|C1[X′], where A
δ
X is the braid monodromy
generator corresponding to X ∈ L2. Since pure braids are IA-automorphisms of
the free group, we have Θk(δ)(1) = id for all δ ∈ Pn. Thus, Φ(1)|C1[X′] = ΦX(1),
and it is readily checked that the latter is given by ΦX(1)(ei) = ei ∧ ∇X for each
i ∈ X ′, where ∇X =
∑
j∈X ej . It follows that the map Φ(1) is determined by the
vertex sets X ∈ L2. However, it is not a priori clear that this map is combinatorial,
as the vertex sets and their ordering are dictated by the braid monodromy. By
comparison with the Orlik-Solomon algebra, the combinatorial nature of the map
Φ(1) will be established in the next section.
5. Relation to the Orlik-Solomon Algebra
In this section, we compare Falk’s invariant of the Orlik-Solomon algebra of an
arrangement of hyperplanes A with the characteristic varieties of the group of A.
5.1. Orlik-Solomon Algebra. Let A = {H1, . . . , Hn} be a (central) arrange-
ment. Let E be the graded exterior algebra over C generated by 1 and e1, . . . , en.
Note that Er = Cr. Define dr : E
r → Er−1 by dr(eJ) =
∑r
q=1(−1)
reJ\{jq}. Let
I = I(A) be the homogeneous ideal in E generated by {d(eJ) | dim
⋂
j∈J Hj < |J |}.
The Orlik-Solomon algebra of A is the graded algebra A = E/I.
Let p : E → A denote the natural projection, and write ai = p(ei). Note that
I0 = I1 = 0, and so the maps p : Er → Ar are isomorphisms for r ≤ 1. An nbc
(no broken circuit) basis for A2, corresponding to the ordering H1, . . . , Hn of the
hyperplanes, consists of all generators aj ∧ ak, except those for which there exists
i < min{j, k} such that Hi ∩Hj ∩Hk ∈ L2(A), see [22]. With this choice of basis,
forHi∩Hj∩Hk ∈ L2(A), the projection p : E2 → A2 is given by p(ei∧ej) = ai∧aj ,
p(ei ∧ ek) = ai ∧ ak, and p(ej ∧ ek) = ai ∧ ak − ai ∧ aj.
Associated to each λ ∈ Cn, we have an element ω =
∑n
i=1 λiai of A
1. Left-
multiplication by ω defines a map µ : Ar → Ar+1. Clearly, µ ◦ µ = 0, so (A, µ)
is a complex. The cohomology support loci of the OS-algebra are Falk’s invariant
varieties Rr(A) = {λ ∈ Cn | Hr(A, µ) 6= 0} (denoted in [11] by Rr(A)). We
shall consider here only the first such locus, filtered by the family of subvarieties
R1k(A) = {λ ∈ C
n | rankH1(A, µ) ≥ k}. See [22] and [11] for detailed discussions
of the OS-algebra and the variety R1(A).
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If the arrangementA is in general position (through rank 2), it is well-known that
R1(A) = {0}, see e.g. [25]. If A is not in general position, we have the following.
Theorem 5.2. Let A be a central arrangement of complex hyperplanes with non-
trivial Alexander invariant. Then the cohomology support locus R1k(A) of the Orlik-
Solomon algebra of A coincides with the tangent cone Vk(A) of the characteristic
variety Vk(A) at the point 1.
Proof. Given λ ∈ Cn, let ωˆ =
∑
λiei ∈ E1. Left-multiplication by ωˆ defines a
map µˆ : Er → Er+1, and as above, (E, µˆ) is a complex. The natural projection
p : E → A is a chain map with kernel I. If λ 6= 0, the complex (E, µˆ) is acyclic,
and we have Hr(A, µ) = Hr+1(I, µˆ). Thus to study H∗(A, µ), R1k(A), etc., one
can pass from the OS-algebra to the OS-ideal, see [25], [11]. However, to facilitate
comparison with the Alexander invariant, we opt for a slightly different approach.
Consider the mapping cone P of p. This is a complex with terms P r = Ar−1⊕Er,
and differentials ξ : P r → P r+1 given by ξ(x, y) = (p(y)−ω∧x, ωˆ∧y). The natural
inclusion and projection yield an exact sequence of complexes 0 → A•−1 → P • →
E• → 0. As above, we have Hr(A, µ) = Hr+1(P, ξ) if λ 6= 0. Thus we can write
R̂1k(A) = {λ ∈ C
n \ {0} | rankH2(P, ξ) ≥ k}, where R̂1k(A) = R
1
k(A) \ {0}.
Define an automorphism ψ : P 2 → P 2 by ψ(x, y) = (x, y − ωˆ ∧ x). Then,
using the fact that Ar = Er for r ≤ 1, we see that ψ ◦ ξ : P 1 → P 2 is given
by (x, y) 7→ (y − ω ∧ x, 0), and ξ ◦ ψ−1 : P 2 → P 3 by (x, y) 7→ (p(y), ωˆ ∧ y). It
follows that H2(P, ξ) = kerφ, where φ = (p, µˆ) : E2 → A2⊕E3 is the restriction of
ξ ◦ψ−1 to E2 ⊆ P 2. Thus R̂1k(A) consists of all λ 6= 0 for which dimkerφ ≥ k, i.e.,
for which rankφ(λ) ≤
(
n
2
)
− k. For an arrangement A with non-trivial Alexander
invariant, it is readily checked that rankφ(0) <
(
n
2
)
. For such A, we have R1k(A) =
{λ ∈ Cn | rankφ(λ) ≤
(
n
2
)
− k}.
The choice of nbc basis for A2 above provides a natural identification A2 ↔⊕
X∈L2
C1[X
′]. Using this identification, the fact that Ek = Ck, and the descrip-
tion of the map Φ(1) from Remark 4.8, it is readily checked that p is dual to Φ(1)
and µˆ(λ) is dual to δ3(λ). It follows that φ(λ) = (p, µˆ(λ)) is the transpose of the
matrix
(
Φ(1)
δ3(λ)
)
from Theorem 4.7. Thus, R1k(A) = Vk(A).
Recall from Theorem 4.4 that all irreducible components of the variety Vk(A)
passing through 1 are subtori of (C∗)n. Thus, all irreducible components of the tan-
gent cone Vk(A) are (linear) subspaces of Cn. As a consequence of Theorem 5.2, we
have the following, which resolves a conjecture made by Falk ([11], Conjecture 4.7).
Corollary 5.3. The variety R1k(A) is the union of a subspace arrangement.
Since the subspace arrangement Vk(A) = R1k(A) is determined, up to a linear
change of basis in Cn, by the intersection lattice L(A), the central arrangement
of tori Vˇk(A) is determined, up to a monomial change of basis in (C∗)n, by L(A).
Thus, as another consequence of Theorem 5.2, we have the following.
Corollary 5.4. The monomial isomorphism type of the central characteristic sub-
variety Vˇk(A) is a combinatorial invariant of the arrangement A.
Remark 5.5. Libgober proves Corollaries 5.3 and 5.4 by other means in [18]. How-
ever, the assertion there that the (entire) characteristic variety Vk(A) is combinato-
rial does not follow immediately from these results. As Example 4.5 illustrates, the
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variety Vk(A) may contain isolated points, which are not a priori combinatorially
determined.
5.6. Essential Tori and Non-Local Components. We use the identification of
the variety R1(A) and the tangent cone of the first characteristic variety provided
by Theorem 5.2 to obtain a combinatorial means for detecting components of Vˇ1(A).
Positive-dimensional, irreducible components of the characteristic variety Vk(A)
which are not contained in any coordinate torus ti = 1 of (C∗)n are called essential
tori in [18]. For an arrangement A of cardinality n, with rank two lattice elements
of multiplicities only m and 2, Libgober gives an algorithm for detecting such
essential tori, see [18], Section 3. Ingredients of this algorithm include polytopes of
quasi-adjunction, and the calculation of the cohomology of a certain ideal sheaf.
Using Theorem 5.2 above, we obtain a combinatorial alternative to this approach.
While this alternative method applies only to the first characteristic variety V1(A),
it has the advantage of being applicable to an arbitrary arrangement. To describe
this method, we must first recall Falk’s description of the variety R1(A) from [11].
Let A = {H1, . . . , Hn} be an arrangement with lattice L = L(A), and consider
Cn with basis ei and coordinates λi corresponding to the elements of A (resp. of
L1). A partition Π of [n] (or of L1) is neighborly if, for all flats X ∈ L2 and all
blocks π of Π, |π ∩ X | ≥ |X | − 1 implies that X ⊆ π. Partitions with more than
one block will be called non-trivial. A flat X that is contained in a single block of
Π is said to be monochrome, and is called polychrome otherwise. Note that all rank
two flats of multiplicity two are necessarily monochrome.
For each flat X ∈ L2, let HX be the hyperplane in Cn defined by
∑
i∈X λi = 0,
and let H[n] = {
∑n
i=1 λi = 0}. If Π is a neighborly partition, let SΠ denote the
subspace of Cn defined by SΠ = H[n] ∩
⋂
HX , where X ranges over all polychrome
flats in L2. Associated to Π, we also have a vector-valued skew-symmetric bilinear
form 〈λ,λ′〉Π on Cn, the components of which are the 2× 2 determinants
∣∣∣ λi λjλ′i λ′j ∣∣∣,
for i, j ∈ π ⊂ Π. Falk’s characterization of the variety R1(A) is the following.
Theorem 5.7 (Falk [11], Theorem 3.10). λ ∈ R1(A) if and only if there exists a
subarrangement A′ of A and a neighborly partition Π of L1(A′) such that
(i) λ ∈ SΠ; and
(ii) there exists λ′ ∈ SΠ, not proportional to λ, such that 〈λ,λ
′〉Π = 0.
If Π is a neighborly partition, let VΠ denote the subvariety of the subspace SΠ
on which the form 〈 , 〉Π is degenerate. In all known examples, VΠ = SΠ, see [11]
and below. By Theorem 5.2, the variety VΠ is linear in general. This does not,
however, rule out the possibility that the containment VΠ ⊂ SΠ is strict.
Example 5.8. Let A be the Hessian configuration, with defining polynomial Q =
x1x2x3
∏
i,j=0,1,2(x1+ω
ix2+ω
jx3), where ω = exp(2πi/3). The characteristic vari-
eties Vk(A) were determined by Libgober in [18], Example 5. In particular, he finds
an essential torus V ⊂ V1(A) of dimension three. Consequently, the variety R1(A)
also has a three-dimensional (linear) component S. This component is readily re-
covered using Theorem 5.7. Note that L2(A) consists of 9 flats of multiplicity 4 and
12 flats of multiplicity 2. Let Hi = kerxi and let Hi,j = ker(x1+ω
ix2+ω
jx3). The
partition Π =
(
H1, H2, H3
∣∣ H0,0, H1,2, H2,1 ∣∣ H0,1, H1,0, H2,2 ∣∣ H0,2, H1,1, H2,0)
is neighborly, and all flats of multiplicity 4 are polychrome. The subspace SΠ is
three-dimensional. Checking that the form 〈 , 〉Π is trivial on SΠ, we have S = SΠ.
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Remark 5.9. As illustrated by the above example, for an arbitrary arrangement
A, the variety R1(A) may have non-local components of dimension greater than
two. This leaves open the possibility that the Tutte polynomial of (the matroid of)
an arrangement is not determined by the Orlik-Solomon algebra, see [11], Section 3.
In practice (see below), we use Falk’s characterization ofR1(A) to detect essential
tori and non-local components of V1(A). Theorems 5.2 and 5.7 yield:
Proposition 5.10. Let A be an arrangement of n complex hyperplanes. If Π is
an associated neighborly partition of [n], and VΠ is the subspace of Cn on which
the form 〈 , 〉Π is degenerate, then VΠ = exp(VΠ) is an essential torus of the first
characteristic variety V1(A).
6. Monomial Arrangements
In this section, we use the results on characteristic varieties obtained above to
study the arrangements associated with the full monomial groups G(r, 1, ℓ) and
the irreducible subgroups G(r, r, ℓ), r ≥ 2. Defining polynomials for the reflection
arrangements Ar,1,ℓ and Ar,r,ℓ corresponding to these groups are given by
Q(Ar,1,ℓ) = x1 · · ·xℓ
∏
1≤i<j≤ℓ
(xri − x
r
j ) and Q(Ar,r,ℓ) =
∏
1≤i<j≤ℓ
(xri − x
r
j ).
Note that the arrangements A2,1,ℓ and A2,2,ℓ are the Coxeter arrangements of type
B and D respectively. The fundamental group, P (r, k, ℓ) = π1(M(Ar,k,ℓ)), is the
generalized pure braid group associated to the complex reflection group G(r, k, ℓ),
k = 1, r. Presentations for the (full) braid groups associated to these reflection
groups were recently found in [3].
The arrangementAr,1,ℓ is fiber-type, with exponents {n1, n2, . . . , nℓ}, where ni =
(i−1)r+1. Hence, the group P (r, 1, ℓ) admits the structure of an iterated semidirect
product of free groups: P (r, 1, ℓ) ∼= Fnℓ ⋊ · · ·⋊ Fn2 ⋊ Fn1 .
The groups P (r, r, ℓ) also admit such structure. Define π : Cℓ → Cℓ−1 by
π(x1, . . . , xℓ−1, xℓ) = (x
r
1 − x
r
ℓ , . . . , x
r
ℓ−1 − x
r
ℓ). The restriction of π to the comple-
ment M(Ar,r,ℓ) is a generalized Brieskorn bundle (see [2] for the case r = 2). The
base space of this bundle is homotopy equivalent to the complement of the braid
arrangementAℓ, and the fiber is a surface of genus
rℓ−1(ℓ−3)−(r−2)(ℓ−1)+2
2 with r
ℓ−1
punctures. It follows that P (r, r, ℓ) ∼= Fmℓ ⋊ · · · ⋊ Fm2 ⋊ Fm1 , where mi = i for
1 ≤ i ≤ ℓ− 1, and mℓ = rℓ−1(ℓ− 2) + (r − 2)(ℓ− 1) + 1.
Let Π(r, 1, ℓ) = Fnℓ × · · · × Fn2 × Fn1 and Π(r, r, ℓ) = Fmℓ × · · · × Fm2 × Fm1
denote the corresponding direct products of free groups.
Theorem 6.1. For ℓ ≥ 3, the groups P (r, k, ℓ) and Π(r, k, ℓ) are not isomorphic.
We establish this result by distinguishing the characteristic varieties V1(P (r, k, ℓ))
and V1(Π(r, k, ℓ)). The latter may be determined using Examples 3.3 and 3.5. In
particular, this variety has ℓ− 1 irreducible components. As we shall see in Propo-
sition 6.11 and Remark 6.12, the variety V1(P (r, k, ℓ)) has many more components.
An analogous result for Artin’s pure braid group Pℓ+1 and the direct product
Πℓ+1 = Fℓ× · · · ×F2× F1 was proved in [4] by other means. Proposition 6.9 below
provides another proof of this fact.
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6.2. Monomial Arrangements in C3. We now determine the structure of the
characteristic variety V1(A) of every monomial arrangement A = Ar,r,3 in C3. We
first show that the variety V1(A) contains an essential torus of dimension two. The
cases r = 2 and r = 3 were considered previously by Falk [11] and Libgober [18].
A defining polynomial for A is given by Q(A) = (xr1 − x
r
2)(x
r
1 − x
r
3)(x
r
2 − x
r
3).
Denote the hyperplanes of A by H
(k)
i,j = ker(xi − ζ
kxj), where ζ = exp(2πi/r),
1 ≤ i < j ≤ 3, and 1 ≤ k ≤ r. In this notation, the rank two elements of the lattice
of A are given by
L2 =
{⋂r
k=1
H
(k)
i,j , 1 ≤ i < j ≤ 3, H
(p)
1,2 ∩H
(q)
2,3 ∩H
(s)
1,3 , where s ≡ p+ q mod r
}
.
Consider the partition Π =
(
H
(1)
1,2 , . . . , H
(r)
1,2
∣∣∣ H(1)1,3 , . . . , H(r)1,3 ∣∣∣ H(1)2,3 , . . . , H(r)2,3) of
the rank one elements of L(A). It is readily checked that this partition is neighborly,
with polychrome flats all of the triple points H
(p)
1,2 ∩H
(q)
2,3 ∩H
(s)
1,3 noted above. Let
n = 3r = |A|, and consider Cn with basis e(k)i,j and coordinates λ
(k)
i,j , 1 ≤ i < j ≤ 3
and 1 ≤ k ≤ r. Let H[n] denote the hyperplane defined by
∑
λ
(k)
i,j = 0, and let
L′ ⊂ L2 denote the set of polychrome flats. In this notation, for X ∈ L2, we have
HX = {
∑
λ
(k)
i,j = 0 | λ
(k)
i,j ∈ X}.
The subspace SΠ = H[n] ∩
⋂
X∈L′ HX arising from the neighborly partition Π
may be realized as the nullspace of the r2 + 1 by 3r matrix K whose rows are
determined by H[n] and the HX above. It is readily checked that the vectors
v1 =
∑r
k=1
(
e
(k)
1,2 − e
(k)
2,3
)
and v2 =
∑r
k=1
(
e
(k)
1,3 − e
(k)
2,3
)
are in SΠ. Furthermore, it is also easy to find 3r − 2 linearly independent rows of
the matrix K. Thus {v1, v2} is a basis for SΠ. Finally, using this basis, we see that
the form 〈 , 〉Π is trivial on SΠ. Thus SΠ is an irreducible component of R1(A).
Since R1(A) = V1(A) is the tangent cone of the characteristic variety V1(A) at
the point 1, we obtain a two-dimensional irreducible component, VΠ, of the latter
by exponentiating. Using coordinates t
(k)
i,j for the complex torus (C
∗)n, we have
VΠ =
{
t ∈ (C∗)n
∣∣∣∣ t(1)i,j = · · · = t(r)i,j , 1 ≤ i < j ≤ 3, and ∏ 1≤i<j≤3
1≤k≤r
t
(k)
i,j = 1
}
.
If r = 3, the set of rank one elements of the lattice of A = A3,3,3 admits three
neighborly partitions in addition to Π = Π1 above which give rise to essential 2-tori.
These partitions are
Π2 =
(
H
(1)
1,2 , H
(2)
1,3 , H
(1)
2,3
∣∣∣ H(2)1,2 , H(1)1,3 , H(2)2,3 ∣∣∣ H(3)1,2 , H(3)1,3 , H(3)2,3),
Π3 =
(
H
(1)
1,2 , H
(1)
1,3 , H
(3)
2,3
∣∣∣ H(2)1,2 , H(3)1,3 , H(1)2,3 ∣∣∣ H(3)1,2 , H(2)1,3 , H(2)2,3),
Π4 =
(
H
(1)
1,2 , H
(3)
1,3 , H
(2)
2,3
∣∣∣ H(2)1,2 , H(2)1,3 , H(3)2,3 ∣∣∣ H(3)1,2 , H(1)1,3 , H(1)2,3).
Let VΠk denote the essential torus arising from Πk, and write V (3) :=
⋃4
k=1 VΠk .
Lemma 6.3. If r ≥ 4, the variety V (r) := VΠ is the only essential torus of the
monomial arrangement A = Ar,r,3.
Proof. It suffices to show that the partition Π above is the only neighborly partition
of L1(A) which gives rise to an essential torus. Recall that L2(A) consists of flats
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Xi,j =
⋂r
k=1H
(k)
i,j , 1 ≤ i < j ≤ 3, with |Xi,j | = r, and Yp,q,s = H
(p)
1,2 ∩H
(q)
2,3 ∩H
(s)
1,3 ,
where s ≡ p+ q mod r, with |Yp,q,s| = 3.
Let Γ be a neighborly partition of L1(A). If all three flats Xi,j are monochrome,
then either Γ is trivial and gives rise to no essential torus, or Γ = Π is the partition
considered above, giving rise to the torus V (r). So assume that one of the flats Xi,j
is polychrome. If all elements of L2(A) are polychrome, it is readily checked that
the subspace SΓ arising from Γ consists only of the origin, SΓ = {0}, and yields no
essential torus. Thus we may assume further that there is a monochrome flat.
Without loss of generality, suppose that the flat X1,2 is polychrome. If, say X1,3
is monochrome, then since Γ is neighborly by assumption, all other elements of
L2(A) must be polychrome. Checking that SΓ = {0}, we see that Γ does not yield
an essential torus in this instance.
Suppose now that Yr,r,r is monochrome (and that X1,2 is polychrome). If Yr,r,r
is the only monochrome flat, one can check that SΓ = {0}. So suppose there is
another monochrome flat. By the above considerations, we can assume that this
flat is of multiplicity three, say Yr−1,r−2,r−1. With these assumptions, the fact that
Γ is neighborly yields 3r − 9 polychrome flats: Xi,j , 1 ≤ i < j ≤ 3, Yp,r,p, Yp,r−p,r,
Yr,p,p, 1 ≤ p ≤ r − 1, and Yr−1,p+1,p, Yp+1,r−1,p, Yp,r−p−2,r−2, 1 ≤ p ≤ r − 3. An
exercise in linear algebra then reveals that SΓ = {0} in this case as well.
Remark 6.4. A comparable analysis reveals that the characteristic variety V1(A)
of every full monomial arrangement A = Ar,1,3 also contains a two-dimensional
essential torus. Briefly, we have A = Ar,r,3 ∪ {H1, H2, H3}, where Hi = kerxi, so
|A| = n + 3. The partition Π =
(
H3, H
(i)
1,2
∣∣∣ H2, H(j)1,3 ∣∣∣ H1, H(k)2,3) of the rank one
elements of L(A) is neighborly. All elements of L2(A) of multiplicity greater than 2
are polychrome. The subspace SΠ ⊂ Cn+3 has basis {v1+r(e3−e1), v2+r(e2−e1)},
is an irreducible component of R1(A), and gives rise to the essential torus{
t ∈ (C∗)n+3
∣∣ (t(1)i,j )r = · · · = (t(r)i,j )r = tq, 1 ≤ i < j ≤ 3, q 6= i, j, and T = 1}
of V1(A), where T = t1t2t3
∏
t
(k)
i,j .
Returning to the arrangementA = Ar,r,3, we now find all irreducible components
of the variety V1(A) of positive dimension. We first require some preliminary results.
Lemma 6.5. If r = pq, then the monomial arrangement Ar,r,3 has p2 subarrange-
ments lattice-isomorphic to the arrangement Aq,q,3.
Proof. Let Kζa and Kζb be two cosets of K = 〈ζp〉 = Zq in Zr. Note that there
are p = r/q such cosets. It is then readily checked that the subarrangement{
H
(a+kp)
1,2 , H
(b+kp)
2,3 , H
(a+b+kp)
1,3
∣∣ k = 0, . . . , q − 1} ,
where the indices a+ b+ kp are taken mod r, is lattice-isomorphic to Aq,q,3.
By the discussion in 6.2, each of the subarrangements Aq,q,3 above gives rise to
a two-dimensional component of V1(A) (four such components if q = 3). Denote
these components by V (q : a, b) ∼= V (q). Note that the local component arising from
H
(a)
1,2 ∩ H
(b)
2,3 ∩ H
(a+b)
1,3 ∈ L2(A) may be expressed as V (1 : a, b), and that essential
tori of V1(A) may be expressed as V (r : 1, 1). We now show that these components,
and the local components VXi,j arising from Xi,j =
⋂r
k=1H
(k)
i,j ∈ L2(A), are the
only positive-dimensional components of V1(A).
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Lemma 6.6. If B is a subarrangement of A = Ar,r,3 which for each q is not lattice-
isomorphic to Aq,q,3, then B does not give rise to a non-local component of V1(A).
Proof. A subarrangement B of A = Ar,r,3 may be specified by choosing three
subsets I, J,K ⊂ [r]: B = {H
(i)
1,2, H
(j)
1,3 , H
(k)
2,3 | i ∈ I, j ∈ J, k ∈ K}. It suffices to
check that a subarrangement satisfying the above hypothesis admits no non-trivial
neighborly partition. Since B is, by assumption, not isomorphic to a monomial
arrangement, we can find say i ∈ I and j ∈ J so thatH
(i−j)
2,3 6∈ B. ThusH
(i)
1,2∩H
(j)
1,3 ∈
L2(B) is of multiplicity two. If Π is a neighborly partition of B, then H
(i)
1,2 and H
(j)
1,3
must lie in the same block of Π for this i and this j. It follows that H
(i)
1,2 and H
(j)
1,3
must lie in the same block of Π for all i and j. Consequently, Π is trivial.
We summarize the above discussion with the following.
Proposition 6.7. The first central characteristic subvariety of the monomial ar-
rangement Ar,r,3 is given by
Vˇ1(Ar,r,3) =
⋃
1≤i<j≤3
VXi,j ∪
⋃
q|r
V (q : a, b),(6.1)
and thus consists of 3 tori of dimension r−1, and
∑
q|r cq
r2
q2
tori of dimension two,
where c3 = 4 and cq = 1 for q 6= 3.
We now use the above results to identify (non-local) components of the character-
istic variety V1(A) for the monomial arrangements Ar,k,ℓ, for general ℓ. Though it
is not technically a monomial arrangement, we first consider the braid arrangement.
6.8. The Braid Arrangement. Let Aℓ = {Hi,j | 1 ≤ i < j ≤ ℓ} denote the braid
arrangement in Cℓ, with group Pℓ, Artin’s pure braid group. Let n =
(
ℓ
2
)
= |Aℓ|,
and choose coordinates ti,j for (C∗)n. The rank two elements of L(Aℓ) are
L2 =
{
Hi,j ∩Hp,q, {i, j} ∩ {p, q} = ∅, and Hi,j ∩Hi,k ∩Hj,k, 1 ≤ i < j < k ≤ ℓ
}
.
Thus the coarse combinatorial Alexander invariant is Bcc(Aℓ) =
⊕
1≤i<j<k≤ℓ Bi,j,k,
where Bi,j,k is the local Alexander invariant associated to Hi,j ∩Hi,k ∩Hj,k ∈ L2.
As noted in Theorem 3.9, this yields local components V cc1 (Aℓ) =
⋃
Vi,j,k of the
characteristic variety V1(Aℓ), where
Vi,j,k =
{
t ∈ (C∗)n
∣∣ ti,jti,ktj,k = 1, and tp,q = 1 if |{p, q} ∩ {i, j, k}| ≤ 1}.
Non-local components of the variety V1(Aℓ) may be detected as follows. Since
the Coxeter groups D3 and A3 are isomorphic, the pure braid group P4 coincides
with the generalized pure braid group P (2, 2, 3). Thus, the calculation in 6.2 above
yields a non-local component V ∼= V (2) of V1(A4). In the current notation, this
essential torus is given by
V =
{
t ∈ (C∗)6
∣∣ t1,2 = t3,4, t1,3 = t2,4, t2,3 = t1,4, ∏i<jti,j = 1}.
In general, recall that n =
(
ℓ
2
)
, write T =
∏
1≤i<j≤ℓ ti,j , and for each 4-element
subset I of [ℓ], let
VI =
{
t ∈ (C∗)n | ti,j = tp,q if {i, j} ∪ {p, q} = I, tp,q = 1 if {p, q} 6⊂ I, T = 1
}
.
Each such subset I gives rise to a subarrangementAI ⊂ Aℓ that is lattice-isomorphic
to the arrangement A4 ∼= A2,2,3. Thus, each torus VI is a component of V1(Aℓ).
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Proposition 6.9. The first central characteristic subvariety of the braid arrange-
ment Aℓ is given by
Vˇ1(Aℓ) = V
cc
1 (Aℓ) ∪
⋃
I⊂[ℓ]
|I|=4
VI ,
and thus consists of
(
ℓ
3
)
+
(
ℓ
4
)
=
(
ℓ+1
4
)
tori of dimension two.
Proof. The inclusion V cc1 (Aℓ) ∪
⋃
|I|=4 VI ⊆ Vˇ1(Aℓ) follows from the above dis-
cussion. For the reverse inclusion, note that every subarrangement of the braid
arrangement is a direct product of braid arrangements of smaller rank, and that
for ℓ ≥ 5, the arrangement Aℓ admits no non-trivial neighborly partition.
6.10. The Monomial Arrangements Ar,r,ℓ. We now obtain a similar descrip-
tion of the characteristic variety V1(A) for the monomial arrangement A = Ar,r,ℓ.
Recall that the hyperplanes of A are denoted by H
(k)
i,j = ker(xi − ζ
kxj), where
ζ = exp(2πi/r). Each subset I = {i1, i2, i3} of [ℓ] gives rise to a subarrangement
AI = {H
(k)
ip,iq
| 1 ≤ k ≤ r, 1 ≤ p < q ≤ 3} of A that is lattice-isomorphic to Ar,r,3.
Let VI denote the variety specified by (6.1) above, in the appropriate coordinates.
Proposition 6.11. The first central characteristic subvariety of the monomial ar-
rangement Ar,r,ℓ is given by
Vˇ1(Ar,r,ℓ) = V
cc
1 (Ar,r,ℓ) ∪
⋃
I⊂[ℓ]
|I|=3
VI .
Proof. Write A = Ar,r,ℓ. The inclusion V cc1 (A)∪
⋃
|I|=3 VI ⊆ Vˇ1(A) follows from the
above discussion. For the reverse inclusion, it suffices to show that Vˇ1(A) has only
those non-local components specified above. For this, first note that if ℓ = 4, then
A has a non-trivial neighborly partition Π =
(
H
(∗)
1,2 , H
(∗)
3,4
∣∣∣ H(∗)1,3 , H(∗)2,4 ∣∣∣ H(∗)2,3 , H(∗)1,4).
However, an exercise in linear algebra reveals that the subspace SΠ associated to
this partition consists only of the origin, SΠ = {0}. If ℓ ≥ 5, the arrangement Ar,r,ℓ
admits no non-trivial neighborly partition. Thus, the monomial arrangementsAr,r,ℓ
of rank greater than three have no essential tori.
Finally, if B is a subarrangement of A = Ar,r,ℓ that is not lattice-isomorphic to a
monomial arrangement Aq,q,k, then an argument similar to the proof of Lemma 6.6
shows that B does not give rise to a non-local component of V1(A).
Remark 6.12. The characteristic variety V1(Ar,1,ℓ) of the full monomial arrange-
ment may be analyzed in an analogous fashion, and the above calculations may be
used to identify non-local components of this variety. For instance, let Bℓ = A2,1,ℓ
be the Coxeter arrangement of type B. Associated to each subset I = {i1, i2, i3} of
[ℓ] is a subarrangement BI of Bℓ that is lattice-isomorphic to B3 = A2,1,3. Each such
subarrangement gives rise to 12 two-dimensional non-local components of V1(Bℓ),
one corresponding to the subarrangement itself (see Remark 6.4), and the remain-
ing 11 corresponding to subarrangements of BI lattice-isomorphic to A4. In this
way, we obtain 12
(
ℓ
3
)
two-dimensional non-local components of V1(Bℓ). Similarly,
for general r, subsets I of [ℓ] as above yield subarrangements AI of Ar,1,ℓ, and as-
sociated non-local components of V1(Ar,1,ℓ). Further analysis of the characteristic
varieties of the full monomial arrangements is left to the interested reader.
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