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INTRINSIC CONSTRUCTION OF INVARIANT FUNCTIONS ON
SIMPLE LIE ALGEBRAS
ZHAOHU NIE
Abstract. An algorithm for constructing primitive adjoint-invariant func-
tions on a complex simple Lie algebra is presented. The construction is in-
trinsic in the sense that it does not resort to any representation. A primitive
invariant function on the whole Lie algebra is obtained by lifting a coordinate
function on a Kostant slice of the Lie algebra. Such an intrinsic construction of
invariant functions is most useful for the bigger exceptional Lie algebras such
as the E’s. The Maple implementation of this algorithm is outlined at the end
and will be applied to these exceptional Lie algebras in a future work.
1. Introduction
Let g be a complex simple Lie algebra of rank l with adjoint group G. We
recall that G acts on g by the adjoint action, and therefore on the algebra P(g) of
polynomials on g by its contragredient, that is,
(1.1) (g · P )(x) = P (Adg−1x), g ∈ G, P ∈ P(g), x ∈ g.
Let
I(g) = P(g)G
be the algebra of polynomials on g invariant under the above action of G. A well-
known theorem of Chevalley [Che55] asserts that I(g) is polynomial algebra on l
homogeneous polynomials I1, · · · , Il, that is,
I(g) = C[I1, · · · , Il].
We will refer to the Ij ’s as primitive invariant functions on g. Write the degrees
(1.2) deg Ij = dj , j = 1, · · · , l.
We will assume that the Ij ’s are ordered in the sense that
d1 ≤ d2 ≤ · · · ≤ dl.
The numbers
(1.3) mj = dj − 1, j = 1, · · · , l,
are called the exponents of g.
Although the choice of the Ij ’s is not unique, the degrees dj and hence the ex-
ponents mj are intrinsic to g which constitute important invariants (see [Che52]).
Our main objective in this paper is to give an algorithm to explicitly and intrinsi-
cally construct a set of primitive invariant functions. We note that our invariant
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functions are defined on the whole Lie algebra g. We also comment that our con-
struction is uniform, explains the pattern for the exponents, and does not resort to
any representation. The author has implemented his algorithm on Maple.
The traditional way of obtaining such invariant functions is extrinsic by employ-
ing a faithful representation ρ : g → gl(V ) of g on a vector space V . Usually the
first fundamental representation of the Lie algebra is used because of its small di-
mension. For x ∈ g, since the characteristic polynomial of ρ(x) is invariant under
the conjugation by GL(V ), its certain coefficients are the sought-after primitive
invariant functions of x. These certain coefficients are the sums of the principal
minors of the matrix ρ(x) with dimensions equal to the degrees dj (1.2) of the Lie
algebra. To this author, there are several drawbacks to this approach. First, this
construction uses the a prior information of the degrees dj of g without being able
to provide any deeper reason, and in the case of D2n = so(4n) where the degree
2n has multiplicity 2, a special formula is needed for the Pfaffian. Furthermore for
bigger exceptional Lie algebras, their representations are hard to be made explicit,
and the enormous cardinality of the principal minors of a big matrix prevents this
method from being efficient. In particular, explicit forms of invariant functions on
E8 are only known up to the second one of degree 8 [CP07].
In view of the above, an intrinsic and uniform method is clearly desirable. In-
tuitively speaking, our algorithm uses the restriction of the adjoint representation
on a principal sl2 subalgebra in g, and we gain independence from other represen-
tations and furthermore computational efficiency in this way. In particular, our
algorithm is very effective in obtaining the interesting restrictions of the invariant
functions on the shifted Borel subalgebras, that is, carrying out step (i) in Theorem
1.11.
The foundation for our construction is Kostant’s profound studies [Kos59,Kos63,
Kos78] on invariant functions, which we now introduce. Fix a Cartan subalgebra
h ⊂ g. Let ∆ be the corresponding root system, ∆± a choice of positive/negative
roots, and π = {α1, · · · , αl} the positive simple roots. Let g = h ⊕
⊕
α∈∆ gα be
the root space decomposition, with gα generated by a root vector eα. For α ∈ ∆+,
let Hα = [eα, e−α], and we require α(Hα) = 2 for the choices of root vectors. For
1 ≤ i ≤ l, the Hαi form a basis of h.
The height (or the order) o(α) of a root α ∈ ∆ is defined as
(1.4) o(α) =
l∑
i=1
ni, if α =
l∑
i=1
niαi.
This also induces a height gradation
(1.5) g ∼=
⊕
k
gk, gk =
⊕
o(α)=k
gα and g0 = h.
For x ∈ gk, we write o(x) = k by abusing the notation and call k the height of x.
Let n =
⊕
α∈∆+
gα =
⊕
k>0 gk be the maximal nilpotent subalgebra of g, b = h⊕n
the Borel subalgebra, and N the unipotent subgroup of G corresponding to n.
Define
(1.6) ǫ =
l∑
i=1
e−αi .
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Let s be a complement of [ǫ, g] in g, that is,
(1.7) g ∼= s⊕ [ǫ, g].
Then by [Kos59, Kos63], s ⊂ n, and dim(s) = l is equal to the rank. We call s
a Kostant slice, and let {sj}
l
j=1 be a homogeneous basis of s with respect to the
height gradation (1.5).
The following theorem summarizes several important results of Kostant on in-
variant functions.
Theorem 1.8 (Kostant [Kos59, Kos63, Kos78]). The heights of the sj are corre-
spondingly the exponents of the Lie algebra g. That is, if we order the {sj} so that
o(s1) ≤ o(s2) ≤ · · · ≤ o(sl), then
(1.9) o(sj) = mj , 1 ≤ j ≤ l.
Furthermore, there is a sequence of isomorphisms through restrictions
(1.10) I(g)
∼=
−→
r1
P(ǫ + b)N
∼=
−→
r2
P(ǫ+ s),
where P(ǫ+b)N is the algebra of polynomials on ǫ+b invariant under the N action,
and P(ǫ+ s) is the algebra of all polynomials on ǫ+ s.
The following is our main result.
Theorem 1.11. (i) There is an explicit algorithm for constructing the in-
verse to r2 in (1.10):
r−12 : P(ǫ+ s)→ P(ǫ+ b)
N .
More precisely, let the ξj be the coordinates of a general point
ǫ+
l∑
j=1
ξjsj ∈ ǫ+ s.
Then there is an algorithm for constructing l primitive invariant function
Ij defined on ǫ + b of degree dj such that
(1.12) Ij(ǫ +
l∑
i=1
ξisi) = ξj , 1 ≤ j ≤ l.
(ii) Furthermore, there is an explicit algorithm for constructing the inverse to
r1 in (1.10) such that the invariant functions are defined on the whole g.
We present our basic setup and compution techniques in Section 2. In Section
3, we present our algorithms in the proofs of the two parts of our main Theorem
1.11 together with several propositions. In part (i), our algorithm for constructing
r−12 lifts the values of the invariant functions from the slice ǫ+ s to ǫ+ b and then
to the Cartan subalgebra h. In Proposition 3.19, we prove the Weyl invariance
of the resulted function on h. In part (ii), we present the similar algorithm for
constructing r−11 to define the invariant functions on g. The complexity of this
step is much bigger than the previous step, and to a large extent accounts for the
difficulty in getting the invariant functions on the whole Lie algebra. In Section 4,
we outline how the author has implemented the algorithm on the software Maple.
Because of the special roles played by exceptional Lie algebras in mathematics
and physics, we expect our algorithm and the explicit invariant functions it produces
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to have applications in a range of areas such as integrable systems and higher
Casimir operators. For example, to get all the first integrals for a full Toda flow
[GS99] on an exceptional Lie algebra, one needs certain portions of such explicit
invariant functions.
Acknowledgment. The author thanks Ian Anderson for help with Maple and
Luen-Chau Li for interest in this work. He also thanks the referee for suggestions
which improve the exposition of the paper.
2. Setup and computation techniques
Our later calculations rely on the following setup of Kostant [Kos63] in an es-
sential way. We have previously used such a setup extensively and developed some
techniques for computation in [LN11]. This paper is a further application of such
techniques.
To begin with, we recall that the polynomial algebra P(g) can be identified with
the symmetric algebra S = S(g∗) on g∗, the dual of g. On the other hand, we can
associate to each x ∈ g a differential operator ∂x on g, defined by
(2.1) (∂xf)(y) =
d
dt
∣∣∣
t=0
f(y + tx), f ∈ C∞(g).
In this way we have a linear map x 7→ ∂x which can be extended to an isomorphism
from the symmetric algebra S∗ = S(g) on g to the algebra of differential operators
∂ with constant coefficients on g. From now onwards we will identify these two
spaces. With this identification, we have a nondegenerate pairing between S∗ and
S given by
(2.2) 〈∂, f〉 = (∂f)(0), ∂ ∈ S∗, f ∈ S,
where (∂f)(0) denotes the value of the function ∂f at 0 ∈ g. It is clear that both
S∗ and S are graded from the tensor structure: S∗ = ⊕k≥0S
k
∗ , S = ⊕k≥0S
k, and
S
j
∗ pairs nontrivially only with Sj .
If f ∈ Sk and x ∈ g, it follows from the Taylor expansion that
(2.3)
〈∂kx
k!
, f
〉
= f(x).
It is clear that the adjoint action of G on g can be naturally extended to an
action of G on S∗. On the other hand, S is a G-module as its contragredient by
(1.1). (We denote the actions of G and later of g by a dot.) We have
(2.4) 〈g · ∂, g · f〉 = 〈∂, f〉, ∀g ∈ G, ∂ ∈ S∗, f ∈ S.
By differentiation, S and S∗ become g-modules and the actions of g on both spaces
are by derivations. Therefore we have the following properties:
[x, y] · ∂ = x · (y · ∂)− y · (x · ∂), x, y ∈ g, ∂ ∈ S∗, Lie alg hom(2.5)
x · ∂y = ∂[x,y], x, y ∈ g, adj action(2.6)
x · (∂δ) = (x · ∂)δ + ∂(x · δ), x ∈ g, ∂, δ ∈ S∗, derivatioin(2.7)
x · ∂n = n∂n−1(x · ∂), power rule(2.8)
f ∈ I(g) =⇒ x · f = 0, ∀x ∈ g. inv property(2.9)
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Since the pairing between S∗ and S obeys (2.4), it follows from derivation that
the g-actions satisfy
〈x · ∂, f〉+ 〈∂, x · f〉 = 0, ∀x ∈ g, ∂ ∈ S∗, f ∈ S.
This and (2.9) imply that
(2.10) 〈x · ∂, f〉 = 0, ∀f ∈ I(g), x ∈ g.
There is a grading element x0 ∈ h defined by the conditions that
(2.11) αi(x0) = 1, ∀ 1 ≤ i ≤ l.
By (2.11) and (1.4), α(x0) = o(α), and [x0, eα] = o(α)eα. Thus the graded sub-
spaces from (1.5) are gk = {x ∈ g
∣∣ [x0, x] = kx}. This motivate the following
definition of the weight structure of [Kos59] on S∗. For each k ∈ Z, define
Sk = {∂ ∈ S∗
∣∣ x0 · ∂ = k∂}.(2.12)
Applying (2.10) to x0 ∈ h gives us the first vanishing result of Kostant [Kos63].
If ∂ ∈ Sk for k 6= 0, then by (2.12), ∂ =
1
k
x0 · ∂. Then in view of (2.10), we have
(2.13) ∂ ∈ Sk for k 6= 0 =⇒ 〈∂, f〉 = 0 for all f ∈ I(g).
Applying (2.10) to a general x ∈ h gives us the following refined vanishing.
Lemma 2.14 ([Kos78],[LN11, Lemma 3.1]). For all f ∈ I(g), p ∈ h,〈
∂np
∏
α∈∆
∂mαeα , f
〉
= 0
unless
∑
α∈X mα α = 0.
In our later constructions, we will further exploit (2.10) by applying it to other
elements in g. The most convenient formulation for us is the following “integration
by parts” formula to “move things around.”
Lemma 2.15 ([LN11, Lemma 6.2]). Let f ∈ I(g), then for all x, y ∈ g, ∂ ∈ S∗,
and m ≥ 0, we have
(2.16) 〈∂mx ∂[x,y]∂, f〉 =
1
m+ 1
〈
∂m+1x (y · ∂), f
〉
.
For the reader’s convenience, we repeat the brief proof.
Proof. By using (2.6), (2.8), (2.7) and (2.10), we find that
〈∂mx ∂[x,y]∂, f〉 = −〈∂
m
x (y · ∂x)∂, f〉
= −
1
m+ 1
〈(y · ∂m+1x )∂, f〉
= −
1
m+ 1
〈y · (∂m+1x ∂), f〉+
1
m+ 1
〈∂m+1x (y · ∂), f〉
=
1
m+ 1
〈
∂m+1x (y · ∂), f
〉
.

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3. Constructive proof of the main theorem
In this section, we present our algorithms in the forms of proofs to the two parts
of our main Theorem 1.11, and we present several supporting propositions. In view
of (2.3) and the multinomial theorem, to obtain a function f(x) we can choose a
basis for g and compute the derivatives (2.2) where ∂ is a differentiation operator
constructed from the basis vectors. See the end of this section for how to assemble
the function. The most natural basis for g is the one of root vectors, for example a
Chevalley basis, and we will express our final result in this basis. But in the course
of the algorithm, we need to use a different basis of g, which we define first. This
basis is crucial to our inductive procedures later. Define
(3.1) skj = (adǫ)
ksj , 0 ≤ k ≤ 2mj , 1 ≤ j ≤ l.
Then skj = [ǫ, s
k−1
j ] for k ≥ 1.
Lemma 3.2. {skj }
0≤k≤2mj
1≤j≤l is a basis of g.
Proof. This follows from (1.7) and Kostant’s work in [Kos59]. 
The height of skj is mj − k by (1.9) and (1.6), and therefore
(3.3) U := {skj }
0≤k≤mj−1
0≤j≤l is a basis of n =
⊕
k>0
gk.
We will denote a general element of U by u. Note that for such u’s, either u ∈ s or
u ∈ [ǫ, g] in the decomposition (1.7). (Actually the preimage of such a u ∈ im(adǫ)
is unique since adǫ has no kernel in b [Kos59].)
Similarly we have that
(3.4) W := {skj }
mj+2≤k≤2mj
1≤j≤l is a basis of
⊕
k≤−2
gk.
We will denote a general element of W by w. Note that all such w’s belong to [ǫ, g]
in (1.7).
By the special nature of g0 = h and g−1, this author will use their natural basis
{Hαi}1≤j≤l and {e−αi}1≤j≤l in the presentation of this paper.
Therefore we set out to compute various derivatives of the invariant function
using the new bases U and W inductively.
Proof of Theorem 1.11 (i). Since we want to construct invariant functions, we will
enforce the invariance property (2.10) or more explicitly Lemma 2.15. In this part,
we will inductively show that this rule and the condition (1.12) determine the
invariant function Ij on ǫ+ b. Then we prove that the constructed function when
restricted on h is invariant under the Weyl group in Propositions 3.19. Proposition
3.21 quickly shows that such functions are algebraically independent.
In this proof, we will work with a fixed Ij , and we often write I for short. Also
d = dj and m = mj .
Using (2.3) and the multinomial theorem, to describe I ∈ P(ǫ + b), we need to
determine all the following polynomials
(3.5) 〈∂U∂
b
ǫ∂
a
p , I〉 = 〈∂u(1)∂u(2) · · · ∂u(c)∂
b
ǫ∂
a
p , I〉
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of degree a in p ∈ h. Here U = (u(1), · · · , u(c)) is a sequence with each u(i)
(possibly repeating) from U in (3.3). The expression (3.5) is nonzero only if
a+ b+ c = d,
c∑
i=1
o(u(i)) = b,
(3.6)
by (2.2) and (2.13). (This is related to the x0-grading by Kahzdan in [Kos78].)
We run increasing induction on a and decreasing induction on b to define the
polynomials in (3.5).
The first case is a = 0 and b = d − 1 = m. Then we need to determine all
the 〈∂u∂
m
ǫ , I〉 with o(u) = m. For u = sj where j is our fixed index, applying the
multinomial theorem and the vanishing results, we have
Ij(ǫ+ sj) =
1
d!
〈
(∂sj + ∂ǫ)
d, Ij
〉
by (2.3)
=
1
m!
〈∂sj∂
m
ǫ , Ij〉. by (2.13)(3.7)
Therefore the defining condition (1.12) in this case, Ij(ǫ+ sj) = 1, implies
(3.8) 〈∂sj∂
m
ǫ , Ij〉 = m!.
For u = si ∈ s with o(si) = m but i 6= j (hence the multiplicity of m as an
exponent is at least 2 and this happens, among all the simple Lie algebras, only
for D2n and m = 2n− 1, n ≥ 2), similarly to (3.7), the defining condition (1.12) in
this case, Ij(ǫ+ si) = 0, implies
(3.9) 〈∂si∂
m
ǫ , Ij〉 = 0, o(si) = o(sj), i 6= j.
For u = [ǫ, v] ∈ [ǫ, g], the vanishing property (2.10), together with (2.6) and (2.8),
forces
(3.10) 〈∂u∂
m
ǫ , I〉 = 〈∂[ǫ,v]∂
m
ǫ , I〉 = −
1
m+ 1
〈v · ∂m+1ǫ , I〉 = 0.
Now we compute (3.5) for a = 0 and all b. (Such expressions for (3.5) are all
numbers.) If in U , at least one u(i) ∈ [ǫ, g], say u(1) = [ǫ, v1], then by Lemma 2.15
we have, with U˜ = (u(2), · · · , u(c)),
〈∂U∂
b
ǫ , I〉 = 〈∂u(1)∂U˜∂
b
ǫ , I〉 = 〈∂[ǫ,v1]∂U˜∂
b
ǫ , I〉 =
1
b+ 1
〈
∂b+1ǫ
(
v1 · (∂U˜ )
)
, I
〉
=
1
b+ 1
( c∑
n=2
〈∂b+1ǫ ∂u(2) · · · ∂[v1,u(n)] · · ·∂u(c), I〉
)
,
(3.11)
where all the terms on the right have (b + 1) ǫ’s, and hence are known from the
induction hypothesis. We need to show compatibility when there are two u(i) ∈
[ǫ, g], and this is done in Proposition 3.17.
On the other hand, (1.12) implies
(3.12) 〈∂U∂
b
ǫ , I〉 = 0, if c ≥ 2 and all the u(i) = sk ∈ s.
Now assume that the (3.5) have been computed when the degree in p is ≤ a− 1
with a ≥ 1, and we compute it for degree a.
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We in effect use the fact that every p ∈ h is in [ǫ, g] in (1.7). Actually for
p =
∑l
i=1 piHαi , define
(3.13) xp =
l∑
i=1
pieαi , then − [ǫ, xp] = p.
Here xp can be regarded a linear function in p with values in S
1
∗ .
Then Lemma 2.15 gives
〈∂U∂
b
ǫ∂
a
p , I〉 = −〈∂U∂
b
ǫ∂
a−1
p ∂[ǫ,xp], I〉
=
1
b+ 1
c∑
n=1
〈∂b+1ǫ ∂u(1) · · ·∂[u(n),xp] · · · ∂u(c)∂
a−1
p , I〉
+
a− 1
b+ 1
〈∂b+1ǫ ∂U∂[p,xp]∂
a−2
p , I〉
=
1
b+ 1
l∑
i=1
c∑
n=1
pi〈∂
b+1
ǫ ∂u(1) · · ·∂[u(n),eαi ] · · ·∂u(c)∂
a−1
p , I〉
+
a− 1
b+ 1
l∑
i=1
piαi(p)〈∂
b+1
ǫ ∂U∂eαi∂
a−2
p , I〉,
(3.14)
by (3.13) and hence
[p, xp] =
l∑
i=1
piαi(p)eαi ,
which has degree 2 in p. The factors in the first sum have degrees a−1 in p, and the
factors in the second sum have degrees a− 2 in p. Using the induction hypothesis
and (3.3), all such factors can be expressed in the known cases of (3.5).
We can continue (3.14) all the way until we get a = d, where we have
〈∂dp , I〉 = (d− 1)
l∑
i=1
piαi(p)〈∂ǫ∂eαi∂
d−2
p , I〉.(3.15)
Then by (2.3), our function I(p) on h is
(3.16) I(p) =
1
d!
〈∂dp , I〉.
Proposotions 3.19 and 3.21 below prove that the {Ij}
l
j=1 constructed this way
are algebraically independent and invariant under the Weyl group when restricted
to the Cartan subalgebra h. 
Proposition 3.17. There is compatibility when there are two choices for u ∈ [ǫ, g]
in (3.11).
Proof. Assume, for example, u(1) = [ǫ, v1], u(2) = [ǫ, v2]. Then, with U
′ =
(u(3), · · · , u(c)),
〈∂U∂
b
ǫ , I〉 = 〈∂u(1)∂u(2)∂U ′∂
b
ǫ , I〉
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can be computed in two ways using v1 or v2 in (3.11). The first answer A1 using
v1 is, by (2.7) and (2.6),
A1 =
1
b+ 1
〈
∂b+1ǫ
(
v1 · (∂u(2)∂U ′ )
)
, I
〉
=
1
b+ 1
(
〈∂b+1ǫ ∂[v1,u(2)]∂U ′ , I〉+ 〈∂
b+1
ǫ ∂u(2)(v1 · ∂U ′), I〉
)
and similarly for the second answer A2 using v2. Therefore for the difference, we
have
(b+ 1)(A1 −A2)
=
〈
∂b+1ǫ ∂([v1,u(2)]−[v2,u(1)])∂U ′ , I
〉
+
〈
∂b+1ǫ ∂u(2)(v1 · ∂U ′), I
〉
−
〈
∂b+1ǫ ∂u(1)(v2 · ∂U ′), I
〉
=
〈
∂b+1ǫ ∂[ǫ,[v1,v2]]∂U ′ , I
〉
+
〈
∂b+1ǫ ∂[ǫ,v2](v1 · ∂U ′), I
〉
−
〈
∂b+1ǫ ∂[ǫ,v1](v2 · ∂U ′), I
〉
=
1
b+ 2
(〈
∂b+2ǫ
(
[v1, v2] · ∂U ′
)
, I
〉
+
〈
∂b+2ǫ
(
v2 · (v1 · ∂U ′)
)
, I
〉
−
〈
∂b+2ǫ
(
v1 · (v2 · ∂U ′)
)
, I
〉)
= 0,
where the first term in the second equality uses the Jacobi identity
[v1, u(2)]− [v2, u(1)] = [v1, [ǫ, v2]] + [[ǫ, v1], v2] = [ǫ, [v1, v2]],
the third equality uses Lemma 2.15 again, and the last identity uses the Lie algebra
homomorphism property (2.5) (with its root in the Jacobi identity). 
Remark 3.18. Furthermore when a ≥ 1, if in U there exists a u ∈ [ǫ, g], there is
an alternative approach similar to (3.11), which is compatible with (3.14), by the
same reason as above.
Proposition 3.19. The I(p) on h defined in (3.16) is invariant under the Weyl
group W .
Proof. Since W is generated on h by simple reflections ri through the hyperplanes
defined by αi = 0 for 1 ≤ i ≤ l, we only need to prove the invariance of the function
I(p) under ri for any i. Fix an i and we omit it from the notation.
We use an orthogonal basis of h with the first vector being Hα = Hαi . Then
we write
(3.20) p = xHα + Y, Y ⊥ Hα ⇐⇒ α(Y ) = 0.
In this orthogonal basis, the reflection ri is just the transformation x 7→ −x, and
we only need to prove the 〈∂dp , I〉 in (3.15) is a function of x
2. For that purpose we
run decreasing induction on k and l to prove that in general the
D(k, l) := 〈∂keα∂
k
e−α
∂lY ∂
d−2k−l
p , I〉
are functions of x2, with 〈∂dp , I〉 = D(0, 0).
When 2k+l > d, D(k, l) = 0 by (2.2). When 2k+l = d, D(k, l) = 〈∂keα∂
k
e−α
∂lY , I〉
are constants with respect to x, since Y doesn’t involve x.
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Now by Lemma 2.15 and using (3.20), we have, for d− 2k − l ≥ 1,
D(k, l) = 〈∂keα∂
k
e−α
∂lY ∂
d−2k−l−1
p (x∂Hα + ∂Y ), I〉
= x
〈
∂Hα∂
k
eα
∂ke−α∂
l
Y ∂
d−2k−l−1
p , I
〉
+
〈
∂keα∂
k
e−α
∂l+1Y ∂
d−2k−l−1
p , I
〉
= x
〈
∂[eα,e−a]∂
k
eα
∂ke−α∂
l
Y ∂
d−2k−l−1
p , I
〉
+D(k, l + 1)
= −x
1
k + 1
〈
∂k+1e−α
(
eα · (∂
k
eα
∂lY ∂
d−2k−l−1
p )
)
, I
〉
+D(k, l + 1)
=
d− 2k − l − 1
k + 1
xα(p)
〈
∂k+1eα ∂
k+1
e−α
∂lY ∂
d−2k−l−2
p , I
〉
+D(k, l + 1)
=
2(d− 2k − l − 1)
k + 1
x2D(k + 1, l) +D(k, l + 1),
since
− eα · (∂
k
eα
∂lY ∂
d−2k−l−1
p )
= l∂keα∂
l−1
Y ∂[Y,eα]∂
d−2k−l−1
p + (d− 2k − l − 1)∂
k
eα
∂lY ∂
d−2k−l−2
p ∂[p,eα]
= (d− 2k − l− 1)α(p)∂k+1eα ∂
l
Y ∂
d−2k−l−2
p
due to that [Y, eα] = α(Y )eα = 0, [p, eα] = α(p)eα, and α(p) = 2x by (3.20).
Therefore the appearance of x in D(k, l) is always through an x2 entry. 
Proposition 3.21. The {Ij}
l
j=1 are algebraically independent.
Proof. This is clear from our defining condition (1.12), since the Ij restrict to the
coordinates ξj on the slice ǫ + s. 
Remark 3.22. In a sense, the above algorithm is the reversion of the procedures in
[LN11, §6]. Here we start with a high root vector and push the function down to
h. In [LN11] we derived information about higher and higher root vectors starting
from some knowledge on h. The direction here is more delicate.
Proof of Theorem 1.11 (ii). The further lifting of the invariant function I = Ij to
the whole Lie algebra g involves considering all such terms
(3.23) 〈∂W ∂
b
ǫ∂
a
p∂U , I〉
where ∂W = ∂w(1) · · ·∂w(β) with each w(i) from W in (3.4), and ∂U is the same as
in (3.5). The absolute value of the total weight of ∂W is
(3.24) − o(W ) = −
β∑
i=1
o(wi).
Similarly to (3.6), (3.23) is nonzero only if
β + a+ b+ c = d,
−o(W ) + b =
c∑
i=1
o(u(i)).
(3.25)
Note that we do not need any vectors with heights 0 or −1 in (3.23), since all
such vectors are accounted for by the ∂ap and ∂
b
ǫ terms using the following Lemma.
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Lemma 3.26. If a > 0 and one copy of the p ∈ h is replaced by Hαi , then
(3.27) 〈∂W ∂
b
ǫ∂
a−1
p ∂Hαi∂U , I〉 =
1
a
∂Hαi
(
〈∂W ∂
b
ǫ∂
a
p∂U , I〉
)
.
If b > 0 and one copy of the ǫ is replaced by e−αi , then
(3.28) 〈∂W ∂
b−1
ǫ ∂e−αi∂
a
p∂U , I〉 =
1
b
〈
∂bǫ∂
a
p
(
xi · (∂W ∂U )
)
, I
〉
,
where xi ∈ h is the grading element for αi specified by the conditions that
(3.29) αj(xi) = δji, j = 1, . . . , l.
Proof of Lemma 3.26. Let p =
∑l
i=1 piHαi ∈ h. The ∂Hαi on the right hand side
of (3.27) stands for ∂
∂pi
. By the definition (1.6) and the conditions (3.29), we have
[ǫ, xi] =
l∑
j=1
αj(xi)e−αj = e−αi .
Then the two formulas are easy consequences of the Taylor expansion (2.3) and
Lemma 2.15. 
Now returning to the main proof. We run induction on the lexicographical order
of the pair (β,−o(W )), with −o(W ) defined in (3.24), to determine such terms in
(3.23). Since w(1) ∈ [ǫ, g] from (3.4), assume
(3.30) w(1) = [ǫ, v1].
Then v1 ∈
⊕
k≤−1 gk. With W˜ = (w(2), · · · , w(β)), Lemma 2.15 gives
〈∂W ∂
b
ǫ∂
a
p∂U , I〉 = 〈∂[ǫ,v1]∂W˜ ∂
b
ǫ∂
a
p∂U , I〉
=
1
b+ 1
β∑
m=2
〈∂w(2) · · ·∂[v1,w(m)] · · ·∂w(β)∂
b+1
ǫ ∂
a
p∂U , I〉
+
a
b+ 1
〈∂W˜ ∂
b+1
ǫ ∂
a−1
p ∂[v1,p]∂U , I〉
+
1
b+ 1
c∑
n=1
〈∂W˜ ∂
b+1
ǫ ∂
a
p∂u(1) · · · ∂[v1,u(n)] · · · ∂u(c), I〉.
(3.31)
Here all the summands in the first sum can be expressed by (3.23) with β − 1
elements from W in (3.4). The summands in the second and the third sums can
either be expressed by (3.23) with β − 1 elements from W if the heights of [v1, p]
or [v1, u(n)] are ≥ −1 by Lemma 3.26, or with β elements from W otherwise. But
the new −o([v1, p]) or −o([v1, u(n)]) is strictly less than the old −o(w(1)), since the
height of v1 is one bigger than that of w(1) in view of (3.30), and p and u(n) have
nonnegative heights. Therefore the new total −o(W ) is strictly less than the old
one.
Therefore through this hierarchy of induction hypothesis, all the terms on the
right are known.
We note that the outcome of (3.31) does not depend on the choice of v1 in
(3.30), which may not be unique. Say v′1 = v1 + v0 with [ǫ, v0] = 0. Then the
outcome of (3.31) is linear in v1 and v0, and the terms for v0 combine to give
〈∂[ǫ,v0]∂W˜∂
b
ǫ∂
a
p∂U , I〉 = 0 by tracing the identity backward. 
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After all these coefficients in (3.5) and (3.23), as functions on p ∈ h, are calcu-
lated, we can assembel our function as follows. Let
x =
∑
wi∈W
ziwi + ǫ+ p+
∑
uj∈U
yjuj
be an element in g with the wi from W in (3.4), the uj from U in (3.3), p ∈ h, and
the zi and yj as coefficients. Then we get I(x) by (2.3), the multinomial theorem,
and the coefficients (3.5) and (3.23).
If we change the basis back to the usual root vectors, then we get I(x) for
x = p + ǫ +
∑
o(α) 6=−1 xαeα. Using Lemma 2.14, we can further spell out the
dependence on the e−αi . At the end, we obtain the function I(x) expressed in the
coordinates of a general element in g:
x =
l∑
i=1
piHαi +
∑
α∈∆
xαeα.
4. Implementation of the algorithm on Maple
It turns out that our algorithm is very ready for implementation on Maple,
especially using the LieAlgebras package under Maple written by Prof. Ian An-
derson. One particularly useful feature is that we can do the change of basis in
Lemma 3.2 easily. This author has written a Maple program containing all the
implementations. Together with his collaborator, the author plans to apply his
Maple implementation of this algorithm to the invariant functions on the Lie alge-
bras of type E and to make the results available online at the DifferentialGeometry
Software Project website at the Digital Commons of the Utah State Univeristy
(http://digitalcommons.usu.edu/dg/).
In this section, we illustrate our Maple implementation using the degree 6 in-
variant function on g2 for concreteness. We will also comment on the running time
for other bigger examples.
We use the basis of g2 as made explicit in the Appendix of [BFO
+90]. We setup
our g2 with basis
e1 = Hα1 e2 = Hα2
e3 = eα1 e4 = eα2 e5 = eα1+α2
e6 = e2α1+α2 e7 = e3α1+α2 e8 = e3α1+2α2
e9 = e−α1 e10 = e−α2 e11 = e−α1−α2
e12 = e−2α1−α2 e13 = e−3α1−α2 e14 = e−3α1−2α2
We choose our slice elements in (1.7) to be s1 = e4 and s2 = e8. Let ǫ = e9+e10,
and we do the change of basis in Lemma 3.2. Order the new basis according to the
heights following the above pattern, and denote them by {fi}
14
i=1. We also record
where we have the relation u = [ǫ, v] in (3.1) in a table.
The degree d in this example is set to be 6. A nonzero term from (3.23), for
example,
(4.1) 〈∂2f11∂f8∂ǫ∂
2
p , I〉 is recorded by y
2
11y8 with b = 1 and a = 2.
At some point of the program, this derivative function is calculated as 3136 (3p2−
p2)(3p1 − 2p2). We record such information in the table valuedata as
valuedata[y211y8] = 3136 (3p2 − p2)(3p1 − 2p2).
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We generate the possible nonzero terms according to the condition (3.25), and
we can order them according to our induction order. There are 18 terms of the
form (3.5) with no ∂W , and 535 terms of the form (3.23) in general.
To start the induction, we input the first few terms (3.8), (3.9), (3.12), and we
choose to input also (3.10).
Then we compute the other terms of the form (3.5) by formulas (3.11) when
a = 0 and (3.14) when a > 0. We also calculate the purely Cartan term by (3.15).
Finally, and this is the big step, we compute the terms of the form (3.23) by
formula (3.31), incorporating the two formulas (3.27) and (3.28) when Hαi or e−αi
appears.
Using the procedure described at the end of Section 3, we get a function for
x ∈ g2 in the original root vector basis. It turns out to be one quarter of the sum of
principal minors of dimension 6 of the corresponding matrix representation of g2.
The whole procedure takes about 8 seconds on a usual laptop.
This author has tried his Maple program for other bigger invariant functions.
For the Pfaffian of degree 5 on D5, there are 51 terms of the form (3.5) and 34366
terms of the form (3.23). The whole calculation takes about one hour on a usual
laptop. The author has also calculated the Pfaffian using a simple implementation
of the definition and that calculation actually took slightly longer than one hour.
The two results of course exactly match (up to a sign).
The author has also tried his program for the second invariant function of de-
gree 5 on E6. He obtained the structure constants of E6 following [Vav04]. There
are 72 terms of the form (3.5) and 452056 terms of the form (3.23). The author
estimates that it will take about one day on a usual laptop to fully calculate the
invariant function of degree 5 on E6. He would like to remark that the program is
very stable while running through the possible terms, and calculations of such mag-
nitude should be carried out on a more powerful station or using a more efficient
programming language. Furthermore this author’s programming skill is rather lim-
ited, and very likely there is room for considerable improvement in terms of the
programming.
The author plans to further improve his Maple program with the help of Prof.
I. Anderson. Then we will make the program and the explicit formulas obtained
available to the public online. As an interesting application, the author plans to
apply these concrete formulas to obtain the first integrals of the full Toda flow on
the E’s as studied in [GS99].
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