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ABSTRACT

This dissertation presents novel algorithms for utilizing unmanned aerial vehicles (UAVs)
through various scenarios within opportunistic networks. The opportunistic networks are
considered challenging due to the intermittent and unreliable communication between nodes.
UAVs can be used for delivering packets within opportunistic networks that can alleviate
communication issues.
We start examining the UAV usage in opportunistic networks by first investigating their
effectiveness and proposing a UAV scanning approach. To validate the usage of UAVs, we
evaluated the performance of an opportunistic network with and without using UAVs. The
scanning techniques we investigated were random scan, meander scan, and our proposed approach that combines meander scanning with Density-based spatial clustering of applications
with noise (DBSCAN) clustering.
Next, we investigate the charging station placement in an opportunistic network, in which
UAVs are used to improve network performance. Deciding the appropriate charging locations
would affect the scanning area of the UAV, and therefore the performance of the network.
We compared different charging station placement techniques including random, K-means
clustering, and DBSCAN clustering.
Finally, we tackle the problem of UAVs servicing two different cities/locations requesting
packages. In this scenario, the drone/UAV visits the charging station to charge or replace its
battery. Here, we face two challenges. We need to predict the package delay for the system,
given the distance between the two charging locations and the package request frequencies
of those locations. The other issue is finding the appropriate distance between locations for
the best results regarding the expected average package delay.
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CHAPTER 1: INTRODUCTION

Motivation

In recent years, unmanned aerial vehicles (UAVs) are used for a variety of tasks, such as
delivering packages [1] or sending wireless packets for crowdsourcing applications [2]. Let us
consider a scenario where people on the ground carry wireless devices or smartphones and an
UAV cruises above them to collect and distribute wireless packets/messages. It would make
sense for the UAV to spend more time in the crowded locations to distribute messages to
as many people as possible without wasting time on deserted areas. In this case, proposing
a scanning pattern for the UAV becomes a challenging problem. If the UAV scans the
environment without any strategy, it may end up cruising around less dense areas without
making any useful packet exchange with nodes on the ground. This situation may also create
extra delays for the messages. In addition, if the UAV also has a limited battery lifetime,
the proposed strategy needs to take into account that the UAV needs to periodically return
to a charging station to replace or charge its battery.
If the UAV or drone is used to deliver packets to specific sites, we also prefer the packets
to reach their destinations in a timely manner without causing much delay. Commercially
available drones have short cruising times and they need to return to the charging stations
often. Considering one drone is serving two areas for package dropping service, an appropriate charging station location should be determined within the expected or tolerable delay
constraints.
Motivated by these challenges, we have designed UAV scanning strategies and create a
machine learning model to predict the location of the charging station with the aim to
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minimize the delay.

Contributions

This dissertation presents contributions to scanning and servicing strategies of Unmanned
Aerial Vehicles (UAVs). We have evaluated different application scenarios with various
performance evaluation metrics. Our major contributions are as follows.
UAV scanning algorithm in opportunistic networks. We propose a UAV scanning
technique in an opportunistic network. The application scenario covers the case where nodes
are communicating with the UAV and other nodes in an ad hoc manner. The proposed
model performs UAV scanning the area using meander scan and scanning around the cluster
of locations calculated by a Density-Based Spatial Clustering of Applications with Noise
(DBSCAN). We compare our proposed approach, SCR with DBSCAN with other UAV
scanning approaches including meander and random scanning. The evaluation study uses
datasets of real mobility traces. Our results show that UAVs can be useful in opportunistic
networks. We find that the proposed scanning technique improves the performance of the
opportunistic network in terms of success rate and message delay while taking into account
the energy usage.
It is worthwhile to note that the nodes and UAVs in our algorithm do not exchange any
history or location information between each other as opposed to existing opportunistic
routing technique, PROPHET [3]. Keeping the information exchange minimal allows the
system to be lightweight and makes it more applicable to crowded environments. In addition,
minimal information exchange helps the opportunistic network to preserve the privacy of the
nodes on the ground. Using different information may increase the overall performance of
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the system but also can pose limitations for scenarios where many nodes exist.
Charging station placement for UAVs in opportunistic networks. In application
scenarios where the UAVs have limited battery life, the UAVs need to periodically return
to charging stations. The choice of the placement of the charging stations can significantly
affect the network performance. In this research topic we have investigated several choices
for the placement of the charging stations including random, K-Means clustering and the
DBSCAN clustering technique. The performance of different approaches was evaluated using
datasets containing real-world mobility traces.
Package delivery with UAVs. This research topic considers an application where the
UAV needs to deliver packages to two different locations which have different package request
frequencies and distance to the central charging station. We use a machine learning model
to predict the distance between the charging station and the service locations, given the
expected package delivery delay. Synthetic data traces have been acquired by the simulator,
and then machine learning models are applied to examine the relationships between different
parameters. Given the packet request frequencies, service time parameters of the nodes, the
expected average package delay, and the total distance between locations, we determine
the appropriate place to add the charging station and generate a model that predicts the
average package delivery delay. Being able to predict those variables will help to increase
the efficiency of such a system.
For the UAV package delivery approach, while the generated simulator can output the average delay of the package delivery system, we anticipate improved results using a machine
learning model. If the input size increases, the simulation could slow down, unlike the machine learning model, which can perform such calculations much faster using the trained
model. Another value we want to predict is the distance between charging location and
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service locations for a given average message delay. The distance between charging stations
is used as an input value to the simulator, meaning that it cannot be calculated as an output
by the simulator. However, machine learning models can also be used to predict the distance
value from the synthetic data. Therefore, deciding the location of the charging station would
be possible for an expected message delay.

Outline

This dissertation is organized as follows.
Chapter 1 presents the problem descriptions and an overview of the proposed approaches.
Chapter 2 conducts a review of the literature related to opportunistic networks and UAV
usage in opportunistic networks.
Chapter 3 shows details about UAV usage in opportunistic networks to scan the environment. This chapter includes a description of the dataset, proposed approach, and compared
approaches. The techniques that use an UAV while scanning the environment, namely, meander scan, random spiral scan, random scan, and our proposed method, are explained. The
approaches with no UAVs are also included to show the effectiveness of using a UAV in
such an opportunistic environment. These techniques have been evaluated with respect to
simulation metrics, including the success rate, message delay, and distance traveled by the
UAV.
Chapter 4 describes the charging station placement for UAVs in opportunistic networks. The
application case assumes UAVs with limited battery life. The parameters of the UAV/drone
properties are adjusted based on DJI Matrice 300 RTK drone [4]. The UAVs or drones cruise
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around the opportunistic network environment to distribute messages created by nodes to
other nodes. The charging station placement strategies, K-means clustering, DBSCAN,
and random, are compared while UAV uses a spiral scanning approach as an environment
scanning technique.
Chapter 5 examines the charging station placement in a system where UAVs are used for
package delivery. In this chapter, the UAV delivers packages to two places/cities, which has
package request frequency and package delivery time are defined statistically. The purpose
is to find the average delivery delay of a package in this system, giving the charging station
location between 2 locations. To accomplish this goal, we use a machine learning model
to predict the distance between the charging station and the service locations when the
expected package delivery delay is given. We created a synthetic dataset by changing the
time-frequency and distance parameters using a simulator. Then, this dataset is used to
train the machine learning model.
Chapter 6 concludes the dissertation and describes the plans for future work.
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CHAPTER 2: RELATED WORK

Opportunistic networks

There has been a significant amount of existing literature on opportunistic network routing.
Epidemic routing gives a baseline approach for opportunistic network routing, proposed by
Vahdat and Becker [5], where nodes exchange messages with each other whenever they encounter other nodes. Spray and Wait strategy, proposed by Spyropoulos et al. [6], covers the
application case where each created message has a destination node. Each message creator
node sends a predefined number of copies of the message to all encountered nodes. When
the creator node finishes sending all the copies, it only sends the message to the actual
destination of the message. In Probabilistic Routing Protocol using History of Encounters
and Transitivity (PROPHET), proposed by Lindgren et al. [3], the nodes send messages to
other nodes based on the encounter history of the receiver node. Wang et al. [7] proposed
improved PROPHET, called (PROPHET-CLN), which is based on nodes’ congestion level.
It requires nodes to exchange their encounter histories, similar to its predecessor, resulting
in extra communication overhead. Wang and Wu [8] have proposed a solution for a flooding approach using access points and a random mobility model for node movements in a
delay-tolerant mobile sensor network. Bacanli, Solmaz and Turgut [9] proposed State-based
Campus routing (SCR) in an opportunistic network and compared different routing strategies for different university campus datasets. In SCR [9], nodes exchange messages with each
other based on a dynamic probability, and active/passive node states. The simulation study
on SCR used an encounter dataset, which includes only the encounter times and encounter
durations of the nodes.
Some of the opportunistic networking routing strategies are mainly focused on a specific
6

target and destination-based scenarios. Therefore, PROPHET [3] and PROPHET-CLN [7]
are not readily suitable for our application case. For the communication between nodes,
we selected SCR [9], because SCR is specifically designed for message flooding. In order to
compare our approach with a routing strategy, we selected Spray and Wait routing. Although
Spray and Wait is also not specifically designed as a flooding-based routing strategy, it is
more suitable to be adopted to the flooding approach. Spray and Wait routing strategy
does not calculate message forwarding probability for a specific destination node, unlike
PROPHET. Spray and Wait strategy sends a packet to a predefined number of receivers and
the last copy of the message to the destination node only.

UAVs in opportunistic networks

UAVs have been leveraged in various research areas such as crowdsensing, network coverage [10] or path planning [11, 12, 13, 14]. Zhou et al. [2] uses UAVs in the crowd sensing
domain for task assignment and route planning. Bacanli and Turgut [15] further extended
their work to incorporate one or two military standard UAVs, which do not use charging
stations, to scan the whole environment. The positioning of the UAVs [16, 17] and energy
consumption of the UAVs [18] represent other areas of UAV research. The positioning of
the UAVs for monitoring and coverage of various networks is crucial for high-quality observation of events. Al-Turjman et al. [19] designed a framework for the optimal placement
of the drones to monitor static or mobile targets such that the maximum area coverage is
achieved through the minimal number of UAVs. Similarly, Akbas et al. [16] proposed a node
positioning algorithm, based on the Valence Shell Electron Pair Repulsion (VSEPR) theory
of chemistry, such that multiple UAVs can coordinate and communicate for data collection.
Internet of Things applications are also investigated in the literature [20, 21, 22].
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The disaster management applications can also leverage the usage of UAVs. Lack of internet
usage in our system can be an expected limitation after an earthquake scenario. Focusing
on the disaster scenarios, Zhong et al. [23] examined path assignment for the UAVs in
disaster recovery networks. Sudhakar et al. [24] used UAVs in forest fire detection and
monitoring. Gondaliya and Gondaliya [25] have evaluated delay-tolerant routing strategies
in post-disaster scenarios.
While there are existing protocols leveraging UAVs within opportunistic networks [26, 27,
28, 29], none of these approaches used a real-world dataset. Ma et al. [26] use velocity
information of the nodes moving in the same direction. Xu and Zhang [30] introduced a
routing algorithm, where the UAV travels between three dense groups of nodes. Valentino
et al. [28] designed a theoretical model for clusters of the UAVs communicating with each
other. Manyam, Rasmussen, and Casbeer [31] has used mixed integer linear programming to
minimize the maximum delivery times of the tasks given to UAVs. The application scenario
covers the case where known random locations are visited by UAVs and gathered information
is delivered to a control station. The application scenario is aimed at military objectives.
In order to implement a more realistic approach, the proposed strategy is simulated on a
real-world dataset [32].
UAVs are used in opportunistic networks. Li et al. [33] has examined UAVs communicating
with vehicles on the ground using epidemic opportunistic network. Li et al. [33] has used
synthetic vehicle mobility and 20 UAVs move round-trips between two randomly chosen
locations. Oubbati et al. [34] have incorporated UAVs in vehicular ad hoc networks with
synthetically generated vehicle mobility data. In our case, the nodes are mobile, and the
users on foot carry the data collection devices.
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Charging UAVs - UAV Applications

UAVs increasingly gained popularity for their large spectrum of applications and services
both in military and civilian domains. New UAV applications are addressed every passing
day in literature. There are example applications of UAV usage for data collection from an
animal habitat.
Amaro, Ángeles and Juárez [13] provided a theoretical framework for single drone use in
animal monitoring application scenarios. The animal monitoring scenario covers the case
where there are static sensor locations and random animal movements in the environment,
in which the UAV is collecting information.
Arvanitaki and Pappas[12] studied the UAV-based data collection system from stable sensors
with a discrete-time Markov chain approach. Similarly, Xu et al. [11] experimented on the
scenario where a UAV uses a hidden Markov model to guess the next location for the cluster
head while monitoring the animal movements.
In [35], two promising technologies to efficiently manage and improve the UAV assistance
for the next generation of mobile networks which are Software-Defined Network (SDN) and
Network Function Virtualization (NFV) have been surveyed, along with a thorough analysis
of the different challenges related to UAV-assisted systems.
ASTRO+, an aerial-ground pollution monitoring platform, has been built by Boubrima and
Knightly [36] and used to collect a comprehensive dataset of both aerial and reference air
pollution measurements. The paper showed that the dynamic airflow caused by drones affects
the temperature and humidity levels of the ambient air, which then affect the measurement
quality of gas sensors. They also designed a UAV mission planning algorithm that adapts the
trajectory of the drones while taking into consideration the quality of aerial measurements.
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In [37], Druber, a delivery service system has been developed, the service fleet has drones
that belong to multiple private owners. Private owners share the property of their drones
and make profits from their usage. The system allows customers to request parcel deliveries,
a drone picks up a parcel and delivers it via multiple coordinated drones that share resources,
with intermediate battery replacement spots.
In [38], the researchers have proposed a UAV routing approach to collect information from
stable sensors in a farm. In the proposed scenario, all the sensors are active and sensors
form clusters and the sensor data are collected from the sensor cluster heads by UAV. The
clusters are formed by sensors dynamically and the cluster centers are decided by UAV. The
stated system is flexible as the sensors do not know much information about UAVs.
In [39], a belt conveyor inspection system is examined for Brazilian mines. Riberio et al.
has used mixed integer linear programming to propose UAV routing and charging station
planning strategy for the stated application scenario [39]. The main objective of the proposed
study is to decide the appropriate number of UAVs for the monitoring system and utilizing
the UAV routes which are represented as graphs.
PENGUIN, AUV-based solution for identifying and classifying aquatic plastic pollutants
according to specifics of the material, is proposed in [40]. It is a two-phase sensing process
that first uses computer vision techniques to recognize underwater plastic wreckage. Next,
optical sensing is used to classify the plastic type of each recognized object to one of six
Resin Identification Codes (RIC) which is a set of symbols written on plastic products that
identify the plastic resin out of which the product is made.
There are many existing path planning studies for UAVs in the literature. Mathematical
approaches are used while approaching the path planning problem for UAVs including depthfirst search [41], Dijsktra’s shortest path algorithm on graphs [42] and A-star algorithm [43].
10

Baek et al. [44] used a modified Voronoi diagram to assign UAVs to sensors to collect information by hovering around the sensor. Our application scenario contains concrete scenario
elements including mobile nodes on the ground and a spiral hovering pattern besides taking
into account the message delivery metrics while deciding the UAV scanning approach unlike
Baek et al. [44]. A-star based method and genetic algorithm based method are compared
in a UAV path planning scenario in a real 3D environment by Jeauneau et al. [43]. A-star
based method is found more successful than genetic algorithm based approach [43]. Dijsktra’s shortest path algorithm is found successful over a generated waypoint algorithm for
the application scenario where UAV is avoiding threat locations in a route [42]. Hong et al.
[45] has proposed a proactive Topology-Aware Routing protocol for UAV swarm (TARU) to
detect topology changes between nodes in a wireless network. TARU uses the link duration
between nodes to decide the network topology where link duration is defined as the active
communication time between two nodes. Matin et al.

[46] established a mathematical

model with probabilistic analysis for a UAV to select the targets when target nodes appear
uniformly in a rectangular region.

Charging UAVs - Energy Consumption and Charging Station

Barrett et al. [47] has implemented a mobile robot with an arm to exchange batteries of
drones. Barrett’s work focuses on the technical properties of the generated robot rather
than drone properties [47]. Campi et al. has implemented a wireless drone battery charging
system with receiver and transmitter coils in UAV and charging station [48].
Tseng et al. [18] modeled battery consumption of 3DR Solo and DJI Matrice 100 drones.
They tested on a flight plan with static locations for an application case where predefined
locations received the payloads [49]. Gong et al. [14] examined a scenario where a UAV
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collects data from a set of sensors on a straight line with a minimum flight time objective.
Gong et al.’s work give a theoretical basis and formula proof for the application scenario [14].
Vargas et al. have explored the UAV scanning while routing them to grids using fixed and
randomly moving mobile targets [50]. Michini et al. [51] have worked on a scenario where
the batteries of the drones are swapped in less than 30 seconds by the automated battery
swapping robots. Won [52] proposed UBAT, which is a heuristic framework based on the
ant colony optimization to solve the charging station deployment problem for UAVs. Unlike
our study, it was a traveling salesman problem with ant colony optimization.
Da Silva et al. [53] considered a flying ad-hoc network of drones that collects data from
mobile sensors and sends the data to a base station. They presented a mixed integer linear
programming strategy to find the optimal trajectories for the drones to maintain this network
through time while keeping a trade-off balance between distance traveled by drones and their
energy consumption.
Our approach differs from the approaches mentioned above by UAVs collecting data from
mobile nodes and traveling to stable positions for charging/battery replacement.

Package delivery with UAVs

The drone delivery systems are now at the testing level and some companies started to invest
in drones. There are a few pilot drone delivery applications. Recently, Amazon received the
Federal Aviation Administration (FFA) approval to operate its Prime Air delivery drones’
fleet [1]. This approval will allow Amazon to use drones to deliver lightweight packages.
For more efficient delivery in rural or traffic-congested areas, UPS has tested the taking off
of drones from the top of ordinary package delivery trucks, deliver a package to the specified
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home address, and return to the vehicle, while the truck drivers along the route [54]. UPS
has made a pilot run for delivering the package with a drone to the customer’s door after
the delivery driver reached the customer’s address with delivery truck [54].
An autonomous drone delivery system is founded by the University of Autónoma located
in the Andes mountain region of Colombia to facilitate the mail delivery process across the
steep routes of the campus [55].
United Therapeutics subsidiary has placed an order for 1,000 drones to be used in delivering
organs from their facilities to hospitals for transplantation [56].
There are applications of drone deliveries that include ground vehicle usage [57, 58, 59,
60, 61, 62]. Examined scenarios include traveling long distances with trucks and delivering
packages with a drone which is carried by a truck. It is notable to specify that drone-truck
delivery routing is an NP-hard problem [63]. Yoo and Chankov [58] examined the application scenario where drones are shipped with packages for a delivery system with drones
using ground vehicles. Huang et al. [60, 61] analyzed the application scenario where public transportation vehicles are used in delivery applications with drones. Ferrandez et al.
[59] adopted the use of drone trucks for the drone delivery application scenario using genetic algorithms and K-means clustering. Wang et al. [59] has used the DBSCAN clustering
algorithm while planning the route of trucks carrying drones for package delivery applications. Dayarian et al. [64] focused on a simplified scenario where one drone and one truck
collaboratively perform deliveries in an urban area. Campbell et al. [65] compared truck
delivery with truck-drone delivery and their results showed that truck-drone delivery can
efficiently be very advantageous. Cokyasar [66] has explored the battery swapping machine
locations for the truck-drone delivery systems using mixed integer nonlinear programming
techniques. Cokyasar et al. [67] proposed a drone delivery network design using automated
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battery swapping machines (ABSMs) to extend the range of delivery drones. Cokyasar’s
approach considered the usage of drones that are traveling 60 miles per hour with packages
whereas our application scenario includes a commercially available drone traveling 20 miles
per hour. Our approach is different from the stated literature by the fact that we are not
using any vehicle to help the drone delivery system.
Mixed linear integer programming approach is used in different studies examining UAV
routing problems. Researches using mixed integer linear programming mostly aimed at
maximizing the coverage area as the main goal, which may lead UAVs to visit more points
of interests [68] or to span larger areas [69]. Gómez-Lagos et al. [70] introduced a new
collaboration procedure between a truck and a fleet of drones based on the parking lots
locations where the truck parks and the drones take off for last mile delivery. They used
mixed linear integer programming to optimize the service process.
Ha et al. [71] assessed the minimum total operation cost of truck-drone delivery system
comparing integer linear programming with Greedy Randomized Adaptive Search Procedure.
Unlike the literature work stated above, our approach is focused on deciding the best possible
location of the charging station of one drone which is servicing two different cities using
machine learning algorithms. The technical specifications of the drone used in our simulations
are acquired from a commercially available drone, DJI Matrice 300 RTK [4]. Huang and
Savkin [69] proposed drone deployment strategy aimed at increasing the coverage area for
drones in a package delivery system. In our approach, we took into account the package
delivery delay while deciding the appropriate charging station location. Yakici [68] has
proposed a drone routing system using integer programming to maximize the total score
collected from visited point of interests by flight routes. Dayarian et al. [64] compared
heuristic and integer programming based approach to plan drone routing strategy. Agatz et
al. [72] has compared drone delivery with trucks using integer programming.
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Higher level solutions and policies have been studied for drone delivery systems. Those
researches mostly focused on providing decision systems for a business model which uses
drones for package delivery. Baloch and Gzara [73] proposed a market share model for
UAV delivery service to be done in New York City. Thiels et al. [74] explored the demand,
feasibility and risks associated with the use of UAVs to deliver medical products. Chen et
al. [75] developed policies to help retailers to extend the drone delivery for a product category
in a different service zone using Markov Decision Processes. Coelho et al. [76] used mixed
integer linear programming on a package delivery business that has the different number
of drones/UAVs with different maximum weight or battery life specifications. Coelho et
al. [76] studied optimizing some variables including the total delivery time, the distance
traveled by UAVs and the number of UAVs used in the system. We have used machine
learning algorithms in deciding the best possible location of the charging station by taking
into account the message/package delay metrics.
There are studies and patents about the technical properties of drones to be used in package
deliveries. Drones may need to be modified to better handle the package delivery process.
For example, extra technical features may be needed to enable the drone to drop the delivery
packages safely on the ground or fly more efficiently toward the package drop destination.
Perreault and Behdinan [77] study the mechanical properties of drones in order to optimize
their delivery radii through modifying their electric motor and propeller parameters. Burke
et al. [78] proposed a drone model which has a payload container at the top of the drone.
Amazon has filed a patent for drones with legs to help the drones drop fragile packages by
landing on the ground first [79]. IBM has been granted a patent for transferring packages
between aerial drones during the flight in order to extend the range of drones [80].
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CHAPTER 3: SCANNING WITH UAVs IN OPPORTUNISTIC
NETWORKS

Introduction

Unmanned aerial vehicles (UAV) are typically used for monitoring purposes on areas where
human intervention is either not possible or practical. While UAVs are used in various
applications [11, 10], it is also possible that these vehicles can be leveraged in an opportunistic
wireless communication environment. Opportunistic network is defined as network of mobile
nodes where the neighborhood between nodes changes as the nodes move [9]. In such a
situation, nodes may enter or exit the network and the nodes communicate through multiple
hops. Since disconnections are the nature of the opportunistic networks, the routing strategy
allows the effective communication between nodes.
The opportunistic networks becomes more challenging when UAVs are added to the environment. We defined the term UAV Aided Opportunistic Network (UAON) for the networks
including one more UAVs. The UAVs communicate with other nodes or with other UAVs for
relying messages towards destination nodes while aiming to follow the shortest path possible.
Going to abandoned locations frequently or rotating around certain location can cause the
UAV to waste its energy. Similar to the mobile nodes on the ground staying idle to conserve
energy, the UAV may follow similar strategies to save energy, meaning that they may choose
not to deliver messages immediately.

16

Application Scenario

The opportunistic network environment is considered a university campus. The dataset we
are using contains the mobile traces of people walking with a mobile device on the university
campus. We assume that the mobile devices are communicating with each other on ad hoc
fashion and there is a UAV cruising on top of the university campus.
The users with mobile phones create messages in every hour and the lifetime of the message
is three hours long. This means that the message is broadcasted around the whole campus
in less than three hours. Whenever a person encounters with another person, the mobile
devices exchange the messages. If a node has a message whose creation time is older than
three hours, the node keeps the message but does not forward it to other encountered nodes.
Until that point, this is an opportunistic network environment.
We have then added a UAV to this environment. The UAV cruises on top of the campus
and collects the messages from the nodes and deliver them back to its encountered nodes.
The UAV itself does not create any messages since it is responsible only for delivering the
messages created on the ground to as many nodes as possible.
The maximum speed of UAV is 33 meters per second and the maximum cruise time for the
UAV is 24 hours (see Bayraktar UAV [81]). Maximum wireless communication range both for
nodes and the UAV is 250 meters which is appropriate with 802.11 wireless communication
standard. The altitude of the UAV is 100 meters. Projecting the UAV’s location on the
ground, the maximum communication distance between nodes and UAVs is 223 meters.
The intuition behind adding a UAV in the opportunistic environment is that the nodes on
the ground can conserve their energy by not engaging in much wireless communications. We
argue that it may be easier to charge the battery of the UAV then draining the batteries of
17
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Figure 3.1: Maximum communication distance with UAV’s altitude as 100 meters.

the nodes on the ground.
An example application case might be at a time which an event such as conference or
meeting is taking place at the university campus and the participants are sending messages
to each other about the events. Another application case might be yellow pages applications
where people are sending messages about the items that they would like to sell or buy. The
application scenario can be potentially extended to city areas since for both city centers and
university campuses specific locations can become more crowded at different times of the
day due to a specific event or some areas are almost always occupied during certain hours
of the day due to regularly scheduled events such as classroom buildings, city offices and so
on.
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Figure 3.2: Session example in epidemic routing.

Our Approach

In this section, we first discuss the properties for the forwarding strategies followed by our
proposed approach along with the summary of the compared protocols.
Vahdat and Becker [5] has proposed session strategy. This session structure is also same for
SCR. The Figure 3.2 shows a session example between node A and B. Considering that node
A and B has encountered each other, node A will send its id, concatenated with the message
ids that node A has in its buffer. For the example case the node A has messages with ids 5,
14, 28 and 89. Once node B receives that protocol message, node B replies with a protocol
message which contains the message ids that node B does not have.
For large networks, stored and collected information about the neighbor nodes may become
too large and hence impact the processing time and storage space of the nodes. We avoid
excessive information exchange between the nodes in order to make the routing strategy
suitable for large networks. Exchanging only the actual messages also enhances the privacy
and security of the mobile nodes as the encounter history information is not shared between
the nodes. Having lightweight protocol message system also saves memory space for the
nodes. For instance, State based Campus Routing (SCR) uses small amount of memory for
the communicating nodes [9]. In the DBSCAN approach, only the UAV keeps track of the
encounters since there are always significantly less number of UAVS in the opportunistic
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network than the nodes.
The UAV keeps the records of its encounter history such that it can make a decision about
its routing strategy. The encounter history is deleted after the UAV completes the route.
Even though monitoring of the memory consumption of the UAV is not subject of this work,
we remove the history to save the memory space of the UAV.
Besides, the encounter entries in the UAV contains the UAV’s location when the UAV encounters a node. The proposed technique does not require sending the location information
to the neighboring node or UAV. Since the maximum communication distance is 250 meters,
the UAV can provide an approximate location information about the node. The UAV not
knowing the exact location of the nodes helps to preserve the location privacy of the nodes
on the ground.
We have tested six approaches in the simulation study. In our application scenarios, the
nodes create and forward messages to each other. Besides the nodes, the UAV scans the
environment using different approaches and helps the opportunistic network through message
flooding.

Meander scan

Meander scan approach scans the area similar to a meander shape. The density of the
path is parameterized with two parameters: a and b. One of the parameter decides the
distance between horizontal lines whereas the other decides the distance between vertical
lines. Figure 3.3 shows the DBSCAN clustering approach while it uses meander scan, showing
the parameters a and b. By adjusting the parameters, more densely scanning paths can be
created. The UAV starts from the upper rightmost corner of the area. When the UAV
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Figure 3.3: DBSCAN clustering approach with framing.

finishes the path, it goes back to its starting point to start scanning again. Both the UAV
and the nodes on the ground use Epidemic routing for the meander scan approach.

Random spiral scan

Random spiral scan approach scans the area using random spiral paths. Our main objective
is to develop a technique for scanning small cluster areas. To serve that purpose we have used
spiral scanning technique. In order to show the efficiency of our technique, we also tested
the random spiral scanning approach. For the random spiral scanning, the UAV creates a
spiral way-point based on parameters a and maximum radius (R).
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Figure 3.4: Spiral parameters.

The spiral used in our approach is the Archimedes spiral. Archimedes spiral is a special
case of the Archimedean spirals, named after the Greek mathematician Archimedes, and
is defined as the space made over time by a point moving outward from a fixed central
point with a constant speed along a line that rotates with constant angular velocity. An
Archimedes spiral can be described with polar coordinates by the equation,

r = aθ

(3.1)

where r is the length of the radius from the centre of the spiral, a is a constant that affects
the distance between each turn of the spiral, changing a controls the distance between loops,
and θ is the amount of angular rotation of the spiral. The distance between successive turns
of the spiral is constant and equals to 2πa.
If θ is measured in radians, then the equivalent parametric equations for the Archimedes
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spiral are,

x(θ) = a × θ × cos(θ) + xinitial

(3.2)

y(θ) = a × θ × sin(θ) + yinitial
The UAVs are making spiral scans on the opportunistic network. Spiral pattern is selected
because scanning a small area will be possible with spiral with adjusting d (density) and R
(maximum radius) parameters of the spiral which is shown in Figure3.4. What is interesting
about Archimedes spiral is that the density of the spiral (d ) stays constant unlike other
spirals such as Fibonacci (Golden) spiral where density(d ) increases every turn. The density
of the spiral is the distance between two consecutive arcs, while the maximum radius of
the spiral is the distance between center of the spiral and the end of the largest arc. For
our application case the density parameter (d ) is set to 200. The maximum communication
distance between nodes and UAV is around 223 meters. In that case if the spiral density
is 200 meters, at least 2 encounters can be done with a stable node on the ground. The
maximum radius of the spiral is set to 400 meters.
For the random spiral approach, the UAV picks a random location in the area with a random
maximum radius(R). When the UAV reaches the limits of the area or reaches the maximum
spiral radius distance from the starting point, it selects another random location with a
random maximum radius. Afterwards, it starts scanning as a spiral again. For the routing
strategy,the UAV and the nodes on the ground use Epidemic routing protocol.
We have used parametric function of spiral shown in equation 3.2 in order to draw the
location of a node at each second. The θ is increased and contiguous locations are created
at each second until the distance between initial and last projected locations is less than R.
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State based Campus Routing (SCR) with no UAV

We only tested SCR routing for the nodes on the ground. No UAV exists in that test
environment. The nodes on the ground follow SCR approach while sending messages to each
other. The parameters of the simulation is set as α = 0.25, Pwanted = 0.99, λ = 0.99, as
suggested by Bacanli et al [9]. We set the β as 3.

Epidemic routing with no UAV

We only tested Epidemic routing for the nodes on the ground. No UAV exists in that test
environment. The nodes on the ground are sending messages whenever they encounter each
other. We have added this approach in our test environment in order to compare the results
where no UAV is leveraged while the success rates and message delay results are reasonable.

SCR with DBSCAN clustering

In this approach, the UAV first makes one complete tour of the meander scan. Based on
the encounter data, it creates clusters of nodes with given DBSCAN parameters. The UAV
starts spiral scan for the cluster points. After it finishes the cluster scanning, the UAV sets
maximum and minimum x-axis locations to create a frame. Maximum location for the frame
is the x coordinate of the farthest node while the minimum location for the frame is the x
coordinate of the closest node. Once the frame limits are created, the UAV travels following
the meander scan from the minimum location to the maximum location. Based on that
framed scan, the UAV repeats clustering approach for the encountered nodes. The limits for
the frame stays for framelimit number of meander scans. In our simulation runs, framelimit
is 5. Once the UAV starts meander scan the sixth time, the UAV again scans the whole
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area in order to set the new frame limits. The motivation behind the framing approach is
that the map may not always be equally dense. The dense locations on the map may change
over time so in order to find the new dense points, the frame limits are reset once in every
framelimit times.
Figure3.3 shows the scanning pattern in the environment. n1 is the maximum point of the
frame whereas n3 is the minimum point of the frame. Once the UAV finishes scanning the
whole map, it sets the maximum and minimum points based on n1 and n3 . After that, based
on the encounter history it has around the n2 node, the UAV makes a spiral scan around
the n2 . The radius of the spiral will be the half of the maximum distance between the two
points in the cluster. Once the spiral scan is finished, all the points in that cluster will be
encountered again considering that their positions stayed in the same cluster group.
In terms of the routing strategy of the SCR with DBSCAN clustering technique, the nodes
on the ground use SCR routing whereas the UAV uses epidemic approach. The DBSCAN
algorithm requires the maximum distance parameter between two nodes which is given as
1000 meters.

Datasets

The dataset by Rhee et al. [32] was used. This dataset included a collection of human
mobility traces from five different sites: two university campuses (NCSU and KAIST), New
York City, Orlando (Disney World), and North Carolina state fair. The mobility traces from
Orlando, KAIST, and NCSU datasets were used in the performance evaluations.
The dataset contains the locations and the times of the nodes calculated by referencing a
local point. The location coordinates are in meters. The GPS coordinates of the reference
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point is unknown. Since the dataset contains the location records taken every 30 seconds,
the dataset was extended by filling the location data for the remaining 30 seconds, assuming
that the nodes continue to follow a line path at a constant speed.
The dataset contains a different number of nodes on the map at any given time. In other
words, not all the nodes may be active at all times. In order to increase the possibility of
including all the nodes, the “maximum data collection duration” was considered within the
dataset. The active time for each node on the map varies in all three datasets.
Orlando dataset. The mobility traces are collected from smartphones of 11 volunteers
who spent their holidays in the Walt Disney World theme parks, which corresponds to the
location records of 41 nodes. The maximum data collection duration is 51420 seconds or
14.3 hours. The collection area has the dimensions of 15422 meters by 17934 meters. The
Orlando dataset was used to simulate the cases where no UAV and one or two UAVs were
leveraged.
KAIST dataset. The mobility trace data is collected from the Korea Advanced Institute
of Science and Technology (KAIST) campus in Daejeon, South Korea. This dataset includes
the location records of 22 nodes after removing the traces with the collection duration less
than 14 hours. The maximum data collection duration is 83970 seconds or 23.3 hours. The
collection area has the dimensions of 13227 meters by 19208 meters. The KAIST dataset
was used to simulate the cases where no UAV or just one UAV is used.
NCSU dataset. The mobility trace data is collected from North Carolina State University (NCSU) campus with the location records of 35 nodes. The maximum data collection
duration is 78090 seconds or 21.7 hours. The collection area has the dimensions of 9713
meters by 14628 meters. The NCSU dataset was used to evaluate the specific metrics of our
proposed approach, SCR with DBSCAN.
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Table 3.1: Dataset properties.
Dataset property
Number of nodes
Data collection duration (in seconds)
Length of the map (in meters)
Width of the map (in meters)
Data collection frequency (in seconds)

Orlando
41
51420
17934
15422
300

KAIST
22
83970
19208
13227
300

NCSU
35
78090
14628
9713
300

Simulation Results

In this section, the simulation environment, the metrics, and the real-world datasets are
described. The remaining of the section includes the simulation results and explanations for
each dataset used.

Simulation environment and metrics

The simulations for the application scenario was carried out using Java. The simulator, by
Bacanli and Turgut [15] is further developed to conduct the evaluation study. The proposed
protocol, SCR with DBSCAN, is compared with meander, random, random spiral scanning
approaches, as well as SCR and Epidemic protocols with no UAVs.
The simulation metrics include the success rate, message delay, number of packets sent, and
the distance traveled by the UAVs. The success rate is defined as the percentage of the
nodes that have a specific message. The higher the success rate for a message, the higher
the percentage. The message delay is the average delay of a message received by the nodes
and the UAVs. The delay term here is defined as the time difference between the packet’s
creation time and the receiving time of the packet by UAV or node. The total number of
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packets sent includes the packets sent from the nodes and the UAV. It is important to note
that this metric focuses on the sent messages only. As there is a 10% error rate in the system,
not all messages are received by the target node at all times. According to the nature of
the session system defined by Vahdet and Becker [5], the packets not received by the target
are not resent again by the source. The missing message can be possibly sent to the target
later from another encountered node. The energy efficiency of a technique should include
the number of packets sent by the nodes and the UAV. The distance traveled by the UAV,
should also be considered in evaluating the energy efficiency of the approach. The distance
traveled by the UAVs is calculated whenever they finish a route between two calculated
points and adding them up through the simulation run. The aim is for the UAV to travel
the smallest distance possible.
The success rate is defined as the percentage of the nodes that have a specific message. The
higher the success rate for a message, the higher that percentage is. The message delay is
calculated as the average delay of a message received by the nodes and the UAVs. The delay
term here is defined as the time difference between the creation time of the packet and the
receiving time of the packet by a UAV or a node.
The energy efficiency of a technique should include the number of packets sent by the nodes
and the UAV. We also need to take into account the distance travelled by the UAV to
determine the energy efficiency of the approach. The distance travelled by the UAVs are
calculated whenever they finish a route between two calculated points and adding them up
through the simulation run. The aim is that the UAV should travel as small distance as
possible.
Counting the number of packets sent by the nodes and the UAV gives us the total number
of packets sent. This metric only shows the sent messages. As there is 10% error rate in
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the system, not all messages are received by the target nodes every time. According to the
nature of the session system defined by Vahdet and Becker [5], the packets that are not
received by the target are not resent again by the source. It is possible that the missing
message can be sent to target later from another encountered node. Vahdet and Becker [5]
essentially leveraged the nature of opportunistic network in order to save time and energy
to send the message again.

Evaluation of approaches on Orlando dataset

We compared SCR with DBSCAN, meander, random spiral, and random scanning approaches on Orlando dataset.
Figure 3.5 presents the complementary cumulative distribution of success rates in the Orlando dataset. SCR with DBSCAN performs better than the meander and the random
scanning techniques for Orlando dataset. The reason behind this result might be that the
users might be forming more dense clustered shapes in which the SCR with DBSCAN may
visit the clusters of people on the map. The meander scanning approach was better than the
random spiral scan. The random spiral scanning technique appears to achieve a higher success rate than a random scanning counterpart. It can be seen that the techniques, including
UAV, show better results than the techniques without a UAV. For the techniques which no
UAV is used, the maximum success rate reaches around 40%, however the techniques where
UAV is used, 100% success rate seems possible from the figure.
For the cases where UAV is used, the around 50% of the success rates are higher than the
value 20%. This means 50% of the success rates are lower than 20%. This can be interpreted
as the node connectivity in the environment is low. It is possible that the nodes are scattered
around the environment in a manner that they do not encounter with each other often. The
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Figure 3.5: Complementary cumulative distribution function of success rates on Orlando
dataset.

approaches which do not include UAV usage has reached maximum results around more
than 40% only. With UAV usage the success rate results distribution showed results more
than 80%. This also shows that UAV usage is efficient in opportunistic environments.
Figure 3.6 shows the cumulative distribution of success rates in the Orlando dataset. SCR
with DBSCAN has similar results with meander, random, and random spiral scanning techniques. It is interesting to note that the random scanning technique performs better in
terms of message delay than the success rate metric. Furthermore, SCR and epidemic protocols without UAV also give better message delay results, although their performance on
the success rates is not as good.
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Figure 3.6: Cumulative distribution function of message delay on Orlando dataset.

It is worth noting that checking only the message delay results can be misleading without
checking the success rates. Considering a message is transmitted to only one other node in
a short time and never transmitted to any other node afterward, the message delay for that
message will be small. Since the message is transmitted to only one node in its lifetime, the
techniques need to be compared by first checking the success rates. For the techniques with
similar success rates, their message delay results can be observed.
Figure 3.7 presents the number of packets sent in the Orlando dataset. The total number of
packets sent by the meander is the highest among all the compared techniques. The number
of packets sent by the UAVs in SCR with the DBSCAN approach is almost twice as much as
the other techniques, while the total number of packets sent in much less than the meander
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Figure 3.7: The number of packets sent on Orlando dataset.

technique. We can conclude that SCR with DBSCAN is more energy-efficient than other
compared approaches in terms of the message delay results in addition to the success rates.
Figure 3.8 shows the distance traveled by UAV in the Orlando dataset. The total distances
traveled by different approaches are similar, except the random spiral scanning approach
gives a bit better results. It can be observed that SCR with the DBSCAN technique is
energy efficient as the UAV travels similar distances with the other approaches while sending
fewer packets.
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Figure 3.8: The distance traveled by UAV on Orlando dataset.

Evaluation of approaches on KAIST dataset

We compared SCR with DBSCAN, meander, random, and random spiral scanning approaches on the KAIST dataset.
Figure 3.9 presents the complementary cumulative distribution of success rates in the KAIST
dataset. While almost all the techniques performed similarly, the meander scan appears to
give higher success rates. The success rate performance of the protocols stays reasonable,
acceptable levels, between 0.6 and 0.8, and then makes a sharp decrease. This trend means
that not all the nodes remain active on the map at all times, and some nodes get disconnected.
Even with these disconnections, nearly 50% of the nodes receive most of the messages under
the opportunistic network settings.
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Figure 3.9: Complementary Cumulative distribution function of success rates on KAIST
dataset.

Figure 3.10 shows the cumulative distribution function of the message delay distribution
in the KAIST dataset. The SCR with DBSCAN has lower distribution of message delays
than other techniques. The message delay results less than 4000 seconds is around 85% to
95%. These numbers may indicate that the nodes appearing on the map might be forming
a connected cluster. It is also possible that some nodes act as gateways between different
clusters, extending the connectivity further.
Figure 3.11 presents the number of packets sent in the KAIST dataset. The compared
protocols showed similar trends with the Orlando dataset. The total number of packets
sent by the meander is still the highest among all the compared techniques. The number of
packets sent by the UAVs in SCR with the DBSCAN approach is almost twice the meander
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Figure 3.10: Cumulative distribution function of message delay on KAIST dataset.

and at least three times more than the random spiral approaches. The random and random
spiral have almost identical results in terms of number packets sent by the nodes and total
packets sent while the SCR with DBSCAN has the lowest number on both counts. We can
conclude that SCR with DBSCAN continues to be the most energy-efficient technique.

Evaluation of approaches on NCSU dataset

Figure 3.12 presents the complementary cumulative distribution function of success rates on
NCSU dataset. Complementary cumulative distribution function essentially complements
cumulative distribution function (CDF). Complementary cumulative distribution function
shows the success rate (x) on the x axis whereas the percentage of the values that are
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Figure 3.11: The number of packets sent on KAIST dataset.

greater than the success rate (x) are on the y axis. Figure 3.12 shows that meander scan
and DBSCAN have similar performance. Meander scan appears to be efficient in terms of
success rates as the UAV keeps cruising all the area. Random spiral scanning has similar
success rates with the case where there is no UAV. This is expected as it is possible that
UAV might be visiting less dense areas using the random spiral scanning technique. The
figure 3.12 showed that the UAV usage in an opportunistic network environment can improve
the success rates.
Figure 3.13 shows the cumulative distribution function graph of message delay. Cumulative
distribution function shows the success rate (x) on the x axis whereas the percentage of the
values that are less than the success rate (x) are on the y axis. Figure 3.13 shows that the
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Figure 3.12: Complementary cumulative distribution function of success rates.

DBSCAN has better message delay compared to other techniques. Once the messages are
collected from the nodes, the UAV scans the cluster of nodes, essentially specific dense locations. Meander scan shows better message delay results than random approach because after
the first round of meander scan, it is highly possible that the UAV has already encountered
with most of the nodes. However, random spiral scanning does not guarantee encountering
with any node in the first round of scanning. The approaches with no UAV shows the worst
results, similar to random spiral scanning. This shows that just randomly scanning the area
might not be more efficient technique than not using an UAV. It appears that using an UAV
in a planned way gives better results in terms of message delay.
We have used number of packets sent metric to compare the energy usage of the techniques
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Figure 3.13: Cumulative distribution function of message delays.

since for a wireless communication device because sending a packet requires more energy
then passively receiving. According to Figure 3.14, SCR with DBSCAN approach sends
more messages than other approaches but SCR with DBSCAN is showing more satisfactory
results comparing meander and random scan approaches. Random spiral scanning has sent
the least amount of packets but the results for message delay and success rate was not as
satisfactory.
Figure 3.15 presents the distance traveled by the UAVs for the techniques in which the UAVs
were used. The DBSCAN and meander scan achieves similar results. The random spiral
scanning approach results in lesser traveled distance than the other two approaches; however,
the difference is not significant.
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Figure 3.14: Number of packets sent.

Evaluation of SCR with DBSCAN on NCSU dataset

Spiral density (a) value

The spiral density (a) is the distance between the arcs of the spiral. The spiral’s density
allows the adjustment of the time that a UAV can spend on a cluster. Changing the spiral
density plays a vital role in the spiral scanning part of the SCR with DBSCAN protocol in
which the UAV makes spiral scans on the cluster of the nodes that DBSCAN has calculated.
The denser the density metric becomes, the more frequent the UAV encounters occur with
a node in the scanned cluster area.
Figure 3.16 shows the message delay cumulative distribution graph of the SCR with DBSCAN
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Figure 3.15: Distance travelled by the UAVs.

where the spiral density, a, was evaluated for the values of 50, 150, 250, and 350. The a
value of 50 achieves the lowest message delay while the a values of 150 and 250 show similar
results. With the a value of 350, the message delay increases. It appears that varying the
density of the spiral affects the message delay. As the density value decreases, the spiral
route becomes denser. In that case, the UAV would most likely encounter the nodes on that
scanning circle more than once.
Figure 3.17 presents the number of packets sent for SCR with DBSCAN with respect to the
a values of 50, 150, 250, and 350. While the number of packets sent by the a value of 350
is the lowest, it incurs the most message delay, as we have seen in Figure 3.16. Since the
message delay for the a values of 150 and 250 were similar, and if the number of messages
sent is taken into consideration, the a value of 250 would be the most suitable option.
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Figure 3.16: Cumulative distribution function of message delay of
different spiral density values on NCSU dataset.

As the performance results of the message delay and the number of packets sent are evaluated, the spiral density parameter that can balance these two metrics should be identified.
Although the a value of 50 has a lower message delay than the a value of 250, it does not
contribute to the energy efficiency since it has the highest number of packets sent. The
trade-off between the message delay and the number of packets sent can be observed from
the results. The spiral density parameter, a, can be easily adjusted to save energy or invest
further on the message delay depending on the application needs.

41

XC

di

t

BUY
Click
tr

.

.

re

om

to

BUY
to

om

.c

Click

hange E

!

PD

F-

NOW

t

w

w

k e r- s o ft w a

ac

.c

di

!

hange E

ww

ww

ac

or

PD

XC

NOW

F-

or

tr

k e r- s o ft w a

re

2500
Number of Packets Sent by Nodes
Number of Packets Sent by UAV
Total Number of Packets Sent

Number of Packets Sent

2000

1500

1000

500

0

a150

a250
a350
Spiral Density

a50

Figure 3.17: The number of packets sent for different spiral density values on NCSU dataset.

Message creation frequency

In the application cases, the messages are created in every 3600 seconds (1 hour) by the
nodes. The effects of the message creation frequency were investigated in the simulation
study. The approaches evaluated in which the message creation frequencies for the nodes
were 1800 seconds (30 minutes) and 7200 (2 hours) seconds.
Figure 3.18 shows the message creation frequency for the number of packets sent. It is
interesting to note that the number of messages is less than half for the frequency of 7200
seconds compared to the 1800 seconds. As expected, it can be concluded that as the message
creation frequency decreases, the message traffic becomes less burdensome, and the number
of messages sent also decreases.
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Figure 3.18: The number of packets sent for different message creation
frequency values on NCSU dataset.

Figure 3.19 presents the message delay for the message creation frequency. The message
delay for the case where the nodes are sending messages in every hour and every half an hour
shows similar results. The message delay gets better when the message creation frequency
decreases. When the UAV is cruising around a particular area, the nodes in other areas
might be creating messages. This would mean that it may take some time for the UAV to
follow up with the newly created messages. If the message creation frequency decrease, the
UAV will be less likely to miss these messages.
Figure 3.20 shows the success rates of the messages for different message creation frequencies.
Based on the result, the success rates do not depend on the message creation frequencies.
The reason behind this conclusion is that the message creation frequency does not change
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Figure 3.19: Cumulative Distribution function of message delay
for different message creation frequency values on NCSU dataset.

the UAV’s cruising strategy. The UAV cruise around similar locations in each message creation frequency case; therefore, the success rates are not affected much whether the message
creation frequency increases or decreases.

Effect of β value on SCR

The (β) value is the parameter in SCR while setting the active and passive state of the
nodes. In SCR, the probability to exchange messages between nodes changes with passive
and active state of the node. Changing the β value of the SCR will change the probability to
exchange messages between the nodes, therefore will have a direct impact on the success of
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Figure 3.20: Complementary Cumulative Distribution function of success rates
for different message creation frequency values on NCSU dataset.

the opportunistic network. As expected, our approach’s success depends on overall success of
the SCR. In order to increase the success of our approach, we also need to adjust the success
of SCR. Bacanli, Solmaz and Turgut [9] have set this parameter to 2 in their research when
they were using a different dataset in their work. We have tested different values of β
parameters in order to find the best value to be used in our application area and indirectly
in our dataset. The results of the simulations showed that setting the alpha value to 3 shows
better success rates and message delay results for our dataset.
Figure 3.21 shows the complementary cumulative distribution of success rates for SCR with
DBSCAN with respect to the β values of 2, 3, 4, and 5. The results showed that β value
2 is showing less efficient results comparing with 3, 4 or 5 in terms of success rates. The
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Figure 3.21: Complementary cumulative distribution function of success rates
of different β values of SCR with DBSCAN on NCSU dataset.

reason for this might be that the nodes in our dataset are encountering with each other more
frequently than the dataset that Bacanli et al. [9] have used.
Figure 3.22 presents cumulative distribution of message delays for SCR with DBSCAN with
respect to the α values of 2, 3, 4, and 5. The results show that α value of 2 shows more
message delay comparing with other approaches.
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Figure 3.22: Cumulative distribution function of message delay of
different β values of SCR with DBSCAN on NCSU dataset.

Applications with two UAVs

When the protocols with one UAV were evaluated, the meander scan achieved better success
rates and the message delay than all the other approaches except SCR with DBSCAN. Since
the meander scan was the closest to the proposed approach, the energy efficiency of SCR
with DBSCAN with two UAVs were evaluated and compared only with the meander scan.
The meander and SCR with DBSCAN approaches are evaluated with one and two UAVs
on the Orlando dataset. For the cases where two UAVs are utilized, one of the UAV starts
scanning from the top left corner, and the other UAV starts scanning from the top right corner
of the map. The application cases with only one UAV are specified as SCRwithDBSCAN
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and Meander while SCRwithDBSCAN2 and Meander2 refer to the cases with two UAVs.
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Figure 3.23: Complementary cumulative distribution function of success rates
on Orlando dataset with two UAVs in the environment.

Figure 3.23 presents the complementary cumulative distribution function of the success rates
distribution for the cases with one or two UAVs. It can be seen that the success rates
increase with two UAVs on both approaches compared to their counterparts with only one
UAV utilization. The SCR with DBSCAN approach with two UAVs gives higher success
rates than the meander scan with two UAVs. In conclusion, using two UAVs contributes
positively to increase the spreading rate of the messages.
Figure 3.24 shows the cumulative distribution function of message delay for the cases with
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Figure 3.24: Cumulative distribution function of message delay
of Orlando dataset with two UAVs in the environment.

one or two UAVs. The SCR with DBSCAN approach with two UAVs has a lower message
delay than the meander scan with two UAVs.
Figure 3.25 presents the number of packets sent for the cases with one or two UAVs. As
expected, for each protocol, the case with two UAVs incur more number of packets sent
compared to the case with one UAV usage. The SCR with DBSCAN approach with two
UAVs has less number of packets sent than the meander scan with two UAVs, although the
difference is small.
The reason for the increased number of packets sent by the nodes comes from the fact
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Figure 3.25: The number of packets sent for Orlando dataset with two UAVs in the environment.

that the two UAVs distribute the messages to many different nodes. As the nodes receive
new messages, more message exchanges take place during an encounter. Consequently, the
increased success rates can be attributed to the utilization of two UAVs.
The number of packets sent by the UAVs also increases with the increased UAVs. Between
the two approaches with two UAVs, SCR with DBSCAN2 has a more increased number of
packets sent. Each UAV may acquire messages that the other UAV does not have, causing
more new message exchanges. Figure 3.23 shows an increase in the success rates as expected.
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Summary of the results

The proposed approach was evaluated using the NCSU dataset in terms of spiral density
value and message creation frequency. The meander scan was also compared with SCR
with DBSCAN approach for two UAVs since the meander scan performed the closest to the
proposed approach when there was a single UAV. The a parameter, the spiral density, is
tested with different values. The goal was to achieve the best performance in terms of the
number of packets sent and message delay. Adjusting the a can be beneficial for trading off
between multiple metrics. Changing message creation frequency can also be used similarly.
The results show that better message delay results can be achieved if the message frequency
is changed every two hours.
Additionally, SCR with DBSCAN and meander scan approaches were evaluated with two
UAVs on the Orlando dataset. In terms of the number of UAVs, SCR with DBSCAN using
two UAVs outperformed meander scan approach with two UAVs in terms of success rate and
message delay metrics.
The SCR with DBSCAN approach gives better results in terms of message delay for KAIST
and Orlando datasets. While the SCR with DBSCAN sends a smaller number of packets
than the meander scan, it still achieves similar success rates as the meander scan approach.
In conclusion, using a UAV was favorable in all the metrics than not using any in an opportunistic environment.
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CHAPTER 4: CHARGING STATION PLACEMENT IN
OPPORTUNISTIC NETWORKS WITH UAV

Introduction

Unmanned Aerial Vehicles (UAV), also known as drones, are aircraft that can autonomously
fly and deliver some service unassisted. Recently, UAVs have gained much popularity, and it
is expected that in the upcoming years their integration in daily services and applications will
be increased, making their popularity even higher. UAVs were initially used in the military
for many years, in surveillance, rescue missions, border observation, and firefighting. They
are now commercially available, with prices ranging from tens of dollars for small shortrange drones to professional sensor-powered drones that cost thousands of dollars. Because
of their quite appealing cost as well as their characteristics of mobility and flexibility, their
use has been spread in a wide variety of civilian applications, such as traffic monitoring,
public safety, emergency communications, and many others. Recently, some companies such
as Amazon, UPS, and Google are adding drones to their vehicles fleet to make delivery
services to customers much faster.
The UAVs used in military applications are generally large and have longer cruise time with
a single charge, while the UAVs used in civilian applications are much smaller with shorter
cruise time that require full charging after cruising for around 20 to 45 minutes [4]. This
limited battery life creates challenges when it comes to civilian applications.
The application scenario of our model takes place in a UAV-aided opportunistic network. An
opportunistic network is a type of ad-hoc wireless network formed over mobile devices. Typically, it consists of handheld mobile devices carried by people. Such devices communicate
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with each other using a store-carry-and-forward paradigm without the support of a fixed network infrastructure. Routes between nodes are created dynamically as nodes move around
without any knowledge of the network topology. Each node is considered as an opportunity
to bring a message closer to the destination, and hence the name “Opportunistic Network”.
When a message is received by a node, the node stores the message, carry the message as
it moves around, and then forwards the message to an encountered node, either because the
encountered node is the destination or it is more likely to encounter the destination at some
point.
A UAV-aided opportunistic network is a network in which the UAVs cruise around an area
where the mobile nodes on the ground communicate in a peer-to-peer manner in an opportunistic network. UAVs can support opportunistic networks and act as a flying infrastructure
that serves ground nodes communication, as shown in Figure 4.1. Messages are created by
ground nodes and distributed through the network via the assistance of the UAVs. Integrating UAVs in an opportunistic network can provide a variety of benefits to such networks,
however, the UAVs’ limited onboard battery life restricts the amount of time a given UAV
can stay in the air. Making the service provided by UAVs to an area of interest just temporary, since every 45 minutes flight time, UAVs need to land on a charging station for
recharging or battery swap-out and then take off again when charged.
Such a scenario raises some challenges, either due to UAVs or opportunistic network. One
of the challenges is the scanning pattern problem for the UAVs. While few studies used
one UAV for scanning the whole map [15, 11, 12], scanning the entire map with a single
UAV may not always be possible or practical. Since the flight time is considerably short, a
scanning method or a pattern aimed at scanning small parts of the map should be developed.
Another question arises about where to place the charging stations for the scanning pattern.
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Placing the charging stations close to each other may impact the UAVs’ ability to scan
different parts on the map. On the other hand, keeping the charging stations away from
each other may create fragmented locations on the map. The UAVs need to keep reasonable
proximity of a charging station so they can return to whenever they drain their batteries.
Additional challenges occur due to the nature of the opportunistic network environment.
The choice of an appropriate packet routing strategy is a must.
Routing is the decision-making process in which a given node selects one or more of its
outgoing lines to forward a packet making its journey to an ultimate destination. The routing mechanism is responsible for the choice of appropriate paths to transfer traffic following
network requirements and restrictions. This simple definition hides beneath it a complex procedure that consists of three basic tasks, namely, the collection and distribution of network
up-to-date information, the selection of the best path according to the collected network state
information, and the forwarding of traffic. Routing is accomplished in different ways depending on the network, due to different network architectures, implementation considerations,
or other reasons.
As routing is a paramount process in message delivery, it has been well-investigated topic
since the early nineties, it has been extensively reviewed for decades starting with the evolution of wired networks, coming through wireless networks, ad hoc, VANET, sensor networks,
and other types of networks [82, 83, 84, 85]. New network settings require new routing
strategies, and hence, routing algorithms have been adapted over years and other new ones
have been developed to be suitable for new requirements that appeared with every new
network technology.
Due to the dynamic topology of the opportunistic network and the lack of constructed endto-end transmission routes between nodes, the traditional topology-based routing algorithms
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cannot be applied as they do not achieve the desired routing performance. Therefore, implementing a suitable routing algorithm with good performance is one of the most challenging
problems in opportunistic networks research. Various routing approaches have been suggested and designed to cope with the nature of the opportunistic network. Since the mobile
ground nodes may not always appear on the map, and the connectivity between different
nodes can change from time to time, a routing technique that can provide high success rates
and low message delays is essential.
In this chapter, we introduced a solution to address the battery life issue. We have simulated
an opportunistic network environment with different places and numbers of charging stations.
The contributions of this study can be summarized as follows:

• We have defined an application scenario where commercially available UAVs are leveraged in an opportunistic environment. The simulation study is conducted using two
real-world datasets.
• For our application scenario, we proposed a charging station placement solution based
on a spiral-based scanning technique for UAVs. Three routing strategies between the
UAVs and the nodes on the ground are tested.
• Two clustering approaches besides random locations for charging stations are investigated, and several network performance measures are used to assess the proposed
scenario.
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Application Scenario

In our application scenario, there are three types of communications, UAV-to-UAV, nodeto-node, and UAV-to-node communications. They communicate whenever they encounter
each other. The system consists of moving people who possess electronic devices with WiFi
connectivity. These people serve as the ground nodes for the opportunistic network. And
a set of UAVs that support the network to achieve high network performance such as low
message delays and high success rate.
Nodes create text messages every 30 minutes with a 1-minute error rate and distribute them
in a hop-by-hop manner. Three hours after the initial creation of the message, the nodes
stop receiving messages due to the three-hour message lifetime.

Figure 4.1: System Model.
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Both UAVs and the nodes on the ground are using IEEE 802.11 WiFi protocol. The maximum connectivity distance is 250 meters, which is appropriate for the IEEE 802.11 standard.
The UAVs, however, are only responsible for distributing the messages through the network.
The charging station is a circle with a one-meter diameter. The UAV stays at the charging
station for 30 seconds to charge its battery. As charging a battery will likely take longer
than 30 seconds, we assume that instead of charging the battery, it will be replaced with a
fully charged one in 30 seconds.
The UAVs are making random spiral scans on the environment at 100 meters altitude, with
a maximum speed of 20 meters per second and 30 minutes cruising time with a single charge.
The UAV’s specifications are appropriate for a commercial drone, DJI Matrice 300 RTK [4].
The UAV scanning strategy is autonomous, so there is no central station needed for the
UAVs. The UAVs are not moving far away from charging stations where their battery time
is not enough to reach any charging station. In this case, it is also possible that the charging
stations may include control stations.
The main application scenario of the system is for disaster cases with unavailable Internet
or unstable connection. The proposed system can broadcast messages through the campus
area with the UAVs considering a university campus where the dataset is collected.

Approach

At the beginning of the simulation, each charging station has at least one UAV ready to take
off. The UAV leaves the charging station to a random spot on the map of the area under
study. At the center of the chosen location, the UAV starts a spiral scan with a random
spiral radius. The spiral radius is the maximum distance between the center of the spiral
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and the end of the last turn (curve) of the spiral. If the maximum spiral radius has been
reached or the distance between the UAV and the center of the spiral exceeded the mapped
area, the UAV stops at that point on the air and then goes to another random location to
perform another spiral scan.
At any time, if the UAV barely has enough battery to reach the closest charging station,
the UAV cancels its current cruising trip and immediately flies towards the nearest charging
station. The UAV stays 30 seconds at the charging station for battery replacement/charging,
then takes off again for another spiral scanning trip.
The UAVs are making scans around random locations using Archimedes spiral pattern. The
density of the spiral(a) is 200 meters and the maximum radius of the spiral is 400 meters.
UAVs do not request any location information or private information from the nodes and
the other UAVs. The packet exchange between nodes and UAVs is minimal so that an
encounter time between nodes and UAVs can be sufficient enough to make packet exchange
communication efficient. The UAVs have a GPS or a location sensor as they travel around
locations determined dynamically. As a result, the UAVs can be added or removed from the
environment for maintenance or different purposes.
The locations of the charging stations are determined according to three different techniques, namely, K-means clustering, Density-based spatial clustering of applications with
noise (DBSCAN), and at random. Besides the aforementioned clustering techniques, three
routing protocols are used in our study, Epidemic, Spray and Wait, and State-Based Campus
Routing (SCR) routing protocols.
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Simulation Results

Simulation environment

The simulations for the application scenario were carried out by further developing the inhouse simulator created by Bacanli and Turgut [15]. The opportunistic wireless environment
includes a 10% error rate for wireless communication.
We assume that the encounter duration between the nodes is long enough for packet exchange. Based on the nature of the opportunistic network, if the receiver does not receive a
protocol message, the sender does not send the packet again. The reason is that the message
may be received from another node again when encountering takes place.

Dataset

Two datasets have been used in our simulation, North Carolina State University (NCSU) and
Korea Advanced Institute of Science and Technology (KAIST) dataset by Rhee et al. [32].

Metrics and evaluation

Nine combinations are examined, DBSCAN with Epidemic (D EP), DBSCAN with SCR
(D SCR), DBSCAN with Spray and Wait (D SW), K-means with Epidemic (K EP), Kmean with SCR (K SCR), K-mean with Spray and Wait (K SW), Random with Epidemic
(R EP), Random with SCR (R SCR), and Random with Spray and Wait (R SW).
In our simulation, the number of clusters for K-means and Random clustering has been set
to 3, and the maximum distance between clusters for DBSCAN has been set to 900 which
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generates 3 cluster centers as well. The number 3 has been chosen after comparing the
results of several cluster center numbers (2, 3, 4, and 5), and the comparison came in favor
of 3 clusters.
Certain parameters should be analyzed collectively to evaluate a given network. We used four
metrics to assess the effect of the aforementioned nine techniques on network performance.
The metrics used are message delay, success rate, number of tours, and number of messages
sent.

Message Delay

Message delay is one of the main metrics used to measure network performance, as it focus
on the time spent in the successful transfer of data packets from one point to another.

Figure 4.2: Cumulative distribution function of Message Delay on NCSU Dataset.
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Figure 4.3: Cumulative distribution function of Message Delay on KAIST Dataset.

Figure 4.4: Box plot distribution results of Message Delay on NCSU Dataset.
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Figure 4.5: Box plot distribution results of Message Delay on KAIST Dataset.

Message delay is considered the time between the message creation and the receival of the
message. Message delay is calculated for every message created during the simulation.
Figure 4.2 and Figure 4.3 shows the cumulative distribution of message delay in the NCSU
and KAIST datasets respectively. To better visualize the message delay, we use box plots to
present the data. Figure 4.4 and Figure 4.5 shows the box plots of message delay distribution
for the KAIST and NCSU datasets respectively. In each box-and-whisker plot, the top and
bottom of the box are given by the 75th and 25th percentile, the median is represented by
the mark inside the box. The upper and lower whiskers are the maximum and minimum,
respectively, after excluding the outliers. The outliers above the upper whiskers are those
exceeding 1.5 of the upper quartile, and those below the minimum are those less than 1.5 of
the lower quartile.
Regardless of the routing protocol used, the figures show that K-means clustering (K EP,
K SCR, K SW) performs noticeably better than Random (R EP, R SCR, R SW) and DBSCAN (D EP, D SCR, D SW) clustering. When focusing on routing protocols, we see that
Epidemic and SCR have very close results that are better than Spray and Wait routing.
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The best message delay readings can be found when K-means clustering is combined with
Epidemic routing. It is also clear that the behavior of every clustering approach is enhanced
when Epidemic or SCR Routing protocols are chosen.

Success Rate

The success rate is defined as the percentage of the nodes that received a specific message.
In other words, it is the rate of successful message delivery. The higher the success rate for a
message, the higher the percentage. The success rate is the distribution rate of the message.
If a message stays in the buffer of the node, then the success rate of the message is 0%. On
the other hand, if the message gets distributed to every node, the success rate is 100% [86].
Figure 4.6 and Figure 4.7 show the complementary cumulative distribution of success rate
in the NCSU and KAIST datasets respectively. While Figure 4.8 and Figure 4.9 show the
box plots of success rate distribution for three generated cluster centers for the KAIST and
NCSU datasets respectively.
Again K-means clustering with Epidemic and SCR schemes appear to achieve the highest
success rates among their counterparts. It can be seen that both datasets show consistent
behaviors.
It is worth noting that message delay and success rate are not dependant, meaning that a
scheme that produces low message delay values does not necessarily guarantee a high success
rate. For example, if a message is transmitted to only one node during its lifetime, it will
have a low message delay and a low success rate as well.
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Figure 4.6: Complementary cumulative distribution function results of Success Rate on
NCSU Dataset.

Number of UAV Tours

Figure 4.10 and Figure 4.11 show the number of tours made by the UAVs when each of the
nine schemes is used in the NCSU and KAIST datasets respectively. A tour begins when a
UAV takes off the charging station and finishes when it lands at a charging station. In other
words, every time a UAV takes off, it starts a new tour.
The figures show that the minimum number of UAV tours are obtained when K-means
clustering is used, the three routing protocols (Epidemic, SCR, and Spray and Wait) almost
perform the same. Our simulation shows that the total distances traveled by the nine schemes
are similar which is around (16266 km). This means that a UAV travels the same distance
no matter which duet of clustering approach and routing algorithm is used, however, it made

64

Figure 4.7: Complementary cumulative distribution function results of Success Rate on
KAIST Dataset.

Figure 4.8: Box plot distribution results of Success Rate on NCSU Dataset.

a fewer number of tours. The fewer number of tours means the fewer number of landings
and takeoffs, which concludes that K-means clustering is the most energy-efficient approach
as UAV land whenever it needs charging.
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Figure 4.9: Box plot distribution results of Success Rate on KAIST Dataset.

Figure 4.10: Number of UAV Tours in NCSU Dataset.

Number of Messages Sent

Figure 4.12 and Figure 4.13 show the number of messages sent by the nine schemes in the
NCSU and KAIST datasets respectively.
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Figure 4.11: Number of UAV Tours in KAIST Dataset.

It is interesting to note that when Epidemic routing is used with any clustering algorithm,
it gives the highest total number of messages sent, which in turn indicates that it is the less
energy-efficient routing protocol. On the other hand, SCR is considered the best energyefficient routing protocol.
From the metrics introduced in this section, it could be inferred that SCR balances the load
and energy efficiently.

Number of Messages Added to Buffer

Figure 4.14 and Figure 4.15 show the number of messages added to buffer.
When an encounter happens, the nodes and UAVs exchange protocol messages as well as
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Figure 4.12: Number of Messages Sent in NCSU Dataset.

actual messages. The more actual messages exchanged between nodes, the more efficient the
communication becomes in an opportunistic network. If the number of messages added to
buffers is small, it can be interpreted that the messages are not distributed efficiently. For
both datasets, K-means shows a higher number of messages added to buffer compared with
DBSCAN and randomly places charging stations.
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Figure 4.13: Number of Messages Sent in KAIST Dataset.

Figure 4.14: Number of Messages Added to Buffer in NCSU Dataset.
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Figure 4.15: Number of Messages Added to Buffer in KAIST Dataset.
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CHAPTER 5: PACKAGE DROPPING SERVICE WITH UAV

Introduction

UAVs are leveraged in different applications scenarios in our era. For instance, UAVs are
used to drop mail packages under the project name Amazon Prime Air [1]. They can also
be used to drop different items to places where traveling to those service locations might be
either time consuming or hard to reach with delivery vehicles.
While commercial UAVs have different battery flight times, their battery lives are limited.
The maximum battery life for a commercial UAV is approximately 30 minutes. That battery
lifetime might only be sufficient for one package drop with a full charge, considering that the
UAV will need to return to its charging location after the drop. Also, the useful weight that
UAV can carry is low, around 0.5 to 1 kg. With consideration to these cases, UAVs should
be dropping one package with every full charge.
We have examined the location of the charging station between two different neighborhoods.
The charging station will be also used as a package loading center. Considering the limited
battery life of drones or UAVs, the location of the charging station should be decided such
that the packages are delivered to the destinations with an acceptable delay. While deciding
the charging location, researchers need to take into account the battery life. For example,
the distance between the charging location and the service location should not be too far
such that the drone cannot make a round trip between locations. Also, the distance between
the service locations should be decided based on the service request frequency of the service
locations. It might be better to set the charging location closer to the service location, which
has a higher frequency of package requests so that UAV will lose less time on the way to the
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destination when carrying a package. In our application scenario, there are also maximum
service frequency parameters for different package request locations.
The contributions of this study can be summarized as follows:

• We investigated the average package delay through machine learning and regression
techniques for the application scenario where a drone makes a package delivery to two
locations.
• We defined an efficient charging location between two service locations. Given that the
other parameters are known with the total distance between two service locations, we
can deduce a place between two service locations using machine learning techniques.

Application Scenario

In our application scenario, there are two service areas where UAV travels and service.
These locations might be for message distribution, notification updates, or even delivery of
an item. Those service areas can be described as neighborhoods, considering UAV/drone
delivers packages to different addresses in two neighborhoods.
Let us assume the UAV stays at the charging/package load station with a full battery charge
until a request comes from either location. If a service request comes from location A, the
UAV picks the item from the center location and goes to location A for delivery. While
servicing a location, a new service request may come for the same location or the other
location. In that case, the UAV goes to the charging station to charge/exchange its battery
and picks the requested item. The battery charging duration is constant, and it covers the
charging duration and picking up a new item to deliver if there is a waiting request. The
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UAV can carry only one item at a time, so the UAV needs to stop at the center to charge
and pick the new item every time a new package request arrives.
While designing this algorithm, the limits of current UAV technology is taken into account.
Considering a commercially available drone, DJI Matrice 300 RTK; it has around 45 minutes
flight time with a maximum payload of 2.7 kg [87]. The UAV has a limited battery life for
flight and constant time to recharge its battery at the charging location.

Approach

We have developed a simulator to create a synthetic dataset for package delivery service to
two neighborhoods/cities using a single UAV. Then we have used the synthetic dataset to
apply different machine learning approaches in order to decide the charging/package load
station for the given parameters for the row in the dataset.
The parameters of the simulator, in other words, the parameters of the synthetic dataset,
are explained in the following sections.

Preliminaries
• A and B are the locations of the service places. This location can be a neighborhood
or a small county/district.
• In location A, the service time is x seconds, whereas, in location B, the service time is y
seconds. The service time can be described as follows. Once the drone reaches location
A or in other words to the center of location A, the drone continues to travel towards
the exact package request location in the neighborhood. The average time that a drone
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Figure 5.1: UAV package delivery diagram.

travels between the center of the neighborhood to the exact package request location
is defined as service time. While service times are exponentially distributed, there are
maximum service time values for both x and y. Service time for location A cannot be
bigger than xmax value and service time for location B cannot be greater than ymax
value. Those maximum values can be interpreted as the radius of the neighborhood.
• The distance between center to A is a. Locations A and B are on a line so the distance
between A and B is c. The distance between center to B is c-a. The distance is given
in terms of seconds.
• T is the maximum flight time for a fully charged battery.
• g is the time spent in center to recharge or battery exchange. This duration also covers
picking up the requested packet.
• Service request frequency for A is α. Service request frequency for B in seconds is β.
In other words, in every α seconds, A is requesting a package delivery service. In terms
of queuing theory, arrival rate(λ) is

1
α

for A and

1
β

for B.

The basic assumptions of our system are as follows

1. Battery flight time (T) should be sufficient enough to reach the farthest service location,
service, and return to the center to recharge.
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2. The service request frequency for a location should be more than the total service
time for the UAV in the center. For example, If α is too small, it means, A requires
too frequent service. In that case, the UAV will have no time to reach the center to
recharge after it is serviced. It will be stuck servicing the location until it drains out its
battery. After a location is serviced, the UAV can return to the center without getting
another service request on the way.
3. The service request frequency should be more than the service time for any location.
While the UAV is servicing location, if another service request should come, then the
UAV will spend too much time on the location, therefore, will not be able to reach
the center to recharge. Considering the queuing theory, the system should not be in a
bottleneck.
4. Let us consider the case UAV has reached the center and starts to charge its battery and
in the meanwhile, a service request arrived. In that case, the UAV should service the
location before a second service request arrives. The package service requests should
be served in a first-come, first-served manner.
5. Battery charging time should be less than service request frequency. For example, if
the UAV is charging and a service request comes, the UAV should be able to service the
location before the second service request comes from the same location. If a location
is not serviced until the second service request from the same location, in that case,
the location will be recorded as late. Service delays are possible, but the delay for a
service location cannot be more than the service request time.

Based on these assumptions, we can deduct these equations and inequalities. These inequalities are used while generating the dataset. If randomly generated parameters are not
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feasible/possible with the assumptions or inequalities, they are not included in the simulations.
The equation below shows the relationship between minimum battery life and other simulation parameters. There is no upper limit for Tmax .

Tmin = max(2 × a + x, 2 × b + y)

The inequality below shows the relationship between parameters of a feasible simulation
environment.

α−x+β−y >2×c

(5.1)

Data Generation

We have generated synthetic data for the application scenario. The custom simulator used
input parameters and output statistical information about packet delay for the overall system, location A and location B. The input and output parameters for the simulator are
shown in Table 5.1.
In each simulation run, different input parameters are used, resulting in the output parameters. The battery lifetime of the UAV is assumed to be 30 minutes, while the battery
charging/exchange duration of the UAV was set to 5 minutes. The simulation duration for
the application scenario is fifteen days. Since the basic assumptions stated in the application scenario are applied to the parameters, only the parameters corresponding with these
assumptions are tested.
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Table 5.1: Input and output parameters.
Input
parameter
name
a
c
α
β
x
y
xmax
ymax
T
g
Output
Parameter
Name
meantotal
meana
meanb

Description

Variable Name

the distance between center to location A
total distance between location A and B
mean Service Request Frequency of A
mean Service Request Frequency of B
mean service Time A
mean service Time B
maximum Service Time for Location A
maximum Service Time for Location B
battery lifetime of the UAV
battery charging/replacement
duration of the UAV

Adistance
totaldistance
reqTimeA
reqTimeB
serviceTimeA
serviceTimeB
maxServiceTimeA
maxServiceTimeB
(constant)

Description

Variable Name

mean of total delay
mean of delay of Location A
mean of delay of Location B

mean
amean
bmean

(constant)

Machine Learning Approaches

The machine learning algorithms take the generated data file as an input. We have considered
the following machine learning algorithms: k-nearest neighborhood, random forest, support
vector, polynomial regression with ordinary least squares method, shallow neural network,
and deep neural network.
Two approaches are evaluated while deducing the distance between the charging station and
location A. For both approaches, the total distance between locations A and B, the mean
service request frequency, the maximum service time, and the mean service time for locations
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A and B are input into the machine learning models. The first approach used mean package
delay for location A (feature name as amean) while the second approach used mean package
delay for location B (feature name as bmean) as additional input features. The reason for
choosing these two approaches is to specify a characterization feature for testing locations A
and B through amean and bmean. Although these values are dependent, investigating the
mean package delay for each location one at a time can provide a better understanding of
the model.

Machine learning model

Machine Learning approaches

The generated data file is input into the machine learning techniques. 20% of the data
is used for testing and 80% of the data is used for training the models. We have run
the machine learning algorithms to predict the Adistance parameter, which is the distance
between location A and the charging station. Two different approaches are used to predict
the Adistance parameter.

• The input parameters except for Adistance are used, in addition, to mean package
delay for location A as an input feature to our machine learning algorithms.
• The input parameters except for Adistance are used, in addition, to mean package
delay for location B as an input feature to our machine learning algorithms.

The mean absolute error loss results for tested regression approaches using amean and bmean
variables are presented in Table 5.6 and Table 5.7 respectively. Python scikit machine
learning library is used to test the regression techniques.
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Predicting distance

Random forest regressor, deep neural network, shallow neural network, polynomial regression
with ordinary least squares, support vector regressor, and K-nearest neighbor regression
techniques are compared while predicting the distance between central charging station and
location of A.
In the OLS method, the input variables have been transformed to linear space using polynomial transformation, then linear regression has been applied.
Random forest regressor is the machine learning algorithm based on decision trees. The
number of trees in the model is set to 30 and the minimum number of samples required to
be at a leaf node is set to 25 in order to avoid overfitting.
Support vector machines (SVM) is the technique commonly used in classification problems.
Regression with support vector machines is also possible with a support vector regressor.
Different polynomial degrees for support vector regressor are tested besides radial basis
function (rbf) kernel.
The deep neural network is a neural network that has hidden layers. The number of neurons
in layers of the network is set as 64, 128, 512, 1024, 1024, 512, 128, 64, respectively.

Results

We have tested K-nearest neighborhood regressor, random forest regressor, support vector
regressor, polynomial regression with ordinary least squares method, shallow neural network,
and deep neural network to deduce the distance between location A and the charging station.
We call the distance between location A and the charging station as Adistance which is the
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Table 5.2: The parameter values of the compared machine learning approaches.
Regression Techniques
Random Forest Regressor
Shallow Neural Network

Deep Neural Network

Support Vector Regressor

Ordinary Least Squares
k-NN Regression

Parameters and values
minimum number of samples = 25
number of estimators = 122 & 112
optimizer: Adam, learning rate = 0.001
Adam, exponential decay = 0.00001
one hidden layer = 128 neurons
batch size = 32
optimizer: stochastic gradient descent (SGD)
SGD, learning rate = 0.001
SGD, exponential decay = 0.00001
SGD, Nesterov enabled, momentum=0.9
seven hidden layers with
64, 128, 512, 1024, 1024, 512, 128, 64 neurons
batch size = 32
C (regularization parameter) = 100
 = 0.1
γ = 0.125
polynomial degree = 4
polynomial Degree = 4
number of neighbors = 9 & 13

name of the feature in our dataset. Python machine learning library called scikit-learn is
used for the above algorithms except for neural networks which we implemented with Keras.
The parameters and values used for each machine learning regressor are given in Table 5.2.

K-nearest Neighborhood Regression

This is the modified version of the K-nearest neighbors (k-NN) algorithm, designed for
clustering. Similar to k-NN clustering, k-NN regression also assigns weights to data points
and uses root mean square error (RMSE) to find the next closest data point.
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Table 5.3: Mean absolute errors of K-nearest regression for predicting Adistance.
Neighbors
2
3
4
5
6
7
8
9
10
11
12
13

using amean feature
Train loss Test loss
25.63
41.47
28.02
38.12
28.92
36.45
29.32
35.45
29.76
34.93
30.17
34.56
30.43
34.34
30.74
34.17
31.04
33.98
31.30
33.86
31.55
33.81
31.66
33.8

using bmean feature
Train loss Test loss
38.69
62.9
42.24
57.95
44.05
56.2
45.24
55.08
46.18
54.46
46.82
54.12
47.64
54.0
48.50
53.98
49.20
54.14
49.84
54.37
50.4
54.72
50.9
55.08

The results of the k-NN regressor show similar results for predicting Adistance parameter
using mean package delay for locations A and B. Among the compared approaches, the k-NN
regressor shows the higher mean absolute error losses for both train and test runs.
K-nearest neighborhood regressor showed a minimum loss for nine neighbors while using
mean package delay of location A for predicting Adistance. It also showed a minimum
loss for thirteen neighbors while using the mean package delay of location B for predicting
Adistance. The results can be seen in Figure 5.2.

Support Vector Regressor

This algorithm is a modified version of support vector machines for regression (SVR) and
tries to fit the best line within a threshold value, unlike other regression models that aim to
minimize the error between the actual and predicted value. In SVR, the best fit line is the
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Figure 5.2: Mean absolute error for K-nearest neighborhood regression with different number
of neighbors while using mean package delay of location A in prediction.

hyperplane that has the maximum number of points. γ parameter is the coefficient of the
kernel function while creating the hyperplane projection for the data points. A polynomial
kernel function is used in our runs.  specifies the threshold in which no penalty is associated
in the training loss function with points predicted within a distance  from the actual value.
SVR shows the minimum test loss for the polynomial kernel with a fourth degree. Polynomial
degree of four showed minimum results for approaches using mean package delay for locations
A and B. Mean absolute error results for support vector regressor are given in Table 5.4.
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Table 5.4: Mean absolute errors of support vector regression for predicting Adistance.
Polynomial degree
1
2
3
4
5
6
rbf kernel

using amean feature
Train loss Test loss
19.37
19.50
17.20
17.31
16.66
16.88
16.10
16.67
15.56
16.91
14.72
17.46
16.14
17.04

usign bmean feature
Train loss Test loss
18.82
19.13
16.88
17.07
16.35
16.59
15.77
16.27
15.25
16.54
14.44
17.28
16.04
16.91

Table 5.5: Mean absolute errors of Ordinary Least Squares Polynomial Regression for predicting Adistance.
Polynomial degree
1
2
3
4
5
6
7
8
9

using amean feature
Train loss Test loss
19.62
19.73
17.29
17.41
16.86
17.0
16.25
16.73
15.76
16.85
15.12
17.9
13.79
21.75
12.85
46.51
3.99
375.87

usign bmean feature
Train loss Test loss
19.05
19.34
16.95
17.15
16.52
16.72
15.90
16.35
15.46
16.65
14.78
17.77
13.38
21.50
10.1
43.03
3.03
379.34

Ordinary Least Squares Polynomial Regression

Based on the results shown in Table 5.5, the best polynomial degree parameter for OLS
polynomial regression is four. After the fifth degree, the model starts to memorize the
data, and overfitting occurs. Train loss starts to decrease after the fifth degree, whereas the
difference between train loss and test loss increases.
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Random Forest Regressor

This machine learning model is formed by many decision trees in which each decision tree
holds a Boolean condition about the predicted and real data point. The conditions of the
trees can be chained to each other, creating complex rules.
The different number of estimators are tested for random forest regressor. The experiments
showed minimum loss results for 122 as number of estimators (number of trees) while predicting Adistance using the mean of package delay for location A and 112 as number of
estimators while predicting Adistance using the mean of package delay for location B.
The minimum number of samples required to split an internal node is set as 25 to eliminate
the overfitting problem. Figure 5.3 shows the mean absolute error losses for random forest
regression with the different number of trees while using the mean package delay of location
A for predicting Adistance. Figure 5.4 shows the mean absolute error losses for random
forest regression with the different number of trees while using the mean package delay of
location B for predicting Adistance.

Shallow Neural Network

We have tested shallow neural network with only one hidden layer including 128 neurons.
Relu activation function is used between layers. The batch size is 32. The input data
is normalized. Adam optimizer is used with 0.001 as the learning rate and 0.00001 as
exponential decay. Early stopping is used so that the training can stop if the loss does
not change significantly. In our case, the patience value is set to 40 for the early stopping
variable.

84

Figure 5.3: Mean absolute error losses for random forest regression using mean package delay
of location A.

Deep Neural Network

Our model is a neural network with seven hidden layers. Relu activation function is used
between layers for adding non-linearity. Batch normalization is used between each layer
except the output layer, which has one neuron only. Batch normalization leads to better
and faster learning [88]. Mean absolute error is used as the loss function during training and
metric to calculate the performance on test data. We achieved moderately better results
compared to the shallow network; however, the training became much more stable, and
when we trained large epoch size, we observed it started to over-fit.
The input parameters are normalized with MinMax scaler in the range between -1 and 1
(min = -1, max = 1). The output parameter is normalized in the range between -10 and 10
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Figure 5.4: Mean absolute error losses for random forest regression using mean package delay
of location B.

(min = -10, max = 10). The predicted values and input variables are denormalized after the
predictions to calculate the mean absolute error correctly.
MinMax normalizer used in the deep neural network is shown in equation 5.2.
X − Xmin
Xstd =

Xmax − Xmin

Xscaled = Xstd × (max − min) + min
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(5.2)

Figure 5.5: Train and test mean absolute errors for shallow neural network using mean
package delay for Location A.

Results Summary

The K-nearest neighborhood regressor showed the highest losses for train and test among the
evaluated machine learning algorithms, followed by random forest regressor. The difference
between loss values of the deep neural network and other techniques are more visible while
predicting Adistance using mean package delay of location B. Shallow neural network showed
higher loss values than the deep neural network.
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Figure 5.6: Train and test mean absolute errors for shallow neural network using mean
package delay for Location B.

Table 5.6: Mean absolute errors of regression techniques for predicting Adistance using mean
package delay for Location A.
Regression techniques
Random Forest Regressor
Shallow Neural Network
Deep Neural Network
Support Vector Regressor
Ordinary Least Squares
K-nearest Neighborhood Regression
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Train MAE
16.15
20.83
16.96
16.10
16.25
31.66

Test MAE
17.44
17.54
17.04
16.67
16.73
33.8

Figure 5.7: Train and test mean absolute errors for deep neural network using mean package
delay for Location A.

Table 5.7: Mean absolute errors of regression techniques for predicting Adistance using mean
package delay for Location B.
Regression techniques
Random Forest Regressor
Shallow Neural Network
Deep Neural Network
Support Vector Regressor
Ordinary Least Squares
K-nearest Neighborhood Regression
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Train MAE Test MAE
20.92
23.23
18.87
16.63
16.71
16.26
15.77
16.27
15.90
16.35
48.50
53.98

Figure 5.8: Train and test mean absolute errors for deep neural network using mean package
delay for Location B.
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CHAPTER 6: CONCLUSION AND FUTURE WORK

In this dissertation, we developed algorithms that take advantage of unmanned aerial vehicles
(UAVs) within opportunistic networks. We also implemented machine learning models for
deciding the charging and package load station locations while UAV is used for package
delivery service.
Our proposed scanning approach, Density-based spatial clustering of applications with noise
(DBSCAN) with state-based campus routing (SCR), was compared with meander and random spiral scanning techniques. We used real-world datasets from North Carolina State
University (NCSU) and Orlando in the evaluation study. An interesting conclusion was that
even a random scanning technique with a UAV showed better results in terms of both success rate and message delay than not using a UAV. We also noticed that adjusting the a
parameter representing the spiral density could result in improved performance.
The UAVs often need to be recharged due to the limited battery life. The charging stations
must be placed strategically to optimize various parameters, such as increasing the area
coverage within the minimum time frame. Our proposed charging station placement algorithm was based on a spiral-based scanning technique for the UAVs. We compared various
combinations of DBSCAN, K-means, random, and Spray and Wait algorithms in terms of
message delay, success rate, number of sent messages, and messages added to the buffer.
We used the Korea Advanced Institute of Science and Technology (KAIST) and the NCSU
datasets in the evaluations. We noticed that the locations generated by the DBSCAN and
random approaches are comparable; the K-means algorithm appeared to add significantly
more messages to the buffer.
We also investigated the package delivery services by UAVs. We generated a synthetic
91

dataset for the application scenario and applied various machine learning models to examine
the relationship between different parameters. Support vector regressor and deep neural
network approaches resulted in the minimum mean absolute error for our test data, while
the K-nearest neighborhood regressor produced the maximum mean absolute error.
There are several directions in which we plan to extend the work in the future. In our current
work we assumed a minimal amount of communication with the ground stations. We will
investigate how much performance increase can be achieved by allowing more information
exchanged between the UAVs and the ground stations, and what are the optimal tradeoff
between performance and communication?
For the charging station problem, we can also extend our research by considering larger
number of charging stations and UAVs. In practice, there would be physical, geographic,
legal constraints on the locations where charging stations can be mounted and different
locations might carry different costs, such as due to the local real-estate prices. We plan to
develop algorithms that take these constraints into consideration and optimize not only for
performance but also for cost.
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