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Kurzfassung
Die Klimaerwärmung und deren Folgen stehen immer mehr im Mittelpunkt des öffentlichen
Interesses. Der Luftverkehr trägt derzeit zu 3-8% der gesamten anthropogenen Klimaerwär-
mung bei. Aus diesem Grund werden verstärkt Anstrengungen unternommen, den zukünftigen
Luftverkehr klimaoptimal zu gestalten. Für die Klimawirkung des Luftverkehrs spielen neben
Kohlendioxid auch die sogenannten Nicht-CO2-Emissionen eine große Rolle. Die Wirkung die-
ser Nicht-CO2-Emissionen ist stark vom Emissionsort abhängig, wodurch die Bewertung der
Klimawirkung des Luftverkehrs nicht mehr direkt proportional zur Gesamtmenge der Emission
ist. Aus diesem Grund ist für eine Bewertung verschiedener Maßnahmen zur Klimaoptimie-
rung des Luftverkehrs ein effizientes Modell notwendig, welches die geografische Variation der
Klimawirkung berücksichtigt und in der Lage ist, die Wirkung der verschiedenen Spurenstoffe
simultan abzubilden. Im Rahmen dieser Arbeit wurde solch ein Modell (AirClim) weiterentwi-
ckelt und verwendet, um Maßnahmen zur Klimaoptimierung des Luftverkehrs zu bewerten.
Das bestehende Klima-Response-Modell AirClim wurde in dieser Arbeit um eine Reihe von
Fähigkeiten erweitert. So wurden funktionale Zusammenhänge für die Klimawirkung des lan-
ganhaltenden Ozonabbaus und die Wirkung von Kondensstreifen-Zirren abgeleitet und in das
Modell eingebaut. Da es für die Bewertung verschiedener Optimierungsmaßnahmen wichtig ist,
möglichst flexibel verschiedene Emissionsverläufe berechnen können wurde AirClim so ange-
passt, dass die Emissionen zu jedem Zeitpunkt variabel gehalten werden können. Dadurch kann
AirClim zur Berechnung aller gängigen physikalischen Klima-Metriken verwendet werden.
In der Berechnung der Klimawirkung des Luftverkehrs herrschen teilweise noch große Unsi-
cherheiten, die hauptsächlich durch geringes Prozessverständnis oder Parametrisierungen ent-
stehen. Für eine robuste Bewertung der Klimawirkung ist es daher wichtig, diese Unsicherhei-
ten zu berücksichtigen. Dies wurde in dieser Arbeit im Rahmen einer Monte-Carlo-Simulation
durchgeführt. Dabei zeigt sich, dass die Variabilität der absoluten Temperaturänderung groß ist.
Wird allerdings der Unterschied relativ zu einem Referenzszenario betrachtet, so werden die
Unsicherheiten deutlich geringer und die Klimawirkung ähnlicher Szenarien kann signifikant
von der Klimawirkung des Referenzszenarios unterschieden werden.
In dieser Arbeit konnte gezeigt werden, dass es wichtig ist, neben der Höhenabhängigkeit auch
die Breitenabhängigkeit der Klimawirkung zu berücksichtigen. So sind eindimensionale Klima-
funktionen, die die Breitenabhängigkeit der Klimawirkung nicht berücksichtigen nur bedingt
geeignet, die Klimawirkung verschiedener Luftverkehrsszenarien zu bewerten.
Abschließend wurde eine Klimaoptimierung durch Änderung der Flughöhe und der Flugge-
schwindigkeit bewertet. Dazu wurde die erweiterte Version von AirClim zusammen mit der
Monte-Carlo-Simulation in einer interdisziplinären Modellkette angewendet. In dieser wur-
den für einen aktuellen Flugzeugtyp mit gegebener Triebwerkskonfiguration und einem Rou-
tennetz für das Jahr 2006 die Emissionsorte und -mengen für verschiedene Flughöhen und
-geschwindigkeiten berechnet und daraus die Betriebskosten und die Klimawirkung quanti-
fiziert. Dabei konnte gezeigt werden, dass durch eine Klimaoptimierung der Flughöhe und
-geschwindigkeit mehr als 60% der Klimawirkung dieses Flugzeugtyps eingespart werden kön-
nen. Dies führt jedoch zu einer Erhöhung der Betriebskosten um 32%. Bei einer geringen Än-
derung der Betriebskosten (1%) kann die Klimawirkung dieses Flugzeugtyps bereits um 12%
reduziert werden.
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Kapitel 1
Einleitung
Die Klimaerwärmung und deren Folgen stehen vor allem seit dem letzten Bericht des Welt-
klimarates im Jahre 2007 (IPCC, 2007) immer mehr im Mittelpunkt des öffentlichen Interesses.
Dort wurde gezeigt, dass die global gemittelte bodennahe Temperatur in den letzten 100 Jahren
um etwa 0.6◦C gestiegen ist. Die steigende Temperatur führt einerseits durch die thermische
Ausdehnung, andererseits durch das Abschmelzen von Landeismassen zu einer mittleren Erhö-
hung des Meeresspiegels um 1.8 mm/a seit 1960 (IPCC, 2007) und damit zu einer Gefahr für
die Bevölkerung. Es wird als äußerst wahrscheinlich angesehen, dass diese Erwärmung durch
vom Menschen verursachte Emissionen von Treibhausgasen hervorgerufen wurde.
Hierbei ist der Luftverkehr derzeit für 3-8% der gesamten anthropogenen Klimawirkung1 ver-
antwortlich (Lee et al., 2009). Da der Luftverkehr mit einem jährlichen Wachstum von 4.8%
(Airbus, 2010) zu den am stärksten wachsenden Sektoren gehört, wird er in Zukunft noch an
Bedeutung gewinnen. Aus diesem Grund werden verstärkt Anstrengungen unternommen, den
zukünftigen Luftverkehr klimaoptimal zu gestalten. Eine Möglichkeit hierfür ist, die Klima-
wirkung eines Flugzeuges bereits im Flugzeugvorentwurf zu berücksichtigen. Dabei reicht es
nicht aus, nur den Treibstoffverbrauch und damit die CO2-Emissionen zu verringern, da für den
Luftverkehr auch die sogenannten Nicht-CO2-Effekte eine große Rolle spielen (IPCC, 1999).
Zu den wichtigen Nicht-CO2-Effekten gehören die Wasserdampfemission (IPCC, 1999), die
Bildung von linienförmigen Kondensstreifen (Schumann, 1996) und die daraus entstehenden
Kondensstreifen-Zirren (Minnis et al., 1998) sowie die NOx-Emissionen, die zu einer Ände-
rung der Ozon- und Methankonzentration führen (z. B. Grooß et al., 1998). Diese Nicht-CO2-
Effekte sind vor allem für den Luftverkehr wichtig und müssen in geeigneter Form berücksich-
tigt werden, da die Wirkungen der Nicht-CO2-Emissionen stark vom Emissionsort abhängen
(z. B. Schumann, 2000; Lacis et al., 1990). So zeigen, zum Beispiel Dahlmann et al. (2011),
dass die Ozonproduktionseffizienz für NOx-Emissionen des Luftverkehrs mehr als doppelt so
hoch ist, wie die von bodennahen Emissionsquellen, wie zum Beispiel Straßenverkehr. Auch
die Klimawirkung einer normierten Ozonänderung ist für den Luftverkehr deutlich größer als
für eine bodennahe Quelle, da die Strahlungswirkung eines Treibhausgases mit zunehmender
Temperaturdifferenz zwischen Boden und Absorptionsschicht zunimmt (Lacis et al., 1990).
Auch die Bildung von Kondensstreifen ist stark von der geografischen Breite und der geo-
metrischen Höhe, in der geflogen wird, abhängig, da sich Kondensstreifen nur in Regionen
1Gemessen als Strahlungsantrieb
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bilden, in denen die Luft eisübersättigt ist, was vor allem im Bereich der Tropopause der Fall
ist (Sausen et al., 1998). Durch die Höhen- und Breitenabhängigkeit der Klimawirkung ver-
schiedener Emissionen ist die Bewertung der Klimawirkung des Luftverkehrs nicht mehr direkt
proportional zur Gesamtmenge der Emission und entgegengesetzte Effekte können auftreten:
Fliegt ein Flugzeug zum Beispiel in größeren Höhen, sinkt der Treibstoffverbrauch aufgrund
des geringeren Luftwiderstands, gleichzeitig steigt aber der Klimaeinfluss anderer Emissionen
(z. B. über Ozonbildung). Dies bewirkt, dass die Klimawirkung eines Flugzeuges zunehmen
kann, obwohl der spezifische Treibstoffverbrauch sinkt. Aus diesem Grund ist es für eine um-
fassende Minimierung der gesamten Klimawirkung notwendig ein effizientes Modell zur Be-
wertung des Luftverkehrs zur Verfügung zu haben, welches in der Lage ist, die Wirkung der
verschiedener Spurenstoffe simultan abzubilden und die oben beschriebene geografische Varia-
tion der Klimawirkung berücksichtigt. Zusätzlich muss dieses Modell effizient rechnen, damit
eine Vielzahl (ca. 400) an Optionen und Szenarien analysiert und auf diese Weise zum Beispiel
Flugzeuge klimaoptimiert werden können.
Ein Modell für die Bewertung der Klimawirkung des Luftverkehrs bildet die Wirkung der Luft-
verkehrsemissionen auf die chemische und physikalische Zusammensetzung der Atmosphäre
ab, charakterisiert so die Änderung der Strahlungsbilanz und quantifiziert damit die Wirkung
der Emissionen auf das Klima. Es gibt eine Reihe unterschiedlich komplexer Modelle, die von
dreidimensionalen Klima-Chemie-Modellen bis hin zu Modellen ohne die Berücksichtigung
geografischer Abhängigkeiten reichen. Die höchste Komplexität haben dabei dreidimensiona-
le Klima-Chemie-Modelle. Diese bilden eine Vielzahl an atmosphärischen Prozessen explizit
ab und berücksichtigen dadurch sowohl die Ortsabhängigkeit der Wirkung der Emissionen als
auch die Abhängigkeit der Wirkung von der Tages- oder Jahreszeit. Klima-Chemie-Modelle
erlauben, die Wirkung eines globalen Emissionskatasters auf die chemische Zusammensetzung
und das Klima zu bestimmen. Hierfür werden in der Regel zwei Realisierungen durchgeführt,
aus deren Vergleich das zu analysierende Signal identifiziert wird (z. B. eine Simulation mit und
eine ohne Luftverkehr). Es gibt verschiedene Studien, die die Wirkung des gesamten Luftver-
kehrs oder einzelner Spezies auf das Klima mit Hilfe von Klima-Chemie-Modellen berechnet
haben (z. B. Sausen et al., 2005; Hoor et al., 2009; Burkhardt und Kärcher, 2011). Auch der
Einfluss von Flughöhenänderungen wurde anhand einer Parameterstudie bereits mit komple-
xen Klima-Chemie-Modellen berechnet. Sausen et al. (1998) haben z. B. den Einfluss einer
einfachen Verschiebung des Luftverkehrs auf die Bildung von Kondensstreifen untersucht. Im
Rahmen des TRADEOFF-Projektes wurde der Einfluss einer Änderung der Flughöhe auf das
Klima in Parameterstudien (Grewe et al., 2002) sowie mit vier vorberechneten globalen Emis-
sionsszenarien untersucht (Fichter et al., 2005; Gauss et al., 2006; Fichter, 2009). Jedoch ist die
Berechnung der Klimawirkung mit Hilfe komplexer Klima-Chemie-Modelle sehr rechenzeitin-
tensiv, wodurch die Berechnung einer Vielzahl von Optionen, wie sie zur Klimaoptimierung
von Flugzeugen notwendig ist, nicht realisierbar ist.
Eine andere Modellgruppe, die zur Klimabewertung des Luftverkehrs verwendet werden kann,
sind die linearen Response-Modelle (0-D, z. B. Sausen und Schumann, 2000). Dabei wird der
aus einer Klima-Simulation berechnete globale Strahlungsantrieb für ein Referenzjahr mit der
zeitlichen Entwicklung der Emissionen skaliert und daraus ein zeitlicher Verlauf der Tempera-
turänderung berechnet. Dieser Ansatz ist auch Grundlage für das Response-Modell LinClim,
das zusätzlich zu CO2 und Ozon auch die Wirkung von Methan, Wasserdampf, linienförmi-
gen Kondensstreifen, Sulfat und Ruß berücksichtigt (Lim und Lee, 2006). Lineare Response-
Modelle werden in verschiedenen Studien verwendet (z. B. Mahashabde et al., 2011), da diese
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Modelle eine sehr geringe Rechenzeit haben und einfach verwendet werden können. Die Wir-
kung der Emissionen hängt dabei von der im Klimamodell gewählten Emissionsverteilung ab.
Jedoch kann der Einfluss von Änderungen der Höhen- oder Breitenverteilung der Emissionen
verschiedener Szenarien nicht berücksichtigt werden, wodurch lineare Response-Modelle zur
Klimabewertung verschiedener Flugmissionen nicht geeignet sind.
Eindimensionale Klimafunktionen für die Bewertung der Klimawirkung berücksichtigen eine
Höhenabhängigkeit der Klimawirkung. Svensson et al. (2004) haben mit einfachen parametri-
schen Methoden die Höhenabhängigkeit der Wirkungen von Kohlendioxid, Wasserdampf und
Stickoxiden abgeschätzt. Köhler et al. (2008) haben zur Berechnung der eindimensionalen Kli-
mafunktion für Stickoxide, NOx-Emissionen in verschiedenen Flugniveaus nacheinander erhöht
und daraus den resultierenden Strahlungsantrieb in Abhängigkeit von der geometrischen Höhe
der Emission mit einem Chemie-Transport-Modell (p-TOMCAT) berechnet. Rädel und Shine
(2008) haben aus Beobachtungen eine eindimensionale Klimafunktion für linienförmige Kon-
densstreifen erstellt. Für die Berechnung der Klimafunktionen wird eine geografische Vertei-
lung der Emissionen entsprechend des heutigen Luftverkehrs angenommen. Diese Klimafunk-
tionen werden in einer Reihe von Studien zur Bewertung der Klimawirkung unterschiedlicher
Flugzeugtechnologien verwendet (z. B. Egelhofer, 2008; Schwartz und Kroo, 2009). Jedoch
berücksichtigen eindimensionale Klimafunktionen nicht die Breitenabhängigkeit der Klimawir-
kung. Fraglich ist hierbei, inwieweit diese eindimensionalen Modelle in der Lage sind, gültige
Aussagen über die Flugroutenoptimierung zu liefern, da der Einfluss einer sich ändernden Brei-
tenverteilung der Emissionen dabei nicht berücksichtigt wird.
Ein Modell, das die Höhen- und Breitenabhängigkeit der Klimawirkung berücksichtigt und zu-
dem sehr effizient rechnet, ist das Klima-Response-Modell AirClim, das von Grewe und Sten-
ke (2008) entwickelt wurde. Grundlage für dieses Modell ist ebenfalls das lineare Response-
Modell von Sausen und Schumann (2000), allerdings kann der Strahlungsantrieb für das Re-
ferenzjahr direkt in AirClim berechnet werden. Dazu wurde der Response (Konzentrationsän-
derung, Strahlungsantrieb) einer normierten Emission in vorgegebenen Regionen auf das Kli-
ma einmalig mit einem Klima-Chemie-Modell vorberechnet. Dieser ortsabhängige Response
wird dann mit der Emission am jeweiligen Ort multipliziert und daraus ergibt sich ein globa-
ler Strahlungsantrieb so wie eine globale Temperaturänderung. Die ursprüngliche Version von
AirClim, die in Grewe und Stenke (2008) beschrieben ist, war für Überschallverkehr und da-
mit für Emissionen in großen Höhen ausgelegt. Dieses Modell wurde zum Beispiel erfolgreich
dazu verwendet, die Klimawirkung verschiedener Überschallflugzeuge zu bewerten (Grewe
et al., 2010a). In Fichter (2009) wurden die Emissionsregionen für den Unterschallverkehr an-
gepasst und das Modell zur Bewertung einer Änderung der Flughöhe verwendet. Dabei zeigt
sich, dass AirClim die Bewertung solcher Höhenvariationen erlaubt und mit einem komplexen
Klima-Chemie-Modell übereinstimmende Ergebnisse liefert. Der Vorteil des Klima-Response-
Modells AirClim ist, dass es eine sehr geringe Rechenzeit benötigt, wodurch eine Vielzahl
verschiedener Szenarien berechnet werden können und dennoch sowohl die Höhen- als auch
die Breitenabhängigkeit der Wirkung der Emissionen auf das Klima berücksichtigt werden. Das
Klima-Response-Modell AirClim beinhaltet die Klimaeffekte von Kohlendioxid, Wasserdampf,
Ozon, Methan und linienförmigen Kondensstreifen. Jedoch beinhaltete es nicht die Wirkung des
langlebigen Ozonabbaus (Opm3 ), der Kondensstreifen-Zirren, sowie die Wirkung von Ruß und
Sulfat.
Ziel meiner Dissertation ist es, die Klimawirkung verschiedener Maßnahmen zur Klimaopti-
mierung des Luftverkehrs effizient zu berechnen. Zur Bewertung der Klimawirkung wurde im
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Rahmen dieser Arbeit das Klima-Response-Modell AirClim um eine Reihe von Funktionen
erweitert. Wichtig dabei ist vor allem, die Berücksichtigung der Wirkung von Kondensstreifen-
Zirren sowie des langanhaltenden Ozonabbaus. Damit AirClim möglichst vielseitig einsetzbar
ist, wird der Emissionsverlauf möglichst flexibel gestaltet, damit eine Reihe verschiedener Me-
triken und dazu passende Emissionsverläufe berechnet werden können. Dies ist wichtig, da je
nachdem welche Frage beantwortet werden soll, eine bestimmte Metrik mit passendem zeitli-
chem Verlauf der Luftverkehrsemissionen zur Bewertung verwendet werden muss.
Da eine Klimabewertung mit einer Unsicherheit verbunden ist, wird diese im Rahmen meiner
Arbeit mit Hilfe einer Monte-Carlo-Simulation systematisch analysiert. Dies ist bei der Be-
rechnung der Klimawirkung des Luftverkehrs besonders wichtig, da hier teilweise sehr große
Unsicherheiten herrschen. So besteht bei der Berechnung des Strahlungsantriebes von Kon-
densstreifen noch eine Unsicherheit von mehr als 50% (Lee et al., 2009). Die Unsicherheiten
werden unter Verwendung einer von mir entwickelten Monte-Carlo-Simulation untersucht, bei
der verschiedene Parameter, die zur Unsicherheit der Klimawirkung beitragen, zufällig inner-
halb der Unsicherheitsbereiche variiert werden. Mit Hilfe dieser Unsicherheitsanalyse werden
eine Reihe von Vorstudien durchgeführt, um zu untersuchen wie robust die Ergebnisse hinsicht-
lich der Wahl der Unsicherheitsbereiche und der verwendeten Monte-Carlo-Simulation sind.
Außerdem wird mit Hilfe des Klima-Response-Modells untersucht, inwieweit eindimensionale
Klimafunktionen zur Bewertung verschiedener Luftverkehrsszenarien geeignet sind.
Schließlich wird das weiterentwickelte Klima-Response-Modell AirClim 2.0 zusammen mit
der enthaltenen Unsicherheitsabschätzung im Rahmen dieser Arbeit in einer Modellkette einge-
setzt, die in Zusammenarbeit mit anderen Instituten entwickelt wurde. Diese Modellkette bein-
haltet unter anderem Modelle zur Berechnung der Flugzeugtrajektorien, der Emissionen und
der Betriebskosten. Dadurch wird sowohl der Einfluss des Flugzeugdesigns und der Betriebs-
punkte auf die Emissionsmenge als auch die unterschiedliche Höhen- und Breitenverteilung der
Emissionen bei der Berechnung der Klimawirkung berücksichtigt. Neben der Klimawirkung
werden auch die verursachten Änderungen der Betriebskosten untersucht, um eine möglichst
kosteneffiziente und damit umsetzbare Reduzierung der Klimawirkung zu erreichen.
Mit Hilfe der in meiner Arbeit entwickelten Methoden werden drei wesentliche Fragestellungen
beantwortet:
• Können eindimensionale Klimafunktionen zur Bewertung verschiedener Luftverkehrs-
szenarien verwendet werden?
• Kann die Klimawirkung verschiedener Luftverkehrsszenarien, signifikant unterschieden
werden, obwohl große Unsicherheiten in der Berechnung der Klimawirkung existieren?
• Wie kann die Klimawirkung eines Flugzeuges durch Veränderung des Betriebspunktes
(Höhe und Geschwindigkeit) minimiert werden, und welche ökonomischen Einbußen ent-
stehen dabei?
Meine Dissertation ist wie folgt aufgebaut: Zuerst wird ein Überblick über die Wirkung
verschiedener Luftverkehrsemissionen und deren Abhängigkeit vom Emissionsort gegeben
(Kap. 2). Anschließend wird gezeigt, mit welchen Maßzahlen, sogenannten Metriken, sich
diese Klimawirkungen vergleichen lassen und worauf bei der Wahl der Metrik zu achten ist
(Kap. 3). In Kap. 4 wird die Methode des Klima-Response-Modells AirClim beschrieben, mit
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dem die Klimawirkung berechnet wird. Dabei wird zuerst das Grundprinzip eines Response-
Modells und die bisherige Version des Klima-Response-Modells AirClim 1.0 beschrieben. An-
schließend werden die Erweiterungen zu AirClim 2.0, die im Rahmen meiner Arbeit entwi-
ckelt und eingebaut wurden, genau beschrieben und eine Verifizierung der Ergebnisse mit dem
Klima-Chemie-Modell E39CA und mit anderen Klima-Modellen gezeigt (Kap. 5). Die Monte-
Carlo-Simulation, die zur Berechnung der Unsicherheit der Klimawirkung verwendet wird, ist
in Kap. 6 beschrieben. Diese Monte-Carlo-Simulation wird in Kap. 7 dazu verwendet, um an-
hand von vier Emissionskatastern zu demonstrieren, dass eine Analyse von Unterschieden zwi-
schen sehr ähnlichen Szenarien statistisch signifikant möglich ist. Zusätzlich wird eine Reihe
von Vorstudien durchgeführt, um zu zeigen, dass diese Ergebnisse hinsichtlich unterschiedli-
cher Unsicherheitsannahmen robust sind. In Kap. 8 wird untersucht, unter welchen Bedingun-
gen eine Verwendung von eindimensionalen Klimafunktionen möglich ist und wann die Ver-
wendung dieser Klimafunktionen keine zufriedenstellenden Ergebnisse liefern. Anhand einer
interdisziplinären Simulationskette wird in Kap. 9 gezeigt, dass das Modellsystem effizient für
die Bewertung der Klimawirkung verschiedener Flugprofile verwendet werden kann und dass
man auf diese Weise ein gutes Verständnis für die Zusammenhänge zwischen den Betriebs-
punkten (Flughöhe und Geschwindigkeit), deren Klimawirkung und Kosten erzielt. Am Ende
dieser Arbeit werden die Ergebnisse zusammengefasst und ein kleiner Ausblick über zukünftige
Anwendungsbereiche des jetzigen Modellsystems gegeben. Außerdem werden anhand zukünf-
tiger Fragestellungen aufgezeigt, welche Modellentwicklungen in Zukunft erforderlich werden
könnten.
6 1. Einleitung
Kapitel 2
Klimawirkung des Luftverkehrs
In dieser Arbeit wird der Unterschied in der Klimawirkung verschiedener Maßnahmen zur Kli-
maoptimierung des Luftverkehrs untersucht. Dazu muss zunächst der Begriff Klima definiert
werden. Klima ist nach IPCC (2007) definiert als mittleres Wetter oder statistisch beschrieben
als Mittelwert und Variabilität der relevanten Parameter über eine Zeitspanne von Monaten,
Jahrhunderten oder sogar Jahrmillionen. Eine typische Zeitspanne der Mittelung sind 30 Jah-
re. Relevante Parameter sind meist Bodenwerte wie bodennahe Temperatur, Niederschlag und
Wind (IPCC, 2007). Zur Vereinfachung wird in dieser Arbeit eine global gemittelete Tempe-
ratur betrachtet, die repräsentativ für das gesamte Klima ist. Die Temperatur der Atmosphäre
wird hauptsächlich durch die Strahlungsbilanz der Atmosphäre bestimmt. Kurzwellige Strah-
lung der Sonne wird in der Atmosphäre oder an der Erdoberfläche absorbiert oder reflektiert.
Durch die Absorption von Strahlung erwärmen sich die Atmosphäre und die Erdoberfläche und
strahlen dadurch Energie in Form langwelliger Strahlung ab. Über einen längeren Zeitraum
stellt sich ein Gleichgewicht zwischen eingehender und ausgehender Strahlung ein. Werden
zusätzlich strahlungsaktive Gase (sogenannte Treibhausgase) aus Emissionsquellen, wie zum
Beispiel Verbrennung oder mikrobiologischen Prozessen, emittiert, wird ein Teil der ausfallen-
den Strahlung in der Atmosphäre wieder absorbiert oder zurück zur Erde reflektiert, wodurch
die Strahlungsbilanz der Atmosphäre verändert wird. In diesem Zusammenhang spricht man
von einer Störung der Strahlungsbilanz, die durch eine Störung, also der Änderung der Konzen-
tration der Treibhausgase, in der Atmosphäre hervorgerufen wird. Um einen Gleichgewichts-
zustand zu erreichen, erwärmt sich die Atmosphäre so lange, bis die Strahlungsbilanz wieder
ausgeglichen ist. Als Maß für die Klimawirkung dient hier der Strahlungsantrieb (Radiative
Forcing, RF, siehe Kap. 3.2.1), der die Änderung der Strahlungsbilanz seit der vorindustriellen
Zeit bezeichnet.
Flugzeuge können durch ihre Emissionen die Strahlungsbilanz der Erde in der eben beschrie-
benen Weise beeinflussen, indem sie Kohlendioxid, Wasserdampf, Stickoxide und Aerosole,
wie z. B. Ruß oder Sulfat emittieren. Die emittierten Spurenstoffe können anhand ihrer Kli-
mawirkung in zwei Kategorien eingeteilt werden, direkt und indirekt. Ein Teil beeinflusst das
Klima direkt, in dem es solare und/oder terrestrische Strahlung absorbiert oder reflektiert (Koh-
lendioxid, Wasserdampf, Ruß). Ein anderer Teil der emittierten Spurenstoffe beeinflusst das
Klima indirekt, indem es aufgrund von physikalischen oder chemischen Prozessen die Kon-
zentration anderer klimawirksamer Gase oder optische Eigenschaften von Wolken beeinflusst
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(Stickoxide, Aerosole). Im Folgenden wird der Einfluss der emittierten Spurenstoffe auf die
chemische und physikalische Zusammensetzung der Atmosphäre und die Bewölkung sowie die
dadurch entstehende Änderung des Strahlungsantriebes für Kohlendioxid, Wasserdampf, Stick-
oxide, Kondensstreifen und Aerosole beschrieben. Eine Übersicht über den Strahlungsantrieb
des Luftverkehrs im Jahr 2005, der durch Emissionen seit Beginn des Luftverkehrs verursacht
wurde, wurde in Lee et al. (2009) erstellt und ist in Abb. 2.1 dargestellt.
2.1 Kohlendioxid (CO2)
Kohlendioxid ist eines der wesentlichen Treibhausgase. In den Flugzeugturbinen werden die im
Kerosin enthaltenen Kohlenwasserstoffe mit dem Sauerstoff der Luft zu CO2 und H2O oxidiert.
So werden bei der Verbrennung von einem Kilogramm Kerosin etwa 3.15 Kilogramm CO2
emittiert. Kohlendioxid absorbiert in der Atmosphäre vor allem bei 15µm, also im sogenann-
ten terrestrischen Spektralbereich, während es die Solarstrahlung kaum beeinflusst, wodurch es
insgesamt zu einer Erwärmung der Atmosphäre führt.
Wesentlich für die Wirkung von CO2-Emissionen auf das Klima ist die Lebensdauer des Gases
in der Atmosphäre. Ein Großteil der Kohlendioxidstörung ist nach einer Lebenszeit von etwa
80 Jahren abgebaut (Hasselmann et al., 1997). Eine natürliche Senke von CO2 ist die Aufnahme
durch den Ozean. Durch die, im Vergleich zu synoptischen Zeitskalen, lange Lebenszeit wird
CO2 gleichmäßig in der Atmosphäre verteilt. Dadurch ist die Klimawirkung von CO2 nahezu
nicht abhängig vom Emissionsort, sondern nur von der Stärke der Gesamtemission.
Da entsprechend eine hohe Hintergrundkonzentration vorliegt, ist der relative Beitrag der Jah-
resemissionsmenge des Luftverkehrs zahlenmäßig gering, jedoch reichern sich die CO2-Emis-
sionen aufgrund der langen Lebenszeit in der Atmosphäre an. Dies führte im Jahr 2005 zu einem
Strahlungsantrieb von 28 mW/m2 (Lee et al., 2009, Abb. 2.1). Der Grad des wissenschaftlichen
Verständnisses (Level Of Scientific Understanding, LOSU) wird hierbei hoch eingeschätzt, da
Kohlendioxid in der Atmosphäre an keinen starken Umwandlungs- oder Abbauprozessen teil-
nimmt. Wichtig ist gerade bei Kohlendioxid, dass die Hintergrundkonzentration von CO2 für
die Strahlungswirkung einer CO2-Störung aufgrund der spektralen Absorptionscharakteristi-
ka wesentlich ist (Ramaswamy et al., 2001). Hieraus ergibt sich, dass für die Berechnung der
Klimawirkung von Kohlendioxid sowohl die Gesamtemission der Vergangenheit als auch die
Hintergrundkonzentration bekannt sein muss.
2.2 Wasserdampf (H2O)
Ähnlich wie Kohlendioxid absorbiert auch Wasserdampf (H2O) die Strahlung hauptsächlich
im terrestrischen Spektralbereich (hier: 5-8µm). Wasserdampf ist etwa für zwei Drittel des na-
türlichen Treibhauseffektes verantwortlich (Kiehl und Trenberth, 1997). Die Lebenszeit von
Wasserdampf steigt stark mit der Höhe an, und beträgt in der unteren Troposphäre nur weni-
ger Stunden, während sie in der unteren Stratosphäre auf sechs Monate ansteigt (Grewe und
Stenke, 2008). Zusätzlich nimmt die Hintergrundkonzentration von Wasserdampf um mehrere
Größenordnungen ab.
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Abbildung 2.1: Strahlungsantrieb der einzelnen Komponenten des weltweiten Luftverkehrs von
1850 bis 2005. Die Balken stellen eine beste Schätzung dar. Die angegebenen Fehlerbalken
entsprechen dem 90%-Konfidenzintervall. In den Spalten stehen der Strahlungsantrieb in W/m2,
die geografische Verteilung und der Grad des wissenschaftlichen Verständnis (Level of scientific
understanding, LOSU). Aus Lee et al. (2009).
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Neben Kohlendioxid entsteht bei der Verbrennung von Kerosin auch Wasserdampf, dessen
Emission ebenso direkt proportional zum Treibstoffverbrauch ist. Pro verbranntes Kilogramm
Kerosin werden im Mittel 1.26 kg Wasserdampf emittiert. Die Wirkung des Wasserdampfes
hängt hauptsächlich von der Lebenszeit der Störung und der entsprechenden Hintergrundkon-
zentration ab, aber auch von der Temperaturdifferenz zwischen Boden und Absorptionsschicht
und damit der Höhe des Emissionsortes. Dadurch steigt die Klimawirkung einer Wasserdampf-
emission stark mit der Höhe an. In geringen Höhen trägt die Wasserdampfemission nur zu einem
geringen Teil zur Klimawirkung des Luftverkehrs bei. So lag der Strahlungsantrieb von Wasser-
dampf für den Luftverkehr im Jahr 2005 bei 2.8 mW/m2 (Lee et al., 2009, Abb. 2.1). Dennoch
ist es wichtig, die Wirkung der Wasserdampfemission des Luftverkehrs zu berücksichtigen, da
für Flüge in größeren Höhen (z. B. Überschallverkehr) der Wasserdampf eine entscheidende
Rolle spielen kann (z. B. IPCC, 1999; Grewe und Stenke, 2008). Durch die starke natürliche
Variabilität des Wasserdampfes kann der relativ geringe Luftverkehrseffekt in Modellen nur mit
einer hohen Unsicherheit quantifiziert werden. Aus diesem Grund wird der Grad des wissen-
schaftlichen Verständnis mit gering angegeben und die Unsicherheiten in der Bestimmung des
Effektes sind relativ groß (Abb. 2.1).
2.3 Stickoxide (NOx)
Stickoxide (NOx=NO+NO2) werden ebenfalls bei Verbrennungsprozessen freigesetzt. In der
Brennkammer werden Stickstoff (N2) und Sauerstoff (O2) aus der Umgebungsluft zu NO oxi-
diert. NO wird in der Atmosphäre zu NO2 umgewandelt und es entsteht ein Gleichgewicht
zwischen NO und NO2. Wie viel Stickoxid bei der Verbrennung entsteht, hängt wesentlich
von Triebwerkstemperatur, -druck und -design ab (z. B. Ruijgrok und Van Paassen, 2006). Die
Menge an emittiertem NOx pro verbrauchtem kg Treibstoff wird als Emissionsindex EINOx in
der Einheit g(NO2)/kg(Treibstoff) angegeben. Typische Werte heutiger Flugzeuge im Reise-
flug liegen zwischen 11 und 14 g/kg. Stickoxide selbst haben durch die geringe Konzentration
nur einen sehr geringen Einfluss auf die Strahlungsbilanz der Atmosphäre, beeinflussen jedoch
durch chemische Reaktionen die Konzentration der Treibhausgase Ozon und Methan. Wesent-
lich für die Wirkung der Stickoxide ist, dass die kurzfristige Wirkung auf Ozon ein positives
Vorzeichen hat, während die Wirkung aufgrund der Methanänderung und der langfristige Ein-
fluss auf Ozon ein negatives Vorzeichen haben.
2.3.1 Photochemie
Die Ozonchemie ist schematisch in Abb. 2.2 dargestellt. In der oberen Troposphäre und der
unteren Stratosphäre führt eine NOx-Emission zu einer Verschiebung des Gleichgewichts von
HOx in Richtung OH. Dies führt zu einer erhöhten Oxidation von CO und CH4 und dadurch
zu einer hinsichtlich NO katalytischen Ozonproduktion (Fishman und Crutzen, 1978; Grooß
et al., 1998):
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Abbildung 2.2: Schematische Darstellung der Ozonchemie (aus Grewe, 2009).
CO+OH →CO2 +H (2.1)
H +O2 +M → HO2 +M (2.2)
NO+HO2 → NO2 +OH (2.3)
NO2 +hν(λ ≤ 405nm)→ NO+O (2.4)
O+O2 +M → O3 +M (2.5)
Net : CO+2O2 +hν
NO−−→CO2 +O3 (2.6)
CH4 +OH +O2 →CH3O2 +H2O (2.7)
NO+CH3O2 → NO2 +CH3O (2.8)
CH3O+O2 →CH2O+HO2 (2.9)
NO+HO2 → OH +NO2 (2.3)
NO2 +hν → NO+O(2x) (2.10)
O+O2 +M → O3 +M(2x) (2.11)
Net : CH4 +4O2 +hν →CH2O+H2O+2O3 (2.12)
Für sehr geringe NOx-Hintergrundkonzentrationen, wie zum Beispiel in der freien oberen Tro-
posphäre, entsteht eine Konkurrenz zwischen Reaktion (2.3) und
O3 +HO2 → OH +2O2. (2.13)
Unterhalb eines bestimmten [NO]/[O3]-Verhältnisses ist die Reaktion (2.13) wichtiger als (2.3)
und Ozon wird abgebaut. Wird das Verhältnis [NO]/[O3] durch NOx-Emission erhöht wird
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Abbildung 2.3: Schematische Darstellung der Abhängigkeit der Ozonproduktion von der NOx-
Hintergrundkonzentration (aus Grooß et al., 1998)
Ozon produziert, solange genügend CO oder andere Kohlenwasserstoffe zur Oxidation bereit-
stehen (z. B. Grooß et al., 1998). Regionen, in denen eine Erhöhung der NOx-Konzentration
zu einer Ozonproduktion führt, werden als NOx limitiert bezeichnet (z. B. Jaeglé et al., 1998).
In Region mit sehr hoher Hintergrundkonzentration führt eine zusätzliche NOx-Emission zu
einem HOx-Verlust. NOx reagiert mit OH oder HO2 zu HNO3 oder HNO4, das hauptsächlich
durch heterogene Reaktionen bzw. auswaschen abgebaut wird, wodurch die Ozonproduktion
verringert wird (Grooß et al., 1998; Lin et al., 1988):
NO2 +OH +M → HNO3 +M (2.14)
NO2 +HO2 +M → HNO4 +M. (2.15)
In Laborversuchen wurde auch die Reaktion
NO+HO2 +M → HNO3 +M (2.16)
nachgewiesen (Søvde et al., 2011). Daraus ergibt sich, dass die Ozonproduktion zunächst mit
zunehmendem NOx stark ansteigt, aber bei höherer NOx-Konzentration wieder absinkt (Ehhalt
und Rohrer, 1994; Grooß et al., 1998, Abb. 2.3). NOx und O3 hängen also nicht-linear vonein-
ander ab und werden durch viele Faktoren wie Solarstrahlung und Hintergrundkonzentrationen
u. a. von NOx, HOx und CO beeinflusst.
2.3.2 Ozon (O3)
Die Wirkung von Ozon auf das Klima kann sowohl wärmend als auch kühlend sein, da Ozon
sowohl im terrestrischen als auch im solaren Spektralbereich absorbiert. Allerdings ist in der
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Troposphäre die Absorption im terrestrischen Bereich wesentlich höher als im solaren Bereich
(Fishman et al., 1979). Dadurch wirkt Ozon als Treibhausgas und führt zu einer Erwärmung
der Atmosphäre. Ozon hat im Bereich der heutigen Flugniveaus nur eine Lebenszeit im Bereich
von Wochen, wodurch sich keine homogene Verteilung in der Atmosphäre ergeben kann.
Der Strahlungsantrieb der kurzlebigen Ozonerhöhung im Jahr 2005 für den gesamten Luftver-
kehr beträgt etwa 26 mW/m2 (Lee et al., 2009). Die großen Unsicherheiten in der Berechnung
des Strahlungsantriebes werden dadurch verursacht, dass die atmosphärische Verteilung von re-
aktivem Stickstoff und OH nicht vollständig verstanden ist. Ein weiteres Problem ist die nur
ungenaue Bestimmung des Emissionsindexes (EINOx), wodurch die Gesamtmenge an emittier-
tem NOx nicht genau bekannt ist.
Der Einfluss des Ozons auf das Klima hängt, wie oben beschrieben wurde, unter anderem von
der Hintergrundkonzentration von NOx, HOx und CO und damit vom Emissionsort ab. So ist
die Ozonproduktion in der oberen Troposphäre und unteren Stratosphäre am effizientesten, da
dort niedrige NOx- und HOx-Hintergrundkonzentrationen und ein hohes NO/NO2-Verhältnis
vorliegen (IPCC, 1999). Neben der Ozonänderung ist auch der Strahlungsantrieb, der durch ei-
ne normierte Ozonänderung entsteht, abhängig vom Emissionsort (Lacis et al., 1990). Da der
Strahlungsantrieb einer Störung durch die Temperaturdifferenz zwischen Boden und Absorpti-
onsschicht bestimmt wird, nimmt diese mit zunehmender Höhe und in Richtung Pole zu. Zu-
sätzlich hängt die Strahlungswirkung einer Ozonänderung auch von der Hintergrundkonzentra-
tion von Ozon ab und kann sich dadurch mit der Zeit verändern. Allerdings haben wir in Dahl-
mann et al. (2011) anhand einer Ensemblesimulation mit einem Klima-Chemie-Modell (E39C)
gezeigt, dass die Ozonproduktionseffizienz für den Luftverkehr zwischen 1990 und 2010 nur
eine Änderung von etwa -3% aufweist. Neben der Ozonproduktionseffizienz ändert sich auch
die Strahlungseffizienz. Grund dafür ist die Sättigung der langwelligen Spektrallinien durch ei-
ne größere Ozonkonzentration. Diese Änderung ist allerdings gering und beträgt in Dahlmann
et al. (2011) für den Luftverkehr zwischen 1990 und 2010 weniger als -1%. Mit dem Einfluss
geänderter Hintergrundbedingungen beschäftigte sich auch eine Studie von Grewe et al. (2001).
In dieser Studie zeigt sich, dass durch die veränderte Temperatur und Wasserdampfkonzentra-
tion zwischen 1992 und 2015 die Ozonkonzentration bis zu 10% verringert wird. Im Bereich
der Hauptflugrouten allerdings nur um etwa 3%. Für eine globale Störung in der Größe des
heutigen Luftverkehrs kann eine annähernd lineare Beziehung zwischen NOx und O3 gefunden
werden (z. B. Grewe et al., 1999).
Da die Reaktion (2.7) die Hauptabbaureaktion für Methan ist, führt eine erhöhte OH-Produktion
zu einer Verringerung der CH4-Lebenszeit. Dies ist in Kap. 2.3.3 ausführlich beschrieben.
Durch die abnehmende Methankonzentration wird das Gleichgewicht von OH wieder Rich-
tung HOx verschoben und damit die Ozonproduktion verringert. Da diese Verringerung der
Ozonproduktion an den Methanabbau gekoppelt ist, und dadurch eine sehr lange Lebenszeit
aufweist, wird es auch als „primary mode ozone“ (Opm3 ) bezeichnet. Der hieraus resultierende
Effekt besitzt ein negatives Vorzeichen in Hinblick auf die Strahlungsbilanz, ist jedoch in Lee
et al. (2009) nicht angegeben.
2.3.3 Methan (CH4)
Methan ist ebenfalls ein Treibhausgas und absorbiert hauptsächlich im terrestrischen Spektral-
bereich (7-8 µm). Da Methan durch OH abgebaut wird (Reaktion (2.7)) und eine zusätzliche
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NOx-Emission die OH-Konzentration erhöht, führt dies zu einem Methanabbau und damit zu
einem negativen Strahlungsantrieb und einer Abkühlung der Atmosphäre. Die atmosphärische
Lebenszeit von CH4 beträgt etwa 8-9 Jahre (Ehhalt et al., 2001). Die Lebenszeit einer Konzen-
trationsänderung hingegen liegt bei etwa 12 Jahren (Forster et al., 2007). Die längere Lebens-
zeit einer Störung wird durch Rückkopplungsmechanismen mit OH verursacht (Prather, 1996).
Durch die lange Lebenszeit von Methan wird es relativ homogen in der Atmosphäre verteilt,
wodurch der Strahlungsantrieb von Methan weniger höhenabhängig ist als der von Ozon.
Der Strahlungsantrieb der Methanänderung durch den Luftverkehr ist vom Betrag deutlich ge-
ringer als der von Ozon (Abb. 2.1), wirkt allerdings durch die wesentlich längere Lebenszeit
auch nach dem Ende der Emissionen weiter. Lee et al. (2009) geben für den gesamten Luftver-
kehr im Jahr 2005 für Methan einen Strahlungsantrieb von -12 mW/m2 an. Das wissenschaft-
liche Verständnis wird hierbei, wie bei Ozon, als mittel bis gering angegeben. Ursache hierfür
ist, dass die nicht genau bekannte OH Verteilung, sowie chemische Rückkopplungen, die sich
erst über Jahrzehnte entwickeln zu Unsicherheiten in der Berechnung des Strahlungsantriebes
führen.
Für den Netto-Effekt der NOx-Wirkung auf das Klima ist noch zu ergänzen, dass die Ozonpro-
duktion und der Methanabbau über OH miteinander gekoppelt sind. So berechnen Modelle, die
eine große Konzentrationsänderung von Ozon zeigen, in der Regel eine große Methanwirkung
und umgekehrt. So zeigt die Relation RF(O3)/RF(CH4) eine deutlich geringere Unsicherheit
als die beiden Strahlungsantriebe getrennt. Dadurch ist die Unsicherheit in der Berechnung der
Gesamtwirkung der NOx-Emissionen geringer als die Unsicherheit der einzelnen Spezies (Lee
et al. (2009), Abb. 2.1).
2.4 Kondensstreifen
Kondensstreifen bilden sich, wenn sich die heißen und feuchten Abgase mit der relativ tro-
ckenen und kalten Umgebungsluft vermischen. Dies erhöht die relative Feuchte und kann
unterhalb einer kritischen Temperatur (Tc) zu einer Eisübersättigung der Abgase führen, bis
sie bei vollständiger Durchmischung die Eigenschaften der umgebenden Luft annehmen. Die
kritische Temperatur wird durch das Schmidt-Appleman-Kriterium (Schmidt, 1941; Apple-
man, 1953) bestimmt und hängt von Druck, Temperatur und Feuchte der umgebenen Luft sowie
von Triebwerkseigenschaften ab (Schumann, 1996). Falls die Umgebungsluft gegenüber Eis
nicht gesättigt ist, verschwinden die Kondensstreifen innerhalb weniger Minuten wieder. Ist die
Luft aber gegenüber Eis gesättigt, so können Kondensstreifen über mehrere Stunden bestehen
(Schumann, 1996).
Kondensstreifen wirken, genau wie Wolken, einerseits kühlend, da sie die einfallende Solar-
strahlung reduzieren, und andererseits wärmend, weil sie auch die ausgehende langwellige
Strahlung reduzieren. Im Mittel ist die Erwärmung durch Kondensstreifen deutlich höher als
die Abkühlung, was insgesamt zu einer Netto-Erwärmung (positivem RF) führt (Meerkötter
et al., 1999). Der Strahlungsantrieb von Kondensstreifen ist sowohl von der Tageszeit als auch
von der Jahreszeit abhängig. Dies liegt daran, dass der Strahlungsantrieb nicht nur vom Bede-
ckungsgrad und der regionalen Verteilung der Kondensstreifen, sondern auch von deren opti-
schen Eigenschaften und dem Zenitwinkel der Sonne abhängt (Meerkötter et al., 1999).
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2.4.1 Linienförmige Kondensstreifen
Linienförmige Kondensstreifen sind junge Kondensstreifen, die nicht durch Verdriften verformt
wurden und vom Satelliten oder vom Boden aus noch als linienförmig wahrgenommen werden.
Für linienförmige Kondensstreifen wurde aus Satellitendaten über Europa tagsüber eine Bede-
ckung von 0.72% abgeschätzt (Meyer et al., 2002). Global liegt der berechnete Bedeckungs-
grad zwischen 0.06 und 0.09% für 1992 und erwarteten 0.22 und 0.49% für 2050 (Marquart
et al., 2003; Minnis et al., 1999). Der Strahlungsantrieb variiert je nach angenommenem Be-
deckungsgrad und optischer Dicke in Studien für 1992 zwischen 3.5 und 20 mW/m2 und für
2050 zwischen 14.8 und 122 mW/m2 (Marquart et al., 2003; Minnis et al., 1999). Rädel und
Shine (2008) geben für Emissionen im Jahr 2002 einen Wert von 6 mW/m2 an und Lee et al.
(2009) für 2005 11.8 mW/m2 (Abb. 2.1). Die Klimawirkung von linienförmigen Kondensstrei-
fen zeigt eine sehr starke Höhen- und Breitenabhängigkeit und ist am größten im Bereich der
Tropopause (Fichter et al., 2005), da sich Kondensstreifen nur in Regionen bilden, in denen die
Luft eisübersättigt ist (Sausen et al., 1998).
Für linienförmige Kondensstreifen wird eine hohe Unsicherheit für die Klimawirkung angege-
ben (Lee et al., 2009). Die großen Unsicherheiten bei der Berechnung der Klimawirkung von
linienförmigen Kondensstreifen entstehen unter anderem dadurch, dass eine globale Klimato-
logie, mit der die Kondensstreifenbedeckung aus Modellen verglichen werden können, nicht
existiert und der Grenzwert für die optische Dicke zum Erkennen der linienförmigen Kondens-
streifen vom Satelliten aus nicht bekannt. Frömming et al. (2011) zeigten, dass eine Änderung
der Annahme dieser Nachweisgrenze von 0.02 auf 0.05, den modellierten globalen Strahlungs-
antrieb um etwa 150% erhöht. Auch die Annahme einer konstanten optischen Dicke anstelle
einer variablen führt zu einer Änderung des modellierten Strahlungsantriebes von 45%. Zusätz-
liche Unsicherheiten entstehen durch saisonale Variabilität der Feuchte in der oberen Tropo-
sphäre und die Annahme von Strahlungsparametern von Eiskristallen und deren Konstanz unter
allen linienförmigen Kondensstreifen, sowie die Vernachlässigung von Triebwerkseigenschaf-
ten (propulsion efficiency) (Rädel und Shine, 2008).
2.4.2 Kondensstreifen-Zirrus
Neben den linienförmigen Kondensstreifen induziert der Luftverkehr Zirren, sogenannte Kon-
densstreifen-Zirren (Contrail Cirrus). Darunter versteht man sehr langlebige Kondensstreifen
die durch Verdriften verformt werden und dadurch nicht länger linienförmig sind (Minnis et al.,
1999). Dadurch kann in Beobachtungen nicht mehr unterschieden werden, ob Zirren natürlichen
Ursprungs sind oder durch Luftverkehr verursacht wurden, was zu zusätzlichen Schwierigkeiten
bei der Modellvalidierung führt. Die Unsicherheit bei der Berechnung von Kondensstreifen-
Zirren wird so groß angegeben, dass im IPCC und bei Lee et al. (2009) nur eine Abschätzung
gegeben wird, aber keine beste Schätzung. Neueste Untersuchungen von Burkhardt und Kärcher
(2011) berechnen einen Strahlungsantrieb von 37.5 mW/m2. Dies ist etwa neunmal so viel wie
der Strahlungsantrieb von linienförmigen Kondensstreifen.
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2.5 Aerosole
Schließlich entstehen bei der Verbrennung von Kerosin verschiedene Aerosole, die das Strah-
lungsgleichgewicht der Erde auf zwei Arten beeinflussen: direkt durch Reflexion und Absorp-
tion von Solarstrahlung oder indirekt über den Einfluss auf Wolken (Forster et al., 2007). Sulfat
bildet sich in Wolkentropfen, Oxidation von SO2 über Gasphasenreaktionen mit OH und Kon-
densation auf bestehenden Partikeln (Penner et al., 2001). Sulfatpartikel reflektieren einen Teil
der einfallenden Solarstrahlung und führen dadurch zu einer Abkühlung. Die Absorption im
langwelligen Bereich ist hingegen sehr gering (Forster et al., 2007), sodass Sulfat insgesamt zu
einer Abkühlung führt. Der Strahlungsantrieb beträgt -4.8 mW/m2 und dessen wissenschaftli-
ches Verständnis (LOSU) wird mit gering angegeben (Lee et al., 2009).
Ruß wird direkt durch unvollständige Verbrennung in den Triebwerken emittiert. Im Gegen-
satz zu Sulfat absorbieren Rußpartikel die einfallende Solarstrahlung und führen dadurch zu
einer lokalen Erwärmung der Atmosphäre (Forster et al., 2007). Wird der Ruß unterhalb der
Tropopause emittiert, führt dies zu einem positiven Strahlungsantrieb, während es in der Strato-
sphäre zu einem negativen Strahlungsantrieb führt. Der Strahlungsantrieb im Jahr 2005 beträgt
3.4 mW/m2 und dessen wissenschaftliches Verständnis (LOSU) wird ebenfalls mit gering an-
gegeben (Lee et al., 2009).
Neben dem direkten Aerosoleffekt können Aerosole das Klima auch indirekt beeinflussen (z. B.
Lohmann und Feichter, 2005). So können z. B. Sulfate und Ruß die Bildung und Eigenschaf-
ten von Wolken beeinflussen (z. B. Hendricks et al., 2005; Kärcher et al., 2007). Eine grö-
ßere Anzahl an Wolken- oder Eisnukleationskeimen führt zum Beispiel zu mehr aber dafür
kleineren Wolkentropfen. Diese führen bei gleichem Flüssigwassergehalt zu einer Erhöhung
der Wolkenalbedo (Twomey, 1977) und zu einer längeren Lebenszeit von Wolken, da kleinere
Tropfen weniger schnell ausregnen (Albrecht, 1989). In Lee et al. (2009) wird der Strahlungs-
antrieb des indirekten Wolkeneffekts zusammen mit dem Effekt von Kondensstreifen-Zirrus
als Luftverkehrsinduzierte Zirrusbewölkung angegeben. Dessen wissenschaftliches Verständ-
nis (LOSU) wird als sehr gering bezeichnet. Darüber hinaus kann die Emission von Sulfat und
Schwefelsäure-Partikeln über heterogene Chemie die Konzentration von NOx, Ozon und Me-
than beeinflussen, wodurch die Ozonerhöhung durch NOx-Emissionen reduziert wird (Pitari
et al., 2002).
Kapitel 3
Metriken
Die Klimawirkung des Luftverkehrs setzt sich, wie in Kapitel 2 gezeigt wurde, aus der Wirkung
einer Reihe von Spurenstoffen zusammen. Diese wirken teilweise in unterschiedlicher Weise
auf die Strahlungsbilanz. Zusätzlich haben die klimawirksamen Spurenstoffe unterschiedlich
lange Lebenszeiten, wodurch sie nicht direkt in ihrer Wirkung verglichen werden können. Zur
Bewertung verschiedener Maßnahmen zur Klimaoptimierung des Luftverkehrs ist es deshalb
notwendig eine Maßzahl, oder auch Metrik genannt, für den Vergleich zur Verfügung zu ha-
ben. Dabei stellt eine Metrik den direkten Zusammenhang zwischen der Emission und der zu
betrachtenden Klimawirkung (z. B. Strahlungsantrieb, Temperaturänderung oder Schaden) dar
(Abb. 3.1). In diesem Kapitel werden zunächst grundlegende Überlegungen zur Verwendung
von Metriken angestellt und aufgezeigt, welche Anforderungen solche Metriken idealerweise
erfüllen sollten. Anschließend werden die in der Literatur am häufigsten verwendeten Metri-
ken kurz vorgestellt. Anhand unterschiedlicher Fragestellungen wird gezeigt, welche Metriken
für die Beantwortung dieser Fragestellungen verwendet werden können. Abschließend wird
begründet, welche Metriken in dieser Arbeit verwendet werden.
3.1 Anforderungen bei der Wahl von Metriken
Bei der Optimierung der Klimawirkung geht es vor allem darum, die sozioökonomischen Schä-
den einer Klimaänderung zu minimieren. Ein relevantes Maß für die Bewertung der Klimawir-
kung wäre somit der verursachte Schaden. Allerdings kann der verursachte Schaden nur mit
einer großen Unsicherheit abgeschätzt werden. Mit einer deutlich geringeren Unsicherheit kön-
nen hingegen die Emissionen berechnet werden. Diese wiederum sind weniger relevant für die
Abschätzung des Schadens, da alle Emissionen erst über ihre atmosphärische Konzentrations-
änderung, dessen Strahlungsantrieb und die daraus resultierende Temperaturänderung auf das
Klima wirken und damit Schaden verursachen. Die Zunahme der Relevanz der Metrik und die
gleichzeitige Zunahme der Unsicherheit je weiter man in der Wirkungskette nach unten geht, ist
in Abb. 3.1 dargestellt. Bei der Auswahl einer Metrik muss deshalb ein Kompromiss zwischen
der Relevanz der Metrik und deren Unsicherheit getroffen werden (Fuglestvedt et al., 2003).
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Abbildung 3.1: Schematische Darstellung der Wirkungskette von den Emissionen bis zu den
durch die Klimaänderung verursachten Schäden (nach Fuglestvedt et al., 2003). Die Metrik
stellt dabei den direkten Zusammenhang zwischen den Emissionen und der Klimawirkung dar.
Eine weitere Herausforderung bei der Wahl von Metriken ist, dass die unterschiedlichen Emis-
sionen, durch die unterschiedlichen Lebenszeiten, deutlich unterschiedliche geografische Ver-
teilungen aufweisen. So wirkt zum Beispiel Kohlendioxid global, da es durch die lange Le-
benszeit homogen in der Atmosphäre verteilt wird, während linienförmige Kondensstreifen den
Strahlungsantrieb nur regional in der Nähe des Emissionsortes beeinflussen, da die Lebens-
zeit nur wenige Stunden beträgt. Durch die unterschiedliche räumliche Verteilung der Wirkung
stellt die Behandlung von kühlenden Effekten eine Herausforderung dar. So heben sich die wär-
mende Wirkung der Ozonerhöhung und die kühlende Wirkung durch den Methanabbau durch
NOx-Emissionen zwar global teilweise auf, regional betrachtet führt es aber zu deutlichen Un-
terschieden (Fuglestvedt et al., 2010).
Schließlich sind die deutlich unterschiedlichen Lebenszeiten eine Herausforderung für den Ver-
gleich der Wirkungen von Emissionen. Während Kohlendioxid über ein Jahrhundert in der
Atmosphäre verbleibt, haben linienförmige Kondensstreifen eine Lebenszeit von nur wenigen
Stunden (Schumann, 1996). Wird nur eine Emission in einem Jahr, eine sogenannte Pulsemis-
sion, betrachtet, so ist die Wirkung von Ozon und Kondensstreifen-Zirrus im Jahr der Emission
sehr groß, verschwindet aber bereits nach kurzer Zeit. Die Wirkung von Kohlendioxid hinge-
gen ist im ersten Jahr relativ gering, wirkt aber durch die lange Lebenszeit auch noch nach 100
Jahren. Wird der Zeitpunkt oder die Zeitdauer über die die Klimawirkung betrachtet wird (Zeit-
horizont H) sehr kurz gewählt, wird die Wichtung sehr stark auf kurzlebige Spurenstoffe gesetzt,
weil die Langzeitwirkung der langlebigen Spurenstoffe nur wenig berücksichtigt wird. Wird der
Zeithorizont hingegen sehr lang gewählt, liegt vor allem bei Pulsemissionen die Wichtung stark
auf den langlebigen Spurenstoffen, weil die Wirkung von kurzlebigen Spurenstoffen bereits
nach einem oder zwei Jahren verschwindet, während die Wirkung von langlebigen Spurenstof-
fen über 100 Jahre anhalten kann. Der Zeithorizont stellt dadurch eine Wichtung zwischen lang-
und kurzlebigen Spurenstoffen dar und hat einen starken Einfluss auf das Ergebnis.
Die sehr unterschiedlichen Charakteristika, wie auch der Kompromiss zwischen Relevanz der
Metrik und deren Genauigkeit, zeigen bereits, dass sich eine Vielzahl möglicher Metriken er-
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RF GWP GTP ATR
Physikalische Metrik x x x x
Direkter Bezug zu ∆T - - x x
Berücksichtigung der Lebenszeit - x x x
Thermische Trägheit - - x x
Abhängigkeit von Zeithorizont stark schwach stark schwach
∑(Metrik(Pulse))∼ Metrik∑(Pulse) - x - x
Tabelle 3.1: Zusammenfassung der Eigenschaften verschiedener Metriken.
gibt. Allerdings sind nicht alle möglichen Metriken geeignet, um die Klimawirkung des Luft-
verkehrs zu bewerten. In der Literatur finden sich einige Anforderungen, die eine Metrik opti-
malerweise erfüllen sollte, damit die Aussagen der Bewertung sinnvoll sind. Eine Metrik sollte:
• vielseitig einsetzbar sein und sowohl für die Bewertung von verschiedenen Szenarien
als auch verschiedener Spurenstoffe geeignet sein und optimalerweise auch für andere
Sektoren wie zum Beispiel Industrie angewendet werden können (z. B. Forster et al.,
2006; Wuebbles et al., 2010);
• leicht zu verwenden und gleichzeitig wissenschaftlich fundiert sein (Wuebbles et al.,
2010);
• möglichst nah am Klimaaspekt liegen, der für die Fragestellung relevant ist (Wuebbles
et al., 2010);
• möglichst flexibel sein, um auf neue Erkenntnisse angepasst werden zu können (Wuebbles
et al., 2010).
Darüber hinaus werden im Rahmen dieser Arbeit für Metriken gefordert, dass sie:
• optimalerweise für konstante Emissionen das gleiche Ergebnis liefern wie für eine Folge
von Pulsemission, da eine Folge von Pulsemissionen identisch zu einer konstanten Emis-
sion ist. Zumindest sollte sie aber qualitativ das gleiche Ergebnis liefern („Maßnahme A
besser als B“ oder „Maßnahme B besser als A“);
• eine möglichst geringe Abhängigkeit vom betrachteten Zeithorizont aufweisen, da eine
starke Abhängigkeit vom Zeithorizont gleichzeitig eine starke Bewertung zwischen lang-
und kurzlebigen Spurenstoffen darstellt.
3.2 Welche Metriken gibt es?
In der Literatur finden sich eine Reihe von Übersichtsartikeln zu Metriken, Anforderungen und
deren Eignung (z. B. O’Neill, 2000; Shine et al., 2005; Fuglestvedt et al., 2010). Im Folgenden
wird ein Überblick über einige, der am häufigsten verwendeten Metriken gegeben und ihre Vor-
und Nachteile werden diskutiert (Tab. 3.1). Dabei werden jeweils die absoluten Metriken und
die Metriken relativ zu CO2-Emissionen zusammengefasst.
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3.2.1 Radiative Forcing (RF) und Radiative Forcing Index (RFI)
Die am häufigsten benutzte Metrik ist der Strahlungsantrieb (Radiative Forcing, RF, z. B.
Hansen et al., 1981; Ramanathan, 1987), der erstmals in Houghton et al. (1990) als Metrik
vorgeschlagen wurde. Der Strahlungsantrieb ist nach Ramaswamy et al. (2001) definiert als die
Änderung in der Nettostrahlung (einfallende minus ausfallende, lang- und kurzwellig) an der
Tropopause, nachdem sich die Stratosphärentemperatur an das neue Strahlungsgleichgewicht
angepasst hat, aber die Boden- und die Troposphärentemperatur sowie die Lage der Tropopau-
se unverändert zum ungestörten Wert bleiben. Diese Methode wird auch ’stratospheric adjusted
radiative forcing’ genannt und ist in Abb. 3.2 schematisch dargestellt. Der Strahlungsantrieb,
also die Änderung der Strahlungsbilanz, hat über
∆T = λ ·RF (3.1)
einen direkten Einfluss auf die Änderung der bodennahen Gleichgewichtstemperatur (∆T ). Da-
bei ist λ ein Klimasensitivitätsparameter, der angibt, wie stark das Klima auf eine normierte
Störung in der Strahlungsbilanz reagiert. Die Änderung in der Strahlungsbilanz wird im All-
gemeinen relativ zur vorindustriellen Zeit berechnet und ist daher eine rückblickende Metrik.
Da für die Klimabewertung verschiedener Szenarien nicht der Unterschied in der Strahlungsbi-
lanz zur vorindustriellen Zeit von Interesse ist, sondern der Vergleich zwischen verschiedenen
Szenarien, kann das sogenannte marginal Radiative Forcing verwendet werden, das die Ände-
rung im Strahlungsantrieb für eine Änderung der Emissionen angibt. In dieser Arbeit wird das
marginal Radiative Forcing verwendet, wenn nicht explizit etwas anderer erwähnt wird.
Der Strahlungsantrieb ist zwar über den Klimasensitivitätsparameter λ linear mit der Ände-
rung der bodennahen Temperatur verknüpft, allerdings kann λ für unterschiedliche Spurenstof-
fe unterschiedlich groß sein (Joshi et al., 2003; Hansen et al., 2005), wodurch beim Vergleich
verschiedener Szenarien kein direkter Bezug mehr zur Temperaturänderung besteht (Tab. 3.1).
Dadurch wird die Klimawirkung von Spurenstoffen mit geringerer Klimasensitivität, bei der
Verwendung des Strahlungsantriebes als Metrik, überschätzt (Forster et al., 2006).
Der Strahlungsantrieb ist als physikalische Metrik vielseitig einsetzbar und wird sowohl zum
Vergleich verschiedener Spurenstoffe (z. B. Lee et al., 2009) als auch zum Vergleich verschiede-
ner Sektoren eingesetzt (z. B. Fuglestvedt et al., 2008). Durch die Berücksichtigung des Strah-
lungsantriebes zu einem einzigen Zeitpunkt ist das Ergebnis stark vom betrachteten Zeitpunkt
und der Wahl des betrachteten zeitlichen Emissionsverlaufes abhängig. Als Beispiel hierfür ist
in Abb. 3.3a der zeitliche Verlauf des Strahlungsantriebes von Ozon und Methan für eine Puls-
emission bzw. kontinuierliche NOx-Emission schematisch dargestellt. Für eine Pulsemission
ist der Strahlungsantrieb zu Beginn positiv und wird mit der Zeit negativ, da dann das pro-
duzierte Ozon bereits abgebaut ist und der kühlende Effekt des Methanabbaus dominiert. Je
nach gewähltem Zeithorizont kann eine zusätzliche NOx-Emission also wärmend (H=1) oder
kühlend (H≥2) wirken. Betrachtet man zum Vergleich den zeitlichen Verlauf einer kontinu-
ierlichen Emission, so stellt man fest, dass der Strahlungsantrieb unabhängig vom gewählten
Zeithorizont positiv ist, da der wärmende Effekt der Ozonerhöhung dominiert. Eine Folge von
Pulsemissionen gibt also ein anderes Vorzeichen der Metrik als eine kontinuierliche Emission.
Ursache dafür ist, dass eine kontinuierliche Emission zwar eine Summe von Pulsemissionen
darstellt, aber immer um ein Jahr versetzt. Verwendet man zum Beispiel einen Zeithorizont von
3.2. Welche Metriken gibt es? 21
Abbildung 3.2: Schematische Darstellung des ’stratospheric adjusted radiative forcings’ nach
Hansen et al. (1997).
50 Jahren, so hat eine Pulsemission einen negativen Strahlungsantrieb, weil der anfängliche
positive Beitrag der Ozonproduktion nicht mehr berücksichtigt wird. Bei einer kontinuierlichen
Emission dominiert aber immer der positive Beitrag der Ozonerhöhung durch die aktuelle Emis-
sion. Würde man annehmen, dass eine kontinuierliche Emission über 100 Jahre denselben Wert
der Metrik verursacht, wie 100 Pulsemissionen, würde dies bedeuten, dass eine Erhöhung der
NOx-Emissionen zu einer Verringerung der Klimawirkung führen würde. Eine Erhöhung der
NOx-Emissionen führt für eine kontinuierliche Emission allerdings zu einer Verstärkung der
Klimawirkung.
Neben dem absoluten Strahlungsantrieb wird oft auch der Strahlungsantrieb im Verhältnis zu
dem einer CO2-Emission berechnet (Radiative Forcing Index, RFI). Dabei muss berücksichtigt
werden, dass beim RFI nicht die Wirkung eines Kilogramms eines Spurenstoffen mit der eines
Kilogramms CO2 verglichen wird, sondern die gesamte Wirkung von Nicht-CO2-Emissionen
mit denen von CO2. Die Verwendung des Radiative Forcing Indexes birgt die Gefahr, dass ein
konstanter Faktor zwischen den CO2- und den Nicht-CO2-Effekten zur Bewertung verwendet
wird (Forster et al., 2006). Der Radiative Forcing Index hängt aber, genau wie das Radiative
Forcing selbst, sowohl vom betrachteten Zeithorizont als auch von der Emissionsverteilung ab.
Da der Radiative Forcing Index eine rückschauende Metrik ist, ist er zur Bewertung zukünftiger
Emissionen nicht geeignet.
3.2.2 Global Warming Potential (GWP)
Eine weitere Metrik, die in Houghton et al. (1990) vorgestellt wurde, ist das ’Global Warming
Potential’ (GWP). Das GWP ist definiert als der über einen Zeithorizont H integrierte Strah-
lungsantrieb eines Kilogramms des Spurenstoffes x, dem sogenannten ’Absolute Global War-
ming Potential’ (AGWP), relativ zu dem einer Pulsemission von einem Kilogramm Kohlendi-
22 3. Metriken
a) b)
0
5
10
15
20
R
F
 [m
W
/m
2 ]
10 20 30 40 50 60 70 80 90 100
Zeithorizont
Konstante Emission
Pulseemission
0
50
100
150
200
250
300
350
400
450
500
550
600
A
G
W
P
 [m
W
/m
2 a
]
10 20 30 40 50 60 70 80 90 100
Zeithorizont
Konstante Emission
Pulsemission
c) d)
-1
0
1
2
3
4
5
6
A
G
T
P
 [K
]
10 20 30 40 50 60 70 80 90 100
Zeithorizont
Konstante Emission
Pulsemission
0
1
2
3
4
5
A
T
R
 [K
]
10 20 30 40 50 60 70 80 90 100
Time horizon
Konstante Emission
Pulsemission
Abbildung 3.3: Schematische Darstellung der Abhängigkeit des Ergebnisses von der Wahl des
Zeithorizontes H für zwei unterschiedliche zeitliche Emissionsverläufe: Pulsemissionen und
konstante Emissionen. Für a) Radiative Forcing, b) Absoulte Global Warming Potential, c) Ab-
solute Global Temperature Potential und d) Average Temperature Response.
oxid:
GWP =
AGWPx
AGWPCO2
=
H∫
0
RFx(t)dt
H∫
0
RFCO2(t)dt
. (3.2)
Typische Zeithorizonte H für die Integration, die in IPCC (2007) vorgeschlagen werden, sind
20, 100 oder 500 Jahre. Für die Berechnung des GWP wurde ursprünglich eine Pulsemission,
also eine Emission in nur einem Jahr angenommen (Houghton et al., 1990), mittlerweile findet
es aber auch für kontinuierliche Emissionen eine Anwendung (z. B. Fuglestvedt et al., 1996).
Der Vorteil dieser Metrik ist, dass durch die Integration über einen längeren Zeitraum auch die
Lebenszeit der langlebigeren Spurenstoffe berücksichtigt wird. Zudem wird durch die Integra-
tion die Abhängigkeit von der Wahl des Zeithorizontes und des zeitlichen Emissionsverlaufes
deutlich geringer (Tab. 3.1). In Abb. 3.3b ist das Absolut Global Warming Potential (AGWP)
als Verlauf für unterschiedliche Zeithorizonte H für Pulsemissionen sowie kontinuierliche Emis-
sionen dargestellt. Unabhängig vom betrachteten Zeithorizont zeigen hier beide Emissionsver-
läufe ein positives Vorzeichen und damit eine Klimaerwärmung. Aber auch das AGWP kann
bei einem langen Zeithorizont und je nach Emissionszusammensetzung und -verteilung negativ
werden (z. B. Fuglestvedt et al., 2010), wenn der negative Beitrag den anfangs stark positiven
Beitrag dominiert.
Das Global Warming Potential ist eine wohl definierte physikalische Metrik und wird wegen
ihrer einfachen Berechnung zum Beispiel im Kyotoprotokoll verwendet. Allerdings wird ihre
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Abbildung 3.4: Schematische Darstellung des unterschiedlichen Verlaufs von a) Strahlungsan-
triebes (RF) und b) Temperatur (∆T ) für zwei verschiedene Szenarien mit gleichem AGWP
für H=100 a und gleichem GTP für einen Zeithorizont H=61 a. Szen1 entspricht einer starken
Pulsemission während Szen2 einer geringeren konstanten Emission über den gesamten Zeit-
raum entspricht.
Verwendung auch anhaltend kritisch diskutiert (z. B. Rotmans und Den Elzen, 1992; O’Neill,
2000; Smith und Wigley, 2000), vor allem weil durch das Integral des Strahlungsantriebes kein
direkter Zusammenhang mit der Temperaturänderung mehr besteht, obwohl der Name dies im-
plizieren würde. Ursache dafür ist, dass weder die für unterschiedliche Spurenstoffe verschiede-
nen Klimasensitivitäten, noch die thermische Trägheit des Klimasystems berücksichtigt werden
(Wuebbles et al., 2010). Dadurch kann sich der zeitliche Verlauf der Temperaturänderung zwei-
er Szenarien mit gleichem AGWP stark unterscheiden (Boucher und Reddy, 2008). Als Beispiel
hierfür ist in Abb. 3.4 der zeitliche Verlauf des Strahlungsantriebes und der Temperaturände-
rung für zwei verschiedene Szenarien mit gleichem AGWP (H=100a) schematisch dargestellt.
Obwohl beide Szenarien dasselbe AGWP haben (Flächen unter den Kurven in Abb. 3.4a), zeigt
Szen1 im Mittel eine größere Temperaturänderung als Szen2.
Meist wird der Klimaeinfluss relativ zu dem einer CO2-Emission berechnet (GWP). Der Vorteil
einer relativen Betrachtung liegt grundsätzlich darin, dass Kohlendioxid sehr gut verstanden
ist und eine relative Aussage dadurch für Politiker leichter verständlich ist. Außerdem kann
dadurch auch der Vergleich mit anderen Sektoren leichter durchgeführt werden, da die Wirkung
von Kohlendioxid unabhängig vom Emissionsort und damit der Emissionsquelle ist.
3.2.3 Global Temperature Potential (GTP)
Das ’Global Temperature Potential’ (GTP) ist definiert als die Temperaturänderung durch ein
Kilogramm eines Spurenstoffes x zu einem bestimmten Zeitpunkt H (’Absolut Global Warming
Potential’, AGTP) relativ zu dem einer CO2-Emission von einem Kilogramm (Shine et al.,
2005):
GT Px(H) =
AGT Px(H)
AGT PCO2(H)
=
∆Tx(H)
∆TCO2(H)
. (3.3)
Das AGTP entspricht somit einer Temperaturänderung ∆T zu einem bestimmten Zeitpunkt H.
Das GTP kann sowohl für Pulsemissionen als auch für kontinuierliche Emissionen verwendet
werden. Es ist ebenfalls eine physikalische Metrik, hat aber gegenüber GWP den Vorteil, dass es
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einer Temperaturänderung entspricht und sowohl die Klimasensitivität als auch die thermische
Trägheit des Klimasystems berücksichtigt (Tab. 3.1). Dadurch ist es leicht verständlich und
kann auch für die Beschränkung auf eine maximal zulässige Temperaturänderung angewen-
det werden (z. B. 2◦C-Ziel). Die Berechnung dieser Metrik ist etwas komplizierter als die des
Radiative Forcings oder des Global Warming Potentials, aber trotzdem transparent und durch
wenige zusätzliche Annahmen zu berechnen. Allerdings ist der Einfluss des gewählten Zeitho-
rizonts H deutlich größer als für das GWP, da die Temperaturänderung vor dem Endzeitpunkt
nicht berücksichtigt wird (Shine, 2009), wodurch das GTP für kurzlebige Spurenstoffe gerin-
ger ist als das GWP (Boucher und Reddy, 2008). Ein weiterer Nachteil des GTP ist, dass eine
eventuell stark steigende Klimawirkung nach dem betrachteten Zeitpunkt nicht berücksichtigt
wird. Das GTP hat das Problem, dass durch die Betrachtung eines einzelnen Zeitpunktes, zwei
Szenarien mit demselben GTP eine sehr unterschiedliche Klimawirkung verursachen können.
In Abb. 3.4 ist der Verlauf der Temperaturänderung für zwei verschiedene Szenarien schema-
tisch dargestellt, die für einen Zeithorizont von 61 Jahren dasselbe GTP aufweisen. Dadurch
wird angenommen, dass beide Emissionen dieselbe Klimawirkung verursachen, obwohl Szen1
im Mittel eine größere Temperaturänderung verursacht als Szen2. Das Hauptproblem dieser
Metrik ist aber die Abhängigkeit vom verwendeten zeitlichen Verlauf der Emissionen, die wie
auch beim Strahlungsantrieb sehr groß ist (Abb. 3.3c). Da sich das Vorzeichen der Metrik für
Pulsemissionen und konstante Emissionen unterscheiden kann, ist es besonders wichtig darauf
zu achten, dass der verwendete Emissionsverlauf genau zur Fragestellung passt.
3.2.4 Average Temperature Response (ATR)
Eine Möglichkeit die Vorteile des GWP und des GTP zu kombinieren, ist die Berechnung ei-
ner integrierten oder gemittelten Temperaturänderung über einen Zeithorizont H, wie es zum
Beispiel in Shine et al. (2005), Marais et al. (2008), Schwartz und Kroo (2011) oder Gillett
und Matthews (2010) vorgeschlagen wird. Die vorgeschlagenen Metriken unterscheiden sich
neben der unterschiedlichen Namensgebung auch in den etwas abweichenden Definitionen. In
dieser Arbeit wird die Definition und Bezeichnung von Schwartz und Kroo (2011) verwendet
bei der eine gemittelte Temperaturänderung über einen Zeithorizont H für beliebige zeitliche
Emissionsverläufe berechnet und als Average Temperature Response (ATR) bezeichnet wird:
AT R =
1
H
H∫
0
∆T (t)dt. (3.4)
Dabei ist ∆T (t) die Temperaturänderung zum Zeitpunkt t und H der gewählte Zeithorizont.
Das ATR hat gegenüber dem GWP den Vorteil, dass es einer wirklichen Temperaturänderung
entspricht (Tab. 3.1). Gegenüber dem GTP hat es den Vorteil, dass nicht nur ein bestimmter
Zeitpunkt betrachtet wird, sondern ein längerer Zeitraum, wodurch es weniger vom Zeitho-
rizont und dem angenommen zeitlichen Emissionsverlauf abhängt als das GTP (Abb. 3.3d).
Durch die Kombination der Vorteile des GWP und des GTP berücksichtigt das ATR sowohl die
thermische Trägheit des Klimasystems als auch die unterschiedlichen Klimasensitivitäten sowie
die Lebenszeit der unterschiedlichen Spurenstoffe. Neben der absoluten mittleren Temperatur-
änderung kann auch die mittlere Temperaturänderung relativ zu einer CO2-Emission berechnet
werden, wie es zum Beispiel in der Definition von Gillett und Matthews (2010) für das ’Mean
Global Temperature Potential’ (MGTP) gemacht wird.
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3.2.5 Sozioökonomische Metriken
Neben den bisher vorgestellten physikalischen Metriken, die den Einfluss einer Emission auf
physikalische Klimaparameter, wie Strahlungsgleichgewicht oder Temperatur berechnen, gibt
es auch sogenannte sozioökonomische Metriken, die die Kosten, die durch die Klimaänderun-
gen oder durch Vermeidungspolitik entstehen berücksichtigen. Diese können nach Fuglestvedt
et al. (2010) in zwei Gruppen aufgeteilt werden: einerseits die sogenannten ’Global Cost Po-
tentials’ (GCP), die versuchen die ökonomischen Kosten für das Erreichen eines bestimmten
Klimaziels (z. B. 2◦C Ziel) zu minimieren, und andererseits die sogenannten ’Global Damage
Potentials’ (GDP), die versuchen die Summe aus Vermeidungskosten und Schäden zu minimie-
ren. Allerdings ist es schwierig die Vermeidungskosten und vor allem die Schäden durch die
Klimawirkung zu monetarisieren, wodurch die Aussagen dieser sozioökonomische Metriken
sehr unsicher sind (Wuebbles et al., 2010). Aus diesem Grund werden die sozioökonomischen
Metriken in dieser Arbeit nicht weiter behandelt.
3.3 Klimafragen und die richtige Metrik
Wie in den vorigen Abschnitten gezeigt wurde, gibt es für den Vergleich der unterschiedlichen
Spurenstoffe des Luftverkehrs eine Reihe von Anforderungen und eine Vielzahl verschiedener
Metriken. Ähnlich wie bei dem Vergleich zwischen Äpfel und Birnen können je nach Fragestel-
lung verschiedene Metriken angewendet werden (Tol et al., 2008). Für den Spediteur wird zum
Beispiel das Gewicht oder das Volumen der Äpfel die entscheidende Metrik sein, während der
Händler den Vergleich über den Gewinn befürworten würde. Diese einfachen Beispiele zeigen
bereits, dass viele Metriken mit zum Teil unterschiedlichen Ergebnissen existieren, aber nicht
jede Metrik für alle Fragestellungen sinnvoll ist. Das Gleiche gilt auch für Metriken zum Ver-
gleich der Klimawirkung verschiedener Spurenstoffe. Zuerst müssen eine Fragestellung und der
Anwendungsbereich festgelegt werden und dann kann entschieden werden, welcher Emissions-
verlauf und welche Metrik für diese Fragestellung am geeignetsten ist (Fuglestvedt et al., 2010).
Für den zeitlichen Verlauf der Emissionen des Luftverkehrs kommen neben Pulsemissionen,
auch konstante Emissionen oder mit der Zeit veränderliche Emissionen (Szenarien), wie Zu-
nahme oder Abnahme durch ökonomische oder politische Einflüsse, in Betracht. Die Wahl des
zeitlichen Verlaufs muss hier an die Fragestellung angepasst werden. Für die Bewertung neu-
er Technologien ist es zum Beispiel sinnvoll, Emissionen über eine typische Lebenszeit dieser
Technologie zu bewerten, da man annehmen muss, dass zum Beispiel ein neues Flugzeug über
die gesamte typische Lebenszeit im Einsatz ist und emittiert (Boucher und Reddy, 2008). Will
man hingegen bewerten, welchen Einfluss eine Verringerung der Betriebszeit von älteren Flug-
zeugen um ein Jahr auf das Klima hat, ist eine Pulsemission zu bevorzugen (Boucher und Red-
dy, 2008), da angenommen werden kann, dass sich die Emissionen nur in einem einzelnen Jahr
ändern, weil das neue Flugzeug ohne diese Vorgabe ein Jahr später eingeführt worden wäre.
Weiterhin stellt sich die Frage, welche spezielle Metrik und welcher Zeithorizont verwendet
werden soll, da sich je nach gewähltem Zeithorizont, die Wichtung zwischen kurz- und langle-
bigen Spurenstoffen ändert. Auch der Zeithorizont muss an die Fragestellung angepasst werden.
Dies beinhaltet aber eine Wertung zwischen heutigen Änderungen (kurzer Zeithorizont) und
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Änderungen in den nächsten Generationen (langer Zeithorizont) und kann daher nicht durch
reine physikalische Erörterung gelöst werden.
Im Folgenden werden für verschiedene Fragestellung passende Metriken und Emissionsverläufe
aufgezeigt:
Wie hat der Luftverkehr das Klima bis heute beeinflusst? Als Emissionsverlauf für die
Berechnung der Klimawirkung muss der zeitliche Verlauf der realen Luftverkehrsemissionen
verwendet werden, da deren Wirkung bewertet werden soll. Die passenden Metriken sind der
Strahlungsantrieb (RF) und das Absolut Global Temperature Potential (AGTP), also die Tem-
peraturänderung (∆T ), zur heutigen Zeit, da diese die Wirkung zu einem bestimmten Zeitpunkt
beschreiben und die Lebenszeit der früheren Emissionen berücksichtigen.
Trägt eine bestimmte Maßnahme zum Erreichen des 2◦C-Ziels bei? Das 2◦C-Ziel wurde als
politisches Ziel im Sinne eines Grenzwerte definiert, bei dem die Schäden der Klimaänderung
noch wirtschaftlich und ökologisch zu verkraften sein sollen (EU, 2008). Soll nun untersucht
werden, ob eine bestimmte politische Vorgabe (z. B. Verringerung des spezifischen Treibstoff-
verbrauchs) dazu beitragen kann, das 2◦C-Ziel im Jahr 2050 oder 2100 zu erreichen, sind das
Global Temperature Potential bzw. das Absolute Global Temperature Potential mit einem Zeit-
horizont von 40 oder 90 Jahren ideal, weil sie einen direkten Bezug zur Temperatur liefern.
Da das GWP und das RF keinen direkten Zusammenhang mit der Temperaturänderung zeigen,
können sie nicht für das 2◦C-Ziel verwendet werden. Für den Emissionsverlauf sollte ein Sze-
nario verwendet werden, da die Luftverkehrsemissionen durch politische Vorgaben über einen
längeren Zeitraum verändert werden.
Klimabewertung neuer Technologien. Zur Klimabewertung neuer Technologien ist die Ver-
wendung der gemittelten Temperaturänderung (ATR) sinnvoll, da diese weniger vom gewählten
Zeithorizont abhängig ist und einen Klimaeinfluss zu Beginn des betrachteten Zeithorizonts ge-
nauso berücksichtigt wie zum Ende des Zeithorizontes. Zudem hat es einen direkten Bezug zur
verursachten Temperaturänderung. Als zeitlicher Verlauf sollte, wie oben erläutert die typische
Lebenszeit der Technologie (z. B. 32 Jahre für einen Airbus A330) verwendet werden.
Klimawirkung im Sinne des Kyotoprotokolls. Das Kyotoprotokoll ist ein internationaler Ver-
trag zur Verringerung von Treibhausgasen. Dabei wurde vereinbart, die Emission verschiedener
Treibhausgase um mindestens 5% unter die Emissionen von 1990 zu reduzieren. Da die ein-
zelnen Treibhausgase unterschiedliche Lebenszeiten und Klimawirkungen haben, aber dennoch
möglichst einfach eine Vielzahl verschiedener Emissionen betrachtet werden sollen, werden alle
Emissionen in Kohlendioxidäquivalente umgerechnet. Dazu wird das Global Warming Potenti-
al einer Pulsemission mit einem Zeithorizont von 100 Jahren verwendet. Eine andere mögliche
Metrik wäre auch das ATR relativ zu dem einer CO2-Emission. Weniger geeignet ist hinge-
gen die Verwendung des RF oder des GTP, da durch die Wahl des verwendeten Zeithorizontes
bereits eine starke Wichtung zwischen kurz- und langlebigen Spezies stattfinden würde.
Neben der Wahl der Metrik, dem Zeithorizont, und dem gewählten Emissionsverlauf müssen
noch zwei weitere Entscheidungen getroffen werden. So stellt sich erstens die Frage, wie mit
kühlenden Wirkungen, zum Beispiel der Methanreduktion, umgegangen wird. Global betrach-
tet heben sich Teile der Wirkung von NOx-Emissionen dadurch auf, dass der wärmende Ein-
fluss, durch Ozonerhöhung, durch den kühlenden Einfluss, durch den Methanabbau, kompen-
siert wird. Allerdings wirkt die Erwärmung durch Ozon nur in der Nordhemisphäre, in der
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Frage
Emissionsverlauf Metrik
Szenario Pulse RF GWP GTP ATR
Heutiger Luftverkehr • • •
2◦C-Ziel • •
Technologiebewertung • •
Kyoto-Protokoll • • •
Tabelle 3.2: Zusammenfassung passender Metriken für verschiedene Fragestellungen. Die ab-
soluten und relativen Metriken sind jeweils zusammengefasst.
am meisten emittiert wird, während die Kühlung durch Methan auch in der Südhemisphäre
stattfindet, da sich Methan durch die längere Lebenszeit auch in die Südhemisphäre ausbrei-
ten kann (Fuglestvedt et al., 2010). Bisher gibt es aber noch keine etablierten Vorschläge wie
dies in Metriken berücksichtigt werden kann. Zweitens muss für die Hintergrundkonzentration
verschiedener Spurenstoffe (z. B. Kohlendioxid und Methan) eine Annahme getroffen werden,
da, wie in Kap. 2 beschrieben wurde, die Klimawirkung von der entsprechenden Hintergrund-
konzentration abhängt. Diese Hintergrundkonzentrationen hängen vor allem von der zukünfti-
gen Entwicklung anderer Sektoren wie Industrie oder bodengebundenen Verkehr ab. Mögliche
Entwicklungen der Hintergrundkonzentration, sogenannte RCPs (Representative Concentration
Pathways), sind im IPCC zu finden (Nakicenovic et al., 2000).
3.4 Metriken zur Klimabewertung verschiedener Flugzeug-
technologien
Der vorangegangene Überblick zeigt, dass je nach Fragestellung zur Klimawirkung verschie-
dene Metriken existieren, die gewisse Vor- und Nachteile beinhaltet. Im Rahmen dieser Ar-
beit wird bei der Erweiterung des Modells AirClim entsprechend sowohl die Integration un-
terschiedlicher Emissionsverläufe und Hintergrundkonzentrationen als auch die Auswahl der
unterschiedlichen Metriken ermöglicht (RF, GWP, GTP, ATR). Für die im Rahmen dieser Ar-
beit durchgeführten Bewertungen wird die jeweils geeignete Metrik ausgewählt.
Die im Rahmen dieser Arbeit durchgeführte Klimabewertung verschiedener Betriebspunkte
(Kap. 9) dient als erster Schritt, um ein Flugzeug durch Designänderungen klimaoptimiert
zu gestalten. Aus diesem Grund wird bei der Wahl der Metrik von einer Bewertung ver-
schiedener Flugzeugtechnologien ausgegangen. Für die Bewertung verschiedener Flugzeug-
technologien wird als zeitlicher Verlauf der Luftverkehrsemissionen eine konstante Emission
von der Einführung des Flugzeuges über eine typische Lebenszeit von 32 Jahren verwendet
(CAEP, 2008). Nach diesen 32 Jahren wird angenommen, dass das Flugzeug außer Betrieb ge-
nommen wird und deshalb nicht weiter emittiert (Abb. 3.5a). Da die Klimawirkung nicht zu
einem bestimmten Zeitpunkt von Interesse ist, sondern die Wirkung über eine längere Zeitspan-
ne, wird die gemittelte Temperaturänderung (ATR) mit einem Zeithorizont von 100 Jahren ver-
wendet. Auch WMO (1992) und Lelieveld et al. (1998) sprechen sich für die Verwendung eines
Zeithorizontes von 100 Jahren aus. Vorteil dieses Zeithorizontes ist vor allem, dass die CO2-
Konzentrationsänderung einer Pulsemission nach 100 Jahren bereits großteils abgebaut ist. In
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Abbildung 3.5: Schematische Darstellung des für die Klimabewertung neuer Flugzeugtechno-
logien verwendeten Emissionsverlaufs (a) und daraus resultierende Temperaturänderung durch
Kohlendioxid und Ozon (b).
Abb. 3.5b ist der zeitliche Verlauf der Temperaturänderung für Kohlendioxid und Ozon sche-
matisch dargestellt. Die mittlere Fläche unter den Kurven stellt das ATR dar. Für den zeitlichen
Verlauf der Hintergrundkonzentration von Kohlendioxid und Methan wird das A1B Szenario
des IPCC verwendet, das von einer ökonomisch ausgerichteten Welt und einer ausgewogenen
Nutzung von fossilen und regenerativen Energien ausgeht (Nakicenovic et al., 2000).
Für den Vergleich der verschiedenen Kataster zur Abschätzung verschiedener Unsicherheiten
(Kap. 7) wird das ATR mit einem Zeithorizont von 100 Jahren verwendet, um konsistent mit
dem Anwendungsbeispiel zu bleiben. Zum Vergleich der Klimawirkung verschiedener Kataster
des heutigen Luftverkehrs wäre ansonsten eine Endpunktmetrik wie RF oder GTP zu verwen-
den. Allerdings wird als zeitlicher Verlauf für die Emissionen bis 2005 der zeitliche Verlauf
der verkauften Treibstoffmenge (Lee et al., 2009) und bis 2100 das Fa1 Szenarios verwendet
(IPCC, 1999), da die verschiedenen Kataster den gesamten Luftverkehr darstellen sollen.
Im Gegensatz dazu wird für die Untersuchung der Anwendbarkeit von eindimensionalen Kli-
mafunktionen (Kap. 8) als Metrik der Strahlungsantrieb verwendet, um mit den Studien von
Köhler et al. (2008) und Rädel und Shine (2008) konsistent zu sein. Als zeitlicher Emissions-
verlauf wird entsprechend Köhler et al. (2008) eine konstante Emission von 1995 bis 2002
verwendet.
Kapitel 4
Das Klima-Response-Modell AirClim
Für die Berechnung der Klimawirkung verschiedener Maßnahmen zur Klimaoptimierung des
Luftverkehrs wird in dieser Arbeit das Klima-Response-Modell AirClim verwendet. In die-
sem Kapitel werden die Grundlagen des Response-Modells und die Basisversion des Modells
(AirClim 1.0) beschrieben.
4.1 Prinzip eines Klima-Response-Modells
Die Klimawirkung einer Emission kann im Detail mit einem komplexen dreidimensionalen
Klima-Chemie-Modell analysiert und quantifiziert werden, bei dem alle atmosphärischen Pro-
zesse berücksichtigt werden. Da dies sehr rechenzeitintensiv ist, ist es für bestimmte Anwen-
dungen notwendig die Klimawirkung mit einem vereinfachten Modell, z. B. einem Klima-
Response-Modell zu berechnen. Im Gegensatz zum Klima-Chemie-Modell, das alle Prozesse
beinhaltet, wird in einem Response-Modell nur die Wirkung der Emission auf den Strahlungs-
antrieb und die Temperatur abgebildet, wobei die einzelnen Prozesse nicht mehr untersucht
werden. In Kap. 1 wurde das Klima-Response-Modell AirClim bereits kurz vorgestellt, mit
dem im Rahmen dieser Arbeit der globale Klimaeinfluss von Flugzeugemissionen berechnet
wird. Entwickelt wurde das Modell von Grewe und Stenke (2008) und basiert auf Rechnungen
mit dem Klima-Chemie-Modell ECHAM4.L39(DLR)/CHEM (siehe Anhang A). Die Grundla-
ge des Modells ist das lineare Response-Modell von Sausen und Schumann (2000). Allerdings
besitzt AirClim im Gegensatz zu Sausen und Schumann (2000) eine Höhen- und Breitenabhän-
gigkeit der Klimawirkung, die aus einem Klima-Chemie-Modell extrahiert wurde. Des Weite-
ren werden neben Kohlendioxid und Ozon auch die Wirkung von Methan, Wasserdampf und
linienförmigen Kondensstreifen berücksichtigt.
Grundsätzlich besteht AirClim aus zwei verschiedenen Teilen, einerseits einer Linearkombi-
nation und andererseits dem linearen Response (Abb. 4.1). Bei der Linearkombination werden
die Emissionen des Luftverkehrs mit Hilfe von Responsefunktionen auf Konzentrationsände-
rungen und Strahlungsantriebe abgebildet. Die hierbei benötigten Responsefunktionen werden
mit Hilfe von speziellen Klima-Chemie-Simulationen erzeugt, bei denen die Änderungen der
Wasserdampf- und Ozonkonzentration sowie Änderung der Kondensstreifenbedeckung und der
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Abbildung 4.1: Schematische Darstellung der Funktionsweise von AirClim.
Methanlebenszeit und der damit verbundene Strahlungsantrieb für eine idealisierte Emission
in vorgegebenen Regionen (siehe Abb. 4.2) quantifiziert werden. Dieser Zusammenhang wird
im Folgenden Emissions-Response-Funktionen (ERF) genannt. In AirClim werden diese dann
linear mit den höhen- und breitenabhängigen Emissionen kombiniert. Der Vorteil dieser Berech-
nungsmethode ist, dass sie sehr effizient die Klimawirkung verschiedener Emissionsszenarien
berechnet, da die sehr rechenzeitintensiven Klima-Chemie-Simulationen nur einmal durchge-
führt werden müssen und dann beliebig oft verwendet werden können. Der zweite Teil, der
lineare Response, entspricht dem Vorgehen in Sausen und Schumann (2000). Dabei werden die
für einen bestimmten Zeitpunkt mit der Linearkombination oder einem komplexen Klimamo-
dell berechneten Störungen von Wasserdampf, Ozon, Kondensstreifen, Methanlebenszeit und
der damit verbundene Strahlungsantrieb durch Luftverkehrsemissionen verwendet und damit
die zeitliche Entwicklung des Strahlungsantriebes (RF) und der bodennahen Temperaturände-
rung (∆T) entsprechend eines vorgegebenen Emissionsverlaufs berechnet.
4.2 AirClim 1.0
4.2.1 Atmosphärische Emissions-Response-Funktionen
Für die Basisversion AirClim 1.0 mussten zunächst eine Reihe von idealisierten Szenarien
mit einem Klima-Chemie-Modell berechnet werden, um die Konzentrationsänderungen und
den Strahlungsantrieb berechnen zu können. Da die Regionen der idealisierten Emissionen
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Tabelle 4.1: Normierte Emissionen (Mischungsverhältnis pro Zeit) der idealisierten Szenarien.
Treibstoff NOx H2O Entfernung
10−13 kgkg−1s−1 10−16 kgkg−1s−1 10−13 kgkg−1s−1 10−14 kmkg−1s−1
1.8 1.0 4.5 1.25
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Abbildung 4.2: Position der Emissionsregionen für die idealisierten Szenarien für (a) Über-
schallverkehr und (b) Unterschallverkehr. Farbig hinterlegt sind AERO2k Flugzeugemissionen
in kg/s.
vom Anwendungsbereich des Modells abhängen, wurden zuerst für den Luftverkehr relevan-
te Regionen definiert, für die die atmosphärischen Reaktionen auf eine idealisierte Emission
berechnet wurden (Emissions-Response-Funktion). Die ursprüngliche Version die in Grewe
und Stenke (2008) beschrieben ist (AirClim 1.0), war für Überschallverkehr ausgelegt und
weist aus diesem Grund die Boxen der idealisierten Emissionen in großen Höhen auf (siehe
Abb. 4.2a). Um AirClim für Unterschallverkehr anzupassen, wurden die Emissions-Response-
Funktionen zusätzlich für Boxen berechnet, die repräsentativer für den Unterschallverkehr sind
(siehe Abb. 4.2b, Fichter (2009)).
Für jede der vordefinierten Regionen wurde im vorgegebenen Druck- und Breitenbereich eine
normierte Menge Treibstoff, NOx und Wasserdampf emittiert und eine normierte Strecke zu-
rückgelegt (siehe Tabelle 4.1). Diese idealisierte Emission ist normiert auf Massenmischungs-
verhältnis pro Zeit und wird zonal homogen in der Box emittiert. Für jede dieser idealisier-
ten Emissionsregionen wurde eine Klima-Chemie-Simulation durchgeführt, in der diese Emis-
sionen zusätzlich zum Hintergrundluftverkehr (Base Case) emittiert wurden. Die daraus resul-
tierende Änderung der entsprechenden Konzentrationen und der Strahlungsantrieb im Vergleich
zur Base-Case-Simulation werden in AirClim als Emissions-Response-Funktionen verwendet.
Zusätzlich wird auch die Änderung in der Lebenszeit von Methan durch die Änderung der
OH-Konzentration abgeleitet. Die aktuell verwendeten Daten wurden mit einem gekoppelten
Klima-Chemie-Modell (ECHAM4.L39(DLR)/CHEM-ATTILA) berechnet (siehe Anhang A).
In AirClim ist es auch möglich, die Eingangsdaten aus anderen Modellversionen oder anderen
Klima-Chemie-Modellen zu verwenden.
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Tabelle 4.2: Koeffizienten der Greenfunktion zur Berechnung der CO2-Konzentration. Nach
Hasselmann et al. (1997).
j 1 2 3 4 5
α j 0.142 0.241 0.323 0.206 0.088
τ j [a] ∞ 313.8 79.8 18.8 1.7
4.2.2 Konzentrationsänderung der strahlungsrelevanten Spurenstoffe
Durch die lange Lebenszeit von CO2 wird es homogen in der Atmosphäre verteilt und weist
dadurch keine Höhen- oder Breitenabhängigkeit mehr auf. Der zeitliche Verlauf der globalen
CO2-Konzentrationsänderung (∆CCO2) wird wie in Sausen und Schumann (2000) über eine
Responsefunktion mit fünf unterschiedlichen Lebenszeiten berechnet, die die unterschiedlichen
Abbauprozesse von CO2 abbilden:
∆CCO2(t) =
t∫
t0
GC(t− t ′)E(t ′)dt ′. (4.1)
Dabei ist E(t) der zeitliche Verlauf der CO2-Emission umgerechnet in Volumenmischungsver-
hältnis pro Jahr und
GC(t) =
5
∑
j=0
α je−t/τ j (4.2)
eine Greenfunktion mit Parametern aus Tabelle 4.2 (Hasselmann et al., 1997). Die Parame-
ter dieser Greenfunktion sind so gewählt, dass die Greenfunktion den Verlauf der Konzentra-
tionsänderung annähert, der mit einem Kohlenstoff-Kreislauf-Modell simuliert wurde (Maier-
Reimer und Hasselmann, 1987).
Im Gegensatz zu Kohlendioxid hängen die Konzentrationsänderungen von Ozon und Wasser-
dampf sowie die Verteilung der linienförmigen Kondensstreifen vom Emissionsort ab. Aus die-
sem Grund erfolgt deren Berechnung über Emissions-Response-Funktionen. Für den Zeitpunkt
(tnorm), zu dem die Emissionen vorliegen, werden für Ozon, Wasserdampf und linienförmige
Kondensstreifen globale Konzentrationsänderungen (∆Cspec) berechnet. Für jeden Flugpunkt
werden zunächst die vier umliegenden idealisierten Emissionsregionen gesucht und die Wich-
tungsfaktoren εk(t) entsprechend dem jeweiligen Abstand des Emissionsortes zur idealisierten
Emissionsregion berechnet, um zwischen den Emissionsregionen zu interpolieren. Dabei gilt
∑4k=1 εk(t) = 1. Anschließend wird die Konzentrationsänderung berechnet, indem die Emissi-
on an diesem Flugpunkt mit der, zwischen den umliegenden Emissionsregionen interpolierten,
globale Konzentrationsänderung des idealisierten Szenarios (Emissions-Response-Funktionen)
multipliziert wird und über die Zeit integriert wird, in der die Emission stattfindet (Grewe und
Stenke, 2008):
∆Cspec =
1
T
T∫
0
Espec(x, t)
X
4
∑
k=1
εk(t)∆C
spec
id (ik, jk)
M(ik, jk)
dt. (4.3)
Dabei ist Espec(x, t) die Emission pro Sekunde an einem Flugpunkt x und X die idealisier-
te Emission als Massenmischungsverhältnis pro Zeit entsprechend Tab. 4.1. ∆Cspecid (ik, jk)
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ist die Konzentrationsänderung der idealisierten Emission in Massenmischungsverhältnis und
M(ik, jk) die Masse der idealisierten Emissionsregion in kg. Die Gesamtänderung der Konzen-
tration zum Zeitpunkt tnorm ergibt sich als Summe der Konzentrationsänderungen der einzelnen
Flugpunkte.
Der zeitliche Verlauf der globalen Konzentrationsänderung (∆Cspec) berechnet sich für sehr
kurzlebige Spezies, wie linienförmige Kondensstreifen, entsprechend des zeitlichen Verlaufs
des Treibstoffverbrauchs. Für Spezies mit etwas längerer Lebensdauer, wie z. B. Ozon und
Wasserdampf, wird der zeitliche Verlauf über eine lineare Differenzialgleichung berechnet:
d
dt
∆CSpec = P(t)− τ−1Spec∆CSpec. (4.4)
Dabei ist τSpec die Lebenszeit der einzelnen Spezies, die aus den idealisierten Szenarien be-
rechnet wurde und P(t) ein Produktionsterm, der proportional zum Emissionsverlauf (E(t)) der
entsprechenden Emission (CO2 für H2O und NOx für O3) verläuft: P(t)=sE(t). Der Faktor s ist
so gewählt, dass die Lösung der Differenzialgleichung zum Zeitpunkt tnorm+τspec mit der Kon-
zentrationsänderung aus (4.3) übereinstimmt. Anstelle von tnorm wird der Zeitpunkt tnorm+τspec
verwendet, da die Konzentrationsänderung für einen Gleichgewichtszustand berechnet wurde,
der sich erst nach einer gewissen Zeit einstellt.
Für Methan wird eine alternative Berechnungsmethode verwendet, da dessen Lebenszeit deut-
lich länger als die Modellsimulationsdauer von drei Jahren ist. Der zeitliche Verlauf der
Methankonzentrationsänderung wird über die Differenz zweier linearer Differentialgleichun-
gen berechnet, einmal für die Hintergrundkonzentration (CCH40 ) und einmal für die Störung
(CCH4 = CCH40 +∆C
CH4):
d
dt
CCH40 = P(t)−
1
τCH4
CCH40 (4.5)
d
dt
CCH4 = P(t)− 1
τCH4(1+δ )
CCH4. (4.6)
Dabei ist τCH4 die Lebenszeit einer Methanstörung (12 Jahre, Perturbation Lifetime), δ die re-
lative Änderung der Lebenszeit aufgrund der Änderung der OH-Konzentration durch die NOx-
Emission (Kap. 2.3.3) und P(t) ein Produktionsterm. Die relative Änderung der Lebenszeit δ
berechnet sich über die Multiplikation der idealisierten Szenarien und der NOx-Emissionen
entsprechend Gleichung (4.3). Beide Gleichungen haben den gleichen Produktionsterm, unter-
scheiden sich aber in der Lebenszeit. Daraus ergibt sich für den zeitlichen Verlauf der Methan-
konzentrationsänderung Folgendes:
d
dt
∆CCH4 =
δ
1+δ
τ−1CH4C
CH4
0 −
1
1+δ
τ−1CH4∆C
CH4. (4.7)
4.2.3 Berechnung des Strahlungsantriebes
Der Strahlungsantrieb von CO2 wird entsprechend Ramaswamy et al. (2001) über den Loga-
rithmus der Konzentrationsänderung berechnet und basiert auf Rechnungen mit einem Strah-
lungstransfermodell:
RF(t) = αCO2 ln
CCO2(t)
CCO20 (t)
, (4.8)
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Spezies CO2 H2O O3 CH4 Kondensstreifen
λ [KW−1m2] 0.73 0.83 1.0 0.86 0.43
reff 1.00 1.14 1.37 1.18 0.59
Tabelle 4.3: Verwendete Klimasensitivitätsparameter λ [K/(Wm2)] und efficacies reff (Ponater
et al., 2006).
wobei αCO2=5.35 Wm−2 ist. C
CO2
0 (t) ist dabei die Hintergrundkonzentration und C
CO2(t) die
Gesamtkonzentration des Störungsexperimentes zum Zeitpunkt t (CCO2 = CCO20 +∆C
CO2).
Der Strahlungsantrieb von CH4 wird entsprechend Ramaswamy et al. (2001) als Funktion der
Konzentrationsänderung berechnet:
RF(t) = αCH4(
√
M−
√
M0)− ( f (M,N)− f (M0,N)), (4.9)
wobei αCH4=0.036 Wm−2 ist. M=CCH4(t), M0=C
CH4
0 (t), N=C
NO2 sind die Massenmischungsver-
hältnisse in ppb und
f (M,N) = 0.47ln[1+2.01 ·10−5(MN)0.75 +5.31 ·10−15M(MN)1.52]. (4.10)
Der Strahlungsantrieb von Ozon, Wasserdampf und den linienförmigen Kondensstreifen be-
rechnet sich als Multiplikation des Strahlungsantriebes des idealisierten Szenarios und der Kon-
zentrationsänderung nach Gleichung 4.3. Der zeitliche Verlauf des Strahlungsantriebes wird
entsprechend dem zeitlichen Verlauf der Konzentrationsänderung berechnet.
4.2.4 Temperaturänderung als Klimawirkungsindikator
Die Berechnung der Temperaturänderung durch den Luftverkehr wird entsprechend dem Ansatz
von Sausen und Schumann (2000) berechnet und basiert auf der Annäherung an Ergebnisse
einer Simulation mit einem globalen Klimamodell (Cubasch et al., 1992):
∆Tspec(t) =
t∫
t0
G(t− t ′)RF∗spec(t ′)dt ′, (4.11)
wobei
G(t) = αe−
t
τ , (4.12)
eine Greenfunktion mit α=2.246K36.8a , τ=36.8 a ist und
RF∗spec(t) =
RFspec(t)
RFCO2
· rspece f f (4.13)
ein auf eine CO2-Verdoppelung normierter Strahlungsantrieb. r
spec
eff (efficacy) ist die Klimasen-
sitivität einer Spezies (λspec) relativ zu der von CO2. Der Klimasensitivitätsparameter λ gibt an,
wie stark das Klima auf eine normierte Störung reagiert (siehe Tabelle 4.3).
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4.2.5 Berücksichtigung der Unsicherheiten
Die mit Hilfe des Klima-Chemie-Modells berechneten Emissions-Response-Funktionen weisen
eine Unsicherheit auf. Hauptgründe hierfür sind ein teilweise noch ungenügendes Prozessver-
ständnis (z. B. Kondensstreifen-Zirrus) und modellhaft vereinfachte Abbildung von Prozessen.
Der Fortschritt im Bereich der Klimamodellierung und der Computerleistung führt dazu, dass
diese Unsicherheiten in der Klimamodellierung immer geringer werden. Dennoch gibt es einige
Prozesse in der Atmosphäre, die nur zum Teil oder überhaupt nicht bekannt sind. Aus diesem
Grund unterscheiden sich auch die Ergebnisse verschiedener Modelle. Um die Modellabhän-
gigkeit der Ergebnisse zu verringern, werden Unsicherheitsbereiche aus anderen Modellstudien
mit einbezogen. In AirClim 1.0 werden diese Unsicherheiten berücksichtigt indem für die Le-
benszeit (τ , Gleichung (4.4) und (4.7)), den Strahlungsantrieb (RF, Gleichung (4.8) und (4.9))
und die Klimasensitivität (λ , Gleichung 4.13) jeder Spezies ein Unsicherheitsbereich ange-
nommen wird (Tab. 6.1). Hierfür wird neben der mittleren Temperaturänderung, die aus den
Emissions-Response-Funktionen berechnet wird, auch eine minimale und maximale Tempera-
turänderung berechnet, die für jeden der drei Bereiche den minimalen bzw. maximalen Bereich
abdeckt. Im Rahmen dieser Arbeit werden für den Unsicherheitsbereich Werte verwendet, die
in der relevanten wissenschaftlichen Literatur angegeben werden (Grewe und Stenke, 2008; Lee
et al., 2009).
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Kapitel 5
Erweiterungen des
Klima-Response-Modells (AirClim 2.0)
Um eine Bewertung verschiedener Maßnahmen zur Klimaoptimierung des Luftverkehrs durch-
führen zu können, wurde AirClim im Rahmen meiner Arbeit um verschiedene Funktionen zu
AirClim 2.0 erweitert. Die neue Version AirClim 2.0 ist jetzt in der Lage für den zeitlichen Ver-
lauf der Emissionen des Luftverkehrs sowie für den Verlauf der Hintergrundkonzentration von
CO2 und CH4 verschiedene Szenarien gleichzeitig zu berechnen und als Unsicherheitsparame-
ter zu verwenden (vgl. Kap. 6). In AirClim 2.0 kann neben dem Vergleich zweier Technolo-
gieoptionen auch die absolute Klimawirkung z. B. eines einzelnen Flugzeuges oder einer Rou-
tenoption berechnet werden. Außerdem ist AirClim 2.0 nun in der Lage neben CO2, H2O, O3,
CH4 und linienförmigen Kondensstreifen auch die Klimawirkung des langanhaltenden Ozonab-
baus (Opm3 ) und der Kondensstreifen-Zirren zu berücksichtigen. Diese Erweiterungen werden
im Folgenden einzeln erläutert. Anschließend wird gezeigt, inwieweit AirClim die Klimawir-
kung reproduziert, die mit komplexeren Klimamodellen berechnet wurden.
5.1 Erweiterungen
5.1.1 Variables Emissionsszenario
Um die Klimawirkung des Luftverkehrs zu berechnen, muss, wie in Kap. 3 gezeigt wurde, je
nach Anwendungsbereich der atmosphärische Response für z. B. die nächsten 100 Jahre berech-
net und analysiert werden. Dafür muss für diesen Zeitraum eine Annahme über den Verlauf der
Luftverkehrsemissionen getroffen werden. Für die zukünftige Entwicklung des Luftverkehrs
werden im IPCC verschiedene mögliche Szenarien dargestellt. In der ursprünglichen Version,
AirClim 1.0, wurde ein festes Szenario angenommen, in dem ein Flugzeug im Jahr 2015 in Be-
trieb gestellt wird und sich bis 2050 eine vollständige Flotte entwickelt, die sich in ihrer Größe
bis 2100 nicht verändert. Dies entspricht daher konstanten Emissionen ab 2050. Um den Ein-
fluss verschiedener Szenarien der zeitlichen Entwicklung des Luftverkehrs zu untersuchen und
um Metriken berechnen zu können, die nur für Pulsemissionen, also einer Emission während
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eines einzelnen Jahres, definiert sind, habe ich das Klima-Response-Modell AirClim so ange-
passt, dass verschiedene Emissionsszenarien berechnet werden können. In AirClim 2.0 können
nun neben konstanten Emissionen ab 2050 auch weiter steigende aber auch sinkende Emis-
sionen berechnen werden. Um die Unsicherheiten in der zukünftigen Entwicklung zu berück-
sichtigen, können verschiedene Emissionsszenarien gleichzeitig verwendet werden, wodurch
der Einfluss unterschiedlicher Emissionsverläufe auf die Bewertung verschiedener Maßnahmen
zur Klimaoptimierung des Luftverkehrs untersucht werden kann.
5.1.2 Variables Hintergrundszenario
Der von einer Emission verursachte Strahlungsantrieb und die damit verbundene Tempera-
turänderung hängen neben der Emission auch von den Hintergrundbedingungen ab, die sich
mit der Zeit ändern können. Wie in Kap. 2 beschrieben wurde, beeinflussen diese einerseits
die Konzentrationsänderung und andererseits durch Sättigungseffekte auch den spezifischen
Strahlungsantrieb (Strahlungsantrieb pro Konzentrationsänderung). So ist die Klimawirkung
des Luftverkehrs nicht alleine von der Entwicklung des Luftverkehrs selbst abhängig, son-
dern hängt auch von der bereits vorhandenen Hintergrundkonzentration der einzelnen Spezies
ab, welche wiederum von der zeitlichen Entwicklung der anderen Sektoren (z. B. Industrie,
Verkehr, Landwirtschaft) beeinflusst werden. Entsprechend müssen auch hierfür verschiede-
ne Hintergrundszenarien angenommen werden. Für die Konzentration von Kohlendioxid und
Methan wurde in AirClim 1.0 bisher ein festes Hintergrundszenario angenommen. Um die Un-
sicherheiten in der zukünftigen Entwicklung zu berücksichtigen, wurde AirClim im Rahmen
dieser Arbeit erweitert, sodass in AirClim 2.0 verschiedene IPCC Hintergrundszenarien für die
Kohlendioxid- und Methankonzentration gleichzeitig verwendet werden können. Dadurch kön-
nen der Einfluss einer sich ändernden Hintergrundkonzentration auf die Klimawirkung des Luft-
verkehrs und die Bewertung verschiedener Optimierungsmaßnahmen untersucht werden. Auch
für Kondensstreifen-Zirren wird die Abhängigkeit der Klimawirkung vom bereits existierenden
Luftverkehr berücksichtigt (siehe Kap. 5.1.5) und die zeitliche Änderung des Hintergrundsze-
narios kann variabel gewählt werden.
Wie in Kap. 2 beschrieben wurde, wird auch die Klimawirkung der Ozonerhöhung von der
Hintergrundkonzentration von Stickoxiden und Ozon beeinflusst. Der Einfluss der Sättigungs-
effekte von Ozon ist für den Luftverkehr gering und wird daher in AirClim nicht berücksichtigt.
5.1.3 Absolute Klimawirkung
Bisher wurden in AirClim 1.0 mindestens zwei verschiedene Emissionsszenarien benötigt, ein
Basisszenario und ein Störungsszenario. Die Klimawirkung wurde dann als Differenz zum Ba-
sisszenario angegeben. Der Grund dafür, dass die Temperaturänderung des Basisszenarios nicht
direkt berechnet wurde, ist, dass diese sehr stark von den getroffenen Annahmen bezüglich
Emissionsszenario, Hintergrundszenario und den Unsicherheiten der Lebenszeit (τ), des Strah-
lungsantriebes (RF) und der Klimasensitivität (λ ) abhängt. Für Vergleiche mit anderen Studien
oder den Vergleich verschiedener Strecken oder Bereiche ist es notwendig, auch den Strahlungs-
antrieb und die Temperaturänderung des Basisszenarios zu kennen. Um dies zu ermöglichen,
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wurde das Klima-Response-Modell AirClim so angepasst, dass neben der Differenz zwischen
Störungsszenario und Basisszenario nach Wahl der entsprechenden Hintergrund- und Luftver-
kehrsszenarien auch die absolute Klimawirkung eines einzelnen Szenarios berechnet werden
kann.
5.1.4 Langanhaltender Ozonabbau
In AirClim 1.0 wurden bei der Wirkung von NOx-Emissionen die Zunahme der Ozon- und die
Abnahme der Methankonzentration berücksichtigt. Zusätzlich verursacht die sinkende Methan-
konzentration wiederum eine sinkende Ozonkonzentration, den sogenannten „primary mode
ozone“ (Opm3 , siehe Kapitel 2.3). Dieser Effekt wird in AirClim 2.0 nun zusätzlich berück-
sichtigt. Da dieser Effekt sehr langlebig ist, kann er durch die Simulationsdauer des Klima-
Chemie-Modells für die idealisierten Simulationen nicht direkt für die Implementierung extra-
hiert werden, sondern wird parametrisiert. Hierzu wurden zwei verschiedene Simulationen mit
konstanten Emissionen und einer Simulationsdauer von drei Jahren ausgewertet. Einmal eine
Simulation ohne Luftverkehr und einmal mit Luftverkehr. Die Differenz beider Simulationen
ergibt die durch den Luftverkehr verursachte Änderung der Ozonkonzentration (Onet3 ) und der
Methanlebenszeit. Aus der Änderung der Methanlebenszeit wird der Strahlungsantrieb von Me-
than (RF(CH4)) berechnet. Für den kurzlebigen Ozoneffekt (Os3) wird angenommen, dass Ozon
bei konstanten Emissionen bereits im zweiten Jahr eine konstante Konzentration und damit
einen konstanten Strahlungsantrieb erreicht (siehe Abb. 5.1). Für den langanhaltenden Ozonab-
bau (Opm3 ) wird angenommen, dass er die gleiche zeitliche Entwicklung wie die Änderung der
Methankonzentration aufweist und sich damit mit der Zeit verstärkt. Sowohl für Ozon als auch
für Methan wird der Strahlungsantrieb mit den Gleichungen aus Kap. 4.2 berechnet. Daraus
wird ein Wichtungsfaktor β :
β =
RF(Opm3 )
RF(CH4)
, (5.1)
berechnet für den Folgendes gilt:
RF(Onet3 ) = RF(O
s
3)+β ·RF(CH4). (5.2)
Mit Hilfe der mit dem Klimamodell bzw. AirClim berechneten Strahlungsantriebe von Onet3 , O
s
3
und CH4 ergibt sich für das Verhältnis aus langanhaltendem Ozonabbau und Methan ein Wert
von β =0.29. Dieser Wert ist deutlich geringer als der von Köhler et al. (2008), die 0.58 für
eben dieses Verhältnis berechnet haben, liegt aber im Bereich von anderen Simulationen, wie
z. B. 0.23 von Stevenson et al. (2004), 0.47 von Wild et al. (2001) oder 0.42 von Hoor et al.
(2009).
5.1.5 Kondensstreifen-Zirrus
In AirClim 1.0 wurde nur der Effekt von linienförmigen Kondensstreifen berücksichtigt. Im
Rahmen dieser Arbeit wurde basierend auf Burkhardt und Kärcher (2011) eine Parametrisie-
rung für Kondensstreifen-Zirrus entwickelt. Da der Effekt von Kondensstreifen-Zirrus stark
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Abbildung 5.1: Zeitlicher Verlauf des mit AirClim berechneten Strahlungsantriebs von Methan,
langlebigem Ozonabbau (Opm3 ), Ozonerhöhung (O
s
3) und Gesamtozon (O
net
3 ) durch konstante
NOx-Emission.
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Abbildung 5.2: Linearer Zusammenhang zwischen Kondensstreifenbedeckungsgrad mit opti-
scher Dicke größer 0.02 und daraus resultierendem Strahlungsantrieb.
nichtlinear ist, ist es nicht möglich, den daraus resultierenden Strahlungsantrieb über eine li-
neare Skalierung mit den Emissionen zu berechnen. Aus den Simulationen von Burkhardt und
Kärcher (2011) mit einem Klima-Modell (siehe Anhang A) wurde ein linearer Zusammenhang
zwischen der Zirrusbedeckung mit einer optischen Dicke größer als 0.02 und dem daraus re-
sultierenden Strahlungsantrieb gefunden (Abb. 5.2, persönliche Kommunikation Ulrike Burk-
hardt). Der Zusammenhang zwischen geflogenen Kilometern und Bedeckungsgrad zeigt jedoch
eine starke Sättigung (Abb. 5.3).
Um einen funktionalen Zusammenhang zwischen den geflogenen Kilometern und dem Bede-
ckungsgrad zu finden, wurde aus der Klima-Simulation zunächst eine Kondensstreifenflugdich-
te (KFD) berechnet, die ein Maß für die zurückgelegte Strecke ist, die in Regionen stattfin-
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Abbildung 5.3: Relation zwischen der, mit der mittleren Wahrscheinlichkeit für das Erfüllen des
Schmidt-Appleman-Kriterium gewichteten, Flugdichte (KFD) und dem daraus resultierenden
Bedeckungsgrad mit Kondensstreifen-Zirren für zwei verschiedene Eisübersättigungsfrequen-
zen (10-15% bzw. 20-25%).
den in denen Kondensstreifen gebildet werden können. Die Kondensstreifenflugdichte (KFD)
ist die vertikale Summe der mit der Wahrscheinlichkeit des Erfüllens des Schmidt-Appleman-
Kriteriums (pSAK) gewichteten Flugstrecke (in 30 Minuten) pro Fläche:
KFD(i, j) = ∑
k
(
geflogene Kilometer(i, j,k)
Gitterboxfläche(i, j)
∗ pSAK(i, j,k)
)
, (5.3)
wobei i und j die geografischen Breiten bzw. Längen und k die Druckniveaus sind. Zusätzlich
wurde für jede Gitterbox die, zwischen 200 und 250 hPa überlappte, Eisübersättigungsfrequenz
(Ice Super Saturation, ISS) und der überlappte Bedeckungsgrad mit einer optischen Dicke grö-
ßer als 0.02 berechnet. Dabei wurden zwei Simulationen durchgeführt, einmal mit dem heutigen
Luftverkehr und einmal mit dem fünffachen Luftverkehr.
Aus dem Zusammenhang zwischen Kondensstreifenflugdichte (KFD), der Eisübersättigungs-
frequenz (ISS) und dem Bedeckungsgrad (cccov) (Abb. 5.3) wird ein funktionaler Zusammen-
hang ermittelt. Aus der Klimasimulation ergibt sich, dass der Bedeckungsgrad bei zunehmen-
der Flugdichte in eine Sättigung übergeht, dessen Sättigungswert von der Eisübersättigungsfre-
quenz abhängt. Des Weiteren zeigen die Ergebnisse der Klimasimulation, dass die Steigung des
Bedeckungsgrads bei sehr geringen Kondensstreifenflugdichten (KFD→ 0) keine ersichtliche
Abhängigkeit von der Eisübersättigungsfrequenz (ISS) hat. Beide Anforderungen werden durch
folgenden funktionalen Zusammenhang erfüllt:
cccov(i, j)∼a1·ISS(i, j)·arctan
(
a2·KFD(i, j)ISS(i, j)
)
. (5.4)
Die Koeffizienten a1 und a2 werden so angepasst, dass sowohl die Relation zwischen Flug-
dichte, Eisübersättigung und Bedeckungsgrad möglichst gut wiedergeben wird, als auch für das
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AERO2k Kataster derselbe Bedeckungsgrad berechnet wird, wie bei Burkhardt und Kärcher
(2011). Daraus bestimmt sich die folgende Funktion:
cccov(i, j) = 0.128 · ISS(i, j) ·arctan
(
97.7 km2km−1 · KFD(i, j)
ISS(i, j)
)
. (5.5)
Dabei ist cccov der Bedeckungsgrad mit einer optischen Dicke größer als 0.02 zwischen 0
und 1 und ISS die mittlere, überlappte Eisübersättigungsfrequenz zwischen 0 und 1. Aus dem
linearen Zusammenhang zwischen dem Bedeckungsgrad und dem Strahlungsantrieb (Abb. 5.2)
wird folgende Relation abgeleitet:
RF = 14.9 Wm−2 · cccov, (5.6)
wobei cccov der globale Bedeckungsgrad und RF der durch Kondensstreifen-Zirrus verursachte
globale Strahlungsantrieb ist.
In AirClim wird die Flugdichte (KFD) berechnet, indem die geflogene Strecke in einer Gitter-
box mit der mittleren Wahrscheinlichkeit für das Erfüllen des Schmidt-Appleman-Kriteriums
gewichtet und anschließend über alle Druckniveaus summiert wird. Dabei stammt die mittlere
Wahrscheinlichkeit für das Erfüllen des Schmidt-Appleman-Kriteriums aus dem Klimamodell.
Die Flugdichte (KFD) wird mit dem zeitlichen Emissionsverlauf skaliert. Aus der Flugdichte
(KFD) und der mittleren Eisübersättigungsfrequenz (ISS) für jede Gitterbox wird mit Glei-
chung (5.5) der Bedeckungsgrad für jede Gitterbox berechnet. Aus dem Bedeckungsgrad für
jede Gitterbox wird anschließend der globale Bedeckungsgrad durch flächengewichtete Mitte-
lung berechnet. Daraus wird mit Gleichung (5.6) der globale Strahlungsantrieb und mit Glei-
chung (4.11) die daraus resultierende Temperaturänderung bestimmt.
Falls nicht ein komplettes Flugkataster, sondern nur ein geringer Teil davon oder ein Einzelflug
bewertet werden soll, ist es notwendig für die Berechnung der Klimawirkung ein Hintergrund-
szenario anzunehmen, da der vom Flugverkehr verursachte Bedeckungsgrad stark vom bereits
vorhandenen Luftverkehr abhängt. Als Standard wird das QUANTIFY Kataster (Kap. 7.1) ver-
wendet. AirClim 2.0 ist jedoch so konfiguriert, dass jedes globale Emissionskataster verwendet
werden kann. Der zeitliche Verlauf des Hintergrundszenarios kann unabhängig vom Emissions-
verlauf gewählt und als Unsicherheitsbeitrag verwendet werden.
5.2 Evaluierung von AirClim
5.2.1 Vergleich von AirClim und ECHAM
Das Klima-Response-Modell AirClim berechnet den Response der Atmosphäre auf Flugzeug-
emissionen, ohne die einzelnen Prozesse explizit abzubilden. Hierbei ist wichtig, dass AirClim
die Ergebnisse des komplexen Klima-Modells für unterschiedliche Szenarien wiedergibt. In
Fichter (2009) wurden die Ergebnisse von AirClim mit denen des komplexen Klima-Chemie-
Modells E39CA, für verschiedene Testfälle, untersucht. Einerseits für das Basisszenario von
TRADEOFF (siehe Kap. 7.1) und andererseits für die Verschiebung der Flughöhe um 2000 Fuß
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Abbildung 5.4: Vergleich der Änderungen von a) Kondensstreifenbedeckung, b) Wasserdampf-
mischungsverhältnis und c) Ozonmischungsverhältnis durch globale Änderung der Flughö-
hen, berechnet mit dem komplexen Klima-Chemie-Modell E39CA (links) bzw. dem Klima-
Response-Modell AirClim (rechts) (aus Fichter (2009)).
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Tabelle 5.1: Global gemittelter Strahlungsantrieb in mW/m2 für Kondensstreifen-Zirrus für den
heutigen Luftverkehr und die Änderungsfaktoren des Strahlungsantriebes durch unterschied-
liche Skalierungen der AERO2k Jahresemissionen berechnet mit E39 (Burkhardt und Kär-
cher, 2011) und AirClim 2.0.
E39 AirClim
1 x Luftverkehr 37.5 mW/m2 34.2 mW/m2
0.5 x Luftverkehr 0.59 0.61
2 x Luftverkehr 1.62 1.57
5 x Luftverkehr 2.90 2.68
nach oben bzw. 2000, 4000 und 6000 Fuß nach unten. Für linienförmige Kondensstreifen be-
rechnet AirClim einen etwa 14% größeren Bedeckungsgrad und sowohl für das Basisszena-
rio als auch für die Verschiebungsexperimente eine etwas größere horizontale Ausdehnung
(Abb. 5.4a). Der Strahlungsantrieb linienförmiger Kondensstreifen des Basisszenarios wird mit
AirClim etwa 19% unterschätzt, der Strahlungsantrieb der Störungsexperimente um bis zu 35%.
Das zonale Mittel der Änderung der Wasserdampfkonzentration hingegen zeigt übereinstim-
mende Muster (Abb. 5.4b) und der daraus resultierende globale Strahlungsantrieb in AirClim
weicht weniger als 3% von dem der Klimasimulation (E39CA) ab. Das zonale Mittel der Ozon-
störung stimmt für das Basisszenario relativ gut mit der von E39CA überein, allerdings ist sie
weiter in tiefere Höhen ausgedehnt. Für die Verschiebungsexperimente zeigt sich, dass sich
die Störungen von AirClim deutlich weiter in die Südhemisphäre ausdehnen als in E39CA
(Abb. 5.4c). Der Strahlungsantrieb von Ozon wie auch der von Methan wird von AirClim um
33 bzw. 31% überschätzt1. Ursache für die Unterschiede zwischen AirClim und E39CA können
einerseits die deutlich geringere räumliche Auflösung von AirClim sein, andererseits aber auch
Nichtlinearitätseffekte wie bei Ozon und Methan.
Für Kondensstreifen-Zirren wird für den Vergleich mit dem komplexen Klima-Modell der
Strahlungsantrieb des AERO2k Katasters (siehe Kap. 7.1) berechnet. Burkhardt und Kärcher
(2011) berechnen für Kondensstreifen-Zirren die durch Emissionen des AERO2k Katasters
verursacht werden, einen Strahlungsantrieb von 37.5 mW/m2. AirClim berechnet für die glei-
chen Emissionen einen etwa 9% geringeren Strahlungsantrieb (34.2 mW/m2, Tab. 5.1). Der
berechnete globale Bedeckungsgrad liegt in beiden Berechnungen bei 0.23%. Mit dem in Burk-
hardt und Kärcher (2011) verwendeten Klima-Modell wurden zusätzlich Skalierungsexperi-
mente durchgeführt, bei denen der Luftverkehr mit einem Faktor von 0.5, 2.0 bzw. 5.0 skaliert
wurde (persönliche Kommunikation, Ulrike Burkhardt). Dabei ergibt sich für eine Verdoppe-
lung des Luftverkehrs ein Strahlungsantrieb von 60.6 mW/m2 und damit eine Zunahme um
62%. AirClim berechnet einen Strahlungsantrieb von 53.7 mW/m2, also eine Zunahme um
57% (siehe Tab. 5.1) und somit eine etwa 8% stärkere Sättigung als das Klimamodell E39.
Bisher wurde die Validierung der Kondensstreifen-Zirrus-Berechnung in AirClim nur für die
Berechnung des Strahlungsantriebes eines Katasters bzw. für die Skalierung dieses Katasters
durchgeführt. Eine Validierung der Kondensstreifen-Zirrus Berechnung für Flugverkehr in an-
deren Regionen, in denen zum Beispiel die Eisübersättigungsfrequenz deutlich geringer ist wie
1Werte unterscheiden sich von Fichter (2009) aufgrund einer überarbeiteten Interpolationsroutine für die vor-
berechneten Daten
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Tabelle 5.2: Vergleich der Strahlungsantriebe von 2005 der einzelnen Spezies in mW/m2 von
AirClim und Lee et al. (2009), zusammen mit den in Lee et al. (2009) angegebenen Unsicher-
heiten.
Diese Arbeit Lee et al. (2009)
CO2 27.4 28.0 (15.2-40.8)
H2O 2.4 2.8 (0.39-20.3)
O3 31.1 26.3 (8.4-82.3)
CH4 -13.0 -12.5 (-2.1–76.2)
Opm3 -3.8 -
lin. KS 5.6 11.8 (5.4-25.6 )
KS-Zirrus 41.0 33 (12.5-86.7)
z. B. über Australien, ist derzeit aufgrund fehlender Modellsimulationen mit dem komplexen
Modell nicht möglich.
5.2.2 Vergleich von AirClim mit anderen Klimamodellen
In diesem Kapitel soll nun gezeigt werden, wie gut die Ergebnisse von AirClim mit anderen
Modellen übereinstimmen. Hierzu werden die Ergebnisse von AirClim 2.0 mit Werten aus der
Literatur verglichen. AirClim berechnet für das Jahr 2000 einen Strahlungsantrieb für Kohlen-
dioxidemissionen von 23.9 mW/m2 und für 2005 27.4 mW/m2. Dies ist in sehr guter Über-
einstimmung mit Sausen et al. (2005) und Lee et al. (2009), die für 2000 bzw. 2005 einen
Strahlungsantrieb von 23.4 bzw. 28.0 mW/m2 berechnen (Tab. 5.2). Auch die Ergebnisse des
Wasserdampfes stimmen sehr gut mit anderen Studien überein. Der Strahlungsantrieb für 2005
beträgt bei AirClim 2.4 mW/m2, während Lee et al. (2009) für die gleichen Emissionen einen
Strahlungsantrieb von 2.8 mW/m2 berechnen.
Die Netto-Ozonerhöhung aufgrund der AERO2K NOx-Emission im Jahr 2002 führt zu ei-
nem globalen Ozonstrahlungsantrieb von 20.7 mW/m2 in AirClim. Hoor et al. (2009) berech-
nen für das Jahr 2002 für den Mittelwert verschiedener Atmosphären-Chemie-Modelle einen
Ozonstrahlungsantrieb von 16.3 mW/m2, mit einer Streuung zwischen 10.8 und 30.2 mW/m2.
AirClim zeigt einen etwas größeren Strahlungsantrieb als der Mittelwert der Modelle, liegt aber
im Bereich der Unsicherheiten. Der Ozonstrahlungsantrieb für 2005 wird von Lee et al. (2009)
mit 26 mW/m2, mit einem Unsicherheitsbereich zwischen 8.2 und 82.3 mW/m2, angegeben.
Berechnet man den Ozonstrahlungsantrieb mit AirClim für die gleichen Emissionen, so ergibt
sich ein Strahlungsantrieb von 31.1 mW/m2. Dies zeigt, dass AirClim innerhalb anderer Klima-
modelle liegt.
Vergleicht man die Methanlebenszeitänderung von AirClim, die durch AERO2k-Emissionen
im Jahr 2002 hervorgerufen werden mit denen aus Hoor et al. (2009), so zeigt sich eine sehr
gute Übereinstimmung. Hoor et al. (2009) berechnen eine mittlere Lebenszeitänderung von
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−1.46%2 für fünf verschiedene Klima-Chemie-Modelle, während AirClim eine Lebenszeitän-
derung von −1.4% berechnet. Der aus dieser Methanänderung resultierende Strahlungsantrieb
für das Jahr 2002 beträgt bei AirClim −9.8 mW/m2, während Hoor et al. (2009) einen mittle-
ren Strahlungsantrieb von −9.4 mW/m2 (−5.7 bis −16.1 mW/m2) berechnen und Köhler et al.
(2008) einen Strahlungsantrieb von −19 mW/m2. Der Strahlungsantrieb von Methan für 2005
wird von Lee et al. (2009) mit −12.5 mW/m2, mit einem Unsicherheitsbereich zwischen −2.1
und−76.2 mW/m2, angegeben. Berechnet man den Strahlungsantrieb von Methan mit AirClim
für die gleichen Emissionen, so ergibt sich ein Strahlungsantrieb von −13.0 mW/m2 (Tab. 5.2).
Dies zeigt, dass AirClim gut mit anderen Klimamodellen übereinstimmt.
Ein Vergleich des langanhaltenden Ozonabbaus (Opm3 ) zeigt ebenfalls deutliche Unterschiede.
Der Faktor zwischen dem langanhaltenden Ozonabbau (Opm3 ) und Methan beträgt bei AirClim
0.29, während in anderen Studien 0.23 (Stevenson et al., 2004), 0.42 (Hoor et al., 2009), 0.47
(Wild et al., 2001) und 0.58 (Köhler et al., 2008) angegeben werden. Daraus ergibt sich in
AirClim ein Strahlungsantrieb von −2.7 mW/m2 und bei Hoor et al. (2009) ein mittlerer Strah-
lungsantrieb von −4.0 mW/m2 mit einer Spanne von −2.4 bis −6.8 mW/m2. Köhler et al.
(2008) zeigen einen größeren Strahlungsantrieb von −11 mW/m2.
Der globale Nettostrahlungsantrieb von linienförmigen Kondensstreifen in AirClim beträgt
im Jahr 2002 3.9 mW/m2, während Rädel und Shine (2008) einen Strahlungsantrieb von
5.9 mW/m2 berechnen. Lee et al. (2009) berechnen einen mittleren Strahlungsantrieb von
11.8mW/m2 für Emissionen im Jahr 2005. AirClim liegt mit 5.6 mW/m2 für das Jahr 2005
deutlich unter dem Wert von Lee et al. (2009), aber innerhalb des angegebenen Unsicherheits-
bereiches (5.4-25.6 mW/m2). Für den Strahlungsantrieb von Kondensstreifen-Zirrus gibt es bis-
her nur die Berechnungen von Burkhardt und Kärcher (2011), die den AirClim Berechnungen
zugrunde liegen. Frühere Arbeiten schätzen den Effekt des Luftverkehrs auf die Zirrusbede-
ckung aus Trendanalysen ab (Stordal et al., 2005; Zerefos et al., 2003), aus denen dann der
Strahlungsantrieb von Kondensstreifen-Zirrus abgeleitet wird (Stordal et al., 2005). Lee et al.
(2009) geben für den Strahlungsantrieb im Jahr 2005 eine mittlere Schätzung von 33 mW/m2
ab, mit einer Unsicherheit zwischen 12.5 und 86.7 mW/m2. AirClim berechnet für 2005 einen
Strahlungsantrieb von 41.0 mW/m2.
Neben dem Gesamteffekt einer Störung ist es vor allem wichtig, dass die Höhenabhängigkeit
der Ergebnisse verschiedener Modelle übereinstimmt, da für die Bewertung der Klimawirkung
vor allem die relativen Unterschiede zwischen den Szenarien entscheidend sind. In Abb. 5.5a
ist aus diesem Grund die Ozonerhöhung für normierte NOx-Emissionen in unterschiedlichen
Höhen als Vergleich zwischen AirClim und Köhler et al. (2008) dargestellt. Ein Vergleich der
zonalen Verteilung ist nicht möglich, da in Köhler et al. (2008) nur das Höhenprofil angegeben
ist. Sowohl die Ergebnisse von Köhler et al. (2008) als auch die von AirClim zeigen, dass eine
Erhöhung der NOx-Emissionen des Luftverkehrs eine Ozonerhöhung verursacht. In beiden Mo-
dellen nimmt die auf die NOx-Emission normierte Ozonerhöhung mit der Höhe zu. Allerdings
zeigt AirClim einen deutlich geringeren Anstieg mit der Höhe als Köhler et al. (2008). Das
Vertikalprofil des Ozonstrahlungsantriebs von AirClim und Köhler et al. (2008) ist in Abb. 5.6
dargestellt. Während AirClim eine kontinuierliche Zunahme des Ozonstrahlungsantriebes mit
2Der in Hoor et al. (2009) publizierte Wert enthält nicht den Rückkopplungsfaktor der Methanänderung auf die
Methanlebenszeit. Fuglestvedt et al. (1999) zeigen, dass dieser Rückkopplungsfaktor nötig ist, wenn die Simulati-
onsdauer der Modelle geringer ist als die Lebenszeit der Methanstörung. Hoor et al. (2009) geben deshalb an, dass
für die Berechnung des Strahlungsantriebes ein Rückkopplungsfaktor von 1.4 verwendet werden soll.
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Abbildung 5.5: a) Zunahme der globalen Ozonmenge für eine NOx-Emissionserhöhung in ei-
nem einzelnen Flugniveau, normalisiert auf Emissionsänderung (Tg(O3)/Tg(N)) für AirClim
und Köhler et al. (2008). b) wie a) aber für Lebenszeitänderung von Methan.
der Höhe zeigt, weist der Ozonstrahlungsantrieb von Köhler et al. (2008) ein lokales Minimum
bei 150 hPa auf.
Die Höhenabhängigkeit der Methanlebenszeit ist in Abb. 5.5b dargestellt und zeigt deutlichere
Unterschiede zwischen AirClim und Köhler et al. (2008). Während Köhler et al. (2008) eine
Zunahme der spezifischen Lebenszeitänderung mit der Höhe zeigen, zeigt AirClim eine Ver-
ringerung der Lebenszeitänderung mit der Höhe. Durch den Unterschied in der Höhenabhän-
gigkeit der Methanlebenszeit unterscheidet sich auch das Höhenprofil des Strahlungsantriebs
der Methanänderung deutlich voneinander (Abb. 5.6). Während Köhler et al. (2008) einen fast
konstanten Strahlungsantrieb über die gesamte Höhe zeigen, berechnet AirClim eine Abnah-
me des Strahlungsantriebes mit der Höhe. Ursache für die unterschiedliche Höhenabhängigkeit
könnten z. B. unterschiedliche Transporte oder unterschiedliche chemische Prozesse sein. Um
die genauen Ursachen zu untersuchen, müssten alle an der OH-Chemie beteiligten Prozesse
in den beiden Klima-Chemie-Modellen (TOMCAT und E39CA) untersucht werden. Dies geht
aber über den Rahmen dieser Arbeit hinaus.
Betrachtet man das Höhenprofil des Gesamteffekts von NOx-Emissionen (Abb. 5.6), so zeigt
sich, dass AirClim immer einen positiven Strahlungsantrieb berechnet, während Köhler et al.
(2008) unterhalb von etwa 300 hPa einen negativen Strahlungsantrieb berechnen. Dennoch
nimmt in beiden Modellen die Klimawirkung des Gesamteffekts mit der Höhe meist zu. Da
vor allem die Gesamtklimawirkung der NOx-Emissionen für die Klimabewertung entscheidend
ist, liefert Klimabewertung unterschiedlicher Flughöhen für beide Modelle dieselbe Aussage
(Kap. 8.2.4).
Vergleicht man das Höhenprofil des Kondensstreifen-Strahlungsantriebes von AirClim mit dem
von Rädel und Shine (2008), zeigt sich, dass sich beide Modelle deutlich voneinander unter-
scheiden. So ist der maximale Strahlungsantrieb bei AirClim nur etwa halb so groß wie der
von Rädel und Shine (2008). Dennoch zeigen beide Modelle einen sehr ähnlichen Verlauf des
Höhenprofils mit einem Maximum zwischen 200 und 250 hPa und sehr geringem Strahlungs-
antrieb unterhalb von 400 hPa und oberhalb von 150 hPa.
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Abbildung 5.6: Höhenabhängigkeit des globalen Strahlungsantriebes aufgrund von Ozon (O3),
Methan (CH4) und langlebigem Ozonabbau (O
pm
3 ) für Köhler et al. (2008) (durchgezogen) und
AirClim (gestrichelt). Die schwarze Linie repräsentiert den globalen Netto-Strahlungantrieb
aufgrund einer NOx-Emission.
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Abbildung 5.7: Höhenabhängigkeit des globalen Strahlungsantriebes aufgrund von linienförmi-
gen Kondensstreifen für Rädel und Shine (2008) (durchgezogen) und AirClim (gestrichelt).
Kapitel 6
Die Monte-Carlo-Simulation
Da sich die Klimawirkung des Luftverkehrs durch eine große Unsicherheit auszeichnet, ist es
im Rahmen dieser Arbeit notwendig, geeignete Verfahren für den Umgang mit Unsicherhei-
ten anzuwenden. Dazu wird in dieser Arbeit die Monte-Carlo-Simulation verwendet, die im
Folgenden vorgestellt wird.
6.1 Definition
Die Monte-Carlo-Simulation ist ein Verfahren aus der Stochastik, bei dem ein numerisches
Problem durch ein wiederholtes Durchführen von Zufallsexperimenten angenähert wird. Ent-
wickelt wurde dieses Verfahren zur Berechnung von Neutronendiffusion in spaltbarem Materi-
al (Metropolis und Ulam, 1949). Diese Methode kann aber allgemein dazu verwendet werden,
analytisch nicht oder nur schwer lösbare Probleme mit Hilfe der Wahrscheinlichkeitstheorie
numerisch zu lösen. So kann zum Beispiel die Zahl π mit Hilfe einer Monte-Carlo-Simulation
angenähert werden. Ebenso kann es verwendet werden, um Unsicherheiten in den Ergebnis-
sen abzuschätzen (Balakrishnan et al., 2005). Dies ist analytisch schwer möglich, falls es sich
bei den verwendeten Unsicherheiten nicht um statistische Unsicherheiten handelt, sondern um
Unsicherheiten durch verschiedene Paramterisierungen. Dadurch sind nicht alle Unsicherheiten
linear und unabhängig voneinander, wodurch die Gaußsche Fehlerfortpflanzung nicht verwen-
det werden kann. Grundlage dieser Methode ist das Gesetz der großen Zahlen, das besagt, dass
sich die relative Häufigkeit eines Zufallsereignisses an die Wahrscheinlichkeit dieses Zufallser-
eignisses annähert, wenn dieses genügend häufig wiederholt wird. Diese Zufallsexperimente
können auch durch die Erzeugung von geeigneten Zufallszahlen realisiert werden.
6.2 Externe Monte-Carlo-Simulation
In dieser Arbeit wird die Monte-Carlo-Simulation dazu verwendet, eine Aussage über die Un-
sicherheit der Ergebnisse zu erlangen. Wie bereits in Kap. 2 gezeigt wurde, gibt es einige Un-
sicherheiten bei der Berechnung der durch Flugzeugemissionen hervorgerufen Temperaturän-
derung. Dazu gehören vor allem die atmosphärenwissenschaftlichen Unsicherheiten, also die
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Unsicherheiten, die durch zu geringes Prozessverständnis oder Parametrisierungen entstehen.
Dies sind die Unsicherheit der Lebenszeit (τ) von troposphärischen und stratosphärischen Stö-
rungen sowie die Unsicherheit des Strahlungsantriebes (RF) und der Klimasensitivität (λ ) der
einzelnen Spezies (siehe Kap. 6.4). Aber auch strukturelle Unsicherheiten, also Unsicherheiten,
die durch die Wahl der Emissions- und Hintergrundszenarien entstehen.
Für jeden dieser Unsicherheitsparameter (RF und λ für jede Spezies, τ sowie Emissions- und
Hintergrundszenario) wird ein Unsicherheitsbereich mit einer vorgegebenen Verteilung an-
gegeben, die durch Unterschiede zwischen verschiedenen Modellen bestimmt wurden (siehe
Kap. 6.4). Eine Fehlerberechnung anhand der Gaußschen Fehlerfortpflanzung ist nicht mög-
lich, da die Unsicherheiten einerseits nicht linear und andererseits nicht unabhängig voneinan-
der sind. Da es nicht möglich ist, alle denkbaren Kombinationen (Realisierungen) einzeln zu
berechnen, wird eine Monte-Carlo-Simulation durchgeführt, um die Bedeutung dieser Unsi-
cherheiten auf das Ergebnis abzuschätzen. Hierbei werden 10.000 verschiedene zufällige Rea-
lisierungen gewählt, indem für jeden der Unsicherheitsparameter per Zufallsgenerator ein be-
liebiger Wert innerhalb des Unsicherheitsbereichs gemäß der vorgegebenen Verteilung gezogen
wird. AirClim wird anschließend 10.000-mal gestartet und berechnet die Klimawirkung für je-
de der Realisierungen, weshalb diese Methode als externe Monte-Carlo-Simulation bezeichnet
wird. Durch dieses Verfahren erhält man eine empirische Verteilungsfunktion der Simulations-
ergebnisse.
Da die Unsicherheitsbereiche teilweise bis zu 50% betragen, weisen die Ergebnisse eine sehr
große Streuung auf. Die verwendeten Unsicherheiten sind allerdings keine statistischen Unsi-
cherheiten, die durch atmosphärische Variabilität entstehen, sondern Unsicherheiten durch Mo-
dellunterschiede, die zudem miteinander korreliert sind. Das heißt, der Strahlungsantrieb von
Ozon kann zum Beispiel um 30% unterschätzt werden, aber dies gilt dann für alle berechneten
Szenarien. Werden zwei Szenarien miteinander verglichen, muss also für beide Szenarien die
gleiche Realisierung gelten. Um dies in AirClim umzusetzen wird für jede Realisierung i die
relative Abweichung ϕx eines Szenarios x zu einem Referenzszenario berechnet:
ϕx(i) =
∆Tx(i)−∆Tre f (i)
∆Tre f (i)
. (6.1)
Dabei ist ∆Tx(i) die Temperaturänderung des Szenarios x und ∆Tre f (i) die Temperaturänderung
eines Referenzszenarios. Als Referenzszenario kann dabei entweder eines der Szenarien dienen,
z. B. der heutige Flugverkehr oder der Mittelwert aller berechneten Szenarien. Die Verwendung
des Mittelwerts als Referenzszenario bietet sich vor allem dann an, wenn nur wenige Szena-
rien verglichen werden sollen, da ansonsten eines der Szenarien, bedingt durch die Definition,
keinen Unsicherheitsbereich aufweist. Der Nachteil dieser Methode ist, dass das Ergebnis stark
davon abhängt, welche Szenarien berechnet werden, da der Mittelwert stark davon beeinflusst
wird. Wenn zusätzlich noch ein weiteres Szenario bewertet werden soll, müssen auch alle ande-
ren Szenarien noch einmal berechnet werden, da nicht mehr der gleiche Referenzwert vorliegt.
Verwendet man eines der vorliegenden Szenarien als Referenzfall, muss man für den Fall, dass
ein zusätzliches Szenario berechnet werden soll, nur das neue Szenario und das Referenzszena-
rio neu berechnen, da die anderen dem gleichen Referenzwert unterliegen.
Aus der oben beschriebenen Berechnung folgt eine Verteilung von ϕx, die angibt, um eine
wie viel Prozent höhere/geringere Klimawirkung Szenario x im Vergleich zum Referenzsze-
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nario hat. Aus dieser Verteilung von ϕx werden der Median und die 2.5, 25, 75 bzw. 97.5%-
Perzentile berechnet, um als Maß für die Unsicherheit zu dienen. Schneiden die 2.5 und 97.5%-
Konfidenzintervalle die x-Achse nicht so unterscheidet sich das entsprechende Szenario signi-
fikant vom Referenzszenario (95% Konfidenzintervall). Überlappen die Bereiche zwischen den
2.5 und 97.5% Perzentile zweier Szenarien nicht so unterscheidet sich die Klimawirkung bei-
der Szenarien signifikant (siehe Anhang B). Um die Gründe für eine höhere bzw. geringere
Klimawirkung analysieren zu können, ist es nötig, neben der Summe der Klimawirkung auch
die Unterschiede in der Klimawirkung der einzelnen Spezies zu berechnen. Dazu wird ϕx in je-
dem der Schritte der Monte-Carlo-Simulation in die relative Abweichung der einzelnen Spezies
ϕspecx aufgeteilt:
ϕspecx (i) =
∆T specx (i)−∆T specre f (i)
∆Tre f (i)
, (6.2)
wobei ∆T specx (i) die Temperaturänderung des Szenarios x verursacht durch die Spezies spec ist.
Damit gilt:
ϕx(i) = ∑
spec
ϕspecx (i). (6.3)
Dadurch kann einerseits untersucht werden, welche Spezies den Unterschied zwischen den Sze-
narien verursacht und andererseits, welche der Einflüsse sich gegebenenfalls kompensieren.
6.3 Interne Monte-Carlo-Simulation
Mit der im vorigen Kapitel beschriebenen Methode können die Unsicherheiten bei der Berech-
nung der Klimawirkung sehr gut abgeschätzt werden. Allerdings ist die häufige Wiederholung
der Simulation sehr rechenzeitintensiv. Obwohl AirClim sehr effizient rechnet und für die Be-
rechnung der Klimawirkung mehrerer Szenarien nur ein paar Sekunden auf einem Einkernpro-
zessor benötigt, verlängert sich die Rechenzeit durch die Monte-Carlo-Simulation auf demsel-
ben Computer auf etwa 24 Stunden, da AirClim für jeden Schritt der Monte-Carlo-Simulation
komplett durchläuft. Da AirClim unter anderem in einer automatisierten Kette verwendet wer-
den soll (siehe z. B. Kap. 9), ist eine Rechenzeit von einem Tag deutlich zu lange. Aus diesem
Grund wurde eine zweite Methode entwickelt, bei der eine Monte-Carlo-Simulation innerhalb
von AirClim 2.0 verwendet wird, wodurch eine wesentlich geringere Rechenzeit erreicht wird.
In AirClim 1.0 wurde standardmäßig für jeden der Unsicherheitsparameter (τ , RF und λ ) neben
einem mittleren auch ein minimaler und ein maximaler Wert angenommen und dafür die Tem-
peraturänderung berechnet. Daraus ergeben sich für jedes Hintergrundszenario und jede Spezi-
es 27 verschiedene Temperaturänderungen (∆T ∗(τmin,RFmin,λmin), ∆T ∗(τmean,RFmin,λmin), ...).
Diese Temperaturänderungen werden bei der internen Monte-Carlo-Simulation dazu verwen-
det, die Unsicherheiten abzuschätzen. Dazu wird angenommen, dass sich die Verteilungen der
Unsicherheitsparameter direkt auf die Verteilungen der Temperaturänderung übertragen lassen.
Für die Berechnung der Temperaturänderung wird zunächst eine Zufallszahl für das gewählte
Hintergrundszenario (zeitlicher Verlauf der Emissionen und der Hintergrundkonzentration von
CO2 und CH4) ausgewählt. Anschließend wird ein ατ zwischen 0 und 1 entsprechend der vor-
gegebenen Verteilung gewählt und für die verbleibenden Unsicherheitsparameter zwischen der
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Temperaturänderung mit minimal und maximal angenommener Lebenszeit der Störung inter-
poliert:
∆T τ(i) = ατ(i)∆T ∗(τmin,?)+(1−ατ(i))∆ T ∗(τmax,?). (6.4)
Dabei steht ? für die verbleibenden Unsicherheitsparameter. Dies wird anschließend für die
Unsicherheit von Strahlungsantrieb und Klimasensitivität wiederholt, wodurch sich für jeden
Schritt der Monte-Carlo-Simulation ein ∆T specx (i) für jede Spezies und jedes Szenario ergibt.
Daraus wird wieder ein relativer Unterschied ϕx berechnet.
Um zu untersuchen, inwieweit die Annahme zutrifft, dass sich die Verteilung des Unsicher-
heitsparameters direkt auf die Verteilung der Temperaturänderung übertragen lässt und inwie-
weit sich die Ergebnisse der beiden Methoden unterscheiden, wird ein Vergleich zwischen der
externen Monte-Carlo-Simulation und dieser, internen Monte-Carlo-Simulation, durchgeführt
(Kap. 7.4).
6.4 Unsicherheitsbereiche
Im Folgenden werden die verwendeten Unsicherheitsbereiche und -verteilungen für jeden der
Unsicherheitsparameter dargestellt.
6.4.1 Lebenszeit
Für die Berechnung des Strahlungsantriebes verschiedener Spezies durch Flugzeugemissionen
muss neben der Konzentrationsänderung zu einem bestimmten Zeitpunkt auch der zeitliche
Verlauf einer Konzentrationsänderung berechnet werden. Dazu ist die Lebenszeit einer Störung
entscheidend (z. B. Gleichung 4.7). Die Unterschiede in der Lebenszeit einer troposphärischen
Störung in verschiedenen Modellen betragen etwa 20% (Stevenson et al., 2006). Die Unsicher-
heiten in der Lebenszeit einer stratosphärischen Störung sind etwas größer und werden auf 40%
geschätzt (Grewe et al., 2007). Für die Verteilung der Unsicherheiten wird jeweils eine Gauß-
verteilung angenommen.
6.4.2 Strahlungsantrieb
Der Unsicherheitsbereich für den Strahlungsantrieb ist abhängig vom Verständnis der Wirkung
der Spezies auf die Strahlung und die Unterschiede zwischen den einzelnen Modellen. In dieser
Arbeit werden zwei verschiedene Unsicherheitsannahmen verwendet. Einerseits die Unsicher-
heitsbereiche die in Grewe und Stenke (2008) verwendet werden und andererseits die von Lee
et al. (2009) (siehe Tab. 6.1). Für die Werte aus Grewe und Stenke (2008) wird eine Normal-
verteilung der Unsicherheiten angenommen, wobei 99% der Werte innerhalb der angegebenen
Minima und Maxima liegen. Bei Lee et al. (2009) wird nur für CO2 eine Normalverteilung der
Unsicherheiten verwendet. Für die anderen Spezies wird eine Lognormalverteilung angenom-
men. Dabei stellen die angegebenen Minima und Maxima einen 90%-Wahrscheinlichkeitswert
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CO2 H2O O3 CH4 Kondensstreifen
Minimum 0.95 0.5 0.7 0.9 0.5
RF Grewe Median 1.0 1.0 1.0 1.0 1.0
Maximum 1.05 1.5 1.3 1.1 1.5
Verteilung normal
Minimum 0.55 0.14 0.32 0.17 0.46
RF Lee Median 1.00 1.00 1.00 1.00 1.00
Maximum 1.45 7.25 3.13 6.10 2.17
Verteilung normal lognormal
Minimum 0.69 0.58 0.70 0.77 0.39
λ Median 0.73 0.83 1.00 0.86 0.43
Maximum 0.77 1.08 1.30 0.95 0.47
Verteilung normal
Tabelle 6.1: Verwendete Unsicherheitsbereiche der einzelnen Spezies. Für den Strahlungsan-
trieb (RF) sind Faktoren zum Mittelwert angegeben und für die Klimasensitivität (λ ) die abso-
luten Minima und Maxima.
dar. In beiden Annahmen wird von einer Korrelation zwischen O3 und CH4 ausgegangen, wäh-
rend alle anderen Unsicherheiten unabhängig voneinander sind. Dabei wird der gewählte Un-
sicherheitsparameter für den Strahlungsantrieb von Ozon und Methan gleichgesetzt, nicht aber
das Verhältnis von RF(O3) zu RF(CH4). Insgesamt sind die angegebenen Unsicherheitsbereiche
bei Lee et al. (2009) deutlich größer als die von Grewe und Stenke (2008). Die Unsicherheits-
abschätzung von Lee et al. (2009) stammt aus dem Vergleich verschiedener veröffentlichter
Modellergebnisse und beinhaltet nicht nur die Unsicherheit in der Berechnung des Strahlungs-
antriebes selbst, sondern auch unterschiedliche Annahmen über die Emissionen und die Le-
benszeit der einzelnen Spezies. Zusätzlich weisen Lee et al. (2009) darauf hin, dass die Unsi-
cherheiten von O3 und CH4 wahrscheinlich überschätzt werden, da sie seit IPCC (1999) nicht
aktualisiert wurden. Die Unsicherheitsabschätzung von Lee et al. (2009) stellen also eine Ma-
ximalabschätzung des Unsicherheitsbereiches dar. Welche Auswirkung die unterschiedlichen
Annahmen der Unsicherheiten auf die Ergebnisse haben, wird in Kap. 7 am Beispiel von vier
verschiedenen Emissionskatastern gezeigt.
6.4.3 Klimasensitivität
Zur Berechnung der Temperaturänderung wird die Klimasensitivität (λ ) verwendet, die an-
gibt, wie stark sich die Temperatur für eine normierte Änderung des Strahlungsantriebes ändert.
Dabei spielen vor allem Rückkopplungseffekte, wie Wasserdampf- oder Wolkenrückkopplung,
eine Rolle. Die verwendeten Werte stammen aus Ponater et al. (2006) und sind ebenfalls in
Tab. 6.1 dargestellt. Die angenommenen Unsicherheiten folgen Joshi et al. (2003) und IPCC
(2007).
54 6. Die Monte-Carlo-Simulation
6.4.4 Hintergrundszenario
Neben den Unsicherheiten, die auf Unterschiede in den Modellen zurückzuführen sind, gibt es
auch Unsicherheiten, die dadurch verursacht werden, dass einerseits die zukünftige Entwick-
lung des Luftverkehrs selbst, andererseits aber auch die zeitliche Entwicklung der anderen Sek-
toren, die unter anderem die Hintergrundkonzentration von CO2 und CH4 beeinflussen, nicht
bekannt ist. Für diese Unsicherheitsparameter werden diskrete Szenarien ausgewählt. So wird
zum Beispiel für die künftige CO2- so wie CH4-Konzentration eines aus 13 IPCC-Szenarien
verwendet. Für den zukünftigen Verlauf der Luftverkehrsemission können ebenfalls verschie-
dene Verläufe vorgegeben werden, die dann zufällig ausgewählt werden. Für die Hintergrunds-
zenarien wird eine Gleichverteilung angenommen.
Kapitel 7
Unsicherheiten in der Bewertung der
Klimawirkung
Die in den vorigen Kapiteln beschriebene Methode soll zur Bewertung verschiedener Maßnah-
men zur Klimaoptimierung des Luftverkehrs verwendet werden. In diesem Kapitel wird anhand
mehrerer Vorstudien der Einfluss von Unsicherheiten atmosphärischer Prozesse auf die Kli-
mawirkung quantifiziert und der Einfluss von der Wahl der Unsicherheitsparameter sowie der
Einfluss der beiden verschiedenen Monte-Carlo-Versionen auf die Klimabewertung untersucht.
Hier werden vier verschiedene Emissionsdatensätze (AERO2k, TRADEOFF, QUANTIFY und
NASA) anstelle von verschiedenen Optimierungsmaßnahmen bewertet, die auf die gleichen
Emissionen und geflogene Distanzen normiert werden. Dadurch entstehen vier sehr ähnliche
Kataster, die sich nur in ihrer Emissionsverteilung unterscheiden.
7.1 Datenbeschreibung
Die vier verschiedenen Emissionskataster, die hier untersucht werden, stellen alle die geografi-
sche Verteilung der globalen Luftverkehrsemissionen in verschiedenen Jahren dar. Einige Ka-
taster beinhalten neben den Emissionen der zivilen Luftfahrt auch Emissionen der militärischen
Luftfahrt, allerdings ohne Angabe über zurückgelegte Distanzen. Die horizontale Auflösung
aller Emissionskataster liegt bei 1◦×1◦. Die Kataster unterscheiden sich neben dem Basisjahr
auch in der Berechnungsmethode und den getroffenen Annahmen. Die wesentlichen Unter-
schiede zwischen den vier Emissionskatastern sind in Tab. 7.1 dargestellt.
Das Emissionskataster AERO2k stellt Emissionen für das Jahr 2002 bereit (Eyers et al., 2004).
Die Daten werden mit einer vertikalen Auflösung von 500 Fuß (etwa 152 m) für zivile Luftfahrt
und 1000 Fuß (etwa 305 m) für Militär bereitgestellt1. QUANTIFY Emissionen gelten für das
Jahr 2000 (Borken-Kleefeld et al., 2010) und basieren auf globalen Flugbewegungsdaten des
1Die verwendete vertikale Auflösung für zivile Luftfahrt führt allerdings dazu, dass Flugzeuge die geringfügig
oberhalb oder unterhalb eines Flugniveaus fliegen in unterschiedliche Niveaus eingeteilt werden. Um dies zu um-
gehen, werden die Daten, wie in Eyers et al. (2004) empfohlen, so umgerechnet, dass die untere Schicht zwischen
0 bis 500 Fuß liegt und dann eine Auflösung von 1000 Fuß verwendet wird.
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Tabelle 7.1: Überblick der Charakteristik der verschiedenen Emissionskataster.
Basisjahr
Treibstoff NOx Distanz Auflösung
[Tg] [TgN] [109km] Vert. [m]
AERO2k 2002 176 0.68 33.2 305
QUANTIFY 2000 214 0.85 30.5 610
TRADEOFF 2000 169 0.59 25.1 610
NASA 1992 139 0.44 - 1000
Normiert - 214 0.85 30.5 -
OAG (Official Airline Guide). Zusätzlich werden nicht-fahrplanmäßige Flugverbindungen des
AERO2k Datensatzes verwendet. Die Emissionen wurden so skaliert, dass der Gesamttreib-
stoffverbrauch den Daten der IEA (International Energy Agency) über die verkaufte Treibstoff-
menge entspricht. Die vertikale Auflösung von QUANTIFY ist mit 2000 Fuß (etwa 610 m)
geringer als die von AERO2k. Für TRADEOFF werden Flugbewegungen von 1991/1992 auf
das Jahr 2000 hochgerechnet und durch ICAO Statistiken korrigiert (z. B. Gauss et al., 2006).
Die vertikale Auflösung beträgt ebenfalls 610 m (2000 Fuß). Für das NASA-Emissionskataster
wurde das Jahr 1992 zugrunde gelegt (Baughcum et al., 1996). Die vertikale Auflösung beträgt
1 km. Im NASA-Emissionskataster sind keine geflogenen Distanzen enthalten. Um dennoch ei-
ne Abschätzung der Klimawirkung von Kondensstreifen und Kondensstreifen-Zirren zu treffen,
wird für das NASA-Kataster im Folgenden angenommen, dass die geflogene Strecke proportio-
nal zur Treibstoffverteilung ist.
Da sich die Emissionskataster sowohl in der Berechnungsmethode als auch im zugrunde geleg-
ten Basisjahr unterscheiden, ergeben sich sowohl unterschiedliche geografische Verteilungen
als auch unterschiedliche Gesamtemissionen (siehe Tab. 7.1). Um einerseits möglichst ähnliche
Datensätze zu erhalten und andererseits nur die Unterschiede durch unterschiedliche Emissi-
onsverteilung zu analysieren, wurden die Datensätze auf den gleichen Treibstoffverbrauch, die
gleichen NOx-Emissionen sowie die gleichen geflogenen Distanzen normiert. Dadurch unter-
scheiden sich die Emissionskataster lediglich in der räumlichen Verteilung der Emissionen,
die in Abb. 7.1 dargestellt ist. Trotz der unterschiedlichen Berechnungsmethoden und zugrun-
de liegenden Annahmen ist die Breitenverteilung der unterschiedlichen Emissionskataster sehr
ähnlich.
Größere Unterschiede zeigt die Höhenverteilung der Emissionskataster (Abb. 7.1b). AERO2k
zeigt im Vergleich zu den anderen Katastern größere Emissionen zwischen 800 und 300 hPa. Im
Bereich der Hauptflugniveaus weist AERO2k dafür ein geringeres Maximum auf als die ande-
ren Kataster. TRADEOFF und QUANTIFY zeigen ein sehr ähnliches Höhenprofil mit verhält-
nismäßig geringen Emissionen unterhalb von 300 hPa (Druck größer als 300 hPa), dafür aber
ein starkes Maximum bei 250 hPa. TRADEOFF hat oberhalb von 200 hPa keine Emissionen,
während sie bei QUANTIFY bis etwa 180 hPa reichen. NASA zeigt unterhalb von 300 hPa ein
ähnliches Höhenprofil wie TRADEOFF und QUANTIFY, aber ein deutlich geringeres Maxi-
mum in den Hauptflugniveaus. Im Vergleich zu den anderen Katastern zeigt NASA zwischen
200 hPa und 130 hPa deutlich größere Emissionen. Ursache dafür ist, dass im Jahr 1992 noch
Überschallverkehr stattfand (Concord), der aufgrund der hohen Geschwindigkeiten in großen
Höhen geflogen ist.
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Abbildung 7.1: Emissionsverteilung der unterschiedlichen Emissionskataster in Abhängigkeit
von der geografischen Breite (a) und der Höhe (b). Normierter Treibstoffverbrauch von AE-
RO2k, TRADEOFF, QUANTIFY und NASA pro Grad bzw. pro 1000 Fuß (305 m).
7.2 Unsicherheiten aus atmosphärischen Prozessen
Im Folgenden wird gezeigt, welchen Einfluss die in Kap. 6 dargestellten Unsicherheiten aus at-
mosphärischen Prozessen auf die Klimabewertung haben. Für die hier verwendeten, normierten
Emissionskataster wird in einer Monte-Carlo-Simulation (Kap. 6.2) die über 100 Jahre gemit-
telte Temperaturänderung (ATR) berechnet. In Abb. 7.2 ist die aus der Monte-Carlo-Simulation
resultierende Häufigkeitsverteilung der mittleren Temperaturänderung für die vier Kataster dar-
gestellt. Dabei zeigt sich, dass die Unsicherheit, also die Variabilität der Ergebnisse, der mitt-
leren Temperaturänderung eines Katasters deutlich größer ist als der Unterschied zwischen
den einzelnen Emissionskatastern. So zeigt zum Beispiel AERO2k eine Variabilität von 47 bis
82 mK, während der Unterschied der Mittelwerte zwischen AERO2k und z. B. NASA weniger
als 25 mK beträgt.
Bei den in Kap. 6.4 beschriebenen Unsicherheitsbereichen handelt es sich nicht um statistische
Unsicherheiten, sondern um systematische Unsicherheiten. Das heißt, es ist möglich, dass zum
Beispiel der Strahlungsantrieb von Ozon um 30% unterschätzt wird, dies gilt dann aber für al-
le berechneten Szenarien. Das bedeutet, dass für den Vergleich mehrerer Szenarien dieselben
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Abbildung 7.2: Häufigkeitsverteilungen in 1 mK Schritten einer mittleren Temperaturände-
rung (ATR) über 100 Jahre für vier verschiedene normierte Kataster: AERO2K, TRADEOFF,
QUANTIFY und NASA, die aus einer Monte-Carlo-Simulation resultieren.
Annahmen über die Unsicherheit getroffen werden müssen. Als Beispiel ist in Abb. 7.3 der zeit-
liche Verlauf der Temperaturänderung für zwei der vier Kataster (AERO2K und TRADEOFF)
und drei verschiedene Annahmen über die Stärke des Strahlungsantriebes von Ozon dargestellt.
Die Temperaturänderung im Jahr 2100 zeigt für AERO2k eine sehr große Unsicherheit (langer
Pfeil) von 82 mK (geringer Einfluss von O3) bis 125 mK (starker Einfluss von O3). Für TRA-
DEOFF ergibt sich eine Verteilung zwischen 93 und 137 mK. Vergleicht man allerdings die
beiden Kataster separat für jede Annahme, zeigt sich, dass TRADEOFF in jedem der drei Fälle
eine zwischen 9 und 14% größere Temperaturänderung verursacht als AERO2k (kleiner Pfeil
in Abb. 7.3). TRADEOFF weist also eine signifikant größere Klimawirkung auf als AERO2k.
Berechnet man, mit der in Kap. 6 beschriebenen Monte-Carlo-Simulation, die Mediane und Per-
zentilen für die vier Kataster, so ergeben sich die in Abb. 7.4 dargestellten relativen Differenzen
vom Mittelwert der vier Kataster. Wie bereits in Abb. 7.2 zu sehen war, ist die Klimawirkung
von TRADEOFF und QUANTIFY nicht unterscheidbar. Dennoch unterscheiden sich alle vier
Kataster signifikant vom Mittelwert aller vier Kataster (siehe auch Anhang B). NASA zeigt eine
deutlich größere Klimawirkung als die anderen Kataster und AERO2k eine deutlich geringere
Klimawirkung. Auch QUANTIFY und TRADEOFF zeigen eine geringere Klimawirkung als
der Mittelwert aller vier Kataster.
Dies zeigt, dass es mit der hier beschriebenen Methode möglich ist, trotz großer Unsicherheiten
in der Berechnung der Klimawirkung auch geringe Unterschiede zwischen verschiedenen Sze-
narien signifikant nachzuweisen. Da sich verschiedene Optimierungsmaßnahmen meist neben
der Emissionsverteilung auch in der Emissionsmenge unterscheiden, kann diese Methode sehr
gut zur Bewertung unterschiedlicher Optimierungsmaßnahmen verwendet werden. Die Ursache
für die Unterschiede in der Klimawirkung der Kataster wird im folgenden Kapitel untersucht.
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Abbildung 7.3: Zeitlicher Verlauf der Temperaturänderung zweier normierter Kataster für drei
verschiedene Annahmen für die Stärke des Strahlungsantriebes von Ozon.
7.3 Unsicherheiten der Klimawirkung des heutigen Flugver-
kehrs
Bisher wurde gezeigt, dass es möglich ist, geringe Unterschiede in der Klimawirkung verschie-
dener Kataster signifikant nachzuweisen. In diesem Kapitel sollen die Ursachen für die Unter-
schiede in der Klimawirkung ermittelt werden. Die relativen Differenzen der einzelnen Emis-
sionskataster vom Mittelwert aller vier Kataster sind in Abb. 7.4 dargestellt. Der Klimaeinfluss
des NASA-Emissionskatasters ist 18.2% größer als der Mittelwert der vier Kataster, während
AERO2k eine relative Differenz von -13.2% zeigt und TRADEOFF und QUANTIFY eine re-
lative Differenz von -2.5 bzw. -2.8%. Obwohl die hier verwendeten Emissionskataster auf die
gleichen Emissionen normiert wurden und sich dadurch nur durch die Emissionsverteilung ge-
ringfügig unterscheiden, zeigen die einzelnen Emissionskataster signifikante Unterschiede. Bei
der Berechnung der Klimawirkung des heutigen Luftverkehrs kann also allein die Emissions-
verteilung zu einem signifikanten Unterschied von bis zu 31% führen (Unterschied AERO2k
und NASA).
Die Ursachen für die unterschiedliche Klimawirkung der einzelnen Emissionskataster wer-
den deutlich, wenn man die relativen Differenzen in die Beiträge der einzelnen Spezies auf-
teilt (Abb. 7.5). Die große Klimawirkung des NASA-Katasters wird hauptsächlich von Ozon,
Kondensstreifen-Zirrus und Wasserdampf verursacht, welche relative Differenzen von 10.8, 4.7
bzw. 2.3% verursachen. Auch Methan und der langanhaltende Ozonabbau (Opm3 ) tragen zu ei-
ner höheren Klimawirkung bei, allerdings nur zu einem kleinen Teil (zusammen weniger als
0.5%). Die Klimawirkung von Ozon und Wasserdampf nimmt stark mit der Höhe zu und da das
NASA-Kataster im Gegensatz zu den anderen Katastern auch bis in große Höhen Emissionen
60 7. Unsicherheiten in der Bewertung der Klimawirkung
a) b)
-15
-10
-5
0
5
10
15
20
R
e
la
ti
v
e
 D
if
fe
re
n
z
 [
%
]
AERO2K TRADEOFF QUANTIFY NASA
Abbildung 7.4: a) Erläuterung der dargestellten Fehlerbalken. b) Relative Differenz der mitt-
leren Temperaturänderung (ATR) von AERO2k, TRADEOFF, QUANTIFY und NASA vom
Mittelwert aller vier Emissionskataster. Annahmen über Unsicherheiten entsprechend Grewe
und Stenke (2008). Dargestellt sind jeweils der Median sowie die 2.5, 25, 75 und 97.5% Per-
zentilen. Die entsprechenden Zahlenwerte sind in Tab. C.2 angegeben.
aufweist, ist auch die Klimawirkung des NASA-Katasters deutlich größer als die der anderen
Kataster. Die Wirkung von Methan und damit auch vom langanhaltenden Ozonabbau (Opm3 )
nimmt hingegen mit der Höhe ab. Da beide Spezies aber kühlend wirken, führt die geringe
Wirkung in der Höhe insgesamt zu einer höheren Temperaturänderung. Der Effekt von CO2 ist
für alle Kataster der gleiche (nicht dargestellt), da auf den Treibstoffverbrauch normiert wur-
de und Kohlendioxid durch die lange Lebenszeit, im Gegensatz zu den anderen Spezies, keine
Abhängigkeit vom Emissionsort zeigt (Kap. 2.1). Die geringste Klimawirkung der vier Katas-
ter zeigt AERO2k, hauptsächlich verursacht durch die geringe Wirkung von Kondensstreifen-
Zirren (−5.7%) und Ozon (−5.2%). Auch die Wirkung von Wasserdampf, Methan und langan-
haltendem Ozonabbau tragen zu einer geringeren Klimawirkung bei, aber nur zwischen −0.4
und−1.1%. AERO2k zeigt im Gegensatz zu den anderen Katastern größere Emissionen bereits
in niedriger Höhe und dafür geringere Emissionen in den Hauptflugniveaus um 250 hPa. Da die
Wirkung von Ozon und Kondensstreifen-Zirrus in niedrigeren Höhen geringer ist, führt dies zu
einer geringeren Gesamtklimawirkung. Die relative Differenz von TRADEOFF zum Mittelwert
der Emissionskataster beträgt −2.5%. Im Gegensatz zu AERO2k, bei dem alle Spezies in die
gleiche Richtung wirken, heben sich bei TRADEOFF die Wirkungen teilweise auf. So trägt
die Wirkung von Ozon und Wasserdampf zu einer Verringerung der relativen Differenz um 4.2
bzw. 1.0% bei, während die Wirkung von Kondensstreifen-Zirrus, Methan und langanhaltenden
Ozonabbau zu einer Erhöhung der relativen Differenz um 2.0, 0.6 und 0.2% führen. Ursache
für die geringere Klimawirkung von O3 und H2O und für die größere Wirkung von CH4 und
Opm3 sind die geringeren Emissionen oberhalb der Hauptflugniveaus. Die höhere Wirkung von
Kondensstreifen-Zirren wird durch mehr Luftverkehr im Bereich der Hauptflugniveaus verur-
sacht, in denen die Wirkung von Kondensstreifen-Zirrus am größten ist. Die relative Differenz
des QUANTIFY-Katasters vom Mittelwert der vier Emissionskataster liegt bei -2.8%. Dabei
führen Ozon, Kondensstreifen-Zirren und Wasserdampf zu einer 1.6, 1.1 bzw. 0.4% geringeren
Differenz, während Methan und der langanhaltende Ozonabbau zu einer 0.3 bzw. 0.1% höheren
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Abbildung 7.5: Relative Differenz der mittleren Temperaturänderung (ATR) von AERO2k,
TRADEOFF, QUANTIFY und NASA vom Mittelwert aller vier Emissionskataster aufgeteilt
in die Beiträge der einzelnen Spezies. Annahmen über Unsicherheiten entsprechen Grewe und
Stenke (2008). Dargestellt sind jeweils der Median sowie die 2.5, 25, 75 und 97.5% Perzentilen.
Die entsprechenden Zahlenwerte sind in Tab. C.2 angegeben.
relativen Differenz beitragen. Ursache hierfür ist das starke Emissionsmaximum in den Haupt-
flugniveaus und die geringen Emissionen oberhalb davon.
Die Unterschiede zwischen den verschiedenen Katastern werden also hauptsächlich von Ozon
und Kondensstreifen-Zirren verursacht, weil diese beiden Spezies einerseits eine sehr große
Höhenabhängigkeit der Klimawirkung aufweisen und andererseits auch einen großen Beitrag
zur Gesamtklimawirkung liefern. Die Klimawirkung der CO2-Emissionen trägt nicht zum Un-
terschied der Kataster bei, da die Kataster auf denselben Treibstoffverbrauch normiert sind und
die Wirkung von Kohlendioxid nicht höhenabhängig ist.
7.4 Sensitivitätsanalyse
Bisher wurde gezeigt, dass trotz der großen Unsicherheiten in der Berechnung der Klimawir-
kung des Luftverkehrs auch geringe Unterschiede zwischen Szenarien signifikant nachgewiesen
werden können und eine Analyse der Ursachen möglich ist, indem die Gesamtklimawirkung in
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Abbildung 7.6: Vergleich der relativen Differenz zwischen der externen (jeweils linker Balken)
und der internen Monte-Carlo-Simulation (jeweils rechter Balken) aufgeteilt in die Beiträge
der einzelnen Spezies. Dargestellt sind jeweils der Median sowie die 2.5, 25, 75 und 97.5%
Perzentilen. Die entsprechenden Zahlenwerte sind in Tab. C.2 und C.3 angegeben.
die Beiträge der einzelnen Spezies aufgeteilt wird. In diesem Kapitel soll nun gezeigt werden,
wie sehr die Klimabewertung von der Wahl der Unsicherheitsbereiche so wie der Methode der
Monte-Carlo-Simulation abhängt.
Vergleich von externer und interner Monte-Carlo-Simulation
Die Monte-Carlo-Simulation bietet eine zuverlässige Unsicherheitsabschätzung, allerdings be-
nötigt die häufige Wiederholung der Simulation eine Rechenzeit von etwa 24 Stunden auf einem
Einkernprozessor. Um die Methode dennoch in einer Simulationskette nutzen zu können (wie
in Kap. 9 beschrieben), wird die interne Monte-Carlo-Simulation verwendet, in der die Monte-
Carlo-Simulation innerhalb von AirClim berechnet wird, wodurch nur einzelne Unterprogram-
me des Modells 10.000-mal wiederholt werden und nicht das gesamte Programm (Kap. 6.3).
Wichtig ist dabei, dass beide Versionen übereinstimmende Ergebnisse liefern, obwohl für die in-
terne Monte-Carlo-Simulation angenommen wird, dass sich die Verteilung der Unsicherheiten
auf die Verteilung der Temperaturänderung übertragen. Der Vergleich der relativen Differenzen
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beider Methoden ist in Abb. 7.6 dargestellt. Die beiden Ergebnisse zeigen eine gute Überein-
stimmung. Die Mediane zeigen zwar geringe Unterschiede, aber diese beeinflussen die Aus-
sage der Klimabewertung nicht. Die Unsicherheiten der internen Monte-Carlo-Simulation bei
TRADEOFF und QUANTIFY sind geringer als die Unsicherheitsbereiche der externen Monte-
Carlo-Simulation. Bei AERO2k und NASA hingegen zeigt die interne Monte-Carlo-Simulation
etwas größere Unsicherheiten als die externe Monte-Carlo-Simulation. Die Unterschiede in den
Unsicherheiten werden hauptsächlich durch die Unsicherheit in der Lebenszeit verursacht, da
sich diese nichtlinear auf die Temperaturänderung auswirkt. Wird die Unsicherheit in der Be-
rechnung der Lebenszeit nicht berücksichtigt, zeigen beide Modellversionen kaum noch Unter-
schiede (nicht dargestellt). Auch mit Berücksichtigung der Unsicherheit in der Lebenszeit zeigt
der Vergleich zwischen externer und interner Monte-Carlo-Simulation, dass es durchaus mög-
lich ist, die zeitsparende interne Monte-Carlo-Simulation zu verwenden, da sich die Aussagen
über die Größe der Klimawirkung und deren Ursachen nicht verändern. Für Fälle, in denen die
Klimabewertung nicht ganz eindeutig ist, empfiehlt es sich dennoch als Test auch die zeitauf-
wändigere externe Monte-Carlo-Simulation durchzuführen.
Vergleich Grewe-Lee
Für die Berechnung der Unsicherheiten müssen gewisse Annahmen über die Unsicherheitsbe-
reiche der Eingabeparameter getroffen werden. Im letzten Abschnitt wurden die Unsicherheiten
verwendet, die in Grewe und Stenke (2008) angegeben wurden (Tab. 6.1). Um zu untersuchen,
inwieweit die Resultate von diesen Annahmen abhängen, wird eine weitere Simulation mit den
Unsicherheitsbereichen, die in Lee et al. (2009) angegeben sind (Tab. 6.1), durchgeführt. Die
Unsicherheitsbereiche von Lee et al. (2009) sind deutlich größer als die von Grewe und Stenke
(2008), weil die für den Strahlungsantrieb verwendeten Unsicherheiten zusätzlich die Unsi-
cherheiten in der Lebenszeit und die Unsicherheiten durch unterschiedliche Emissionskataster
beinhalten, die in Grewe und Stenke (2008) getrennt betrachtet werden. Dadurch ist die Ab-
schätzung der Unsicherheiten mit den Werten aus Lee et al. (2009) als Maximalabschätzung
der Unsicherheiten zu betrachten. Der Vergleich der relativen Differenzen ist in Abb. 7.7 darge-
stellt. Dadurch, dass die Unsicherheitsbereiche, die als Eingangsdatensatz dienen, bei Lee et al.
(2009) deutlich größer sind als bei Grewe und Stenke (2008), zeigen auch die Resultate mit den
Unsicherheitsannahmen von Lee et al. (2009) deutlich größere Unsicherheiten. Durch die grö-
ßere Unsicherheit kann TRADEOFF nicht mehr signifikant vom Mittelwert der vier Kataster
unterschieden werden. Die übrigen Aussagen über die Klimawirkung der einzelnen Emissions-
kataster bleiben aber unverändert. Auch bei der Untersuchung der einzelnen Spezies, bleiben
die Aussagen unverändert und lediglich die Unsicherheiten werden größer. Dies zeigt, dass die
Verwendung der Monte-Carlo-Simulation zusammen mit der Betrachtung relativer Unterschie-
de zu einer robusten Bewertung der Klimawirkung führt.
Strukturelle Unsicherheiten
In den vorigen Simulationen wurden nur die Unsicherheiten berücksichtigt, die durch die Un-
sicherheiten in atmosphärischen Prozessen entstehen. Aber auch die Unsicherheiten, die durch
die unbekannte zukünftige Entwicklung des Luftverkehrs und der übrigen Sektoren entstehen,
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Abbildung 7.7: Vergleich der relativen Differenz zwischen den Unsicherheitsannahmen von
Grewe und Stenke (2008) (linke Balken) und Lee et al. (2009) (rechte Balken) aufgeteilt in die
Beiträge der einzelnen Spezies. Dargestellt sind jeweils der Median sowie die 2.5, 25, 75 und
97.5% Perzentilen. Die entsprechenden Zahlenwerte sind in Tab. C.2 und C.4 angegeben.
können die Ergebnisse beeinflussen. Um zu untersuchen, wie stark der Einfluss der anderen
Sektoren ist, wird eine zusätzliche Simulation durchgeführt, bei der neben den atmosphärischen
Unsicherheiten auch die Unsicherheit der Hintergrundkonzentration von Kohlendioxid und Me-
than berücksichtigt wird. Dabei wird für jeden Schritt der Monte-Carlo-Simulation per Zufalls-
generator eine von 10 verschiedenen IPCC-Szenarien ausgewählt (Nakicenovic et al., 2000).
Der Vergleich der beiden unterschiedlichen Annahmen ist in Abb. 7.8 für die gesamte Klima-
wirkung dargestellt. Es zeigt sich, dass die Unsicherheiten für TRADEOFF und QUANTIFY
fast unverändert bleiben, während die Unsicherheiten von AERO2k und NASA etwas größer
werden. Die Aussage, welches Kataster eine größere oder geringere Klimawirkung als der Mit-
telwert hat, sowie die Signifikanz der Aussage werden durch die veränderten Annahmen aller-
dings nicht beeinflusst.
Der zeitliche Verlauf der Luftverkehrsemissionen ist genau wie der Verlauf der Hintergrund-
konzentrationen nicht bekannt. Bei der Bewertung verschiedener Technologien oder Szenarien
muss deshalb ein zur Fragestellung passender Emissionsverlauf vorgegeben werden (Kap. 3).
Dazu kann entweder ein konstanter Emissionsverlauf oder eines der IPCC-Szenarien verwendet
werden. Welchen Einfluss die zeitliche Entwicklung des Luftverkehrs auf die Klimabewertung
hat, wird mit einer weiteren Simulation untersucht, bei der zusätzlich zu den vorigen Unsicher-
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Abbildung 7.8: Vergleich der relativen Differenz zwischen drei verschiedenen Unsicherheitsan-
nahmen. Einmal ohne Berücksichtigung unterschiedlicher Hintergrundkonzentration (schwarz),
einmal mit Berücksichtigung unterschiedlicher Hintergrundkonzentration (rot) und einmal mit
Berücksichtigung unterschiedlicher Hintergrundkonzentrationen sowie unterschiedlicher zeitli-
cher Entwicklungen des Luftverkehrs (blau). Dargestellt sind jeweils der Median sowie die 2.5,
25, 75 und 97.5% Perzentilen. Die entsprechenden Zahlenwerte sind in Tab. C.2, C.1 und C.5
angegeben.
heiten auch die Wahl des zeitlichen Verlaufs zufällig erfolgt. Dabei werden bis 2005 historische
Emissionen verwendet und danach eines von sechs verschiedenen Szenarien: entweder eines
der drei IPCC-Szenarien (Fa1, Eab, Eah, IPCC, 1999), konstante Emission ab 2015 oder 2050
oder ein Abschalten der Luftverkehrsemissionen nach 2015. Durch die Verwendung verschie-
dener Emissionsverläufe kann der Beitrag der verschiedenen Spezies zur Gesamtklimawirkung
deutlich unterschiedlich ausfallen. Werden zum Beispiel die Emissionen im Lauf der Zeit ver-
ringert, so reagieren kurzlebige Spezies wie Ozon sofort auf die Veränderung und deren Klima-
wirkung wird verringert. Die Klimawirkung langlebiger Spezies wie Kohlendioxid bleibt aber
noch lange Zeit bestehen. Dadurch wird der relative Beitrag langlebiger Spezies größer und
ein Szenario, das zuvor klimafreundlicher erschien, klimaschädlicher. Vergleicht man jedoch
die verschiedenen normierten Emissionskataster, zeigen sich die Ergebnisse relativ unverändert
(Abb. 7.8, blauer Balken). Dies liegt unter anderem daran, dass sich die Klimawirkungen der
CO2-Emissionen der verschiedenen Kataster nicht unterscheiden. Insgesamt nehmen die Unsi-
cherheiten zwar geringfügig zu, aber die Aussage, welches Kataster eine größere oder geringere
Klimawirkung als der Mittelwert hat, sowie die Signifikanz der Aussage werden durch die ver-
änderten Annahmen nicht beeinflusst.
7.5 Zusammenfassung
In diesem Kapitel wurde anhand verschiedener Vorstudien gezeigt, welchen Einfluss die Un-
sicherheiten in atmosphärischen Prozessen auf die Zuverlässigkeit der Klimabewertung ver-
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schiedener Luftverkehrsszenarien haben und wie sich verschiedene Annahmen über die Unsi-
cherheitsbereiche auf die Klimabewertung auswirken. Dabei wurden anstelle von verschiede-
ner Optimierungsmaßnahmen vier verschiedene Emissionskataster verwendet, die auf dieselben
Emissionen normiert wurden. Durch die Verwendung der Monte-Carlo-Simulation und die Be-
rechnung relativer Unterschiede kann der Unterschied in der Klimawirkung verschiedener Ka-
taster statistisch signifikant berechnet werden. Will man hingegen die absolute Klimawirkung
verschiedener Kataster untersuchen, stellt man fest, dass sich die Kataster nicht signifikant un-
terschieden, da die Unsicherheit der Klimawirkung der einzelnen Kataster größer ist als der
Unterschied zwischen den Katastern. Die Aufteilung der relativen Differenz in die Beiträge
der einzelnen Spezies ermöglicht eine Analyse der Ursache für die Unterschiede der Klima-
wirkung verschiedener Kataster. Der Vergleich der Klimabewertung die mit unterschiedlichen
Versionen der Monte-Carlo-Simulation (extern und intern) oder mit unterschiedlichen Annah-
men über die Unsicherheitsbereiche berechnet wurden zeigt, dass die Klimabewertungen sehr
robust sind, obwohl die Unterschiede der einzelnen Kataster sehr gering und die Unsicherheiten
in der Berechnung der Klimawirkung groß sind. Dies zeigt, dass die in dieser Arbeit verwende-
te Methode gut geeignet ist, um die Klimawirkung verschiedener Optimierungsmaßnahmen zu
bewerten, auch wenn die Unterschiede in den Emissionen sehr gering sind.
Kapitel 8
Kritische Analyse eindimensionaler
Klimafunktionen
Neben einem Response-Modell wie AirClim, das sowohl die Abhängigkeit der Klimawirkung
von der Breite als auch von der Höhe des Emissionsortes berücksichtigt, werden in einigen Stu-
dien auch sogenannte eindimensionale Klimafunktionen zur Bewertung der Klimawirkung des
Luftverkehrs verwendet. Bei 1-D-Klimafunktionen wird nur die Höhenabhängigkeit der Klima-
wirkung beachtet, aber nicht deren Breitenabhängigkeit. Mit Hilfe von 1-D-Klimafunktionen
kann sehr schnell eine erste Abschätzung darüber getroffen werden, ob ein Flugzeug oder ei-
ne Flugroute klimafreundlicher ist als eine andere. Solche 1-D-Klimafunktionen wurden bisher
zum Beispiel von Köhler et al. (2008) für NOx-Emissionen, von Rädel und Shine (2008) für
linienförmige Kondensstreifen und von Grewe et al. (2010b) für Überschallverkehr berechnet
und in einer Reihe von Studien zur Bewertung der Klimawirkung unterschiedlicher Flugzeug-
technologien verwendet (z. B. Egelhofer, 2008; Schwartz und Kroo, 2009; Grewe et al., 2010b).
Im folgenden Kapitel wird zunächst beschrieben, wie 1-D-Klimafunktionen berechnet werden
und dann aufgezeigt, in wieweit 1-D-Klimafunktionen zur Bewertung der Klimawirkung ver-
schiedener Flugzeuge oder Flugrouten geeignet sind, obwohl die Breitenabhängigkeit der Kli-
mawirkung vernachlässigt wird.
8.1 Beschreibung der 1-D-Klimafunktionen
Die in diesem Kapitel verwendeten 1-D-Klimafunktionen werden mit AirClim berechnet und
basieren somit auf Ergebnissen des Klima-Chemie-Modells E39/CA. Zur Berechnung der
1-D-Klimafunktionen wird zunächst aus einem Emissionsdatensatz, der den Flugverkehr im
Jahr 2002 wiedergibt (AERO2k, siehe Kap. 7.1), eine Breitenverteilung der Emissionen be-
rechnet. Anschließend werden, wie in Köhler et al. (2008), 16 verschiedene Störungsschichten
(’Perturbation Level’, PL) zwischen 5 und 15 km definiert (siehe Tab. 8.1). In jede dieser Stö-
rungsschichten wird nacheinander die berechnete Breitenverteilung der Emission emittiert, um
damit den hierdurch hervorgerufenen Strahlungsantrieb zu berechnen, der in diesem Kapitel
als Maß für die Klimawirkung verwendet wird. Emittiert wurde jeweils ab dem Jahr 1995 und
analysiert wurde der Strahlungsantrieb im Jahr 2002, um die Ergebnisse vergleichbar zu denen
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PL Höhe[km] Druck [hPa]
16 14.2-14.8 125-137
15 13.6-14.2 137-151
14 13.0-13.6 151-165
13 12.4-13.0 165-182
12 11.7-12.4 182-203
11 11.1-11.7 203-223
10 10.5-11.1 223-245
9 9.9-10.5 245-269
8 9.3-9.9 269-295
7 8.7-9.3 295-321
6 8.1-8.7 321-351
5 7.5-8.1 351-383
4 6.9-7.5 383-417
3 6.3-6.9 417-453
2 5.6-6.3 453-498
1 5.0-5.6 498-540
Tabelle 8.1: Definierte Störungsschichten (’Perturbation level’, PL) mit entsprechenden Höhen
in km und mittlerem Druck in hPa (Standardatmosphäre).
von Köhler et al. (2008) zu machen. Die sich daraus ergebenden 1-D-Klimafunktionen sind in
Abb. 8.1 für die verschiedenen Spezies dargestellt. Wie bereits in Kap. 2 gezeigt wurde, weist
die Wirkung von Kohlendioxid keine Höhenabhängigkeit auf, da es durch die lange Lebens-
zeit gleichmäßig in der Atmosphäre verteilt wird. Alle anderen Spezies zeigen unterhalb von
PL10 eine kontinuierliche Zunahme des Strahlungsantriebes mit der Höhe. Mit Gegensatz zum
Strahlungsantrieb von Ozon, Wasserdampf und Methan nehmen die Strahlungsantriebe von li-
nienförmigen Kondensstreifen (lin. KS) und Kondensstreifen-Zirrus (KS-Zirrus) oberhalb von
PL10 wieder ab. Ozon zeigt oberhalb von PL12 und unterhalb von PL4 den größten Strahlungs-
antrieb. Zwischen PL4 und PL12 zeigen Kondensstreifen-Zirren den größten Effekt. Der Strah-
lungsantrieb von Ozon ist größer als der der CO2-Emission, weil nur Emissionen über einen
kurzen Zeitraum untersucht wurden, wodurch sich das Kohlendioxid nicht anreichern konnte.
Dennoch stellt Kohlendioxid unterhalb von PL8 die dritt wichtigste Spezies dar. Oberhalb von
PL9 nimmt der Strahlungsantrieb von Wasserdampf stark zu und Wasserdampf wird oberhalb
von PL14 zur zweit wichtigsten Spezies. Die eindimensionalen Klimafunktionen von Köhler
et al. (2008) und Rädel und Shine (2008) sind in Kap. 5.2.2 für NOx-Emissionen (Abb. 5.6) und
für linienförmige Kondensstreifen (Abb. 5.7) dargestellt.
8.2 Bedeutung der Breitenabhängigkeit
Mit Hilfe von 1-D-Klimafunktionen wird die Klimawirkung (hier Strahlungsantrieb) einer Flug-
route anhand des in einer Höhe emittierten Stoffes und der zurückgelegten Strecke berech-
net. Neben der Höhe des Emissionsortes ist die Klimawirkung aber auch von der geogra-
fischen Breite des Emissionsortes abhängig. So ist zum Beispiel der Strahlungsantrieb von
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Abbildung 8.1: Mit AirClim berechnete 1-D-Klimafunktionen für die verschiedenen Spezies.
Zur Veranschaulichung sind hier alle 1-D-Klimafunktionen auf Treibstoffverbrauch normiert
dargestellt. Im Allgemeinen sind Ozon und Methan auf NOx-Emissionen normiert und Kon-
densstreifen (KS) auf geflogenen km. Der Größenvergleich der einzelnen Spezies gilt daher nur
für Flugrouten mit ähnlichem Treibstoffverbrauch pro km (5.3 kg/km) und ähnlichem NOx-
Emissionsindex (12.5 g/kg), sowie für den hier verwendeten Emissionsverlauf und die Breiten-
verteilung der Emission entsprechend AERO2k.
Ozon bei 200 hPa am Äquator etwa zwölfmal so groß wie in den nördlichen hohen Brei-
ten (Grewe und Stenke, 2008). Auch Kondensstreifen zeigen neben der Höhenabhängigkeit
eine starke Breitenabhängigkeit (Fichter et al., 2005). Diese Breitenabhängigkeit wird bei
den 1-D-Klimafunktionen nicht mehr explizit abgebildet, ist aber bei der Berechnung der
Klimafunktionen enthalten. So verwenden z. B. Köhler et al. (2008) und Rädel und Shine
(2008) für die Berechnung der 1-D-Klimafunktionen eine gegebene Breitenverteilung der Emis-
sionen des AERO2k-Datensatzes (Eyers et al., 2004). Das Vertikalprofil der Klimawirkung
(1-D-Klimafunktion) könnte sich allerdings ändern, wenn in anderen Breitenbereichen geflogen
wird, falls z. B. die wirtschaftliche Entwicklung in jetzigen Schwellenländern zu neuen Flug-
verbindungen führt. So würde zum Beispiel eine starke wirtschaftliche Entwicklung Südafrikas
zu deutlich mehr Flugverkehr in den Tropen führen. In diesem Kapitel soll deshalb untersucht
werden, ob die Verwendung von 1-D-Klimafunktionen trotz starker Vereinfachungen sinnvoll
ist, falls sich die Breitenverteilung der Emissionen in Zukunft verändert, oder einzelne Routen
untersucht werden.
8.2.1 Methodenbeschreibung
Um die Bedeutung der Breitenabhängigkeit zu analysieren, wird 10.000-mal der Unterschied
in der Klimawirkung zweier zufällig generierter Flugrouten untersucht. Die zufällig generierten
Flugrouten unterscheiden sich durch Flugniveau, Breitenverteilung, Stickoxidemissionsindex
(EINOx) und Treibstoffverbrauch. Für das Flugniveau wird eine binomial verteilte Zufallszahl
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Abbildung 8.2: Schematische Darstellung der Aussage des Streudiagramms.
zwischen den Flugniveaus 1 und 16 verwendet, die der Wahrscheinlichkeitsverteilung der heuti-
gen Flughöhen entspricht. Um die Breitenabhängigkeit der Klimawirkung zu untersuchen, wur-
de die aus AERO2k berechnete Breitenverteilung um 10, 20, 30, 40 bzw. 50◦ nach Süden bzw.
Norden verschoben. Dabei werden zwei verschiedene Annahmen getroffen. Als Erstes wird un-
tersucht, wie groß der Einfluss der Breitenabhängigkeit ist, falls die Region, in der geflogen
wird, zwar gleich ist, aber im Vergleich zur zugrunde liegenden Emissionsverteilung nach Nord
oder Süd verschoben sind. Anschließend wird untersucht, welchen Einfluss die Breitenabhän-
gigkeit auf die Untersuchung zweier Flugrouten in unterschiedlichen Regionen hat. Um für die
Berechnung der Gesamtklimawirkung die Unterschiede im Treibstoffverbrauch und dem NOx-
Emissionsindex bei unterschiedlicher Höhe zu berücksichtigen, wird der NOx-Emissionsindex
normalverteilt zwischen 10 und 15 g/kg angenommen und der Treibstoffverbrauch von -20% bis
+20% variiert. Um einen konsistenten Vergleich durchzuführen, wird der Unterschied der Kli-
mawirkung der beiden zufällig generierten Flugrouten einmal mit dem vollständigen Response-
Modell AirClim und einmal mit der aus AirClim berechneten 1-D-Klimafunktion berechnet.
Zeigt die 1-D-Klimafunktion das gleiche Ergebnis wie das vollständige Response-Modell, ist
die Bedeutung der Breitenabhängigkeit gering und kann in erster Ordnung vernachlässigt wer-
den.
Die Ergebnisse der beiden Berechnungsmethoden werden in einem Streudiagramm ge-
geneinander aufgetragen. Anhand dieses Streudiagramms wird untersucht, inwieweit die
1-D-Klimafunktionen qualitativ und quantitativ richtige Ergebnisse liefern. Zunächst wird un-
tersucht, ob die Ergebnisse qualitativ übereinstimmen. Liefern beide Berechnungen für die Dif-
ferenz beider Flugrouten das gleiche Vorzeichen, so liegt die 1-D-Klimafunktion qualitativ rich-
tig und der Punkt befindet sich im oberen rechten oder unteren linken Quadranten des Streudia-
gramms (siehe Abb. 8.2). Liefern beide Berechnungsmethoden für die Differenz beider Flug-
routen ein unterschiedliches Vorzeichen, so ergibt die 1-D-Klimafunktion eine qualitativ falsche
Aussage (oberer linker und unterer rechter Quadrant). Daraus wird berechnet, wie groß der An-
teil an qualitativ richtigen Ergebnissen ist. Dabei werden Punkte, bei denen eine der beiden
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Abbildung 8.3: Beispiel für den Anteil qualitativ richtiger Ergebnisse unter der Bedingung,
dass der mit der Klimafunktion berechnete Unterschied beider Flugrouten größer als RFKF ist.
Zudem ist dargestellt welcher Anteil an Datenpunkten dafür verwendet werden kann.
Berechnungsmethoden den Wert 0.0 ergeben, nicht gewertet, da diese nicht richtig zugeordnet
werden können. Liegt der Anteil der richtigen Ergebnisse bei 95% oder mehr, bzw. der Fehler
ε bei weniger als 5%, stimmen die beiden Berechnungsmethoden qualitativ signifikant über-
ein. Ist der Anteil der richtigen Ergebnisse bei weniger als 95%, wird eine Vertrauensschranke
S berechnet, so dass die Wahrscheinlichkeit, dass das Ergebnis qualitativ richtig ist, unter der
Bedingung, dass der Betrag von RFKF größer als S ist, mehr als 95% beträgt (Abb. 8.3). Dabei
ist RFKF der mit der 1-D-Klimafunktion berechnete marginale Strahlungsantrieb. Dabei muss
auch der Anteil der verbleibenden Datenpunkte (Q) berücksichtigt werden. Liegt dieser Anteil
unter 10%, so kann keine statistisch sinnvolle Aussage mehr getroffen werden. Allerdings ist
die Anwendbarkeit von 1-D-Klimafunktionen bereits bei einem Anteil unter 50% gering, da die
Methode dann in weniger als der Hälfte der untersuchten Fälle signifikante Aussagen liefert.
Neben der qualitativen Übereinstimmung wird auch untersucht, inwieweit die Ergebnisse quan-
titativ übereinstimmen. Dazu wird zunächst der Korrelationskoeffizient β untersucht, der angibt
inwieweit ein linearer Zusammenhang zwischen den Ergebnissen der 1-D-Klimafunktion und
den Ergebnissen von AirClim besteht. Liegt dieser Wert bei 1, so ist die Korrelation perfekt
und alle Datenpunkte liegen auf einer Geraden. Ist dieser Wert größer als 0.7 so bewerte ich
die Korrelation noch als gut. Neben dem Korrelationskoeffizienten wird eine Regressionsge-
rade bestimmt, um zu untersuchen, ob beide Berechnungsmethoden quantitativ übereinstim-
men. Liefern beide Ergebnisse eine quantitativ übereinstimmende Aussage, so weist die Re-
gressionsgerade eine Steigung (m) von 1 und einen Ordinatenabschnitt (a) von Null auf. Weist
die Regressionsgerade eine von 1 verschiedene Steigung auf, aber einen hohen Korrelationsko-
effizienten, so liegt ein systematischer Fehler vor, der korrigiert werden kann.
Ähnlich wie bei Köhler et al. (2008) bzw. Rädel und Shine (2008) werden zunächst die Ef-
fekte von Stickoxiden, Wasserdampf und linienförmigen Kondensstreifen separat untersucht.
Anschließend wird auch der Unterschied beider Berechnungsmethoden für die Gesamtwirkung
untersucht, wobei nur linienförmige Kondensstreifen betrachtet werden, da es für die Klima-
wirkung von Kondensstreifen-Zirren bisher nur sehr wenige Modellsimulationen gibt (z. B.
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Abbildung 8.4: Streudiagramm des Strahlungsantriebes von NOx-Emissionen berechnet mit
AirClim (Abszisse) bzw. der mit AirClim berechneten 1-D-Klimafunktion (Ordinate). a) Ver-
gleich zweier Flugrouten, die in unterschiedlichen Höhen aber im gleichen Breitenbereich lie-
gen und b) Vergleich zweier Flugrouten, die sowohl in unterschiedlichen Höhen als auch in
unterschiedlichen Breitenbereichen liegen. Die schwarz gestrichelten Linien stellen die Ver-
trauensschranken S dar. Die rot gestrichelte Linie stellt die Regressionsgerade dar und der grau
hinterlegte Bereich deren Unsicherheit. Angegeben sind zudem der Fehler ε , die Vertrauens-
schranke S, der damit noch analysierbare Anteil Q, der Korrelationskoeffizient β sowie der
Ordinatenabschnitt a und die Steigung m der Regressionsgeraden.
Burkhardt und Kärcher, 2011). Anschließend wird untersucht, ob eindimensionale Klimafunk-
tionen für die in AirClim neu implementierten Kondensstreifen-Zirren angewendet werden kön-
nen und welchen Einfluss deren Berücksichtigung auf die Anwendbarkeit für die Gesamtkli-
mawirkung hat (Kap. 8.2.3). Zusätzlich wird eine vereinfachte Studie durchgeführt, bei der
angenommen wird, dass sich Kondensstreifen-Zirren proportional zu linienförmigen Kondens-
streifen verhalten. Die Kondensstreifen-Zirren werden deshalb durch einfache Skalierung der
linienförmigen Kondensstreifen mit einem Faktor zwischen zwei und zehn berechnet.
8.2.2 Breitenabhängigkeit
Der Klimaeffekt von Stickoxiden NOx (O3 + CH4 + O
pm
3 )
Zunächst wird der Einfluss der Breitenabhängigkeit der Klimawirkung von NOx-Emissionen für
Flugrouten untersucht, die in derselben Region liegen, aber im Vergleich zur zugrunde liegen-
den Emissionsverteilung nach Nord oder Süd verschoben sind. Für beide Flugrouten wird ein
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NOx-Emissionsindex von 12.5 g/kg angenommen, wodurch der einzige Unterschied zwischen
beiden Flugrouten das unterschiedliche Flugniveau ist. Untersucht man nur die Klimawirkung,
die durch NOx-Emissionen verursacht wird, so zeigen alle untersuchen Flugzeugpaare qualitativ
übereinstimmende Ergebnisse (Abb. 8.4a). Dennoch unterscheidet sich die Steigung der Gerade
(m) signifikant von 1, der Ordinatenabschnitt (a) aber nicht signifikant von Null. Ursache für
die gute Übereinstimmung ist, dass die Klimawirkung der NOx-Emissionen unabhängig von der
geografischen Breite des Emissionsortes eine kontinuierliche Zunahme mit der Höhe zeigt. Die
Stärke der Zunahme der Klimawirkung mit der Höhe hängt aber von der geografischen Breite
des Emissionsortes ab, wodurch die Streuung um die Gerade entsteht.
Liegen beide Flugrouten nicht nur in unterschiedlichen Höhen, sondern auch in unterschied-
lichen Regionen, so erhöht sich der Fehler auf etwa 17% (Abb. 8.4b). Um dennoch mit einer
Wahrscheinlichkeit von mehr als 95% die richtige Flugroute als klimafreundlicher einzustufen,
muss der Unterschied beider Flugrouten oberhalb der Vertrauensschranke S liegen. Dies sind
allerdings nur etwa 47% der untersuchten Flugrouten. Dieser Anteil reicht zwar für eine statis-
tische Aussage aus, schränkt die Anwendbarkeit aber deutlich ein, da für weniger als die Hälfte
der untersuchten Flugroutenpaare eine statistisch signifikante Aussage getroffen werden kann.
Ursache für die größeren quantitativen Unterschiede ist, dass der absolute Strahlungsantrieb
von Ozon in den Tropen deutlich höher ist als in den mittleren Breiten, in denen ein Großteil
des heutigen Luftverkehrs stattfindet. Wird zum Beispiel eine Flugroute in 400 hPa in den Tro-
pen mit einer Flugroute in 300 hPa in den mittleren Breiten untersucht, so berechnet AirClim
einen größeren Strahlungsantrieb für die erste Route, da diese in den Tropen liegt, während die
1-D-Klimafunktion die Breitenänderung nicht berücksichtigen kann und deshalb einen größe-
ren Strahlungsantrieb für die zweite Route berechnet, da diese in einer größeren Höhe liegt.
Somit sind 1-D-Klimafunktionen für die Untersuchung der Unterschiede in der Klimawirkung
von NOx-Emissionen nur für Flugrouten in gleichen Regionen geeignet.
Der Klimaeffekt von Wasserdampf
Die Breitenabhängigkeit der Klimawirkung von Wasserdampfemissionen ist ähnlich zu der von
NOx-Emissionen (Abb. 8.5). Für Flugrouten in gleichen Breitenbereichen zeigen alle der un-
tersuchten Flugrouten ein qualitativ richtiges Ergebnis (Abb. 8.5a). Die Ursache für die gute
qualitative Übereinstimmung ist wie bei NOx-Emissionen die kontinuierliche Zunahme der Kli-
mawirkung mit der Höhe. Die Streuung der Datenpunkte um die Gerade wird wieder durch die
Unterschiede in der Stärke der Zunahme der Klimawirkung mit der Höhe verursacht.
Liegen beide Flugrouten nicht nur in unterschiedlichen Höhen, sondern auch in unterschied-
lichen Breiten, so erhöht sich der Fehler auf etwa 11% (Abb. 8.5b). Um beide Flugrou-
ten signifikant unterscheiden zu können, muss der Unterschied beider Flugrouten größer als
0.02 mW/(m2Tg(Fuel)) sein. Dann können allerdings nur noch 55% der untersuchten Flugrou-
ten signifikant unterschieden werden. Ursache für den größeren Anteil qualitativ falscher Er-
gebnisse ist wie bei NOx-Emissionen die Abhängigkeit des absoluten Strahlungsantriebes von
der geografischen Breite. Eindimensionale Klimafunktionen sind für die Bewertung der Klima-
wirkung von Wasserdampfemissionen somit für die Untersuchung von Flugrouten in gleichen
Regionen geeignet und eingeschränkt für die Untersuchung von Flugrouten in unterschiedlichen
Regionen.
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Abbildung 8.5: Wie Abb. 8.4, aber für den Strahlungsantrieb von Wasserdampfemissionen.
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Abbildung 8.6: Wie Abb. 8.4, aber für den Strahlungsantrieb von linienförmigen Kondensstrei-
fen.
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Der Klimaeffekt von linienförmigen Kondensstreifen
Die Breitenabhängigkeit der Klimawirkung von linienförmigen Kondensstreifen ist deutlich
größer als die der Klimawirkung von NOx-Emissionen. Während das Vertikalprofil der NOx-
Klimawirkung unabhängig von der geografischen Breite eine Zunahme mit der Höhe zeigt,
weist das Vertikalprofil von Kondensstreifen ein Maximum in einer Höhe auf, die in Rela-
tion mit der Tropopause steht und damit von der geografischen Breite abhängt (Fichter, 2009).
In Abb. 8.6a ist das Streudiagramm der beiden Methoden für den Unterschied zweier zufäl-
lig generierter Flugrouten dargestellt, die in der gleichen geografischen Breite liegen, aber
in unterschiedlichen Höhen. Die Streuung der Ergebnisse ist deutlich größer als bei der Wir-
kung von NOx-Emissionen. Der Anteil qualitativ falscher Ergebnisse liegt bei etwa 34%. Da-
durch steigt die Vertrauensschranke auf 0.20 mW/(109km). Dies bedeutet aber, dass nur noch
1% der untersuchten Fälle außerhalb der Vertrauensschranke liegen, wodurch keine statistisch
sinnvolle Auswertung mehr möglich ist. Ursache für die große Streuung der Ergebnisse ist,
dass das Maximum der Klimawirkung von linienförmigen Kondensstreifen je nach geografi-
scher Breite in unterschiedlichen Höhen liegt. Dadurch führt eine Änderung des Flugniveaus
je nach geografischer Breite zu einer Zunahme oder einer Abnahme der Klimawirkung. Da
die 1-D-Klimafunktion dies nicht berücksichtigen kann, wird häufig die falsche Flugroute als
klimafreundlicher eingestuft.
Da die Korrelation für den Fall, dass beide Flugrouten in der gleichen Region liegen bereits
sehr gering ist, ändert sich diese auch nicht wesentlich, wenn es zudem möglich ist, dass die
Flugrouten in unterschiedlichen Regionen liegen (Abb. 8.6b). Dies zeigt, dass es nicht sinnvoll
ist, die Klimawirkung von linienförmigen Kondensstreifen mit einfachen 1-D-Klimafunktionen,
ohne die Berücksichtigung der Breitenabhängigkeit, zu analysieren.
Gesamte Klimawirkung ohne die Berücksichtigung von Kondensstreifen-Zirren
Wenn 1-D-Klimafunktionen dazu verwendet werden sollen, klimafreundlichere Flugzeuge oder
Flugrouten zu finden, ist es notwendig, neben der Wirkung der einzelnen Emissionen auch
die Klimawirkung der gesamten Emissionen zu berücksichtigen. Dies ist vor allem deshalb
wichtig, weil es, wie bereits erwähnt, viele Prozesse gibt, die in gegengesetzte Richtung wir-
ken. In diesem Abschnitt sollen die Wirkungen von Ozon- und Methanänderungen, die durch
NOx-Emissionen verursacht werden, Wasserdampf, linienförmigen Kondensstreifen und Koh-
lendioxid gleichzeitig berücksichtigt werden. Dabei ist die Klimawirkung von Kohlendioxid-
emissionen unabhängig vom Emissionsort, wodurch 1-D-Klimafunktionen sehr gut geeignet
sind, die Klimawirkung von CO2-Emissionen zu bewerten. Zunächst ist wieder das Streudia-
gramm der Klimawirkung für zwei Flugrouten dargestellt, die nur in unterschiedlichen Höhen
liegen, aber im selben Breitenbereich (Abb. 8.7a). Der Fehler der durch die Vereinfachung der
1-D-Klimafunktion entsteht liegt bei etwa 1%, das heißt, man kann 1-D-Klimafunktionen für
diesen Fall sehr gut verwenden. Auch die quantitative Übereinstimmung ist groß. So kann die
Steigung der Regressionsgerade nicht signifikant von eins unterschieden werden und der Ordi-
natenabschnitt nicht signifikant von Null.
Unterscheiden sich die zufällig generierten Flugrouten neben dem Flugniveau auch durch die
unterschiedlichen Regionen, so erhöht sich der Fehler auf etwa 8% (Abb. 8.7b). Dennoch lie-
gen mehr als 81% der Daten außerhalb der Vertrauensschranke S und können somit signifikant
76 8. Kritische Analyse eindimensionaler Klimafunktionen
a)
-0.4
-0.2
0.0
0.2
0.4
1-
D
-K
lim
af
un
kt
io
n 
[m
W
/(
m
2  
T
g(
F
ue
l))
]
-0.4 -0.2 0.0 0.2 0.4
AirClim [mW/(m2 Tg(Fuel))]
 
Qualitativ:
ε  = 1.5%
S = 0.00
Q = 86.3%
Quantitativ:
a = 0.00
m= 0.99
β = 0.97
b)
-0.4
-0.2
0.0
0.2
0.4
1-
D
-K
lim
af
un
kt
io
n 
[m
W
/(
m
2  
T
g(
F
ue
l))
]
-0.4 -0.2 0.0 0.2 0.4
AirClim [mW/(m2 Tg(Fuel))]
 
Qualitativ:
ε  = 8.4%
S = 0.03
Q = 81.3%
Quantitativ:
a = 0.00
m= 0.94
β = 0.95
Abbildung 8.7: Wie Abb. 8.4, aber für den Gesamtstrahlungsantrieb ohne die Berücksichtigung
der Kondensstreifen-Zirren.
unterschieden werden. Werden die Effekte von Kohlendioxid, Wasserdampf, Stickoxiden und
linienförmigen Kondensstreifen gemeinsam untersucht, können 1-D-Klimafunktionen also ver-
wendet werden, um eine erste Abschätzung über den Unterschied zweier Flugrouten zu treffen.
Die Ursache für die gute Übereinstimmung ist, dass die Effekte, die mit 1-D-Klimafunktionen
gut abgeschätzt werden können (CO2, H2O, NOx) die Klimawirkung dominieren.
8.2.3 Einfluss der Kondensstreifen-Zirren
Über die Wirkung von Kondensstreifen Zirrus gibt es bisher nur wenige Studien (z. B.
Burkhardt und Kärcher, 2011) und die Unsicherheiten sind dadurch sehr groß. Aus diesem
Grund wurde bisher die Anwendbarkeit von eindimensionalen Klimafunktionen ohne Berück-
sichtigung der Kondensstreifen-Zirren analysiert. Im Folgenden wird untersucht, welchen Ein-
fluss die Berücksichtigung von Kondensstreifen-Zirren auf die Anwendbarkeit von eindimen-
sionalen Klimafunktionen hat. Dabei wird zunächst die Kondensstreifen-Zirren-Berechnung
von AirClim verwendet. Da bisher allerdings kaum Modellrechnungen zur Wirkung von
Kondensstreifen-Zirren existieren und die Unsicherheiten sehr groß sind, wird zusätzlich eine
vereinfachte Studie durchgeführt, bei der angenommen wird, dass sich Kondensstreifen-Zirren
linear zu linienförmigen Kondensstreifen verhalten und sich deren Strahlungsantrieb durch eine
Multiplikation des Strahlungsantriebes von linienförmigen Kondensstreifen mit einem Faktor
zwischen zwei und zehn berechnen lässt.
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Qualitativ:
ε  = 38.3%
S = 1.16
Q = 0.1%
Quantitativ:
a = 0.00
m= 0.11
β = 0.34
Abbildung 8.8: Wie Abb. 8.4, aber für den Strahlungsantrieb von Kondensstreifen-Zirren, wie
sie in AirClim implementiert sind.
Der Klimaeffekt von Kondensstreifen-Zirrus
Der Vergleich der Klimawirkung von Kondensstreifen-Zirrus für Flugrouten in unterschiedli-
chen Höhen aber gleichen Breitenbereichen ist in Abb. 8.8a dargestellt. Die Verwendung einer
1-D-Klimafunktion liefert in etwa 14% der Fälle keine qualitative Übereinstimmung. Etwa 45%
der untersuchten Flugzeugpaare liegen außerhalb der Vertrauensschranke S und liefern signifi-
kant richtige Ergebnisse. Die Ursache der Unterschiede ist wieder durch die Abhängigkeit des
Maximums von der geografischen Breite zu erklären, wodurch eine Änderung des Flugniveaus
je nach geografischer Breite zu einer Zu- oder Abnahme der Klimawirkung führt. Da sich die-
ses Maximum bei Kondensstreifen-Zirrus über einen größeren Höhenbereich erstreckt als bei
linienförmigen Kondensstreifen, ist der Anteil qualitativ falsche Ergebnisse geringer.
Während 45% der untersuchten Flugrouten in gleichen Breitenbereichen außerhalb der Vertrau-
ensschranke liegen, liegen weniger als 1% der Flugrouten außerhalb der Vertrauensschranke S,
wenn sich die Flugrouten zusätzlich in unterschiedlichen Regionen befinden. Dadurch können
keine statistischen Aussagen mehr getroffen werden. Bereits der geringe Korrelationskoeffizient
zeigt, dass kein linearer Zusammenhang zwischen der Klimawirkung der 1-D-Klimafunktion
und der Klimawirkung von AirClim vorliegt. Dies zeigt, dass eindimensionale Klimafunktionen
nicht geeignet sind die Unterschiede der Klimawirkung von Kondensstreifen-Zirren zu berech-
nen, wenn Flugrouten in unterschiedlichen Regionen verglichen werden. Für die Bewertung
von Flugrouten in gleichen Regionen ist es eingeschränkt geeignet.
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a = 0.00
m= 0.90
β = 0.96
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Qualitativ:
ε  = 23.0%
S = 0.19
Q = 15.3%
Quantitativ:
a = 0.00
m= 0.45
β = 0.68
Abbildung 8.9: Wie Abb. 8.4, aber für den Gesamtstrahlungsantrieb inklusive Kondensstreifen-
Zirren, wie sie in AirClim implementiert sind.
Gesamte Klimawirkung einschließlich Kondensstreifen-Zirrus
Durch die zusätzliche Berücksichtigung des Kondensstreifen-Zirrus-Effektes, wie er in AirClim
implementiert ist, ändert sich der qualitative Fehler für Flugrouten in unterschiedlichen Höhen,
aber gleichen Breiten im Vergleich zur Vernachlässigung des Kondensstreifen-Zirrus-Effektes
kaum (Abb. 8.9a). Eindimensionale Klimafunktionen sind somit gut geeignet, um die Gesamt-
klimawirkung verschiedener Flugrouten in gleichen Breitenbereichen qualitativ zu untersuchen.
Ursache dafür ist, dass 1-D-Klimafunktionen für CO2, H2O und NOx gut verwendet werden
können und auch für Kondensstreifen-Zirrus bedingt geeignet sind.
Werden hingegen auch Flugrouten verglichen, die neben der unterschiedlichen Höhe auch in un-
terschiedlichen Regionen liegen (Abb. 8.9b), erhöht sich der Fehler durch die Berücksichtigung
von Kondensstreifen-Zirren von 7% auf 23%. Nur etwa 15% der Datenpunkte liegen außerhalb
der Vertrauensschranke S, wodurch die Ergebnisse zwar statistisch noch sinnvoll, aber für die
Bewertung verschiedener Flugrouten nicht mehr geeignet sind.
Gesamte Klimawirkung mit Skalierung der linienförmigen Kondensstreifen
Wird anstelle der in AirClim implementierten Kondensstreifen-Zirrus-Berechnung eine einfa-
che Skalierung des Strahlungsantriebes von linienförmigen Kondensstreifen zur Berechnung
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Qualitativ:
ε  = 28.7%
S = 0.39
Q = 4.0%
Quantitativ:
a = 0.00
m= 0.46
β = 0.62
Abbildung 8.10: Wie Abb. 8.4, aber für den Gesamtstrahlungsantrieb inklusive
Kondensstreifen-Zirren, wobei diese über eine Verstärkung der linienförmigen Kondens-
streifen berechnet werden. a) Fünffacher und b) zehnfacher Beitrag der linienförmigen
Kondensstreifen. Die untersuchten Flugrouten liegen in unterschiedlichen Höhen aber in der
gleichen Region.
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der Klimawirkung von Kondensstreifen-Zirrus verwendet (Abb. 8.10), zeigt sich eine deutlich
schlechtere Übereinstimmung zwischen der 1-D-Klimafunktion und AirClim. Durch die Ver-
stärkung des Kondensstreifeneffektes erhöht sich der Fehler für Flugrouten in unterschiedlichen
Höhen, aber gleichen Breiten, von 1% für die Vernachlässigung der Kondensstreifen-Zirren bis
auf etwa 29% für eine Skalierung mit einem Faktor x=10. Der Fehler wird bei der Annah-
me einer stärkeren Wirkung von Kondensstreifen-Zirrus größer, weil dadurch der Anteil der
Klimawirkung von Kondensstreifen-Zirren an der Gesamtklimawirkung zunimmt und sich die
Fehler, die bei der Berechnung der Einflüsse von linienförmigen Kondensstreifen alleine ent-
stehen, mehr auf die Bewertung der Gesamtklimawirkung auswirken. Für den Fall, dass die
Wirkung von Kondensstreifen-Zirrus mehr als viermal so groß ist, wie die Wirkung von linien-
förmigen Kondensstreifen liegen weniger als 50% der Daten außerhalb der Vertrauensschran-
ke S (Abb. 8.11). In Abb. 8.11 ist zusätzlich dargestellt wie groß der signifikant unterscheid-
bare Anteil für die Berücksichtigung der Kondensstreifen-Zirrus von AirClim ist (rotes Drei-
eck). Dieser Wert wird für einen Faktor x=9 angegeben, da der globale Strahlungsantrieb von
Kondensstreifen-Zirrus etwa neunmal so groß ist wie der von linienförmigen Kondensstreifen
(Burkhardt und Kärcher, 2011). In Abb. 8.10 ist zu sehen, dass sich anstelle einer linearen Kor-
relation eine Art S-Kurve entwickelt, wenn die Skalierung der linienförmigen Kondensstreifen
erhöht wird. Diese S-Kurve stellt eine Überlagerung des linearen Zusammenhangs für NOx-,
H2O- und CO2-Emissionen und der geringen Korrelation der linienförmigen Kondensstreifen
dar.
Wenn beide Flugrouten zusätzlich zu den unterschiedlichen Höhen auch in unterschiedlichen
Regionen liegen, erhöht sich der Fehler von 8% für die Vernachlässigung von Kondensstreifen-
Zirrus auf bis zu 24% für einen Faktor von 10. Die Vertrauensschranke erhöht sich dabei von
0.03 auf 0.33 mW/(m2Tg(Fuel)). Auch hier können für einen Faktor größer als fünf weniger als
50% der Daten ausgewertet werden. Für einen Faktor von 10 sogar nur noch 11% der Flüge.
Dies zeigt, dass die Anwendung von 1-D-Klimafunktionen nur sinnvoll ist, wenn der Effekt der
Kondensstreifen-Zirren maximal viermal so groß ist wie der von linienförmigen Kondensstrei-
fen. Eine aktuelle Studie von Burkhardt und Kärcher (2011) zeigt allerdings, dass der globale
Strahlungsantrieb von Kondensstreifen-Zirrus etwa neunmal so groß ist wie der von linien-
förmigen Kondensstreifen. Eindimensionalen Klimafunktionen sind damit nicht geeignet, die
Gesamtklimawirkung verschiedener Flugrouten zu vergleichen, wenn Kondensstreifen-Zirren
durch Skalierung der linienförmigen Kondensstreifen berücksichtigt werden.
8.2.4 Modellabhängigkeit
Bisher wurde untersucht, wie gut 1-D-Klimafunktionen geeignet sind, die Unterschiede der
Klimawirkung verschiedener Flugrouten zu berechnen. Im Folgenden wird untersucht, wie
sehr die Ergebnisse der Klimabewertung vom verwendeten Modell abhängen, dass zur Be-
rechnung der 1-D-Klimafunktionen verwendet wird. Dazu wird die 1-D-Klimafunktion von
Köhler et al. (2008) bzw. Rädel und Shine (2008) (Abb. 5.6 bzw. 5.7) mit der aus AirClim be-
rechneten 1-D-Klimafunktion verglichen. Die Darstellung erfolgt auf die gleiche Weise wie
zuvor. Da 1-D-Klimafunktionen keine Breitenabhängigkeit aufweisen, können nur die un-
terschiedlichen Höhen verglichen werden. In Abb. 8.12a ist das Streudiagramm der beiden
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Abbildung 8.11: Anteil der Flüge, die mit einer Unsicherheit kleiner als 5% signifikant un-
terschieden werden können in Abhängigkeit von der Skalierung der linienförmigen Kondens-
streifen für Flugrouten in unterschiedlichen Höhen aber gleichen Regionen. Das Dreieck zeigt
zum Vergleich den signifikant unterscheidbaren Anteil für die direkte Berücksichtigung von
Kondensstreifen-Zirren mit AirClim.
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Qualitativ:
ε  = 8.9%
Quantitativ:
a = 0.00
m= 1.56
β = 0.95
Abbildung 8.12: Streudiagramm zwischen 1-D-Klimafunktion von a) Köhler et al. (2008) für
NOx-Emissionen bzw. b) Rädel und Shine (2008) für linienförmige Kondensstreifen und der
1-D-Klimafunktion von AirClim. Die rot gestrichelte Linie stellt die Regressionsgerade dar,
der grau hinterlegte Bereich deren Unsicherheit.
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1-D-Klimafunktionen für NOx-Emissionen dargestellt. Obwohl die Höhenprofile der Klimawir-
kung teilweise sehr große Unterschiede aufweisen (Kap. 5.2.2), ergeben beide Modelle dennoch
in etwa 96% der Fälle eine qualitative Übereinstimmung. Allerdings ist die quantitative Aussage
unterschiedlich. So liegt der Korrelationskoeffizient zwar bei 0.9, aber die Steigung ist lediglich
0.77. Ursache für die Bündelung von Datenpunkten sind die unterschiedlichen Steigungen in
den beiden Klimafunktionen. Unterhalb von PL11 (ca. 210 hPa) und oberhalb von PL14 (ca.
160 hPa) zeigen beide Klimafunktionen eine kontinuierliche Zunahme der Klimawirkung mit
der Höhe, wodurch die Geraden im Streudiagramm entstehen. Zwischen PL11 und PL14 zeigt
die 1-D-Klimafunktion von Köhler et al. (2008) allerdings eine Abnahme der Klimawirkung,
während AirClim eine Zunahme zeigt. Dies führt zu den einzelnen Datenpunkten.
Der Vergleich der 1-D-Klimafunktion von Rädel und Shine (2008) und AirClim für linienförmi-
ge Kondensstreifen ist in Abb. 8.12b dargestellt. Auch hier zeigt sich trotz der unterschiedlichen
Höhenprofile etwa in 91% der Fälle ein qualitativ übereinstimmendes Ergebnis. Die Korrelati-
on liegt bei 0.95, aber die Steigung ist mit 1.59 deutlich zu groß. Ursache dafür ist ein deutlich
stärker ausgeprägtes Maximum der Klimawirkung von linienförmigen Kondensstreifen bei Rä-
del und Shine (2008) im Vergleich zu AirClim (siehe Abb. 5.7). Dadurch sind die berechneten
Unterschiede bei Rädel und Shine (2008) größer als bei AirClim.
Dieser Vergleich zeigt, dass die Bewertung welches Flugniveau klimafreundlicher ist, für beide
Modelle dieselbe Antwort liefert, obwohl sich die Höhenprofile deutlich unterscheiden.
8.2.5 Zusammenfassung und Diskussion
In diesem Kapitel wurde untersucht, wie wichtig die Berücksichtigung der Breitenabhängigkeit
der Klimawirkung in der Klimabewertung ist. Dabei zeigt sich, dass eindimensionale Klima-
funktionen, die die Breitenabhängigkeit der Klimawirkung nicht berücksichtigen, nur bedingt
für die Klimabewertung des Luftverkehrs geeignet sind. In Tab. 8.2 ist eine Übersicht gezeigt,
für welche Anwendungsfälle die 1-D-Klimafunktionen geeignet sind und für welche Anwen-
dungsfälle mit 1-D-Klimafunktionen keine statistisch signifikanten Aussagen getroffen werden
können.
Für die Bewertung zweier Flugrouten, die in gleichen Breitenbereichen liegen, sind
1-D-Klimafunktionen gut geeignet, um die Klimawirkung von Kohlendioxid, Wasserdampf und
Stickoxiden einzeln zu bewerten. Für den Vergleich der Klimawirkung von NOx- und H2O-
Emissionen sind 1-D-Klimafunktionen gut geeignet, da die Klimawirkung dieser Emissionen in
jeder geografischen Breite konstant mit der Höhe zunimmt, wodurch Höherfliegen eine größere
Klimawirkung verursacht. Für die Bewertung der Klimawirkung von linienförmigen Kondens-
streifen ist eine Verwendung von 1-D-Klimafunktionen hingegen nicht geeignet, da die Klima-
wirkung ein Maximum aufweist, das von der geografischen Breite abhängt. So bewirkt eine
Verschiebung des Luftverkehrs vom Hauptflugniveau (PL10) in größere Höhen in den mittleren
Breiten eine Verringerung der Klimawirkung, während die Verschiebung in den Tropen zu einer
Verstärkung der Klimawirkung führt. Die Bewertung der Klimawirkung von Kondensstreifen-
Zirrus mit 1-D-Klimafunktionen ist bedingt möglich, da Kondensstreifen-Zirren im Gegensatz
zu linienförmigen Kondensstreifen ein breiteres Maximum haben, wodurch die Fehler bei der
Verwendung von 1-D-Klimafunktionen geringer sind als bei linienförmigen Kondensstreifen.
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Tabelle 8.2: Übersicht über die Anwendbarkeit von eindimensionalen Klimafunktionen für ver-
schiedene Spezies und verschiedene Annahmen über die Flugrouten. Dabei bedeutet +, dass
1-D-Klimafunktionen gut geeignet sind, ∼, dass sie bedingt geeignet sind und -, dass sie nicht
geeignet sind, die Klimawirkung der einzelnen Spezies zu bewerten.
Gleicher Breitenbereich
CO2 H2O NOx lin. Kondensstreifen Kondensstreifen-Zirrus Summe
+ + + - +
+ + + ∼ +
+ + + 9 x - -
Unterschiedlicher Breitenbereich
CO2 H2O NOx lin. Kondensstreifen Kondensstreifen-Zirrus Summe
+ ∼ ∼ - ∼
+ ∼ ∼ - -
+ ∼ ∼ 9 x - -
Für die Gesamtklimawirkung von Kohlendioxid, Wasserdampf, Stickoxiden und linienförmi-
gen Kondensstreifen dominiert der Klimaeinfluss von CO2-, NOx- und H2O-Emissionen, wo-
durch eine kontinuierliche Zunahme der Klimawirkung mit der Höhe entsteht. Da die Änderung
der Klimawirkung mit der Höhe deutlich größer ist als für unterschiedliche geografische Brei-
ten, können 1-D-Klimafunktionen gut für die Berechnung der Klimawirkung verwendet wer-
den. Werden anstelle von linienförmigen Kondensstreifen auch Kondensstreifen-Zirren berück-
sichtigt, so wird der Einfluss von Kondensstreifen zwar größer, 1-D-Klimafunktionen können
aber noch gut zur Bewertung der Gesamtklimawirkung verwendet werden, da Kondensstreifen-
Zirren bedingt mit eindimensionalen Klimafunktionen bewertet werden können. Wird anstelle
der Kondensstreifen-Zirren-Berechnung in AirClim, eine Abschätzung der Klimawirkung von
Kondensstreifen-Zirren berücksichtigt, indem die Wirkung der linienförmigen Kondensstreifen
mit einem Faktor skaliert wird, so führt der steigende Beitrag der linienförmigen Kondens-
streifen dazu, dass die Gesamtwirkung nicht mehr unabhängig von der geografischen Breite
kontinuierlich zunimmt. Sobald die Klimawirkung der Kondensstreifen-Zirren fünfmal so groß
ist wie die Klimawirkung der linienförmigen Kondensstreifen, können weniger als die 50% der
generierten Flugrouten mit 1-D-Klimafunktionen signifikant unterschieden werden, wodurch
1-D-Klimafunktionen nicht mehr geeignet sind, um die Klimawirkung verschiedener Flugrou-
ten zu bewerten.
Für die Bewertung von Flugrouten in unterschiedlichen Breitenbereichen sind
1-D-Klimafunktionen für CO2 gut und für H2O und NOx bedingt geeignet. Für linien-
förmige Kondensstreifen und Kondensstreifen-Zirrus sind eindimensionale Klimafunktionen
hingegen nicht geeignet. Daraus ergibt sich, dass eindimensionale Klimafunktionen zur Bewer-
tung der Gesamtklimawirkung nur geeignet sind solange linienförmige Kondensstreifen, nicht
aber Kondensstreifen-Zirrus berücksichtigt werden, da für linienförmig Kondensstreifen die
Klimaeinflüsse von CO2, H2O und NOx dominieren, die gut bis bedingt mit eindimensionalen
Klimafunktionen bewertet werden können.
1-D-Klimafunktionen sind, durch die Vernachlässigung der Breitenabhängigkeit der Klimawir-
kung, also nur bedingt zur Bewertung der Klimawirkung des Luftverkehrs geeignet. Ein wei-
terer Nachteil bei der Verwendung von eindimensionalen Klimafunktionen, wie sie in Köhler
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et al. (2008) bzw. Rädel und Shine (2008) verwendet werden, ist die Verwendung des Strah-
lungsantriebes zu einem einzigen Zeitpunkt. Da keine zeitlichen Verläufe der Emissionen und
des Strahlungsantriebes berücksichtigt werden, wird die Lebenszeit der einzelnen Spezies nicht
berücksichtigt. So haben zum Beispiel Kohlendioxid und linienförmigen Kondensstreifen in den
Hauptflugniveaus dieselbe Wirkung, ohne dass berücksichtigt wird, dass linienförmige Kon-
densstreifen wenige Stunden nach Ende des Luftverkehrs das Klima nicht weiter beeinflussen,
während CO2-Emissionen noch über 100 Jahre später einen Einfluss auf das Klima haben.
Kapitel 9
Optimierung des Flugzeugdesigns mit
Hilfe der CATS Modellkette
In den bisherigen Kapiteln wurden die Grundlagen der Klimawirkung des Luftverkehrs darge-
stellt und gezeigt, dass das Response-Modell AirClim zusammen mit der Unsicherheitsberech-
nung durch die Monte-Carlo-Simulation zur Klimabewertung verschiedener Szenarien geeignet
ist. Im folgenden Kapitel soll diese Methode nun in einer Anwendung dazu verwendet werden
um zunächst für ein bestehendes Flugzeug einen Zusammenhang zwischen Flughöhe, Flug-
geschwindigkeit, Betriebskosten und Klimawirkung herzuleiten. Dabei wird die Kombination
aus Fluggeschwindigkeit und Flughöhe als Betriebspunkt bezeichnet. Mit Hilfe dieses Wissens
kann abgeleitet werden, auf welchen Betriebspunkt ein neues Flugzeug optimiert werden sollte,
um möglichst klimafreundlich und dennoch wirtschaftlich rentabel zu sein.
Die Klimaoptimierung eines Flugzeuges beinhaltet allerdings einige Herausforderungen. Wie
bereits in Kapitel 2 gezeigt wurde, unterscheiden sich die Klimawirkungen für unterschiedliche
Spezies sowohl in der unterschiedlichen Lebenszeit als auch in der unterschiedlichen Höhen-
und Breitenabhängigkeit. Zusätzlich muss auch berücksichtigt werden, dass die Flugzeugemis-
sionen von der Flughöhe und Fluggeschwindigkeit abhängen. So führt z. B. die Verringerung
der Flughöhe bei konstanter Machzahl meist zu zusätzlichem Treibstoffverbrauch, da der Luft-
widerstand mit abnehmender Höhe zunimmt. Aus diesem Grund ist es wichtig, sowohl die
unterschiedlichen Klimaeinflüsse als auch die unterschiedlichen Emissionen gleichzeitig zu be-
rücksichtigen, um die Klimawirkung des Luftverkehrs zu optimieren.
Es gibt einige Studien, die die Klimawirkung der Flugzeuge bereits in den Flugzeugvorentwurf
integrieren (z. B. Egelhofer, 2008; Schwartz und Kroo, 2009). Zur Bewertung der Klimawir-
kung verwenden beide Studien die sogenannten 1-D-Klimafunktionen von Köhler et al. (2008)
und Rädel und Shine (2008). Wie in Kapitel 8 gezeigt wurde, sind diese aber nur bedingt dazu
geeignet die Klimawirkung verschiedener Szenarien zu bewerten.
Eine umfassende Methode die Klimawirkung in den Flugzeugvorentwurf zu integrieren, ist die
im DLR-Projekt CATS (Climate Compatible Air Transport System, Klimaverträgliches Luft-
verkehrssystem) entwickelte Modellkette. Dabei wird eine Reihe von Modellen verwendet, die
interdisziplinär einige Bereiche des Luftverkehrs, vom Flugzeugentwurf über die Routenpla-
nung und die Betriebskosten bis hin zur Klimawirkung, berücksichtigen.
85
86 9. Optimierung des Flugzeugdesigns mit Hilfe der CATS Modellkette
In diesem Kapitel werden zunächst der Aufbau dieser Modellkette und die verwendeten Model-
le kurz vorgestellt. Anschließend wird der Zusammenhang zwischen Flughöhe, Fluggeschwin-
digkeit, Betriebskosten und Klimawirkung exemplarisch für ein Flugzeug erläutert und aufge-
zeigt, wie sich aus diesen Daten ein optimaler Betriebspunkt ableiten lässt, der sowohl klima-
freundlich als auch wirtschaftlich rentabel ist.
9.1 Methodenbeschreibung
9.1.1 Modellbeschreibung
Die CATS Modellkette besteht aus einer Reihe von Modellen, die mit Hilfe einer Integrati-
onsumgebung gekoppelt werden. Unter einer Integrationsumgebung versteht man ein Metapro-
gramm, das erlaubt, verschiedene heterogene Programme zu verknüpfen und den Informati-
onsaustausch zwischen den Programmen steuert. Die Koppelung der einzelnen Modelle mittels
einer Integrationsumgebung bietet eine Reihe von Vorteilen im Vergleich zur Entwicklung eines
Gesamtmodells. So ist die Modellentwicklung deutlich flexibler, da die Modelle in unterschied-
lichen Programmiersprachen entwickelt werden können. Außerdem können alle Entwickler se-
parat ihre Modelle weiterentwickeln und erweiterte Version einfach ersetzen. Ein zusätzlicher
Vorteil des modularen Aufbaus ist, dass je nach Fragestellung manche Modelle entfernt und
anderer Modelle hinzugenommen werden können, ohne dass für jede Anwendung ein neues
Modell entwickelt werden muss. Der Prozessablauf der in dieser Arbeit verwendeten Modell-
kette ist in Abb. 9.1 schematisch dargestellt und in Koch et al. (2009) detailliert beschrieben. Als
Integrationsumgebung wird das im DLR entwickelte RCE (Remote Component Environment)
verwendet, das den Prozessablauf und den Datenaustausch organisiert (Bachmann et al., 2010).
Damit möglichst viele Modelle flexibel gekoppelt werden können, wird zum Austausch der
Eingabe- und Ausgabedaten das standardisierte Datenformat CPACS (Commom Parametric
Aircraft Configuration Schema) verwendet (Bönhnke et al., 2010), das für CATS leicht modifi-
ziert wurde. Zu Beginn der Kette werden bestimmte Flugzeug- und Triebwerksparameter, wie
z. B. Reichweite, Reiseflughöhe und Schubbedarf, vorgegeben. Daraus berechnet TWdat mit
Hilfe einer Datenbank die Emissionen der Triebwerke in bestimmten Flugphasen. Diese Daten-
bank wird mit Hilfe von veröffentlichten Kenndaten existierender Triebwerke und von Varcycle,
einem Modell, das detailliert den Zyklus eines Triebwerks berechnet, gefüllt (Deidewig, 1998).
Die Datenbank enthält Emissionsindizes von z. B. CO2, NOx, HC, SO2 und Ruß sowie Schub
und Treibstoffverbrauch. Anschließend wird der Flugzeugvorentwurf mit PrADO (Prelimina-
ry Aircraft Design and Optimization, Heinze, 1994) durchgeführt. Dieses Programm berechnet
für vorgegebene Entwurfsanforderungen die Flugzeug- und Komponentengeometrie, Aerody-
namik, Statik, Gewicht und Betriebseigenschaften sowie die Gleichgewichtslage eines Flugzeu-
ges. Zusätzlich kann der Einfluss verschiedener flugzeuginterner Systeme, wie zum Beispiel die
Zapfluftentnahme, auf die Triebwerksleistung berechnet werden.
Anschließend generiert RouteGen mit Hilfe einer Flugbewegungs-Datenbank (z. B. OAG, Of-
ficial Airline Guide) die Koordinaten von Start- und Zielflughafen, Wegpunkte entlang des
Großkreises sowie die Frequenz und das Ladegewicht für die verschiedenen Routen. Für alle
Wegpunkte berechnet Atmos die atmosphärischen Hintergrundfelder von Temperatur, Druck,
9.1. Methodenbeschreibung 87
Abbildung 9.1: Schematische Darstellung des Prozessablaufs in der CATS-Modellkette.
Feuchte und Wind, da verschiedene Flugparameter und z. B. der Treibstoffverbrauch oder die
NOx-Emissionsmenge davon abhängen. Dazu verwendet Atmos ein Fünfjahresmittel (1995-
1999) der atmosphärischen Hintergrundfelder einer Klima-Chemie-Simulation und interpoliert
zwischen den Gitterpunkten des Klima-Modells. Um zu überprüfen, ob das gegebene Flug-
zeug in der Lage ist, die vorgegebenen Routen mit bestimmten Betriebspunkten zu fliegen,
wird zunächst mit dem FuelEstimator der Treibstoffverbrauch für jede Trajektorie abgeschätzt.
Dazu wird das bekannte Aerodynamik- und Triebwerkskennfeld sowie die Betriebsleermasse
verwendet und mit Hilfe von statistischen Faktoren der Gewichtsverlust bei Start, Steig- und
Landeanflug berechnet. Aus dem so berechneten Treibstoffverbrauch und einem angenomme-
nen Reservetreibstoff wird die Masse des zu tankenden Treibstoffes ermittelt. Anschließend fil-
tert FlightEnvelop alle Betriebspunkte aus, die das gegebene Flugzeug nicht fliegen kann, weil
die zulässige Startmasse überschritten wird. Für alle übrigen Betriebspunkte wird eine detail-
lierte 3-D-Trajektorie aller Emissionen mit TCM (Trajectory Calculation Module) berechnet
(Linke, 2008). Das Modell benutzt die mit PrADO und TWdat vorberechneten Triebwerks-
und Aerodynamikeigenschaften sowie gegebene Weg- und Betriebspunkte und berechnet dar-
aus unter anderem den Gesamttreibstoffverbrauch, die Flugzeit sowie eine 3-D-Trajektorie mit
den entsprechenden Emissionen. Anschließend werden wieder alle Betriebspunkte herausgefil-
tert, die das gegebene Flugzeug nicht fliegen kann, weil die berechnete Startmasse oder andere
reelle Flugbereichsgrenzen, wie maximaler Druckunterschied zwischen Flugzeugkabine und
umgebender Luft, überschritten werden.
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Abbildung 9.2: Geografische Verteilung der Routen, die im Jahr 2006 mit Flugzeugen des Typs
A330-200 geflogen wurden.
Aus dem daraus resultierenden Emissionsdatensatz werden die Klimawirkung und deren Unsi-
cherheit mit dem Klima-Response-Modell AirClim und der internen Monte-Carlo-Simulation
berechnet. Neben der Klimawirkung werden auch die Betriebskosten (Direct Operting Costs,
DOC) nach Liebeck et al. (1995) berechnet. Diese enthalten neben den Kosten für Treibstoff
auch Kosten für die Instandhaltung des Flugzeuges, Start-, Lande- und Navigationsgebühren
sowie Kosten für die Besatzung.
9.1.2 Konfiguration
Untersucht wird ein bestehender Airbus A330-200, da über dieses Flugzeug viele Daten exis-
tieren, mit deren Hilfe die Modellkette evaluiert werden kann. Anschließend werden aus dem
’offiziellen Airline-Führer’ (Official Airline Guide, OAG) die Frequenzen alle Routen ermittelt,
die mit Flugzeugen des Typs A330-200 im Jahr 2006 geflogen worden sind. Dabei wird nicht
zwischen den Hin- und Rückflügen unterschieden, da in der jetzigen Modellkonfiguration auf
Großkreisen geflogen und der Wind nicht berücksichtigt wird, wodurch sich die Emissionen
und die Klimawirkung von Hin- und Rückflug in der Modellrechnung nicht unterscheiden. Ins-
gesamt ergeben sich 1178 verschiedene Routen, die in Abb. 9.2 dargestellt sind. Für jede dieser
Routen, die durch Flughafenkombinationen (Citypairs) gekennzeichnet sind, wird eine Varia-
tion der Betriebspunkte durchgeführt. Dabei wird der Betriebspunkt durch Geschwindigkeit in
Machzahl und Anfangsflughöhe (Initial Cruise Altitude, ICA) in Meter definiert. Die Flugge-
schwindigkeit wird zwischen Mach 0.4 und Mach 0.85 in 0.025 Mach Schritten variiert und
die Anfangsflughöhe zwischen 13000 Fuß (3962 m) und 46000 Fuß (14021 m) in 1000 Fuß
(305 m) Schritten. Dabei ist die Anfangsflughöhe, die anfängliche Reiseflughöhe. Das Flug-
zeug steigt aber, bedingt durch Gewichtsverlust durch Treibstoffverbrauch kontinuierlich wei-
ter (continuous climb). Je nach Länge der Flugstrecke kann die maximale Flughöhe deutlich
von der Anfangsflughöhe abweichen. In Abb. 9.3 ist als Beispiel das Höhenprofil eines Fluges
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Abbildung 9.3: Höhenprofil für eine Anfangsflughöhe von 8230 m für die Route Sydney-
Hongkong (SYD-HKG) mit einer Geschwindigkeit von Mach 0.5 bzw. 0.8 und für die Route
Hongkong-Taipeh (HKG-TPE) mit einer Geschwindigkeit von Mach 0.5.
von Sydney nach Hongkong (SYD-HKG, ca. 7400 km) bzw. Hongkong nach Taipeh (HKG-
TPE, ca. 800 km) für eine Anfangsflughöhe von 8230 m und einer Machzahl von 0.5 bzw. 0.8
dargestellt. Die maximale Flughöhe liegt dabei für die Langstrecke (Sydney-Hongkong) etwa
2000 m über der Anfangsflughöhe und für die Kurzstrecke bei etwa 200 m über der Anfangs-
flughöhe. Bei gleicher Distanz ist die maximale Flughöhe vom Massenverlust und damit dem
Treibstoffverbrauch abhängig. Da der Treibstoffverbrauch bei der Route Sydney-Hongkong bei
einer Geschwindigkeit von 0.5 Mach höher ist als bei einer Geschwindigkeit von 0.8 Mach,
sinkt das Gewicht des Flugzeuges schneller, wodurch die Maximalflughöhe bei 0.5 Mach etwa
250 m höher ist als bei 0.8 Mach.
Zur Berechnung der Klimawirkung werden die Gesamtemissionen zunächst für jede Trajekto-
rie mit der Flugfrequenz der entsprechenden Route multipliziert, um eine Jahresemission zu
erhalten. Für den Emissionsverlauf wird angenommen, dass das Flugzeug im Jahr 2006 auf
den Markt kommt und nach einer typischen Lebenszeit von 32 Jahren wieder außer Dienst ge-
stellt wird (CAEP, 2008). Dies entspricht konstanten Emissionen von 2006 bis 2037 und keinen
Emissionen nach 2037 (siehe auch Abb. 3.5a). Als Metrik wird die mittlere Temperaturänderung
(ATR) mit einem Zeithorizont von 100 Jahren verwendet (Kap. 3.2.4). Als Hintergrundszena-
rio für Methan und Kohlendioxid wird das A1B Szenario des IPCC verwendet, das von einer
ökonomisch ausgerichteten Welt und einer ausgewogenen Nutzung von fossilen und regenera-
tiven Energien ausgeht (Nakicenovic et al., 2000). Für die Berechnung der Kondensstreifen-
Zirren der einzelnen Routen wird das QUANTIFY-Emissionskataster als Hintergrundemission
zugrunde gelegt (Borken-Kleefeld et al., 2010). Wie in Kapitel 6 gezeigt wurde, ist eine signifi-
kante Unterscheidung der Klimawirkung verschiedener, ähnlicher Szenarien nur durch die Be-
rechnung der relativen Differenzen von einem Referenzszenario möglich. Als Referenzszenario
wird hier der Betriebspunkt mit den geringsten Betriebskosten (DOC) verwendet, da davon
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ausgegangen wird, dass eine Fluggesellschaft versucht so zu fliegen, dass für sie die geringsten
Kosten und damit die größten Gewinne entstehen.
9.2 Ergebnisse
Zunächst wird exemplarisch anhand einer einzelnen Route die Abhängigkeit der Emissionen,
der Betriebskosten und der Klimawirkung vom gewählten Betriebspunkt, also der Anfangsflug-
höhe (ICA) und der Fluggeschwindigkeit (Machzahl), untersucht. Als Beispiel wird die Route
von Hongkong nach Taipeh analysiert (HKG-TPE), die trotzt der kurzen Distanz (ca. 800 km)
den größten Einzelbeitrag zum Gesamttreibstoffverbrauch liefert, da die Route stark frequen-
tiert ist. Um zu untersuchen, wie sich die Klimawirkung einer Flugroute mit dem Betriebs-
punkt ändert, wird zunächst analysiert, wie sich die Emissionen und die Betriebskosten mit
dem Betriebspunkt ändern. Dazu ist in Abb. 9.4a der Treibstoffverbrauch in Abhängigkeit vom
Betriebspunkt dargestellt. Mit zunehmender Höhe nimmt der Treibstoffverbrauch durch den ab-
nehmenden Luftwiderstand ab. Es zeigt sich, dass für jede Höhe eine Geschwindigkeit existiert,
bei der der Treibstoffverbrauch minimal ist. Ursache dafür ist, dass bei dieser Geschwindigkeit
das Verhältnis zwischen Auftrieb und Reibung (lift-to-drag ratio) optimal ist (Asselin, 1997).
Die Emission von Stickoxiden (NOx) nimmt im Gegensatz dazu mit zunehmender Höhe und
Geschwindigkeit zu (Abb. 9.4b), da der Schubbedarf zunimmt, wodurch die Brenntempera-
tur und damit die NOx-Emission steigt (Ruijgrok und Van Paassen, 2006). Eine Verringerung
des Treibstoffverbrauches ist somit meist mit einer Erhöhung der NOx-Emissionen verbunden.
Der Einfluss des Betriebspunktes auf die Betriebskosten (DOC) ist in Abb. 9.4c dargestellt.
Die Betriebskosten nehmen generell mit zunehmender Geschwindigkeit ab. Ursache dafür sind
hauptsächlich die mit sinkender Flugzeit sinkenden Kosten für die Besatzung. Der Grund für
unterschiedliche Betriebskosten bei gleicher Geschwindigkeit sind die zusätzlichen Treibstoff-
kosten, wenn außerhalb des optimalen Leistungsbereichs geflogen wird.
Aus der in Abb. 9.4a und b dargestellten Emissionsänderungen und der in Kapitel 2 beschriebe-
nen Abhängigkeit der Klimawirkung vom Emissionsort ergibt sich generell eine Zunahme der
Klimawirkung mit der Höhe (Abb. 9.4d). Für jede Anfangsflughöhe gibt es eine Geschwindig-
keit, bei der die Klimawirkung ein Minimum zeigt. Dies wird durch das Minimum des Treib-
stoffverbrauchs und der NOx-Emission verursacht.
Um zu analysieren wie sich die Wahl des Betriebspunktes auf die Klimawirkung und die Be-
triebskosten auswirkt, ist in Abb. 9.5 die relative Änderung der Betriebskosten (dDOC) gegen
die relative Änderung der Klimawirkung (dATR) für die Route Hongkong-Taipeh für alle be-
rechneten Betriebspunkte aufgetragen. Die unterschiedlichen Geschwindigkeiten bei gleicher
Anfangsflughöhe (ICA) lassen sich durch die Änderung der Betriebskosten (dDOC) erkennen,
da diese mit Abnahme der Geschwindigkeit steigen. Da in geringen Höhen die optimale Ge-
schwindigkeit geringer wird (Asselin, 1997), steigen auch die Betriebskosten mit abnehmender
Höhe an. Es zeigt sich, wie in Abb. 9.4d, dass die Klimawirkung mit abnehmender Höhe ab-
nimmt und es für jede Höhe eine Geschwindigkeit gibt, bei der die Klimawirkung ein Minimum
aufweist. Alle Punkte auf der sogenannten Paretofront (durchgezogene Linie in Abb. 9.5) stellen
ein Optimum dar, bei dem die Einsparung der Klimawirkung möglichst groß, die Erhöhung der
Betriebskosten gleichzeitig aber möglichst gering ist. Ein Punkt gehört zur Paretofront, wenn
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Abbildung 9.4: Zusammenhang von Betriebspunkt und a) Treibstoffverbrauch, b) NOx-
Emission, c) Betriebskosten (DOC) und d) der Änderung der Gesamtklimawirkung relativ zum
Referenzszenario für die Route Hongkong-Taipeh.
kein anderer Punkt existiert der eine Verbesserung in einer der beiden Zielfunktionen (gerin-
ge Klimawirkung und geringe Kosten) bringt, ohne die andere Zielfunktion zu verschlechtern.
Die unterschiedlichen Punkte der Paretofront stellen somit eine unterschiedliche Wichtung der
beiden Zielfunktionen dar. Dabei zeigt sich, dass die Einsparung der Klimawirkung zu Beginn
durch relativ geringe Zusatzkosten erreicht wird, während für eine größere Einsparung der Kli-
mawirkung die Zusatzkosten stark steigen. Die Einspareffizienz (dATR/dDOC) nimmt also mit
zunehmender Einsparung der Klimawirkung ab.
Im Folgenden wird auf wenige spezielle Punkte genauer eingegangen, die in Abb. 9.5 hervorge-
hoben sind: der Referenzbetriebspunkt (MinDOC), der Betriebspunkt mit dem geringsten Treib-
stoffverbrauch (MinFuel), der geringsten Klimawirkung (MinATR) und die Betriebspunkte mit
maximaler Einsparung der Temperaturänderung bei einer maximalen Änderung der Betriebs-
kosten von 1% bzw. 5% (1%DOC bzw. 5%DOC). Dabei befinden sich, bis auf MinFuel, alle
diese Punkte auf der Paretofront und stellen somit ein Optimum dar. Der Betriebspunkt Min-
Fuel liegt nicht auf der Paretofront und ist weder wirtschaftsoptimiert noch klimaoptimiert, da
für die gleiche Änderung der Betriebskosten mit einem anderen Betriebspunkt mehr als viermal
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Abbildung 9.5: Änderung der Betriebskosten (DOC) relativ zur Verringerung der Temperatur-
änderung (ATR) für alle berechneten Betriebspunkte für die Route Hongkong-Taipeh (HKG-
TPE). Dabei stellen die unterschiedlichen Symbole die unterschiedlichen Anfangsflughöhen
zwischen 3962 und 12192 m dar. Ist entspricht 13000 bis 40000 Fuß in 1000 Fuß Schritten. Die
durchgezogene Linie stellt die Paretofront dar.
so viel Klimawirkung eingespart werden kann (Abb. 9.5). Dieser Betriebspunkt wird hier den-
noch genauer untersucht, da er ohne genauere Analyse sowohl als klimafreundlich als auch als
wirtschaftlich rentabel angesehen wird, weil die Verringerung des Treibstoffverbrauchs sowohl
zur Verringerung der Betriebskosten als auch der Klimawirkung beiträgt.
Der Betriebspunkt mit dem geringsten Treibstoffverbrauch (MinFuel) liegt, wie der Referenzbe-
triebspunkt (MinDOC), bei einer Anfangsflughöhe von 40000 Fuß (ca. 12200 m), aber mit einer
Geschwindigkeit von Mach 0.725 (Tab. 9.1). Er verursacht im Vergleich zum Referenzszenario
zusätzliche Betriebskosten von 2.2% und verringert die Klimawirkung um 6.5% (Tab. 9.1). In
Abb. 9.6 ist die Änderung der Klimawirkung, aufgeteilt in die Beiträge der einzelnen Spezies,
dargestellt. Dabei zeigt sich, dass die Änderung der Klimawirkung für diesen Betriebspunkt
hauptsächlich durch Ozon (O3) verursacht wird. Grund für die geringere Klimawirkung von
Ozon ist die Abnahme der NOx-Emission (Abb. 9.4b), die auch zu einer Verringerung des küh-
lenden Beitrags von Methan (CH4) und dem langanhaltenden Ozonabbau (O
pm
3 ) führt. Auch der
Treibstoffverbrauch, und damit die Klimawirkung von CO2, nimmt im Vergleich zum Referenz-
betriebspunkt ab. Da dieser Betriebspunkt eine etwas größere Maximalflughöhe erreicht, nimmt
die Klimawirkung von Wasserdampf (H2O) und Kondensstreifen-Zirrus für diesen Breitenbe-
reich zu. Die dargestellten Fehlerbalken zeigen, dass sich die Klimawirkung des Betriebspunk-
tes mit minimalem Treibstoffverbrauch signifikant vom Referenzbetriebspunkt unterscheidet.
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Tabelle 9.1: Übersicht der Anfangsflughöhe und Geschwindigkeit sowie Änderung der Klima-
wirkung (dATR) und der Betriebskosten (dDOC) für verschiedene Betriebspunkte der Route
Hongkong-Taipeh (HKG-TPE).
Höhe [Fuß] Höhe [m] Geschwindigkeit [Mach] dATR [%] dDOC [%]
MinDOC 40000 12192 0.850 - -
MinFuel 40000 12192 0.725 - 6.5 + 2.2
1%DOC 37000 11278 0.800 -15.8 + 0.9
5%DOC 28000 8534 0.675 -51.8 + 4.9
MinATR 18000 5486 0.500 -62.2 +14.9
Wird eine Zunahme der Betriebskosten von 1% für die Route Hongkong-Taipeh als wirtschaft-
lich rentabel angesehen, kann die Klimawirkung um 15.8% verringert werden (Tab. 9.1). Dabei
reduziert sich die Anfangsflughöhe (ICA) um etwa 900 m und die Geschwindigkeit verringert
sich auf 0.8 Mach. Bei einer maximalen Zunahme der Betriebskosten um 5% können 52% der
Klimawirkung eingespart werden. Dabei verringert sich die Anfangsflughöhe auf etwa 8500 m
und die Geschwindigkeit wird auf 0.675 Mach reduziert. Der Betriebspunkt mit der gerings-
ten Temperaturänderung (MinATR) führt zu einer Verringerung der gesamten Klimawirkung
um 62% und einer Erhöhung der Betriebskosten von 15%. Dieser Betriebspunkt liegt bei einer
Anfangsflughöhe von etwa 5500 m und einer Geschwindigkeit von 0.5 Mach. Ursache für die
Änderung der Klimawirkung ist hauptsächlich die Änderung der Anfangsflughöhe, die zu ei-
ner geringeren Klimawirkung von Ozon (O3), Wasserdampf (H2O) und Kondensstreifen-Zirrus
führt (Abb. 9.6). Dabei nimmt die Wirkung von Ozon und Wasserdampf mit sinkender Höhe
immer weiter ab, während die Klimawirkung von Kondensstreifen-Zirren bereits unterhalb von
9000 m minimal ist. Da Ozon den größten Beitrag zur Klimawirkung des Referenzbetriebspunk-
tes dieser Route liefert, ist der Beitrag von Ozon zur Änderung der Klimawirkung für den Be-
triebspunkt 1%DOC deutlich größer als der von Kondensstreifen-Zirrus. Die Klimawirkung von
Methan (CH4) und langlebigen Ozonabbau (O
pm
3 ) nimmt hingegen mit der abnehmenden Flug-
höhe zu und die Klimawirkung von Kohlendioxid (CO2) nimmt durch den steigenden Treib-
stoffverbrauch zu. Die dargestellten Fehlerbalken zeigen auch hier, dass sich die Klimawirkung
dieser Betriebspunkte signifikant (95%-Niveau) vom Referenzbetriebspunkt unterscheidet.
Bisher wurde anhand einer einzelnen Route der Zusammenhang zwischen den Emissionen,
den Betriebskosten, der Klimawirkung und dem Betriebspunkt aufgezeigt. Der grundsätzliche
Verlauf dieser Kurven ist für die übrigen Routen ähnlich, Details sind aber von der Distanz
zwischen Start- und Zielflughafen, deren geografischer Position und bei Kondensstreifen-Zirren
zusätzlich vom bereits vorhandenen Luftverkehr abhängig. Als Beispiel dafür ist in Abb. 9.7 die
mittlere Temperaturänderung (ATR) des Referenzbetriebspunktes pro zurückgelegter Strecke
für alle untersuchten Routen dargestellt. Dabei zeigt sich, dass vor allem Kurzstrecken mit einer
Distanz von weniger als 1000 km eine geringe Klimawirkung pro Strecke aufweisen. Ursache
dafür ist, dass die Anfangsflughöhe, wie auch die Maximalflughöhe bei den kurzen Distanzen
deutlich geringer ist als bei Langstrecken, wodurch vor allem die Klimawirkung von Ozon,
Wasserdampf und Kondensstreifen-Zirren geringer ist. Die geringe Klimawirkung der Routen
auf dem nordatlantischen Flugkorridor und dem südwestasiatischen Raum ist vor allem auf die
Sättigungseffekte der Kondensstreifen-Zirren zurückzuführen. Die höhere Klimawirkung der
nördlichen Flugrouten basiert auf der Zunahme der Klimawirkung von Wasserdampf und der
geringeren Kühlung durch Methan und langanhaltendem Ozonabbau in höheren Breiten.
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Abbildung 9.6: Relative Differenz der mittleren Temperaturänderung (ATR) verschiedener Be-
triebspunkte der Route Hongkong-Taipeh (HKG-TPE) zum Referenzszenario, aufgeteilt in die
Beiträge der einzelnen Spezies. Die dargestellten Fehlerbalken entsprechen den 2.5, 25, 75 und
97.5% Perzentilen. Die Zahlenwerte sind in Tabelle C.6 angegeben.
Ziel dieser Untersuchungen ist es, einen Betriebspunkt zu finden, auf den ein neues Flugzeug
optimiert werden kann, um möglichst klimafreundlich zu sein. Wird für jede Route der Betriebs-
punkt verwendet, bei dem die Klimawirkung minimal ist (MinATR), so kann die Klimawirkung
insgesamt um 64.3% reduziert werden. Die häufigste Anfangsflughöhe verschiebt sich dabei
von etwa 12000 m auf etwa 5500 m und die Geschwindigkeit reduziert sich von 0.85 Mach auf
etwa 0.5 Mach. Allerdings führt die Verringerung von Flughöhe und Geschwindigkeit zu einer
Erhöhung der Betriebskosten um etwa 32%. Deshalb ist es wichtig, dass neben der Temperatur-
änderung auch die Änderung der Betriebskosten berücksichtigt wird, damit die Klimawirkung
möglichst kosteneffizient eingespart werden kann. Eine Möglichkeit einen sowohl klimafreund-
lichen als auch wirtschaftlich rentablen Betriebspunkt zu finden ist, für jede Route den Betriebs-
punkt zu nehmen, der für eine wirtschaftlich noch rentable Zunahme der Betriebskosten, die
größte Einsparung der Klimawirkung erzeugt (z. B. der Betriebspunkt 1%DOC). Dabei wird
bei allen Routen die gleiche Erhöhung der Betriebskosten akzeptiert. In Abb. 9.8 ist die Ein-
spareffizienz (dATR/dDOC) in Abhängigkeit von der Änderung der Betriebskosten dargestellt.
Dabei zeigt sich, dass die Einspareffizienz für geringe Änderungen der Betriebskosten groß
ist, aber mit steigender Änderung abnimmt. Wird für alle untersuchten Routen der Betriebs-
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Abbildung 9.7: Mittlere Temperaturänderung (ATR) pro zurückgelegter Strecke für den Refer-
enzbetriebspunkt verschiedener Routen.
punkt mit der maximalen Einsparung der Klimawirkung bei einer Erhöhung der Betriebskosten
von weniger als einem Prozent verwendet, so kann die Gesamtklimawirkung des untersuchten
Flugzeugtyps um 6.3% verringert werden, wodurch insgesamt eine Zunahme der Betriebskos-
ten von 0.7% verursacht wird. Dies bedeutet eine Einspareffizienz von 0.7 pK/$ (Abb. 9.8).
Dabei wird die Anfangsflughöhe im Durchschnitt um 610 m (2000 Fuß) verringert, während
die Geschwindigkeit unverändert bei 0.85 Mach bleibt. Wird eine Erhöhung der Betriebskosten
von bis zu 5% als noch wirtschaftlich rentabel angesehen, so kann die Gesamtklimawirkung
um 29.3% verringert werden, wodurch die Betriebskosten insgesamt um 4.6% ansteigen. Dabei
liegt die Einspareffizienz bei 0.5 pK/$. Die Anfangsflughöhe wird dabei im Durchschnitt um
etwa 2000 m (ca. 6500 Fuß) verringert, wobei die Geschwindigkeit unverändert bleibt.
Eine weitere Möglichkeit einen optimalen Betriebspunkt zu finden ist, bei Routen, die eine
große Einspareffizienz haben (z. B. Mumbai-Sydney, lila Linie in Abb. 9.8), höhere Zusatz-
kosten zu akzeptieren und dafür Routen mit einer geringen Einspareffizienz (z. B. Manchester-
London, orange Linie) unverändert zu lassen. Durch ein iteratives Verfahren kann eine Ein-
spareffizienz gefunden werden, bei der die Änderung der Betriebskosten aller Routen insgesamt
kleiner ist als die akzeptierte Zunahme der Betriebskosten. Der optimale Betriebspunkt der ein-
zelnen Routen ist dann der Betriebspunkt mit der nächstgrößeren Einspareffizienz. Bei einer
Erhöhung der Gesamtbetriebskosten von 1% ist mit dieser Methode eine Verringerung der Kli-
mawirkung um 12.3% möglich. Dies bedeutet eine Einspareffizienz von 1 pK/$ (Abb. 9.8, rote
Linie). Dabei verschiebt sich der Betriebspunkt in Richtung geringerer Anfangsflughöhen, wo-
bei die Geschwindigkeit unverändert bleibt. Im Vergleich zu der zuvor gezeigten Methode weist
der optimale Betriebspunkt hier eine größere Streuung auf, da die Betriebspunkte von Routen
mit einer hohen Einspareffizienz stärker verändert werden als die mit einer geringen Einsparef-
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Abbildung 9.8: Einspareffizienz (dATR/dDOC) in Abhängigkeit von der relativen Änderung
der Betriebskosten (dDOC). Einmal für die gesamte Flotte bei gleicher maximaler Änderung
der Betriebskosten für jede Route und einmal für die gesamte Flotte für eine Variation der ef-
fizientesten Routen zuerst. Als Vergleich sind zusätzlich die Einspareffizienzen für die Route
Hongkong-Taipeh (HKG-TPE), sowie eine Route mit hoher Einspareffizienz (Mumbai-Sydney)
und einer Route mit geringer Einspareffizienz (Manchester-London) dargestellt. Zur besseren
Darstellung wurde die Einspareffizienz der Route mit hoher Einspareffizienz mit 0.1 multipli-
ziert.
fizienz. Wird eine Erhöhung der Betriebskosten von bis zu 5% als noch wirtschaftlich rentabel
angesehen, so kann mit dieser Methode eine Verringerung der Gesamtklimawirkung um 31.3%
erreicht werden. Dies entspricht einer Einspareffizienz von 0.5 pK/$. Auch hier verschiebt sich
der Betriebspunkt in Richtung geringerer Anfangsflughöhen.
Insgesamt zeigt diese Studie, dass sich für den untersuchten Flugzeugtyp durch eine Ände-
rung des Betriebspunktes mehr als 64% der Klimawirkung einsparen lassen. Bereits bei einer
Erhöhung der Gesamtbetriebskosten von einem Prozent lassen sich 12% der Klimawirkung ein-
sparen. Dabei führt vor allem die Verringerung der Anfangsflughöhe zu einer Verringerung der
Klimawirkung, da die Klimawirkung von Ozon, und meist auch von Kondensstreifen-Zirrus,
mit verringerter Höhe abnimmt. Bei dieser Analyse muss berücksichtigt werden, dass AirClim
einen mittleren Response über ein Jahr verwendet. Alle Prozesse, die von der Jahreszeit, der Ta-
geszeit oder den jeweiligen Wettersituationen abhängen, sind im Klima-Modell enthalten, mit
dem die Responsefunktionen berechnet wurden. Diese werden in AirClim aber nicht mehr ex-
plizit aufgelöst. Insbesondere linienförmige Kondensstreifen und Kondensstreifen-Zirren sind
aber stark von der jeweiligen Tages- und Jahreszeit, sowie von der jeweiligen Wettersituation ab-
hängig. Deshalb kann vor allem für linienförmige Kondensstreifen und Kondensstreifen-Zirren
eine Route stärker optimiert werden, wenn auch diese Effekte mit berücksichtigt werden und
hauptsächlich Routen verändert werden bei denen wirklich Kondensstreifen auftreten.
Kapitel 10
Zusammenfassung und Ausblick
Diese Arbeit beleuchtet eingehender vereinfachte Methoden zur Klimabewertung des Luftver-
kehrs. Dabei stehen drei wesentliche Fragestellungen im Zentrum, die mit Hilfe der in meiner
Arbeit entwickelten Methoden beantwortet wurden:
• Können eindimensionale Klimafunktionen zur Bewertung verschiedener Flugzeugtech-
nologien verwendet werden?
• Kann die Klimawirkung verschiedener Luftverkehrsszenarien signifikant unterschieden
werden, obwohl große Unsicherheiten in der Berechnung der Klimawirkung existieren?
• Wie kann die Klimawirkung eines Flugzeuges durch Veränderung des Betriebspunktes
(Höhe und Geschwindigkeit) minimiert werden, und welche ökonomischen Einbußen ent-
stehen dabei?
Zur Bewertung verschiedener Maßnahmen zur Klimaoptimierung des Luftverkehrs ist es not-
wendig, eine passende Metrik auszuwählen. Dazu wurden verschiedene gängige Metriken vor-
gestellt und gezeigt, worauf bei der Wahl geeigneter Metriken zu achten ist. Anhand verschie-
dener Fragestellungen wurde aufgezeigt, welche Metriken für welche Fragestellungen passend
sind. Zur Bewertung der Klimawirkung verschiedener Optimierungsmaßnahmen wurde in die-
ser Arbeit das Klima-Response-Modell AirClim (Grewe und Stenke, 2008) verwendet, dass
neben der Klimawirkung von CO2-Emissionen auch die Wirkung von Wasserdampf- und NOx-
Emissionen (Ozonproduktion und Methanabbau) und die Wirkung von linienförmigen Kon-
densstreifen berücksichtigt.
Zur Bewertung verschiedener Maßnahmen zur Klimaoptimierung des Luftverkehrs und zur Be-
antwortung der oben dargestellten Fragestellungen wurde das Klima-Response-Modell AirClim
um eine Reihe von wesentlichen Funktionalitäten erweitert. Zur umfassenden Bewertung der
Klimawirkung des Luftverkehrs ist es wichtig, möglichst alle Klimaeffekte zu berücksichtigen.
Deshalb wurde, neben den Effekten der Kohlendioxid- und Wasserdampfemission, der kurzle-
bigen Ozonproduktion, dem Methanabbau und den linienförmigen Kondensstreifen, in dieser
Arbeit zusätzlich die Klimawirkung des langanhaltenden Ozonabbaus (Opm3 ) in das Modell ein-
gebaut, der durch die Verringerung der Methankonzentration durch NOx-Emissionen verursacht
wird. Ein weiterer Effekt, der im Rahmen dieser Arbeit in AirClim 2.0 implementiert wurde,
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ist die Wirkung von sogenannten Kondensstreifen-Zirren (Contrail Cirrus), also Zirrusbewöl-
kung, die durch das Verdriften von persistenten Kondensstreifen entsteht. Dieser Effekt wurde
bisher nicht berücksichtigt, ist aber wichtig, da er in derselben Größenordnung liegt wie die
Erwärmung durch Luftverkehrs-CO2 und Ozon. Damit AirClim zur Berechnung aller gängigen
physikalischen Metriken (RF, GWP, GTP, ATR) verwendet werden kann, wurde AirClim 2.0
so angepasst, dass der zeitliche Verlauf der Luftverkehrsemissionen sowie die nicht bekann-
ten zukünftigen Hintergrundkonzentrationen, die durch die Entwicklung anderer Sektoren, wie
Industrie oder Straßenverkehr, beeinflusst werden, variabel gestaltet und als Unsicherheitspara-
meter verwendet werden können.
Um den bestehenden Unsicherheiten in der Berechnung der Klimawirkung des Luftverkehrs
Rechnung zu tragen, wurde in dieser Arbeit eine umfassende Unsicherheitsanalyse im Rah-
men einer Monte-Carlo-Simulation durchgeführt. Dabei ist es wichtig zu beachten, dass die
Unsicherheiten keine statistischen Unsicherheiten durch atmosphärische Variabilität darstellen,
sondern physikalische Unsicherheiten durch unterschiedliche Modellsimulationen. Aus diesem
Grund wurde die Differenz der Klimawirkung eines Szenarios zu der eines Referenzszenari-
os für jeden der einzelnen Schritte der Monte-Carlo-Simulation einzeln berechnet und deren
Verteilung ausgewertet. Durch die häufige Wiederholung der AirClim-Simulation benötigt die
Monte-Carlo-Simulation (externe Monte-Carlo-Simulation) trotz der effizienten Berechnung
mit AirClim eine Rechenzeit von 24 Stunden auf einem Einkernprozessor. Für den Einsatz von
AirClim in einer Modellkette, wie sie zur Bewertung verschiedener Optimierungsmaßnahmen
nötig ist, ist eine Rechenzeit von 24 Stunden nicht realisierbar. Es wurde eine zweite Variante
der Monte-Carlo-Simulation entwickelt, bei der die Monte-Carlo-Simulation sehr effizient in-
nerhalb von AirClim läuft (interne Monte-Carlo-Simulation), wodurch sich die Rechenzeit auf
demselben Computer auf wenige Sekunden reduziert. Der Vergleich beider Methoden zeigt,
dass die Ergebnisse übereinstimmen.
Aufgrund der wesentlichen Bedeutung der Unsicherheiten, die bei der Berechnung der Kli-
mawirkung des Luftverkehrs bestehen, stellt sich die Frage, ob sich trotz großer Unsicherhei-
ten in der Bewertung der Klimawirkung des Luftverkehrs, signifikante Unterschiede zwischen
ähnlichen Szenarien finden lassen. Dies wurde anhand der Bewertung von vier verschiedenen
Emissionskatastern (AERO2k, QUANTIFY, TRADEOFF und NASA), die alle auf dieselben
Emissionen und zurückgelegten Strecken normiert wurden, untersucht. Diese Untersuchung hat
gezeigt, dass die Variabilität der absoluten Temperaturänderung größer ist, als der absolute Un-
terschied der sehr ähnlichen Szenarien. Wird allerdings der Unterschied relativ zu einem Refe-
renzszenario berechnet, so werden die Unsicherheiten deutlich geringer und die Klimawirkung
aller vier Kataster kann signifikant von der Klimawirkung des Referenzszenarios unterschieden
werden. Der Vergleich zeigt, dass allein durch die unterschiedliche Höhenverteilung der Emis-
sionen ein Unterschied in der Klimawirkung von etwa 30% entsteht, der vor allem durch die
Unterschiede in der Klimawirkung von Ozon und Kondensstreifen-Zirren verursacht wird. Da
die Wahl der Unsicherheitsbereiche nicht eindeutig ist, wurde zudem gezeigt, dass die Klimabe-
wertung der verschiedenen Emissionskataster robust hinsichtlich der Wahl der Unsicherheiten
ist.
In neuer Literatur werden für die Bewertung verschiedener Luftverkehrsszenarien häufig so
genannte eindimensionale Klimafunktionen benutzt, die eine Höhenabhängigkeit der Klima-
wirkung berücksichtigen, aber nicht die Breitenabhängigkeit der Klimawirkung. Im Rahmen
dieser Arbeit wurde deshalb untersucht, ob sich diese eindimensionalen Klimafunktionen
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für die Bewertung verschiedener Szenarien eignen. Dabei konnte gezeigt werden, dass diese
1-D-Klimafunktionen nur in einem begrenzten Bereich verlässliche Bewertungen liefern kön-
nen: Werden verschiedene Flugrouten untersucht, die in derselben geografischen Region statt-
finden können 1-D-Klimafunktionen die Berechnung der Klimawirkung von CO2-, NOx- und
H2O-Emissionen sehr gut verwendet werden, während sie für die Bewertung von linienför-
migen Kondensstreifen nicht und für die Bewertung von Kondensstreifen-Zirren bedingt ge-
eignet sind. Dadurch ergibt sich für die Bewertung der Gesamtklimawirkung eine gute Eig-
nung. Werden hingegen Flugrouten in unterschiedlichen geografischen Regionen untersucht,
sind 1-D-Klimafunktionen nur für die Bewertung der Klimawirkung von CO2-Emissionen gut
geeignet, da diese nicht vom Emissionsort abhängen. Für die Bewertung von NOx- und H2O-
Emissionen, sowie für die Bewertung der Gesamtklimawirkung ohne Berücksichtigung der
Kondensstreifen-Zirren sind sie bedingt geeignet.
Um zu analysieren, wie die Klimawirkung eines Flugzeuges, durch Veränderung des Betriebs-
punktes (Höhe und Geschwindigkeit), minimiert werden kann, wurde das Klima-Response-
Modell AirClim in einer interdisziplinären Modellkette verwendet. In dieser Modellkette wurde
ein heutiges Flugzeug (A330-200) von der Flugzeuggeometrie über die Aerodynamik bis zur
Auslegung der Triebwerke simuliert. Dabei wurde der Einfluss einer Änderung des Betriebs-
punktes (Flughöhe und Geschwindigkeit) auf die Emissionen und die Klimawirkung untersucht
und quantifiziert, mit welchen ökonomischen Einbußen eine Klimaoptimierung verbunden ist.
Dabei hat sich gezeigt, dass durch Änderung des Betriebspunktes eine deutliche Verringerung
(ca. 64%) der Klimawirkung einer Flugzeugflotte (A330-200) möglich ist. Dies führt jedoch
zu einer Erhöhung der Betriebskosten von etwa 32%. Deshalb ist es wichtig, neben der Klima-
änderung auch die Änderung der Betriebskosten zu berücksichtigen, damit die Klimawirkung
möglichst kosteneffizient eingespart werden kann. So hat sich gezeigt, dass sich die Klimawir-
kung bei einer Erhöhung der Betriebskosten um wenige Prozent bereits stark reduzieren lässt.
Wird z. B. für jede Route eine maximale Zunahme der Betriebskosten um 5% akzeptiert, kann
die Klimawirkung der gesamten Flugzeugflotte um etwa 30% reduziert werden. Dabei verrin-
gert sich die Anfangsflughöhe um etwa 2000 m. Im Rahmen dieser Arbeit lag der Schwerpunkt
dieser Analyse bei der Änderung der Klimawirkung. Es wurde nicht untersucht, inwieweit eine
Änderung des Betriebspunktes umsetzbar ist und welchen Einfluss dies auf das Luftverkehrsma-
nagement hätte. Auch die Auswirkung auf die Kundenzufriedenheit durch längere Flugzeiten
wurde in dieser Studie nicht berücksichtigt.
In dieser Arbeit konnten also folgende wesentlichen Ergebnisse erzielt werden:
• Durch die teilweise starke Abhängigkeit der Klimawirkung verschiedener Spurenstoffe
von der geografischen Breite können eindimensionale Klimafunktionen nur bedingt zur
Bewertung verschiedener Flugzeugtechnologien oder unterschiedlicher Flugroutenoptio-
nen verwendet werden.
• Auch geringe Unterschiede zwischen verschiedenen Szenarien können mit AirClim und
der Monte-Carlo-Simulation signifikant nachgewiesen werden, trotz großer Unsicherhei-
ten in der Berechnung der Klimawirkung des Luftverkehrs.
• Durch Änderung des Betriebspunktes hin zu geringerer Anfangsflughöhe und geringerer
Geschwindigkeit kann die Klimawirkung einer heutigen Flugzeugflotte (A330-200) um
über 60% reduziert werden.
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In dieser Arbeit wurde gezeigt, dass AirClim zusammen mit der Monte-Carlo-Simulation
zur Bewertung des Luftverkehrs eingesetzt werden kann. Dabei muss beachtet werden, dass
AirClim einen mittleren Response über ein Jahr verwendet. Alle Prozesse, die von der Jahreszeit
oder der Tageszeit abhängen, sind im Klima-Modell enthalten, aus dem die Responsefunktionen
berechnet wurden, werden in AirClim aber nicht mehr explizit aufgelöst. Dadurch kann AirClim
verwendet werden, um die mittlere Wirkung einer Flugrouten- oder Technologieänderung unter
der Annahme zu berechnen, dass das gesamte Jahr über geflogen wird und der Tagesgang des
Luftverkehrs in etwa konstant bleibt. AirClim kann also nicht verwendet werden, um für eine
bestimmte Tageszeit oder eine bestimmte Wetterbedingung optimale Flugrouten zu finden, wie
es z. B. in den Projekten UFO1 oder REACT4C2 das Ziel ist. Der Vorteil einer wetterabhän-
gigen Optimierung liegt darin, dass z. B. nur an Tagen, an denen die Wahrscheinlichkeit für
die Bildung von Kondensstreifen hoch ist, eine Änderung der Flugroute empfohlen wird. Der
Vorteil einer mittleren Klimawirkung liegt hingegen darin, dass allgemeine Änderungsempfeh-
lungen ausgegeben werden können. Dies ist zum Beispiel hilfreich, wenn entschieden wird, für
welche Flughöhe ein neues Flugzeug ausgelegt werden soll.
Die in dieser Arbeit entwickelte Methode kann vielseitig eingesetzt werden. So wird sie aktuell
für eine Reihe verschiedener Projekte verwendet. Wie in dieser Arbeit gezeigt wurde, wur-
de mit Hilfe der Simulationskette des DLR-Projekts CATS (Climate-compatible Air Transport
System) ein Betriebspunkt (Flughöhe und Geschwindigkeit) mit möglichst geringer Klimawir-
kung gesucht. Mit Hilfe dieser Analyse kann in einem weiteren Schritt ein Flugzeug simuliert
werden, dass auf diesen Betriebspunkt optimiert wurde. Dies kann im Vergleich zu einer reinen
Änderung des Betriebspunktes zu einer weiteren Reduktion der Klimawirkung oder einer Re-
duktion der zusätzlichen Betriebskosten führen, da die Optimierung zu einer Verringerung des
Treibstoffverbrauchs für diesen Betriebspunkt führt. Mit Hilfe dieser Methode kann aber auch
für jede Einzelroute ein optimaler Betriebspunkt aufgezeigt werden.
Neben der technischen Anwendung kann AirClim zusammen mit der internen Monte-Carlo-
Simulation auch für politische Anwendungen verwendet werden. Aktuell wird die Verwendung
in einem integrierten Luftverkehr-Umwelt-Modell vorbereitet das zur Berechnung der Wirkung
von steuerlichen oder ordnungspolitischen Maßnahmen auf den Luftverkehr, dessen Wirkung
auf die Umwelt, sowie auf die Gesellschaft und die Wirtschaft dient.
Eine Vielzahl weiterer Fragestellungen ist für zukünftige Anwendungen denkbar. Dazu sind
zusätzliche Entwicklungen erforderlich. Die aktuelle Version von AirClim ist geeignet um die
mittlere Klimawirkung verschiedener Technologien zu bewerten, unter Zugrundelegung klima-
tologischer Verhältnisse. Die Klimawirkung des Luftverkehrs weist allerdings eine starke Va-
riabilität bezüglich Jahreszeit, Tageszeit und auch Wetter auf. Dies kann z. B. für die Wirkung
von linienförmigen Kondensstreifen relevant sein. Um dies in AirClim zu berücksichtigen, wä-
re es notwendig, ähnlich dem Ansatz von REACT4C, verschiedene typische Wettersituationen
hinsichtlich des Klimaresponses zu charakterisieren.
Grundsätzlich kann AirClim auf andere Emissionssektoren angewendet werden, z. B. Straßen-
oder Schienenverkehr. Dies ist insbesondere für Analysen zur Verlagerung von Luftverkehr auf
Straßen- oder Schienenverkehr hilfreich. Eine Möglichkeit zur Bewertung des Straßen- oder
1http://www.pa.op.dlr.de/ufo/
2http://www.react4c.eu/
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Schienenverkehrs ist die Weiterentwicklung von AirClim für bodengebundenen Verkehr. Dazu
wäre einerseits eine zusätzliche Längenabhängigkeit der Klimawirkung nötig und andererseits
eine stärkere Berücksichtigung von Sättigungseffekten, da in Bodennähe die Hintergrundkon-
zentrationen, von zum Beispiel NOx, höher sind als im Bereich heutiger Flugniveaus.
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Anhang A
Modellbeschreibung
Im Folgenden werden die Klimamodelle, die den Responsefunktionen von AirClim zugrun-
de liegen, dargestellt. Die idealisierten Szenariorechnungen für H2O, O3, CH4, O
pm
3 und li-
nienförmige Kondensstreifen wurden mit einem interaktiv gekoppelten Klima-Chemie-Modell
(E39CA) berechnet. Die Relationen, aus denen der funktionale Zusammenhang zwischen Flug-
dichte, Eisübersättigungsfrequenz und Bedeckungsgrad bzw. Strahlungsantrieb der Kondens-
streifen-Zirren hergeleitet wurden, beruhen auf Rechnungen mit ECHAM4-CCMod. Beiden
Modellversionen liegt das Klimamodell ECHAM4 zugrunde. Die beiden Modellversionen un-
terscheiden sich unter anderem durch das verwendete Transportmodell (ECHAM4-CCMod ver-
wendet ein Semi-Lagranges Transportschema (SLT) und E39CA ein Lagranges Transportsche-
ma (ATTILA)). Während E39CA zusätzlich mit dem Chemiemodul CHEM gekoppelt ist, ist
ECHAM4-CCMod mit dem Kondensstreifen-Zirrus-Modul CCMod gekoppelt.
Klima-Modell ECHAM4
ECHAM (Roeckner et al., 1992) ist ein dreidimensionales Zirkulationsmodell, das am meteo-
rologischen Institut der Universität Hamburg in Zusammenarbeit mit dem Max-Planck-Institut
für Meteorologie entwickelt wurde und auf dem spektralen Wettervorhersagemodell des Euro-
pean Center of Medium-Range Weather Forecasts (ECMWF Modell, Hamburger Version) ba-
siert. Für die Berechnung der Responsefunktionen wurde die vierte Generation dieses Modells,
ECHAM4 (Roeckner et al., 1996), verwendet.
Die Grundlage von ECHAM4 sind die Bewegungsgleichungen der Atmosphäre. Die Integration
dieser Gleichungen liefert die zeitliche und räumliche Entwicklung der prognostischen Varia-
blen Vorticity, Divergenz, Temperatur, Logarithmus des Bodendruckes, Feuchte, Wolkenwasser
und der Mischungsverhältnisse verschiedener passiver Spurengase oder Aerosolen. ECHAM
ist ein spektrales Klimamodell, das heißt, die horizontalen Ableitungen werden exakt im Wel-
lenzahlraum berechnet. Dazu werden alle Variablen, bis auf Wasserdampf, Wolkenwasser und
chemischen Spezies, als Reihen von Kugelflächenfunktionen dargestellt. Die horizontale Auf-
lösung ist T30, d.h., die Kugelflächenfunktionskoeffizenten werden bis zur Großkreiswellen-
zahl 30 mitgeführt. Dies entspricht einer isotropen Auflösung von 6◦ und einem Gaußschen
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Transformationsgitter von 3,75◦x 3,75◦ (geografische Länge x Breite). Somit wird die gesamte
Erdoberfläche durch 96 x 48 Gitterpunkte repräsentiert.
Die hier verwendete Version besitzt 39 Drucklevel anstelle der 19 Drucklevel des Standardmo-
dells. Die unterste Schicht ist am Boden und die oberste um 10 hPa zentriert (Land et al., 1999).
Besonders im Bereich der Tropopause erhöht sich die Modellauflösung gegenüber der 19-
Schichtenversion von 2 km auf 700 m. Prozesse, deren Größenskala im Modell nicht auf-
gelöst werden kann, müssen parametrisiert werden. ECHAM4 beinhaltet Parametrisierungen
für Strahlung, Kumuluskonvektion, Wolkenformation, Niederschlag, Oberflächenflüsse, verti-
kale und horizontale Diffusion, orografische Schwerewellendämpfung und Oberflächenprozes-
se über Land (Roeckner et al., 1996). Des Weiteren wird ein etwas abgeändertes Konvektions-
schema verwendet, das eine streng positive Spurenstoffkonzentration sicherstellt (Brinkop und
Sausen, 1997). Die zeitliche Integration wird mit einem semi-impliziten Bocksprungverfahren
berechnet.
Transportschema
Semi-Langrangesche Transport (SLT)
Für die Berechnung der Kondensstreifen-Zirren und die ursprüngliche AirClim Version, die
in Grewe und Stenke (2008) beschrieben ist, wurde das sogenannte SLT-Schema (Semi-
Langrangesche Transport) für den Transport von Wasserdampf, Wolkenwasser und die che-
mischen Spezies verwendet. Dieses Verfahren gehört zu den Eulerschen Methoden, bei denen
die Spurenstoffkonzentration auf einem festen Gitter vorliegt. Zu jedem Zeitpunkt werden für
jeden Gitterpunkt mit dem aktuellen Windfeld eine Rückwärtstrajektorie und der dazugehörige
’Startpunkt’ berechnet, bei dem ein Luftpaket starten muss, um innerhalb des nächsten Zeit-
schrittes am gewählten Gitterpunkt anzukommen. Die Spurenstoffkonzentration am Gitterpunkt
zum nächsten Zeitschritt ist dann die zum dazugehörigen Startpunkt interpolierte Spurenstoff-
konzentration zum aktuellen Zeitpunkt. Da das SLT-Schema von sich aus nicht massenerhaltend
ist, enthält es einen Massenfixer. Der Nachteil dieses Transportschemas ist die nicht zu vernach-
lässigende ’numerische Diffusion’, die starke Gradienten künstlich glättet.
Atmospheric Tracer Transport In a Lagrangian model (ATTILA)
Für die Basissimulationen der AirClim-Unterschallversion (Fichter, 2009) wurde für die Be-
rechnung des Response von H2O, O3, CH4, O
pm
3 und linienförmigen Kondensstreifen, anstelle
von SLT das ATTILA-Schema (Atmospheric Tracer Transport In a Lagrangian model) verwen-
det. ATTILA ist ein rein Lagrangesches Transportschema und kann anstelle des SLT-Schemas
in ECHAM4 für den Spurenstofftransport eingesetzt werden (Reithmeier und Sausen, 2002).
Dieses Lagrangesche Verfahren teilt die Atmosphäre bei einer T30 Auflösung und 39 Druck-
level in etwa eine halbe Millionen Luftpakete gleicher Masse ein, die vom simulierten Wind
transportiert werden. Der natürliche Austausch zwischen Luftpaketen wird durch eine Diffusi-
onsparametrisierung berücksichtigt. Reithmeier und Sausen (2002) zeigten anhand von 222Rn
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und 14CO2, dass der Transport von passiven Spurenstoffen mit dem rein Lagrangeschen Advek-
tionsschema bessere Übereinstimmungen mit Beobachtungen zeigt, als der Transport mit dem
Semi-Lagrangeschen Schema. Stenke et al. (2008) haben dieses Lagrangesche Konzept dann
auf Wasserdampf und Wolkenwasser erweitert. Ein ausführlicher Vergleich der Wasserdampf-
mischungsprofile des ATTILA und SLT-Schemas mit Beobachtungsdaten zeigt, dass ATTILA
deutlich bessere Übereinstimmungen des simulierten Wasserdampfes mit Beobachtungen zeigt
als das SLT-Schema (Obermaier, 2007). Arbeiten von Stenke (2005) und Stenke et al. (2007) ha-
ben gezeigt, dass das Modell mit dem SLT-Schema vor allem im Bereich der extra-tropischen
unteren Stratosphäre große Feuchtefehler aufweist (’wet bias’). Untersuchungen von Stenke
et al. (2008) zeigen, dass der simulierte Feuchtefehler auf die starke numerische Diffusion des
operationellen SLT-Schemas zurückzuführen ist und mit dem ATTILA-Schema stark reduziert
wird. Dieser ’wet bias’ hat, wie Stenke et al. (2008) zeigen, auch Einfluss auf die Temperatur.
Im Bereich des ’wet bias’ tritt, bedingt durch den Feuchtefehler, auch ein Kältefehler (’cold bi-
as’) von mehr als 10 K (im Vergleich zu ERA40) auf. Dieser Kältefehler wird in E39CA analog
zum Feuchtefehler reduziert und beträgt im Jahresmittel nur noch 2 K.
Chemiemodul CHEM
E39CA enthält das Chemiemodul CHEM. CHEM basiert auf einem zweidimensionalen Che-
mietransportmodell (Brühl und Crutzen, 1993) und wurde vom Max-Planck-Institut für Chemie
in Mainz entwickelt (Steil et al., 1998; Steil, 1999). Das Chemiemodul enthält die relevanten
chemischen Prozesse, die nötig sind, um die stratosphärische Ozonchemie sowie die troposphä-
rische NOx-HOx-CH4-CO-O3 Hintergrundchemie zu berechnen. Eine ausführliche Beschrei-
bung mit einer Auflistung aller berücksichtigten Reaktionen findet sich in Steil et al. (1998).
Das Chemiemodul CHEM berücksichtigt eine Vielzahl von Spurenstoffen mit sehr unterschied-
licher Lebensdauer. Schnell ablaufende Reaktionen können bei einem Zeitschritt von 24 Minu-
ten nicht aufgelöst werden, weshalb ein Familienkonzept eingeführt wurde, das die Spurenstof-
fe in drei Gruppen einteilt: Langlebige Spurenstoffe werden für sich transportiert (z.B. N2O)
oder mit verwandten kurzlebigeren Spurenstoffen zu Familien zusammengefasst, z.B. die Ox-
Familie. Diese besitzen als Ganzes in der Stratosphäre eine größere Lebensdauer als die ein-
zelnen Mitglieder. Die Verteilung der einzelnen Mitglieder bleibt beim Transport unverändert.
Chemische Substanzen, zwischen denen es starke Wechselwirkungen gibt, die jedoch zusam-
men immer noch eine Lebensdauer haben, die kürzer als ein Zeitschritt ist, werden ebenfalls in
einer Familie zusammengefasst, aber nicht advehiert (z.B. HOx). Die Verteilungen dieser Sub-
stanzen werden durch Gleichgewichtsbedingungen berechnet. Dieses Konzept macht CHEM zu
einem numerisch sehr effizienten Modul, da nur wenige Substanzen bzw. Familien (insgesamt
37) rechenzeitaufwendig transportiert werden müssen und der Zeitschritt groß gehalten werden
kann.
Das Klima-Chemie-Modell E39CA bietet die Möglichkeit einer interaktiven Kopplung von
Chemie und Dynamik. Dabei wirken sich die im Chemiemodul berechneten Konzentrationen
der strahlungsrelevanten Spurengase Ozon, Wasserdampf, Methan, Distickstoffoxid und der
FCKWs auf die Strahlungsbilanz und somit auf die Dynamik aus (Hein et al., 2001).
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Kondensstreifen-Zirrus-Modul CCMod
Zur Parametrisierung der Kondensstreifen-Zirren wurden Klimasimulationen genutzt, die
das Modul CCMod verwenden (Burkhardt und Kärcher, 2009; Burkhardt und Kärcher,
2011). In CCMod sind zusätzliche prognostische Gleichungen für Kondensstreifen-Zirren-
Bedeckungsgrad, aufsummierte Kondensstreifenlänge und mittleres Eiswassermischungsver-
hältnis der Kondensstreifen-Zirren enthalten. Kondensstreifen bilden sich neu, sobald Flugzeu-
ge durch Regionen fliegen in denen das Schmidt-Appleman-Kriterium (Schmidt, 1941; App-
leman, 1953) erfüllt ist. Der Bedeckungsgrad mit Kondensstreifen-Zirren wird durch Prozesse
wie Transport, Verbreiterung und Scherung innerhalb der eisübersättigten Regionen sowie Sub-
limation und Deposition beeinflusst.
Strahlungsrechnung
Das Strahlungsschema basiert auf dem ECMWF Modell (Fouquart und Bonnel, 1980; Morcret-
te, 1989). Der Haupteingangsparameter für die Strahlungsrechnung sind solarer Zenitwinkel,
Temperatur, Bodenalbedo und die Konzentration strahlungswirksamer Substanzen. Das kurz-
wellige Spektrum ist in ein sichtbares Band (0.2-0.68 µm) und ein Band im nahen Infrarot
(0.68-4.0 µm) unterteilt. Für solare Strahlung wird Absorption so wie Mehrfachstreuung be-
rücksichtigt. Eine Breitband-Formulierung wird verwendet, um im langwelligen Teil des Spek-
trums die Strahlungstransfergleichung zu lösen. Im terrestrischen Bereich wird die Streuung
vernachlässigt. Die Absorption und Emission der langwelligen Strahlung wird als Planckfunk-
tion beschrieben mit der Annahme eines lokalen thermodynamischen Gleichgewichts. Der lang-
wellige Bereich wird in neun spektrale Banden zwischen 0 und 2820 cm−1 aufgeteilt. Um die
Strahlungstransferrechnung zu lösen, wird eine sogenannte ’two-stream’ Approximation ver-
wendet, d.h. nur vertikale Strahlungsflüsse werden berücksichtigt. Die Strahlungsflussrechnung
ergibt die Strahlungsheizrate, die die Temperaturtendenz angibt, die sich aus der vertikalen Di-
vergenz des Nettostrahlungsflusses ergibt. Der Effekt von Wolken wird dadurch berechnet, dass
der Strahlungsfluss einerseits für wolkenfreien Himmel und andererseits für bedeckten Himmel
berechnet wird. Anschließend wird entsprechend der Wolkenbedeckung zwischen wolkenfrei-
em und bedecktem Himmel interpoliert. Zur Bestimmung des ’stratosphere adjusted radiative
forcings’ wird die Methode nach Stuber et al. (2001) verwendet. Diese Methode basiert auf
dem ’fixed dynamic heating’ Konzept (Hansen et al., 1997). Jede Temperaturänderung kann
aufgeteilt werden in einen Dynamik- und einen Strahlungsanteil:
∂T
∂ t
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∂T
∂ t
)
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∂T
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)
rad
. (A.1)
Beim fixed dynamic heating Konzept wird angenommen, dass die Stratosphärentemperatur sehr
schnell nach dem Einführen einer Strahlungsstörung einen quasi-stationären Zustand erreicht.
Dazu wird ein zweites Temperaturfeld berechnet, bei dem sich die Stratosphärentemperatur
durch den Strahlungsanteil der Temperaturtendenz ändern kann, während die Tropopausentem-
peratur unverändert bleibt (vgl. Abb. 3.2). Die Differenz zwischen der gestörten und der unge-
störten Strahlungsbilanz der beiden Temperaturfelder gilt als ’stratospheric adjusted radiative
forcing’.
Anhang B
Signifikanzbetrachtung
Für die Betrachtung der Unsicherheiten wird untersucht, ob sich die Klimawirkung eines Sze-
narios signifikant von der Klimawirkung des Referenzszenarios unterscheidet. Dazu werden der
Median und die 2.5, 25, 75 und 97.5% Perzentilen berechnet. Die Signifikanz eines Szenarios
wird gegenüber dem Referenzszenario getestet. Zur Veranschaulichung sind in Abb. B.1 vier
verschiedene Szenarien (A, B, C und D) mit dazugehörigem Unsicherheitsbereich dargestellt.
Die Unsicherheitsbereiche der drei Szenarien A, B und C schneiden die x-Achse nicht und sind
damit signifikant vom Referenzszenario zu unterscheiden, da die Wahrscheinlichkeit P, dass
die Klimawirkung des Szenarios A (ya) kleiner als deren 2.5%-Perzentile (amin) ist, geringer
als 0.025 ist. Szenario D ist hingegen nicht signifikant vom Referenzfall zu unterschieden, da
nicht gezeigt werden kann, dass die Wahrscheinlichkeit, dass yd geringer als Null ist, kleiner
als 5% ist. Obwohl die Signifikanz eines Szenarios gegenüber dem Referenzszenario getestet
wird, lässt sich eine Aussage über die Signifikanz der Unterschiede der Szenarien untereinander
treffen. Es lässt sich einfach zeigen, dass Szenario A signifikant größer ist als Szenario B:
P(ya ≤ 0)≤ 0.025 (B.1)
P(yb ≥ 0)≤ 0.025 (B.2)
P(yb ≥ ya)≤ P(ya ≤ 0)+P(yb ≤ 0) = 0.05. (B.3)
Auf dieselbe Weise lässt sich zeigen, dass Szenario C eine signifikant größere Klimawirkung
aufweist als Szenario A:
P(yc ≤ cmin) = 0.025 (B.4)
P(ya ≥ amax) = 0.025 (B.5)
amax = d = cmin (B.6)
P(ya ≥ yc)≤ P(yc ≤ d)+P(ya ≤ d) = 0.05. (B.7)
Dies zeigt, dass sich Szenarien deren Unsicherheitsbereiche sich nicht überlagern signifikant
voneinander unterscheiden lassen.
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Abbildung B.1: Schematische Darstellung der Unsicherheitsbereiche (2.5, 25, 50, 75 und
97.5%-Perzentilen) für vier verschiedene Szenarien relativ zum Referenzszenario (y=0).
Anhang C
Tabellen
Tabelle C.1: Relative Abweichung der mittleren Temperaturänderung (ATR) von AERO2k,
TRADEOFF, QUANTIFY und NASA vom Mittelwert aller vier Emissionskataster in %. An-
nahmen über Unsicherheiten entsprechend Grewe und Stenke (2008). Zusätzlich zur Unsicher-
heit in der Lebenszeit, im Strahlungantrieb und der Efficacy wird auch die Unsicherheit der
Hintergrundkonzentration von Kohlendioxid und Methan berücksichtigt. Angegeben sind ne-
ben dem Median auch die 2.5, 25, 75 und 97.5%-Perzentilen.
2.5% 25% Median 75% 97.5%
AERO2k -14.87 -13.83 -13.28 -12.77 -11.91
TRADEOFF -2.98 -2.44 -2.12 -1.80 -1.14
QUANTIFY 2.54 2.34 -2.22 2.11 1.90
NASA 16.22 17.11 17.65 18.20 19.07
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Tabelle C.2: Relative Abweichung der mittleren Temperaturänderung (ATR) von AERO2k,
TRADEOFF, QUANTIFY und NASA vom Mittelwert aller vier Emissionskataster, aufgeteilt
in die Beiträge der einzelnen Spezies in %. Annahmen über Unsicherheiten entsprechend Gre-
we und Stenke (2008). Angegeben sind neben dem Median auch die 2.5, 25, 75 und 97.5%-
Perzentilen.
Spezies 2.5% 25% Median 75% 97.5%
AERO2k
H2O -1.10 -0.89 -0.79 -0.69 -0.53
O3 -6.33 -5.63 -5.22 -4.97 -4.51
Opm3 -0.45 -0.40 -0.38 -0.36 -0.33
CH4 -1.37 -1.21 -1.14 -1.07 -0.95
KS-Zirrus -6.56 -5.95 -5.66 -5.37 -4.89
Total -14.43 -13.66 -13.16 -12.80 -12.30
TRADEOFF
H2O -1.47 -1.18 -1.04 -0.92 -0.70
O3 -4.81 -4.49 -4.25 -3.60 -3.16
Opm3 0.16 0.19 0.20 0.21 0.24
CH4 0.51 0.57 0.61 0.65 0.73
KS-Zirrus 1.73 1.90 2.00 2.11 2.32
Total -3.34 -2.82 -2.45 -1.87 -1.15
QUANTIFY
H2O -0.61 -0.49 -0.43 -0.37 -0.28
O3 -1.79 -1.67 -1.58 -0.68 -0.59
Opm3 0.08 0.09 0.10 0.10 0.11
CH4 0.24 0.27 0.29 0.30 0.34
KS-Zirrus -1.24 -1.12 -1.07 -1.01 -0.92
Total -2.92 -2.81 -2.75 -1.80 -1.63
NASA
H2O 1.52 1.99 2.26 2.55 3.16
O3 9.12 10.17 10.79 11.33 12.16
Opm3 0.07 0.08 0.08 0.09 0.09
CH4 0.20 0.23 0.24 0.26 0.29
KS-Zirrus 4.08 4.48 4.72 4.97 5.47
Total 16.66 17.51 18.19 18.58 19.17
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Tabelle C.3: Wie Tabelle C.2, aber mit der internen Monte-Carlo-Simulation berechnet.
Spezies 2.5% 25% Median 75% 97.5%
AERO2k
H2O -1.13 -0.90 -0.80 -0.70 -0.53
O3 -6.47 -5.81 -5.49 -5.18 -4.61
Opm3 -0.53 -0.43 -0.38 -0.34 -0.27
CH4 -1.61 -1.29 -1.15 -1.02 -0.80
KS-Zirrus -6.71 -6.01 -5.68 -5.38 -4.87
Total -15.40 -14.05 -13.44 -12.87 -11.93
TRADEOFF
H2O -1.44 -1.16 -1.04 -0.91 -0.69
O3 -4.37 -4.08 -3.92 -3.74 -3.39
Opm3 0.14 0.18 0.21 0.23 0.28
CH4 0.43 0.54 0.62 0.69 0.87
KS-Zirrus 1.72 1.90 2.01 2.13 2.37
Total -2.87 -2.41 -2.14 -1.86 -1.28
QUANTIFY
H2O -0.57 -0.46 -0.41 -0.36 -0.28
O3 -1.33 -1.20 -1.12 -1.05 -0.91
Opm3 0.07 0.09 0.10 0.11 0.13
CH4 0.20 0.26 0.29 0.33 0.41
KS-Zirrus -1.26 -1.13 -1.07 -1.01 -0.92
Total -2.46 -2.33 -2.25 -2.17 -2.02
NASA
H2O 1.50 1.97 2.25 2.53 3.14
O3 9.10 10.05 10.55 11.02 11.90
Opm3 0.06 0.07 0.08 0.09 0.11
CH4 0.17 0.22 0.24 0.27 0.34
KS-Zirrus 4.06 4.49 4.75 5.02 5.60
Total 16.54 17.37 17.84 18.33 19.34
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Tabelle C.4: Wie Tabelle C.2, aber mit den Unsicherheitsannahmen von Lee et al. (2009).
Spezies 2.5% 25% Median 75% 97.5%
AERO2k
H2O -4.87 -1.24 -0.55 -0.24 -0.47
O3 -9.36 -7.17 -5.69 -4.21 -1.92
Opm3 -0.52 -0.42 -0.38 -0.34 -0.23
CH4 -1.21 -0.95 -0.84 -0.75 -0.52
KS-Zirrus -9.65 -6.64 -5.07 -3.63 -1.53
Total -16.52 -14.06 -13.03 -12.04 -10.00
TRADEOFF
H2O -6.22 -1.63 -0.72 -0.31 -0.06
O3 -7.13 -5.33 -4.22 -3.08 -1.43
Opm3 0.12 0.18 0.20 0.23 0.28
CH4 0.28 0.40 0.46 0.51 0.65
KS-Zirrus 0.54 1.29 1.80 2.35 3.42
Total -7.88 -4.56 -3.00 -1.42 1.25
QUANTIFY
H2O -2.51 -0.65 -0.29 -0.12 -0.02
O3 -2.63 -1.84 -1.13 -0.74 -0.31
Opm3 0.06 0.09 0.10 0.11 0.13
CH4 0.13 0.19 0.21 0.24 0.30
KS-Zirrus -1.82 -1.25 -0.96 -0.69 -0.29
Total -4.33 -2.97 -2.57 -1.87 -1.23
NASA
H2O 0.13 0.67 1.56 3.52 13.51
O3 3.88 8.35 11.29 14.14 18.13
Opm3 0.05 0.07 0.08 0.09 0.11
CH4 0.11 0.16 0.18 0.20 0.26
KS-Zirrus 1.28 3.03 4.23 5.54 8.06
Total 12.48 16.54 18.59 20.49 26.52
Tabelle C.5: Wie Tabelle C.1, aber mit zusätzlicher Variation des zeitlichen Verlaufs des Treib-
stoffverbrauches.
2.5% 25% Median 75% 97.5%
AERO2k -16.01 -14.12 -13.34 -12.72 -11.75
TRADEOFF 4.15 3.06 -2.34 1.82 1.03
QUANTIFY 2.55 2.33 -2.18 1.95 1.26
NASA 15.82 17.04 17.89 18.98 20.80
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Tabelle C.6: Änderung der mittleren Temperaturänderung (ATR) verschiedener Betriebspunkte
der Route Hongkong-Taipeh (HKG-TPE), aufgeteilt in die Beiträge der einzelnen Spezies.
Spezies 2.5% 25% Median 75% 97.5%
MinFuel
CO2 -1.47 -0.95 -0.79 -0.67 -0.51
H2O 0.08 0.12 0.15 0.19 0.32
O3 -19.79 -16.43 -15.31 -14.39 -13.03
Opm3 1.28 1.62 1.88 2.22 3.37
CH4 3.56 4.73 5.64 6.82 10.73
KS-Zirrus 1.24 1.62 1.90 2.29 3.56
Total -7.29 -6.54 -8.33 -5.51 -2.34
1%DOC
CO2 0.02 0.03 0.04 0.04 0.07
H2O -2.90 -1.78 -1.42 -1.14 -0.75
O3 -21.89 -18.17 -16.94 -15.92 -14.41
Opm3 0.76 0.99 1.16 1.38 2.11
CH4 2.13 2.89 3.46 4.23 6.71
KS-Zirrus -3.87 -2.49 -2.07 -1.76 -1.35
Total -19.24 -16.64 -15.76 -15.09 -14.09
5%DOC
CO2 1.60 2.08 2.45 2.95 4.58
H2O -5.62 -3.46 -2.75 -2.21 -1.45
O3 -49.55 -41.12 -38.33 -36.03 -32.62
Opm3 1.93 2.49 2.91 3.46 5.30
CH4 5.39 7.30 8.72 10.64 16.90
KS-Zirrus -46.46 -29.85 -24.79 -21.07 -16.22
Total -72.71 -56.72 -51.84 -48.16 -43.47
MinATR
CO2 4.71 6.14 7.22 8.69 13.51
H2O -5.90 -3.63 -2.88 -2.32 -1.52
O3 -87.53 -72.65 -67.71 -63.65 -57.63
Opm3 4.36 5.60 6.52 7.74 11.79
CH4 12.16 16.38 19.55 23.78 37.62
KS-Zirrus -46.75 -30.04 -24.94 -21.20 -16.32
Total -75.07 -65.40 -62.23 -59.85 -56.43
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Abbildungsverzeichnis
2.1 Strahlungsantrieb der einzelnen Komponenten des weltweiten Luftverkehrs von
1850 bis 2005. Die Balken stellen eine beste Schätzung dar. Die angegebenen
Fehlerbalken entsprechen dem 90%-Konfidenzintervall. In den Spalten stehen
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