Abstract: The expected n-step return-probability E µ P o [X n = o] of a random walkX n with symmetric transition probabilities on a random partial graph of a regular graph G of degree δ with transitive automorphism group Aut(G) is considered. The law µ of the random edge-set is assumed to be stationary with respect to some transitive, unimodular subgroup Γ of Aut(G). By the spectral theory of finite random walks, using interlacing techniques, bounds in terms of functionals of the cluster size are obtained:
with N o = |C o |, the size of the cluster containing the origin, and c, c ′ depending on δ.
For subcritical percolations with an exponential cluster-size distribution (P µ [N o = m] ∼ e −αm , m ∈ N) they lead to an upper bound of the decreasing term ∼ β 1/12 n −1/6 e −βn 1/3 for n > δα −2 , where β = (4α 2 /δ)
Introduction
In this section, problem, goal and model are introduced and the relation to previous work and its basic properties are exhibited. In section 2, the methods are developed, and the main theorems are stated and proved. In particular, some lemmas in the first part of this section concerning finite graphs precede their application to the infinite graphs in the second part. Section 3 contains a short discussion concerning the relevance of the results.
Our aim is to find bounds on the expected (annealed) return probability of a discrete-time random walk on the random partial graphs of a transitive graph of finite degree. All parameters and constants of the estimates shall be accessible, i.e. it should be possible to express them as functionals (expected values) of the distribution of the random process generating the subgraphs. In order to be able to use the spectral theory of finite graphs and random walks on finite graphs, the random graphs considered here will be restricted to the subgraphs induced by the almost surely finite connected components. Subcritical percolation on the Cayley graphs of finitely generated groups are included as a special case.
Partial graphs are subgraphs in which only edges are removed, while the set of vertices remains the original one [9] . This means that the clusters may consist of single vertices. The random field on the edges of the graph is required to be stationary with respect to the action of a transitive, unimodular subgroup of the group of automorphisms. Bernoulli percolation on Z d , including site percolation (see remark 1.4) , is the simplest example. The asymptotic type (as defined in [27] , chap. 14) of symmetric random walks with finite range on groups with polynomial growth of degree d is n −d/2 . The return probability of the simple random walk on the infinite (Bernoulli) percolation cluster in Z d has the same asymptotic quenched and annealed estimates as the random walk on the original graph, which is shown by Barlow [3] . Benjamini and Mossel [6] have shown that the mixing time of simple random walk on the spanning cluster of a large box in Z d is up to a constant the same as that of the mixing time on the box without percolation. Fontes and Mathieu [12] and Mathieu and Remy [21] give estimates of the annealed and quenched continuous time return probabilities on the infinite percolation cluster on a random network on Z d .
The present work focuses on a different subject: random walks on finite clusters of a percolative graph. The convergence rate of random walks on finite sets has been extensively studied. However, the finite percolative clusters don't exhibit enough symmetry to allow the use of a general, nontrivial estimate for the spectral gap. In general, there are no typical isoperimetric properties, as opposed to the infinite component in the case of Bernoulli percolation on Z d [21] . For the random walk restricted to a finite connected component (in the subcritical case of percolation models, or if possible conditioned on finiteness in the supercritical phase), the convergence behaviour of the local limit theorem, i.e. the quenched estimate, is (almost surely) exponential. This does not have to be the case for the annealed return probability (see discussion). Moreover, unlike the infinite cluster, there are arbitrarily large clusters with bounded edge-connectivity related to a small spectral gap. It is natural to ask whether this influences the expected return probability to the extent of a retarding effect. In particular, it is of interest whether the clusters with a particularly large mixing time (in terms of the cluster size), such as paths, are dominant enough to slow down the walk so much as to decrease the asymptotic decay of the return probability. Furthermore, it is of interest if the stationarity of an invariant percolation leads to a speed up of the convergence of the simple bounds resulting from assuming for each connected component the geometry with the longest mixing time. For the case of subcritical percolation models with exponential cluster size (e.g. Bernoulli-percolation on Z d ) we obtain improved results over the simple estimates, which are obtained by bluntly comparing each eigenvalue of the transition matrix with the principle eigenvalue of the path -a 'worst case' (see section 2.2). In the case of exponentially distributed cluster sizes (characterstic of subcritical percolation on Z d and on homogeneous trees), our bounds converge at rate ∼ n −1/6 times the standard estimate. Note, that the return probability of the simple random walk on (deterministic) Cayley graphs of polycyclic groups with exponential growth (see [27] , chapter III., 15), lamplighter groups [24] , and Diestel-Leader graphs [5] without drift also show the characteristic e −cn 1/3 for some c > 0 . Our estimate concerns the finite percolative subgraphs of all δ-regular graphs which have a unimodular, transitive subgroup Γ of the automorphism group. Since the lamplighter group is amenable, it is unimodular [26] , while among the Diestel-Leader graphs are examples of transitive graphs with a non-unimodular automorphism group (e.g. [22] ) and they don't fall into the present scope. Our results also include improved polynomial bounds, which are improvements over results derived from standard estimates of the spectral gap, in that they entail less stringent moment conditions for the same -albeit polynomial -convergence rate.
The heart of the method is the Courant-Fischer variational principle, leading to a monotonicity property of a certain regularised form of a given simple random walk, which we will call the regularised random walk (RRW). RRW has been considered (not under this name) in many other contexts. E.g., see [2] (and references therein) for the existence of a Donsker invariance principle in a random environment), and [19] for estimates of the integrated density of states near the edges of the generator's spectrum. While the results are formulated for the RRW, a comparison lemma (2.5) enables the extension of the results to other random walks, such as the simple random walk, as shown in the discussion (last section). For a systematic study of results concerning interlacing techniques for graphs, see Haemers [16] . See also [7] and [13] for further applications of interlacing.
For the notation related to the spectral theory of graphs, we mostly follow [8] , for symbolism related to percolation on transitive graphs, we try to stick to [17] . For notation related to random walks on graphs, we mostly assume notation given in [27] . An exeption is the letter A, which plays the role of a transition operator of the RRW, while the letter A is reserved for adjacency matrices. N o = |C o | will be the number of verticies belonging to the connected component C o containing the root of an infinite graph G. The symbol Tr[·] will be used for the trace of a matrix. σ(A) is the set of eigenvalues of A, ω(d) = |S d−1 |, is the d − 1-dimensional Lebesgue measure of the surface of the unit ball, and N = {1, 2, ...}.
Random Partial Graphs of transitive Graphs
Consider an infinite, regular graph G = V, E of degree δ < ∞, with a transitive automorphism group Aut(G), i.e. G is transitive. Assign a root 'o' arbitrarily. Taking some transitive, unimodular subgroup Γ of Aut(G), the basic object of our study is a Γ-stationary random field Ω, F, µ, g with E as its parameter space, which means Ω = {0, 1} E , F is the product σ-algebra, and µ a probability measure with respect to which the coordinate functions g e : Ω → {0, 1}, (e ∈ E) are stationary (invariant) with respect to the action of Γ.
We recall, the requirements on g mean, for all actions of Γ on the parameter-space E, where t γ e := {γa, γb}, (γ ∈ Γ, e = {a, b} ∈ E ), that the field g must satisfy stationarity (invariance) with respect to Γ:
The object of interest will, for each fixed realization ω ∈ Ω of g, be the partial graph H(ω) of G whose vertex set is V and edge set is given by E(ω) = { e ∈ E | g e (ω) = 0 }.
For the following arguments, we will consider for the random connected component
, while the edge set is
In addition, define the graphsĤ o (ω) andĤ(ω) as weighted graphs with multiple loops and simple undirected edges between different vertices by choosing the loops' multiplicity to makeĤ o andĤ regular:
and the multiplicity function m o : E → N, defined on the edges given by
where {a, a} = {a} corresponds to a loop. The infinite graphĤ(ω) is defined analogously, with a, b ∈ V , respectively. Finally, for each fixed ω ∈ Ω, consider the simple random walk onĤ(ω),
For the initial distribution
, define the transition probabilities of the random walk {X n (N )} n onĤ o (ω) by
Note, that A, A o are random stochastic matrices, andX n a random walk with a random state space. [12] , remark 3.1), where single-site clusters, which do not belong to the classical site-percolation model occur. Note, we study the subclass of symmetric random walks (i.e. with symmetric Dirichlet forms) with symmetric transition probabilities. Definition 1.5. Let a connecting edge be an edge between different vertices. By an embedding of a graph G 1 = V 1 , E 1 into a graph G 2 = V 2 , E 2 we will understand a pair of injective maps: φ : V 1 → V 2 , and ψ of the set of connecting edges {k, l} of E 1 into the set of connecting edges of E 2 , with {φ(k), φ(l)} = ψ({k, l}).
Annealed return-probability and spectrum
The method developed in the next section will use the property of RRW, that there is a monotonicity in removing edges for the eigenvalues of the transition probability matrix A o , and therefore also for the average n-step return probability Tr
The following is elementary and well known. Since it is used later on for comparison of our results, we repeat it (compare [8] , sect 1.5, or [25] , sect. 2.1.2), for completeness.
LetV be the state space of an aperiodic, ergodic random walkX n with symmetric transition probabilitiesĀ kl , N = |V |. Let T = 1/λ be its mixing time, and λ = min(λ 2 , 2 − λ N ) the spectral gap, where {λ j } = σ(L) is the spectrum of the graph laplacian.
The average n-step return probability is bounded :
Remark: 'Average' refers to the arithmetic mean over the starting sites of the finiteV .
The statement follows from
which is a consequence of e −x ≤ k!x −k , (k ∈ N), so the upper bound is also valid for odd discrete times. The lower bound follows from
where P ⊥ is the orthogonal projector onto the orthogonal complement of the invariant subspace ofĀ.
Remark 1.6. Due to the loops at the boundaries of the connected components, the RRW is aperiodic whenever the graph is not the complete graph. However, all proofs compare the discrete time return probability with the continuous time return probability where periodicity problems do not occur.
The type of estimate given by (5) 
Then, there is c > 0, such that the mean n-step return probability is bounded:
Remark: 'Mean' now refers to the mean E µ over all realizations of the random graph.
The proof will be given in section three. It includes stationarity, the mass-transportprinciple, the estimate above and standard estimates of the spectral gap of finite Markov chains ( [10] , [25] ), namely λ ≥ 4/(δN 2 o ) (see beginning of section 2.2).
The estimate corresponds to the 'worst case' among all possible occurring mixing times of the RRW (alternatively of the SRW on the regularised graph) realized if the connected component is the path P No (compare [21] , sect. 1.3). As a guiding motivation, we ask if it is possible to find polynomial bounds ∼ n −m , with leading constants proportional to moments of N o lower in order than 2m.
Comparison of Spectra of Random Walks on finite Graphs

Comparison of spectra
We begin to discuss deterministic, finite random walks on graphs. In section 2.3, this will be applied to random walks with a random state space. Let ω ∈ Ω be fixed, and Λ N := C o (ω), with N = |Λ N |, and (for now) A = A o (ω). The RRW may be non-ergodic (reducible): The connected components of the finite graphĤ N =Ĥ o (ω) are the ergodic components of {X n }. Due to (4), the special choice of the transition probabilities A kk for vertex k ∈ Λ N , a certain monotonicity property of the (real) eigenvalues of A follows: 
Proof: Let E c N := { e = {k, l} ∈ E | e / ∈ E N , k, l ∈ Λ N } be the set of edges, which have been taken away from G to obtain the partial graph H o (ω) (or, equivalently, which have been replaced by loops to obtainĤ o (ω)). Observing, that S := A − A 0 = e∈E c N S e with S e is a N × N -matrix of the type
with eigenvalues {0, 2/δ} makes clear that S is positive semi-definite.
Remark 2.2. The type of boundary conditions of the discrete laplacian defined by the present choice (3) of transition probabilities shows similarities to the Neuman-BoundaryConditions of laplacians in L 2 (O), where O is a bounded subset of R n . In particular, the property of monotony of the spectrum (eigenvalues) with respect to enlarging the boundary can be observed: Changing the subgraph H o (ω) by removing additional edges (and performing the corresponding decoration with loops) yields a new discrete laplacian with eigenvalues each smaller than their original counterparts in an ordered arrangement. In other words, the pertubation S of (the laplacian L of) the finite regular graph which results in the laplacian L ′ of another regular graph with less connecting edges is negative semidefinite. This is a special property of RRW. Therefore, the decoration of H with loops can be seen as the choice of boundary conditions for the laplacianL, which yield the monotonicity-property of the spectrum with respect to changes of the boundary. The Neuman boundary conditions of continuous laplacians display this property, also. (See [23, Vol.4] , compare however with [8] , chap. 8).
In addition to the knowledge about the direction in which eigenvalues of A are shifted, when edges are removed from G, it can be estimated by how much. Since matrices of type (9) have rank one, the perturbing matrix S := A − A 0 = e∈E c N S e (see above) will at most have rank |E c N |, i.e. the minimum number of edges removed to obtain H o (ω). The following theorem is a well-known consequence of the MinMax principle ( [18] , [20] ) . 
Remark 2.4. Note that the theorem includes the case when S is not positive semidefinite.
Proof: It suffices to show that for a positive semidefinite pertubation S with rank R, the theorem holds. Otherwise, after a representation of S by a sum of S + and S − , perform the pertubation by S + first and then apply the theorem again with reversed signs for S − . In [20] it is shown, that the rank of the pertubation determines the shift of eigenvalues under the pertubation. For completeness it is given for the present situation. Note that the condition dv({k, l}) = v k − v l = 0 ⇔ v k = v l is a discrete version of Neuman boundary conditions (see remark 2.2). Let E c be the set of pairs of vertices, between which there is a transition by A 0 , and there is none by A. Observe R ≤ |E c |:
= max
The fact that β 1 is also an upper bound is due to the fact that the stochastic matrices of type A remain stochastic under perturbations of type (9) . . Lemma 2.5. Assume that for some fixed ω ∈ Ω, H N has no isolated vertex. Then the average n-step return probabilities of X n ,X n on the finite graphs H N andĤ N , averaged over the vertices for the given realization ω ∈ Ω fulfill
Proof: LetP = (1−1/δ)I+(1/δ)P be the transition-matrix of the lazy random walk, which is the simple random walk on the graphH N = Λ N ,Ē N ,m N , with edgesĒ N = E N ∪Ē ′ N , whereĒ ′ N are the multiple loops {k} ∈Ē N with multiplicity
Note, that the admittance operator L = D−A (or combinatorial laplacian) doesn't change under the regularisation, or under 'laziness', i.e.
Here, 
On the other hand, 
Then, using methods of conversion between Markov chains with continuous and discrete time ( [25] , sec. 1.3.1), it follows that
where the equality follows from (12).
Remark:
The lemma enables comparison of the results derived in the sequel about RRW with the simple random walk on the simple graph H N .
2.2
The return probability on a finite graph with uniformly distributed starting point
We note, that for a reversible random walk with a finite state space Λ N , transition probability matrix A and uniform distribution of the starting point, the return probability is P[X n = X 0 ] = Tr[A n ]/|Λ N |. Theorem 2.1 and theorem 2.3 enable controlling the change of the trace of a stochastic matrix by perturbations of sums of matrices of type (9) . If the pertubation is positive semidefinite, the eigenvalues can only shift upwards. If the rank of the pertubation is bounded by a known constant K, then the eigenvalues may only shift across less than K unperturbed eigenvalues. The idea of the following theorems is, that if the unperturbed spectrum is sufficiently dense, this shift will be accordingly small.
It is clear that the generator of the semigroup associated with a RRW on a finite graph is a scaled version of the combinatorial laplacian, due to the regularity the graph with loops. Therefore, by a theorem of Fiedler [10] , among all RRW on finite graphs of fixed number N of vertices, the RRW on the path P N has the smallest spectral gap, which is given by 1 − cos(π/N ). Considering regular finite graphs, and taking the regularising loops into account, this means that the principle eigenvalue of a simple random walk (= RRW on the graph without loops) is bounded from above by the principle eigenvalue
of the δ-regularised random walk on P N : Lemma 2.6. Given a finite simple graph H = V, E with δ its maximum degree, N = |V |, and the RRWX n on H with symmetric transition probability matrix A. Let G ′ = V ′ , E ′ be a graph containing some arbitrarily chosen spanning tree T of H as a subgraph. LetX ′ n be the RRW on G ′ with transition probability matrix A ′ . Assume the following about the spectrum of A ′ : Let K := |∂ G ′ H|, and require
If
Proof:
is the stochastic transition matrix corresponding to the RRW on the spanning tree T of H of the assumption. Then, since edges connecting different vertices of H have to be removed (in the regularised graphĤ, they have to be exchanged with pairs of loops) by this operation, S T is positive semidefinite (it is a sum of matrices of type (9)).
By assumption, G ′ is a connected graph containing T as an (induced) subgraph fulfilling the assumption concerning the spectrum of A ′ . Let S ′ be the pertubation of A ′ which removes (exchanges with loops) all edges of ∂T , the (edge-)boundary of T from G ′ . The resulting, generally non-ergodic N ′ × N ′ stochastic transition matrix
contains A T as one of its ergodic components, i.e.Ā is the direct sum of ergodic stochastic matrices, among which A T is one. Callingβ i with 1 ≤ i ≤ N ′ the eigenvalues ofĀ enumerated in decreasing order (1 =β 1 ≥β 2 ≥ · · · ≥β N ′ ), there is a strictly increasing {1, ..., N ′ }-valued map j → i(j), 1 ≤ j ≤ N , for which
Note, due to the property of being strictly increasing, i(j) ≥ j. Due to assumption (14) and because S ′ is positive semidefinite, there are at least K + 1 eigenvaluesβ 1 , ...,β K+1 (also) in the spectrum ofĀ, larger than β T 2 , so it follows that for j ≥ 2, we have i(j) ≥ K + j. Thus, for j ≥ 2,
This is the central idea. (To achieve (18) in an improvement of this theorem, an alternative assumption compared with (14) will be imposed.) Now, due to theorem 2.3, it holds that
, which, by (18) means that
Due to the self-adjointness of A, by the spectral theorem, TrA n ≤ Tr exp(−n(I − A)). Therefore, since A ≤ A T , due to (19) and because of β
Remark 2.7. A graph of type G ′ always exists: just take balls in the δ-homogeneous tree with a radius large enough, such that the connected components of the non connected graph after 'cutting out' the spanning tree T other than T (they are rooted trees of finite height) have a principle eigenvalue larger than β P N,δ : there are K of these.
Example 2.8. Consider for H an arbitrary connected subgraph of N vertices of the twodimensional square lattice, so δ = 4. Choose G ′ to be a two dimensional hypercube of side length L = √ N ′ large enough to include H as a subgraph and to fulfill (14) : This leads to the condition Remark 2.9. For this example, lemma 2.6 is not better than theorem 1.7: Observe that only (1/N )(TrA n − 1) ≤ cN 2 /n, c > 0. However, it shows the main idea, which is the comparison of the eigenvalues of a finite graph and a larger graph into which (a spanning tree of) it can be embedded. An improvement will be given by the next lemma, where we will consider a different transformation than the transformation of the original graph into a tree: it will consist of removals and insertions of connecting edges. Lemma 2.10. Given a finite graph H = V, E with δ its maximum degree, N = |V | and H its regularised graph with loops (see (1) ). LetX n , (n ∈ N) be the RRWX n on H with symmetric transition probability matrix A. Then for any q ∈ (0,
Proof: If N = 1, A = I and the statement is trivial. Assume N > 1. Since A is a self-adjoint matrix, it has N distinct orthogonal eigenvectors, φ 1 , ..., φ N , corresponding to
P φ j be the orthogonal projector onto the space spanned by φ i 1 , ..., φ i 2 . Let P ⊥ = P 2,N . Let A P be the N × N dimensional transition probability matrix of the RRW on the path P N . Let B ∈ {1, ..., N }. Call B the orthogonal subspace of C N spanned by the eigenvectors of A P of the first B −1 eigenvalues of σ(A P ) smaller than 1 (in a decreasing ordering), i.e. (1 >) β P 2 > β P 3 > ... > β P B . Then it is clear that the dimension of B is B − 1 (while for the orthogonal complement
We write the trace on the right hand side of (21) by using
and continue to estimate the two traces on the right hand side, separately. Using
, and e − a a
x ≤ 1/(ax) (1/a) , (a > 0), the first trace, can be bounded by
for any q ∈ (0, 4/δ). For the second, in order to use theorem 2.3, H undergoes a bisection and reconnection procedure to become the path P N of length N (respectively,Ĥ will become the loop-decorated δ-regular pathP N ):
1. An arbitrary subtree, T , is generated by removal of edges. Note, that this corresponds to a positive semidefinite pertubation of the corresponding transition probability matrix. Again, callT the corresponding regularised graph.
2. Then, a path which is a subgraph of T and which has at least one loop ofT incident to one of its end-vertices is chosen in an arbitrary way.
3. Then, the tree T is bisected by removal of any edge incident to a leaf of T not belonging to the path, which 4. is subsequently reattached to the tree at one of the end-vertices of the path. Note, that since initially we chose the end-vertex to have a loop (inT ), it is possible to exchange this loop with the connecting edge. The new path will now again have an end-vertex with a loop ofT .
5. Continuing this procedure at 2., until all edges have been attached to the path yields a path P N of N vertices.
Since N ≥ 2, it holds δ ≥ 2. Part 1. of the procedure takes at most N (δ − 2) + 1 removals of edges, all of which correspond to a positive semidefinite pertubation. The procedure 2.
-5. takes at most N − 3 bisection and reattachment steps, since the initially chosen path has at least two edges (given that N > 2), and there are N − 1 edges in T . The number of negative eigenvalues of the pertubation S 1 of A(N ) into the transition matrix of the RRW on P N will therefore be bounded by N − 3 =: K 1 (corresponding to the negative semidefinite pertubation of part 4.). Of course, if N = 2, then K 1 = 0, since H is simple and therefore a path itself. If N = 3, T is the path P N , already.
Finally, we embed the path P N into the larger path of length G ′ := P N ′ . This takes the insertion of one edge (K 2 := 1) into a nonconnected graphH consisting of H and a path P N ′ −N as its connected components. The corresponding negative semidefinite pertubation, call it S 2 , is of the form (9) and has rank equal to one. The transition matrix of the RRW onH will be denoted byĀ := A ⊕ A P N ′ −N . The eigenvalues of the reducibleĀ will be ordered:
From the above, it is clear that the total number of negative eigenvalues of the pertubation of the transition matrixĀ into A ′ (corresponding to the whole transformation of H into
The choice of N ′ will be to fulfill a similar condition to that of the spectral assumption (14) of the last lemma. We will now impose, that there are a sufficiently large number of eigenvalues of A ′ in the interval (β B , 1), so as to guarantee that for each eigenvalue of A smaller than β B , there is one in the spectrum of A ′ which is larger. Since the pertubation is not positive semidefinite, as in the case of the previous lemma, this time, we have to impose an even stronger condition:
Now, we look at the transformation in reverse order: Starting with A ′ , we perturb by −(S 1 + S 2 ), in order to receiveĀ. −S 2 is positive semidefinite, the eigenvalues shift upwards. Since we asked for more than 2K 1 eigenvalues to be in (β B , 1), and since the rank of the negative part of S 1 is bounded by K 1 , only K 1 eigenvalues may leave the interval (β ′ j * , 1), where β ′ j * is the smallest eigenvalues of A ′ − S 2 larger than β B . Then, since (β ′ j * , 1) ⊂ (β B , 1), also not more than K 1 eigenvalues of A ′ − S 2 may 'shift downwards', out of (β B , 1) by the application of S 1 , and K 1 + K 2 = K eigenvalues must remain in the interval.
We can now bound the eigenvalues β B+1 , ..., β N by those of the G ′ , by the application of theorem 2.3, i.e. the second trace in (22) will be bounded by a suitable sum over the eigenvalues of A ′ , the transition matrix of RRW on G ′ : There will be an enumeration of the eigenvalues of A in the spectrum ofĀ, given by {1, ..., N } ∋ j → i(j) ∈ {1, ..., N ′ }, which, due to the decreasing ordering of both sets of eigenvalues is strictly increasing and, due to the definition of K, fulfills i(j) ≥ K + j, for j > B.
The use of theorem 2.3 yields
, and therefore for the second term (trace) of (22) it holds for B < N − 1
If B = N , this trace above will be zero. Finally, the yet indeterminate B ∈ {1, ..., N } can be optimally chosen. We have β ′ j = 1 − 2/δ + 2/δ cos(πj/N ′ ). Since B ≥ 1, using a standard estimate of the heat kernel of the RRW on G ′ = P N ′ (see [25] , Ex. 2.1.1)
Note, the condition on the spectrum of A ′ is fulfilled, if
which is fulfilled, if
since K < N , by definition of K.
We may fix B by requiring the exponents of the right-hand sides of (23) and (25) to have equal order in N , i.e. we whish
N ′2 , which by (27) is equivalent with
N 4 , so we set
Then, √ N ≤ B ≤ 2 √ N , and for the right hand side of (21) it holds
The following lemma will be based on choosing another embedding graph, instead of the path of length N ′ : a hypercube of d = 2⌈δ/2⌉ dimensions.
Lemma 2.11. Under the assumptions of the previous lemma and d
Proof: Up to equation (22) the proof is identical to the one of the previous lemma. Instead of (23), we estimate by use of e
To estimate the second trace of (22) , in addition to the procedure described by 1. to 5. in the previous proof, embed the path P N into a d-dimensional hypercube G ′ with yet indeterminate side length L and size N ′ = L d , which is large enough to include P N as a subgraph.
Again, the idea is to place a greater number of eigenvalues of the RRWX ′ n on the larger, embedding graph G ′ into the interval (β P B , 1) than given by the rank of the pertubation taking A ′ back toĀ, where A ′ is the transition probability matrix ofX ′ n andĀ corresponds to the non-ergodic RRW on the graph composed by H and the subgraph of G ′ induced by the complement of P N with respect to G ′ . Note again, that since this transformation entails a pertubation (from P N to H) with positive and negative eigenvalues, there will be a 'shift' in either direction and the argument preceding (18) will not be applicable. However, we callĀ = A ′ − S 1 − S 2 , andĀ P = A P ⊕Ā ′ = A ′ + S 2 the N ′ × N ′ stochastic matrices belonging to the perturbations S 1 + S 2 and S 2 ofX ′ n into the RRW on T and P N , respectively, and requiring |σ(A ′ ) ∩ (β P B , 1)| ≥ 2K 1 + K 2 it is seen thatĀ will remain to have K 1 + K 2 eigenvalues larger than β P B , since not more than K 1 eigenvalues will have 'shifted' below this level. The difference to the previous theorem is the pertubation S 2 which removes the edge-boundary ∂ G ′ P N in G ′ , is (also) positive semidefinite and has rank K 2 := N (δ − 2) + 2, since it takes K 2 single reconnections (all loops ofP N ). Therefore,
Again, there will be an enumeration of the eigenvalues of A in the spectrum ofĀ, given by {1, ..., N } ∋ j → i(j) ∈ {1, ..., N ′ }, which, due to the decreasing ordering of both sets of eigenvalues is strictly increasing and, due to the definition of K, fulfills i(
Iterated use of theorem 2.3 yields
, and therefore for the second term (trace) of (22) it holds
The side length L is to be determined such as to fulfill an assumption similar to (14) of the previous lemma for the RRW on P N as a subgraph of the embedding hypercube G ′ .
The spectrum of the RRW on G ′ is well known: for each j ∈ {0, ...,
for any q ∈ (0, 2/d). We define r ∈ N to be the smallest integer such that
This guarantees that the number of eigenvalues of A ′ indexed by the elements of the intersection of {0, ..., L − 1} d with the ball of radius r centered at 0 is at least K. Due to the definition of K, (31), the condition for r is fulfilled, if δN ≤
Note that the function
cos(x i ) for |x| ≤ r is smallest at x = re i , for any i ∈ {1, ..., d}, where e i is the i-th unit vector of the standard base in Z d . Therefore, the spectral condition β P B < β ′ 
Therefore, we want to set L to the smallest integer, such that this inequality is true: denoting by f the right hand side of (33), we use 2
Now, we may choose B in order to obtain the same order in N of the exponents of the right-hand side of (30) and (32). More precisely, since B has to be in {1, ..., N }, we choose
, and the (negative) exponent of (32) is bounded from above by
It yields an upper bound of (21), given by 4e
Bounding the first exponential in the brackets by 1, yields the result. .
Spectral comparison theorems
In this section we apply the estimates for deterministic finite graphs to the almost surely finite components of G. For the following statements, the definitions concerning random partial graphs of section 1.1 are recalled. In addition, we denote by β P N,δ := 1 − 
Then, the expected (annealed) n-step return-probability of the RRW obeys, for all n ∈ N,
Remark 2.13. 1 is simple in σ(A ′ ), so the right hand side of (36) converges to E µ
1
No , as n goes to infinity.
Ny ], for x, y ∈ V . f is invariant under the diagonal action of γ ∈Aut(G): let T γ : Ω → Ω be defined by
Then, by the mass transport principle [4] , [17] (see eq. (7.3)),
therefore, with A o := P Co AP Co the transition matrix for the RRW on C o ,
Since G ′ is µ-a.s. finite, the result follows from
The result shows, that the expected return probability of the RRW on percolative partial graphs of unimodular transitive graphs (graphs with a unimodular transitive subgroup of the automorphism group) with µ-a.s. finite clusters can be bounded by the return probability of RRW on the finite connected component containing the root -with uniform starting distribution on C o . The improvement of lemma 2.10 over lemma 2.6 will be applied in the next theorem, which is a bound in terms of a functional of the cluster-size. Theorem 2.14. LetX n be the RRW on the random partial graph H(ω) of G, with ω ∈ Ω, d = ⌈δ/2⌉ , and E µ [N o ] < ∞. Let q ∈ (0, 4/δ). The annealed n-step return probability of the RRW on H(ω), (ω ∈ Ω) has the upper bounds 1.
2.
Proof: Again, unimodularity of the automorphism group is used to show (37), as in the proof of the former theorem. From there it is clear that
The result follows by inserting the estimates given by lemmata 2.10 and 2.11.
⌉ means, that if δ is odd, the estimate is the same as that of the transitive graph G with one additional loop attached at each vertex.
Proof: (of theorem 1.7) Starting from (38) and using (6) and (7) together with λ > 4/(δN 2 ) instead of the lemmata gives the upper bound. TrA 2n o ≥ 1 yields the lower bound.
Discussion
The convergence of the return probability of an aperiodic, reversible random walk with finite state space is exponential. The annealed return probability, however, may be subexponential whenever the law of ] < ∞ can be supposed, our result is an improvement with respect to the less restrictive moment condition. The exponential term in the expected value is not as rapidly decreasing, as (6), since q < 4/δ. However, in theorem 2.14,1. , q may not only be chosen arbitrarily close to 4/d (under the cost of a leading constant ∼ (4/δ − q) − 1 2 ), but also in dependence of n, which will be done in the following example. Generally, the improvement concerning the polynomial bounds is a consequence of stationarity, and the possibility to assume uniform starting distribution of the RRW on the finite clusters.
As a concrete example, we consider an invariant subcritical Bernoulli percolation with exponential cluster-size distribution (such as on Z d [15] , and homogeneous trees [11] , Vol.2, f (x)dx, for positive f ∈ C 1 (R + ) with |{x ∈ R + |f ′ (x) = 0}| = 1), we arrive at
, where c q < 10(4/δ − q)
for any q ∈ (0, 4/δ). The trivial bound obtained from theorem 1.7 yields (same method) 
Due to the prefactor ∼ n −1/3 , (39) beats (40) for the discrete time n ∈ N restricted to the intermediate timesCN (3ν+1)/2 < n <N 2+3ν , whereC = max( 1 2 δ, (10e/ √ 6) 3 δ −1 ) and ν > 0. This result holds, if i.) n > δN 2 /4, ii.)N ν > (2δ) 1/3 , and iii.) q > 2/δ. If we define ν in dependence of n by (4/δ) 1/3 − q 1/3 =: 1/N ν , with a ν dependent on n, so as to obtain a maximum for the ratio of the bounds ((40) by (39)): choosing ν =N 2/3+ν yields for this ratio e −1 ( √ 6/10)(δ/2) 1/3 (N n) 1/6 . Under the restrictions i. to iii. this finally results in 
We note, that due to i.),N < ∞. Also, this expression is bounded from above by 40/( √ 3(δn) 1/4 ). We would like to letN → ∞, to study criticality, where for many prominent pairs of G, µ , P µ [N o < ∞] = 1 has been proven. At criticality, however,N = ∞, and an intermediate time window does not exist.
There may be a sharpening of the bounds due to special knowledge about µ. For example, when uniform bounds of the algebraic connectivity of the finite clusters [10] are available (e.g. due to isoperimetric properties), this information will lead to improvements of the estimates (23) and (30), such that B in (28) and before (34) may be chosen smaller.
