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GEOMETRICALLY CONVERGENT SIMULATION OF THE EXTREMA
OF LÉVY PROCESSES
JORGE GONZÁLEZ CÁZARES, ALEKSANDAR MIJATOVIĆ, AND GERÓNIMO URIBE BRAVO
Abstract. We develop a novel approximate simulation algorithm for the joint law of
the position, the running supremum and the time of the supremum of a general Lévy
process at an arbitrary finite time. We identify the law of the error in simple terms.
We prove that the error decays geometrically in Lp (for any p ≥ 1) as a function of the
computational cost, in contrast with the polynomial decay for the approximations available
in the literature. We establish a central limit theorem and construct non-asymptotic and
asymptotic confidence intervals for the corresponding Monte Carlo estimator. We prove
that the multilevel Monte Carlo estimator has optimal computational complexity (i.e. of
order ǫ−2 if the mean squared error is at most ǫ2) for locally Lipschitz and barrier-type
functionals of the triplet and develop an unbiased version of the estimator. We illustrate
the performance of the algorithm with numerical examples.
1. Introduction
1.1. Setting and motivation. Consider a Lévy processes X = (Xt)t≥0 over the time in-
terval [0, T ] for a given positive constant T . The triplet χ = (XT ,XT , τT ), consisting of
the position XT , the supremum XT of X over the interval [0, T ] and the first time τT at
which X attains its supremum, plays a key role in numerous areas of applied probability
(e.g. ruin probabilities in insurance mathematics [KKM04], barrier and lookback options
and technical trading in mathematical finance [BL02, Mor02, MP12], buffer size in queu-
ing theory [Asm03, MP15] and the prediction of the ultimate supremum and its time in
optimal stopping [BDP11, BvS14], to name a few). However, the information about the
law of XT (let alone of χ) is very difficult to extract from the characteristics of the Lévy
process X [Cha13]. Moreover, the known properties of the law of XT are typically not
explicit in the characteristics [CM16], making its exact simulation very challenging (e.g.
the first exact simulation algorithm for the supremum of a stable process was developed
recently [GCMUB18b]).
The central importance of χ in applied probability, combined with its intractability when
X is not compound Poisson with drift, has lead to an abundance of works on its approxima-
tion over the last quarter of the century [AGP95, BGK97, BGK99, DL11a, DL11b, Che11,
Der11, DH11, KKPvS11, FCKSS14, GX17, Iva18, BI19]. These methodologies naturally
yield Monte Carlo (MC) and Multilevel Monte Carlo (MLMC) algorithms for χ. Without
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exception, the errors of these algorithms achieve polynomial decay in the computational
cost. The following natural question arises: does there exist an algorithm whose error de-
cays geometrically in the cost? The simple and general SB Algorithm below answers this
question affirmatively. Subsection 1.2 gives an intuitive introduction to the algorithm based
on the main result of [PUB12]. In Subsection 1.3 we compare the SB Algorithm with the
existing literature, cited at the beginning of this paragraph. Subsection 1.4 describes the
structure of the remainder of the paper.
1.2. Contribution. The present paper has two main contributions: (I) a novel stick-
breaking approximation (SBA) for χ, sampled by the SB Algorithm below, and an explicit
characterisation of the law of its error (see Theorem 1 below); (II) an analysis of the SBA as
a Monte Carlo algorithm for functionals of interest in applied probability. Contribution (II),
described in Section 2 below, includes the geometric decay of the strong error and the cen-
tral limit theorem for the MC estimator based on the SB Algorithm for various classes of
functions of χ arising in applications (e.g. locally Lipschitz and barrier-type). Moreover,
Section 2 develops the MLMC and unbiased extensions of the SBA, both of which have
optimal computational complexity. In the present subsection we describe Contribution (I).
We start by giving an intuitive account of the SBA based on the theory of concave majorants
of Lévy processes from [PUB12].
The concave majorant of a path of (Xt)t∈[0,T ] is the point-wise smallest concave function
C : [0, T ] → R satisfying Ct ≥ Xt for all t ∈ [0, T ]. If X is not compound Poisson with drift,
it is possible to obtain a complete description of the law of C (see [PUB12] for details), which
we now recall. Note that t 7→ Ct is a piecewise linear function comprising of infinitely many
line segments known as faces. Each face has a positive length and a height, which is a real
number. If the faces are ordered chronologically (i.e. as they arise with increasing t), the
concavity of C implies that the sequence of the corresponding slopes is strictly decreasing
(see Figure 4.1(a) below). The lengths of the faces constitute a countable set of positive
numbers with a finite sum clearly equal to T . We may thus order randomly the faces of C
using size-biased sampling on lengths (see details in Subsection 4.1). This random ordering
almost surely differs from the chronological one, with longer faces much more likely to
appear near the beginning of the sequence. For any n ∈ N = {1, 2, . . .}, let gn (resp. dn) be
the left (resp. right) end point of the n-th face of C in the size-biased enumeration. The
size-biased sequence of lengths and heights of the faces of C satisfies the following equality
in law [PUB12, Thm 1]:
(1.1) ((dn − gn, Cdn − Cgn))n∈N d= ((ℓn, YLn−1 − YLn))n∈N,
where Y is a copy of X, independent of the stick-breaking process ℓ = (ℓn)n∈N on [0, T ]
based on the uniform law U(0, 1) (i.e., L0 = T , ℓn = VnLn−1 and Ln = Ln−1− ℓn for n ∈ N
where (Vn)n∈N is a U(0, 1)-iid sequence). We stress that the equality in law (1.1) holds in
the sense of random processes indexed by N. Surprisingly, by (1.1), the law of the sequence
of lengths (dn− gn)n∈N does not depend on X. This fact is the basis for a coupling of (ℓ, Y )
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and X such that (1.1) holds a.s. This coupling, constructed in Subsection 4.1 below, is
crucial for the analysis of the error in the SB Algorithm below and will be used throughout
the paper. In particular, it implies YT = XT a.s.
The function t 7→ Ct is concave and thus of finite variation, making the sequence of
heights (Cdn − Cgn)n∈N = (YLn−1 − YLn)n∈N absolutely summable. Hence the faces of the
concave majorant C may be used to express the vector of interest
(1.2) χ = (XT ,XT , τT ) =
∞∑
k=1
(
YLk−1 − YLk , (YLk−1 − YLk)+, ℓk · 1(YLk−1−YLk )>0
)
,
since the location (resp. time) of the supremum of X over [0, T ] equals the sum of all the
heights (resp. lengths) of the faces of C with positive slope (here x+ = max{x, 0} for x ∈ R).
The SBA is defined as follows:
χn =
n∑
k=1
(
YLk−1 − YLk , (YLk−1 − YLk)+, ℓk · 1(YLk−1−YLk )>0
)
+
(
YLn , Y
+
Ln
, Ln · 1YLn>0
)
.
(1.3)
Since the residual height
∑∞
k=n+1(YLk−1−YLk) equals YLn for any n ∈ N, the first component
of χn coincides with that of χ, while, as we shall see in Theorem 1 below, Y
+
Ln
and Ln ·1YLn>0
reduce the errors of the corresponding partial sums in (1.3).
Denote the distribution of Xt by F (t, x) = P(Xt ≤ x), where x ∈ R and t > 0. Then an
algorithm that simulates exactly from the law of the SBA χn is given as follows:
SB Algorithm
Require: n ∈ N, fixed time horizon T > 0
1: Set Λ0 = T , X0 = (0, 0, 0)
2: for k = 1, . . . , n do
3: Sample υk ∼ U(0, 1) and put λk = υkΛk−1 and Λk = Λk−1 − λk
4: Sample ξk ∼ F (λk, ·) and put Xk = Xk−1 + (ξk, ξ+k , λk · 1ξk>0)
5: end for
6: Sample ςn ∼ F (Λn, ·) and return Xn + (ςn, ς+n ,Λn · 1ςn>0)
The SB Algorithm clearly outputs a random vector with the same law as χn in (1.3), using
a total of n+1 sampling steps. Theorem 1 and Section 2 below show that χn in (1.3) is an
increasingly accurate approximation of χ as n grows. Intuitively this is because, by (1.1),
the sum in the definition of χn consists of the first n faces of C taken in a size-biased order
making the remainder very small. It will become clear from Theorem 1 that the last step
in the SB Algorithm reduces the error further. The computational cost of the algorithm is
proportional to n if we can sample any increment of X in constant time. We stress that
the SB Algorithm is not a version of the random walk approximation (see Equation (2.2)
below) on a randomised grid as it does not require the computation of either max or argmax
of a discretisation of X. Instead, the approximation for the supremum and its time are
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obtained by summing non-negative numbers, making the SB Algorithm numerically very
stable. The convergence analysis of the SB Algorithm relies on the following result, which
describes explicitly the law of its error.
The following notation, needed to state Theorem 1, will be used throughout the paper:
for a right-continuous function f : [0,∞) → R with left-hand limits, we denote by f t its
supremum over the interval [0, t] and by τt(f) the first time the supremum f t is attained.
Theorem 1. Assume the Lévy process X is not compound Poisson with drift and let (ℓ, Y )
be as in Equation (1.1), coupled with X so that (1.1) holds a.s. For any n ∈ N, define the
vector of errors of the SBA by
χ− χn =
(
0,∆SBn , δ
SB
n
)
= (0,∆n − Y +Ln , δn − Ln · 1YLn>0), where
∆n = XT −
n∑
k=1
(YLk−1 − YLk)+ and δn = τT −
n∑
k=1
ℓk · 1(YLk−1−YLk )>0.
(1.4)
Then, conditionally on Ln,
(YLn ,∆n, δn)
d
=
(
YLn , Y Ln , τLn
(
Y
))
, and hence(
∆SBn , δ
SB
n
) d
=
(
Y Ln − Y +Ln , τLn
(
Y
)− Ln · 1YLn>0).
(1.5)
Moreover, the inequalities 0 ≤ ∆SBn+1 ≤ ∆SBn ≤ ∆n, 0 ≤ δn ≤ Ln and |δSBn | ≤ Ln hold a.s.
Non-asymptotic (i.e. for fixed n) explicit descriptions of the law of the error, such as (1.5)
in Theorem 1, are not common among the simulation algorithms for the supremum and
related functionals of the path. Since Ln and Y are independent, the representation in (1.5)
is easy to work with and provides a cornerstone for the results of Section 2. For example,
since ELn = T2−n, the convergence of the SB Algorithm is indeed geometric (see Section 2
for details). Note that, by Theorem 1, the sequences (∆SBn )n∈N, (∆n)n∈N and (δn)n∈N are
nonincreasing almost surely and converge to 0. Furthermore, the following observations
based on Theorem 1 motivate the final step in the SB Algorithm (i.e. the inclusion of the
last summand in the definition in (1.3)): (I) the tail of the error ∆SBn may be strictly lighter
than that of ∆n (as X t −X+t = min{X t,X t −Xt} and Xt −Xt d= sups∈[0,t](−Xs) for all
t > 0 [Ber96, Prop. VI.3]); (II) for a large class of Lévy processes, δSBn is asymptotically
centred at 0, i.e. E[δSBn /Ln]→ 0 as n→∞, while E[δn/Ln] converges to a strictly positive
constant (see Proposition 8 below for details). Theorem 1 is proved in Subsection 4.2 below.
1.3. Connections with existing literature. In the present subsection we discuss briefly
the literature on the approximations of χ and compare it with the SB Algorithm.
The random walk approximation (RWA) (defined in (2.2) below) is based on the skeleton
(XkT/n)k∈{1,...,n} of the Lévy processX. It is a widely used method for approximating χ with
computational cost proportional to the discretisation parameter n. In the case of Brownian
motion, the asymptotic law of the error was studied in [AGP95]. The papers [BGK97,
BGK99] (resp. [DL11a, DL11b]) identified the dominant error term of the RWA for barrier
and lookback options under the exponential Lévy models when X is a Brownian motion
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with drift (resp. jump diffusion). Based on Spitzer’s identity, [Che11] developed bounds on
the decay of the error in L1 for general Lévy processes, extending the results of [DL11a].
Ideas from [Iva18] were employed in [BI19] to obtain sharper bounds on the convergence
of the error of the RWA in Lp for general Lévy processes and any p > 0. Such results are
useful for the analysis of MC and MLMC schemes based on the RWA, see [GX17] for the
case of certain parametric Lévy models. We will describe in more detail these contributions
in Section 2 as we contrast them with the analogous results for the SB Algorithm.
Exploiting the the Wiener-Hopf factorisation, [KKPvS11] introduced the Wiener-Hopf
approximation (WHA) of (XT ,XT ). This approximation is given by (XGn ,XGn), where
Gn is the sum of n independent exponential random variables with mean T/n, so that
EGn = T with variance T 2/n. Implementing the WHA requires the ability to sample the
supremum at an independent exponential time, which is only done approximately for a
specific parametric class of Lévy processes with exponential moments and arbitrary path
variation [KKPvS11]. The computational cost of the WHA is proportional to n. The
decay of the bias and the MLMC version of the WHA were later studied in [FCKSS14].
As observed in [GX17, Sec. 1], the WHA currently cannot be directly applied to various
parametric models used in practice which possess increments that can be simulated exactly
(e.g. the variance gamma process).
In contrast with Theorem 1 for the SBA, the law of the error of any of the algorithms
discussed in the present subsection is intractable. The error of the SBA χn in (1.3) decays
geometrically in Lp (see Theorem 2 below) as opposed to the polynomial decay for the
other algorithms (see Subsection 2.1.1 below). The error in Lp of the SBA applied to locally
Lipschitz and barrier-type functionals arising in applications also decays geometrically (see
Propositions 5 & 6 below). To the best of our knowledge, such errors have not been analysed
for algorithms other than the RWA, which has polynomial decay (see Subsection 2.2.1
for details). The rate of the decay of the bias is directly linked to the computational
complexity of MC and MLMC estimates. Indeed, if the mean squared error is to be at
most ǫ > 0, the MC algorithm based on the SBA has (near optimal) complexity of order
O(ǫ−2 log ǫ) (see Appendix A.1 below for the definition of O). The MLMC scheme based
on the SB Algorithm has (optimal) complexity of order O(ǫ−2), which is in general neither
the case for the RWA [GX17] nor the WHA [FCKSS14] (see details in Subsection 2.4.1
below). An MLMC algorithm for Lipschitz functionals in the supremum norm of Lévy-
driven stochastic differential equations was introduced in [Der11, DH11]. The complexity
of this general algorithm, applied to the Lipschitz functions of (XT ,XT ), is compared with
the MLMC version of the SB Algorithm in Subsection 2.4 below.
1.4. Organisation. The remainder of this paper is organised as follows. We develop the
theory for the SBA as a Monte Carlo algorithm in Section 2. Each result is compared
with its analogue (if it exists) for the algorithms discussed in Subsection 1.3 above. In
Section 3 we provide numerical examples illustrating the performance of the SB Algorithm.
The proofs of the results in Sections 1 and 2 are presented in Section 4.
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2. SBA Monte Carlo: theory and applications
The present section describes the geometric convergence of the SB Algorithm and anal-
yses the Monte Carlo estimation of the functionals of interest in applied probability. In
Subsection 2.1 we establish the geometric decay of the error in Lp. In Subsection 2.2 we
show that the error in Lp (and hence the bias) of the SB Algorithm applied to the afore-
mentioned functionals also decays geometrically. In Subsection 2.3 we study the error of the
MC estimator based on the SB Algorithm for the expected value of those functionals via a
central limit theorem and provide the corresponding asymptotic and non-asymptotic confi-
dence intervals. Subsection 2.4 gives the computational complexity of the MC and MLMC
estimators based on the SB Algorithm. Subsection 2.5 describes the unbiased estimator.
2.1. Geometric decay in Lp of the error of the SBA. In the present subsection we
study the decay in Lp of the error (∆SBn , δ
SB
n ), given in (1.4), of the SBA χn. Let (σ
2, ν, b)
be the generating triplet of X associated with the cutoff function x 7→ 1|x|<1 (see [Sat13,
Ch. 2, Def. 8.2]). The existence of the moments of XT and XT , necessary for the following
result, can be characterised [Sat13, Thm 25.3] in terms of the integrals
(2.1) Ip+ =
∫
[1,∞)
xpν(dx), Ip− =
∫
(−∞,−1]
|x|pν(dx), p ≥ 0.
Throughout we use the standard O notation, see Appendix A.1 below for definition.
Theorem 2. Under the assumptions of Theorem 1, the following holds for any p ≥ 1.
(a) The inequality max{E[|δSBn |p],E[δpn]} ≤ T p(1 + p)−n holds for any n ∈ N.
(b) If min{Ip+, Ip−} <∞ (resp. Ip+ <∞), then E[(∆SBn )p] (resp. E[∆pn]) is bounded above by
O(η−np ) as n → ∞, where ηp lies in the interval [3/2, 2] for any Lévy process X. Both ηp,
defined in (4.20), and the constants in O(η−np ) are explicit in the characteristics (σ2, ν, b) of
the Lévy process X (see (4.22)).
By Theorem 1, the error ∆SBn is bounded above by the supremum of the Lévy process
over the stochastic interval [0, Ln] with average length equal to ELn = T2−n. The key step
in the proof of Theorem 2, given in Lemma 10 below, consists of controlling the expectation
of the supremum of X over short time intervals (see Subsection 4.3 below for details).
Since η2 = 2 (see definition in (4.20)), an application of Theorem 2(b) for p ∈ {1, 2}
yields E∆SBn = O((3/2)−n) and E
[(
∆SBn
)2]
= O(2−n). These two moments are used in the
analysis of the MLMC estimator based on the SB Algorithm (see Subsection 2.4 below). A
further application of Theorem 2 yields a geometric bound on the Lp-Wasserstein distance
Wp(L(χ),L(χn)) between the laws L(χ) and L(χn) of the corresponding random vectors
(see (4.23) below for the definition of the Wasserstein distance and Subsection 4.3 for the
proof of Corollary 3).
Corollary 3. Assume min{Ip+, Ip−} <∞ for some p ≥ 1. Under the assumptions of Theo-
rem 1 we have Wp(L(χ),L(χn)) = O(η−n/pp ) as n→∞. As in Theorem 2(b) above, ηp lies
in the interval [3/2, 2] and the constant in O(η−n/pp ), given in Equation (4.24), is explicit.
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2.1.1. Comparison. The algorithm based on the RWA with time-step T/n outputs
(2.2)
(
XT , max
k∈{1,...,n}
XkT/n,
T
n
arg max
k∈{1,...,n}
XkT/n
)
.
The L1 bounds on the error ∆RWn = XT −maxk∈{1,...,n}XkT/n have a long history. Using
the weak limit of the error of the RWA given in [AGP95], the L1 bound E∆RWn = O(n−1/2)
is established for the Brownian motion with drift in [BGK99]. The same bound holds when
the jumps of X have finite activity (i.e. ν(R) < ∞ and σ 6= 0) [DL11a]. The approach
of [DL11a], based on Spitzer’s identity, was extended in [Che11, Thm 5.2.1] to the case
without a Brownian component. IfX has paths of finite variation, these bounds were further
improved via a different methodology in [BI19]. In particular, by [BI19, Thm 1], we have:
E∆RWn = O(n−1/2) if X has a Brownian component (i.e. σ 6= 0), E∆RWn = O(n−1) if X has
paths of finite variation (i.e.
∫
(−1,1) |x|ν(dx) <∞ and σ = 0) and E∆RWn = O(nδ−1/max{β,1})
otherwise, for any small δ > 0 and β ∈ [0, 2] defined in (4.3) below.
Bounds for E
[(
∆RWn
)p], p > 0, analysed in [DL11a, BI19], are as follows. By [BI19,
Thm 1], for α ∈ [0, 2] given in (4.19) below, the decay is O(n−1) for p > α and O(nδ−p/α)
for 0 < p ≤ α and any small δ > 0 (we may take δ = 0 if either α = 1 and X is of
finite variation or α = 2). If X is spectrally negative (i.e. ν((0,∞)) = 0) and has jumps
of finite variation (i.e.
∫
(−1,0) |x|ν(dx) < ∞), then for p > 1 the decay is of order O(n−p)
(resp. O(n−p/2 log(n)p)) if σ = 0 (resp. σ 6= 0) [DL11a, Lem. 6.5]. Interestingly, as noted
in [BI19, Rem. 2], if X has jumps of both signs, then for any p > 0, the error of the RWA
satisfies lim infn→∞ nE
[(
∆RWn
)p]
> 0. Put differently, the error cannot be of order o(n−1)
(see Appendix A.1 below for the definition of o).
Intuitively, the RWA commits an error at each step of the discretisation, due to the
skeleton missing the fluctuations of the process over intervals of length 1/n. Since these
fluctuations can be substantial in the presence of high jump activity and heavy tails, the
decay of the resulting accumulated error is polynomial in n. In contrast, the error of the
SBA is by Theorem 2(b) bounded by O(η−np ) with ηp ∈ [3/2, 2], as it commits the same
error as the RWA but over a single interval [0, Ln] with average length of T/2n. Numerical
results show that the biases of the RWA and the SBA over 2n and n steps, respectively, are
comparable (Figure 3.1 below).
Recall that theWHA, applicable to a specific parametric class of Lévy processes [KKPvS11],
is given by (XGn ,XGn), where Gn is an independent gamma random variable with mean
EGn = T and variance T 2/n. Since Xs+t − Xs is stochastically dominated by Xt and
Xt+s − Xs d= Xt, the Lp norm of the error is linked to both, the small time behaviour of
t 7→ (Xt,X t) and the deviations of Gn from T . Therefore, the moments of the errors depend
on those of |Gn−T | and satisfy E[|XT−XGn |p] = O(n−1/q) and E[|XT−XGn |p] = O(n−1/q)
for p ∈ {1, 2}, where q = 4 if p = 1 and X is of infinite variation and q = 2 other-
wise [FCKSS14, Prop. 4.5].
Intuitively, the error in the WHA is due to the censored fluctuations ofX over a stochastic
interval of length |Gn − T |. This is analogous to the error of the SBA over a stochastic
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interval of length Ln. However, since E[|Gn − T |] is asymptotically equal to T
√
2/(nπ) (by
the central limit theorem and [Bil99, Thm 5.4]) and E[Ln] = T2−n, the speed of convergence
is polynomial in the WHA and geometric in the SBA.
2.2. SBA for certain functionals of χ: geometric decay of the strong error.
Throughout the paper we consider a measurable function g : R × R+ × [0, T ] → R sat-
isfying E|g(χ)| < ∞, where R+ = [0,∞). We focus our attention on the classes of func-
tionals that arise in application areas such as financial mathematics [Sch03, CT04], risk
theory [SC10, AA10] and insurance [CMDS+13]. More specifically, we study the following
three classes of functionals: (I) Lipschitz in Proposition 4, (II) locally Lipschitz in Propo-
sition 5 and (III) barrier-type in Proposition 6. These results are a consequence of the
representation of the law of the error in Theorem 1, bounds from Theorem 2 and a tail
estimate (without integrability assumptions) for the error ∆n in Lemma 13 below.
Lipschitz functionals arise in applications, for example, in the pricing of hindsight [BGK99,
SS03, DL11a, GX17] and perpetual American [Mor02] puts under exponential Lévy mod-
els. Indeed, for fixed S0,K0 > 0, these two examples require computing the expectations of
(K0−S0eXT−XT )+ and eXT−XT , both of which are bounded and Lipschitz in (XT ,XT ) since
XT ≥ XT . The next result, proved in Subsection 4.4 below, shows that the convergence of
the SB Algorithm is also geometric for these functionals.
Proposition 4. Assume |g(x, y, t) − g(x, y′, t′)| ≤ K(|y − y′| + |t − t′|) for all x ∈ R,
y, y′ ∈ R+, t, t′ ∈ [0, T ] and some K > 0. Suppose p ≥ 1 satisfies min{‖g‖∞, Ip+, Ip−} < ∞,
where ‖g‖∞ = sup{|g(x, y, t)| : (x, y, t) ∈ R × R+ × [0, T ]}, and let ηp ∈ [2/3, 2] be as
in (4.20). Then, under the assumptions of Theorem 1, we have
E[|g(χ)− g(χn)|p] = O(η−np ) as n→∞.
Moreover, the constant in O(η−np ), given in Equation (4.27) below, is explicit in K, ‖g‖∞
and the characteristics (σ2, ν, b) of the Lévy process X.
The pricing of lookback puts, hindsight calls [BGK99, DL11a, GX17] and perpetual Amer-
ican calls [Mor02] involve expectations of continuous functionals of χ, such as (S0eXT −K0)+
and eXT , which are only locally Lipschitz. By Proposition 5, under appropriate assump-
tions on large positive jumps, the error of the SB Algorithm decays geometrically for such
functionals.
Proposition 5. Assume that |g(x, y, t) − g(x, y′, t′)| ≤ K(|y − y′| + |t − t′|)eλmax{y,y′} for
some K,λ > 0 and all (x, y, y′, t, t′) ∈ R × R2+ × [0, T ]2. Let p ≥ 1 and q > 1 satisfy∫
[1,∞) e
λpqxν(dx) <∞ and let ηpq′ ∈ [2/3, 2] be as in (4.20), where q′ = (1− 1/q)−1. Then,
under the assumptions of Theorem 1, we have
E[|g(χ)− g(χn)|p] = O
(
η
−n/q′
pq′
)
as n→∞.
Moreover, the constant in O(η−n/q′pq′ ), given in Equation (4.30) below, is explicit in p, q,K, λ
and the characteristics (σ2, ν, b) of the Lévy process X.
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In order to obtain the smallest value η−1/q
′
pq′ in Proposition 5, one needs to take the largest
possible q allowed by the assumptions (see Remark 5 below for details). Hence, the rate of
decay is determined by the exponential moments of the Lévy measure ν|[1,∞). In the context
of financial mathematics, it is natural to assume that the returns in the exponential Lévy
model have finite variance, i.e. Ee2Xt <∞. This is equivalent to ∫[1,∞) e2xν(dx) <∞ [Sat13,
Thm 25.3], implying for example q = 2 (for λ = 1 and p = 1) with the bound O(2−n/2).
The proof of Proposition 5 is in Subsection 4.4. A numerical example is in Subsection 3.1.
Barrier-type functionals of χ, which are discontinuous in the trajectory of the Lévy pro-
cess, arise in the pricing of contingent convertibles [CMDS+13], the evaluation of ruin prob-
abilities [KKM04] and as payoffs of barrier options [BGK97, BGK99, SS03]. By Theo-
rem 1, the error ∆SBn in (1.4) of the second coordinate XT −∆SBn of the SBA χn satisfies
0 ≤ ∆SBn ց 0 a.s. as n → ∞. Hence, the limit P(XT − ∆SBn ≤ x) ց P(XT ≤ x) as
n → ∞ holds for any fixed x > 0. The rate of convergence in this limit is both crucial for
the control of the bias of barrier-type functionals and intimately linked to the quality of the
right-continuity of the distribution function x 7→ P(XT ≤ x) of XT . We will thus need the
following assumption.
Assumption (H). Given M,K, γ > 0, the inequality P(XT ≤M+x)−P(XT ≤M) ≤ Kxγ
holds for all x ≥ 0.
Proposition 6. Define g(χ) = h(XT )1XT≤M , where h : R→ R is bounded and measurable
and M > 0. Let Assumption (H) hold for M and some K, γ > 0. Fix any p, q ≥ 1 and let
ηq ∈ [2/3, 2] be as in (4.20). Then, under the assumptions of Theorem 1, we have
E[|g(χ)− g(χn)|p] = O
(
η−nγ/(γ+q)q
)
, as n→∞.
Moreover, the constant in O(η−nγ/(γ+q)q ), given in Equation (4.31) below, is explicit in K,
γ, p, q, ‖h‖∞ and the characteristics (σ2, ν, b) of the Lévy process X.
The proof of Proposition 6 is in Subsection 4.4 below. Minimising η−γ/(γ+q)q as a function
of q is not trivial (see Remark 6 below for the optimal choice of q). In the special case when
γ = 1 (i.e. the distribution function of XT is Lipschitz from the right at M) we have: (a) if
X has paths of finite variation, then η1 = 2 and the optimal choice q = 1 gives the bound
O(2−n/2); (b) if σ 6= 0, then the optimal choice q = 2 yields the bound O(2−n/3).
The rate of decay in Proposition 6 is essentially controlled by the rate of convergence in
the Kolmogorov distance of XT −∆SBn to XT . In general, as mentioned above, XT −∆SBn is
known to converge toXT weakly. As the Kolmogorov distance does not metrise the topology
of weak convergence (cf. [Pet95, Ex. 1.8.32, p.43]), we require an additional assumption, such
as (H), to obtain a rate in Proposition 6.
Assumption (H) holds for a wide class of Lévy processes. By [Cha13], the density ofXT on
(0,∞) exists if XT has a density (which is the case e.g. if
∫
R
|EeiuXT |du <∞, see [Kal81]).
Then x 7→ P(XT ≤ x) is differentiable a.e. and (H) holds for γ = 1 and Lebesgue almost
every M . If the density of XT is bounded around M , then x 7→ P(XT ≤ x) is locally
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Lipschitz at M , again satisfying Assumption (H). This is the case if the density of XT is
continuous atM , which holds for stable processes or if σ 6= 0 [CM16], and, more generally, if
X converges weakly under the zooming-in procedure [BI19, Lem. 8]. Moreover, by [CM16,
Prop. 2] and [Ber96, Sec. VI.4, Thm 19] this is also the case if the ascending ladder height
process of X has positive drift (e.g. if X is spectrally negative of infinite variation) or if
X is in a certain class of subordinated Brownian motions [KMR13, Prop. 4.5]. However,
the continuity of the density is known to fail if X is of bounded variation with no negative
jumps and a Lévy measure with atoms [KKR12, Lem. 2.4]. Furthermore, for any γ ∈ (0, 1),
the function x 7→ P(XT ≤ x) need not be locally γ-Hölder continuous (see example in
Appendix B below), demonstrating again the necessity of an assumption such as (H) in
Proposition 6.
We stress that, even if the density is locally bounded at M , it appears to be very difficult
to give bounds (based on the Lévy characteristics) on the value it takes at M . This means
that, unlike in the case of a (locally)-Lipschitz function g(χ), in the context of barrier
options we cannot provide non-asymptotic confidence intervals based on Proposition 6, cf.
Subsection 2.3 below.
2.2.1. Comparison. The results in [DL11a, FCKSS14, BI19], discussed in Subsection 2.1.1
above, yield bounds in Lp on the error of a Lipschitz functional of (XT ,XT ). The orders
of decay are the same as those reported in Subsection 2.1.1 above for the respective ap-
proximations. The error of the time of the supremum τT , geometrically convergent for the
SBA by Theorem 2(a) and Proposition 4, appears not to have been studied for the other
algorithms.
In the case of locally Lipschitz functionals, only the decay of the error in L1 for the RWA
seems to have been analysed. Define for any q > 0 the integral
(2.3) Eq+ =
∫
[1,∞)
eqxν(dx).
If X has finite activity (i.e. ν(R) <∞), then the bias decays as O(n−1/2) if σ 6= 0 and Eq+ <
∞ for some q > 2 [DL11a, Prop. 5.1] and as o(n−(q−1)/q) if σ = 0 and Eq+ < ∞ for some
q > 1 [DL11a, Rem. 5.3]. If σ = 0 and ν(R) =∞, then for any q > 1 satisfying Eq+ <∞ and
any arbitrarily small δ > 0, the bias decays as follows: O((n/ log(n))δ−(q−1)/q) if the process
is of finite variation (i.e.
∫
(−1,1) |x|ν(dx) <∞), O(nδ−(q−1)/q) if
∫
(−1,1) |x| log |x|ν(dx) <∞
and O(nδ−(q−1)/(2q)) otherwise [DL11a, Thm 6.2]. If the Lévy process X is spectrally
negative with jumps of finite variation (i.e. ν((0,∞)) = 0 and ∫(−1,0) |x|ν(dx) <∞) and if
Eq+ <∞ for some q > 1, the error decays as O(n−1) (resp. O(n−1/2 log(n))) if σ = 0 (resp.
σ 6= 0) [DL11a, Prop. 6.4].
The discontinuous payoffs under variance gamma (VG), normal inverse Gaussian (NIG)
and spectrally negative α-stable (with α > 1) processes are considered in [GX17]. Under
the assumption that the density of the supremum is bounded around the barrier level in
all three models, the errors in Lp of the RWA decay as O(nδ−1), O(nδ−1/2) and O(nδ−1/α)
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for some small δ > 0, respectively [GX17, Prop. 5.5]. In the case ν(R) < ∞ and σ 6= 0,
the error decays as O(1/√n), see [DL11b, Prop. 2.2 & Rem. 2.3]. This result was initially
established in [BGK97] for the Brownian motion with drift.
As noted in [BI19, Sec. 5.3], if X has a jointly continuous density (t, x) 7→ ∂∂xP(Xt ≤ x)
bounded for (t, x) away from the origin (0, 0) (e.g. if σ > 0 or if Orey’s condition holds for
γ > 1 [Sat13, Prop. 28.3], see also the paragraphs following Proposition 6 above), ν(R) =∞
and α ≥ 1 (defined in (4.19)), then the error in Lp of the RWA for a barrier option decays
as O(nδ−1/α) for any small δ > 0. Moreover, by [BI19, Lem. 9], if X has jumps of both
signs, then lim infn→∞ nP(XT > x ≥ maxk∈{1,...,n}XkT/n) > 0. Put differently, the error in
Lp of the RWA for a general barrier option cannot be of order o(n−1). As far as we know,
such results for the WHA [KKPvS11] are currently unavailable.
2.3. The central limit theorem (CLT) and the confidence intervals (CIs). Let
(χin)i∈{1,...,N} be the output produced by N ∈ N independent runs of the SB Algorithm using
n steps. The Monte Carlo estimator
∑N
i=1 g(χ
i
n)/N of Eg(χ), where g : R×R+× [0, T ]→ R
is a measurable function of interest in applied probability (e.g. in one of the classes from
Subsection 2.2 above), has an error
(2.4) ∆gn,N =
1
N
N∑
i=1
g(χin)− Eg(χ).
Our aim is to understand the rate of convergence of the error in (2.4) as the number of
samples N tends to infinity.
Theorem 7 (CLT). Assume P[χ ∈ Dg] = 0, where Dg is the discontinuity set of g, and
(a) there is a measurable function G : R× R+ × [0, T ] → R+ such that:
(i) |g(x, y, t)| ≤ G(x, y, t) for all (x, y, t) ∈ R×R+ × [0, T ],
(ii) for all x ∈ R, (y, t) 7→ G(x, y, t) is nondecreasing in both coordinates,
(iii) E[G(XT ,XT , T )2] <∞,
(b) Eg(χ) = Eg(χn) + o(η−ng ) for some ηg > 1.
Denote V[g(χ)] = E[(g(χ) − E[g(χ)])2] and set nN = ⌈logN/ log(η2g)⌉ for N ∈ N, where
⌈x⌉ = inf{n ∈ N : n ≥ x} for x ∈ R. Then the following weak convergence holds
(2.5)
√
N∆gnN ,N
d→ N(0,V[g(χ)]), as N →∞.
Theorem 7 is not an iid CLT since the bias of the MC estimator forces the increase in the
number of steps taken by the SB Algorithm as the number of samples N → ∞. Its proof
(see Subsection 4.5 below) establishes Lindeberg’s condition and then applies the CLT for
triangular arrays. The condition P[χ ∈ Dg] = 0 is satisfied if e.g. the Lebesgue measure
of Dg is zero and 0 is regular for X for both half-lines [Cha13, Thm 3]. This assumption
is important as it allows us to construct asymptotic confidence intervals for barrier options
using the limit in (2.5). Assumption (a) ensures the convergence of V[g(χn)] to V[g(χ)] and
might seem restrictive at first sight. However, the function G is very easy to identify (see
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Remark 7 below) in the contexts of Propositions 4, 5 and 6, where Assumption (b) also
clearly holds.
Since |∆gn,N | ≤ |Eg(χ)−Eg(χn)|+|∆gn,N−E∆gn,N |, we may construct a confidence interval
for the MC estimator
∑N
i=1 g(χ
i
n)/N at level 1− ǫ ∈ (0, 1) using the implication:
(2.6)
|Eg(χ)− Eg(χn)| < r1,
P(|∆gn,N − E∆gn,N | < r2) ≥ 1− ǫ
}
=⇒ P(|∆gn,N | < r1 + r2) ≥ 1− ǫ.
In (2.6), r1 may be chosen as a function of the number n of steps in the SB Algorithm in
various ways depending on the properties of g (see Propositions 4 and 5 of Subsection 2.2).
Note that this requires the explicit dependence of the constant on the model characteristics.
Having fixed n, pick r2 in (2.6) as a function of ǫ via concentration inequalities or CLT:
(i) Non-asymptotic CI: by Chebyshev’s inequality P
(|∆gn,N−E∆gn,N | > r) ≤ V[g(χn)]/(r2N),
we only need to bound the variance V[g(χn)] (e.g. by the function G in Remark 7). See
e.g. [Che08, Thm 1] for a sharper choice of r2.
(ii) Asymptotic CI: since ∆gn,N − E∆gn,N = (1/N)
∑N
i=1 g(χ
i
n) − Eg(χn), we may use the
CLT for fixed n in Remark 8 below (as in (i) we bound V[g(χn)] by elementary methods).
In the case we do not have access to the constants in the bound on the bias in (2.6)
in terms of the model parameters (e.g. barrier options in Proposition 6), we apply the
CLT result in Theorem 7 to the estimator ∆gnN ,N directly, to obtain an asymptotic CI. See
Subsection 3.2 below for the numerical examples of asymptotic and non-asymptotic CIs.
2.4. Computational complexity of the SB Algorithm and the multilevel Monte
Carlo. Assume that the expected computational cost of drawing a sample from the distri-
bution F (t, ·) in the SB Algorithm is bounded above by a constant that does not depend
on t ∈ [0, T ]. Then the expected computational cost of a single draw from the law of χn
via the SB Algorithm is bounded by O(n). The CLT in Theorem 7 (applicable to (locally)
Lipschitz and barrier-type functionals, cf. Subsection 2.3 above) implies that the L2-norm
of the error in (2.4) of the MC estimator can be made smaller than ǫ, i.e. E[(∆gn,N)
2] ≤ ǫ2,
at a computational cost of O(ǫ−2 log ǫ) as ǫ → 0. The cost of the Monte Carlo estimator
based on the SB Algorithm is thus only a log-factor away from the optimal Monte Carlo
cost of O(ǫ−2).
The main aim of MLMC, introduced in [Hei01, Gil08], is to reduce the computational
cost of an MC algorithm for a given level of accuracy. We will apply a general MLMC
result [CGST11, Thm 1], stated in our setting for ease of reference as Theorem 14 in
Appendix A.2 below. Let P = g(χ) and Pn = g(χn), n ∈ N, for any function g that
satisfies the assumptions of Theorem 7 (see also Remark 7 below). Note that the expected
computational cost of a single draw in Theorem 14 is allowed to grow geometrically in n.
Since in the context of the present section sampling Pn has a cost of O(n), we may choose
an arbitrarily small rate q3 > 0 in Theorem 14.
A key component of any MLMC scheme is the coupling (Pn, Pn+1). In the case of
the SB Algorithm (and the notation therein), this consists of using the same sequence
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of sticks (λk)k∈{1,...,n} and increments (ξk)k∈{1,...,n} in the consecutive levels and setting
ςn = ξn+1 + ςn+1, cf. the coupling of Subsection 4.1. Since
(2.7) V[Pn+1 − Pn] ≤ E[(Pn+1 − Pn)2] ≤ 2(E[(Pn+1 − P )2] + E[(P − Pn)2]),
Assumption (b) in Theorem 14 follows easily from the bound E[(P − Pn)2] = O(2−nq2)
for all functionals g of interest (see Propositions 4, 5 and 6 above for the corresponding
q2 > 0). These observations imply that the computational complexity of the MLMC esti-
mator in (A.1) is bounded above by O(ǫ−2) (take q3 = q2/2 for all choices of g in the propo-
sitions above). The implementation of the MLMC estimator based on the SB Algorithm
for a barrier-type function g under the NIG model numerically confirms this bound, see
Subsection 3.3 below.
2.4.1. Comparison. We first review the results for Lipschitz functionals of (XT ,XT ). For
the RWA, α as in (4.19) below and a small δ > 0 (δ = 0 if α ∈ {1, 2}), [BI19, Thm 1]
implies that the cost of an MC estimator is O(ǫ−2−max{1,α+δ}). In particular, if σ 6= 0, the
complexity of the RWA is O(ǫ−4) (see also [DL11a, Che11, GX17]). Their MLMC counter-
parts, derived following the procedure of [GX17], together with the bounds in [BI19, Thm 1]
and (2.7), have a complexity of O(ǫ−2 log2(ǫ)). Moreover, if the process is spectrally nega-
tive without a Brownian component and either an infinite variation stable process [GX17,
Prop. 5.5] or of finite variation [DL11a, Lem. 6.5], then the MLMC estimator for a Lipschitz
function of (XT ,XT ) has optimal cost O(ǫ−2). For the WHA (see Subsection 1.3 above),
the MC (resp. MLMC) estimator for a Lipschitz function of (XT ,XT ) has a complexity
of O(ǫ−4) (resp. O(ǫ−3)) if the process is of finite variation and of O(ǫ−6) (resp. O(ǫ−4))
otherwise [FCKSS14, Thm 4.6]. The algorithm in [Der11] (see Subsection 1.3 above) obtains
bounds on the MLMC complexity described in terms of β ∈ [0, 2] (defined in (4.3) below)
and an arbitrarily small δ > 0 as follows. The complexity is of order O(ǫ−2−δ·1σ 6=0) if β < 1,
O(ǫ−δ−6β/(4−β)) if σ = 0 or β ≥ 4/3 and O(ǫ−δ−6+4/β) otherwise.
In the case of locally Lipschitz functions, only the MC analysis of the RWA appears to
be available in the literature. The error in this case is at best O(ǫ−3), attained only when
the Lévy process is spectrally negative, with jumps of finite variation and no Brownian
component (i.e. ν(R+) = 0,
∫
(−1,0) |x|ν(dx) < ∞ and σ = 0) and the inequality Eq+ < ∞
holds for some q > 1 [DL11a, Prop. 6.4] (recall the definition of Eq+ in (2.3) above). If X
has a Brownian component (i.e. σ 6= 0), then the cost is either O(ǫ−4) if ν(R) < ∞ and
Eq+ <∞ for some q > 2 [DL11a, Prop. 6.4] or O(ǫ−4 log2(ǫ)) if X is spectrally negative with
jumps of finite variation and Eq+ < ∞ for some q > 1 [DL11a, Prop. 5.1]. If σ = 0 and X
has infinite activity, then for any arbitrarily small δ > 0, the condition Eq+ < ∞ (for some
q > 1) implies an MC complexity of O(ǫ−2−2q/(q−1)−δ). In the last case, the decay may be
improved to O(ǫ−2−q/(q−1)−δ | log(ǫ)|) (resp. O(ǫ−2−q/(q−1)−δ)) if ∫(−1,1) |x|ν(dx) <∞ (resp.∫
(−1,1) |x| log |x|ν(dx) <∞) [DL11a, Thm 6.2].
To the best of our knowledge, there are no non-parametric MLMC results in the literature
for barrier options under the RWA. Recently the MLMC for the RWA under VG, NIG and
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spectrally negative α-stable (with α > 1) processes has been shown in [GX17] to have the
computational cost of O(ǫ−2−δ), O(ǫ−3−δ) and O(ǫ−1−α−δ) for small δ > 0, respectively.
We are not aware of any results for WHA, introduced in [KKPvS11], for barrier options.
We stress that such variability in performance is not exhibited by the SB Algorithm as
its MC (resp. MLMC) complexity is given by O(ǫ−2| log ǫ|) (resp. O(ǫ−2)) independently
of the characteristics of the Lévy process X and the regularity of the functional g(χ). This
makes the SB Algorithm robust, as its performance does not depend on the structure of
the problem. In particular, minor changes in model parameters do not result in major
differences in the computational complexity.
2.5. Unbiased estimators. Randomising the number of levels and samples at each level in
the MLMC estimator from the previous section yields an unbiased estimator (A.3) below, see
e.g. [RG15, Vih18]. There are numerous ways of implementing such a debiasing technique,
typically based on a random variable R on the integers satisfying P[R = n] > 0 for all
n ∈ N, with the tail of the law of R in some way linked to the asymptotic decay of the level
variances in the MLMC. While other estimators from [Vih18] could be considered, here we
focus on the single term estimator (STE) and the independent sum estimator (ISE). For
these two estimators, a sequence (Rj)j∈{1,...,N} of independent random variables specifies
the number of samples Nk at level k ∈ N as follows: Nk =
∑N
j=1 1Rj=k for STE and
Nk =
∑N
j=1 1Rj≥k for ISE. For both estimators, we use the uniform stratified sampling of
the sequence (Ri)i∈{1,...,N}: each Rj is drawn independently and distributed as R conditioned
to be between its (j − 1)/N and j/N quantiles.
The probabilities (P[R = n])n∈N that maximise the asymptotic inverse relative efficiencies
(see Appendix A.3 below for definition) for the STE and ISE, denoted by by (pSTn )n∈N and
(pISn )n∈N, respectively, are in general given by the formulae in (A.4). In the case of the
unbiased estimator for EP , where P = g(χ), the optimal probabilities take the form:
• (Lipschitz) If g is as in Proposition 4, we set
pSTn =
2−n/2/
√
n∑∞
k=1 2
−k/2/
√
k
, pISn =
2−(n−1)/2√
n
− 2
−n/2
√
n+ 1
.
• (Locally Lipschitz) If g, q and q′ = (1− 1/q)−1 are as in Proposition 5, we set
pSTn =
2−n/(2q
′)/
√
n∑∞
k=1 2
−k/(2q′)/
√
k
, pISn =
2−(n−1)/(2q
′)
√
n
− 2
−n/(2q′)
√
n+ 1
.
• (Barrier-type) If g, γ and q are as in Proposition 6, we set
pSTn =
η
−nγ/(2γ+2q)
q /
√
n∑∞
k=1 η
−kγ/(2γ+2q)
q /
√
k
, pISn =
η
−(n−1)γ/(2γ+2q)
q √
n
− η
−nγ/(2γ+2q)
q√
n+ 1
.
It is interesting to note that the choices in the Lipschitz (resp. locally Lipschitz) case
is independent of the structure of the Lévy process X (resp. dependent only through its
exponential moments). This invariance reinforces the idea that the SB Algorithm is robust.
It is a consequence of the fact that ηp (defined in (4.20)) equals 2 for p ≥ 2.
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3. Numerical examples
The implementation of the SB Algorithm above can be found in the repository [GCMUB18a]
together with a simple algorithm for the simulation of the increments of the VG, NIG and
weakly stable processes. This implementation was used in Sections 3.1 below.
3.1. Numerical comparison: SBA and RWA. Consider a Lévy process X = (Xt)t≥0
given by Xt = BZt + bt, where Z is a subordinator with Lévy measure given by νZ(dx) =
1x>0γx
−α−1e−λxdx (α ∈ [0, 1), γ, λ > 0) and drift σZ ≥ 0, B is a standard Brownian
motion and b ∈ R. The Lévy measure of X by [Sat13, Thm 30.1] equals ν(dx)/dx =
γ√
2π
|x|−2α−1 ∫∞0 s−α−3/2e−λsx2−s−1/2ds, implying that the Blumenthal-Getoor index of X
is β = 2α ∈ [0, 2), and its Brownian component equals σ2 = σ2Z . Moreover, the increment
Xt can be simulated in constant expected computational time for any t > 0.
We consider the estimator
∑N
i=1 g(χ
i
n)/N , where (χ
i
n)i∈{1,...,N} are N iid samples pro-
duced by running the SB Algorithm over n steps. We compare the results with the output
of the RWA in (2.2), based on a time step of size T/2n and the same number N of iid
samples. The functional g(χ) corresponds to either a lookback put or an up-and-out call
under the exponential Lévy model S = S0 exp(X). Figure 3.1 shows that the accuracy of
the two algorithms is comparable as suggested by Propositions 5 and 6 above (note Eq± <∞
if and only if q2 < 2λ, since E
[
eqXt
]
= ebtE
[
eq
2Zt/2
]
).
6 8 10 12 14 16 18 20
1.5
1.6
n
Lookback put: g(χ) = ST − ST
RWA with time step T/2n
SBA after n steps
Eg(χ)
6 8 10 12 14 16 18 20
0.41
0.42
0.43
n
Up-and-out call: g(χ) = (ST −K0)+ · 1ST≤M
RWA with time step T/2n
SBA after n steps
Eg(χ)
Figure 3.1. We take α = 0.75, γ = 0.1, λ = 4, σZ = 0.05, b = −0.05 and S0 = 2, K0 =
3, M = 5, T = 1 and N = 107. The value Eg(χ) is obtained by running the SB Algorithm
for n = 100 steps and using N = 108 samples. The RWA is approximately (2n/n)-times
slower than the SBA for the same amount of bias, making it infeasible for n > 15 as at
least 60000 < 2n steps are needed in the time interval [0, 1].
3.2. Asymptotic and non-asymptotic CIs. Let X be a Normal Inverse Gaussian pro-
cess (NIG) with parameters (b, κ, σ, θ), i.e. a Lévy process with characteristic function
E
[
eiuXt
]
= exp(t(b+ 1/κ) − (t/κ)√1− 2iuθκ+ κσ2u2), whose Lévy measure is given by
ν(dx)
dx
=
C
|x|e
AxK1(B|x|), with A = θ
σ2
, B =
√
θ2 + σ2/κ
σ2
, C =
√
θ2 + 2σ2/κ
2πσκ3/2
,
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where K1 is the modified Bessel function of the second kind, which satisfies
K1(x) =
1
x
+O(1), as x→ 0, K1(x) = e−x
√
π
2|x|(1 +O(1/|x|)), as x→∞.
We simulate the increments of the NIG process by [CT04, Alg. 6.12]. Figure 3.2 presents
confidence intervals at level 1− ǫ = 99% for the prices of hindsight put and barrier up-and-
out call under the NIG model S = S0 exp(X).
The non-asymptotic CI for the hindsight put is constructed via Chebyshev’s inequality
as discussed in Subsection 2.3 above. In particular, note that the payoff of the hindsight
put g : (x, y, t) 7→ (K0 − S0ey)+ is non-increasing in y and does not depend on x and t.
Since XT dominates the second coordinate XT − ∆SBn of the SBA χn in (1.3), we apply
Eg(χn) ≥ Eg(χ) and find
0 ≤ Eg(χn)− Eg(χ) < r1,
P(|∆gn,N − E∆gn,N | < r2) ≥ 1− ǫ
}
=⇒ P(−r1 − r2 < ∆gn,N < r2) ≥ 1− ǫ,
where ∆gn,N is defined in (2.4), reducing the upper bound of the CI to the error r2, which
depends on the bound on g and the number of samples N but not on n.
As explained in Section 2.3 above, if explicit constants in the bounds on the bias are not
available in terms of the model parameters, as is the case with an up-and-out call option
(see Proposition 6 above and remarks following it), we resort to the CLT in Theorem 7
above. The plot on the right in Figure 3.2 depicts the asymptotic CI for an up-and-out call
as a function of log2N , where N is the number of samples used to estimate Eg(χ) and the
asymptotic variance in (2.5) of Theorem 7 is estimated using the sample.
2 4 6 8 10 12 14
0
0.2
0.4
n
Non-asymptotic CI for hindsight put: g(χ) = (K0 − ST )+
∆gn,N + Eg(χ)
Upper bound
Lower bound
Eg(χ)
4 6 8 10 12 14 16 18 20 22 24
0.5
1
log2N
Asymptotic CI for up-and-out call: g(χ) = (ST −K0)+ · 1ST≤M
∆gnN ,N + Eg(χ)
Upper bound
Lower bound
Eg(χ)
Figure 3.2. NIG parameters: σ = 1, θ = 0.1, κ = 0.1 and b = −0.05. Option
parameters: S0 = 2, K0 = 3, M = 8 and T = 1. The number of samples in the plot on
the left equals N = 107. The confidence level of 1− ǫ = 99% applies to both plots.
3.3. MLMC for a barrier payoff under NIG. We apply the MLMC algorithm for the
SBA to the up-and-out call option in [GX17, Sec. 6.3] (with payoff g(χ) = (ST − K0)+ ·
1ST≤M , where ST = S0 exp(XT )) under the NIG model. The top left (resp. right) plot in
Figure 3.3 graphs the estimated and theoretically predicted mean (resp. variance) of the
difference of two consecutive levels (as a function of n).
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It is common practice in MLMC to estimate the bias and level variances (rather than use
the theoretical bounds such as those in Theorem 14) first and then compute the numbers
of samples (Nk)k∈{1,...,n} at each level by solving a simple optimisation problem. This often
improves the overall performance of the algorithm but requires an initial computational in-
vestment. The fact that (Nk)k∈{1,...,n} are based on estimates gives rise to some oscillation in
their behaviour and, consequently, in that of the computational cost. However, as expected
from (A.2), the bottom left plot in Figure 3.3 shows that (Nk)k∈{1,...,n} constitute approx-
imately straight lines for various levels of accuracy. The bottom right plot in Figure 3.3
shows that the computational complexity is approximately constant, as expected from the
analysis in Section 2.4 above. Moreover, the difference in the complexity between the MC
and MLMC is numerically seen to be small. This is not surprising since, as explained in
Section 2.4 above, the two differ by a log-factor. The analogous figure for the MLMC based
on the RWA for the identical model parameters and option is given in [GX17, Fig. 7].
2 4 6 8 10 12 14 16 18 20
−15
−10
−5
n
Bias decay
Observed log2 |EPn − EPn−1|
Bound on log2 |EPn − EPn−1|
2 4 6 8 10 12 14 16 18 20
−15
−10
−5
0
n
Variance decay
Observed log2V[Pn − Pn−1]
Bound on log2V[Pn − Pn−1]
2 4 6 8 10 12 14 16 18
15
20
25
30
k
lo
g
2
N
k
Number of levels and samples per level
ǫ = 2−7
ǫ = 2−8
ǫ = 2−9
ǫ = 2−10
ǫ = 2−11
ǫ = 2−12
5 6 7 8 9 10 11 12 13
11.5
12
12.5
13
13.5
14
− log2(ǫ)
Cost of pricing the up-and-out call: g(χ) = e−rT (ST −K)+1ST<M
Observed log2(ǫ
2CMLMC(ǫ))
Predicted log2(ǫ
2CMLMC(ǫ))
Observed log2(ǫ
2CMC(ǫ))
Predicted log2(ǫ
2CMC(ǫ))
Figure 3.3. NIG process with calibrated parameters: σ = 0.1836, θ = −0.1313, κ =
1.2819 and b = 0.1571 (see [GX17, Sec. 3] and the reference therein). Option parameters:
S0 = 100, K0 = 100, M = 115, T = 1 and r = 0.05. The bounds in the top two
graphs are based on Proposition 6 above (with γ = q = 1) and synchronous coupling. See
Subsection 2.4 for the computational complexity of MC and MLMC in the bottom right.
The computational complexity of MLMC in Figure 3.3 is greater than that of the MC
(for ǫ > 1/8000) due to the size of the leading constant. Overall, the performance of both
MC and MLMC in this examples is good, with the actual decay rates of the bias and level
variances being better than the theoretical bounds by a factor of 2.
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4. Proofs and technical results
Let X = (Xt)t≥0 be a Lévy process, which we assume not be compound Poisson with
drift. By Doeblin’s diffuseness lemma [Kal02, Lem. 13.22], this is equivalent to the following
requirement, which we assume holds throughout the remainder of the paper.
Assumption (D). P(Xt = x) = 0 for all x ∈ R and for some (and hence all) t > 0.
4.1. The concave majorant of X and its coupling with (ℓ, Y ) from (1.1). Given
a countable set S and a function φ : S → (0,∞) such that ∑s∈S φ(s) < ∞, size-biased
sampling of S based on the function φ produces a random enumeration (sn)n∈N of S using
the following sequential construction: let Z0 = ∅ and assume we have already sampled the
points in Zn−1 = {s1, . . . , sn−1} for some n ∈ N; then, conditional on Zn−1, the random
element sn in S\Zn−1 follows the law P(sn = s|Zn−1) = φ(s)/
∑
s′∈S\Zn−1 φ(s
′), s ∈ S\Zn−1.
Consider the countable set of faces of the concave majorant C of X. Each face consists
of a pair (x, y), where x > 0 is the length and y ∈ R is the height of the face. Since
the lengths of the faces are positive and summable with sum T , it is possible to perform
size-biased sampling of the faces based on the function φ : (x, y) 7→ x, which then yields
the random enumeration ((dn − gn, Cdn − Cgn))n∈N of the faces of C. This enumeration,
by [PUB12, Thm 1], satisfies the distributional equality (1.1). Furthermore, in this case,
the size-biased sampling has a geometric interpretation as illustrated by Figure 4.1 below,
wherein (gn)n∈N and (dn)n∈N are the left and right endpoints of the n-th face, respectively.
Note that Assumption (D) and (1.1) imply that there is no face of C that is horizontal.
Hence the time at which the supremum is attained is a.s. unique.
CU1
g1
Cg1
d1
Cd1
T
(a) First face
C
U2g2
Cg2
d2
Cd2
T
(b) Second face
C
U3g3
Cg3
d3
Cd3
T
(c) Third face
Figure 4.1. Selecting the first three faces of the concave majorant: the total length
of the thick blue segment(s) on the abscissa equal the stick sizes T , T − (d1 − g1) and
T − (d1 − g1) − (d2 − g2), respectively. The independent random variables U1, U2, U3 are
uniform on the sets [0, T ], [0, T ] \ (g1, d1), [0, T ] \
⋃
2
i=1
(gi, di), respectively. Note that the
residual length of unsampled faces after n samples is Ln.
We now explain how to couple (ℓ, Y ) with X in such a way that (1.1) holds a.s. Start
by recalling from (1.1) that
((
dn − gn, Cdn −Cgn
))
n∈N
d
=
((
ℓ′n, Y ′L′n−1 − Y
′
L′n
))
n∈N, where Y
′
is a copy of X, independent of the stick-breaking process ℓ′ = (ℓ′n)n∈N on [0, T ] based on
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the uniform law U(0, 1) and L′n−1 =
∑∞
k=n ℓ
′
k. Now recall that the Skorokhod space D[0, T ]
of right-continuous functions on [0, T ] with left-hand limits (see [Bil99, p. 109]) is a Polish
space [Bil99, p. 112] and thus a Borel space [Kal02, Thm A1.2]. By possibly extending the
original probability space, [Kal02, Thm 6.10] asserts the existence of a random element Y
in D[0, T ] such that
(4.1)
(
(dn − gn)n∈N,
(
Cdn − Cgn
)
n∈N, Y
) d
=
(
(ℓ′n)n∈N,
(
Y ′L′n−1 − Y
′
L′n
)
n∈N, Y
′).
Consequently, the process Y has the same law as Y ′ d= X. If we define ℓ = (ℓn)n∈N
through ℓn = dn − gn and Ln−1 =
∑∞
k=n ℓk for each n ∈ N, then (4.1) implies that Y is
independent of ℓ. Again, by (4.1), the increment of Y over the interval [Ln, Ln−1] is equal
to YLn−1 − YLn = Cdn − Cgn a.s. Thus, this coupling between (ℓ, Y ) and X is the desired
one, as (1.1) holds a.s.
4.2. The law of the error and the proof of Theorem 1. In the present subsection we
will prove Theorem 1. We also state and prove Proposition 8, which explains why the error
δSBn of the SBA χn is typically smaller than δn.
Proof of Theorem 1. By the coupling from Subsection 4.1, the following equality holds χ =
(XT ,XT , τT ) =
∑∞
k=1(YLk−1 − YLk , (YLk−1 − YLk)+, ℓk · 1YLk−1−YLk>0). Hence, from the
definition in (1.4), we clearly obtain
(YLn ,∆n, δn) =
∞∑
k=n+1
(
YLk−1 − YLk , (YLk−1 − YLk)+, ℓk · 1(YLk−1−YLk )>0
)
.
In particular, we have δn ≤
∑∞
k=n+1 ℓk = Ln and thus |δSBn | ≤ Ln.
We now apply (1.1) to conclude that the tail sum in the display above has the required
law. Note first that, given Ln, (ℓn+k)k∈N is a stick-breaking process on the interval [0, Ln].
Thus, since Y and ℓ are independent, the law of the sequence ((ℓn+k, YLk+n−1 −YLk+n))k∈N,
given Ln, is the same law as that of the right-hand side of (1.1) applied to the interval
[0, Ln]. Put differently, by (1.1), this sequence has the same law as the sequence of the
faces of the concave majorant of the Lévy process Y over the interval [0, Ln] in size-biased
order. Hence, identity (1.2) applied to the interval [0, Ln] (instead of [0, T ]), together with
the independence of Y and ℓ, yields the first equality in law in (1.5):
(YLn , Y Ln , τLn(Y ))
d
=
∞∑
k=n+1
(
YLk−1 − YLk , (YLk−1 − YLk)+, ℓk · 1(YLk−1−YLk )>0
)
.
The second distributional identity in (1.5) follows from the definition of (∆SBn , δ
SB
n ) as a
measurable transformation of (YLn ,∆n, δn).
For any n ∈ N, the second identity in (1.5) implies 0 ≤ ∆SBn . The definition of ∆n in (1.4)
and the inequality Y +Ln ≤ (YLn − YLn+1)+ + Y +Ln+1 yield the following:
∆SBn+1 = ∆n+1 − Y +Ln+1 = ∆n − (YLn − YLn+1)+ − Y +Ln+1 ≤ ∆n − Y +Ln = ∆SBn ≤ ∆n.
This concludes the proof of the theorem. 
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Proposition 8. Let X satisfy Assumption (D). Then the following statements hold.
(a) For any t > 0, we have Eτt(X) =
∫ t
0 P(Xs > 0)ds.
(b) If t−1
∫ t
0 P(Xs > 0)ds − P(Xt > 0)→ 0 as tց 0, then E[δSBn /Ln]→ 0 as n→∞.
(c) If P(Xt > 0) → ρ0 ∈ [0, 1] as tց 0, then (b) holds and E[δn/Ln]→ ρ0 as n→∞.
(d) If P(Xt > 0) = ρ0 ∈ [0, 1] for all t ∈ (0, T ], then E[δSBn |Ln] = E[δn|Ln]− Lnρ0 = 0 a.s.
Remark 1. (i) Note that τT ∈ [τT−δn, τT−δn+Ln] and, given Ln, SBA χn chooses randomly
the endpoints of the interval via a Bernoulli random variable with mean P(YLn > 0|Ln).
(ii) The assumption in (d) holds if e.g. X is a subordinated stable or a symmetric Lévy
process. Moreover, it implies that the third coordinate in χn is unbiased, since the expec-
tation of its error vanishes: E[δSBn ] = 0. In contrast we have E[δn] = ρ0T/2
n.
(iii) Note that the bias of the third coordinate of χn, conditional on Ln = t, equals∫ t
0 P(Xs > 0)ds − tP(Xt > 0) by (4.2) below. This quantity is generally well behaved
as t→ 0. More specifically, t−1 ∫ t0 P(Xs > 0)ds − P(Xt > 0) → 0 as tց 0 (thus satisfying
the assumption in (b)) if t 7→ P(Xt > 0) is slowly varying at 0 [BGT89, Prop. 1.5.8].
(iv) Note that the assumption in (c) implies that of (b). This assumption, known as Spitzer’s
condition [Ber96, Thm VI.3.14], is satisfied if for example X converges weakly under the
zooming-in procedure [BI19, Sec. 2.2].
Proof. Denote ρ(t) = P(Xt > 0) for all t > 0.
(a) Apply (1.5) to the interval [0, t] with n = 1, to get τt(X)
d
= Ut1XtU>0 + τt(1−U)(Y ),
where U ∼ U(0, 1) is independent of Y , which itself is a copy of X. Hence,
Eτt(X) = t
−1
∫ t
0
(sE1Xs>0 + Eτt−s(Y ))ds = t
−1
∫ t
0
(sρ(s) + Eτs(X))ds,
where ρ(s) = P(Xs > 0). Since t 7→ τt is right-continuous and nondecreasing, so is t 7→ Eτt.
The integral equation in the display above, the continuity of ρ(t) for t > 0 and a bootstrap
argument imply that t 7→ Eτt(X) is absolutely continuous with a derivative, say h. Put
differently, we have Eτt(X) =
∫ t
0 h(s)ds for all t > 0. Multiplying the equality in the
display by t and applying integration by parts yields
∫ t
0 sh(s)ds =
∫ t
0 sρ(s)ds for all t > 0.
Hence the integrands must agree a.e. with respect to the Lebesgue measure. In particular,
Eτt =
∫ t
0 h(s)ds =
∫ t
0 ρ(s)ds as desired.
(b) By Theorem 1, conditional on Ln, we have δSBn
d
= τLn(Y )− Ln · 1YLn>0. Hence, by (a),
(4.2) E[δSBn |Ln] =
∫ Ln
0
ρ(s)ds − Lnρ(Ln).
Since Ln ց 0 as n → ∞, the assumption in (b) and (4.2) imply that E[δSBn |Ln]/Ln → 0
a.s. as n → ∞. Jensen’s inequality applied to x 7→ |x| and the inequality |δSBn /Ln| ≤ 1
from Theorem 1 imply that |E[δSBn |Ln]/Ln| ≤ E[|δSBn |/Ln|Ln] ≤ 1. Hence, the dominated
convergence theorem [Kal02, Thm 1.21] gives E[δSBn /Ln] = E[E[δ
SB
n |Ln]/Ln]→ 0 as n→∞.
(c) Since the assumption implies that of (b), the conclusion of (b) holds. Moreover, by (b),
lim
n→∞E[δn/Ln|Ln] = limn→∞E
[
δSBn /Ln + 1YLn>0
∣∣Ln] = lim
n→∞ ρ(Ln) = ρ0 a.s.
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Hence the dominated convergence theorem, applied as in the proof of (b), gives the result.
(d) Since ρ(t) = ρ0 for all t ∈ [0, T ], the right-hand side in (4.2) equals 0 a.s., as claimed.
Similarly, we have E[δn|Ln] = E[δSBn + Ln · 1YLn>0|Ln] = Lnρ0 a.s. 
4.3. Convergence in Lp and the proof of Theorem 2. Recall that (σ2, ν, b) is the gener-
ating triplet ofX associated with the cutoff function x 7→ 1|x|<1 (see [Sat13, Ch. 2, Def. 8.2]).
The moments of the Lévy measure ν at infinity are linked with the moments of X+t and
Xt for any t > 0 as follows. By dominating X path-wise with a Lévy process Z equal to
X with its jumps in (−∞,−1] removed and applying [Sat13, Thm 25.3] to Z, we find that,
for any p > 0, the conditions Ip+ < ∞ and Ep+ < ∞ (see (2.1) and (2.3) for definition)
imply E
[
(X+t )
p
]
< ∞ and E exp(pX+t ) < ∞, respectively, for all t > 0. Similarly, by
applying [Sat13, Thm 25.18] to Z we obtain that Ip+ < ∞ and Ep+ < ∞ imply E[Xpt ] < ∞
and E exp(pX t) <∞, respectively.
Let β be the Blumenthal-Getoor index [BG61], defined as
(4.3) β = inf{p > 0 : Ip0 <∞}, where Ip0 =
∫
(−1,1)
|x|pν(dx), for any p ≥ 0,
and note that β ∈ [0, 2] since I20 <∞. Moreover, I10 <∞ if and only if the jumps of X have
finite variation, in which case we may define the natural drift b0 = b−
∫
(−1,1) xν(dx). Note
that Ip0 <∞ for any p > β but Iβ0 can be either finite or infinite. If Iβ0 = ∞ we must have
β < 2 and can thus pick δ ∈ (0, 2 − β), satisfying β + δ < 1 whenever β < 1, and define
(4.4) β+ = β + δ · 1Iβ
0
=∞ ∈ [β, 2].
Note that β+ is either equal to β or arbitrarily close to it. In either case we have I
β+
0 <∞.
The main aim of the present subsection is to prove Theorem 2 and Propositions 4, 5 & 6.
With this in mind, we first establish three lemmas and a corollary.
Lemma 9. The Lévy measure ν of X satisfies the following for all κ ∈ (0, 1]:
(4.5) ν(κ) = ν(R \ (−κ, κ)) ≤ κ−β+Iβ+0 + ν(1), σ2(κ) =
∫
(−κ,κ)
x2ν(dx) ≤ κ2−β+Iβ+0 .
Moreover the following inequalities hold:∫
(−1,−κ]∪[κ,1)
|x|pν(dx) ≤ κ−(β+−p)+Iβ+0 , for p ∈ R,(4.6) ∫
(−κ,κ)
|x|pν(dx) ≤ κp−β+Iβ+0 , for p ≥ β+.(4.7)
Proof. Multiplying the integrands by (I) (|x|/κ)β+ , (II) (κ/|x|)2−β+ , (III) (|x|/κ)β+−p if p ≤
β+ or |x|β+−p otherwise and (IV) (κ/|x|)p−β+ , respectively, and extending the integration
set to (−1, 1) yields the bounds. 
Recall the definition in (2.1) of Ip+ and I
p
− for p ≥ 0. Denote ⌈x⌉ = inf{m ∈ Z : m ≥ x}
for any x ∈ R. Recall that the Stirling numbers of the second kind {mk} arise in the formula
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for the moments of a Poisson random variable H with mean µ ≥ 0: for any m ∈ N we have
(4.8) E [Hm] =
m∑
k=1
{
m
k
}
µk, where
{
m
k
}
=
1
k!
k∑
i=0
(−1)i
(
k
i
)
(k − i)m.
In particular, we have
{m
0
}
= 0 for all m ∈ N. Throughout, we will use the following
inequality
(4.9)
(
m∑
k=1
xi
)p
≤ m(p−1)+
m∑
k=1
xpi , where m ∈ N, x1, . . . , xm ≥ 0 and p ≥ 0.
This inequality follows easily from the concavity of x 7→ xp when p < 1 and Jensen’s
inequality when p ≥ 1.
Lemma 10. For all t ∈ [0, T ] and p > 0, the condition Ip+ <∞ implies
(4.10) E[X
p
t ] ≤ mpX(t) = 4(p−1)
+(
Cp,1t
p/β+ + Cp,2t
p/2 + Cp,3t
p + Cp,4t
min{1,p/β+}),
where the constants {Cp,i}4i=1 are given by
Cp,1 = 2
(p−1)+T p−p/β+
(
I
β+
0
)p
+ T−p/β+
(
2pT p/2
(
I
β+
0
)p/2 · 1p≤2
+ 2(p2/(p − 1))p exp (TIβ+0 − p) · 1p>2),
Cp,2 = |σ|pΓ
(p+ 1
2
)2p/2√
π
, Cp,3 = 2
(p−1)+(b+ · 1I1
0
=∞ + b
+
0 · 1I10<∞
)p
,
Cp,4 = T
(1−p/β+)+ (Ip+ + I ′)
⌈p⌉∑
k=1
{⌈p⌉
k
}
T k−1
(
I ′ + ν([1,∞)))k−1 ,
(4.11)
where I ′ =
∫
(0,1) x
β+ν(dx) and Γ(·) is the Gamma function. Moreover, if I1+ <∞, then
(4.12) E[X t] ≤ |σ|
√
2
π
√
t+


(b+ + I1+)t+ 2
√
I20
√
t, β+ = 2,
(b+ + I1+)t+ 2T
−1/β+
(√
TI
β+
0 + TI
β+
0
)
t1/β+, β+ ∈ (1, 2),(
b+0 +
∫
(0,∞) xν(dx)
)
t, β+ ≤ 1.
Remark 2. (i) The formula in (4.12) essentially follows from [Che11, Lem. 5.2.2 & Eq. (5.2)]
for β+ ∈ (1, 2] and from [DL11a, Prop. 3.4] for β+ ≤ 1. A new proof of (4.12) given below is
based on the methodology used to establish a more general inequality in (4.10). Moreover,
the dominant powers of t in both bounds (4.10) and (4.12) coincide in the case p = 1 with
slightly better constants in (4.12). The estimate in (4.10) works for all p > 0 and is for the
reasons of clarity applied in the proofs that follow even in the case p = 1.
(ii) Note that Cp,2 = 0 if σ = 0 and, if X is spectrally negative, we have Cp,4 = 0.
(iii) The constants in (4.11) are well defined even if the assumption Ip+ < ∞ fails. The
inequality in (4.10) holds trivially in this case since Cp,4 =∞.
Recall that the Lévy-Itô decomposition [Sat13, Thms 19.2 & 19.3] of the Lévy process X
with generating triplet (σ2, ν, b) at a level κ ∈ (0, 1] is given byXt = bκt+σBt+J1,κt +J2,κt for
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all t ≥ 0, where bκ = b−
∫
(−1,1)\(−κ,κ) xν(dx) and J
1,κ = (J1,κt )t≥0 (resp. J
2,κ = (J2,κt )t≥0)
is Lévy with triplet (0, ν|(−κ,κ), 0) (resp. (0, ν|R\(−κ,κ), b− bκ) - recall that we are using the
cutoff function x 7→ 1|x|≤1) and B = (Bt)t≥0 is a standard Brownian motion. Moreover,
the processes B, J1,κ, J2,κ are independent, J1,κ is an L2-bounded martingale with the
magnitude of jumps at most κ and J2,κ is a compound Poisson process with intensity ν(κ)
(see (4.5) above) and no drift.
Proof. By the discussion above we have X t ≤ b+κ t+ |σ|Bt + J1,κt + J2,κt . Then (4.9) implies
(4.13) E
[
X
p
t
] ≤ 4(p−1)+((b+κ )ptp + |σ|pE[Bpt ]+ E[(J1,κt )p]+ E[(J2,κt )p]),
where Bt
d
= |Bt| and so E
[
Bt
]
= tp/2Γ
(p+1
2
)
2p/2/
√
π [Kal02, Prop. 13.13], which yields Cp,2
in all cases. By Lemma 9 we have
b+κ ≤

b
+
0 +
∫
(−κ,κ) |x|ν(dx) ≤ b+0 + κ1−β+I
β+
0 , I
1
0 <∞ (i.e. β+ ≤ 1)
b+ + κ1−β+Iβ+0 , I
1
0 =∞ (i.e. β+ > 1).
Hence, by (4.9), we obtain
(b+κ )
p ≤ (κ1−β+Iβ+0 + 1I10=∞b+ + 1I10<∞b+0 )p
≤ 2(p−1)+(κp−pβ+(Iβ+0 )p + 1I10=∞(b+)p + 1I10<∞(b+0 )p).(4.14)
J
2,κ
t is dominated by the sum of the positive jumps of J
2,κ over [0, t], which has the same law
as
∑Nt
k=1Rk for iid random variables (Rk)k∈N with law ν|[κ,∞)/ν([κ,∞)) and an independent
Poisson random variable Nt with mean tν([κ,∞)). Note that since Nt is a nonnegative
integer, then N (p−1)
++1
t ≤ N ⌈p⌉t . Hence, the independence between (Rk)k∈N and Nt, the
inequality (
∑Nt
k=1Rk)
p ≤ N (p−1)+t
∑Nt
k=1R
p
k (which follows from (4.9)) and (4.8) yield
E
[(
J
2,κ
t
)p] ≤ E[( Nt∑
k=1
Rk
)p]
≤ E
[
N
(p−1)+
t
Nt∑
k=1
Rpk
]
= E[Rp1]E
[
N
(p−1)++1
t
] ≤ E[Rp1]E[N ⌈p⌉t ]
=
(∫
[κ,∞)
xp
ν(dx)
ν([κ,∞))
)( ⌈p⌉∑
k=1
{⌈p⌉
k
}
(tν([κ,∞)))k
)
.
Denote I ′ =
∫
(0,1) x
β+ν(dx). The first inequality in (4.5) and the bound in (4.6) of Lemma 9
applied to ν|(0,∞) and the facts κ ≤ 1 and t ≤ T yield
E
[(
J
2,κ
t
)p] ≤ t(Ip+ +
∫
[κ,1)
xpν(dx)
) ⌈p⌉∑
k=1
{⌈p⌉
k
}(
tκ−β+I ′ + tν([1,∞))
)k−1
≤ tκ−(β+−p)+ (Ip+ + I ′)
⌈p⌉∑
k=1
{⌈p⌉
k
}(
tκ−β+I ′ + Tν([1,∞))
)k−1
.
(4.15)
Assume p ≤ 2. Jensen’s inequality applied to the function x 7→ x2/p and Doob’s martin-
gale inequality [Kal02, Prop. 7.6] applied to J1,κ yield
(4.16) E
[(
J
1,κ
t
)p] ≤ E[(J1,κt )2]p/2 ≤ 2pE[(J1,κt )2]p/2 = 2p (σ(κ))p tp/2,
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where σ(κ) denotes the positive square root of σ2(κ). Hence (4.13) for p = 1, the first
inequality in (4.15) and the estimate in (4.16) give
(4.17) EXt ≤
(
b+κ +
∫
[κ,1)
xν(dx) + I1+
)
t+
(
|σ|
√
2
π
+ 2σ(κ)
)√
t.
If β+ = 2, then taking κ = 1 in (4.17) yields the first formula in (4.12). If β+ ≤ 1 then I10 <
∞. Letting κ → 0 in (4.17) we obtain the third formula in (4.12). Set κ = (t/T )1/β+ and
apply Lemma 9 to get tσ2(κ) ≤ t2/β+T 1−2/β+Iβ+0 . Hence t
∫
[κ,1) xν(dx) ≤ t1/β+T 1−1/β+I
β+
0 ,
and (4.14) & (4.17) yield the second formula in (4.12), completing the proof of (4.12). To
prove (4.10) for general p ∈ (0, 2], we again set κ = (t/T )1/β+ and use the inequalities
t ≤ T and (4.14)–(4.16) as before. More specifically, (I) (4.14), (II) (4.15) and (III) (4.14)
& (4.16) establish the values of (I) Cp,3, (II) Cp,4 and (III) Cp,1, respectively. This concludes
the proof for the case p ≤ 2.
Assume p > 2. The only bound from the cases p ≤ 2 above, that does not apply
in this case, is the bound for E[(J
1,κ
t )
p]. Doob’s martingale inequality and the bound
|x|p ≤ (p/e)pe|x| for all x ∈ R yield
E
[(
J
1,κ
t
)p] ≤ ( p
p− 1
)p
E
[|J1,κt |p] = ( κpp− 1
)p
E
[
(κ−1|J1,κt |)p
] ≤ (κp2/e
p− 1
)p
E
[
eκ
−1|J1,κt |].
Note E
[
eκ
−1|J1,κt |
] ≤ E[eκ−1J1,κt + e−κ−1J1,κt ] = etψκ(κ−1) + etψκ(−κ−1), where ψκ is the Lévy-
Khintchine exponent of J1,κ1 , i.e. ψκ(u) =
∫
(−κ,κ)(e
ux − 1 − ux)ν(dx) for u ∈ R. The
elementary bound ex − 1 − x ≤ x2 for all |x| ≤ 1 and (4.5) yield ψκ(u) ≤ u2σ2(κ) ≤
u2κ2−β+Iβ+0 for |u| ≤ κ−1. By setting κ = (t/T )1/β+ , we obtain
(4.18) E
[(
J
1,κ
t
)p] ≤ 2(κp2/e
p− 1
)p
etκ
−β+I
β+
0 = 2tp/β+T−p/β+
( p2
p− 1
)p
eTI
β+
0
−p.
As before we obtain (4.10) as follows: (I) (4.14), (II) (4.15) and (III) (4.14) & (4.18) establish
the values of (I) Cp,3, (II) Cp,4 and (III) Cp,1, respectively, which completes the proof. 
Recall that β, I10 and β+ are defined in (4.3) and (4.4) above. To describe the dominant
power (as t ↓ 0) in the preceding results, define α ∈ [β, 2] and α+ ∈ [β+, 2] by
(4.19) α = 2 · 1σ 6=0 + 1σ=0

1, I
1
0 <∞ and b0 6= 0
β, otherwise,
and α+ = α+ (β+ − β) · 1α=β.
Note that α+ > 0 since, by Assumption (D), X is not compound Poisson with drift. Define
(4.20) ηp = 1 + 1p>α +
p
α+
· 1p≤α ∈ (1, 2], for any p > 0,
and note that ηp ≥ 3/2 for p ≥ 1.
Remark 3. (i) In Theorem 2 and Propositions 4, 5 and 6 we assumed that p ≥ 1 for reasons
of clarity. This is not a necessary assumption and the proofs can be made to work with
minor modifications for any p > 0. However, since ηp → 1 as p → 0, the convergence may
become arbitrarily slow as p→ 0 (to be expected since xp → 1 as p→ 0 for any x > 0).
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(ii) The constants Cp,2 and Cp,3 in Lemma 10 above satisfy the following: (a) if α < 2, then
σ = 0 and hence Cp,2 = 0; (b) if α < 1, then I10 <∞ and b0 = 0 and hence Cp,3 = 0.
Corollary 11. Pick p > 0, let {Cp,i}4i=1 be as in Lemma 10 and define the constants Cp(X)
and C∗p(X) as follows:
Cp(X)
4(p−1)+
=

Cp,1T
p
β+
− p
α+ + Cp,2 + Cp,3T
p− p
α+ + Cp,4T
min{1, p
β+
}− p
α+ , p ≤ α,
Cp,1T
p
β+
−1
+ Cp,2T
p
2
−1 + Cp,3T p−1 + Cp,4, p > α,
C∗p(X) = Cp(X) · 1Ip+<∞ + Cp(−X) · 1Ip+=∞.
(4.21)
Then, if Ip+ <∞ (resp. min{Ip+, Ip−} <∞), the inequality
E[X
p
t ] ≤ Cp(X)tηp−1 (resp. E[(X t −X+t )p] ≤ C∗p(X)tηp−1).
holds for all t ∈ [0, T ].
Proof. Since Xt − X+t = min{X t,X t − Xt} is stochastically dominated by both Xt and
(−X)t, then it suffices to prove the result for X t. (It is critical here, as seen in the definition
of C∗p(X) in (4.21), that the definition of α is the same for X and −X.) Since tq+r ≤ tqT r
for t ∈ [0, T ] and r ≥ 0, then it suffices to show that the exponent of t in each term of (4.10)
is at least ηp − 1. By Remark 3(ii), this is trivially the case when p ≤ α ≤ α+ ≤ 2. Recall
that α+ is arbitrarily close (or equal) to α. Hence, in the case p > α, we may assume that
p > α+ ≥ β+ and use Remark 3(ii) to obtain the result and conclude the proof. 
Remark 4. If X is spectrally negative (i.e. ν(R+) = 0), then Cp,4 = 0 and therefore
E[X
p
t ] = O(tp/max{1,α+}) as t ց 0, implying the rate in [DL11a, Lem. 6.5], which is the
best in the literature to date for the spectrally negative case. In certain specific cases,
Lemma 10 implies a rate better than the one stated in Corollary 11. For example, if β < 1
(thus β+ < 1), σ = 0, I
p
+ < ∞ and the natural drift satisfies b0 < 0 (thus α = 1),
then by Lemma 10 we have E[X
p
t ] = O(tp/β+) if p ≤ β, which is sharper than the bound
E[X
p
t ] = O(tp) implied by Corollary 11. Analogous improvements can be stated forXt−X+t ,
when either (Ip+ < ∞ & b0 < 0) or (Ip− < ∞ & b0 > 0). For the sake of presentation,
throughout the paper we work with bounds in Corollary 11.
Lemma 12. Let X be Lévy process satisfying (D) and let ∆n and ∆SBn be as in Theorem 1.
If E[X
p
t ] ≤ Ctq (resp. E[(Xt −X+t )p] ≤ Ctq) for some C, q, p > 0 and all t ∈ [0, T ], then
E
[
∆pn
] ≤ CT q(1 + q)−n (resp. E[(∆SBn )p] ≤ CT q(1 + q)−n) for all n ∈ N.
Proof. By assumption and (1.5) in Theorem 1, we have E[∆pn|Ln] = E[Y pLn |Ln] ≤ CLqn and
thus E[∆pn] ≤ E[CLqn] = CT q(1 + q)−n. The result for ∆SBn is analogously proven. 
Proof of Theorem 2. (a) By Theorem 1, the errors δn and |δSBn | are both bounded by Ln.
Since E[Lpn] = T p(1 + p)n, the claim follows.
(b) By Corollary 11, we may apply Lemma 12 to obtain part (b) of the theorem. Indeed,
(4.22) E[∆pn] ≤ Cp(X)T ηp−1η−np
(
resp. E
[(
∆SBn
)p] ≤ C∗p(X)T ηp−1η−np ),
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where Cp(X) (resp. C∗p(X)) is as in (4.21) in Corollary 11. 
For p ≥ 1, let ‖ · ‖p denote the p-norm on Rd. The Lp-Wasserstein distance between
distributions µx and µy on Rd is defined as
(4.23) Wp(µx, µy) = inf
X∼µx,Y∼µy
E[‖X − Y‖pp]1/p,
where the infimum is taken over all couplings of (X ,Y), such that X and Y follow the laws
µx and µy, respectively.
Proof of Corollary 3. Recall that the coupling of (χ, χn) in Subsection 4.1 yields χ− χn =
(0,∆SBn , δ
SB
n ) (cf. Theorem 1 above). By Theorem 2(a), Equation (4.22) and the inequality
1 + p ≥ 2 ≥ ηp (since p ≥ 1), we have
E[‖χ−χn‖pp] = E[|∆SBn |p+|δSBn |p] ≤ C∗p(X)T ηp−1η−np +T p(1+p)−n ≤ (C∗p (X)T ηp−1+T p)η−np .
Since for any coupling of (χ, χn) we have Wp(L(χ),L(χn)) ≤ E[‖χ − χn‖pp]1/p, the Lp-
Wasserstein distance is bounded by C ′η−n/pp , where the constant takes the form
(4.24) C ′ = (C∗p(X)T
ηp−1 + T p)1/p,
concluding the proof. 
4.4. Proofs of Propositions 4, 5 and 6. The following result about the tail probabilities
of ∆n (defined in Theorem 1) is key in the proofs below.
Lemma 13. Let X be a Lévy process satisfying (D). Fix p > 0 and T > 0. Let Cp(Z) be
the constant in (4.21) of Corollary 11 for the Lévy process Z = X − J2,1, where J2,1 is the
compound Poisson process in the Lévy-Itô decomposition of X (see the paragraph preceding
the proof of Lemma 10). Using the notation ν(1) = ν(R \ (−1, 1)), for any r, p > 0, we have
P
(
∆n ≥ r
) ≤ ν(1)T2−n + r−pCp(Z)T ηp−1η−np ,(4.25)
E
[
min{∆n, r}p
] ≤ rpν(1)T2−n + Cp(Z)T ηp−1η−np .(4.26)
Proof. Since P
(
∆n ≥ r
)
= P
(
min{∆n, r}p ≥ rp
) ≤ E[min{∆n, r}p]/rp by Markov’s in-
equality, we only need to prove (4.26).
Let Y be as in Theorem 1. Pick any t > 0. Let A be the event on which J2,1 does
not have a jump on the interval [0, t]. Then P(A) = e−ν(1)t ≤ 1 − ν(1)t, or equivalently
P (Ac) ≤ ν(1)t. By Corollary 11 applied to Z we have E[Zpt ] ≤ Cp(Z)tηp−1. Since Xt = Zt
on A we get min{X t, r}p ≤ rp · 1Ac + Zpt · 1A ≤ rp · 1Ac + Zpt , implying
E
[
min{X t, r}p
] ≤ rpν(1)t +Cp(Z)tηp−1.
This inequality, Theorem 1, E[Ln] = T2−n and the equality in law X
d
= Y imply (4.26):
E
[
min{∆n, r}p
]
= E
[
E
[
min{Y Ln , r}p|Ln
]] ≤ E[rpν(1)Ln + Cp(Z)Lηp−1n ]. 
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Proof of Proposition 4. Assume first ‖g‖∞ <∞. Since min{a+ b, c} ≤ min{a, c}+ b for all
a, b, c ≥ 0, we have
|g(x, y, t) − g(x, y′, t′)| ≤ min{K|y − y′|, ‖2g‖∞}+K|t− t′|.
Recall that the output of the SB Algorithm is a copy of χn. Since, by Theorem 1, we have
0 ≤ ∆SBn ≤ ∆n and |δSBn | ≤ Ln, by (4.9) and (4.26) we obtain
E[|g(χ)− g(χn)|p] ≤ 2(p−1)+
(
E[Kpmin{∆n, ‖2g‖∞/K}p] +KpE[Lpn]
)
≤ 2(p−1)+[‖2g‖p∞ν(1)T2−n +Kp(Cp(Z)T ηp−1η−np + T p(1 + p)−n)],
where Z = X − J2,1. Now assume that min{Ip+, Ip−} <∞. Then, again by Theorems 1 & 2
and Equation (4.22), we obtain
E[|g(χ)− g(χn)|p] ≤ 2(p−1)+Kp(E[∆pn] + E[Lpn])
≤ 2(p−1)+Kp(C∗p(X)T ηp−1η−np + T p(1 + p)−n).
Since ηp ≤ 2 ≤ 1 + p for p ≥ 1, this yields the result: E[|g(χ)− g(χn)|] ≤ C ′η−np for
(4.27) C ′ = 2(p−1)
+

‖2g‖
p∞ν(1)T +Kp(Cp(Z)T ηp−1 + T p), ‖g‖∞ <∞,
Kp(C∗p (X)T ηp−1 + T p), ‖g‖∞ =∞.

Proof of Proposition 5. Recall that the second component of χn (resp. χ) equals XT −∆SBn
(resp. XT ). Recall from Theorem 1 that |δSBn | ≤ Ln. Since 0 ≤ ∆SBn ≤ ∆n, the locally
Lipschitz property of g implies:
|g(χ) − g(χn)| ≤ K(∆n + Ln)eλXT .
From the definition of q′ we get 1/q′ + 1/q = 1. Thus Hölder’s inequality gives:
(4.28) E
[|g(χ) − g(χn)|p] ≤ KpE[(∆n + Ln)pq′] 1q′ E [eλpqXT ] 1q ,
where the second expectation on the right-hand side of (4.28) is finite by assumption Eλpq+ <
∞ and the argument in the first paragraph of Subsection 4.3 above.
We now estimate both expectations on the right-hand side of (4.28). Note that Ir+ <∞
for all r > 0 as Eλpq+ < ∞. By (4.9), we have E
[(
∆n + Ln
)pq′] ≤ 2(pq′−1)+E[∆pq′n + Lpq′n ].
Hence Theorem 2, (4.22) and the inequality (x+ y)1/q
′ ≤ x1/q′ + y1/q′ for x, y ≥ 0 imply
E
[(
∆n + Ln
)pq′]1/q′ ≤ 2(p−1/q′)+(Cpq′(X)T ηpq′−1η−npq′ + T pq′(1 + pq′)−n)1/q′
≤ 2(p−1/q′)+(Cpq′(X)1/q′T (ηpq′−1)/q′η−n/q′pq′ + T p(1 + pq′)−n/q′).
It remains to obtain an explicit bound for the expectation E[exp(λpqXT )]. By removing
all jumps smaller than −1 from X, we obtain a Lévy process Z with triplet (σ2, ν|[−1,∞), b)
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that dominates X path-wise. Set Z∗t = sups∈[0,t] |Zs| and note Z∗T ≥ ZT ≥ XT . Define the
function h : x 7→ eλpqx − 1 on R. Then, for any c > 0, by Fubini’s theorem we have
E[h(Z∗T − c)] ≤ E[h(Z∗T − c)1Z∗T>c] =
∫ ∞
c
P(Z∗T > z)h
′(z − c)dz
=
∫ ∞
0
P(Z∗T > z + c)h
′(z)dz ≤
∫ ∞
0
P(|ZT | > z)
P[Z∗T ≤ c/2]
h′(z)dz =
E[h(|ZT |)]
P[Z∗T ≤ c/2]
,
where the second inequality holds by [Sat13, p. 167, Eq. (25.15)]. Hence, we get
(4.29) E
[
eλpqXT
]
≤ E
[
eλpqZ
∗
T
]
= eλpqcE[1 + h(Z∗T − c)] ≤ eλpqc
(
1 +
E
[
eλpq|ZT |
]− 1
P[Z∗T ≤ c/2]
)
.
Using the Lévy-Khintchine formula [Sat13, Thm 25.17] for the Lévy process Z we get
E[eλpq|ZT |] ≤ E[eλpqZT ] + E[e−λpqZT ] = eTΨZ (λpq) + eTΨZ (−λpq),
where ΨZ(u) = bu+ σ2u2/2+
∫
[−1,∞)(e
ux − 1− ux1x<1)ν(dx) for u ∈ (−∞, λpq]. Markov’s
inequality implies P[Z∗T ≤ c/2] ≥ 1− (2/c)E[Z∗T ]. Moreover, by Lemma 10, we have
E[Z∗T ] ≤ E
[
ZT − inf
s∈[0,T ]
Zs
]
≤ m1Z(T ) +m1−Z(T ).
Hence, from (4.29), for any c > (m1Z(T ) +m
1
−Z(T ))/2 we get
E
[
eλpqXT
]
≤ eλpqc
(
1 +
eTΨZ(λpq) + eTΨZ (−λpq) − 1
1− 2c (m1Z(T ) +m1−Z(T ))
)
.
Therefore, using (4.28) and the inequalities ηpq′ ≤ 2 ≤ 1 + pq′ (as pq′ ≥ 1), we obtain
E
[|g(χ) − g(χn)|p] ≤ C ′η−n/q′pq′ , where
(4.30) C ′ =
Cpq′(X)
1/q′T (ηpq′−1)/q
′
+ T p
2−(p−1/q′)+K−pe−λpc
(
1 +
eTΨZ(λpq) + eTΨZ(−λpq) − 1
1− 2c (m1Z(T ) +m1−Z(T ))
)1/q
,
the constant Cpq′(X) is defined in (4.21) andm1Z(T ) andm
1
−Z(T ) are given in Lemma 10. 
Remark 5. The rate η−1/q
′
pq′ in the bound of Proposition 5 is smallest (as a function of q)
for the largest q satisfying the exponential moment condition in Proposition 5. Indeed, let
r = pq′ and note that, since p is fixed, minimising η−1/q
′
pq′ in q is equivalent to maximising
η
1/r
r in r. By (4.20), the function r 7→ η1/rr is decreasing and hence takes its maximal value
at the smallest possible r (i.e. largest possible q).
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Proof of Proposition 6. Recall from Theorem 1 that 0 ≤ ∆SBn ≤ ∆n a.s. Let ǫn = η−n/(γ+q)q
and note
E
[ |h(Xt)|p
‖h‖p∞
∣∣1XT−∆SBn ≤x − 1XT≤x∣∣p
]
≤ P(XT −∆SBn ≤ x < XT )
≤ P(XT −∆n ≤ x < XT )
= P(XT −∆n ≤ x < XT − ǫn)
+ P(XT −∆n ≤ x < XT ≤ x+ ǫn)
≤ P(ǫn < ∆n) + P(x < XT ≤ x+ ǫn).
By (4.25) in Lemma 13 we have
P(ǫn < ∆n) ≤ ν(1)T2−n + ǫ−qn Cq(Z)T ηq−1η−nq = ν(1)T2−n + Cq(Z)T ηq−1η−nγ/(γ+q)q .
The assumed Hölder continuity of the distribution function ofXT in Assumption (H) implies
that P(x < XT ≤ x+ ǫn) ≤ Kǫγn. Given the formula for Cq(Z) in (4.21), the constant
(4.31) C ′ = ‖h‖p∞(ν(1)T + Cq(Z)T ηq−1 +K),
is explicit and satisfies E[|g(χ)− g(χn)|p] ≤ C ′η−nγ/(γ+q)q . 
Remark 6. Minimising the rate η−γ/(γ+q)q as a function of q in Proposition 6 is somewhat
involved. On the interval (α+,∞), the rate q 7→ η−γ/(γ+q)q = 2−γ/(γ+q) is strictly increasing,
so the optimal q always lies in (0, α+]. On the interval (0, α+] the problem is equivalent to
maximising the function r 7→ ef(r) = ηγ/(γ+q)q on the interval (0, 1], where r = qα+ ∈ (0, 1]
and f : x 7→ log(1 + x)/(1 + α+γ x). Since
γ
α+
(
1 +
α+
γ
x
)2 d
dx
f(x) =
γ
α+
− 1
1 + x
− (log(1 + x)− 1),
the critical point of f , obtained by solving for s = log(1 + x) − 1 in ses = e−1( γα+ − 1), is
r0 = e
W (e−1(γ/α+−1))+1 − 1, where W is the Lambert W function, defined as the inverse of
x 7→ xex. Since f is increasing on [0, r0] and decreasing on (r0,∞), then r = min{r0, 1}
maximises f |(0,1], implying that the optimal q equals
q = α+min
{
1, eW (e
−1(γ/α+−1))+1 − 1
}
.
In particular, the choice q = α+ is optimal if and only if γ/α+ ≥ 2 log(2)− 1 = 0.38629 . . .,
and leads to the bound O(2−n/(1+α+/γ)). Hence, if γ = 1, the best bound in Proposition 6
is O(2−n/(1+α+)).
4.5. The proof of the central limit theorem.
Proof of Theorem 7. Recall nN = ⌈logN/ log(η2g)⌉ and note that 1 ≥
√
Nη−nNg ≥ η−1g .
Hence Assumption (b) yields
(4.32)
√
NE∆gnN ,N → 0 as N →∞.
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The coupling in Subsection 4.1, used in Theorem 1, implies that for all n ∈ N the following
relations between χ and the SBA χn in (1.3) hold a.s.: YT = XT , XT − ∆SBn ≤ XT and
τT − δSBn ≤ T . Hence parts (i) and (ii) of Assumption (a) imply that g(χn) and g(χn)2
are dominated by ζ = G(XT ,XT , T ) and ζ2, respectively. Since ζ and ζ2 are integrable by
assumption, the dominated convergence theorem yields
(4.33) V[g(χn)] = E[g(χn)
2]− [Eg(χn)]2 → E[g(χ)2]− [Eg(χ)]2 = V[g(χ)] as n→∞.
Recall that (χin)i∈{1,...,N} is the output produced byN independent runs of the SB Algorithm
using n steps. Define the normalised centred random variables
ζi,N =
(
g
(
χinN
)− Eg(χinN )) /√NV[g(χ)], where i ∈ {1, . . . , N}.
Hence, by (4.33), we find
∑N
i=1 Eζ
2
i,N = V[g(χ)]
−1(1/N)
∑N
i=1V[g(χ
i
nN
)] → 1 as N → ∞.
Moreover, we have
N∑
i=1
ζi,N =
√
N/V[g(χ)]∆gnN ,N + o(1) as N →∞,
where o(1) is a deterministic sequence, proportional to the one in (4.32). Hence, (2.5) holds
if and only if
∑N
i=1 ζi,N
d→ N(0, 1) as N →∞.
To conclude the proof, we shall use Lindeberg’s CLT [Kal02, Thm 5.12], for which it re-
mains to prove that Lindeberg’s condition holds, i.e.
∑N
i=1 E[ζ
2
i,N1ζi,N>r]→ 0 as N →∞ for
all r > 0. By the coupling from the second paragraph of this proof, we find |g(χin)| ≤ |ζi| for
all i ∈ {1, . . . , N} and n ∈ N, where (ζi)i∈{1,...,N} are iid with the law equal to G(XT ,XT , T ).
Crucially, ζi does not depend on the number of steps nN in the SB Algorithm. Moreover,
note that iid random variables ξi = (|ζi|+E|ζi|) satisfy Eξ2i <∞ and |ζi,N | ≤ ξi/
√
NV[g(χ)]
for any i ∈ {1, . . . , N}. Hence we find
V[g(χ)]
N∑
i=1
E[ζ2i,N1ζi,N>r] ≤
N∑
i=1
1
N
E
[
ξ2i 1ξi>rNV(g(χ))
]
= E
[
ξ211ξ1>rNV(g(χ))
]→ 0
as N →∞, implying Lindeberg’s condition and our theorem. 
Remark 7. Identifying the appropriate G in Theorem 7 is usually simple. For instance, the
following choices of G can be made in the contexts of interest.
(a) Let g be Lipschitz (as in Proposition 4). Then we can take
(i) G(x, y, t) = ‖g‖∞, if ‖g‖∞ <∞;
(ii) G(x, y, t) = |g(x, y, t)| + 2K(y + t), if I2+ <∞.
(b) Let g be locally Lipschitz with the Lipschitz constant exponentially increasing at
rate λ > 0 (as in Proposition 5). Then we can take
(i) G(x, y, t) = Keλy, if g(x, y, t) ≤ Keλy and E2λ+ < ∞ (lookback and hindsight
options fall in this category);
(ii) G(x, y, t) = |g(x, y, t)| + 2K(y + t)eλy if E2λq+ <∞ for some q > 1.
(c) If g is a barrier option (as in Proposition 6), then take G(x, y, t) = ‖g‖∞.
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Remark 8. If we are prepared to centre, it is possible to apply the standard iid CLT to
the estimator based on the SB Algorithm. Indeed, for fixed n, assuming V[Pn] <∞ where
Pn = g(χn), the classical CLT yields
1√
NV[Pn]
N∑
i=1
(P in − EPn) d→ N(0, 1) as N →∞.
In contrast, the gist of Theorem 7 is that one need not centre the sample with a function
of n, which itself depends on the sample.
Appendix A. MLMC and the debiasing
A.1. O and o. The following standard notation is used throughout the paper: for func-
tions f, g : N → (0,∞) we write f(n) = O(g(n)) (resp. f(n) = o(g(n))) as n → ∞ if
lim supn→∞ f(n)/g(n) is finite (resp. 0). Put differently, f(n) = O(g(n)) is equivalent to
f(n) being bounded above by C0g(n) for some constant C0 > 0 and all n ∈ N. In par-
ticular, f(n) = O(g(n)) does not imply that f and g decay at the same rate. We also
write f(ǫ) = O(g(ǫ)) (resp. f(ǫ) = o(g(ǫ))) as ǫ ↓ 0, for functions f, g : (0,∞) → (0,∞) if
lim supǫ↓0 f(ǫ)/g(ǫ) is finite (resp. 0).
A.2. MLMC. We start by recalling a version of [CGST11, Thm 1].
Theorem 14. Consider a family of square integrable random variables P,P1, P2, . . . and
P0 = 0. Let {Dik}k,i∈N be independent with Dik
d
= Pk − Pk−1 for all k, i ∈ N. Assume that
for some q1 ≥ (q2 ∧ q3)/2 > 0 and all n ∈ N we have
(a) |EP − EPn| ≤ c12−nq1,
(b) V[Pn+1 − Pn] ≤ c22−nq2,
(c) the expected computational cost C(n) of constructing a single sample of (Pn, Pn−1)
is bounded by c32
nq3 ,
where c1, c2, c3 are positive constants. Then for every ǫ > 0 there exist n,N1, . . . , Nn ∈ N
(see Remark 9(i) below for explicit formulae) such that the estimator
(A.1) Pˆ =
n∑
k=1
1
Nk
Nk∑
i=1
Dik is L
2-accurate at level ǫ, E
[
(Pˆ − EP )2] < ǫ2,
and the computational complexity is of order
CMLMC(ǫ) =


O(ǫ−2) if q2 > q3,
O(ǫ−2 log2 ǫ) if q2 = q3,
O(ǫ−2−(q3−q2)/q1) if q2 < q3.
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Remark 9. (i) In [CGST11], the number of levels equals n = ⌈log2(
√
2c1ǫ
−1)/q1⌉ and the
number of samples at level for k ∈ {1, . . . , n} is
(A.2) Nk =


⌈2c2ǫ−22−(q2+q3)k/2/(1− 2−(q2−q3)/2)⌉ if q2 > q3,
⌈2c2ǫ−2n2−q3k⌉ if q2 = q3,
⌈2c2ǫ−22n(q3−q2)/2−(q2+q3)k/2/(1 − 2−(q3−q2)/2)⌉ if q2 < q3.
Clearly, the number of levels n is obtained from the bound on the bias in Assumption (a),
while the number of samples (A.2) at levels k ∈ {1, . . . , n} are obtained from a simple
constrained optimisation using the bounds on the variances and computational costs. In
practice, if one has no access to the constants involved in the bounds in Assumptions (a)–
(c), one estimates them via Monte Carlo simulation for small n. In the setting of this paper
this is the case for barrier options, see Proposition 6 and the paragraphs succeeding it.
(ii) The coupling (Pn, Pn−1) that can be simulated, implicit in Assumptions (b) and (c) of
Theorem 14, constitutes a crucial extension of any MC algorithm necessary for an MLMC
estimator to be define. It is clear from (b) that a trivial independent coupling is undesirable
in this context. In fact, typically, the optimal coupling (the one where V[Pn+1 −Pn] equals
the L2-Wasserstein distance between the laws of Pn − EPn and Pn+1 − EPn+1, cf. (4.23)
above) is very expensive (resp. impossible) to simulate, making the bound in (c) very
large (resp. infeasible). Hence a “compromise” coupling is needed. This is, however, not
the case for the problems analysed in this paper as the cost scales only linearly in n. In
contrast, Assumption (a) requires no specific coupling since |EPn − EP | only compares P
and Pn through their means. Thus, q1 may be computed using the optimal coupling, even
if unavailable for simulation.
A.3. The debiasing. A certain random selection of the variables {Dkn}n,k∈N in Theorem 14
leads to an unbiased estimator for EP (see [McL11, RG15]). More precisely, following [Vih18,
Thm 7], define the estimator
(A.3) Pˆ =
∞∑
k=1
1
ENk
Nk∑
n=1
Dnk ,
where the sequence of nonnegative random integers (Nk)k∈N, independent of {Dkn}n,k∈N,
satisfies ENk > 0 for all k ∈ N and
∑∞
k=1Nk < ∞, i.e. Nk = 0 for all sufficiently large
indices. The sequence (Nk)k∈N can be constructed as a deterministic functional of a finite
sample of positive integers (Rj)Nj=1 as follows: (a) single term estimator (STE): Nk =∑N
j=1 1Rj=k; and (b) independent sum estimator (ISE): Nk =
∑N
j=1 1Rj≥k (see [Vih18,
Thms 3 & 5]). For instance, one may take (Rn)Nn=1 to be iid with common distribution
pn = P[R = n] > 0, n ∈ N. The computational complexities of STE and ISE are linked
with the optimal choice for the law of R [Vih18, Sec. 6]. One of the choices analysed
in [Vih18] is that of the Uniform Stratified Estimator (USE), described in Theorem 15
below. Let FR : x 7→
∑⌊x⌋
n=1 pn, x > 0, be the distribution function of R (where we denote
⌊x⌋ = sup{k ∈ Z : k ≤ x}), let F−1R : u 7→ inf{k ∈ N : FR(k) ≥ u}, u ∈ (0, 1), be
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its generalised inverse. Put pn = 1 − FR(n − 1) for n ∈ N and recall C(n) defined in
Theorem 14 above.
Theorem 15 ([Vih18, Thm 19]). For some fixed N ∈ N let (Uk)k∈{1,...,N} be independent
with Uk ∼ U(k−1N , kN ) and put Rk = F−1R (Uk) for k ∈ {1, . . . , N}.
(a) Assume
∑∞
n=1 E[(Pn − Pn−1)2]/pn < ∞ and define Nj =
∑N
k=1 1Rk=j whose mean is
ENj = Npj. Then PˆST,N in (A.3) is the uniform stratified STE satisfying EPˆST,N = EP
and limN→∞NV[PˆST,N ] =
∑∞
n=1V[Pn − Pn−1]/pn with cost N
∑∞
n=1 pnC(n).
(b) Assume
∑∞
n=1 E[(P − Pn−1)2]/pn < ∞ and define Nj =
∑N
k=1 1Rk≥j whose mean is
ENj = Npj. Then PˆIS,N in (A.3) is the uniform stratified ISE satisfying EPˆIS,N = EP and
limN→∞NV[PˆIS,N ] =
∑∞
n=1(V[P − Pn−1]− V[P − Pn])/pn with cost N
∑∞
n=1 pnC(n).
Remark 10. The asymptotic inverse relative efficiencies (see [Vih18, Sec. 6, p. 12] for defi-
nition) of STE and ISE, denoted by IREST and IREIS, respectively, are given by
IREST =
( ∞∑
n=1
V[Pn − Pn−1]
pn
)( ∞∑
n=1
pnC(n)
)
≥
∞∑
n=1
√
VST(n)C(n)
IREIS =
( ∞∑
n=1
V[P − Pn−1]− V[P − Pn]
pn
)( ∞∑
n=1
pnC(n)
)
≥
∞∑
n=1
√
VIS(n)C(n),
where VST(n) = V[Pn−Pn−1], VIS(n) = V[P −Pn−1]−V[P −Pn]. The lower bounds follow
from the Cauchy-Schwarz inequality, do not depend on the choice of the law (pn)n∈N and
are attained by taking
(A.4) pSTn =
√
VST(n)/C(n)∑∞
k=1
√
VST(k)/C(k)
and pISn =
√
VIS(n)/C(n)∑∞
k=1
√
VIS(k)/C(k)
.
Hence these choices are clearly optimal.
Appendix B. Regularity of the density of the supremum XT
In this appendix we discuss the necessity of the Assumption (H) in Proposition 6.
Example 1. For any γ ∈ (0, 1) there exists a Lévy process X with an absolutely con-
tinuous Lévy measure ν such that lim infu↓0 uα−2σ2(u) > 0 holds for some α ∈ (0, 1) and
Assumption (H) fails for γ at countably many M > 0.
Recall σ2(κ) =
∫
(−κ,κ) x
2ν(dx) for κ ∈ (0, 1) and note that X in Example 1 has smooth
transition densities by [Sat13, Prop. 28.3].
Proof. The essence of the proof is to construct any such M as a singularity of the density of
ν. For simplicity and to make things explicit, we shall prove it for a single and fixed M > 0.
To that end, let S be an α-stable process with positivity parameter ρ = P(S1 > 0) ∈ (0, 1)
satisfying αρ+ α+ ρ < γ. Let Z be an independent Lévy process with finite Lévy measure
νZ given by νZ((−∞, x] \ {0}) = min{1,max{x,M}−M)ρ} and put X = S+Z. Hereafter
consider only small enough ǫ > 0, namely, ǫ < min{(T/2)1/α,min{M, 1}/2}. Our goal is to
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bound from below the probability P(XT ∈ [M,M + 3ǫ)). To do this, we consider the event
where Z has exactly one jump, S is small and S ≤M at the time of that jump and then S
does not increase too much after the jump.
Since the density of S1 is positive, continuous and bounded, it follows from the scaling
property that there is some constant K1 > 0 (not depending on ǫ) such that for all t ≤ ǫα,
P(St ∈ [0, ǫ), St ≤M) = P(S1 ∈ [0, t−1/αǫ), S1 ≤ t−1/αM) ≥ K1.
From [Bin73, Thm 4A], we also know that P(St ≤ ǫ) ≥ K2ǫαρ for some constant K2 > 0 and
all t > T − ǫα/2. Now, ZT ∈ [M,M + ǫ) has probability e−TTǫρ since it can only happen if
Z had a single jump on [0, T ], whose time U is then conditionally distributed U(0, T ). For
fixed t ∈ (0, T ), the Markov property gives
P
[
sup
s∈[0,T−t]
Ss+t − St ∈ A, (St, St) ∈ B × C
]
= P[ST−t ∈ A]P[(St, St) ∈ B ×C],
for all measurable A,B,C ⊂ R. Hence, multiplying by the density of U at t, integrating
and using the independence of (U,Z) and S, we obtain
P(XT ∈ [M,M + 3ǫ)) ≥ P(ZT ∈ [M,M + ǫ), SU ∈ [0, ǫ), SU ≤M,XT ∈ [M,M + 3ǫ))
≥ e−TTǫρ
∫ T
0
P
(
sup
s∈[0,T−t]
Ss+t − St ≤ ǫ, St ∈ [0, ǫ), St ≤M
∣∣∣ZT ∈ [M,M + ǫ), U = t
)
dt
T
≥ e−T ǫρ
∫ ǫα
0
P(ST−t ≤ ǫ)P(St ∈ [0, ǫ), St ≤M)dt ≥ e−TK1K2ǫαρ+α+ρ.
This implies that x 7→ P(XT ≤ x) is not locally γ-Hölder continuous at M . 
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