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Abstract
SCOOP (Simple Concurrent Object-Oriented Programming) is a model of concurrency that builds on the concept of contracts
for synchronizing accesses to objects. This model is based on a pessimistic concurrency control scheme whose reservation
semantics avoids race conditions altogether — alas at the expense of parallelism. In this paper we propose to extend the initial
SCOOP model by adding transactional semantics, aspiring to an increase of performance but also reliability of distributed object-
oriented programs executing in the presence of partial failures.
Our solution consists in programming language support for the specification of atomicity properties of particular features
(routines or attributes). With such support, the application programmer is assisted by the compiler in composing atomic features,
which substantially alleviates the task of constructing reliable distributed software. We investigate the impact of concepts such
as nesting, inheritance, polymorphism, and contracts in such a statically typed approach, illustrated in the context of the Eiffel
programming language. In particular, we depict how our solution enables the composition of atomic features from not only
elementary atomic features (such as updates applied to variables which can be rolled back — backward recovery) but also from
non-atomic ones by making use of compensation mechanisms (forward recovery).
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Writing reliable and efficient software remains extremely burdensome. Programmers often have to go for pragmatic
approaches, which provide them with little support for avoiding errors sneaking into the application. In a concurrent
context, which has become the default case, reliability issues are further amplified through the possibility of data
races — and this without even considering hardware and communication failures occurring in particular in remote
interaction. When opting for persistence to ensure data availability in the presence of such failures by making use of
a database back-end, the programmer ends up reconciling two models of concurrency — a first one promoted by the
programming language which is usually cooperative (using, for example, monitors), and a second one pertaining to
✩ This research was conducted while both authors were affiliated with ETH Zu¨rich, financially supported by the Swiss National Science
Foundation and the Hasler Foundation.
∗ Corresponding author.
E-mail addresses: peugster@cs.purdue.edu (P. Eugster), vaucouleur@itu.dk (S. Vaucouleur).
0167-6423/$ - see front matter c© 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.scico.2006.05.007
P. Eugster, S. Vaucouleur / Science of Computer Programming 63 (2006) 130–146 131
the back-end, which is based on transactions and thus can be qualified as conflicting. A similar mismatch occurs with
respect to the recent advances on low-level support for concurrency based on transactional mechanisms (e.g., [11]), in
particular such geared towards exploiting local (hardware) parallelism.
Our efforts, in this spirit, are centered around the Eiffel [4] programming language. Through its underlying contract
methodology [18] (i.e., by making contracts part of the software specification), Eiffel helps avoiding many common
programming errors upfront.1 The concurrency model proposed for Eiffel, which goes by the name of SCOOP (Simple
Concurrent Object-Oriented Programming) [17], follows the same ambition of supporting programmers in writing
correct software. SCOOP provides a simple and clear model of concurrency, which necessitates the addition of a
single keyword to the programming language (making the approach easily applicable to other languages supporting
contracts). In short, the SCOOP model associates one or more objects with a conceptual processor, which is the only
one to execute on these objects. The added keyword separate is used to denote entities that reference objects that may
be under the control of a different processor. The appearance of such variables inherently triggers synchronization in
certain well-defined situations, according to precise rules.
By statically enforcing these rules, and having a single processor execute a single operation at a time on a given
object, the SCOOP model avoids data races altogether. However, this comes at the price of having a coarse-grain
concurrency mechanism, whose pessimistic locking semantics can easily lead to deadlock situations.
The contribution of this paper consists thus in augmenting the SCOOP model with transactional semantics, in order
to address the lacks mentioned above, and in view of exploiting the many recent efforts on transactional support at the
operating system level. This extension, which we refer to as T-SCOOP (Transactional SCOOP), aims at supporting
atomic features, features, i.e., either routines (operations, methods in Eiffel parlance) or attributes (fields), whose use
takes either full effect or none.
Several languages have been already described with inherent support for transactional concurrency control (e.g.,
Argus [16,15], Camelot and Avalon [5]). Typically, every invocation of a remote object is considered as an atomic
transaction, and nested remote invocations map to nested transactions. Transactional mechanisms have been added to
several mainstream languages, e.g., [10,27].
T-SCOOP provides the following characteristics:
• Cooperating and conflicting concurrency. Transactional semantics provide strong guarantees which are not always
required. We provide the programmer the possibility of choosing between transactional and non-transactional
semantics, and combining these.
• Backward and forward error recovery. Optimistic transactional schemes require the possibility to roll back effects
of features (backward recovery) in the impossibility of committing a transaction. The effects of certain features can
however not be undone. We thus integrate a form of compensation [2] (forward recovery) for those cases.
• Type system support. Following the SCOOP philosophy, the type system is aligned to reflect transactional semantics
– through a concise syntax paired with clear semantics – in order to guide the programmer.
Conceiving a solution which provides these qualities has brought us to investigate the issues raised by atomic
features in the presence of nested calls, as well as inheritance. We report on how we have addressed these issues, and
such more specifically coupled with Eiffel, e.g., the integration with contracts, in particular pre- and postconditions,
as well as on the benefits of a separation of commands (routines without return values which may modify the state of
the callee) and queries (attribute reads or side-effect free routines with return values) promoted by the language.
Roadmap. The rest of this paper is structured as follows. Section 2 describes the (original) SCOOP model for
concurrent object-oriented programming. Section 3 presents an overview of our support for atomic features in T-
SCOOP. Section 4 presents how atomic features can be composed. Section 6 discusses various issues regarding the
semantics of T-SCOOP and the scheduling of executions of atomic features. Section 5 presents implementation issues.
Section 6 discusses design choices and their limitations. Section 7 compares our atomic features with related work.
Section 8 draws conclusions.
2. Background: SCOOP
This section provides an overview of the SCOOP model [17] for concurrent programming. SCOOP has been
initially introduced in the context of the Eiffel programming language [18], though most of its concepts could be
1 Contracts have been recently added to several mainstream programming languages, e.g., Java (JML [1]), C# (Spec# [19]).
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class BANK_ACCOUNT
-- Partial implementation of a bank account
feature
balance: INTEGER
deposit(sum: INTEGER)
-- Deposit ‘sum’ into the account.
require
sum >= 0
do
balance := balance + sum
ensure
balance = old balance + sum
end
withdraw(sum: INTEGER)
-- Withdraw ‘sum’ from the account.
require
sum >= 0
may_withdraw(sum)
do
balance := balance - sum
ensure
balance = old balance - sum
end
may_withdraw(sum: INTEGER) : BOOLEAN
-- Is there enough money to withdraw ‘sum’?
do
Result := (balance >= sum)
end
...
end -- class BANK_ACCOUNT
Fig. 1. Bank accounts.
implemented in other languages. We illustrate SCOOP, which will henceforth refer to the implementation of the
SCOOP model in Eiffel, by introducing a running example in the context of banking (Fig. 1 presents the partial
implementation of a bank account).
2.1. Computation
The SCOOP approach differs from “traditional” threading models — which allow the overlapping of threads
accessing objects, and require programmers to explicitly protect shared resources using primitives such as mutexes
and monitors — in that it is more “strict”. In SCOOP, there will never be an overlapping between executions/accesses
to features of a given object (features can be routines or attributes — see the left side of Fig. 2).
More precisely, every object in SCOOP is associated with a (single) conceptual processor, which represents a
thread of control. The processor associated with an object is the only one to execute on that object. We say that
a processor owns the object. A processor in the general case owns several objects; this set of objects owned by a
processor constitute the domain of that processor. Any given instance of class BANK_ACCOUNT in Fig. 1 is associated
with a (potentially distinct) processor, which is the only one that will be executing calls to any of the object’s
features.
In its original form SCOOP adds only one keyword to the Eiffel language: separate. When instantiating a variable
declared as separate by creating a new object, that object is automatically assigned to an implicitly created new
processor. This is illustrated in Fig. 3, where two objects of type BANK_ACCOUNT are created each with a new processor
by a bank client application (the implementation of class ATM, Fig. 4, follows shortly). A separate entity thus denotes
an object that is potentially under control of another processor.
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Fig. 2. Feature classification, by implementation (left), and roles (right).
b1,b2: separate BANK_ACCOUNT
atm: ATM
...
create b1 -- created on a new processor
create b2 -- created on a new processor
create atm -- created on the current processor
...
atm.transfer(b1,b2,1000) -- call leading to synchronization
...
Fig. 3. A bank client.
2.2. Synchronization
To be able to invoke features on a separate object, the variable through which these calls are made has to be part of
the separate arguments of the enclosing routine where the calls take place. For example, in Fig. 4, source is a formal
separate argument of the routine transfer. Before the execution of a routine containing separate formal arguments,
the current processor will have to acquire exclusive locks on all the processors that own the separate objects passed as
actual parameters. This forms the basic synchronization scheme of SCOOP. It is important to remember that locks are
acquired on the processors and not on the objects owned by the processors.
The contract methodology underlying the Eiffel programming language allows the specification of pre- and
postconditions for features (require and ensure clauses respectively, see Fig. 1) on the one hand, and invariants at
the class level on the other hand. The latter kind of contracts are not essential in the current context and are thus
omitted from the example.
With the reservation semantics introduced through SCOOP at the entrance of routines, preconditions that involve
separate formal parameters have a new semantics: they become wait conditions. This is illustrated through the
implementation of the class ATM in Fig. 4, which depicts how a client might use the class BANK_ACCOUNT. Routine
transfer – as intuition suggests – performs a transfer from a source bank account to a destination, can only perform
if the amount of money to be added to the account is positive, as specified by its first precondition. This precondition
remains a correctness condition in the concurrent case, as it is expressed on an immutable object. Consequently,
a violation by the client yields an exception. However, the second precondition (that checks if the withdrawal is
possible on the given source account) involves a separate object, and is interpreted here as a wait condition.2 The
query may_withdraw cannot have side effects.
In more details: once the routine call transfer is triggered, (1) the processor verifies the preconditions that do
not contain any separate entities — in this case this includes the precondition that specifies that the sum has to be
non-negative. If this condition holds, (2) the scheduler tries to get exclusive locks on the processors that own the
separate arguments, i.e., the source and destination bank accounts respectively. Once these locks are acquired, (3) the
scheduler will check the preconditions that involve separate objects — in this case source.may_withdraw(sum). If any
2 This duality of preconditions occurs in other concurrent languages providing inherent support for contracts. In JML [23], for example, the
programmer can choose between wait semantics and correctness semantics through syntactic distinction. A similar extension is being discussed in
the context of SCOOP.
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class ATM
-- Partial implementation of an Automatic Teller Machine
feature
transfer(source: separate BANK_ACCOUNT;
destination: separate BANK_ACCOUNT;
sum: INTEGER)
require
sum >= 0
source.may_withdraw(sum)
do
source.debit(sum) -- asynchronous call
destination.credit(sum) -- asynchronous call
ensure
source.balance = old source.balance - sum
destination.balance = old destination.balance + sum
end
end -- class ATM
Fig. 4. Automatic teller machines.
of these preconditions is not satisfied, the locks acquired on the processors will be released, and the scheduler will
eventually try to re-acquire these locks and go back to (2). Similarly, if the scheduler cannot acquire the lock on one
of the processors, any other locks acquired so far are released in reverse order of their acquisition, and we are back at
(2). Once all the locks have been acquired and all the preconditions are satisfied (4) the routine is executed. Once the
routine execution has completed (5) the locks can be released.
It is important to note that synchronization only happens before executing a routine with separate formal
parameters. Once the execution of that routine started, no more locks need to be acquired. For instance, in the given
example, once the current processor arrives at source.debit(sum), that call will be immediately scheduled on the
processor that owns the source bank account.
A point not mentioned above is that typing in Eiffel ensures that the two arguments source and destination of the
transfer feature of class ATM will never be void3 (i.e., in this case it is not necessary to check for void parameters in a
precondition).
2.3. Asynchrony
As stated above, processors never execute more than a single feature at a time on one of their associated objects.
As a consequence, there is no intra-object concurrency, and together with the reservation semantics outlined above,
the individual features called in a nested manner by two features on the same separate object cannot be interleaved.
Concurrency is however increased by allowing commands (i.e., routines without return values, see the right side
of Fig. 2) on a separate object to perform asynchronously, and only synchronizing upon queries (routines with return
values). That way, the processor (the thread of control) can sometimes exit an enclosing routine before the actual
completion of the asynchronous commands that were spawned. Nonetheless, commands scheduled on the same
processor are guaranteed to be executed in the same order as they were emitted in their respective enclosing routines,
i.e., sequential consistency is retained. For example, in Fig. 4, the processor executing the feature transfer will exit
this feature without waiting for completion of the calls to source.debit and source.credit. The locks on the processors
owning the bank accounts will be released (1) from the client perspective once these two calls have been issued (since
no subsequent calls need a return value), and (2) from the perspective of the processor(s) executing these calls once
the calls have completed (after which calls from other clients might be executed).
2.4. Evaluation
In summary, we can assess the SCOOP model as follows:
3 See [4] for a systematic treatment of the issues regarding so-called attached/detachable types.
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• Typing. A single keyword is used to reflect concurrency and seal synchronization. This leads to a concise syntax.
At the same time, an integration with the type system provides space for static enforcement and verification of
synchronization.
• Locking. The client-side synchronization promoted by SCOOP ensures that many classes initially conceived for
the sequential case can be reused as such in the concurrent case. An example is given by the BANK_ACCOUNT class
above. This characteristic clearly distinguishes SCOOP from an “active object” approach [21], which SCOOP has
sometimes been mistaken for in the literature.
• Isolation. SCOOP provides isolation, as a processor is locked by a client eager to access an object under control
of that processor, and is only released once that client has issued all calls to the object and the processor has
completed these. This conservative approach offers rather coarse-grained concurrency, which together with static
typing provides a high degree of safety — avoiding data races altogether.
As hinted to previously, the strength of the SCOOP approach tends to become also its Achilles’ heel. The inherent
locking semantics of features involving separate arguments, if not mastered, can lead to deadlocks. It is easy to see
that a callback can lead to such a situation; if a first object passes a reference to itself as parameter to a query called
on a second object, it is sufficient for the latter object to call back the first one to end up in a deadlock situation (see
Section 6.3).
To address the current shortcomings of SCOOP, and based on the observations presented in Section 1, we propose
in the following sections an alternative, transactional, semantics for SCOOP.
3. Expressing atomicity
This section introduces T-SCOOP, our extension of the SCOOP model aimed at supporting atomicity (cf. [26,8]).
This extension consists essentially in supporting atomic features — features which are executed to completion or
which have no effect at all.
3.1. Language support
Our support for atomic features consists in inherent programming language support added to SCOOP/Eiffel for
such features. The motivation for this approach is clear: support at the programming language level leads to a far
simpler, cleaner, and slimmer scheme than for instance the common approach of wrapping several feature calls with
library calls as outlined by Fig. 5. Besides the obvious advantage of flexibility, such a library approach presents
many disadvantages. Much burden is namely put on the programmer, who most likely has to adapt the interfaces
of corresponding types (e.g., by adding a parameter of type TRANSACTION to routine signatures in order to propagate
transactional contexts) and manually deal with exceptions and corresponding rollbacks. An additional caveat appears
in the context of polymorphism and dynamic binding: a class which overrides a feature (e.g., transfer in class ATM)
can do so by omitting the use of transactions, thus providing weaker semantics to a client than what that client
expects.
To guide the programmer, we propose the addition of a keyword atomic to the programming language. Routines can
be declared to be atomic by replacing respectively the usual do ... end block delimiters by atomic ... end. Attributes,
i.e., attribute accesses, are inherently atomic. That is, any read and write of an attribute is atomic. Calling an atomic
feature implicitly results in creating a corresponding transaction in a way similar to what is done in Fig. 5 for the
example based on a library approach, where the transaction is created at the beginning of a feature, and a commit
is attempted at the end of the feature. Fig. 6 illustrates the syntax through our running example; the BANK_ACCOUNT is
modified to provide atomicity. The figure shows the modified deposit routine. Without pre- and postconditions and
formal parameters:
deposit atomic ... end
Routine withdraw is modified similarly.
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class ATM
-- An ATM client, an API approach.
feature
transfer(source: separate BANK_ACCOUNT;
destination: separate BANK_ACCOUNT;
sum: INTEGER)
require
... -- check for preconditions
local
t: TRANSACTION
do
create t
t.start -- transaction starts here
source.withdraw(t,sum)
destination.deposit(t,sum)
t.commit -- transaction is committed
rescue -- exception clause
if t /= void then
t.rollback -- rollback the transaction
end
ensure
... -- check for postconditions
end
end -- class ATM
Fig. 5. The common API approach, without language support.
class BANK_ACCOUNT
feature
deposit(sum: INTEGER)
require
sum >= 0
atomic
balance = balance + sum
ensure
balance = old balance + sum
end
...
end -- class BANK_ACCOUNT
Fig. 6. Bank account with atomicity.
3.2. Semantics
Atomic features, just like non-atomic ones, can have pre- and postconditions. As in the original SCOOP model,
preconditions on separate objects have wait condition semantics in the case of atomic features. The two preconditions
of feature transfer in class ATM in Fig. 4 thus also reappear in the version of ATM making use of atomicity for transfer
depicted in Fig. 7. Preconditions which do not have wait semantics can also throw exceptions (in Eiffel exceptions are
not reflected as part of the routine signature).
An atomic feature fails and returns with an exception if its processing encounters an error other than a conflict
with the computations performed by any concurrently executing atomic feature (i.e., any competing transaction).
The simple client in Fig. 7 straightforwardly retries if the money transfer performed in its feature get_cash failed.
Section 5.3 provides more details on the semantics of atomic features, especially in the face of concurrently executing
non-atomic features. The composition of atomic features will be discussed in Section 4.
3.3. Inheritance and atomicity
Inheritance is in Eiffel, as in most object-oriented languages, a fundamental concept for code reuse. Using
inheritance a programmer is able to define a new class by specializing and combining features instead of writing
everything from scratch.
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class ATM
-- An ATM client with an atomic transfer feature
transfer(source: separate BANK_ACCOUNT;
destination: separate BANK_ACCOUNT;
sum: INTEGER)
require
sum >= 0
source.may_withdraw(sum)
atomic
source.debit(sum)
destination.credit(sum)
ensure
source.balance = old source.balance - sum
destination.balance = old source.balance + sum
end
end -- class ATM
class CLIENT
-- Partial implementation of a bank client
feature
atm: ATM
main_account: separate BANK_ACCOUNT
saving_account: separate BANK_ACCOUNT
get_cash
do
atm.transfer(saving_account,main_account,1000)
rescue -- exception clause
wait(10) -- wait for while
retry -- re-execute the feature f
end
...
end -- class CLIENT
Fig. 7. Bank clients and ATM with atomicity.
To respect behavioral subtyping, i.e., that a client’s “expectations” are not violated when providing it a supplier
which is an instance of a subtype of the expected type, the redefinition (overriding) of a feature should only provide
equal or stronger guarantees to a client.
The guarantees provided by atomic features are clearly stronger than those provided by non-atomic features. A non-
atomic feature can namely only complete partially, leaving the client with the burden of re-establishing a consistent
state [6]. An atomic feature, in contrast, either executes as a whole, or has no effects. A client expecting a called
feature to provide atomicity will thus not cater for failures, and will not be prepared to deal with consistency issues in
case of such failures. In others terms, atomicity is a special case of non-atomicity. This leads to the rule that features
can be redefined from non-atomic to atomic but not vice versa. This rule will be enforced at compilation.
Two cases need a closer investigation:
• Deferred features. To be able to specify an atomicity property we need to be able to combine the existing deferred
keyword (deferred has a similar semantics to abstract in Java) of Eiffel with the new keyword atomic. A routine
r can thus be specified to be atomic by defining:
r deferred atomic end
Classes that implement this routine r have to comply with this specification.
• Attribute-to-routine redefinition. Eiffel tries to unify attribute (accesses) and routines. Reading an attribute a
involves the same syntax as calling an argument-less function a (in both cases, a call in the form: x.a). Moreover,
Eiffel permits a redefinition in that sense, i.e., a subclass can redefine an attribute of its superclass to a function.
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Now that attributes are inherently considered to be atomic, such a redefinition mandates the resulting function to
be atomic.
These cases will be checked at compilation and hence correctness is enforced statically.
4. Composing atomicity
In this section, we discuss how to compose atomic features in T-SCOOP from more elementary ones which are
themselves atomic, or not, i.e., how to ensure statically that an atomic feature indeed has full effect or no effect at
all.
4.1. Nesting
Atomicity can be straightforwardly ensured if it is transitive. That is, if all features called within atomic features
are atomic themselves, one can ensure that the (partial) effects of an atomic feature can be “undone”. A nested
call to an atomic feature can then trigger the start of a nested transaction, i.e., a subtransaction [20]. Such
subtransactions have the benefits that they can fail independently of each other without necessarily failing their
parent transactions, and that they provide synchronization between concurrently running parts of the same enclosing
transaction.
Verifying statically that an atomic feature is undoable is made easy thanks to the inherent command/query
separation promoted by the Eiffel programming language, and the fact that attribute reads and writes are considered
to be implicitly atomic. Indeed, as illustrated by Fig. 8, a command can itself contain a set of commands, writes
(attribute assignments), as well as queries. A query, on the other hand, can only contain a set of further queries as
well as a set of reads (attribute reads). With this distinction, and the possible appearance of the atomic keyword
at a command or query routine, the compiler can infer at each occurrence of that keyword whether it is indeed
justified.
4.2. Compensation
Constraining atomic features to calling only other atomic features would however be overly restrictive, as it would
eliminate not only any opportunity of using legacy code devised and compiled without atomicity in mind, but also
the possibility of including many routines whose effects can by their very nature simply not be undone. The latter
scenario is typical when a system interacts with its environment. Frequent examples are files being written (with a
common, non-transactional file system), or messages being sent over the network to remote locations. Such actions
can usually not simply be undone, and implementing atomicity in such cases becomes impossible. For such situations,
in which rollbacks are unfeasible, we adopt the approach of “rolling forward” computation to compensate [2] as best
as possible for the operations that cannot be undone. T-SCOOP supports the definition of compensation clauses for
non-atomic features. This leads to the following possibilities for calls within atomic features:
(1) Atomic feature calls. A nested call to an atomic feature automatically leads to the creation of a nested transaction,
i.e., a subtransaction.
(2) Any feature calls for which the client defines a compensation mechanism. The corresponding clause can be
executed in case the surrounding transaction fails and its effects must be undone.
Command Query
Write Read
Fig. 8. Relationships between commands, queries, reads and writes. An arrow from A to B stands for “A can contain 0 . . . n instances of B”.
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That is, the compiler will reject any feature declared as atomic but containing calls to non-atomic features without
providing compensation clauses for these features. Syntactically, a compensation clause is demarked by separating it
from its associated feature through a character “÷”. Though in many cases the supplier side, i.e., an invoked object,
would best know how to compensate for a given feature, the ability of defining the compensation clause on the client
side provides more adaptability (the compensation might depend on client-side semantics), backward compatibility
(compensation becomes applicable to classes written without transactions in mind), and flexibility (if a supplier object
provides a compensation feature for a given feature, a client can still make direct use of that compensation feature in
its compensation clause).
Consider the example in Fig. 9, which builds on our running bank account example. A client in this case orders a
ticket from a travel agency (a non-atomic operation where the obvious parameters such as departure date, destination
etc. are omitted for simplicity). The code declares a command call to the same travel agency to cancel a possibly issued
ticket in case of a transaction abort. The parameter passed for canceling the order is the client_id (alternatively,
an application could have passed a ticket_id, which would have been retrieved as part of a subsequent call, see
Section 6.1). Let’s assume that the command call to order_ticket completed successfully (it satisfied its postconditions
and reestablished the class invariants). Its corresponding compensation operation will be listed in the sequence of
compensation routines to be called in case of a rollback. If the ATM fails for some reason before the final commit,
the processor executing the call to the routine plan_holidays will execute the compensation routines in the reverse of
the order in which they were defined. In this case, this simply results in calling the travel agency to cancel the ticket
order.
class CLIENT
feature
client_id: INTEGER
plan_holidays(agency: separate TRAVEL_AGENCY;
atm: separate ATM;
client_account: separate BANK_ACCOUNT)
atomic
-- compensated call
agency.order_ticket(client_id) ÷ agency.cancel_ticket(client_id)
-- atomic call
atm.transfer(client_account,agency.account,amount)
...
end
...
end -- class CLIENT
Fig. 9. Compensation example.
4.3. Semantics
Depending on the application and on the specific operations performed, a compensation cannot always recover
completely the initial state (the state at the beginning of the transaction). It is thus important to note that compensation
is not a perfect solution, but is more a trade-off that allows to partially tackle the problem of non-recoverable actions.
Fig. 10 summarizes the various recovery schemes. Backward error recovery can be done automatically, without any
support from the programmer. Forward error recovery is more application-specific. It requires the programmer to
specify a compensation routine that will be executed in case of a transaction abort. It is hence important to note that
goal of compensation is not to replace the usual exception mechanisms, which are triggered when an unrecoverable
exception occurs during the execution of a routine. In that case that routine is said to have failed. In Eiffel, there are
two responses to an exception [18]:
• Retry. It is an attempt to change the conditions that led to the exception and to execute the routine again from the
start.
• Failure. The action of cleaning up the environment, terminating the call and reporting the error to the caller.
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Compensation is used when a routine did complete, did fulfill its post-conditions and re-established the class
invariants, but has to be compensated for due to the failure occurring in some other routine in the same enclosing
transaction, or due to a conflict becoming apparent when the transaction attempts to commit.
Due to its heavy dependence on local semantics, compensation can not be automated. Only the application
developer will know how to compensate for a particular feature call (cf. [9]). The programmer can of course, in
an extreme case, define a compensation routine that is empty. The mechanisms presented here for T-SCOOP can thus
not fully guarantee atomicity, but merely guide the developer in that direction.
Recovery
Backward recovery
Atomicity
Forward recovery
CompensationException Handling
Fig. 10. Overview of recovery schemes.
4.4. Polymorphism and compensation
Quite obviously, polymorphism (inclusion polymorphism [3]) and the possibility of redefining features in
subclasses, also has an impact on compensation: remember that a non-atomic feature f in a class C can be redefined
to become atomic in a subclass C’. Consider an entity x of static type C but bound to object of (dynamic) type C’
(through a polymorphic attachment). A client calling x.f in an atomic feature will define a compensation clause for
this particular call (eg. x.f ÷ x.g) though the actually called feature f will be atomic (as defined in class C’), thus
eliminating the need for the compensation clause.
In this case, atomicity takes precedence. That is, if the effects of a feature such as f above can be undone and
a corresponding transaction fails to commit, the feature will be rolled back, and the compensation clause will not
be executed. The motivation for adopting this strategy is intuitive; despite the clear semantics for compensation (as
presented in Section 4.3), this mechanism remains a workaround for the case where a rollback is not possible. For
the same reason, the compiler will disregard any compensation clause defined for the call to a (statically verifiable)
atomic feature.
5. Implementation issues
An implementation of SCOOP is already available. We are currently working on extending this prototype to support
atomicity. This section reports on the state of the current implementation and subsequently describes some options in
the further extension of that prototype.
5.1. SCOOP
The current implementation of SCOOP is based on a precompiler. This precompiler translates SCOOP code to
regular Eiffel code. I.e., the original source code (containing separate declarations) is parsed and the appropriate
type checking operations are performed on it before translating it into “regular” Eiffel code. Specific declarations,
such as separate, are translated to calls to specific SCOOP libraries. These wrap threading and networking APIs.
Any compiler that can compile regular Eiffel code can thus benefit from the tool. Regular Eiffel code can currently
be compiled to portable C ANSI code, that allows one to cover a wide range of systems (various versions of Unix,
Windows, Linux, etc.) or can be compiled to .NET assemblies (see Fig. 11). These .NET assemblies can be executed
by any fully compliant .NET common runtime. Various projects currently aim at implementing a full Eiffel compiler
producing byte code for the Java virtual machine.
The SCOOP libraries implement the various necessary runtime mechanisms, such as the scheduler, the
communication subsystem (marshalling and unmarshalling of parameters during remote method invocations),
deadlock detection, etc.
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SCOOP Code
Regular Eiffel Code
.NET Assembly Native (C code)
Pre-compiler
Fig. 11. Build process of a SCOOP program.
5.2. T-SCOOP
T-SCOOP is implemented by extending the existing prototype for SCOOP with mechanisms to support atomicity.
First, these extensions obviously include an extension of the precompiler which needs to be able to parse the new
atomic keyword. This task is straightforward, as the parser is generated with a compiler-compiler (i.e., a parser
generator).
In its semantic analysis phase, the precompiler has to ensure statically that atomic features contain only atomic
feature calls or compensated feature calls. Recall as well that atomic features cannot be redefined into non-atomic
features through subclassing. This has to be checked as well by the precompiler. Second, the SCOOP libraries that
implement (among other things) the scheduler, required reengineering. We outline the major changes:
• Optimistic concurrency control. The scheduler must deal not only with optimistic concurrency control, but also with
a combination thereof with pessimistic control. This will become clear when outlining the scheduler in Section 5.3,
and will be discussed in more details in Section 6.2.
• Rollback mechanisms. The rollback scheme involved in optimistic concurrency requires an important machinery.
A naive implementation of the mechanisms would lead to execution of applications with poor performance, or
applications that consume much of the system resources (memory, CPU etc.). The implementation has to use the
current support for transactions at the operating system or even at the hardware level as far as possible. A tuned
implementation will probably require a compiler integration, a solution that will offer more control over the low-
level code that is finally emitted by the compiler.
5.3. Scheduling
A schedule is a sequence of actions (read, write, abort, commit) from a set of transactions. As we have seen
previously in Section 4.1, (nested) atomic feature calls are mapped to (nested) transactions, attribute assignments are
considered as writes, and accesses to attributes represent reads. Obviously, transactions run concurrently, but not all
sequences of actions are valid. The scheduler has to be able to check if a particular schedule respects the consistency
criteria, and otherwise, abort the transactions. The consistency criteria we consider are described in Section 5.4.
One of the challenges of our transactional extension consists in the combination of two forms of concurrency
control, pessimistic (non-atomic features, i.e., “ordinary” SCOOP semantics) and optimistic (atomic features, with
nesting) concurrency control, while still allowing the application developer to work on a particular class to perform
simple local reasoning.
When a call on a feature marked as atomic is being scheduled, the following sequence of events will take place.
The runtime system will proceed as follows:
(1) Check the preconditions that do not involve separate formal arguments. If these preconditions do not hold, a
precondition violation exception is thrown to the caller.4
4 Strictly speaking, following the Eiffel methodology, the violation of a precondition that does not involve separate formal arguments does not
always lead to an exception being thrown. It is only one of the possible behaviors.
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(2) Wait for the involved processors to become available. If any processors owning separate arguments are currently
locked (by a non-atomic feature) the scheduler will have to delay execution until all processors are available.
Processors are locked atomically.
(3) Start the (sub-)transaction. If no processors owning separate arguments are currently locked, the transaction (or
the subtransaction if the call is itself issued by an atomic feature) is initiated. Note that processors owning the
separate arguments, i.e., separate objects passed as arguments, are not locked.
(4) Check the preconditions involving separate formal arguments. If the preconditions involving separate
arguments are satisfied, the execution of the enclosing routine will proceed. Otherwise, execution is suspended
and the preconditions are checked again later.
(5) Execute the routine. The routine is being executed. The actions that are performed during the transaction are
checkpointed to allow one to verify conflicts at a later point.
(6) Attempt to commit. Once the execution of the atomic routine terminates, the scheduler checks for possible
conflicts. We will look in Section 5.4 what is exactly considered as a conflict. If no conflict is detected, a partial
commit is being issued if the current atomic routine is a subtransaction. If a conflict is detected, the state of the
current object is restored and a rollback is issued on all the subtransactions that are involved in the current atomic
routine. If some operations have to be compensated for, the compensation clauses are executed in the reverse order
in which they appear in the feature. If the atomic routine is a top-level routine (an atomic routine called in the
context of a non-atomic routine), a final commit is issued on all the subtransactions.
Two important remarks need to be made at this point. First, the application developer should be aware of the
consequences of declaring a routine to be atomic: if a particular application contains many concurrently running
transactions that make writes on the same resources, the chances of facing a conflict are quite high. In this case
it might be more advisable to use a regular pessimistic concurrency scheme and not to define the feature as being
atomic.
Second, though two atomic features involving a same processor can appear to run simultaneously, since the
scheduler makes sure that the corresponding transactions get rolled back in the case of conflicts, intra-object
concurrency is still avoided. That is, at no time will two threads of control access simultaneously the same object
(see Section 6.3).
5.4. Correctness criteria
Serializability ensures that a schedule for executing concurrent transactions is equivalent to one that executes the
transactions in some serial order: a schedule is correct if we can find a serial schedule that is equivalent to it. There
are different variants of the notion of serializability [26]. The one that we will use is usually referred to as conflict
serializability.
An application contains a finite set of objects on which indivisible read and write operations can be performed.
Two actions belonging to two distinct transactions are said to be in conflict if they are applied to the same object,
and at least one of them is a write operation. Two schedules are said to be conflict equivalent if all conflicting pairs
of actions occur in the same order in both schedules. A schedule is said to be conflict serializable when the schedule
is conflict equivalent to one or more serial schedules. The scheduler will ensure that executed schedules are conflict
serializable.
6. Discussion
This section discusses various issues, related to semantics as well as the implementation of T-SCOOP.
6.1. Limitations of compensation
We modify the code shown in Fig. 9 and we now assume that the compensation call to cancel the ticket requires
a ticket_id as a parameter. This ticket_id must be retrieved using a query call to the agency that has to follow the
command to order the ticket (following the command-query separation principle), as shown in Fig. 12.
Two important remarks need to be made here. First, the entity representing a unique identifier for the flight ticket
(obtained from the travel agency) must be of a reference type separate INTEGER_REF, and not of an expanded type
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...
plan_holidays(agency: separate TRAVEL_AGENCY;
atm: separate ATM;
client_account: separate BANK_ACCOUNT)
local
ticket_id: separate INTEGER_REF
atomic
-- compensated call
agency.order_ticket ÷ agency.cancel_ticket(ticket_id)
-- atomic call
ticket_id := agency.last_ticket_ordered
...
end
...
Fig. 12. Compensation with a parameter.
(which is a value type in Eiffel terminology) INTEGER, since the call to agency.cancel_ticket would bind the variable
ticket_id before the query call to retrieve the ticket number. Second, assume that two competing transactions execute
the same routine simultaneously (the modified version of the routine plan_holidays), and use the same travel agency.
Since an atomic feature denotes an optimistic concurrency control scheme, and this routine is indeed marked as atomic,
the processor owning the travel agency will not be locked. At commit time, the concurrency control mechanisms
will detect a conflict (Section 5.3) and will trigger the rollback of the atomic operations that were executed in the
context of the transaction, as well as the compensation of the non-atomic operations. The risk here is clearly that
the compensation routine cancel_ticket might be called with a wrong parameter. The conflict that triggered the
compensation process might very well arise from the fact that another client ordered a ticket in between the two
lines of code above. In this particular case the query agency.last_ticket_ordered will return the ticket_id of another
client. This is the price to pay for compensation: in certain cases, such as this one, the programmer has to be aware
that the compensation process might be hampered by the very race condition that caused the transaction to be rolled
back.
In fact, the use of any object in a compensation clause has to be carefully considered, should that object be returned
from another call preceding, or as above, even following the compensated one within the atomic block. The call that
yielded the object will namely have to be rolled back in case the transaction cannot commit, which makes such an
object somewhat a witness of something that never happened.
6.2. Optimistic versus pessimistic control
As mentioned in Section 5.3, the scheduler makes sure that transactions only execute on involved processors if these
are not locked by non-atomic features. The rationale underlying this choice is straightforward: delaying a transaction is
far less harmful than revoking a lock from a non-atomic feature holding that lock. In the latter situation, the semantics
of such a feature are violated. If the feature’s execution is pursued, safety is hampered as the programmer devised
the code believing that it would execute in mutual exclusion, while it will not provide these guarantees. Aborting the
feature by throwing an exception is an alternative, though one which, unlike in the case of an atomic feature, leaves
the programmer with the burden of recovering from the execution of only parts of a feature. And this with possibly no
clear knowledge of what the very “parts” are, given the asynchrony of the SCOOP model outlined in Section 2.3.
Inversely, ongoing transactions can be aborted if conflicts arise with lock requests issued through the parallel
execution of non-atomic features. If an atomic feature executes simultaneously with a non-atomic feature on an
overlapping set of objects, the non-atomic feature will execute with a seemingly higher priority. A transaction
corresponding to the atomic feature is immediately aborted if a non-atomic feature requires locks on the processors
of objects accessed by that transaction. Through the absence/impossibility of global synchronization in the distributed
settings we consider, it is namely impossible to know if in such a case the atomic feature or the non-atomic feature
was “issued” first. Thus, prioritizing the atomic feature in this case is impossible, as it is not possible to enforce the
execution of that feature first, since its execution might start before the non-atomic feature on some processor, but
after it on some other.
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6.3. Deadlocks and livelocks
As pointed out in Section 2.4, SCOOP tends to introduce deadlocks. Basically, any cycle of nested feature calls
(i.e., an object O1 calls O2...On , which calls O1) can lead to a deadlock. If all calls are made to query features, the
deadlock is guaranteed. Due to the fact that a processor can own more than one object, a deadlock can even occur if at
some point an object O1 calls (transitively through nesting) an object, distinct from O1, which happens to be owned
by the same processor as O1.
In T-SCOOP, such scenarios are currently not dealt with in an entirely satisfactory manner. Through the absence
of intra-object concurrency (see Section 5.3), a cycle leads to delaying the feature call which closes the cycle until
the scheduler times out, since the processor of the invoked object is still busy executing on the source of the (to be
closed) cycle (O1 above). Therefore, transactions containing such cycles will be continuously aborted, thus potentially
leading to a livelock-like situation. We are currently working on investigating “intra-domain” concurrency for that
extent, where the domain refers to the set of objects under control of a processor. The main issues in this context
are the questions what is the set of objects that can indeed be made accessible safely in such situations, i.e., without
risking race conditions, and which kind of features/actions are permissible on these objects.
6.4. Implicit versus explicit compensation
A final note concerning compensation. First, it is important to emphasize that compensation is not considered
here as a replacement to the exception mechanism (as was mentioned in Section 4.3). Consider the following atomic
routine:
r atomic a1 ÷ c1; a2 ÷ c2; a3 end
Calls to routines a1 and a2 will respectively be compensated with calls to routines c1 and c2, if and only if the
transaction is aborted and the calls to a1 and a2 completed successfully. If for instance an exception occurs in the call
to a1, the compensation routine c1 will not be called.
Second, we claim that compensation code is very often written by the application developer, but is deeply embedded
in an exception clause. Let’s assume that the programmer cannot benefit from the mechanisms that we described so far.
He will have to add in the exception clause of routine r some application logic that checks: whether a1 was completed
but not a2 and a3, whether a2 was completed but not a1 and a3, whether a1 and a3 was completed but not a2 etc.,
and act accordingly. The benefit of our approach consists in structuring the compensation code that is typically found
in exception clauses by making it explicit right where it belongs — in the routine itself next to the corresponding
non-atomic feature call.
The mechanism goes further by forcing the application developer to cater for cases where compensation is needed.
One may argue that this adds little value since the programmer can always write a compensation routine that is not
meaningful (possibly even an empty one). But this not any different from forcing the application developer to specify
exception clauses in Java for instance — the programmer can always write an empty exception clause. In both cases
of exception handling and compensation the conclusion is following: the mechanisms are here to provide guidance,
but can of course not absolve the programmer from catering for the case when things go wrong. Ultimately, only the
programmer can define which are the appropriate actions to take when a problem arises.
7. Related work
Literature is rich on reports around work on transactional systems (see [26,8] among many others). The interest in
transactional systems has further increased during the past years in the light of some important advances in support
for transactions at the hardware and operating system level e.g., [12].
The concept of nested transactions has been explored for more than 20 years after the seminal work of Moss [20].
Its application in the context of the Argus language was thoroughly described by Liskov et al. [16,15]. The open nested
transaction model [25] offers a variant of nested transactions in which the effects of a transaction after a commit are
visible to all the other transactions in the system, and not just to the parents of the subtransaction.
A Saga [7] is a long-lived transaction that can be broken up into smaller subtransactions that can be interleaved
with other transactions. Like our proposal, the Saga model is based on the idea of using backward as well as forward
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recovery through compensation. The original Saga proposal was targeted towards database integration, whereas our
approach focuses on lightweight transactions. Also, the work on the Saga model does not consider any issues that are
specific to object-oriented programming, like inheritance and polymorphism, explored in this paper.
The ConTract model [24,22] (using concepts similar to those of Saga) is based on the idea of forward recovery
(compensation), and allows the breaking of long-running transactions into multiple “steps”. Leymann introduces
the related concept of Compensation Sphere [13] where activities with transactional implementation and activities
with non-transactional implementation can be mixed as well [14]. Harris [10] provides language level support for
transactional execution, but provides exactly-once execution of the statements whereas we settled for at-most-once
semantics. Butler et al. [2] proposed a formalization of a compensation language in CSP which influenced the
compensation scheme we proposed.
8. Conclusions and future work
We have presented an extension of the SCOOP (Simple Concurrent Object-Oriented Programming) [17] model
called T-SCOOP (Transactional SCOOP). Our extension consists in augmenting SCOOP with transactional semantics.
These semantics support the declaration of atomic features. This extension embraces the many recent advances in
support for transactional concurrency mechanisms at the operating system level, and also promotes reliable distributed
programming.
In T-SCOOP, we combine both pessimistic and optimistic concurrency schemes, as well as backward (rollback)
and forward (compensation) recovery schemes. Through inherent language support, the programmer is safely guided
through corresponding choices. Compensation, in particular, makes it possible to make use of legacy code, and span
transactional semantics across features whose effects by their very nature cannot be simply rolled back. As pointed out
in this paper, the choice of using compensation is however not a perfect solution, but rather a “best-effort” approach
which, by being application-dependent, cannot be handled by the compiler on behalf of the programmer but impacts
design choices.
The implementation of distributed SCOOP is currently being finalized. We are in the process of integrating it with
the concepts presented for T-SCOOP in this paper. We are currently investigating formal models for the constructs
described in this paper, both regarding the transactional execution as well as the syntax and type system extensions
proposed for T-SCOOP. The difficulties of putting compensation to work safely discussed in this paper might give rise
to a yet more elaborate language support for compensation.
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