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Adleman used biological manipulations with DNA strings to solve
some instances of the Directed Hamiltonian Path Problem. Lipton showed
how to extend this idea to solve any NP problem. We prove that exactly
the problems in PNP=2p2 can be solved in polynomial time using Lipton’s
model. Various modifications of Lipton’s model, based on other DNA
manipulations, are investigated systematically, and it is proved that their
computational power in polynomial time can be characterized by one of
the complexity classes P, 2p2 , or 2
p
3. ] 1996 Academic Press
1. INTRODUCTION
In the recent years several new ideas have been developed to use nonelectronic
natural phenomena for real, efficient computation. In classical electronic-based com-
putations the information is stored and modified bitwise by electric and electromagnetic
means. It is typical in this kind of computation that the number of steps performed
per time unit is huge but the number of processors running in parallel is small. The
main objective for the new approaches mentioned above is not to speed up the
number of steps per time unit but to increase the degree of parallelism considerably.
In 1985 Deutsch [Deu85] proposed computers using quantum-physical effects to
store and modify information. The quasi-probabilistic physical effect of ‘‘quantum
parallelism’’ allows one to construct quantum algorithms that solve certain problems
faster than any known probabilistic algorithm. In [Deu85] quantum Turing machines
are introduced as a theoretical model of this kind of computation. In [Sho94] quantum
machine algorithms for the discrete logarithm and for integer factoring are given which
run in polynomial time. For both of these problems, no sequential polynomial time algo-
rithms are known. In 1992 Valiant pointed out (see [BV93]) that the class of problems
solvable in polynomial time by Quantum Turing Machines is included in PPP.
In 1994 different approaches came up that used the biological properties of DNA
strings to store and modify information. The general idea is to use a large number
of DNA strings as ‘‘processors’’ which compute in parallel. In [Pud94] Pudla k
introduced genetic Turing machines that are probabilistic machines which can
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simulate the evolution of a population of strings using two special operators con-
trolling the inheritance and the survival of strings. In this model, on each of the
randomly chosen paths one string is processed. It is proven in [Pud94] that the
class of problems which can be solved by genetic Turing machines in polynomial
time coincides with the class PSPACE, the class of problems solvable by sequential
algorithms with polynomially bounded memory. Thus, the full power of parallelism
is incorporated in the model of genetic Turing machines.
Also in 1994, Adleman [Adl94] used biological experiments with DNA strings to
solve some particular instances of the directed Hamiltonian path problem which is
considered to be intractable because of its NP-completeness. In [Lip94] Lipton showed
how to extend this idea to solve any NP problem and discussed the practical relevance
of this approach. He defined a model of biological computing that has, besides the classi-
cal means, the ability of manipulating large collections of DNA strings (in test tubes).
Performing one of the special operations on a test tube means some simple manipulation
of each of the strings in the test tube. In that way each DNA string corresponds to a piece
of information, and all these pieces can be modified in parallel.
In the present paper we characterize the power of Lipton’s model and some
modifications of it. Our main issue is to develop Adleman’s and Lipton’s ideas as
an interesting new theoretical approach to parallel computing: the manipulation of
large sets of strings. Therefore we introduce in Section 2 the programming language
DNA-Pascal as a model of DNA-computing. The various versions of DNA-Pascal
differ by the collection of operations and tests on test tubes (that can simply be seen
as set variables). In Section 3 we prove that the class of problems which can be
solved in polynomial time via Lipton’s model coincides with PNP=2p2 . (For basic
notions in complexity theory see for example [BC94].) Some crucial properties
characterize the computational power of set operations (see Section 4): namely the
block property, the select property, and the identify property. For given combina-
tions of those properties of operations, the following figure indicates the computa-
tional power of polynomial-time DNA-Pascal when using the membership test
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(ME), the emptiness test (EM), or the subset test (SU). In Section 5 and Section 6
one can find the proofs of the lower and upper bounds that lie behind the overview
of the computational power of the various selections of set operations and set tests.
2. DNA-PASCAL: A MODEL OF DNA-COMPUTING
To describe algorithms for DNA-computers we introduce DNA-Pascal, a kind of
reduced Pascal operating only on variables and arrays for non-negative integers
supplied by a new type of variable for finite sets of words and some special instruc-
tions including these variables. By one of the usual one-to-one encodings we iden-
tify natural numbers with words over a finite alphabet 7. Thus we refer to variables
for natural numbers also word variables. In the context of genetics and following
Adleman’s and Lipton’s ideas, [A, C, G, T] should be the alphabet of our choice.
However, for simplicity we use the alphabet [0, 1]. Note that all the results below
do not depend on the choice of the alphabet.
The different types of DNA-computers we will consider use in addition to the
classical Pascal instructions the following instructions with set operations and con-
ditions with set tests. Let k0 and m1 be variables for natural numbers, let
a, b # [0, 1], let x be a word variable, and let T, T1 , and T2 be set variables. Let
I(x) # [0, 1]* be the contents of the word variable x, and let I(T )[0, 1]* be the
contents of the set variable T in a given moment. We define the cut operation " by
"av=df v and "==df =. The following table shows the instructions with set opera-
tions:
Abbr. Name Instruction New contents I(T ) of T
UN Union T :=T1 _ T2 I(T1) _ I(T2)
IN Initialization T :=In(k) [0, 1]k
CO Concatenation T :=T1 } T2 I(T1) } I(T2)
LC Left Cut1 T :="T1 [ "z | z # I(T1)]
SW Subword Building T :=Sw(T1) [ y | _v _w(vyw # I(T1))]
LA Left Adding1 T :=a } T1 [a] } I(T1)
EQ Bit Equalization T :=Eq(T1 , m, a) [vaw | (v0w # I(T1) 7 v1w # I(T1))
7 |v|=m&1]
BS Bit Swap T :=Bs(T1 , m, a, b) [vaw | v0w # I(T1) 7 |v|=m&1]
_[vbw | v1w # I(T1) 7 |v|=m&1]
BX Bit Extraction T :=Bx(T1 , m, a) I(T1) & ([0, 1]m&1 a[0, 1]*)
BR Bit Replacement T :=Br(T1 , m, a, x) [vI(x)w | vaw # I(T1) 7 |v|=m&1]
BL Length-preserving T :=Bl(T1 , m, a, b) [vbw | vaw # I(T1) 7 |v|=m&1]
Bit Replacement
Note that we are going to study the most important properties of operations
(with respect to their computational power), but we want to keep the number of
operations considered here as small as possible. Thus we leave out all the subword
operations that could be defined analogously to the bit operations (e.g., subword
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extraction with the syntax T :=Sx(T1 , x) and the semantics I(T )=I(T1) &
([0, 1]* I(x)[0, 1]*), or subword replacement with the syntax T :=Sr(T1 , x, y)
and the semantics I(T )=[vI( y) w | vI(x) w # I(T1)]). It turns out that these opera-
tions have the same computational power as their bit operation counterparts
(which can be proved with little coding tricks).
The following table shows the conditions with set tests:
Abbr. Name Condition Condition is interpreted to be true if
ME Membership Test x # T I(x) # I(T )
EM Emptiness Test T=< I(T )=<
SU Subset Test T1T2 I(T1)I(T2)
The input of a DNA-Pascal program is a string or a tuple of strings from [0, 1]*
which are given as the initial value of a word variable (or several word variables,
resp.). The other variables used in the program are initially empty, i.e., word
variables have value = and set variables have value <. The computation can be ter-
minated by the instructions ‘‘accept’’ or ‘‘reject’’ with the obvious semantics.
To the time complexity of such programs: To avoid the production of very long
strings in a few steps we adapt the idea of the logarithmic cost criterion. The execu-
tion time of an operation T := } } } is estimated as the length of the longest word in
T after the execution of this operation. Since we assume the set variables to be
initially empty, it is evident that during a polynomially time-bounded operation
every string in a set variable would be polynomially length-bounded.
Note that we do not need a special operator for assignment, because
T :=T1 _ T1 has the same effect as T :=T1 (which we will use for short in the
following). Nevertheless it is worth stating that copying a test tube is considered to
be a realistic manipulation (see [Lip95]).
In this paper we are interested in DNA-Pascal programs that run in polynomial
time and use different collections of set operations and tests. Therefore we define
Definition 1. Let O and T be collections of set operations and set tests,
respectively DNA(O, T)-P is the class of problems that can be decided in polyno-
mial time via DNA-Pascal programs which use set operations from O and set tests
from T.
Obviously, these classes are closed under polynomial time Turing reducibility.
Proposition 2. PDNA( O , T )-P=DNA(O, T)-P for every collection O of set
operations and every collection T of set tests.
3. THE POWER OF LIPTON’S MODEL
In [Lip94] Lipton made a first step to formalize Adleman’s ideas of computing
with DNA strings [Adl94]. He considered the following operations and tests to be
realistic according to the possibilities to manipulate DNA strings in test tubes
(which are set variables in DNA-Pascal):
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v union operation (corresponds to our operation UN) which is not stated
explicitly as an operation in [Lip94] but used implicitly,
v operation of initialization (corresponds to our operation IN) which also is
not stated explicitly as an operation in [Lip94] but is used in this way,
v extract operation (corresponds to our operation BX),
v amplify operation, i.e., copying test tubes (this is reflected by our semantic
of DNA-Pascal which allows the use of set variables at various times without
destroying their values),
v detect operation (corresponds to our test EM).
This translation of Adleman’s and Lipton’s ideas of ‘‘computing with molecular
biology’’ into the language of DNA-Pascal is a further step of formalization and
will allow us to give a precise characterization of the power of this kind of comput-
ing. The class of problems which can be solved in polynomial time ‘‘via molecular
biology’’ appears to be the class DNA([UN, IN, BX],[EM])-P.
In [Lip94] Lipton showed that the NP-complete problem 3-SAT is decidable by
these means in polynomial time. We are now going to present Lipton’s proof using
DNA-Pascal.
Theorem 3 [Lip94]. 3-SAT # DNA([UN, IN, BX], [EM])-P.
Proof. Let H(x1 , ..., xn)#ki=0 (x
a(i, 1)
_(i, 1) 6 x
a(i, 2)
_(i, 2) 6 x
a(i, 3)
_(i, 3)) be a propositional for-
mula in CNF having three literals in each clause, _(i, j) # [1, ..., n] and
a(i, j ) # [0, 1] with x0=cx and x1=x. Note that (xa=1) W (x=a). The follow-
ing program in DNA-Pascal decides in polynomial time whether H # 3-SAT or not:
begin
T :=In(n); (put all possible ‘‘assignment strings’’ in T )
for i :=0 to k do
begin
T1 :=Bx(T, _(i, 1), a(i, 1); (select all strings from T satisfying xa(i, 1)_(i, 1))
T2 :=Bx(T, _(i, 2), a(i, 2); (select all strings from T satisfying xa(i, 2)_(i, 2))
T3 :=Bx(T, _(i, 3), a(i, 3); (select all strings from T satisfying xa(i, 3)_(i, 3))
T :=T1 _ T2; T :=T _ T3 (collect all strings satisfying the clauses 0, 1, ..., i )
end;
if T=< then reject else accept (only assignments satisfying all clauses
are left in T)
end
K
Now we are ready to show that the class of all problems that can be decided by
Lipton’s model coincides with a well-known complexity class:
Theorem 4. DNA([UN, IN, BX], [EM])-P=2p2 .
Proof. $: This follows from a chain of inclusions that use Proposition 2 and
Theorem 3:
2p2=P
NP=P3-SAT 
T3
PDNA([UN, IN, BX], [EM])-P =
P2
DNA([UN, IN, BX], [EM])-P.
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: Let L be a language decidable by a ([UN, IN, BX], [EM])-DNA-Pascal
program P in time p where p is a polynomial. Let T1 , ..., Tk be the set variables in
that program. These set variables have an influence on the result of the computa-
tions only by emptiness tests. We show how to simulate the emptiness tests in the
program. Therefore we define
RP=df [(x, a1 } } } am , z, i, t) | z # Ti at step t of program P on input x and
there have been m tests before step t and
a1 , ..., am # [0, 1] are the results of these tests].
That Rp is in P can be seen as follows. To decide (x, a1 } } } am , z, i, t) # RP we
basically simulate the program P. We introduce new variables s1 , ..., sk for natural
numbers with the intention that the value of sj should be 1 if z # Tj in the actually
simulated step and 0 otherwise. This is achieved by replacing the set instructions in
P by Pascal instructions without set variables. Here is the table of replacements (let
z(m) be the m th symbol in the word z):
Set Instruction Replaced by Pascal Instruction
Tj :=Tu _ Tv sj :=max(su , sv)
Tj :=In(n) if |z|=n then sj :=1 else sj :=0
Tj :=Bx(Tu , m, a) if z(m)=a then sj :=su else sj :=0
The r th test (r=1, ..., m) is replaced by the test ‘‘ar=1’’. Finally, after having
simulated t steps of P in such a way, the answer to (x, a1 } } } am , z, i, t) # RP is the
value of si at this moment.
Now we are ready to describe the simulation of the ([UN, IN, BX], [EM])-
DNA-Pascal program P by an ordinary Pascal program P$ using a coNP-oracle.
First observe that since the running time of P on x is bounded by p( |x| ), the length
of the words in the set variables also are bounded by p( |x| ). Thus an emptiness test
Ti=< in step t of the computation of P on x can be replaced by the query
c_z( |z|p( |x| ) 7 (x, a1 } } } am , z, i, t) # RP),
assuming that there have been exactly m tests before with the results
a1 , ..., am # [0, 1]. This is clearly a question to a coNP-oracle. Since P$ can collect
the answers to all oracle queries already made (which are identically with the
corresponding emptiness test results of P) the answer string a1 } } } am needed for the
next query is known.
Therefore we can decide L with a polynomially time-bounded Pascal program
without set variables that asks queries to a coNP-oracle (or, equivalently, to an
NP-oracle). K
4. DIFFERENT SETS OF OPERATIONS AND TESTS
In this section we first discuss different groups of operations and tests and then
we give a complete overview about the computational power of the various selec-
tions of operations and tests.
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The operation of joining two test tubes is so natural and elementary that we will
include the operation UN in every set of operations. In the same way it is assumed
that the operation IN is always available, since without any initialization the
initially empty set variables cannot really be used.
The following lemmas state some easy-to-prove relations between different opera-
tions and tests.
Lemma 5. In the following graph an edge
O2
|
O1
in upward direction means that the
operations from set O1 can be simulated by the operations from set O2 if UN and IN
are available, i.e., DNA(O _ O1 , T)-PDNA(O _ O2 _ [UN, IN], T)-P for all
collections O of set operations and all collections T of set tests:
[BR]
[CO, BX] [BL]
[LA] [BS] [BX]
[EQ] [SW] [LC]
Lemma 6. For all collections O of the set operations and all collections T of set
tests,
1. DNA(O, T _ [EM])-PDNA(O _ [UN, IN], T _ [SU])-P,
2. DNA(O, T) _ [EM])-PDNA(O _ [UN, IN, OP], T _ [ME])-P for
OP # [LC, SW, EQ].
[SU]
[ME]
[EM]
The following theorem gives a complete overview of the complexity classification
of the classes DNA(O, T)-P for all possible O[UN, IN, CO, LC, SW, LA, EQ,
BS, BX, BL, BR], such that UN, IN # O, and all possible T[ME, EM, SU]. The
term _
A1
b
Ak& stands for an arbitrary nonempty subset of [A1 , ..., Ak], whereas the
term _
&
A1
b
Ak& stands for an arbitrary subset (including the empty set) of [A1 , ..., Ak].
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Theorem 7. If the crossing of row O and column T in the following table con-
tains the complexity class K then DNA(O _ [UN, IN], T)-P=K.
O T
[ME] [EM] [ME] _ [EM] _
&
ME
EM&_ [SU]
_&CO&__
&
LC
SW& P (U1) P (U1) P (U1) P (U1)
_&CO&__
&
LC
SW&_ [LA] P (U2) P (U2) P (U2) (L1) 2P2 (U3)
_&CO&__
&
LC
SW&__&LA&__EQBS& (L2) 2P2 (U7) P (U4) (L2) 2P2 (U7) (L5) 2P3 (U8)
_&CO&_ _&LA&_ [BX] P (U5) (L3) 2P2 (U6) (L3) 2P2 (U6) (L3) 2P2 (U6)
_&CO&__LCSW&__&LA&_ [BX] (L3) 2P2 (U7) (L3) 2P2 (U7) (L3) 2P2 (U7) (L4) 2P3 (U8)
_&CO&__
&
LC
SW&__&LA&__EQBS&_ [BX] (L3) 2P2 (U7) (L3) 2P2 (U7) (L3) 2P2 (U7) (L5) 2P3 (U8)
_&CO&__
&
LC
SW&__&LA&__
&
EQ
BS&__&BX&__BLBR& (L3) 2P2 (U7) (L3) 2P2 (U7) (L3) 2P2 (U7) (L5) 2P3 (U8)
The marks (Li) (and (Uj), resp.) indicate that the lower bound results K
DNA(O _ [UN, IN], T)-P (the upper bound results DNA(O _ [UN, IN], T)-PK,
resp.) follow, using Lemma 5 and Lemma 6, easily from Lemma Li (Lemma Uj , resp.)
stated below and proved in Section 5 (Section 6, resp.).
Note that 3-SAT is an NP-complete problem, and the problem 3-\SAT which is
defined as the set of all propositional formulas H(x1 , ..., xn , y1 , ..., ym) in CNF with
three literals per clause such that \b1 } } } \bm_a1 } } } _an(H(a1 , ..., an , b1 , ..., bm)=1)
is 6 p2 -complete. Thus the membership of 3-SAT (3-\SAT, resp.) in DNA( } } } )-P
has the immediate consequence
2p2=P
NP=P3-SATPDNA( } } } )-P=DNA( } } } )-P
(2p3=P
6p2=P3-\SATPDNA( } } } )-P=DNA(. . .)-P, resp.)
Lemma L1. 3-SAT # DNA([UN, IN, LA], [SU])-P.
Lemma L2. 3-SAT # DNA([UN, IN, EQ], [ME])-P.
Lemma L3 (Theorem 3). 3-SAT # DNA([UN, IN, BX], [EM])-P.
Lemma L4. 3-\SAT # DNA([UN, IN, [ LCSW], BX], [SU])-P.
Lemma L5. 3-\SAT # DNA([UN, IN, EQ], [SU])-P.
Lemma U1. DNA([UN, IN, CO, LC, SW], [ME, SU])-PP.
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Lemma U2. DNA([UN, IN, CO, LC, SW, LA], [ME])-PP.
Lemma U3. DNA([UN, IN, CO, LC, SW, LA], [SU])-P2P2 .
Lemma U4. DNA([UN, IN, CO, LC, SW, LA, BS], [EM])-PP.
Lemma U5. DNA([UN, IN, CO, BX], [ME])-PP.
Lemma U6. DNA([UN, IN, CO, BX], [SU])-P2p2.
Lemma U7. DNA([UN, IN, CO, BR], [ME])-P2p2.
Lemma U8. DNA([UN, IN, CO, BR], [SU])-P2p3.
Let us discuss the results of Theorem 7. It seems that the computational power
of the set operations strongly depends on the possession of certain crucial proper-
ties. An operation is said to have
v the block property if it preserves the property of sets to contain for every
i # N either all words of length i or no word of length i,
v the select property if it can exclude words from a given set (the remaining
words being modified or not),
v the identify property if it can identify different words. In particular, opera-
tions which can replace or cut symbols or subwords are of this type.
The following table shows which properties are possessed by our operations
Operation
Property
UN
IN
CO
LC
SW
LA
EQ
BS
BX
BL
BR
Non-block & & + + + +
Select & & & & + +
Identify & + & + & +
Now the computational power of the operations can be explained as follows.
v The select property seems to be responsible for the complexity of the empti-
ness test: If an operation with select property is available, then the emptiness test
makes polynomially time-bounded DNA-Pascal as powerful as 2p2 , otherwise it
does not increase the power of DNA-Pascal.
v If only operations with block property are available, then no set test can
increase the power of DNA-Pascal. Otherwise the subset test makes polynomial-
time bounded DNA-Pascal as powerful as 2p2 .
v If an operation with non-block and identify properties is available, then the
membership test (subset test) makes polynomial-time bounded DNA-Pascal as
powerful as 2p2 (2
p
3 , resp.). In the presence of a select operation a simple identify
operation has the same effect.
This classification can be a useful tool to obtain hints about the power of other
operations not studied in this paper.
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5. LOWER BOUNDS
Lemma L1. 3-SAT # DNA([UN, IN, LA], [SU])-P.
Proof. Let H(x1 , ..., xn)#ki=1 Ci be a propositional formula and Ci a clause
with three literals. We define the flags
e1ji=df {1,0
if xj in Ci
otherwise
and e0ji=df {1,0
if xj in Ci
otherwise
.
Let a1 , ..., an # [0, 1] be the assignments to x1 , ..., xn . We construct ‘‘assignment
strings’’ of the form v(a1a2 } } } an)=df ea111e
a1
12 } } } e
a1
1k e
a2
21e
a2
22 } } } e
a2
2k } } } e
an
n1e
an
n2 } } } e
an
nk .
Further on we need the set KH=df [v(a1a2 } } } an) | a1 , a2 , ..., an # [0, 1]] of all
possible assignment strings and the set LH= df ki=1 ([0, 1]
i&1 0[0, 1]k&i)n of all
assignment strings belonging to non-satisfying assignments. Now we conclude
H # 3-SAT  KH 3 LH , and KH and LH can easily be produced with the given
operations and put into two set variables. K
Lemma L2. 3-SAT # DNA([UN, IN, EQ], [ME])-P.
Proof. Let H(x1 , ..., xn)#ki=1 Ci be a propositional formula and Ci a clause
with three literals. Let a1 , ..., an # [0, 1] be the assignments to x1 , ..., xn . We define
u(a1 } } } an)=df c1 } } } ck where ci=1 if and only if (a1 , ..., an) satisfies Ci . One can
generate the set TH=df [u(a1 } } } an) | a1 , ..., an # [0, 1]] easily by using the opera-
tions UN, IN, and EQ, and we have H # 3-SAT  1k # TH . K
Lemma L4. 3-\SAT # DNA([UN, IN, [ LCSW], BX], [SU])-P.
Proof.
The LC Case. Let H(x1 , ..., xn , y1 , ..., ym)#ki=1 Ci be a propositional formula
and Ci a clause with three literals each. The question H # 3-\SAT can be decided
by an DNA-Pascal program doing the following:
1. The set T 1H= df [a1 } } } anb1 } } } bm # [0, 1]
n+m | H(a1 , ..., an , b1 , ..., bm)=1]
is constructed as in the proof of Theorem 3.
2. The set T 2H=df [b1 } } } bm | _a1 } } } _an(H(a1 , ..., an , b1 , ..., bm)=1)] is con-
structed by applying LC n times to T 1H .
3. H is accepted if and only if [0, 1]mT 2H .
The SW Case. Again let H(x1 , ..., xn , y1 , ..., ym)#ki=1 Ci be a propositional
formula and Ci a clause with three literals each. To decide the question H # 3-\SAT
we want to follow the ideas of the proof of the LC case, but we have to face the
problem that by dividing the strings into substrings we do not know anymore
where the substring b1 } } } bm starts. To overcome this we introduce an additional
structure to the assignment strings: instead of strings a1a2 } } } al with
a1 , a2 , ..., al # [0, 1] we use new strings w(a1a2 } } } al)=df 0a10a20 } } } 0al 0. Now we
can do the following:
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1. The sets T 1H=df [w(a1 } } } am) 11w(b1 } } } bn) | H(a1 , ..., an , b1 , ..., bm)=1]
and T 2H=df [11w(b1 } } } bn) | b1 , ..., bn # [0, 1]] are constructed starting with IN and
then using BX and UN.
2. We construct the set T 3H : =Sw(T
1
H). Note that T
2
H & T
3
H=
[11w(b1 } } } bn) | _a1 } } } _am(H(a1 , ..., an , b1 , ..., bm)=1)].
3. H is accepted if and only if T 2H T
3
H . K
Lemma L5. 3-\SAT # DNA([UN, IN, EQ], [SU])-P.
Proof. Let H(x1 , ..., xn , y1 , ..., ym)#ki=1 Ci be a propositional formula and Ci
a clause with three literals each. We generate the set TH=df [u(a1 } } } an b1 } } } bm)
b1 } } } bm | a1 , ..., an , b1 , ..., bm # [0, 1]] as in the proof of Lemma L2. Next we
generate T $H=df 1k[0, 1]m, and we conclude H # 3-\SAT  T $H TH .
6. UPPER BOUNDS
Lemma U1. DNA([UN, IN, CO, LC, SW], [ME, SU])-PP.
Proof. The exclusive use of the operations UN, IN, CO, LC, and SW has the
consequence that the sets produced in the set variables contain for every i # N either
every word of length i or no word of length i. Hence, every set variable can be
replaced by an array storing the word lengths occurring in this variable. Every test
can easily be simulated by consulting these arrays. K
Lemma U2. DNA([UN, IN, CO, LC, SW, LA], [ME])-PP.
Proof. Let L be a language decidable by a ([UN, IN, CO, LC, SW, LA], [ME])-
DNA-Pascal program P in time p where p is a polynomial. Let T1 , ..., Tk be the set
variables in that program. As in the proof of Theorem 4 we define the set
Rp= df [(x, a1 } } } am , z, i, t) |z # Ti at step t of program P on input x and
there have been m tests before step t and
a1 , ..., am # [0, 1] are the results of these tests].
Also in this more general case the set RP is in P. However, the argument is a bit
more sophisticated than in the case of Lipton’s model where the strings in the set
variables are never modified during the computation. In the present case the strings
can be concatenated, divided, cut, and extended. To decide (x, a1 } } } am , z, i, t) # RP
it is now not sufficient to study the membership history of z # Tj for all j # [1, ..., k]
during the corresponding run of P on x but also this history for all subwords of z
and their possible extensions. Define Q(z)=df [ y | _y1 , y2(z= y1yy2)] as the
set of all subwords of z. We introduce three-dimensional arrays s1 , ..., sk with
the intention that for all y # Q(z) sj[ y, r, s] should be 1 if and only if
[0, 1]r y[0, 1]s & I(Tj){<. Now we replace the set instructions in P by Pascal
instructions without set variables. Without loss of generality we assume that, for
every instruction Tj :=Tu } Tv in P, it holds that j{u and j{v. Here is the table
of replacements:
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Set Instruction Replaced by Pascal Instruction:
for ( y # Q(z) and r, s # [0, 1, ..., p(n)) do
Tj :=Tu _ Tv sj [ y, r, s] :=max(su[ y, r, s], sv[ y, r, s])
Tj :=In(n) if | y|+r+s=n then sj [ y, r, s] :=1
Tj :=Tu } Tv sj [ y, r, s] :=maxy1 y2=y su[ y1 , r, 0] } sv[ y2 , 0, s]
Tj :="Tu sj [ y, r, s] :=su[ y, r+1, s]
Tj :=Sw(Tu) sj [ y, r, s] :=max rr$p(n)
ss$p(n)
su [ y, r$, s$]
Tj :=a } Tu begin
if ay # Q(z) then sj [ay, 0, s] :=su[ y, 0, s];
sj [ y, r+1, s] :=su[ y, r, s]
end
Now let this modified program run on input x where the rth test is replaced by the
test ‘‘ar=1’’ (r=1, ..., m). Finally, after having simulated t steps of P in such a way,
the answer to (x, a1 } } } am , z, i, t) # RP is the value of si[z, 0, 0] at this moment.
The simulation of the DNA-Pascal program P on input x by a Pascal program
with oracle is exactly as in the proof of Theorem 4, where a membership test z # Ti
(in step t with exactly m tests before that have the results a1 , ..., am) can be replaced
by the oracle query (x, a1 } } } am , z, i, t) # RP which is a query to a P-oracle. Thus
L # PP=P. K
Lemma U3. DNA([UN, IN, CO, LC, SW, LA], [SU])-P2p2.
Proof. This case is very similar to the U2 case. The difference is only that subset
tests instead of membership tests have to be replaced by oracle queries. Such a sub-
set test Ti Tj in step t can be replaced by the oracle query
\z(( |z|<p( |x| ) 7 (x, a1 } } } am , z, i, t) # RP) O (x, a1 } } } am , z, j, t) # RP),
assuming that there were exactly m tests before with the results a1 , ..., am . However,
this is a query to a coNP-oracle. Thus L # PcoNP=2p2 . K
Lemma U4. DNA([UN, IN, CO, LC, SW, LA, BS], [EM]P.
Proof. Let L be a language decidable by a ([UN, IN, CO, LC, SW, LA, EQ],
[EM])-DNA-Pascal program P in polynomial time. Let T1 , ..., Tk be the set
variables in that program. To replace an emptiness test in P we just have to know
at any time of the computation whether the set variables are empty or not. There-
fore we introduce variables s1 , ..., sk with the intention that si=0 if and only if Ti
is empty. Set instructions in P are replaced by Pascal instructions without set
variables. Here every initialization Tj :=In(n) is simulated by sj :=1. Union
Tj :=Tu _ Tv and concatenation Tj :=Tu } Tv are replaced by sj :=max(su , sv) and
sj :=min(su , sv), resp. In the case of left cut Tj :="Tu , subword building
Tj :=Sw(Tu), left adding Tj :=a } Tu , and bit swap Tj :=Bs(Tu , m, a), the ‘‘empti-
ness flag’’ of Tu is inherited by Tj , therefore sj :=su . Now an emptiness test Ti=<
at any time of the program has the same answer as the test ‘‘si=0’’ at that time.
Clearly, such a modified program runs in polynomial time. K
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Lemma U5. DNA([UN, IN, CO, BX], [ME])-PP.
Lemma U6. DNA([UN, IN, CO, BX], [SU])-P2p2.
Proof. The proofs of Lemmas U5 and U6 follow exactly the argumentation of
the proofs of Lemmas U2 and U3. The case is a bit easier here, as the words in the
set variables can only get longer during the computation. Thus we do not have to
study extensions of which we are assumed to be cut off later. Therefore it is suf-
ficient to introduce one-dimensional arrays s1 , ..., sk with the intention that sj[ y]
should be 1 if y # Tj and 0 otherwise for all y # Q(z). Now we replace the set instruc-
tions in P by Pascal instructions without set variables. Without loss of generality
we assume that for every instruction Tj :=Tu } Tv in P, it holds that j{u and j{v.
Here is the table of replacements:
Set Instruction Replaced by Pascal Instruction:
for y # Q(z) do
Tj :=Tu _ Tv sj [ y] :=max(su[ y], sv[ y])
Tj :=In(n) if | y|=n then sj [ y] :=1
Tj :=Tu } Tv sj [ y] :=maxy1 y2=y su [ y1] } sv[ y2]
Tj :=Bx(Tu , m, a) if y(m)=a then sj [ y] :=su[ y] else sj [ y] :=0
K
Lemma U7. DNA([UN, IN, CO, BR], [ME])-P2p2.
Proof. Let L be a language decidable by a ([UN, IN, CO, BR], [ME])-DNA-
Pascal program P in time p where p is a polynomial. Let T1 , ..., Tk be the set
variables in that program. As in the proofs of the preceeding lemmas and Lemma 4
we will replace membership tests by queries to the oracle set RP . We do not know
whether RP is in P, because the BR operation does not allow an easy study of the
history of a word. Our trick now is not to deal with words but with expressions
describing possible histories of the words.
These expressions are defined as follows. The initial creation of a word
b1 b2 } } } bm by Tj :=In(m) is described by the expression H=b1b2 } } } bm . Now let
the expressions H1 and H2 describe the possible history of two words z1 in Tu and
z2 in Tv , resp., at a given moment of the computation. Then after the execution of
Tj :=Tu } Tv the expression (H1)(H2) describes a possible history of the word z1z2
in Tj , and after the execution of Tj :=Br(Tu , m, a, y) the expression (H1) ym, a
describes a possible history of the word vyw in Tj , if z1=vaw and |v|=m&1. If
z1(m){a then (H1) ym, a is not the history of a word. If H describes the history of
a word then define |(H) as this word and define
R$P=df [(x, a1 } } } am , H, i, t) | |(H) # Ti via the history described in H
at step t of program P on input x ;
there have been m tests before step t and
a1 , ..., am # [0, 1] are the results of these tests].
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Obviously | is a polynomial-time computable function. That R$P is in P can be seen
as follows. Define Q$(H) as the set of all subexpressions of H. Now we modify the
program P by introducing one-dimensional arrays s1 , ..., sk with the intention that
sj[H$] should be 1 if |(H$) # Tj via the history described by H$ and 0 otherwise,
for all H$ # Q(H). We achieve this by replacing the set instructions in P by Pascal
instructions without set variables. Here is the table of replacements:
Set Instruction Replaced by Pascal Instruction:
for H$ # Q$(H ) do
Tj :=Tu _ Tv sj [H$] :=max(su[H$], sv[H$])
Tj :=In(n) if H$ # [0, 1]n then sj [H$] :=1 else sj [H$] :=0
Tj :=Tu } Tv if H$=(H1)(H2) then sj [H$] :=su[H1] } sv[H2] else sj [H$] :=0
Tj :=Br(Tu , m, a, y) if (H$=(H1) ym, a) and ((|(H1))(m)=a)
then sj [H$] :=su[H1] else sj [H$] :=0
To decide (x, a1 } } } am , H, i, t) # R$P let the modified program run on x where the
rth test is replaced by the test ‘‘ar=1’’ (r=1, ..., m). Finally, after the simulation of
t steps of P in such a way the answer to (x, a1 } } } am , H, i, t) # R$P is the value of
si[H] at this moment. Now observing
(x, a1 } } } am , z, i, t) # RP
 _H( |H|p( |x| ) 7|(H)=z 7 (x, a1 } } } am , H, i, t) # R$P)
we obtain RP # NP.
The simulation of the DNA-Pascal program P on input x by an ordinary Pascal
program with oracle is as in the proof of Theorem 4, where the replacement of the
membership test z # Ti in step t by the oracle query (x, a1 } } } am , z, i, t) # RP yields
a PNP-computation. K
Lemma U8. DNA([UN, IN, CO, BR], [SU]-P2p3.
Proof. This proof is the same as the proof of Lemma U7 with the only dif-
ference being that subset tests have to be replaced by oracle queries. Such a test
Ti Tj (in step t with exactly m tests before that have the results a1 , ..., am) can be
replaced by the oracle query
\z(( |z|p( |x| ) 7 (x, a1 } } } am , z, i, t) # RP) O (x, a1 } } } am , z, j, t) # RP),
which is a query to a 6 p2 -oracle and leads to a P
62
P
-computation. K
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