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STABILITY OF THE SHADOW PROJECTION AND THE
LEFT-CURTAIN COUPLING.
NICOLAS JUILLET
Abstract. The (left-)curtain coupling, introduced by Beiglbo¨ck and the au-
thor is an extreme element of the set of “martingale” couplings between two
real probability measures in convex order. It enjoys remarkable properties
with respect to order relations and a minimisation problem inspired by the
theory of optimal transport. An explicit representation and a number of fur-
ther noteworthy attributes have recently been established by Henry-Laborde`re
and Touzi. In the present paper we prove that the curtain coupling depends
continuously on the prescribed marginals and quantify this with Lipschitz esti-
mates. Moreover, we investigate the Markov composition of curtain couplings
as a way of associating Markovian martingales with peacocks.
Introduction
There are at least two standard methods to couple real random variables, that
is to obtain a joint law. The first one is the product (or independent coupling)
(µ, ν) 7→ µ⊗ ν, and the other is the quantile coupling (µ, ν) 7→ Law(Gµ, Gν) where
Gµ, Gν are the generalised inverse of the cumulative functions of µ, ν (also called
quantile functions, see Paragraph 1.2). One can easily convince one-self that both
operators are continuous in the weak topology. In this paper we are interested in the
continuity of another method, namely the left-curtain coupling pilc = Curt(µ, ν).
It was recently introduced in [6] by Beiglbo¨ck and the author1 and further studied
by Henry-Laborde`re and Touzi [12]. As defined in [6], pilc is the measure with
marginals µ and ν such that for every x ∈ R, the two marginals of pilc|]−∞,x]×R
are µ]−∞,x] and the so-called shadow (see Definition 2.1) of the latter measure in
ν. We advocated that under the additional constraint E(Y |X) = X on Law(X,Y )
(that can be satisfied neither by Law(X) ⊗ Law(Y ) nor by the quantile coupling,
except in degenerated cases), pilc can be considered as the more natural coupling
of µ = Law(X) and ν = Law(Y ). Indeed it is distinct from the quantile coupling
but can be considered as its natural counterpart under the martingale constraint.
Moreover it enjoys remarkable optimality properties with respect to the natural
martingale variant of the usual transport problem on R, the martingale transport
problem that was introduced in the context of mathematical finance in [17, 3, 10].
See Proposition 2.8 for more details on pilc. One of our main results is that the
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1Right-curtain couplings can be defined symmetrically and the corresponding result can be de-
duced easily. In this paper curtain coupling and monotone coupling indicate left-curtain couplings
and left-monotone couplings respectively
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operator Curt : (µ, ν) 7→ pilc is continuous. Furthermore, we quantify the continuity
with Lipschitz estimates.
Let us emphasise that in close situations the continuity of a coupling operator
may also be false. For this purpose, we consider the Markov composition of two
probability measures on R2. If pi and pi′ have respectively marginals µ1, µ2 and
µ2, µ3 the Markov composition pi◦pi′ is the law of (X1, X2, X3) where Law(Xi) = µi
for i = 1, 2, 3 and X1, X3 are conditionally independent given X2. As observed by
Kellerer [19], this composition (pi, pi′) 7→ pi ◦ pi′ is not a continuous operator. This
observation provides a bridge to the next topic of this paper, namely the recent
elaborations on a famous theorem established by Kellerer also in [19]. In the latter
paper the author restricts the joint laws pi, pi′ to a certain space N of couplings and
proves the continuity of (pi, pi′) 7→ pi ◦ pi′ on N × N . This is the core of the proof
in the celebrated Kellerer theorem that states that if (µt)t≥0 is non-decreasing in
the convex order (see Definition 1.2 and the definitions of Chapter 3) there exists
a Markovian martingale (Mt)t≥0 with Law(Mt) = µt for every t ≥ 0. In our article
we roughly replace N with the space of left-curtain couplings and try to build a
Markovian martingale with prescribed 1-marginals such that, roughly speaking, the
2-marginals between times t and t + dt are left-curtain couplings. Because of the
lack of continuity of the Markov composition for left-curtain couplings, we can not
apply Kellerer’s strategy to obtain the complete Kellerer theorem. Nevertheless we
prove the Markovianity and also the uniqueness in specific cases. We also provide
examples of non-Markovian martingales. Our approach that is detailed in the last
chapter is parallel to the one by Henry-Laborde`re, Tan, and Touzi [11]. We explore
new classes of examples and address new questions as the ones related to (non-
)Markovianity. We postpone the discussion of the overlap as well as the differences
to the respective chapter.
Let us write a short summary on the martingale transport problem seen from
the perspective of the modern theory of optimal transportation on geodesic metric
spaces. A first remark is that the uniqueness of the minimiser pilc of the problem is
typical in the theory. It is usual that the minimiser possesses some structure. In par-
ticular, the usual shape is pi = (Id⊗T )#µ where µ and ν = T#µ are the marginals of
the problem. Such structure results are usually called Brenier–McCann’s theorems
after [8, 27]. The main result in [6] shows a similar behaviour for continuous mea-
sures µ because the Markov kernel characterising pilc is concentrated on two points.
This is the minimal support for martingales. The dual theory of the problem can
also be adapted as explained in [3]. Brenier–McCann theorems are the first step
toward further developments. The next step is to consider probability measures
(µt)t∈[0,1] and in particular the displacement interpolation introduced by McCann
in [26]. In this interpolation µ0 and µ1 are the given marginals of the transport
problem. Instead of considering the usual convex interpolation t 7→ tµ1 + (1− t)µ0,
McCann considers the displacement interpolation t 7→ Law(tX1 + (1− t)X0) where
the law of (X0, X1) is the optimal transport plan. In the martingale setting, this
interpolation does not provide a continuous martingale. The search for an ap-
propriate martingale displacement interpolation may be related to the Skorokhod
embedding problem. See [5] for an approach to this classical problem using the
optimal transport methods. Let us now relate the optimal transport theory to the
peacock problem, which is the modern name given by Hirsch, Profeta, Roynette,
and Yor in [13] for studies related to Kellerer’s Theorem (see Chapter 3 and above).
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In fact an important result in the theory of optimal transportation is the possibility
of deriving a process (Xt)t from any curve (µt)t∈[0,1], K-Lipschitz with respect to
the Wasserstein distance (the distance of optimal transport), such that for every
t ∈ [0, 1], the mean quadratic speed (E(|X˙t|2))1/2 is smaller than K and Law(Xt)
is µt. See [22] for a more precise statement and the monograph [1] where it plays
the role of a key-result in the theory of gradient flows of functionals defined on
Wasserstein spaces. Replacing a curve of probability measures with a probability
measure on trajectories is also our topic in the present paper, but in the martingale
setting.
The paper is organised in three quite separate chapters. The type of results
and proofs are different. Nevertheless, lemmas introduced in part one are required
in part two and the continuity of the left-curtain coupling, proved in part two is
invoked for finitely supported measures in part three (see the discussion before
Lemma 3.10). In the first part we introduce several notions related to positive
measures on R. In particular we introduce the convex order C and the extended
order C,+. We investigate these two orders as well as five other more or less
classical orders on the space of finite real measures with finite first moment. We
prove that they can all be formulated in terms of random variables and deduce
relations between them. Theorem 1.8 may be considered the main result of this
chapter.
We start Chapter 2 with the definitions of the shadow projection (Definition
2.1) and the left-curtain coupling (Definition 2.6), and recall their main properties.
The main theorem and more satisfactory result of this part is Theorem 2.30. It
states that the shadow projection (µ, ν) 7→ Sν(µ) is a Lipschitzian map for the
Kantorovich metric W . Corollary 2.31 is a reformulation of this result for the left-
curtain coupling Curt. Another important feature of this chapter is the development
of a new modified support spt∗(pi) in the theory of [6]. It enhances the rough
definition of left-monotone couplings that appeared in the equivalence between the
three property for couplings: optimal, left-monotone or left-curtain (Proposition
2.8 in the present paper). With Proposition 2.14, it is now possible to determine
whether a coupling pi belongs to this category only by considering the triples of
points in a well-defined set, namely spt∗(pi) ⊆ R2, while in the previous definition
of left-monotone one had to show that there exists Γ ⊆ R2 of full pi-measure with the
desired property for all triples in Γ3. A similar characterisation of left-monotone
couplings is not available with Γ = spt(pi) as explained in Example 2.11. The
developments of the object spt∗ enables us in Theorem 2.16 to extrapolate the
usual proof of the continuity of the left-curtain coupling (see [31, Theorem 5.20]).
However the quantitative Theorem 2.30 does not rely on it but on the important
Lemma 2.32, on the monotonicity of the shadow projection with respect to the
stochastic order.
In Chapter 3 we consider the construction of a martingale (Mt)t fitting a given
curve (µt)t of probability measures, that is such that Law(Mt) = µt for every t.
It is the famous peacock problem of Hirsch, Profeta, Roynette, and Yor [13] that
we present extensively in the introduction of this chapter. Our method is similar
to that of by Henry-Laborde`re, Tan, and Touzi in [11]. It consists of considering
discretisations of µt and composing the transitions given by the left-curtain coupling
using Markov composition. The resulting process is a piecewise constant Markovian
martingale. Letting the mesh of the time partition tend to zero, one may obtain
4 NICOLAS JUILLET
martingale processes that are or are not Markovian. In the final part we give some
typical examples with several different behaviours. For instance in Theorem 3.12
the measures µt are assumed to be finitely supported and we prove uniqueness and
Markovianity. In Proposition 3.2 we merely assume that t 7→ µt is right continuous
and, inspired by [15], prove that there exists at least one limit martingale for the
finite dimensional convergence. We close the paper by suggesting open questions
on this topic.
1. Reminders about the stochastic and convex orders
We consider the space M of positive measures on R with finite first moments.
The subspace of probability measures with finite expectation is denoted by P. For
µ, ν ∈M, the Kantorovich distance defined by
W (µ, ν) = sup
f∈Lip(1)
∣∣∣∣∫ f dµ− ∫ f dν∣∣∣∣(1)
endows (P,W ) with the usual topology T1 for probability measures with finite
first moments. In the definition, the supremum is taken among all 1-Lipschitzian
functions f : R → R. We also consider W with the same definition on the the
subspace mP = {µ ∈M|µ(R) = m} ⊆ M of measures of mass m.
According to the Kantorovich duality theorem, an alternative definition in the
case µ, ν ∈ P is
inf
(Ω,X,Y )
E(|Y −X|)(2)
where X, Y : (Ω,F ,P) → R are random variables with marginals µ and ν. The
infimum is taken among all joint laws (X,Y ), the probability space (Ω,F ,P) being
part of the minimisation problem. Note that without loss of generality (Ω,F ,P) can
be assumed to be ([0, 1],B, λ) where λ is the Lebesgue measure and B the σ-algebra
of Borel sets on [0, 1].
A special choice of 1-Lipschitzian function is the function ft : x ∈ R→ |x−t| ∈ R.
Therefore if µn → µ inM, the sequence of functions uµn : t 7→
∫
ft(x)dµn(x) point-
wise converges to uµ. The converse statement also holds if all the measures have
the same mass and barycenter (see [6, Proposition 4.2] or directly [14, Proposition
2.3]). For every µ ∈ M, the function uµ is usually called the potential function of
µ.
A measure pi on R2 is called a transport plan or a coupling. Let Π(µ, ν) be the
space of transport plans with marginals µ and ν. The subspace ΠM (µ, ν) is defined
as follows
ΠM (µ, ν) = {pi = Law(X,Y ) ∈ Π(µ, ν), E(Y |X) = X},
where the constraint E(Y |X) = X means: E(Y |X = x) = x for µ-almost every
x ∈ R.
We need to define WR
2
, the Kantorovich metric on R2 in order to compare
transport plans. It is defined identically to the 1-dimensional version in (1) and
(2), except that |.| is replace with a norm ‖.‖ of R2. Indeed the choice of a norm
is required in the definition of the 1-Lipschitzian functions in (1) and more directly
in (2). In the same way, we introduce WR
d
for the Euclidean spaces of greater
dimension. It is a metric on P(Rd), the space of probability measures with finite
first moment. We denote by T1(Rd) the topology induced by WRd and Tcb(Rd)
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the usual weak topology. The letters “cb” stay for continuous bounded functions
because they define the weak topology while the former topology is induced by the
continuous functions growing at most linearly at infinity.
Remark 1.1. Let us make precise what is the link between the topologies Tcb(Rd)
and T1(Rd). As explained in [30, Theorem 7.12 with the comments], the two topolo-
gies coincide on each set C made of uniformly integrable measures, as for instance⋃
k{γk}∪{γ} where (γk)k weakly converges to γ. A consequence of this fact is that
for a familly C1, . . . , Cj of subsets of P of this type, the set C of measures pi with
the i-th marginal in Ci for every i ≤ j satisfies itself the uniform integrability. In
fact ∫∫∫
|x1|+···+|xj |≥R
|x1|+ · · ·+ |xj |dpi(x1, . . . , xj) ≤
j∑
i=1
∫
xi≥R/j
|xi|dµi(xi)
where for every i ≤ j, µi ∈ Ci is the i-th marginal of pi. This tends to zero uniformly
on C 3 pi when R goes to infinity.
1.1. Seven partial orders on M. We introduce seven partial orders on M, in-
vestigate their dependance, and explain their meaning in terms of couplings. These
definitions will be useful for a synthetic formulation in Chapter 2, like for instance
in Lemma 2.26. The results of this chapter continue the extension of the convex
order started with the extended order in [6] to other cones of functions. They are
applied in Chapter 2 but may also be interesting in themselves. Even if the results
like Theorem 1.8 and Corollary 1.9 may sound classical and the proofs are easy,
they are to our knowledge the first apparition in the literature.
Definition 1.2. The letter E is a variable for a set of real functions growing linearly
at most in −∞ and +∞. We introduce the set of non-negative functions E+, the
set of non-increasing functions Esto and the set of convex functions EC , all three
are restricted to functions with the growing constraint. For µ, ν ∈M we introduce
the property P (E).
P (E) : ∀φ ∈ E,
∫
φ dµ ≤
∫
φ dν.
For µ, ν ∈M,
• if P (E+) holds, we write µ + ν (usual order),
• if P (Esto) holds, we write µ sto ν (stochastic order or first order stochastic
dominance),
• if P (EC) holds, we write µ C ν (convex order, Choquet order or second
order stochastic dominance),
• if P (EC ∩ E+) holds, we write µ C,+ ν,
• if P (E+ ∩ Esto) holds, we write µ +,sto ν,
• if P (EC ∩ Esto) holds, we write µ C,sto ν,
• if P (EC ∩ E+ ∩ Esto) holds, we write µ C,+,sto ν.
Remark 1.3 (Usual notations). The usual notation for µ + ν is µ ≤ ν. In [29],
D≤ is the notation for the stochastic order sto. In [19], the author simply denotes
C,sto by ≺. In [6], Beiglbo¨ck and the author introduced the extended order E .
The latter is the same as C,+ in this paper.
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1.2. Complements to the stochastic order. Recall that the Lebesgue measure
is denoted by λ. For a measure ν, we note Fν , the cumulative distribution function
and Gν , the quantile function. Recall that Gν(t) = infx∈R{Fν(x) ≥ t}. This
function can be seen as a general inverse of Fν . It is left-continuous and defined
on [0, ν(R)]. Recall also ν = (Gν)#λ|[0,ν(R)], which will be used extensively in this
paper.
The following standard proposition can for instance be found in [29, Theorem
3.1]. See also the introduction of paragraph 1.3. The proof makes use of the quantile
functions.
Proposition 1.4. For µ, ν ∈ P, the relation µ sto ν holds, if and only if there ex-
ists a pair of random variables (X,Y ) on a probability space (Ω,F ,P) with marginals
µ and ν, such that X ≤ Y , P-almost surely.
We can actually choose P = λ[0,1], X = Gµ and Y = Gν . Furthermore, note that
with this representation the pair (X,Y ) gives the minimal value in (2). Indeed the
bound |E(Y )− E(X)| ≤ E(|Y −X|) is always satisfied but if X ≤ Y we also have
E(|Y −X|) = E(Y )− E(X). Actually we have more generally
Lemma 1.5. Let µ, ν be in P. The coupling (Gµ, Gν) defined on Ω = ([0, 1],B, λ)
is optimal in the definition (2) of W (µ, ν). More generally if µ, ν have mass m 6= 1
we have also
W (µ, ν) =
∫
|Gν −Gµ|dλ[0,m] = ‖Gν −Gµ‖1.
Moreover if µ sto ν,
W (µ, ν) =
∫ m
0
(Gν −Gµ)dλ = m
(
1
m
∫
xdµ− 1
m
∫
xdν
)
.
Let us define the rightmost and leftmost measure of mass α smaller that ν.
Denoting the mass of ν by m and assuming α ≤ m, we consider the set S = {µ ∈
M|µ(R) = α and µ + ν}. Let us prove that for any µ ∈ S, we have µ sto να
where να denotes G#λ|[m−α,m]. Let ϕ : R → R be a non-decreasing function,
integrable for the elements of M. Hence∫
ϕdµ =
∫
ϕd(µ ∧ να) +
∫
ϕd[µ− (µ ∧ να)]
≤
∫
ϕd(µ ∧ να) + ϕ(Gν(m− α))[µ− (µ ∧ να)](R)
≤
∫
ϕd(µ ∧ να) + ϕ(Gν(m− α))[να − (µ ∧ να)](R)
≤
∫
ϕdνα.
Indeed να−µ admits a density with respect to ν that is non-positive on ]−∞, Gν(m−
α)] and non-negative on [Gν(m−α),+∞[. The measure να is the rightmost measure
of mass α smaller than ν. Symmetrically (Gν)#λ|[0,α] is the leftmost measure.
1.3. Complements to the convex order. In [28, Theorem 8], Strassen estab-
lishes a statement on the marginals of k-dimensional martingales indexed on N. For
our purposes, we restrict the statement to 1-dimensional martingales with one time-
step. This result is related to the convex order C in the same way as Proposition
1.4 is associated with sto. Actually, in particular for more general ordered spaces
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than R, Proposition 1.4 is widely referred to as Strassen’s Theorem on stochastic
dominance. The theorem is attributed to Strassen because of [28]. However, the
statement of this result in the paper by Strassen is very elusive. It corresponds to
two lines on page 438 after the proof of Theorem 11. See a paper by Lindvall [21],
where a proof relying on Theorem 7 by Strassen is restituted with all the details.
Therefore, we prefer to reserve the name Strassen’s Theorem for the domination in
convex order and we later call similar results, like Proposition 1.4, Strassen-type
theorems.
Proposition 1.6 (Theorem of Strassen). For µ, ν ∈ P, the relation µ C ν holds
if and only if there exists a pair of random variables (X,Y ) on a probability space
(Ω,F ,P) with marginals µ and ν, such that E(Y |X) = X, P-almost surely.
In the same article [28, Theorem 9] Strassen states a result on submartingales
that we recall for submartingales indexed on two times.
Proposition 1.7 (Theorem of Strassen 2). For µ, ν ∈ P, the relation µ C,sto ν
holds if and only if there exists a pair of random variables (X,Z) on a probability
space (Ω,F ,P) with marginals µ and ν, such that E(Z|X) ≥ X, P-almost surely.
Note that if we introduce Y = E(Z|X), one has µ sto Law(Y ) and Law(Y ) C
ν. This kind of decomposition will be investigated in the next section.
1.4. Strassen-type theorems. Before we state Theorem 1.8, let us clarify a point
of notation. One may permute the subscripts of  without changing the meaning
of the partial orders. For instance +,sto,C does not appear in Definition 1.2 but
it denotes the same order as C,+,sto. More than one notation for the same ob-
ject seems useless but the arrangement of the indices makes sense in the following
theorem.
Theorem 1.8 (Chain of relations). All the relations of Definition 1.2 are antisym-
metric and transitive, making them partial orders.
Moreover, for any sequence (µi)i=0,...,n (with n = 2 or 3) satisfying the relations
µi−1 ri µi for i = 1, . . . , n one has µ0 r1,...,rn µn.
Conversely if µ0 r1,...,rn µn one can find a sequence (µi)i=0,...,n such that
µi−1 ri µi for every i ≥ 1.
Proof. 1. The transitivity is obvious. For the reflexivity, it is enough to prove that
C,+,sto is reflexive. Let µ and ν satisfy µ C,+,sto ν and ν C,+,sto µ. Hence
integrating with respect to µ or ν provides the same value for any function that
can be written in all three forms — (i) the difference of two non-negative functions,
(ii) the difference of two non-decreasing functions, (iii) the difference of two convex
functions. All the three spaces are restricted to functions growing at most linearly
in ±∞. Continuous piecewise affine functions with finitely many pieces satisfy the
three conditions. Thus µ = ν.
2. The first implication is obvious, the converse statement is not. We have to
prove it for twelve different partial orders. For C,+ (see Remark 1.3) we simply
quote [6, Proposition 4.4]. From this, we can easily deduce the statement for +,C .
We consider µ0 +,C µ1. As the order is the same as C,+, we can find µ1 with
µ0 C µ1 and µ1 + µ2. We set µ′1 = µ0 + (µ2 − µ1). As µ2 − µ1 is a positive
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measure one has µ0 + µ′1. Let ϕ be a convex function. Therefore∫
ϕdµ′1 =
∫
ϕdµ0 +
∫
ϕd(µ2 − µ1)
≤
∫
ϕdµ1 +
∫
ϕd(µ2 − µ1) ≤
∫
ϕdµ2,
which means µ′1 C µ2. The last argument can be used for stating the decomposi-
tion of +,C,sto and C,+,sto provided we can prove it for C,sto,+. The place of the
index “+” does not matter. Similarly the decomposition of +,sto,C and sto,+,C
will be a corollary of the property for sto,C,+. In the same way +,sto reduces to
the study of +,sto.
3. We prove here the two wanted decompositions of µ C,sto ν. For probability
measures, the Strassen theorem (Proposition 1.7) states that there exists (X,Z)
with Law(X) = µ, Law(Z) = ν and Y := E(Z|X) ≥ X. For µ1 defined as the law
of Y and µ′1 as the law of Y
′ := Z − (Y −X) we have µ = µ0 sto µ1 C µ2 = ν
and µ = µ0 C µ′1 sto µ2 = ν. If µ, ν are not probability measures, they must
have the same mass. Indeed, every constant function is element of EC ∩Esto. One
can easily obtain the statement by normalising the measures.
4. We are left with sto,+, sto,C,+ and C,sto,+. Having in mind the pos-
sibility to transpose “C” and “sto” proved in the last paragraph, it is sufficient
to consider µ sto,+ ν and µ sto,C,+ ν. For that purpose we consider ν′ =
(Gν)#λ|[ν(R)−µ(R),ν(R)]. Recall that it is the rightmost measure of mass µ(R) smaller
than ν introduced in paragraph 1.2. Of course ν′ + ν. We now prove µ sto ν′
and µ sto,C ν′ respectively. Let ϕ ∈ E with E = Esto or E = Esto ∩ EC re-
spectively. Because of the dominated convergence theorem, we can assume without
loss of generality that ϕ is bounded from below. We denote Gν(ν(R) − µ(R)) by
x ∈ [−∞,+∞[ so that ϕ − ϕ(x) is non-negative on ]x,+∞[. For simplicity, one
considers that µ is a probability measure. By applying µ ≤sto,+ ν or µ ≤sto,C,+ ν
for (ϕ− ϕ(x))χ[x,+∞[ respectively, one obtains∫
ϕdµ = ϕ(x) +
∫
[ϕ− ϕ(x)]χ[x,+∞[ dµ
≤ ϕ(x) +
∫
[ϕ− ϕ(x)]χ[x,+∞[ dν =
∫
ϕdν′.
Hence µ sto ν′ and µ sto,C ν′ respectively. For the latter we recall point 3 so
that we have µ = µ0 sto µ1 C µ2 = ν′ and µ2 + µ3 = ν for some intermediate
measure µ1. 
Theorem 1.8 opens the door to a translation of all the partial orders in Definition
1.2 in terms of couplings. For this purpose we use what is known for sto and C
(Proposition 1.4 and Proposition 1.6) together with the following characterisation:
if ν ∈ P then µ + ν if and only if there exists a random variable Y defined on a
probability space (Ω,F ,P) and an event A such that µ(R) = P(A) and Law(Y |A) =
µ(R)−1µ. The statement also requires the composition of joint laws, called gluing
lemma in [31]. As an example let us reprove the converse statement of Proposition
1.7. We start with µ0, µ2 ∈ P satisfying µ0 C,+ µ2. With Theorem 1.8, we find
µ1 satisfying µ0 C µ1 and µ1 + µ2. Hence on some probability space ΩX we
have a coupling (X0, X1) of µ0 and µ1 that satisfies E(X1|X0) = X0 and on some
probability space ΩY we have a coupling (Y1, Y2) of µ1 and µ2 that satisfies Y1 ≤ Y2.
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Therefore by using the Markov composition, or the gluing lemma [31, Chapter 1],
there exists some probability space ΩZ and (Z0, Z1, Z2) such that Law(Z0, Z1) =
Law(X0, X1) and Law(Z1, Z2) = Law(Y1, Y2). It follows E(Z2|Z0) ≥ E(Z1|Z0) =
Z0.
We give another illustration on how to apply Theorem 1.8 in the case of an order
made of three subscripts.
Corollary 1.9. Let µ, ν be elements of M. The relation µ C,+,sto ν holds if and
only if there exists a probability space (Ω,F ,P) with a measurable set A and two
random variables (X,T ) satisfying
PA-almost surely X ≤ E(T |X,A)
where
(1) Law(X|A) = µ(R)−1µ
(2) Law(T ) = ν(R)−1ν,
(3) P(A) = µ(R)ν(R)−1,
Proof. 1. According to Theorem 1.8, setting µ0 = µ and µ3 = ν, we can find
µ1, µ2 ∈ M with µ0 C µ1 + µ2 sto µ3. We first assume µ3 ∈ P for simplicity.
We apply Proposition 1.4 and Proposition 1.6 to the pairs (µ2, µ3) and (µ0, µ1).
According to the usual compositions rules of the probability theory, we can find a
pair (Z, T ) for (µ2, µ3) and (X,Y ) for (µ0(R)−1µ0, µ1(R)−1µ1) satisfying the rela-
tions explained in these propositions. Moreover usual properties of the probability
theory allow us to couple these random variables in a probability space (Ω,F ,P)
and its restriction (A,FA,PA) where A ⊆ Ω is a Borel set adapted to the relation
µ1 + µ2. It satisfies P(A)µ2(R) = µ1(R) and we have
• Law(T ) = µ3
• Law(Z) = µ2
• Law(Y ) = P(A)−1µ1
• Law(X) = P(A)−1µ0
and
• Z ≤ T
• Y = Z, PA-almost surely
• X = EA(Y |X), PA-almost surely
The last line also writes X = E(Z|X,A), PA-almost surely. Thus X ≤ E(T |X,A),
PA-almost surely.
2. We prove the converse statement. We assume that PA-almost surely X ≤
E(T |X,A) is satisfied and consider ϕ ∈ EC ∩ E+ ∩ Esto. We have EA(ϕ(X)) ≤
EA(ϕ(E(T |X,A))) because ϕ is non-decreasing. This is smaller than EA(ϕ(T ))
because ϕ is convex. Finally this is smaller than P(A)E(ϕ(T )) because ϕ is non
negative. We conclude with (1)—(3) that
∫
ϕdµ ≤ ∫ ϕdν.
3. The statement is established if ν = µ3 is a probability measure. Using the
usual normalisation of finite measures to probability measures, we get the other
cases. 
Remark 1.10. The Strassen-type theorems admit equivalent translations in terms
of transport of measure in place of couplings of random variables. Indeed, starting
with a relation µ  ν and after using the decomposition provided by Theorem 1.8,
the translation of each single relation can be made as follow : the relation sto
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means that the elements of mass are transported in the direction of +∞. The
relation + means that some mass is created. Finally C denotes a dilation: each
element of mass in position x is spread in both directions in a way such that for
any x the barycenter of the mass transported from x is still x.
2. Lipschitz continuity of the curtain coupling with respect to its
marginals
In this section we recall the properties of the martingale curtain coupling pilc =
Curt(µ, ν) between two measures µ C ν. We prove that it is a continuous map
by using the property of monotonicity satisfied by curtain couplings. We establish
a Lipschitz estimate for the shadow projection (µ, ν) 7→ Sν(µ) and deduce that
Curt : (µ, ν) ∈ P × P −→ ΠM is Lipschitzian when ΠM is considered with the
ad hoc (semi)metric Z. We also prove that such an estimate does not hold in
(ΠM ,W
R2). An important mathematical object introduced in this chapter is the
reduced support that we denote spt∗ pi. This set of full mass contributes to a better
understanding of the property of monotonicity.
2.1. Definitions of the shadows and the curtain coupling. In [6, Lemma 4.6]
the following important theorem-definition is proven.
Definition 2.1 (Definition of the shadow). If µ C,+ ν, there exists a unique
measure η such that
• µ C η
• η + ν
• If η′ satisfies the two first conditions (i.e µ C η′ + ν), one has η C η′.
This measure η is called the shadow of µ in ν and we denote it by Sν(µ).
The shadows are sometimes difficult to determine. An important fact is that
they have the smallest variance among the set of measures η′. Indeed, η C η′
implies
∫
xdη =
∫
xdη′ and
∫
x2dη ≤ ∫ x2dη′ with equality if and only if η = η′ or∫
x2dη = +∞.
Example 2.2 (Shadow of an atom, Example 4.7 in [6]). Let δ be an atom of mass α
at a point x. Assume that δ C,+ ν. Then Sν(δ) is the restriction of ν between two
quantiles, more precisely it is ν′ = (Gν)#λ]s;s′[ where s′−s = α and the barycenter
of ν′ is x.
The next lemma describes the tail of the shadows.
Lemma 2.3. Let µ, ν ∈ M satisfy µ C,+ ν. Assume that y = sup[sptµ] is
finite. Then the restriction of (Sν(µ)−µ)+ to [y,+∞[ is the stochastically leftmost
measure θ among the measures of the same mass satisfying θ + (ν − µ)+|[y,+∞[.
The corresponding statement holds in the case inf[sptµ] > −∞.
Before we write the proof, let us make clear that if ν has no atom in y, the
measures (Sν(µ)−µ)+|[y,+∞[ is simply Sν(µ)|[y,+∞[ while (ν−µ)+|[y,+∞[ = ν[y,+∞[.
Proof. Using Strassen’s Theorem (Proposition 1.6), let pi be a martingale trans-
port plan with marginals µ and Sν(µ). Let (pix)x∈R be a disintegration where the
measures pix are probability measures. Each pix can again be disintegrated in a
family of probability measures concentrated on two points and with barycenter x.
STABILITY OF SHADOWS AND CURTAIN COUPLINGS. 11
Observe now that for a < x < b and b′ ∈]x, b], one can compare b−xb−aδa+ x−ab−a δb with
b′−x
b′−aδa +
x−a
b′−aδb′ in the following way:
• both measures have mass 1 and barycenter x,
• b′−xb′−aδa + b−xb−aδa (inequality for the mass in a),
• b′−xb′−aδa + x−ab′−aδb′ C b−xb−aδa + x−ab−a δb.
Remind that Sν(µ) =
∫
[ b−xb−aδa +
x−a
b−a δb] dζ0(x, a, b) where ζ0 is a positive measure
with first marginal µ that is concentrated on {(x, a, b) ∈ R3, a < x < b or a = x =
b}. For a = x = b, we adopt the convention b−xb−aδa + x−ab−a δb = δx. The measure
(Sν(µ)− µ)+|[y,+∞[ of the statement can be written θ =
∫
[x−ab−a δb] dζ(x, a, b) where
ζ + ζ0 and ζ is concentrated on {(x, a, b) ∈ R3, x < b}. Let θ′ satisfy θ′ +
(ν − µ)+|[y,+∞[ and θ′ sto θ. Hence one can consider a measure ζ¯ concentrated
on {(x, a, b, b′) ∈ R4, x ≤ b′ < b} such that θ′ = ∫ [x−ab−a δb′ ] dζ¯(x, a, b, b′) and the
projection of ζ¯ on the three first coordinates is ζ. We denote by ζ ′ the measure
b′−a
b−a ζ¯ and with a slight abuse of notation we denote also by ζ
′ its projection on the
first three coordinates. We set
η =
∫ [
b′ − x
b′ − aδa +
x− a
b′ − aδb′
]
dζ ′(x, a, b, b′)
+
∫ [
b− x
b− aδa +
x− a
b− a δb
]
d(ζ0 − ζ ′)(x, a, b)
Recall that
Sν(µ) =
∫ [
b− x
b− aδa +
x− a
b− a δb
]
dζ ′(x, a, b, b′)
+
∫ [
b− x
b− aδa +
x− a
b− a δb
]
d(ζ0 − ζ ′)(x, a, b).
Therefore according to the three remarks above, one has
• µ C η,
• η + ν,
• η C Sν(µ).
The second relation relies on∫ [
b′ − x
b′ − aδa +
x− a
b′ − aδb′
]
dζ ′(x, a, b, b′) =
∫ [
b′ − x
b− a δa
]
dζ ′ + θ′.
The last relation is in fact an equality. Indeed, the domination η C Sν(µ) is a
consequence of the two first relations and the definition of the shadow. Moreover
C is antisymmetric so that η = Sν(µ). Hence ζ ′-almost surely we have b = b′,
which means θ′ = θ. We have proven that the restriction of (Sν(µ)−µ)+ to [y,+∞[
is the stochastically leftmost measure smaller than (ν − µ)+|[y,+∞[. 
The following result is one of the most important on the structure of shadows.
It is Theorem 4.8 of [6].
Proposition 2.4 (Structure of shadows). Let γ1, γ2 and ν be elements of M and
assume that µ = γ1 + γ2 C,+ ν. Then we have γ2 C,+ ν − Sν(γ1) and
Sν(γ1 + γ2) = S
ν(γ1) + S
ν−Sν(γ1)(γ2).
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Example 2.5 (Shadow of a finite sum of atoms). Let µ be the measure
∑n
i=1 αiδxi
and ν = G#λ]0,m] such hat µ C,+ ν. We can apply Proposition 2.4 to this sum
as well as Example 2.2 on the shadow of one atom. We obtain recursively the
following description. There exists an increasing sequence of sets J1 ⊆ · · · Jn ⊆
]0,m] satisfying that Jk has measure
∑k
i=1 αi and Jk \ Jk−1 is a pseudo-interval
of ]0,m] \ Jk−1, that is Jk \ Jk−1 =]s, t] \ Jk−1 for some 0 ≤ s, t ≤ m. These
pseudo-intervals satisfy Sν(
∑k
i=1 αiδxi) = G#λJk for every k ≤ n.
Conversely any increasing sequence (Ji)i=1,...,n such that Jk \ Jk−1 is a pseudo-
interval of ]0,m]\Jk−1 is associated with a family of atoms αiδxi with αi = λ(Ji)−
λ(Ji−1) and xi is the barycenter of G#λJi\Ji−1 such that G#λJk is the shadow of∑k
i=1 αiδxi in ν.
With the shadow projections, we can introduce the left-curtain coupling. For
atomic measures it is related to Example 2.5 when we assume that (xi)i is an
increasing sequence.
Definition 2.6 (Left-curtain coupling, Theorem 4.18 in [6]). Let µ, ν ∈M satisfy
µ C ν. There exists a unique measure pi ∈ ΠM (µ, ν) such that for any x ∈ R the
measure pi]−∞,x]×R has first marginal µ]−∞,x] and second marginal Sν(µ]−∞,x]). We
denote it by pilc and call it left-curtain coupling.
One of the main theorems of [6] is the equivalence of three properties of couplings:
left-curtain, left-monotone and optimal. Let us define left-monotone couplings.
Definition 2.7 (Left-monotone coupling). Let pi be an element of ΠM (µ, ν). The
coupling pi is left-monotone if there exists a Borel set Γ with
• pi(Γ) = 1
• for every (x, y−), (x, y+) and (x′, y′) elements of Γ satisfying x < x′ and
y− < y+, the real y′ is not an element of ]y−, y+[.
We can now state the result.
Proposition 2.8 (Theorem 1.9 in [6]). Let pi ∈ ΠM (µ, ν). We introduce c : (x, y) ∈
R2 → [1 + tanh(−x)]
√
y2 + 1. The properties are equivalent.
• Left-curtain: the transport plan pi is the left-curtain coupling,
• Left-monotone: the transport plan pi is left-monotone,
• Optimal: for any p˜i ∈ ΠM (µ, ν), if p˜i 6= pi, then
∫
cdpi <
∫
cdp˜i
Remark 2.9. See Example 2.11 about the fact that the left-monotonicity may not
be satisfied for Γ = sptpi even if it is realised for another Γ.
Remark 2.10. Actually Theorem 1.9 in [6] is written for another kind of cost c.
However replacing Theorem 6.1 by Theorem 6.3, both of this paper, leads to this
version. Actually the latter theorem states that if c is defined as (x, y) 7→ ϕ(x)ψ(y)
where ϕ is positive and decreasing, ψ is positive and strictly convex the implica-
tion “optimal ⇒ left-curtain” still holds provided minp˜i∈ΠM (µ,ν)
∫
cdp˜i is finite. In
Proposition 2.8 this condition is satisfied without more assumptions because µ, ν
have finite first moments and the given c grows at most linearly in ±∞.
In [12], Henry-Laborde`re and Touzi have proved that functions c such that the
partial derivative ∂yyxc is identically negative also lead to the left-curtain coupling
if minp˜i∈ΠM (µ,ν)
∫
cdp˜i is finite. This contains, in the case of smooth functions c,
both the kind of costs in [6, Theorem 6.1] and [6, Theorem 6.3].
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2.2. Qualitative continuity of the curtain coupling map. In this paragraph
we show that Curt : (µ, ν) 7→ pilc is continuous. We are using the second property
of left-curtain couplings: according to Proposition 2.8 they are the left-monotone
couplings. The next example illustrates that for a left-monotone pi the set Γ =
spt(pi) may not fulfil the desired properties in Definition 2.7, which contrasts with
the support in the classical transport problem. The modified support spt∗(pi) that
we define below does not suffer from this difficulty.
Example 2.11. Consider µ = (1/2)λ[−1,1] and ν = (δ−1 + 2δ0 + δ1)/4. For these
marginals, considering the transport plan given by the left-curtain coupling, the
mass contained in [−1, 0] is mapped to {−1, 0} while the mass in [0, 1] is mapped
to {0, 1}. Thus (0,−1), (0, 1) and (1, 0) are elements of spt(pi).
This example is typical for difficulties that may arise on the diagonal set {(x, y) ∈
spt(pi), y = x}, for instance for points (x, x) satisfying uµ(x) = uν(x). Here (0, 0)
is such a point. In the Proposition 2.14 we will see how to fix this problem with
the reduced support spt∗(pi) that we define now.
First, let A be the set of x ∈ R such that pi(] −∞, x[×]x,∞[) = 0. Second, we
denote the subset of A of points that are isolated in A on the right by A−. Note
that A− is countable. Finally we set
spt∗(pi) =
(
spt(pi)\(A− × R)) ∪ ⋃
µ(x)>0
{x} × sptpix.
We have subtracted countably many vertical lines from spt(pi) so that
pi(spt∗ pi) =
∫
pix({y ∈ R2| (x, y) ∈ spt∗(pi)})dµ(x).
=
∫
R\A−
pix({y ∈ R2| (x, y) ∈ spt(pi)})dµ(x)
+
∑
x∈A−, µ(x)>0
µ(x)pix(sptpix)
=µ(R\A−) +
∑
x∈A−
µ(x) = 1.
Another important property is that spt∗(pi) ⊆ spt(pi).
In Proposition 2.14 and Theorem 2.16 we will use many times Lemma 2.13 that
relies on the following statement.
Lemma 2.12. Let (x, y) ∈ sptpi where pi is a martingale transport plan and G a
Borel set such that pi(G) = 1.
If x < y, for any ε > 0 there exist (x1, y
−
1 ), (x1, y
+
1 ) ∈ G with y−1 ≤ y+1 , such
that the point (x1, y
+
1 ) is in the ball of centre (x, y) and radius ε and y
−
1 < x+ ε.
If x > y, the symmetric statement holds as well. There exists (x1, y
−
1 ), (x1, y
+
1 ) ∈
G with y−1 ≤ y+1 , such that the point (x1, y−1 ) is in the ball of centre (x, y) and radius
ε and y+1 > x− ε.
Proof. It is sufficient to prove the first statement because the second is proved in
the same way. We also can assume without loss of generality that x < y − ε. We
consider the usual disintegration of pi with respect to µ = projx# pi. Let us denote
the cut of G∩ ({s}×R) by {s}×Gs. For µ-almost every s, we have pis(Gs) = 1 and
the expectation of pis is s. Moreover as x is in the support of µ, and (x, y) in the
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support of pi, we have also pis(]y−ε, y+ε[) > 0 for any s in a subset S ⊆]x−ε, x+ε[
of positive µ-measure. As x /∈ [y−ε, y+ε], for almost every element s ∈ S, we have
max(x− ε, inf sptpis) < s < min(x+ ε, sup sptpis). Hence, we can find (x1, y−1 ) and
(x1, y
+
1 ) in G with max(|x− x1|, |y − y+1 |) ≤ ε and y−1 < x+ ε. 
Lemma 2.13. Let pi be a martingale transport plan, (x, y) and (x′, y′) elements of
spt(pi) and assume x < x′. If x < y′ < y or x > y′ > y, then pi is not left-monotone.
Proof. It is sufficient to prove the first statement. The second statement is proved
in the same way. Let (x, y) and (x′, y) be elements of spt(pi) with x < y′ < y and
assume by contradiction that pi is left-monotone. We introduce Γ as in Definition
2.7. The proof relies on Lemma 2.12 where we choose G = Γ. According to this
theorem for ε < min(|y′ − x|, |y′ − y|, |x′ − x|), there exists x1 and y−1 , y+1 with
(x1, y
±
1 ) ∈ Γ such that |x1 − x| < ε, |y+1 − y| < ε and y−1 < x + ε. We are in
the situation forbidden in the definition of Γ because x1 < x
′ and y−1 < y
′ < y+1 .
This is not directly a contradiction because (x′, y′) may not be an element of Γ.
Nevertheless (x′, y′) ∈ spt(pi) ⊆ Γ¯ so that we can replace it with some element
(x′1, y
′
1) ∈ Γ. 
Proposition 2.14. A martingale transport plan pi is the left-monotone coupling of
ΠM (µ, ν) if and only if it satisfies the following condition
• for every (x, y+), (x, y−) and (x′, y′) elements of spt∗(pi), if x < x′ and
y− < y+, we have y′ /∈]y−, y+[.
Proof. Let us first prove that pi is left-monotone. The set spt∗ pi fulfils the require-
ments for Γ. Indeed pi(spt∗ pi) = 1 and the second condition is assumed in the
statement.
Conversely, we assume now that there exists some Γ of mass 1 that satisfies the
conditions in Definition 2.7. Without loss of generality, we can assume Γ ⊆ spt(pi):
just take Γ ∩ spt(pi). By contradiction we consider (x, y+) and (x, y−) and (x′, y′)
in spt∗(pi) such that x < x′ and y′ ∈]y−, y+[. Note that spt∗(pi) ⊆ spt(pi) ⊆ Γ¯. In
particular each point of spt∗(pi) can be approximated by a point of Γ.
We distinguish two cases
Case 1: y′ 6= x. We can easily conclude applying Lemma 2.13 to (x′, y′) and
(x, y+) or (x, y−) depending respectively whether x < y′ or x > y′.
Case 2: y′ = x. We can also assume pi(] −∞, x[×]x,+∞[) = 0 because if not
there exists (x1, y1) ∈ sptpi with x1 < x and x1 < y′ < y1, which permits us to
apply Lemma 2.13 to (x′, y′) and (x1, y1) and provides a contradiction with the fact
that pi is left-monotone. Hence we have x ∈ A. Remind that (x, y+) ∈ sptpi and
y+ > y′ = x. Therefore there is locally no element of A on the right of x. Hence
x ∈ A−. According to the definition of spt∗(pi) it implies pi({x} × R) = µ(x) > 0
and y−, y+ ∈ spt(pix). As µ(x) > 0 we must have pix(Γx) = 1 where Γx = {y ∈
R, (x, y) ∈ Γ}. Hence we can find two points in y±1 ∈ Γx that are close to y±.
The points (x, y−1 ), (x, y
+
1 ) together with some point of Γ close to (x
′, y′) provide a
contradiction.

Corollary 2.15. A martingale transport plan pi is the left-monotone coupling of
ΠM (µ, ν) if and only if it satisfies the following condition
• for every (x−, y+), (x+, y−) and (x′, y′) elements of spt∗(pi), if x− ≤ x+ <
x′ and y− < y+, we have y′ /∈]y−, y+[.
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Proof. If pi satisfies this condition, it also satisfies the sufficient condition in Propo-
sition 2.14 so that it is the left-curtain coupling. For the other inclusion, let us
consider pi and three points (x−, y+), (x+, y−) and (x′, y′) in spt∗(pi) as in the
statement but such that y′ ∈]y−, y+[. We prove that it is not a left-curtain cou-
pling. If x− = x+, we simply use the necessary condition in Proposition 2.14. Hence
we assume x− < x+. We can now apply Lemma 2.13 with (x′, y′) and (x−, y+) or
(x+, y−) depending on whether x− < y′ or x+ > y′. 
With the last statement we can now implement the strategy of Theorem 5.20 in
[31] in order to prove the continuity of the curtain coupling Curt. Actually with
Corollary 2.15 it is by now possible to consider triples of points that are typical for
the measure pi⊗3 instead of vectors (x, y−, y+, x′, y′) in R5.
Recall that in paragraph 2.3 we will prove the Lipschitz continuity of Curt for a
specific semimetric Z by using another method.
Theorem 2.16. We consider the mapping Curt : (µ, ν) ∈ DC 7→ pilc, where
DC = {(µ, ν) ∈ P2 : µ C ν}. This mapping is continuous from DC to P(R2).
Theorem 2.16 is proven for the usual weak convergence of probability measures
in P as well as in P(R2) for the range. Nevertheless, according to Remark 1.1, one
may also consider the two reinforced topologies (with finite first moment) induced
by W and WR
2
Proof of Theorem 2.16. Let us introduce a sequence (µn, νn) converging to (µ, ν).
We assume that for every n ∈ N, pin is a left-monotone coupling of µn and νn. We
will prove that pin has a limit pi and that it is also left-monotone. Due to Prokhorov’s
theorem on compactness and the uniqueness of a left-monotone martingale coupling
with given marginals, we can reduce the proof to the case we know that pin converges
to pi.
We introduce the set E = {(x−, y+, x+, y−, x′, y′) ∈ R6|x− ≤ x+ < x′ and y− <
y′ < y+}. Assume that there is a vector v ∈ E ∩ (spt∗(pi))3, which according to
Corollary 2.15 is equivalent to the fact that pi is not left-monotone. We will see that
it implies that some pin is not left-monotone. Before we proceed to the proof, let
us stress that pi⊗3n converges to pi
⊗3 and as v ∈ (spt(pi⊗3)) = (spt(pi))3 we obtain a
sequence vn with vn ∈ (spt∗(pin))3 and vn → v. Our goal will be to prove vn ∈ E
or directly that pin is not left-monotone.
We distinguish two main cases.
Case 1: v ∈ E◦. As E◦ is an open set, vn ∈ E◦ for n sufficiently large, which
provides the contradiction with the fact that pin is left-monotone.
Case 2: v ∈ ∂E. We have x− = x+ and denote this real number simply by x.
The arguments for the different subcases that we will distinguish are very similar
to the ones in the proof of Proposition 2.14. The cases 2.1 and 2.2 corresponds to
Case 1 and Case 2 of this proposition.
Recall that vn = (x
−
n , y
+
n , x
+
n , y
−
n , x
′
n, y
′
n) ∈ spt∗(pin)3 tends to v. If x−n ≤ x+n we
are done because with Corollary 2.15 this implies vn ∈ E. Hence we must assume
x−n > x
+
n .
Case 2.1: y′ 6= x. This is not possible. If for instance x < y′, the relations
x−n < x
′
n and < x
−
n < y
′
n < y
+
n hold if n is sufficiently large so that we can use
Lemma 2.13 for the points (xn, y
+
n ), (x
′
n, y
′
n) ∈ spt(pin). Hence we contradict that
pin is left-monotone.
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Case 2.2. Hence up to now we have assumed x = x− = x+ and x−n > x
+
n and
y′ = x. We show now that x ∈ A(pi). Indeed if it is not true there exists a sequence
(sn, tn) ∈ spt(pin) converging to (s, t) ∈ sptpi ∩ (] −∞, x[×]x,+∞[). Thus, if n is
sufficiently large, recalling that y′n tends to x we can apply Lemma 2.13 to (sn, tn)
and (x′n, y
′
n). Indeed we have st < x
′
n and sn < y
′
n < tn.
Let us see that x ∈ A\A− is impossible. Actually (x, y+) ∈ spt∗ pi is an element
of sptpi and x < y+. It follows pi(] − ∞, x1[×]x1,+∞[) > 0 for any x1 ∈]x, y+[.
Hence x ∈ A−. It follows µ(x) > 0.
We assume for simplicity that x = 0. We denote µ(x) · pix(]y+/2,+∞[) by
m. It is not zero because y+ ∈ spt(pix). Let ε > 0 be strictly smaller than
min(x′, y+/2). We also assume that it is sufficiently small to satisfy a = (y+/2 −
ε)(pix(]y
+/2,+∞[)/8)− ε > ε and µ([−ε, ε]) < 2µ(x). We know that
lim infpin(]− ε,+ε[×]y+/2,+∞[)
≥pi(]− ε,+ε[×]y+/2,+∞[)
≥µ(x) · pix(]y+/2,+∞[) = m.
and for µn = proj
x
# pin,
lim supµn([−ε, ε]) ≤ µ([−ε, ε])
Hence, there is n such that pin(] − ε,+ε[×]y+/2,+∞[) > m/2 and µn([−ε, ε]) <
2µ([−ε, ε]) < 4µ(x). Therefore on a set B ⊆] − ε, ε[ of positive µn|]−ε,+ε[(ds) the
measure (pin)s(]y
+/2,+∞[) is greater than µn(]−ε, ε[)−1 ·m/2 > pix(]y+/2,+∞[)/8.
Hence for s ∈ B, using the fact that the barycenter of (pin)s is s, we have
(pin)s(]−∞,−a[) > 0
where a = (y+/2 − s)(pix(]y+/2,+∞[)/8) − s. Remind that −a < −ε < s. Let
Γ be a Borelian set of R2 such that pin(Γ) = 1. As for almost every s, we have
(pin)s({t ∈ R| (s, t) ∈ Γ) > 0}), we obtain that there are (s, t−) and (s, t+) in Γ,
with t+ > y+/2 and t− < −ε, and (s′, t′) ∈ Γ close to (x′, 0) such that t′ ∈]t−, t+[.
We conclude with Definition 2.7 that pin is not be left-monotone, which contradicts
our assumptions. 
Remark 2.17. Theorem 2.16 provides a more direct and intuitive introduction of
pilc = Curt(µ, ν) than Definition 2.6. In this alternative presentation relying on [6,
Section 2] (see also Lemma 2.32) one considers a sequence of atomic measures µn
that converges to µ (see for instance point 3 in the proof of Proposition 2.33). We
may assume µn C µ in order to satisfy (µn, ν) ∈ DC . The left-curtain couplings
pin = Curt(µn, ν) can be described easily, as is done for instance in the proof of
Lemma 2.32. For that purpose it is not necessary to introduce the shadows in full
generality but only to know what is the shadow of an atom. According to the
theory pilc is the limit of (pin)n.
Note that without the theory from [6], Theorem 2.16 can only prove that the
accumulation points of the sequence (pin)n are all left-monotone couplings. With-
out Proposition 2.8 it is not known that the left-monotone elements of ΠM (µ, ν)
are reduced to {pilc}. Hence the alternative presentation explained in the present
remark can not be seen as a definition.
We end the paragraph on qualitative continuity with two results on the continuity
of the shadows that will be useful in section 2.3.
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Lemma 2.18 (Role of the mass of ν close to ±∞). Let µ and ν be measures of M
such that µ C,+ ν. Let (νn)n such that inf(spt νn) tends to +∞. The sequence
Sν+νn(µ) tends to Sν(µ) in M.
The similar statements hold if sup(spt νn) tends to −∞ or νn([an, bn]) = 0 with
−an, bn → +∞.
Proof. 1. We will prove that the potential function of Sν+νn(µ) pointwise converges
to the potential function of Sν(µ). Remind that it was introduced after W at the
beginning of Chapter 1. Fix a ∈ R and ε > 0 and let δ > 0 be such that any
measure α + ν of mass α(R) ≤ δ satisfies
∫ |x− a|dα ≤ ε. Let µ′ be the leftmost
measure smaller than µ and of mass µ′(R) = µ(R)− δ.
2. It is enough to prove that for any n satisfying inf spt νn > sup[sptS
ν(µ′)] we
have
|uSν(µ)(a)− uSν+νn (µ)(a)| =
∣∣∣∣∫ |x− a|dSν(µ)− ∫ |x− a|dSν+νn(µ)∣∣∣∣ ≤ ε.(3)
Before we state this inequality, we have to prove that sup[sptSν(µ′)] is finite. Ac-
tually, the shadow of µ′ restricted on ] sup sptµ′,+∞[ (more precisely (Sν(µ′) −
µ′)+|[sup(sptµ′),+∞][) is made of the leftmost quantiles of ν|] sup(sptµ′),+∞[ as is
proved in Lemma 2.3. As some mass must remain for the shadow of µ − µ′, as
explained in Proposition 2.4, this can not be the full ν|] sup(sptµ′),+∞[.
3. As Sν(µ′) + ν + νn and µ′ C Sν(µ′), we have Sν+νn(µ′) C Sν(µ′).
Considering Strassen’s Theorem (Proposition 1.6), we obtain the corollary that
sup(sptSν+νn(µ′)) ≤ sup(sptSν(µ′)). With the hypothesis made in 2. on the
support of νn this proves S
ν+νn(µ′) + ν. Hence Sν+νn(µ′) C Sν(µ′). Finally
Sν+νn(µ′) = Sν(µ′).
4. We denote by σ the latter measure. Applying Proposition 2.4 to the shadow
of the sum µ′ + (µ− µ′) we get∫
|x− a|dSν+νn(µ) =
∫
|x− a|dσ +
∫
|x− a|dSν+νn−σ(µ− µ′)
and ∫
|x− a|dSν(µ) =
∫
|x− a|dσ +
∫
|x− a|dSν−σ(µ− µ′).
As the shadow of µ−µ′ in ν+νn−σ is smaller in the convex order than its shadow
in ν − σ and reminding the choices made in 1. we get
0 ≤
∫
|x− a|dSν+νn−σ(µ− µ′) ≤
∫
|x− a|dSν−σ(µ− µ′) ≤ ε,
so that (3) is established.
5. In the case sup(spt νn) tends to −∞ we just do the symmetric proof. If
νn([an, bn]) = 0 with −an, bn → +∞, we implement a similar proof with the
following modification: at step 1. µ′ is chosen in the middle of µ so that its shadow
has a compact support (adapt the argument in 2. that relies on Lemma 2.3). Steps
3. and 4. go in the same way. 
With Theorem 2.16 we obtain the corollary.
Corollary 2.19. Under one of the three hypotheses of Lemma 2.18, we have
Curt(µ, Sν+νn(µ))
M(R2)−→ Curt(µ, Sν(µ)).
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We remind another result of stability from [6].
Proposition 2.20 (Proposition 4.15 in [6]). Assume that (µn)n is increasing in the
convex order and µn C µ C,+ ν for every n ∈ N. Then both (µn)n and (Sν(µn))n
converge in M. If we call µ∞, respectively S∞ the limits, then the measure S∞ is
the shadow of µ∞ in ν.
Again with Theorem 2.16 we obtain a corollary.
Corollary 2.21. Under the hypotheses and notations of Proposition 2.20, we have
Curt(µn, S
ν(µn))
M(R2)−→ Curt(µ∞, S∞).
2.3. Lipschitz continuity of the shadow, quantitative estimates. In this
section we give a quantitative version of Theorem 2.16 by using other methods. We
start with definitions.
2.3.1. Top and down measures.
Definition 2.22. Let µ and ν satisfy µ(R) = ν(R) and call t this constant. We
define the top and the down measures of µ and ν as
Top(µ, ν) = max(Gµ, Gν)#λ[0,t] and Down(µ, ν) = min(Gµ, Gν)#λ[0,t].
Example 2.23. i) If µ and ν are probability measures and Law(X,Y ) is the quan-
tile coupling of these measures, Top(µ, ν) and Down(µ, ν) are simply the laws of
max(X,Y ) and min(X,Y ).
ii) If µ =
∑n
i=1 δxi and ν =
∑n
i=1 δyi with (xi)i, (yi)i non decreasing sequences,
then Top(µ, ν) =
∑n
i=1 δmax(xi,yi) and Down(µ, ν) =
∑n
i=1 δmin(xi,yi).
Lemma 2.24. Let µ and ν be as in Definition 2.22. We have
W (µ, ν) = W (µ,Down(µ, ν)) +W (Down(µ, ν), ν).
= W (µ,Top(µ, ν)) +W (Top(µ, ν), ν).
Proof. The proof simply relies on the formula W (µ, ν) =
∫ |Gν −Gµ|dλ in Lemma
1.5 and |Gν − Gµ| = (Gµ − G) + (Gν − G) = (G′ − Gµ) + (G′ − Gν) where
G = min(Gµ, Gν) and G
′ = max(Gµ, Gν). 
Lemma 2.25. Top(µ, µ′) + ν = Top(µ+ ν, µ′ + ν)
Proof. One can check with the definition of Top by random variables that FTop(µ,µ′)(t) =
min(Fµ(t), Fµ′(t)). Hence for every t ∈ R.
FTop(µ,µ′)+ν(t) = min(Fµ(t), Fµ′(t)) + Fν(t)
= min(Fµ(t) + Fν(t), Fµ′(t) + Fν(t)).
But this is also the cumulative distribution function of Top(µ+ ν, µ′ + ν). If µ, µ′
are not probability measures, the result follows from their normalisation. 
The shadow Sν(µ) is only defined for µ C,+ ν, which may be restrictive for
some proofs. But if, roughly speaking, we add mass close to infinity to ν this
shadow can exist. The two next lemmas permit us to implement this idea, which
for instance plays a role in the final proof of Section 2.
Lemma 2.26 (adding mass at ±∞). If µ C,+,sto ν, for any a ∈ R there exists ν′
with ν′ concentrated on ]−∞, a] and µ C,+ ν + ν′.
Similarly, if no assumption is done on µ, for any a, b ∈ R, there exists ν′ with
ν′(]a, b[) = 0 and µ C,+ ν′.
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Proof. 1. We start to prove the first result in the special case µ +,sto ν. For
any a ∈ R, we will find ν′ with ν′(]a,+∞[) = 0 and µ′ C,+ ν + ν′. Let assume
without loss of generality that µ is a probability measure and applying Theorem
1.8 let X ≤ Y be random variables with laws µ = Law(X) and Law(Y ) + ν. Let
us fix a ∈ R and consider in a first time the case µ(]−∞, a]) = 0. In this case we
introduce U a random variable independent from X and define Z
Z =
{
Y if U ≥ Y−XY−a
a otherwise.
Therefore E(Z | X) = X. Observe that Law(Z) + ν + P(Z = a)δa so that for
ν′ = δa we have µ C,+ ν + ν′.
In the second case we can write µ = µ1 + µ2 where µ1 is concentrated on
A =] −∞, a] and µ2(A) = 0. By using the result just proved for µ2, we obtain ν′2
concentrated on A such that µ2 C,+ ν + ν′2. We set ν′1 = µ1 so that we also have
µ1 C,+ ν′1. As ν′ = ν′1 + ν′2 is concentrated on A, we are done.
2. If µ C,+,sto ν, According to Theorem 1.8 there exists µ′ such that µ C µ′
and µ′ +,sto ν. Therefore with part 1. we find for every a ∈ R a measure
ν′ concentrated on ] − ∞, a] such that µ′ C,+ ν + ν′. But µ C,+ µ′ so that
µ C,+ ν + ν′ is also satisfied.
3. For the second statement fix a and b and set ν = µ(]−∞, b])δb + µ|]b,∞[. As
µ sto ν, one can apply part 1. of the present proof. 
2.3.2. Semimetric Z on the space of transport plans.
Definition 2.27. Let pi and pi′ be two transport plans. We define Z(pi, pi′) as
Z(pi, pi′) = inf
(pis, pi′s)s∈[0,1]
sup
s∈[0,1]
max (W (µs, µ′s),W (νs, ν′s)) .
= max
(
W (µ, µ′) ; inf
(pis, pi′s)s∈[0,1]
sup
s∈[0,1]
W (νs, ν′s)
)
where µs, νs are the marginals of pis and µ′s, ν′s the marginals of pi′s. The infimum
is taken among all the families (pis)s∈[0,1], (pi′s)s∈[0,1] that satisfy
(1) ∀s ∈ [0, 1], pis(R2) = s,
(2) ∀s ∈ [0, 1], ∃x ∈ [−∞,+∞], pi]−∞,x[×R + pis + pi]−∞,x]×R (in fact x =
Gµ(s)),
(3) if s ≤ t, then pis + pit.
Remark 2.28. If the first marginals of pi and pi′ are continuous, there is no freedom
in the choice of (pis)s∈[0,1], (pi′s)s∈[0,1]. Hence Z can be reformulated as
Z(pi, pi′) = max

W (µ, µ′)
sup
Fµ(x)=Fµ′ (x′)
W (projy# pi|]−∞,x]×R,projy# pi′|]−∞,x′]×R)
Proposition 2.29. Z is a semimetric on P(R2) and the triangle inequality is
satisfied on the subspace of measures with continuous first marginal. Moreover if
Z(pin, pi)→ 0 we have pin → pi for the topology T1(R2).
Proof. 1. It is clear that Z is symmetric and Z(pi, pi′) = 0 if and only if pi = pi′. This
principle is used in the definition of the left-curtain coupling (see Definition 2.6):
the measures projy# pi|]−∞,x]×R completely determine pi. The triangle inequality on
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the subspace of measures with continuous first marginal follows from the triangle
inequality of W and Remark 2.28.
2. Assume that Z(pin, pi) tends to 0 and for every n introduce families (pi
s
n)s∈[0,1]
that together with some families decomposing pi satisfy the limit condition. We
introduce a sequence pi′n of transport plans defined as intermediate measure between
the measures pin and pi. Their first marginals are proj
x
# pi
′
n = µ like pi and one
associates them with the same family νsn = proj
y
# pi
s
n like pin. More precisely, let
(U,X, (Xn, Yn))n∈N be such that
• Law(U) = λ[0,1]
• (U,X,Xn) is comonotonic (i.e. X = GX(U) and Xn = GXn(U) almost
surely),
• Law(X) = µ,
• Law(Xn, Yn) = pin,
• νsn = sLaw(Yn | U ≤ s),
then pi′n is the law of (X,Yn) and pin = Law(Xn, Yn).
For any s ∈ [0, 1], let νs be projy# pis with (pis)s∈[0,1] some family admissible in
the sense of Definition 2.27 (1)–(3). We do not necessarily assume W (νsn, ν
s) → 0
for every s but we will need the following remark in our proof: for any x ∈ R, the
measure νFµ(x) is completely characterised and it is projy#(pi|]−∞,Fµ(x)]×R). Indeed
this is the only measure of mass Fµ(x) satisfying point (2) in Definition 2.27. Hence
for any x ∈ R, W (νFµ(x)n , νFµ(x)) → 0 because the family (νsn)s∈[0,1] corresponding
to (pisn)s∈[0,1] has been properly chosen for the convergence.
We can now proceed to the proof. We want to prove WR
2
(pin, pi
′
n) → 0 and
WR
2
(pi′n, pi)→ 0. On the one hand we haveWR
2
(pin, pi
′
n) ≤ E(|X−Xn|+|Yn−Yn|) =
W (µn, µ) ≤ Z(pin, pi) → 0. On the other hand, we prove that at any continuity
point (x, y) ∈ R2 of Fpi, the sequence Fpin pointwise converges to Fpi. According
to a classical characterisation (see e.g. [7, Example 2.3]), this will imply pin → pi
in the weak topology Tcb(R2). Moreover, as W (ν, νn) = W (ν1, ν1n) → 0 and µ is
the first marginal of both pi′n and pi, one can apply Remark 1.1. Therefore the
weak convergence pi′n → pi implies the weak convergence with finite first moment
WR
2
(pi′n, pi)→ 0.
Let (x, y) be a continuity point of Fpi. We have Fpi(x, y) = ν
Fµ(x)(] − ∞, y])
and also Fpi′n(x, y) = pi
′
n(] − ∞, x]×] − ∞, y]) = νFµ(x)n (] − ∞, y]). This tends to
νFµ(x)(]−∞, y]) because W (νFµ(x), νFµ(x)n )→ 0 and y is a continuity point of νFµ(x).
We conclude that pi′n weakly converges to pi. Therefore
WR
2
(pin, pi) ≤WR2(pin, pi′n) +WR
2
(pi′n, pi)→ 0.

The following estimate is one of our main theorems. It provides a quantitative
estimate on the Lipschitz continuity of the shadow projection (µ, ν) 7→ Sν(µ).
Theorem 2.30. Let µ, µ′ and ν, ν′ be elements M. We assume µ C,+ ν and
µ′ C,+ ν′ respectively. We assume also µ(R) = µ′(R) and ν(R) = ν′(R). The
following relation holds
W (Sν(µ), Sν
′
(µ′)) ≤W (µ, µ′) + 2W (ν, ν′)
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The proof of the theorem is postponed at the end of the section. It relies on
all results in between including Proposition 2.33 and Proposition 2.35. The first
proposition is concerned with ν = ν′ and the second with µ = µ′. Before we start
with this program let us state a corollary of Theorem 2.30 that gives a quantitative
turn to Theorem 2.16 in terms of the semimetric Z. A similar result can not be
satisfied with WR
2
in place of Z as is explained later in Example 2.36
Corollary 2.31. Consider the mapping Curt : (µ, ν) ∈ DC 7→ pilc, where DC =
{(µ, ν) ∈ P2 : µ C ν}. This mapping is continuous from DC to ΠM equipped
with the topology T1(R2). More precisely
Z(Curt(µ, ν),Curt(µ′, ν′)) ≤W (µ, µ′) + 2W (ν, ν′)
Proof. Like in paragraph 1.2 we have µ = (Gµ)#λ[0,1]. We introduce µ
s = (Gµ)#λ[0,s]
and νs = Sν(µs). In a similar way to Definition 2.6 of pilc, we obtain a unique fam-
ily pis, increasing for +, and with marginals µs and νs. We proceed in the same
way for µ′ and ν′. We obtain the wanted estimate by applying Theorem 2.30 to
these measures. 
We start with the preliminaries of the proof of Theorem 2.30.
2.3.3. Variations in µ.
Lemma 2.32 (Important lemma). Let n an integer and µ, µ′ be two measures that
are the sum of n atoms of the same mass and such that µ sto µ′. If ν ∈ M
satisfies µ C,+ ν and µ′ C,+ ν we have Sν(µ) sto Sν(µ′).
Proof. Without loss of generality, we can assume that the atoms are all Dirac masses
(the mass is 1). We write µ =
∑n
i=1 δxi with xi ≤ xi+1 for any i < n and use the
same notations for µ′. As µ sto µ′, one has xi ≤ x′i for any i ≤ n.
The proof relies on the description of the shadow of a measure concentrated in
one point as G#λ]q,q+α] where G is the inverse cumulative function of the target
measure Gν and α is the mass of the atom (see Example 2.2). It relies also on the
decomposition Proposition 2.4 as in Example 2.5: if µ¯ (resp. µ¯′) is the restriction
of µ (resp. µ′) to {x1, . . . , xn−1} (resp. {x′1, . . . , x′n−1}) we have
Sν(µ) = Sν(µ¯) + Sν−S
ν(µ¯)(δxn).
and the similar equation holds for µ′, µ¯′ and δx′n .
We will prove the result by induction on n, the number of atoms, not greater
than m = ν(R). For n = 1, the statement is obvious. Actually, denoting by G the
inverse cumulative function of ν (it satisfies G#λ]0,m] = ν) the shadow measures
can be written as G#λ]p,p+1] and G#λ]p′,p′+1] where p ≤ p′.
If n ≥ 2 we adopt the notations µ¯, µ¯′ introduced above and we assume a state-
ment stronger than the lemma that we call Hn−1: there exists two sets J¯ , J¯ ′ ⊆]0,m]
that satisfy
• the masses of J¯ and J¯ ′ are n− 1,
• J¯ is a disjoint union of intervals of type ]a, b]. The same holds for J¯ ′,
• these intervals have integer length,
• λJ¯ sto λJ¯′ (during this proof we note it simply J¯ sto J¯ ′). In particular,
max(J¯) ≤ max(J¯ ′),
• G#λJ¯ = Sν(µ¯) and G#λJ¯′ = Sν(µ¯′) (in particular Sν(µ¯) sto Sν(µ¯′)).
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As ν may possess atoms of mass > 1, the sets J¯ and J¯ ′ may not be unique. We
assume that max J¯ and max J¯ ′ are as small as possible: no other set satisfying the
five conditions before has a smaller maximum. Note also that we proved H1 in the
paragraph above.
Starting from J¯ and J¯ ′ as in Hn−1 where n ≤ m, we now construct sets J ⊇ J¯
and J ′ ⊇ J¯ ′ that satisfy Hn where µ, µ′ replace µ¯, µ¯′. In fact we follow the way
described at the beginning of the proof and look for the shadow of δxn (resp. δx′n)
in ν − Sν(µ¯) = G#λ]0,m[\J¯ (resp. ν − Sν(µ¯′)). We obtain the restriction of these
measures to a “quantile interval”, which can be described as G#λI\J¯ and G#λI′\J¯′ ,
where I =]p, q] and I ′ =]p′, q′] are intervals and I \ J¯ and I ′\ J¯ ′ are pseudo-intervals
(see Example 2.5) of Lebesgue measure 1. If the shadow is a Dirac mass, several
choices of I may be available. We choose the smallest possible max I, respectively
max I ′. Finally the sets J = J¯∪I and J ′ are the union of intervals of integer length.
Moreover Sν(µ) = G#λJ and S
ν(µ′) = G#λJ′ as we want.
We still have to prove the relation J sto J ′. Our first step is to see max I >
max J¯ (and max I ′ > max J¯ ′, which can be shown in the same way). Indeed it is
clear if xn > xn−1. If xn = xn−1, a problem may happen if the shadows of both
δxn−1 and δxn are δxn , but we recall that max J¯ was the smallest possible value
coherent with Hn−1 so that max I > max J¯ as we want. Therefore q := max I
and J¯ completely determine J . Indeed, one obtains J in adding the greatest real
numbers in ]0,m]\J¯ that are smaller than q. One proceeds until the set has measure
1. The result can also be written J = J¯∪]p, q].
One can see the barycenter of µ as a continuous and increasing function of q and
the same is true for µ′ and q′ = supJ ′. Let us fix q′ and consider q as a variable.
As J¯ sto J¯ ′, one has also (]0,m] \ J¯ ′) sto (]0,m] \ J¯). Hence if for the shadows of
xn and x
′
n in ν − Sν(µ¯) and ν − Sν(µ¯′) respectively, we start from the same value
q = q′ > max J¯ ′ ≥ max J¯ at the right of the interval ]0,m] and collect to the left
the real numbers in ]0,m]\ J¯ and ]0,m]\ J¯ ′ respectively until one has a set of mass
1, the set that we obtain for Sν−S
ν(µ)(δxn) is stochastically greater as the one for
Sν−S
ν(µ¯′)(δx′n). In other words I
′ \ J¯ ′ sto I \ J¯ . This relation still holds after the
push-forward G#. Taking the barycenters, we obtain x
′
n ≤ xn. But the hypothesis
of the lemma states xn ≥ x′n. Having in mind the continuity and the monotonicity
of xn with respect to q we see that the correct position of q satisfies q ≤ q′.
The length of the rightmost interval of J ′ is an integer that we denote by k. As
q′ ≥ q the upper part of mass k of Sν(µ′) in the stochastic order is greater, for
the same order, than the corresponding measure part of Sν(µ). The rest of J ′ is
included in J¯ ′. Due to the induction, it is greater than the corresponding left part
of J¯ of mass n − k. This left part of J¯ is greater (in the stochastic order) than
the left part of J , that is the most left part of mass n − k, because J¯ ⊆ J . Thus
J sto J ′ and this pair fulfils Hn. 
Proposition 2.33. Let µ, µ′ ∈ M with the same mass. Assume ν ∈ M satisfies
µ C,+ ν and µ′ C,+ ν. We have
W (Sν(µ), Sν(µ′)) ≤W (µ, µ′)(4)
Proof. 1. We first assume that µ and µ′ are made of finitely many atoms of the
same mass. We also assume Down(µ, µ′) C,+ ν and we denote this measure by µ˜.
As explain in Example 2.23, µ˜ is a measure of the same type as µ and µ′. Hence
we can apply Lemma 2.32 to the pairs (µ, µ˜) and (µ′, µ˜). Using Lemma 1.5 and
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Lemma 2.24 we can compute as follows
W (µ, µ′) = W (µ, µ˜) +W (µ′, µ˜)
= W (Sν(µ), Sν(µ˜)) +W (Sν(µ′), Sν(µ˜))
≥W (Sν(µ), Sν(µ′))
2. If µ˜ C,+ ν does not hold, we have µ˜ C,+,sto ν so that there exists (νn)n
as in Lemma 2.26. We have µ˜ C,+ ν + νn where sup spt νn tends to −∞ and the
computation above leads to W (Sν+νn(µ), Sν+νn(µ′)) ≤ W (µ, µ′). Therefore with
Lemma 2.18, we obtain (4).
3. For general µ, µ′ of the same mass m, that we assume to be 1, we approach
them in P by measures µn C µ and µ′n C µ′ with the same barycenter, obtained
as the sum of 2n atoms of mass m/2n. We do it in the following way: µn is defined
as
∑2n
k=1
1
2n δxk where
xk = 2
n
∫ (k+1)/2n
k/2n
Gµ(t)dλ(t).
The quantile function associated with µn is constant on each ]k/2
n, (k + 1)/2n]
with value the mean of Gµ on this interval. We recognise for the filtration made of
the dyadic intervals of ]0,m], the martingale associated with the random variable
Gµ ∈ L1(]0, 1]), the L1-norm being the Kantorovich distance between the measures,
as explained in Lemma 1.5. Hence (µn)n is non decreasing for the convex order and
µn −→ µ in M. Thus applying Proposition 2.20 we obtain the wanted estimate as
n goes to ∞. 
Remark 2.34. One can release the assumption to have atomic measures in Lemma
2.32 by using the approximation detailed in point 3 of the proof of Proposition 2.33.
Indeed, the stochastic order is stable in the weak topology so that Sν(µ) sto Sν(µ′)
is true for general measures µ sto µ′.
2.3.4. Variations in ν and conclusion.
Proposition 2.35. Let µ and ν, ν′ be elements ofM such that µ C,+ ν, µ C,+ ν′
and ν(R) = ν′(R). It holds
W (Sν(µ), Sν
′
(µ)) ≤ 2W (ν, ν′).
Proof. 1. We make first the additional assumption ν sto ν′ and we will prove
W (Sν(µ), Sν
′
(µ)) ≤ 2W (ν, ν′) in this case. Because of Proposition 2.20, we can
assume without loss of generality that µ is of type
∑n
i=1 αiδxi by using the same
method as at step 3. of Proposition 2.33. We can describe Sν(µ) as it is done in
Example 2.5 and introduce for this purpose a sequence J1 ⊆ · · · ⊆ Jn. We have
Sν(µ) = (Gν)#λJn and for any k, S
ν(
∑k
αiδxi) = (Gν)#λJi . We introduce now
S′ = (Gν′)#λJn and µ
′ =
∑k
αiδx′i where x
′
i is the barycenter of (Gν′)#λJi\Ji−1 .
As ν sto ν′, we have Gν ≤ Gν′ and Sν(µ) sto S′. Of course xi ≤ x′i so that
µ sto µ′. According to the converse statement in Example 2.5 we also have
S′ = Sν
′
(µ′). Therefore using Proposition 2.33 for µ, µ′ C,+ ν′.
W (Sν(µ), Sν
′
(µ)) ≤W (Sν(µ), Sν′(µ′)) +W (Sν′(µ′), Sν′(µ))
≤W (ν, ν′) +W (µ, µ′) ≤ 2W (ν, ν′).
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Indeed, due to µ sto µ′ and Sν(µ) sto Sν′(µ′) we have
W (µ, µ′) = W (Sν(µ), Sν
′
(µ′)) =
∫
Jn
(Gν′−Gν)dλ ≤
∫ ν(R)
0
(Gν′−Gν)dλ = W (ν, ν′).
2. We assume now µ C,+ Top(ν, ν′). In this case we use the triangle inequality,
point 1 and Lemma 2.24 so that we can establish
W (Sν(µ), Sν
′
(µ)) ≤ 2W (ν, ν′).
3. Let us assume that µ C,+ Top(ν, ν′) does not hold. According to Lemma
2.26, there exists γ such that µ C,+ Top(ν, ν′) + γ. But as stated in Lemma 2.25,
Top(ν, ν′) + γ is also Top(ν + γ, ν′ + γ) and µ C,+ ν + γ as well as µ C,+ ν′ + γ.
Therefore according to the previous paragraph
W (Sν+γ(µ), Sν
′+γ(µ)) ≤ 2W (µ, µ′).
Note that in Lemma 2.26, sup(spt(γ)), that is the upper bound on the support of γ
can be chosen arbitrary close to −∞. Hence, letting sup(spt γ) go to −∞, Lemma
2.18 permits us to conclude in the more general case. 
Proof of Theorem 2.30. We combine Proposition 2.33 and Proposition 2.35 and
simply use the triangle inequality
W (Sν(µ), Sν
′
(µ′)) ≤W (Sν(µ), Sν′(µ)) +W (Sν′(µ), Sν′(µ′)).
≤ 2W (ν, ν′) +W (µ, µ′)
This can only be written doing the further assumption µ C,+ ν′.
In the general case, let γ be such that µ C,+ ν′ + γ. Of course we still have
µ C,+ ν + γ and µ′ C,+ ν′ + γ. The previous computation holds and writes
W (Sν+γ(µ), Sν
′+γ(µ′)) ≤ 2W (ν + γ, ν′ + γ) +W (µ, µ′).
But W (ν + γ, ν′ + γ) = W (ν, ν′). We conclude using the same method as at the
end of the proof of Proposition 2.35. With the end of Lemma 2.26 we obtain a
suitable sequence (γn)n and we use the end of Lemma 2.18 for the convergence
W (Sν+γn(µ), Sν
′+γn(µ′))→W (Sν(µ), Sν′(µ′)). 
The following example shows that the left-curtain Curt is not Lipschitzian when
considering the Kantorovich distances W and WR
2
. In other words a result like
Corollary 2.31 does not hold.
Example 2.36. For any integer n ≥ 1 and ε < 1, we consider four measures of mass
n. The first two ones employ Dirac masses at some points k ∈ N and ε > 0.
µ =
n−1∑
k=0
δk and µ
′ = δε +
n−1∑
k=1
δk.
and the two others are made of uniform measures
ν = λ[−1/2,n−1/2] and ν′ = λ[−1/2+ε/n,n−1/2+ε/n].
Note that µ sto µ′, ν sto ν′ and W (µ, µ′) = W (ν, ν′) = ε. As the measures are
pairwise in convex order we can define the curtain couplings pi = Curt(µ, ν) and
pi′ = Curt(µ′, ν′). We have
pi =
n−1∑
k=0
δk ⊗ λ[k−1/2,k+1/2].
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The expression of pi′n is more intricate.
pi′n = δε ⊗ λ[−1/2+ε,1/2+ε] +
n−1∑
k=1
δk ⊗ λAk,1∪Ak,2
where for any k ≤ n − 1, the set Ak,1 ∪ Ak,2 = [−1/2 + ε/(k + 1), −1/2 + ε/k)] ∪
[k − 1/2 + ε/k, k + 1/2 + ε/k + 1] is the union of an interval of length εk(k+1) close
to −1/2 and the interval of length 1− εk(k+1) with barycenter close to k.
in R2 the set {k}×Ak,1 is part of the support of pi′. It has mass ε/k(k + 1) and
distance to sptpi greater than k/2 (for the `1 norm ‖(x, y)‖ = |x|+ |y|. It is in fact
close to k.). If follows
WR
2
(pi, pi′) >
n−1∑
k=1
ε
2(k + 1)
=
1
2
(
n∑
k=2
1
k
)
max(W (µ, µ′),W (ν, ν′)).
Note that we can normalise in mass and space and get the same estimate for families
of probability measures close to λ[0,1]. After this normalisation, the sequences pin
and pi′n both converge to (Id⊗ Id)#λ[0,1] but the ratios WR
2
(pin, pi
′
n)/W (µn, µ
′
n) and
WR
2
(pin, pi
′
n)/W (νn, ν
′
n) go to infinity faster than ln(n)/2. This make it impossible
to find an estimate like Corollary 2.31 for the Kantorovich distance in place of Z.
3. The peacock problem, examples and counterexamples
3.1. Definitions. Following Hirsch, Profeta, Roynette, and Yor [13] we call pea-
cock a path (µt)t of measures of P that is non-decreasing in the convex order. The
origin of the name is the translation from the French “Processus Croissant pour
l’Ordre Convexe”, in short PCOC, that is pronounced “peacock” in English. More
precisely in this chapter we are concerned with peacocks indexed on [0, 1] and we
will assume the paths are right-continuous in the topology T1. Note that due to
the transformation µ 7→ uµ and its relationship with the topology and the convex
order, it is the same as assuming that the path is ca`dla`g (“continu a` droite, limitu
a` gauche”, right-continuous with left limit). Note also that the set of discontinu-
ous times is countable. Moreover, as explained in Remark 1.1, when restricted to
{µt ∈ P : t ∈ [0, 1]}, due to the uniform integrability of the measures in this set,
the topology T1 is the same as the topology Tcb. Still according to this remark, the
same holds when one considers joint laws of measures in this set.
The problems raised in [13] are the existence and construction of processes
(Mt)t∈[0,1] that are martingales in the canonical filtration (Ft)t∈[0,1] (generated
by M) and with Law(Mt) = µt for any t. More precisely, in the original problem
the 1-dimensional marginals should be given as the marginals of an auxiliary pro-
cess (Xt)t that is not a martingale. In this case the filtration to be considered may
be that generated by X. In keeping with the practice of other authors in related
papers like [14, 11], we prefer to start with (µt)t∈[0,1] as initial data. The answer
to the question of existence predated the birth of peacocks by almost 40 years. In
[19], Kellerer established that a martingale may be associated with any peacock and
that this martingale may be assumed to be Markovian. This aspect is important
in the work by Kellerer. Indeed he stresses the fact that the Markov composi-
tion of two joint laws along a common marginal is not a continuous operator. Set
fk(x) = |x|+ 1/k defined on [−1, 1]. The Markov process
(ω, t) ∈ {0, 1} × [−1, 1] 7→ (1− ω)fk(t)
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converges to a non-Markovian process as k tends to infinity. In fact, in the limit
process, the future from position 0 at time 0 depends on the past (see also the
counterexample to Satz 14 in [19] where the marginals are constant). Kellerer
stresses the fact that the replicated Strassen theorem may associate a Markovian
martingale with a peacock indexed on N but because of the lack of continuity that
we already mentioned, the result can not be easily carried over to R+ (or [0, 1]). In
this chapter we insist on the Markov property in Kellerer’s theorem. We construct
processes using the left-curtain coupling and the Markov composition. We address
the questions of existence, uniqueness and Markovianity.
Let us cite the very recent contribution by Henry-Laborde`re, Tan, and Touzi [11]
that is closely related to ours. These authors establish the uniqueness of the limit
“curtain” process provided by the left-curtain coupling. This is done under some
conditions that permit them in particular to include the peacock associated with
a continuous peacock made of Gaussian measures (the resulting martingale is not
the Brownian motion but a pure downward jump local Levy model). Under this set
of assumptions, they identify the limit process with the minimiser of a functional
on the set of processes. Another important result with respect to uniqueness is
that of M. Pierre [13, Theorem 6.1], presented in the context of peacocks by Hirsch
and Roynette [14]. It does not rely on the left-curtain coupling but, for a class
of peacocks, on the uniqueness of a martingale satisfying a type of Fokker-Planck
equation, where the 1-marginals are prescribed (the process is even Markovian).
Another important contributor is Lowther [25, 24, 23]. In his papers, the author
introduces the so-called Lipschitz-Markov property, close to the original conception
of Kellerer [19, Definition 2 and 3]. His work is revisited in [16].
In this chapter we conduct a study of some representative examples of peacocks,
both continuous (Proposition 3.5) and discrete (Theorem 3.12). For some of them,
we prove the existence and uniqueness of a limit “curtain” process in the Skorokhod
topology, for arbitrary sequences of partitions. For the others (Paragraphs 3.4 and
3.5) we prove that there exist non-Markovian limits. We conclude by suggesting
some open questions.
3.1.1. Notations. We consider a peacock [µ] := (µt)t∈[0,1] and we build a process
using a discretisation. More precisely, for any interval partition σ = {t0, . . . , tQ} of
[0, 1] with 0 = t0 < · · · < tQ = 1, there is a unique measure on the Skorokhod space
D([0, 1]) denoted by Pµ,σ such that the canonical process Xµ,σt : x ∈ (D,Pµ,σ) 7→
x(t) ∈ R is (almost surely) constant on every [tk, tk+1[ and for every k < Q the
transport plan (Xtk ⊗ Xtk+1)#Pµ,σ is the left-curtain coupling between µtk and
µtk+1 . In order to completely define P
µ,σ we need to specify that the canonical
process Xµ,σ is a Markov process. The last important point is that (Xµ,σt )t is a
martingale in the canonical filtration. Indeed, for s ≤ t, E(Xt|Xs) = Xt because
the transitions are martingale transport plans and E(Xt|Fs) = E(Xt|Xs) because
the process is Markovian.
For a sequence of interval partitions (σ(p))p∈N with the mesh |σ(p)| going to 0 as
p tends to +∞, the sequence Pµ,p := Pµ,σ(p) may converge in the weak topology of
measures on the space D([0, 1]) equipped with the Skorokhod topology. We denote
by LimCurt([µ]) the set of possible limit measures on the Skorokhod space and call
them limit curtain processes. Actually any element P ∈ LimCurt([µ]) is relevant
for the peacock problem because the canonical process (Xt)t∈[0,1] — (i) satisfies
Law(Xt) = µt for every t, (ii) is a martingale (see Proposition 3.4 for the two
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points). One of our goals is to provide sufficient conditions for the set of possible
limit curtain processes to be reduced to one element or to be not empty. The other
goal is to examine whether there are Markovian or non-Markovian processes among
the limit processes.
3.1.2. Transformations. Given the peacock [µ] and a sequence (σ(p))p, if (P
µ,p)p
converges as p goes to infinity, the same holds for the peacock [φ#µ] and (P
φ#µ,σ
(p)
)p
where φ is the transformation φ : x 7→ ax+ b with a > 0. The relation between the
limits can be read in the canonical processes that are (Xt)t and (aXt + b)t.
Let us now consider another natural transformation t 7→ µτ(t) where τ : R→ R
is a continuous non-decreasing function from [0, 1] to [0, 1]. Using the uniform con-
tinuity of τ we see that LimCurt([µτ ]) is exactly the set of measures with canonical
process Xτ(t) where (Xt)t is the canonical process of some P ∈ LimCurt([µt]).
3.1.3. Finite dimensional topology. In a similar way as LimCurt([µ]) we introduce
LimCurtFD([µ]). For a right-continuous peacock [µ], it is the set of measures on
R[0,1] that are obtained for (σ(p))p∈N a sequence of partitions with mesh |σ(p)| going
to 0, as the limit of (Pµ,p)p in the finite dimensional convergence.
Note with the following example that a limit curtain process for this topology
may not satisfy the condition Law(Xt) = µt. It may also be a measure on R[0,1]
that is not concentrated on D([0, 1]).
Example 3.1. Both assumptions can be shown with the peacock
µt =
{
δ0 if t < 1/3,
(δ−1 + δ1)/2 if t ≥ 1/3
and σ(p) = {k/2p : k = 0, . . . , 2p}. One can see that for the corresponding limit
process of LimCurtFD([µ]) satisfies Law(X1/3) = δ0, which make it impossible to
be represented by a measure on ca`dla`g pathes.
Nevertheless an element of LimCurtFD([µ]) is always a martingale as can be
seen by adapting the proof Lemma 4.5 in [14] by Hirsch and Roynette. In the next
proposition, we adapt another proof by the same authors [15, Theorem 3.2] that
relies on a Cantor diagonal argument and the classical regularisation of martingales
(I first learnt this method from Beiglbo¨ck [4], see also [9]).
Proposition 3.2. Let [µ] = (µt)t∈[0,1] be a right continuous peacock. The set
LimCurtFD([µ]) is not empty and contains at least one ca`dla`g process that is rele-
vant for the peacock problem.
More precisely, for any increasing (in the sense of inclusion) sequence of par-
titions (σ(p))p∈N such that ∪pσ(p) contains the points of discontinuity of t 7→ µt,
there exists a measure P ∈ LimCurtFD([µ]) and a subsequence of (Pµ,p) converging
to P such that the canonical process associated with P is a (maybe non-Markovian)
ca´dla´g martingale with 1-dimensional marginals µt at any time t ∈ [0, 1].
Sketch of proof. We mostly follow the proof in [15, Theorem 3.2] that is done for
dyadic nets. The only important difference concerning the partitions is that we
include the times of discontinuity to our partition. This is important regarding
to the finite dimensional convergence that we prove in the end of the proof after
Lemma 3.3 but it is not for Theorem 3.2 in [15] that is a pure existence theorem.
At step (2) we adapt the proof as follows. We state X
(p)
t = X
(p)
btcp instead of 0
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where btcp is the greatest element of σ(p) that is smaller than t. Also we take the
left-curtain transition with Markov transitions as explained in the beginning of this
part instead of an arbitrary martingale provided by Strassen’s Theorem. With our
notations after step (2) we are really considering Pµ,p and the process Xµ,p where
σ(p) may be non-dyadic and includes some discontinuities of t 7→ µt. We can follow
the steps of Hirsch an Roynette until the end. We obtain a a kind of limit P to
a subsequence (Pµ,ϕ(p))p of (P
µ,p)p. The convergence happens as described now:
when finitely many times of ∪pσ(p) are selected the joint projection of Pµ,ϕ(p) on
these marginals should converge to the corresponding projection of P . There is a
unique ca`dla`g process that can be associated with P seen as a measure on countably
many copies of R (see step (5)). It is a martingale and the 1-marginals are µt also
at times t /∈ ∪pσ(p).
The only element that must be added to Hirsch and Roynette’s proof is the finite
dimensional convergence for general times. For this purpose we need a lemma.
Lemma 3.3. Let (νt)t∈[0,1] be a peacock continuous at time r. For every ε > 0,
there exists α such if max(|s−r|, |t−r|) < α, the sets ΠM (νs, νt) and ΠM (νt, νs) are
contained in the ball of centre (Id⊗ Id)#νr and radius ε (for a distance metrifising
Π).
Proof. The result is due to the fact that ΠM (νr, νr) = {(Id⊗ Id)#νr}. If (pin)n is a
sequence of martingale transport plans with both marginals converging to νr, due
to Prokhorov theorem it will converge to (Id⊗ Id)#νr. The lemma follows from
this remark. 
Take r1, . . . , rj real times that are points of continuity of t 7→ µt, and for every i ∈
N, qi1, . . . , qij elements of ∪pσ(p) such that for every k ≤ j, (qik)i is a non-increasing
sequence converging to rk. The sequence ui,p = Law(X
µ,ϕ(p)
qi1
, . . . , X
µ,ϕ(p)
qij
) de-
pends on i and on p. If i tends to infinity for a fixed p, because paths of D([0, 1])
are right continuous, the sequence ui,p converges to Law(X
µ,ϕ(p)
r1 , . . . , X
µ,ϕ(p)
rj ). If
p tends to infinity, for a fixed i, it converges to Law(Xqi1 , . . . , Xqij ) where X is
the canonical process associated with P . Moreover Law(Xqi1 , . . . , Xqij ) tends to
Law(Xr1 , . . . , Xrj ) when i goes to infinity. We need to state the commutativity of
limits limp(limi ui,p) = limi(limp ui,p). Lemma 3.3 will provide the required uni-
formity. We consider it with the Prokhorov distance [7, Section 6] on the space of
probability measures on (Rj , ‖.‖∞) that we denote denote it by d. Take ε > 0. We
claim that for sufficiently large numbers p (greater than some pε) the inequality
d(Law(Xµ,ϕ(p)r1 , . . . , X
µ,ϕ(p)
rj ),Law(X
µ,ϕ(p)
qi1
, . . . , X
µ,ϕ(p)
qij
)) < 4ε.
holds as soon as i is sufficiently large (greater than some i that does not depend on
p). Indeed, for every k = 1, . . . , j, Law(X
µ,ϕ(p)
rk , X
µ,ϕ(p)
qik
) is an element of ΠM (µs, µt)
where s and t have distance to rk smaller than max(|σϕ(p)|, |qik − rk|). With the
same notation α as in Lemma 3.3 we choose pε,k sufficiently large so that |σϕ(p)| ≤ α
if p > pε. If now we also have |qik−rk| ≤ α, the Prokhorov distance associated with
the norm ‖.‖∞ of R2 between (Xrk ⊗ Xqik)#Pµ,ϕ(p) and (Id⊗ Id)#µrk is smaller
than ε. Hence considering a coupling as ensured by the Strassen-Dudley theorem [7,
Theorem 6.9] one can couple these measures in a close way. Therefore Pµ,ϕ(p)(|Xrk−
Xqik | < 2ε) ≥ 1−ε, which means that for p > pε := maxk pε,k the event {maxk |Xrk−
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Xqik | < 2ε} holds with Pµ,ϕ(p)-probability greater that 1 − ε. We conclude using
the triangle inequality that for such a value of p
d(Law(Xµ,ϕ(p)r1 , . . . , X
µ,ϕ(p)
rj ),Law(Xr1 , . . . , Xrj ))
≤d(Law(Xµ,ϕ(p)r1 , . . . , Xµ,ϕ(p)rj ),Law(Xµ,ϕ(p)qi1 , . . . , X
µ,ϕ(p)
qij
))
+ d(Law(X
µ,ϕ(p)
qi1
, . . . , X
µ,ϕ(p)
qij
),Law(Xqi1 , . . . , Xqij ))
+ d(Law(Xqi1 , . . . , Xqij ),Law(Xr1 , . . . , Xrj ))
≤2ε+ ε+ ε
holds as soon as i is sufficiently large. This proves the finite dimensional conver-
gence. 
Similar arguments as the ones in Proposition 3.2 permit us to prove that the
elements of LimCurt([µ]) are all relevant.
Proposition 3.4. Let Pµ,p converge to P in the Skorokhod topology. The canonical
process (Xt)t∈[0,1] satisfies Law(Xt) = µt for every t ∈ [0, 1] and it is a martingale.
Proof. With the convergence in the Skorokhod space, the finite dimensional con-
vergence is also true for finitely many times selected in a set E = [0, 1]\D where D
is countable (and 1 ∈ E). It follows that (Xt)t∈E is a martingale by using the same
argument as before adapted from [14, Lemma 4.5]. But (Xt)t∈[0,1] and (µt)t∈[0,1]
are both right-continuous. It follows that Law(Xt) = µt is also satisfied for t ∈ D
and also that (Xt)t∈[0,1] is the regularisation on the right of the the martingale
indexed on E in the sense of the classical theory of continuous martingales (same
argument as step (5) in [15, proof of Theorem 3.2]). It is a martingale. 
Finally notice that Example 3.1 illustrates the fact that a sequence Pµ,p may
converge to two non-compatible limits for the Skorokhod and the finite dimensional
topology.
In the following paragraphs we give examples of what can be LimCurt(µ) for
selected classes of peacocks.
3.2. Uniform measures on intervals. The left-curtain coupling pilc from one
uniform measure on a segment µ to another ν can be easily deduced from Definition
2.6. Indeed, the shadows of µ|]−∞,x] in ν are also uniform measures. We give a
description of the resulting coupling. As explained in paragraph 3.1.2 it is invariant
by translation and scaling so that we only need to explain it for µ = λ[0,1] and
ν = λ[−a,1+a]. The left-curtain coupling of those measures can be described with
two linear maps. The submeasure 1+a1+2aλ[0,1] + µ is mapped linearly on [0, 1 + a]
and the remainder a1+2a linearly on [0,−a]. The coupling can also be described with
random variables. Let X be uniform on [0, 1] and Z be an independent Bernoulli
variable Z ↪→ B(a/(1 + 2a)). Then define Y = (1 + a)X if Z = 0 and Y = −aX if
Z = 1. Then pilc = Law(X,Y ).
We note that the subsequent Proposition 3.5 can also be seen as a consequence
of the theorems in [11] where the authors show that under certain assumptions a
continuous peacock gives rise to a unique limit process that is a pure downward
jump local Levy model. However, we think that our example is worth presenting,
because it appears particularly canonical and is not considered in [11].
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Figure 1. Composition of curtain couplings for uniform measures.
Proposition 3.5. For every t ∈ [0, 1], let µt be uniform on [− exp(2t)/2, exp(2t)/2].
There is a unique curtain limit process to the peacock [µ] = (µt)t∈[0,1] and it can
be described as follows: choose an initial point X0 uniformly on [−1/2, 1/2] and
independently a one-dimensional Poisson point process of intensity 1 with times
0 = T0 < T1 < . . . < TN < 1 where N ↪→ P(1). The random path is defined as
follow
X(t) =

exp(2t)/2− (1/2−X0) exp(t) if t ∈ [0, T1[
exp(2t)/2− exp(t+ Ti) if t ∈ [Ti, Ti+1[
exp(2t)/2− exp(t+ TN ) if t ∈ [TN , 1]
Roughly describing the limit process, after a jump at time T , the trajectory starts
a new increasing piece from position − exp(2T )/2. Figure 1 is an illustration of the
discrete process for a linear, instead of exponential, evolution of the length of the
segments. One reason for the space-time normalisation chosen in the proposition
for the continuous peacocks made of uniform measures (they are all equivalent
according to paragraph 3.1.2) is that up to a scaling factor, for any h > 0 the
transition kernel between µt and µt+h is independent from t. Moreover, for the
same times the probability to jump down is 2−1(1− exp(2h)), which is equivalent
to h as h tends to 0.
Our proof relies on the Euler approximation method and the approximation of
the classical Poisson point process by Bernoulli processes.
3.2.1. Euler approximation method. We consider a continuous transition function
T : (s, t, x) ∈ [0, 1]× [0, 1]× R 7→ R defined for s ≤ t such that the limit
V (t, x) = lim
h→0+
T (t, t+ h, x)/h
exists. We denote by RT the rest of the Taylor expansion
RT (s, t, x) = T (s, t, x)− (t− s)V (s, x).
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In the next proposition we will compare for a given partition σ : 0 = t0 < t1 <
· · · < tN < 1 = tN+1 and two initial points x0 and x¯0, the solution x(t) of the ODE{
x(0) = x(t0) = x0
x˙(t) = V (t, x(t))
(5)
to the Euler scheme starting in x¯0:
{
x¯0 = x0
x¯k+1 = x¯k + T (tk, tk+1, x¯k)
The comparison can be done at discrete times tk between x¯k and x(tk) but also in
continuous time associating the ca`dla`g function x¯ defined by x¯(t) = x¯k on [tk, tk+1[
with (x¯k)k=0,...,T . The proof follows the classical line for the convergence of the
Euler scheme in numerical analysis.
Proposition 3.6. Let T , V and RT be the functions introduced above and assume
that V is continuous, bounded and that there exists L > 0 such that
|V (y, t)− V (x, t)| ≤ L|y − x|.
Let RV be the local truncature error in the approximation of the flow at first
order. We assume the uniform estimates |RT (s, t, x)| := |V (x, t + h) − V (x, t)| ≤
M(t− s)2/2 and |RV (t, t+ h, x)| ≤Mh2/2 for some M > 0.
Then
‖x− x¯‖∞ ≤ F (|x0 − x¯0|, |σ|)
for a non-increasing function F with limit 0 in (0, 0).
Note that the hypothesis on V ensure that (5) is in the scope of Picard-Lindelo¨f
Theorem.
Proof. We consider the one-step operation starting from x¯k and xk on the interval
[tk, tk+1[:
x¯k+1 = x¯k + (tk+1 − tk)V (tk, x¯k) +RT (tk, tk + 1, x¯k)
and
x(tk+1) = x(tk) +
∫ tk+1
tk
V (s, x(s))ds = xk + (tk+1 − tk)V (tk, xk) +RV (tk, tk+1, xk)
We take the difference and obtain
|x¯k+1 − x(tk+1)| ≤ |x¯k − x(tk)|+ (tk+1 − tk)|V (tk, x¯k)− V (tk, xk)|+ |RV |+ |RT |
≤ |x¯k − x(tk)|(1 + L(tk+1 − tk)) +M(tk+1 − tk)2
Using the fact that
∏n
k=1(1 + hk) ≤ exp(h1 + · · · + hn) for positive real numbers
hk. It follows for n ≤ N
|x¯n − xn| ≤ |x¯0 − x0| exp(L.tn) +
n∑
k=1
M(tk − tk−1)2 exp(L(tn − tk))
≤ |x¯0 − x0| exp(L.tn) +M |σ| exp(L.tn) ≤ (|x¯0 − x0|+M |σ|) exp(L.tn)
Hence ‖x¯− x‖∞ ≤ (|x¯0 − x0|+M |σ|) exp(L.tn) + ‖V ‖∞.|σ| 
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3.2.2. Poisson point process. We state the following result without proof. It states
that it is possible to couple a Bernoulli process and a Poisson process. We invite
the reader to consult [2] on the Poisson approximation.
Lemma 3.7. Let (σ(p))p∈N be a sequence of interval partitions with the mesh |σ(p)|
going to 0 as p tends to +∞. There exists a probability space on which one can
define an increasing sequence of random variables (Ti)i∈N∗ and for every n ∈ N, an
increasing sequence (T
(p)
i )i∈N∗ , such that
• {Ti : Ti < 1} realises a Poisson point process of intensity 1 on [0, 1],
say T0 = 0, the (Ti − Ti−1)i∈N∗ are independent and have the exponential
distribution of parameter 1.
• for every p > 0, {T (p)i : T (p)i ≤ 1} is a Bernoulli process defined as follow.
For the partition σ(p) = {t0, . . . , tQp} where 0 = t0 < · · · < tQp = 1,
let (B
(n)
k )k be a sequence of independent Bernoulli variables of parameter
2−1(1− exp(2(tk − tk−1))). The time T (p)i is tk where k is the range of the
i-th variable Bk = 1. If such a range does not exist T
(p)
i = +∞.
• For every ε > 0, if N = #{Ti : Ti < 1} and N (p) = #{T (p)i : T (p)i ≤ 1} we
have
P
(
{N = N (p)} and {i ≤ N ⇒ |T (p)i − Ti| ≤ ε}
)
−→n→∞ 1.
The next lemma concerns the trajectories of the limit process suggested in Propo-
sition 3.5. These are for S ∈ [0, 1],
gS : t ∈ [S, 1] 7→ 1
2
exp(2t)− exp(S + t) ∈ R.
Lemma 3.8. Consider S < T and S′ < T ′, four times in [0, 1]2. We have
max
u∈[0,1]
|gS(S + u(T − S))− gS′(S′ + u(T ′ − S′))| ≤ 10(|S′ − S|+ |T ′ − T |).
Proof. One can consider the partial derivatives in S and T of gS(S + u(T −S)) for
a fixed u ∈ [0, 1]. The norm of these derivatives is bounded by e2 and the relation
holds if S = S′ and T = T ′. It is enough for the Lipschitz bound. 
Proof of Proposition 3.5. We prove that for a sequence σ(p), the measure Pµ,p con-
verge in the Skorokhod topology to the law P of the process described in the
statement of the proposition. Our strategy is to use the Prokhorov distance associ-
ated to the Skorokhod distance. In other words for every ε > 0, we want to couple
P and Pµ,p in D([0, 1]) × D([0, 1]) using a coupling Θ such that with probability
greater that 1− ε the (Skorokhod) distance between (Xt)t∈[0,1] and (Xµ,pt )t∈[0,1] is
smaller than ε.
It is also correct to perform the coupling in another probability space and this is
what we will do with the probability space of Lemma 3.7 together with a uniform
random random value X0 ↪→ U([−1/2, 1/2]) independent from this space. We
construct the process X as explained in the statement of the proposition, that is a
random path starts in X0 at time 0 and jump at times T1, . . . , TN . After the i-th
jump, the trajectory is gTi .
Before we describe the piecewise constant process Xµ,p, let us introduce an
intermediate process Y p. A random path starts at point X0 and jumps at each
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time tk if and only if the interval [tk−1, tk[ contains some Ti. After a jump the
trajectory is gtk .
The process Xµ,p does not directly follows the trajectories gS but it is a discreti-
sation of those trajectories in the sense of Proposition 3.6. A random path starts
in X0. It is constant on each interval [tk−1, tk[. At time tk it jumps down into
[gtk−1(tk−1), gtk(tk)] with probability 2
−1(1− exp(2(tk− tk−1))), which is small. In
the other case it does a small jump up from x = Xµ,ptk−1 to
T (tk−1, tk, x) = (x+ 2−1 exp(2tk−1))
1 + exp(2δtk)
2
− 2−1 exp(2tk−1)
where δtk = tk − tk−1. The vector field V corresponding to this transition T with
respect to the definitions of paragraph 3.2.1 is V (t, x) = x + 2−1 exp(2t). Note
that V is 1-Lipschitz in x and continuous in t. The solutions of the ODE (5)
are of the form exp(2t)/2 − C exp(t) where C is a constant. For C = exp(S) we
recover gS . The trajectories of the flow starting from [−1/2, 1/2] at time 0 or from
−2−1 exp(2S) for some S ∈ [0, 1] at time S are bounded and V is also bounded for
(t, x) in a bounded set.
We can now conclude explaining that with high probability the trajectories of X
are close to the ones of Y and that the trajectories of Y are close to the one of Xµ,p.
Of course this holds if p is sufficiently large. For the first estimate we consider the
event {N = N (p)} ∩ {i ≤ N ⇒ |T (p)i − Ti| ≤ ε} and define λ : [0, 1] 7→ [0, 1] as the
piecewise linear and continuous change of time that fixes {0, 1} and maps each Ti
for i ≤ N on T (p)i . With this λ used in the definition of the Skorokhod distance and
Lemma 3.8 we see that the Prokhorov distance between Law(X) and Law(Y p) is
smaller than 10ε. As ε can be chosen arbitrary, this distance tends to 0 as p tends
to infinity.
The distance between Law(Y p) and Law(Xµ,p) also tends to zero because we
can use Proposition 3.6 in order to compare without time wiggling the piecewise
constant trajectories to the pieces g
T
(p)
i
of Y p. The beginning of the first trajectories
lies in [gtk−1(tk−1), gtk(tk)] and the other starts in gtk(tk) so that the distance
between these points tends to zero together with |σ(p)| and the precise expression
of F at the end of the proof of Proposition 3.6 permits us to certify that the upper
bound is uniform over all pieces of Y p. 
3.3. Finitely supported measures. Let V be the set of vectors
(X;A) = (x1, . . . , xn, a1, . . . an) ∈ R2n
such that
∑
aixi = 0 and
∑
ai = 1. Every vector of V can be associated with a
signed measure
∑n
i=1 aiδxi . Let (x1, . . . , xn, a1, . . . , an) and (Y ;B) = (y1, . . . , yn, b1, . . . bn)
be two elements of V. As a function of (X;A) and (Y ;B) let now Γ ⊆ Mn×n(R)
be the subspace of matrices satisfying
M1 = A,
1TM = BT,
MY = Diag(a)X.
(6)
where 1 stays for the vector (1, . . . , 1)T, Diag(a) is the diagonal matrix with entries
a1, . . . , an and A, B, Y and X are columns.
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Lemma 3.9. With the notations above, assume that the entries of X are all differ-
ent and that the same holds for Y . The affine space Γ ⊆ Mn×n(R) has dimension
(n− 1)(n− 2) and the map
f : ((X;A), (Y ;B)) ∈ V2 7→ Γ(X,A, Y,B) ⊆Mn×n(R)
is analytic. Here f is a map into the affine Grassmanian of affine spaces of dimen-
sion (n− 1)(n− 2) included in Rn×n ≡Mn×n(R) .
Proof. We can prove that the application that maps M ∈ Γ to the submatrix made
of the n − 1 upper rows and the n − 2 left-more columns is an affine bijection
with M(n−1)×(n−2). Indeed there always exists a way to complete such a matrix
to an element of W and this way is unique. We first consider the n − 1 upper
rows together with the first and third constraint of (6). On each line we obtain a
2× 2 linear system to solve and the solution is unique because of | 1 xn−11 xn | 6= 0. We
complete the row in the unique possible way according to the second constraint and
we have still two relations on the lower row that need to be checked. These relations
rely on the definition of V. First, we already have ∑∑mij = ∑ bj = 1 = ∑ ai
and
∑
jmij = ai for every i ≤ n − 1. It follows
∑
mnj = an. Second, we have∑
jmijyj = aixi for every i ≤ n−1 and we want to prove it for i = n. This follows
by subtracting these n− 1 relations to ∑ bjyj = ∑ aixi. 
In this section we are interested in defining a limit curtain coupling for a peacock
µt =
∑
ai(t)δxi(t)
where the entries of the vector (x1, . . . , xn, a1, . . . , an)(t) ∈ V are real analytic
functions of time and furthermore satisfy a1(t), . . . , an(t) > 0 and x1(t) < . . . <
xn(t) for every t.
The fact that the measures are in the convex order implies that for s ≤ t the
subspace Γst associated with (Xs;As) and (Xt;At) contains a matrix with non-
negative entries. Indeed, the conditions defining Γst are equivalent to the ones of
ΠM (µs, µt). More precisely the affine map∑
1≤i,j≤n
mijδ(xi(s),xj(t)) ∈ ΠM (µs, µt) 7→ (mij)1≤i,j≤n ∈ Γst
is onto and has image Γst ∩ (R+)n×n, the subset of non-negative matrices of Γst.
Hence we can identify it with ΠM (µs, µt).
According to Proposition 2.8, the matrix corresponding to the left-curtain cou-
pling is the unique minimiser for fixed µs and µt of the transport cost function
C : M 7→ ∑ijmij(1 + tanh(−xi))√1 + y2j to be minimised on Γst ∩ (R+)n×n ≡
ΠM (µs, µt). We denote the corresponding matrix by M(s, t). Note that (s, t) 7→
M(s, t) is defined on T = {(s, t) ∈ [0, 1]2 : s ≤ t} and that it is continuous on T , for
instance because of Theorem 2.16. We also have M(s, s) = Diag(a1(s), . . . , an(s)).
As C is linear on Γst, the matrix M(s, t) is an extreme point of ΠM (µs, µt) ≡
Γst ∩ (R+)n×n. Hence we can deduce that M(s, t) satisfies at least (n − 1)(n − 2)
relations of type mi,j = 0 that are independent from the ones defining Γst.
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We also notice that the chain∑
1≤i,j≤n
mij(s, t)δ(xi(s),xj(t)) 7→M(s, t)
7→ M˜(s, t) := Diag(a)−1(s)M(s, t)
permits us to replace a martingale transport plan with a stochastic matrix with
n states because the sum of the entries on the i-th row is no longer ai(s) but 1.
Moreover a(t)T = a(s)TM˜(s, t). Each state i = 1, . . . , n represents a trajectory
t 7→ xi(t).
Given an interval partition σ(p) = {t0, . . . , tQp} of [0, 1] with 0 = t0 < · · · < tQp =
1 of the interval [0, 1], we introduce the coherent family of (A¯(p)(s, t))0≤s≤t≤1 in
the following way. If s ∈ [ti, ti+1[ and t ∈ [tj , tj+1[ the transition matrix between
those times is A¯(p)(s, t) = M˜(ti, ti+1) · · · M˜(tj−1, tj). It sends the distribution of
mass (a)(ti) to (a)(tj). We will prove in Proposition 3.12 that A¯
(p)(s, t) converges
to a certain Ast when |σ(p)| goes to zero. This will in particular prove that Ast is
a stochastic matrix that sends the distribution a(s) to a(t).
Lemma 3.10. There exists a constant C such that for every ξ−, ξ+ and any finite
increasing sequence (θk)
K
k=0 in [ξ
−, ξ+], one has∥∥∥M˜(θ0, θ1) · · · M˜(θK−1, θK)− Idn∥∥∥ < C(ξ+ − ξ−)
Proof. Let us first prove the lemma in the case where the finite sequence θn is just
θ0 = ξ
+ and θ1 = ξ
−. The product of transition matrices is M˜(ξ−, ξ+) that we
simply note M˜ . Therefore due to the shape of the left-curtain couplings we can
claim M˜ij = 0 for j > i+1 if h := (ξ
+−ξ−) is sufficiently small. Indeed the shadow
of
∑i
l=1 al(ξ
−)δxl(ξ−) must be close to
∑i
l=1 al(ξ
+)δxl(ξ+) when h is small. More
precisely considering the centres of mass of these measures only a mass of O(h) is
sent to the atoms ai+1(ξ
+)δxi+1(ξ+), . . . , an(ξ
+)δxn(ξ+) and this bound O(h) can be
chosen uniformly in ξ−. Because of Proposition 2.3 if h is sufficiently small this
part of the shadow can only be in xi+1. Hence the claim on M˜ij holds. With similar
arguments and using what has already been proved we obtain that for j < i the
entry M˜ij is also O(h) uniformly in ξ
−. Indeed the measure aiδxi is transported to
a measure of barycenter ai(ξ
−), only O(h) is transported to ai+1 and no mass goes
on upper atoms. Therefore we have proved that for a given peacock, there exists
some constant c > 0 such that∥∥∥M˜(ξ−, ξ+)− Idn∥∥∥ ≤ c(ξ+ − ξ−).
In the general case where (θk)k is not reduced to two times, using the submulti-
plicativity of the operator norm, the estimate 1 + x ≤ exp(x) and a telescopic sum
we obtain
‖(M˜(θ0, θ1) · · · M˜(θK−1, θK)− Idn · · · Idn ‖
≤
n−1∑
k=0
c(θk+1 − θk) exp(c(θK − θ0))
≤ c.ec(ξ+ − ξ−)

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We now prepare the identification of the limit curtain peacock with a family
of transitions defined by ordinary differential equations in the space of stochastic
matrices. However we start with transport matrices instead of stochastic matrices.
Lemma 3.11. There exists a countable and closed set E ⊆ [0, 1] such that for every
t ∈ [0, 1] \ E and h ≥ 0, there exists a matrix N(t) = (nij(t))ij that satisfies
M(t, t+ h) = Diag(a)(t) + hN(t) +O(h2).(7)
The sums of its entries on the rows is 0 and on the j-th column is daj/dt. It also
satisfies nij(t) = 0 for at least (n− 1)(n− 2) entries (i, j) among which those with
j > i + 1. The entries on the diagonal are non-negative and the other entries are
non-positive. Furthermore ‖N(t)‖ is uniformly bounded on [0, 1] \ E.
Moreover, E has finitely many accumulation points so that between two such
points the elements (θk)k of E are isolated. The map t 7→ N(t) is analytic on every
]θk, θk+1[ and for every segment S ⊆]θk, θk+1[, there exists C > 0 with the uniform
estimate
‖M(t, t+ h)−Diag(a)(t)− hN(t)‖ ≤ Ch2(8)
for t ∈ S and h > 0.
Proof. We introduce an index k ≥ 1 such that every k ≤ ( n2(n−1)(n−2)) is associated
with a subset Ik of (n−1)(n−2) entries of the matrices of Mn×n(R). Moreover for
every s, t ∈ [0, 1]2 we only consider the subsets Ik such that the vectorial space ∆k
of matrices with the entries zero on Ik is in direct sum with the vectorial part of
Γst. The spaces Γst are parallel for different values of s so that we can denote the
set of theses indices by I(t). The question whether Γst is in direct sum with ∆k
is just depending analytically on the values of the functions (xj)j at time t. The
index k will be an element of I(t) if and only if a certain determinant does not
vanish at time t. Hence either k is not an element of I(t) for every t or it is, except
finitely many times on [0, 1].
For k ∈ I(t) we can now introduce the analytic map (s, t) 7→ Mk(s, t) where
{Mk(s, t)} = Γst ∩∆k is the single point at the intersection.
Let ]ξ−, ξ+[ be an interval such that I(t) is the same for every t. With respect
to the statement ξ−, ξ+ are elements of E such that S ∩ E will be finite for every
segment S ⊆]ξ−, ξ+[. The fact that there are finitely many points ξ is due to the
analyticity. We simply denote I(t) by I. Let t0 be in the interval. For every (s, t) in
a neighbourhood of (t0, t0), the matrix M(s, t) is continuous and it equals at least
one Mk(s, t) for k ∈ I. We have also M(t, t) = Diag(a)(t) because Γtt ∩ (R+)n×n is
reduced to one point. Moreover the maps (s, t) 7→ Mk(s, t) −Ml(s, t) are analytic
and the locus where they vanish close to (t0, t0) is accordingly well-known (see for
instance [20, Chapter 6]). Hence we deduce that there exists a neighbourhood of
t0 such that for every s in this neighbourhood, there exist k(s) and ε(s) > 0 with
M(s, s + h) = Mk(s)(s, s + h) for every h ∈ [0, ε(s)]. Moreover the neighbourhood
can be restricted so that k is constant both for s < t0 and for s > t0. Finally the
function ε can be chosen to be continuous. Using the compactness of the segments
S ⊆]ξ−, ξ+[ we see that there exists at most finitely many accident times θk on S.
Between two such times there exists k ∈ I with M(t, t + h) = Mk(t, t + h) if h is
sufficiently small. The bound may be chosen uniformly on every segment included
in ]θk, θk+1[. Hence we obtain (7) and (8) for N = dMk(t, t+ h)/dh|h=0+ .
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The statements on N now follow from the system (6), equation (7), the definition
of Mk, Lemma 3.10 and the structure of the zeros of M˜(t, t+ h) for small h stated
in the proof of this lemma. 
Theorem 3.12. For every finite peacock [µ] concentrated on n injective and an-
alytic curves t ∈ [0, 1] 7→ xi(t) with analytic weight ai(t) (remind the setting after
Lemma 3.9), there is a unique limit curtain process and this process is Markovian.
More precisely for N˜t = Diag(a1(t), . . . , an(t))
−1Nt, the family (Ast)s≤t associ-
ated with the differential equations
dAsu
dt
= AsuN˜(u)
Ass = Id
(9)
defines a set of coherent transition matrices on a space of n states. Together with
the initial measure (a1, . . . , an)(0) on this space, it defines a Markov process with
ca`dla`g trajectories. This process is the limit in both the finite dimensional and
the Skorokhod topology of any sequence Pµ,p associated with a sequence (σ(p))p of
partitions with mesh going to zero.
Proof. When written for the stochastic matrices, the equation (7) becomes
M˜(t0, t0 + h) = Idn +hN˜(t0) +O(h
2)
for h ≥ 0 going to 0 where N˜(t) = Diag(a1, . . . , an)−1(t)N(t). Lemma 3.11 testifies
that ‖N˜‖ is uniformly bounded on [0, 1] \E by some constant c. It follows that the
system of differential equations (9) is well defined, with Ast = Idn +
∫ t
s
AsuN˜udu
and
‖Ast − Id ‖ ≤ c(e− 1)(t− s)
because of the convexity of exp and t − s ≤ 1. As N˜(t) is uniformly bounded, it
is the infinitesimal generator of a non-homogeneous Markov chain with states the
curves (xi)i=1...n. At time t, the rate for jumping from curve xi to curve xj is
n˜i,j(t).
Recall that given an interval partition σ(p) = {t0, . . . , tQp} of [0, 1] with 0 =
t0 < · · · < tQp = 1, we have introduced the coherent family of (A¯(p)(s, t))0≤s≤t≤1
before Lemma 3.10. Our first task is to prove that A¯(p)(s, t) converges to Ast when
|σ(p)| tends to zero. This proves in particular that Ast is a stochastic matrix that
sends the mass row (a)(s) to (a)(t). Note that due to Lemma 3.10 we also have
‖A¯(p)ξ,ξ+h− Id ‖ ≤ C(h+ |σ(p)|) for some constant C only depending on the peacock.
With respect to the notations introduced in paragraph 3.2.1 we can fix s ∈ [0, 1]
and denote A¯(p)(s, u) by x(u). We obtain T (u, u + h, x) = x(u)M˜(u, u + h) and
V (x, u) = xN˜(u). Proposition 3.6 basically requires that V is continuous in u and
Lipschitz continuous in x. The second condition is satisfied but the first one may
not be true on every [s, t]. We introduce the set E ⊆ [0, 1] as in Lemma 3.11.
We first consider the case [s, t] ⊆]θk, θk+1[ with (θk)k as in this lemma. Hence up
to a time rescaling we can apply Proposition 3.6. We obtain that x¯(u) = A¯p(s, u)
uniformly converges to Asu for every u ∈ [s, t] as p goes to infinity. There is one
difficulty to overcome that concerns the fact that the partition σ(p) may avoid the
starting and end times s, t. This problem is fixed by the estimates of ‖Aξ,ξ+h− Id ‖
above and ‖A¯(p)ξ,ξ+h−Id ‖ (see Lemma 3.10) when h is small. More precisely if s′ and
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t′ are respectively the greatest and smallest times in the partition σ(p) that satisfy
s′ ≤ s and t ≤ t′, the matrices As′t′ and A¯(p)(s′, t′) tends to Ast and A¯(p)(s, t)
respectively.
If now E∩[s, t] is not empty, due to the structure of E, it is possible to find finitely
many [sk, tk] that do not intersect E such that the cumulated length
∑
(sk+1−tk) is
arbitrarily small. Writing now Ast = As,s1As1t1At1s2 · · ·AsKtKAtKt and A¯(p)(s, t)
in a similar manner we obtain the estimate
‖Ast − A¯(p)(s, t)‖ ≤
C
K∑
k=1
‖Asktk − A¯(p)(sk, tk)‖+ C[(s1 − s) + (tK − t) +
K−1∑
k=1
(sk+1 − tk)].
It follows from the fact that the first term tends to zero and the second can be
chosen arbitrarily small that A¯(p)(s, t) tends to Ast as p goes to infinity.
For proving the convergence of Pµ,n in the finite dimensional topology it is
enough to prove the convergence for two times marginals, which is what we have
already done. This is a simple consequence of continuity of the product of finitely
many real numbers.
In this sequel of this proof we explain how to prove the convergence in the
Skorokhod topology. We prove below that for every ε > 0, if n is sufficiently
large, there exists Θ a measure on D([0, 1])×D([0, 1]) with marginals Pµ,p and P
(the Poisson like process generated by N˜) such that with probability greater that
1 − ε, the Skorokhod distance between the canonical marginal random elements
of D([0, 1])2 is smaller than ε for the joint law Θ. In other words we prove that
the Prokhorov distance between Pµ,p and P tends to zero. With a slight abuse we
say and consider that a Pµ,p-random trajectory x is constant on [s, t] if for some
k it starts close to xk at time s and all the transitions are done from state k to
itself. In the case of a P -random trajectory, x is constant on [s, t] if it is continuous.
In this case x = xk for some k. A more concrete way to justify this abuse is to
introduce α > 0 and consider only partitions with a sufficiently small mesh so that
|xk(t) − x¯(t)| < ε holds at any time for some k and a unique k. In fact, due to
the uniform continuity of the trajectories (xk)k=1,...,K , the real ε may be chosen as
small as one wants. Finally it is the same to prove that the Prokhorov distance
tends to zero with R or {1, . . . , n} as state space. Consider a finite set S ⊆ [0, 1]
and using the convergence in the finite dimensional topology, consider a sufficiently
large n and a coupling Θ such that with probability greater than 1− ε/10, we have
‖Xt−Xµ,pt ‖ ≤ ε for every time t ∈ S. Here X and Xµ,p are the canonical processes
and ε is sufficiently small to characterise the state in {1, . . . , n}. Let us call jump
the discontinuities of Xt and the discontinuities in state of X
µ,p. Lemma 3.10 and
the fact that N˜t is bounded permit us to claim that if the mesh of S ∪ {0, 1} is
sufficiently small, the probability that X or Xµ,p has two or more jumps on some
interval of the partition is smaller than ε/10. We can also assume that this mesh
is smaller than ε, which is important for the horizontal distortion in the definition
of the Skorokhod distance. On these conditions, we can easily prove that Θ is a
convenient coupling for proving that the Prokhorov distance associated with the
Skorokhod distance is smaller than ε.

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3.4. A discrete counterexample. We show that not every element of LimCurt([µ])
is Markovian and that this set may have cardinal ≥ 2. Here we take the setting of
the last paragraph with n = 3 and a1 = 2a2 = 2a3 = 1/2 but we do not assume
x1 < x2 < x3. In fact
x1(t) = 9− t
x2(t) = 8 + 2t
x3(t) = 10
so that x1 < x2 < x3 on [1/2, 1[ and x1 < x3 < x2 on ]1, 3/2]. In this paragraph
we prefer to parametrise the peacock on [1/2, 3/2] and we can do that because it
has no theoretic importance as explained in paragraph 3.1.2. At time 1, the points
x2 and x3 meet in 10. We will see that sequences of partitions not including the
time 1 all generate the same process independently of the sequence and that this is
not a Markov process. On the contrary if the sequence includes the time 1 (at least
asymptotically) there exists a unique limit process independent of the sequence and
this process is Markov.
A computation permits us to state
M(t− h, t+ h) =
 1/2
20−h
20+h 0 1/2
2h
20+h
20h+5h2
(20+h)(40+6h) 1/4
2h
20+3h 1/4
20−3h
20+h
1/4 2h20+3h 1/4
20+h
20+3h 0

=
1/2 0 00 0 1/4
0 1/4 0
+ 2h
−1/40 0 1/401/80 1/80 −1/40
1/80 −1/80 0
+ o(h),
so that
M˜(t− h, t+ h) =
1/2 0 00 1/4 0
0 0 1/4
−1M(t− h, t+ h) =
1 0 00 0 1
0 1 0
+O(h)
Hence at the order zero a subdivision including the interval [1− h, 1 + h[ realises a
permutation between the trajectories of x2 and x3. We admits without computation
that we obtain the same permutation for any interval [1− h, 1 + h′[ with h, h′ > 0
tending to zero.
Let us now see what happens if we have two intervals [1 − h, 1[ and [1, 1 + h′[.
At order zero the transport plan are(
1/2 0 0
0 1/4 1/4
)
and
1/2 00 1/4
0 1/4
 ,
which corresponds to transitions(
1 0 0
0 1/2 1/2
)
and
1 00 1/2
0 1/2
 ,
and after composition of the transitions we obtain1 0 00 1/2 1/2
0 1/2 1/2
 6=
1 0 00 0 1
0 1 0
 .
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Let us sum up. For partitions including time 1 we observe the same Poisson-like
process behaviour as in Theorem 3.12. On [1/2, 1[ and ]1, 3/2] the law of the limit
process is exactly the same as the one obtained for the sequences of partitions
avoiding time 1. For the description of the limit process on [1/2, 3/2], we need one
Bernoulli trial more at time 1. With probability 1/2 a locally continuous trajectory
will follow x2 when arriving in 1 and with probability 1/2 it will follow x3. In the
former case the probability for a random trajectory to locally equal x2 or x3 at
time 1 was zero.
3.5. A continuous counterexample. The aim of this section is again to show
that there may be elements of LimCurt([µ]) that are not Markovian processes. With
respect to part 3.4, the novelty is that all measures µt in this section are absolutely
continuous, which means that this possibility is not due to atoms.
t = 0 t = 1 t = 2
x1
x2
x1 = x2
x1
x2
Figure 2. A non-Markovian limit process associated with a pea-
cock with absolutely continuous 1-marginals.
3.5.1. First step: stocking. Consider a peacock of the type µt = µ
1
t + µ
2
t where
• for every t, spt(µ1t ) ⊆]−∞, b] and it is the restriction of µ11 to ]a(t), b[ with
a a decreasing function,
• for every t, µ2t is concentrated on ]b,+∞[.
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We call such a peacock a stocking peacock. We give later an example related to
part 3.2. But let us first describe the shape of the left-curtain coupling pilc between
µs and µt for s < t. Due to µ
1
s + µ1t , we have Sµ
1
t (µ1s) = µ
1
s. It follows that pilc
is (Id⊗ Id)#µ1s + pi where the marginals of pi are µ2s and µ2t + (µ1t − µ1s). We can
conclude that a process Xµ,σ associated with a stocking peacock [µ] and a partition
σ is constant from the time it meets ]−∞, b[.
Example 3.13. Consider the limit process defined in paragraph 3.2. If we stop this
martingale after the first jump, it is still a martingale. Considering then the time
marginals, we obtain a peacock µt = µ
1
t + µ
2
t with
µ1t (dx) =
1
(−2x)3/2λ[−e2t/2,−1/2]dx and µ
2
t = e
−2tλ[e2t/2−et,e2t/2].
This is clearly a stocking peacock for a(t) = − exp(2t)/2 and b = −1/2. See the
left part of Figure 2 for an illustration.
We claim without details that this peacock has a unique curtain limit and that
it is the stopped martingale itself. This fact is specific to this peacock. A proof can
be derived from the techniques in paragraph 3.2.
3.5.2. Second step: destocking. Consider a peacock of the following type: µt =
µ1t + µ
2
t + µ
3
t where
• for every t, spt(µ1t ) ⊆]−∞, a[ and s ≤ t⇒ µ1s + µ1t ,
• µ2t is concentrated on [a, b] and it is the restriction of µ20 to [a, b(t)] with b
a decreasing function,
• for every t, spt(µ3t ) ⊆]b,+∞[ and it is the restriction of µ31 to [c(t),+∞[
with c a decreasing function.
• for every s, t if s ≤ t we have µ2s − µ2t C (µ1t − µ1s) + (µ3t − µ3s).
We call such a peacock a destocking peacock. Note that it may also be a stocking
peacock for the writing µ1t + (µ
2
t + µ
3
t ). The name indicates that one is “destock-
ing” the mass in µ2t . Let us describe the transition between µs and µt given by
the left-curtain coupling. For x ≤ b(t) we have µs|]−∞,x] + µt|]−∞,x] so that
Sµt(µs|]−∞,x]) = µs|]−∞,x]. Note in particular Sµt(µs|]−∞,b(t)]) = µ1s + µ2t because
µs|]−∞,b(t)] = µ1s + µ2t + µt. Recall b(s) ≥ b(t) and consider now the shadow of
µs|]−∞,b(s)] = µ1s + µ2s. Using Proposition 2.4 and Lemma 2.3 we obtain
Sµt(µ1s + µ
2
s) = S
µt(µ1s + µ
2
t ) + S
µt−Sµt (µ1s+µ2t )(µ2s − µ2t )
= (µ1s + µ
2
t ) + S
(µ1t−µ1s)+µ3t (µ2s − µ2t )
= (µ1s + µ
2
t ) + [(µ
1
t − µ1s) + (µ3t − µ3s)]
= µt − µ3s.
From these computation it follows that the left-curtain coupling is (Id⊗ Id)#(µ1s +
µ2t +µ
3
s) +pi where pi is a martingale coupling of marginals µ
2
s−µ2t and (µ1t −µ1s) +
(µ3t − µ3s).
See the right part of Figure 2 for an illustration of a locally destocking peacock.
The support of µ3t is the union of two intervals. The peacock is not globally de-
stocking because there is no possible value of b that satisfies b < c(t) for every t.
Nevertheless the behaviour is the same.
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Lemma 3.14. Let [µ] be a destocking peacock. With the same notations as above
for a, b, c and (µit)i∈{1,2,3}, we assume moreover that
• the functions t 7→ b(t) and t 7→ c(t) are smooth,
• For every i = 1, 2, 3, t 7→ µit(R) is smooth with non-zero derivative,
• t 7→ µ1t is smooth,
• t 7→ µ2t (R) decreases from 1 to 0.
There is a unique limit curtain process in LimCurt([µ]). This is a locally constant
process with exactly one jump.
Proof. For proving the convergence in the Skorokhod topology, we apply Theorem
12.6 of [7]. First we notice that the processes are concentrated on the path xj,k,l : t ∈
[0, 1]→ R defined by xj,k,l(t) = kχ[0,j[(t) + lχ[j,1](t) where 0 < j < 1, k ∈ [a, b] and
l /∈ [a, b]. In the subspace made of the latter ca`dla`g paths, pointwise convergence on
a countable, dense subset of [0, 1] provides convergence in the Skorokhod topology.
Therefore according to [7, Theorem 12.6] it is enough to check the finite dimen-
sional convergence of the processes of the sequence to some limit process. The
description of the left-curtain coupling between µs and µt together with the as-
sumptions of the lemma, provide a candidate limit process that we describe now:
start from a point k ∈ [a, b] according to µ20 = µ2, be constant until time b−1(k).
At this time start a second constant trajectory, either at point c ◦ b−1(k) or in a
point uniformly chosen according to dµ1t/dt|t=b−1(k) with the proper probabilities
making this transition a martingale kernel. Given finitely many times t1, . . . , tj
and a partition σ, it is enough to consider the trajectories that jump outside the
intervals containing the times ti. These trajectories can easily be coupled with
the trajectories of the candidate limit process. As is the proof of Theorem 3.12,
this proves that the Prokhorov distance associated to the Skorokhod distance on
D([0, 1]) tends to zero when the mesh |σ| tends to zero. 
3.5.3. Putting the two steps together. We consider a peacock parametrised on [0, 2]
that we illustrate on Figure 2. When restricted to [0, 1], it is simply the peacock
of Example 3.13. On [1, 2] it is a (locally) destocking peacock. It is made of four
terms µt = µ
1
t + µ
2
t + (µ
3
t + µ
′3
t ). We start to define the easy parts
µ′3t = e
−2λ[e2/2−e, e2/2] and µ2t (dx) =
1
(−2x)3/2λ[−e2/2,−e2(t−1)/2](dx)
that continue or restrict the two parts of µt after t = 1. We have also
µ1t = f(t, x)λ[−6,−5] and µ
3(dx) = g(x)λ[1−e2(t−1)/2, 1/2](dx).
where f and g are chosen in a way that the mass of −dµ2t = µ2t+dt − µ2t that is
at first order e−3(t−1)λ[−e2(t−1)/2−e2(t−1)dt,−e2(t−1)/2] is mapped on the atom dµ3t ≈
e2(t−1)dt g(1 − exp(2(t − 1))/2)δ2−1(1−exp(2(t−1))) for the upper part of the left-
curtain coupling or linearly on dµ1t ≈ (df(t, x)/dt)λ[−6;−5]dt for the down part.
This is obtained for the functions
f(t, x) =
∫ t
1
e−(u−1)
1− x− e−2(u−1)/2du and g(x) = [1+ln(1−(x−6)
−1)](−2(x−1))3/2.
Let (σ(p)) be a sequence of partitions of [0, 1] with mesh |σ(p)| going to 0. We
associated any σ(p) with the partition of [0, 2] made of the times t of σ(p) together
with the times t+ 1 ∈ [1, 2]. We denote the latter by σ¯(p). Note that 1 is a time of
this partition. We have seen in the two former paragraphs that when restricted to
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[0, 1] or [1, 2] the peacock [µ] has a unique limit curtain process and one can check
that it is Markovian in the two cases. For the peacock on [0, 2] and the sequence
(σ¯(p)) one also obtains a limit curtain process but rather surprisingly it is not a
Markovian process.
The proof is technical and not really different from the one of Proposition
3.5. Instead of providing the details we will explain what happens. If tk−1 and
tk are elements of σ
(p), different trajectories of Xµ,p are jumping down at time
tk. They are mapped linearly from [exp(2tk−1)/2 − exp(tk−1), exp(2tk−1)/2] to
the small interval [− exp(2tk−1)/2,− exp(2tk)/2]. Between tk and tk−1 + 1 noth-
ing can happen to these trajectories because the left-curtain couplings is iden-
tity in their regions. At time tk + 1 all the mass contained in the small inter-
val [− exp(2tk−1)/2,− exp(2tk)/2] must jump again either to the neighbourhood of
1−exp(2tk)/2 or somewhere down into the interval [−6,−5]. We have parametrised
the masses µ1t and µ
3
t in such a way that the jump down becomes linear when
|tk − tk−1| ≤ |σ¯p| is small. Therefore the mapping of the positions between time
tk−1 and 1 + tk is almost linear. More precisely the left-curtain transitions reverses
the orientation at the first jump and make it right again at the second. In the limit
curtain process, there are two types of trajectories. The first type is made of the
continuous trajectories
t 7→ min (exp(2t)/2− (1/2−X0) exp(t), exp(2)/2− (1/2−X0) exp(1)) .
We are interested in the second type of trajectories that start in the same way but
jump after a duration T < 1 (an exponential random time). After the jump the
trajectory has value − exp(2T )/2 on [T, T + 1[. There is a second jump at time
T +1 either to − exp(2T )/2+1 or to a point of [−6,−5] that depends of the past in
the simplest manner. Indeed, this point is X0 − (6− 1/2). Hence the limit curtain
process is not Markovian.
3.6. Open questions. We address the following open problems. Given a right-
continuous peacock [µ], we ask
• Is the set LimCurt([µ]) not empty?
• How many Markov process may LimCurt([µ]) contain? We conjecture that
there is exactly one.
One may address the same questions for LimCurtFD([µ]) or for peacocks without
continuity assumptions. Also the same questions make sense for other couplings
than the left-curtain coupling, still using the Markov composition. With respect
to the Kremel-Kamae Theorem [18], the case of the quantile coupling seems of
interest.
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