Intrusion detection schemes must be able to detect intrusion attempts at a high network bandwidth, besides having to deal with the lack of realistic training/testing data, changes in network traffic behavior, unreliable classifications over time and adversarial settings. In this work a new intrusion detection model, namely reliable intrusion detection, is introduced, whose main characteristic is the usage of both batch and stream learning algorithms coupled together. The proposed model advances the state-of-the-art in intrusion detection, providing reliable detection even in the presence of network traffic behavior changes and lack of model updates. The work relevance was recognized in the publication of 5 top-tier journals, 6 international and national conference papers, and 1 registered patent.
of works employs a traditional evaluation approach [E. K. Viegas et al. 2017-3] , in which the accuracy rates measured in a single test dataset are assumed to be evidenced in production [E. K. Viegas et al. 2017-1] , despite the challenges that networked environments present. In such a case, a ML-based scheme must be able to detect intrusion attempts at a high network bandwidth, besides having to deal with the lack of realistic training/testing data, not generalization capable models, changes in network behavior, unreliable classifications over time, and adversarial attack setting.
Objective and Contributions
This work was motivated by the need of a reliable intrusion detection model able to deal with the aforementioned challenges of production environments. To tackle these challenges, this work introduced a new intrusion detection model, namely reliable intrusion detection, whose main characteristic is the usage of both batch and stream learning algorithms coupled together. The model exploits the characteristics of each type of learner in a cascade pipeline to overcome the challenges of high-speed networks. Batch learning schemes are designed in such a way, that they provide reliable classifications over time and are able to generalize the behavior from the training dataset in the model. On the other hand, the used stream learning detection schemes are built to be resilient to adversarial attacks to hinder attacks over the designed system. Finally, batch and stream learning algorithm are coupled together to provide classification reliability over time, while also reliably adapting to network traffic behavior changes.
The research advanced the state-of-the-art by providing the following contributions:
i. An approach named BigFlow, which performs reliable and near real-time network traffic measurement (feature extraction) and classification in the Big Data context; ii. A tool-based method that produces real and valid network traffic in a controlled and reproducible environment for creating intrusion datasets. The datasets built through such method aim at evaluating both batch and stream learning intrusion detection schemes; iii. An intrusion dataset with real and labeled network traffic, based on MAWI database, built by analyzing over 10 years of real network traces, composed by more than 30 TB of data and 30 billion network flows. The built dataset aims at evaluating stream learning intrusion detection schemes; iv. A new and fine-grained evaluation method specific for batch learning intrusion detection schemes; v. A new multi-objective feature selection method aiming to improve the generalization capacity of batch learning schemes, by considering the network properties in intrusion detection; vi. A new rejection method that provides classification reliability even when facing unknown network traffic behavior; vii. A new approach to reliably deal with evolving network data streams to perform anomaly-based intrusion detection, in the presence of an adversary; viii. A new classification reliability assessment method through a conformal evaluator module. It aims at providing a reliability degree while facing new network traffic behavior even in the absence of model updates. The conformal evaluator assesses the classifier confidence according to the behavior seen in the training dataset; ix. A new reliable intrusion detection mechanism made of both batch and stream learning algorithms, providing classification reliability and ongoing updated classification models with minimal human assistance.
Publications
The impact of this work can be evidenced in the achieved publications. The design of the reliable intrusion detection model has resulted in the following journals publications: The main impact of this work is the in-depth evaluation and design of novel intrusion detection models aiming the reliability of classifications. In this work, the reliability of current intrusion detection techniques is extensively evaluated, and the results shows that the state-of-the-art is unable to provide reliable intrusion detection. In the following sections, the main results obtained in this work is presented, regarding each of the problem it solves in the intrusion detection field.
Dealing with network traffic behavior changes in high-speed networks
The behavior of network traffic changes over time, either due to new types of malicious actions or alterations in the transmitted content (e.g., due to the offering of new services [E. K. Viegas et al. 2017-1] ), the attack models require constant revision. Consequently, the model's accuracy observed on the training dataset might not be evidenced on unseen data. In such a case, the intrusion detection engine will no longer be trusted by the operator given that the alarms are not generated as expected [E. K. Viegas et al. 2018] .
In this work, we have assessed this accuracy loss experimentally, using a real network traffic dataset spanning a year and several ML classifiers. Figure 1 -a shows that the accuracy of a Random Forest classifier trained in the beginning of the year can decrease by up to 23% during the year. In addition, when model updates are performed weekly using the same classifier, the accuracy does not significantly drops, as shown in Figure 1 -b. However, to perform such updates periodically is not a feasible task in highspeed networks. Therefore, to address network traffic behavior changes in high-speed networks, this work have designed BigFlow, a system for reliable real-time network traffic classification in high-speed networks. The proposal is based on two main insights. First, BigFlow determines whether the classification outcome should be accepted or not, in contrast to traditional approaches, which always classify events as normal or attack. The purpose is to make the administrator aware that a possible change has occurred in the network traffic behavior. In this sense, when an event is rejected, there is a high probability that a new network traffic behavior is taking place. Although classification rejection has been used in other areas (e.g., for optical character recognition (OCR) or medical diagnosis), in these areas contextual information can help to identify pattern deviations; however, in the high-speed network traffic field, such a task is challenging. The main challenge that is not present in other areas relates to rejections based on the classifier confidence. This is because a classifier may become unreliable when facing unseen network traffic behavior, thereby committing classification mistakes with high confidence. The second insight relates to the fact that BigFlow employs stream learning techniques to analyze traffic in near real time. Such techniques support incremental model updates based on the rejected instances. The expectation is that after a period (e.g., within one week), the rejected event is properly classified by an expert or a tool (e.g. signature-based network-based intrusion detection system -NIDS) based on public information (e.g., new indicators of compromise). A major advantage of this approach is that the incremental model updates, that incorporates new knowledge into the model, is based only on correctly classified events. This decreases the risk of inaccurate detections, which may lead to a high rate of false positives when processing further packets. Moreover, incremental model updates significantly decrease training time because the current model is not discarded, which is advantageous for high-speed networks.
Rejecting low-confidence classifications in an NIDS -the key idea of BigFlow -has lead to two important benefits: better detection accuracy (i.e., fewer misclassifications) and the identification of new characteristics of the evolving traffic, which are then used to incrementally update the classifier model. These benefits improve BigFlow reliability over time, even if the network's traffic behavior changes, as shown in Figure 1 -c.
In addition, at the same time BigFlow significantly decreases the amount of computational and storage resources needed to operate the system. In combination, these techniques make BigFlow scalable with the number of nodes employed in the system (with a network traffic processing capacity of up to 10 Gbps in our experiments), without losing accuracy over time, as shown in Figure 2 . 
The building of generalization capable and reliable intrusion detection models
Regardless of providing an updated intrusion detection model, the reliability of classification must be provided in the present time. In other words, despite the model being updated, unknown traffic behavior may occur in a period of time. This because it is not possible to train an intrusion detection model with all possible network traffic behavior variations. Therefore, the intrusion model must be able to generalize the behavior from the training dataset, as well as ensure the reliability when a classification is made.
Generalization capable models
The detection system must be able to generalize the behavior from the training dataset to other environments. In such a case, the generalization must take into account the classification of known, similar and new attacks; known, similar and new services, and their contents. In this manner, it becomes possible to ensure that the system can correctly classify the events regarding the time of its building, even from a limited training dataset. To address this situation, we proposed a new tool-based intrusion database creation method that is aimed to produce databases that can easily be updated, reproduce real and valid traffic, are representative, and are publicly available. Through the proposed intrusion database creation method, a new evaluation scheme specific to the machine learning intrusion detection field was presented. This scheme allowed each of the common assumptions in the literature to be validated, such as that new events and new services are detected. Finally, to provide a reliable intrusion detection system, the work presented and evaluated a multiple objective feature selection method. The evaluation approach allows a system administrator to establish the real capacity of a system for detecting each of the common properties in any production environment. Figure 3 shows the obtained results using the proposed multi-objective feature selection technique. The proposed approach improved the detection of all normal and attack variations when compared to traditional detection approaches. The proposed technique improved the detection rates when compared with traditional approaches.
Reliability in model classifications
Despite having updated and generalization capable models, variations of network traffic behaviors might occur. Therefore it is expected that an intrusion detection model to be reliable in its classifications. In general, a rejection technique may significantly improve the classification reliability. When the network traffic content changes, the rejection rate could be increased to maintain the classification accuracy stable. Moreover, when the rejection increases, this may indicate that the detection models should be updated. However, if this update is not possible, the intrusion detection alerts will continue to be reliable. The events that are not classified are said to be rejected by the classifier. When a classifier is operating, its accuracy depends on the feature values distribution being similar to that of the training dataset (usually composed of real network traffic). If the distribution changes significantly, the classifier model should be updated, or its accuracy may decrease. This update usually requires expert knowledge to label new events and to rebuild the model, which may not be practical in real-world environments.
To test a classifier designed to operate in such environments, our work assess whether it is still reliable even when the network traffic changes. Therefore, is this work an evaluation scenario is described and an event rejection method that allows the classifier to operate reliably even when it cannot be easily updated is proposed. To overcome the limitations of other works in the literature, in this work a rejection method that takes into account the frequent content changes observed in real-world network traffic was proposed. It was also proposed the usage of several independent classifiers using different machine-learning algorithms. After each classification, it checks whether there are enough similarities between the classifier outputs class (normal or attack) and the class occurrence observed in the training dataset. If there is not a predominant match, the classification is deemed unreliable and the event should be rejected because the features used to build the model and the current event are not similar enough for a reliable classification. An event rejection means that none of the classifiers can reliably assign a class to an input event; in this case, the event is rejected rather than being potentially incorrectly classified.
To evaluate the proposed method, three traffic scenarios were used: a baseline scenario, a scenario with network traffic changes but similar to the baseline scenario, and a scenario with new attacks. The baseline scenario was used to obtain the rejection range thresholds and the attack models; the other scenarios were used to evaluate the rejection method. In the real world, it is not possible to choose a different set of thresholds for each event, because the classifier is unable to determine whether an event is a known attack, a similar attack, or a new one. Therefore, the choice of a set of thresholds was made taking into account the tradeoff between accuracy and rejection rate. Figure 4 -a shows the accuracy-reject tradeoff between the accuracy in detecting new attacks and the rejection rate for known and similar attacks, using the same set of thresholds during the detection. The graph shows that it is possible to maintain the accuracy for the detection of new attacks, but at the cost of an increased rejection rate for known and similar attacks. For instance, it is possible to maintain the accuracy rate at 95% in a scenario with new attacks, at the cost of rejecting 31% in average of the events in the other two scenarios (known and similar attacks).
(a) Tradeoff between the accuracy improvement for new attacks and the rejection of known and similiar attacks.
(b) Accuracy-rejection tradeoff, for the combination classifier in the new attacks dataset, using the evaluated rejection techniques. Finally, two commonly used rejection approaches that rely on class probabilities, the Chow's rule and the CRT, were compared to our proposed method. The three approaches -CRT, Chow and the proposed approach -were evaluated using the New Attacks dataset. We used rejection rates from 0% to 100%. Fig. 4-b shows the accuracy-reject tradeoff comparison for the evaluated approaches. The proposed approach outperformed both existing techniques, CRT and Chow's rule. The traditional rejection approaches were not able to identify behavior changes and increased the classification confusion; the assigned class probabilities were high even for misclassified instances. In contrast, our approach was able to operate with fewer misclassifications in the presence of traffic behavior changes, reaching 100% accuracy while rejecting 60% of the events. Therefore, the proposed technique improves the current state-of-the-art for providing reliability in classifications.
Conclusion
This work has addressed each of the challenges of building reliable intrusion detection schemes by the means of machine learning techniques for production usage. To this end, the approach proposed in this work, namely reliable intrusion detection model, relies in the use of both batch and stream learning algorithms coped together, in which, each learner overcomes a specific challenge. In such a case, batch learning algorithms were designed and evaluated to deal with the lack of realistic training/testing data, not generalization capable models, and unreliable classifications over time. On the other hand, stream learning algorithms were used to address high network bandwidth, changes in network behavior and adversarial attack setting.
Therefore, this work significantly advanced the state-of-the-art in intrusion detection. The knowledge produced in this work shows that current approaches for intrusion detection are unreliable. Nonetheless, the datasets created are being openly shared to the scientific community. As a consequence, this work resulted in the publication of 5 international top-tier journals, 6 international and national conference papers, and 1 registered patent.
