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Abstract. The resistance distance between two vertices of a connected graph is defined as the net effective 
resistance between them when each edge of the graph is replaced by a resistor. In this paper, it is shown 
that the product of resistance distances between any pair of vertices in a simple graph and in its connected 
complement is less than or equal to 3. Meanwhile, a relation between resistance distances of a graph and 
its contraction is obtained in a special case. (doi: 10.5562/cca2318)  
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INTRODUCTION 
Two decades ago, a novel distance function on graphs 
was identified by Klein and Randić.1 They viewed a 
connected graph as an electrical network by imagining 
that fixed resistors are assigned to each edge. Then they 
proved that the effective resistance between pairs of 
vertices is a distance function on the graph and named 
this new distance function resistance distance. 
As a central component of electric circuit theory, 
effective resistance have long been studied in physics 
and engineering, dating back to Kirchhoff2 and Max-
well,3 and extending on to modern electrical engineer-
ing, see, e.g., Seshu & Reed,4 and Chan.5 Besides, it has 
been shown that effective resistance is also relevant to a 
wide range of problems ranging from random walks on 
graphs,6 the theory of harmonic functions7 to lattice 
Green's functions.8 However, not until the contribution 
of Klein and Randić,1 it is revealed that the effective 
resistance is an intrinsic graph metric. Thanks to this 
important fact, people came to realize that resistance 
distance is a fundamental concept of graph theory and 
began to consider its mathematical properties as well as 
its applications in chemistry. Since then, resistance 
distance has aroused the great interest of mathemati-
cians and chemists, especially chemical graph theorists. 
The utilization of resistance distance in chemistry 
(and even mathematics) is still mostly potential. While 
various invariants (such as the analogue to the Wiener 
index–the Kirchhoff index,1 the degree Kirchhoff index9 
and the additive degree Kirchhoff index10) may be used 
as another one of the many topological indices to make 
QSPRs or QSARs,11–18 we believe that the resistance 
distance has a more fundamental role. Being a natural 
intrinsic metric for graphs, which indeed is motivatable 
in different ways,9,19–23 such as then indicates is diverse 
relevance. Notably resistance distance can be seen to be 
useful in quantifying cyclicity,24,25 or centrality26 of a 
graphical structure–each idea of which is of fundamen-
tal interest in chemistry, and much beyond. This con-
trasts with what is done with almost all topological 
indices which are introduced to distinguish (non-
isomorphic) graphs or to explore possible correlations 
with different properties. Thus development of the basic 
understandings of resistance distance is worthy activity, 
to try to understand it better, and thence its possible 
chemical applications. These different motivations are 
by way of different interpretations: combinatorially, as a 
normalized number of spanning bi-trees each tree con-
taining one of the indexed pair of sites;4 as a wave-
amplitude correlation function;20 as an effective electri-
cal resistance between pairs of sites;1 in terms of a ran-
dom walk probability of going from one site to another 
without returning to the first;6 etc. That each of these 
different motivations leads to the same metric, marks 
the consequent metric as fundamental, and likely to be 
the proper distance to use in a variety of different con-
texts, including chemical. 
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For more information on resistance distance, the 
readers are referred to Refs. 27–46. 
 
RELATIONS BETWEEN RESISTANCE DIS-
TANCES OF A GRAPH AND ITS COMPLEMENT 
In this section, we only consider simple graphs, that is, 
every edge of the graph is assigned a unit resistor. Let 
( ( ), ( ))G V G E G  be a connected graph. For any 
, ( )i j V G , we use ( , )G i j  and ( , )Gd i j  to denote the 
resistance distance and the (shortest-path) distance be-
tween i and j, respectively. For ( )X V G , the subgraph 
induced by X, denoted by G[X], is defined as the graph 
whose vertex set is X and whose edge set consists of all 
the edges of G with both end vertices in X. The comple-
ment of G, denoted by G , is a graph on the same vertices 
such that two vertices of G  are adjacent if and only if 
they are not adjacent in G. In Ref. 47, Deng and Chen 
considered the Kirchhoff index of a bipartite graph and its 
complement. Here we consider resistance distance of a 
graph and its complement. In this section, an upper bound 
for the resistance distance between any two vertices in G  
is given in terms of (shortest path) distances between 
them in G, which leads to an upper bound for the product 
of the resistance distance between any two vertices in G 
and the resistance distance between them in G . 
We begin with the famous Rayleigh's short-cut 
principle, which is fundamental in electrical network 
theory. Here cutting involves nothing more than clipping 
some of the edges of the network, or what is the same, 
simply deleting them from the network. Shorting involves 
connecting a given set of vertices together with perfectly 
conducting wires, so that current can pass between them 
with resistance zero. The principle is stated as follows: 
 
Proposition 2.1. (Rayleigh's short-cut principle)6 Short-
ing certain sets of vertices together can only decrease 
the effective resistance of the network between two giv-
en vertices. Cutting certain edges can only increase the 
effective resistance between two given vertices. 
We also need the formula for computing resistance 
distances of circulant graphs. Recall that a circulant 
graph is a graph whose adjacency matrix is a circulant 
matrix. A circulant matrix ( )ij n nC c   of order n is a 
matrix such that the entries ijc  satisfy 1, 1ij j ic c    (the 
second subscript module n ); that is, C  has the form: 
0 1 2 1
1 0 1 2
2 1 0 3
1 2 3 0
.
n
n n
n n n
c c c c
c c c c
C c c c c
c c c c

 
  
         



    

 
Noticing that a circulant graph could be uniquely  
determined by its first low, so the circulant matrix C 
can also be expressed in terms of its first row as 
0 1 2 1[ , , , , ]nC C c c c c   . 
For a circulant graph G, it is easily verified that 
the Laplacian matrix of G is a circulant matrix too. Thus 
we may suppose that 0 1 2 1( ) [ , , , , ].nL G C l l l l   Then 
resistance distances in G can be computed as 
 
Theorem 2.2.48 For n-vertex circulant graph G ( 2n  ), 
1 1
1 2
1 0
4 2 ( )( , ) ( cos ) sin
2( 2)  [1 sin ].
n n
G s
k s
ksπ i j kπi j l
n n n
i j kπ
n
  
 
 
 
 
 (2.1) 
Lemma 2.3.48 Suppose that k, n are positive integers. 
Then the following identity holds: 
 
1
1
2sin 0.
n
s
ksπ
n


  (2.2) 
If, in addition, k n , we also have 
 
1
0
2cos 0.
n
s
ksπ
n


  (2.3) 
Using Theorem 2.2 and Lemma 2.3, we have the 
following Lemma. 
 
Lemma 2.4. Let nC  be the cycle graph on n  vertices. 
For any two nonadjacent vertices i  and j  of nC   
( 5n  ), we have 
 
2( , ) .
4nC
i j
n
    (2.4) 
The proof of Lemma 2.4 is given in Appendix A. 
As a byproduct of Lemma 2.4, it turns out that the 
resistance distance between any two nonadjacent verti-
ces in nC  could be in a rather narrow interval.  
Corollary 2.5. For any two nonadjacent vertices i  and 
j  of nC  ( 5n  ), 
 
2 2( , ) .
3 4nC
i j
n n
     (2.5) 
Proof. It suffices to show the lower bound. As shown in 
Ref. 49, for any two nonadjacent vertices u  and v , 
1 1( , ) ,
( ) ( )G G G
u v
d u d v
    
with equality if and only if u  and v  have the same 
neighbor set. Hence it follows directly that 
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1 1 2( , ) .
3 3 3nC
i j
n n n
       □ 
Using Lemma 2.4, we could give a lower bound 
for the resistance distance between any two vertices in
G  in terms of the distance between them in G . 
 
Proposition 2.6. For any , ( ) ( )i j V G V G  , 
       1, if   ( , ) 2 or 3;
( , ) 2 , if   ( , ) 4.
( , ) 1
G
G
G
G
d i j
i j
d i j
d i j
    
 
Proof. If ( , ) 2Gd i j   or 3, then i  and j  are adjacent in 
G . Thus it is straightforward to see that 
( , ) ( , ) 1.G Gi j d i j    
Now suppose that ( , ) 4Gd i j  . Choose a shortest 
path P  connecting i  and j  in G . One may see that 
for any two nonadjacent vertices in P , they must be not 
adjacent in G  and be adjacent in G . It follows that the 
induced subgraph of ( )V P  in G  is P , that is, 
[ ( )]G V P P . Since P  is a subgraph of G , by Ray-
leigh's short-cut principle, we have 
( , ) ( , ).PG i j i j    
To estimate ( , )P i j , we construct a graph C  from P  
by removing the edge ij. Observe that C  is the com-
plement of the cycle obtained from P  by connecting i 
and j. Then by the well-known parallel connection rule, 
which states that resistors that are connected in parallel 
can be replaced by a single resistor whose conductance 
(the inverse of resistance) is the sum of conductances, 
we readily have 
1 1 1.
( , ) ( , ) 1P Ci j i j
    
Consequently, 
( , )
( , ) .
( , ) 1
C
P
C
i j
i j
i j
     
Observe by Lemma 2.4 that 
2 2( , ) .
| ( ) | 4 ( , ) 3C G
i j
V C d i j
     
Hence 
2
( , ) ( , ) 3 2( , ) .
2( , ) 1 ( , ) 11
( , ) 3
C G
P
GC
G
i j d i j
i j
i j d i j
d i j
      
 
It follows immediately that 
 2( , ) ( , ) .
( , ) 1PG G
i j i j
d i j
      □ 
According to Proposition 2.6, we have the follow-
ing proposition. 
 
Proposition 2.7. Let G  be a connected graph with a 
connected G . Then for any , ( ) ( )i j V G V G  , 
 ( , ) · ( , ) 3.G Gi j i j    (2.6) 
Proof. If ( , ) 2Gd i j   or 3, then ( , ) 1G i j   and clearly 
the assertion holds. 
If ( , ) 3Gd i j  , by Theorem 2.6, 
2( , )
( , ) 1G G
i j
d i j
   . Hence 
( , )· ( , ) ( , )· ( , )
2 ( , ) 2 2 8 3,
1 1( , ) 1 31 1
( , ) 4
G GG G
G
G
G
i j i j d i j i j
d i j
d i j
d i j
   
      
 
as desired. If ( , ) 1Gd i j  , then ( , ) 2Gd i j  . By apply-
ing the above arguments to G , we also have 
 ( , )· ( , ) 3.G Gi j i j    □ 
Note that the bound is sharp. In addition, from the 
proof of Proposition 2.7 we can see that a sharper upper 
bound can be obtained in terms of ( , )Gd i j . 
For example, we consider the path graph 4P  and 
the benzene graph B  (see Figure 1). Resistance dis-
tances in both of them and their complements are given 
in Table 1 and Table 2. Since the resistance distance 
between any two vertices in both B  and B  depends 
Figure 1. The path graph P4 (left) and the benzene graph B 
(right). 
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only on the distance between them in B , it suffices to 
distinguish resistance distances in B  and B  into three 
classes. 
 
RELATION BETWEEN RESISTANCE DIS-
TANCES OF A GRAPH AND ITS CONTRACTION 
In this section, we consider resistance distances in the 
graph obtained from a graph by contracting a set of 
vertices. Let G  be a connected simple graph and let S  
be a proper subset of ( )V G . We use G S  to denote 
the graph obtained from G  by deleting all the vertices 
of S . We denote /G S  the graph obtained from G  by 
contracting S  into a single vertex, i.e., replacing S  
with a single vertex and connect this single vertex to 
every neighbor of S . Notice that multiple edges may 
result after the contraction. To avoid multiple edges, by 
the parallel connection rule, if two vertices in /G S  are 
connected by k  edges, then we could replace these 
edges with a single edge of resistance 1/ k . Hence edg-
es in /G S  may not necessarily represent a unit resistor. 
To distinguish these graphs with (simple) graphs whose 
edges represent unit resistors, we call such graphs 
weighted graphs. Hence in a weighted graph, edges can 
represent resistors of arbitrary values. In the following, 
it is understood that G  is a simple graph and its con-
tractions may be weighted graphs. 
By Rayleigh's short-cut principle, it is straightfor-
ward to have the following property. 
Proposition 3.1. Let G  be a connected graph. For 
( )S V G , let /G S  be defined as above. Then for any 
two vertices , ( / )p q V G S , 
 / ( , ) ( , ).G S Gp q p q    (3.1) 
In particular, if | | 2S  , then as shown in Ref. 46, 
resistance distances in /G S  could be computed in 
terms of resistance distances in G  as given in the fol-
lowing formula. 
 
Theorem 3.2. (Ref. 46, Theorem 4.5) Let G  be a con-
nected weighted graph and let { , } ( )S i j V G  . Then 
for any two vertices , ( / )p q V G S , 
/
2
( , ) ( , )
[ ( , ) ( , ) ( , ) ( , )]
.
4 ( , )
G S G
G G G G
G
p q p q
p i q j p j q i
i j
   
   

 (3.2) 
Noting that Theorem 3.2 is applicable to weighted 
graphs and using it repeatedly, we could get resistance 
distances in /G S  in terms of resistance distances in G . 
But the expression may become too complicated to 
write down. It motivates us to consider whether we 
could find a simpler expression for resistance distances 
in /G S  if S  is chosen to have some specified proper-
ties. Fortunately, if S  satisfies that all vertices in S  
have the same neighborhood N  in G S , then we 
obtain a very simple expression. 
 
Proposition 3.3. Let G  be a connected (simple) graph. 
Let ( )S V G  such that all vertices in S  have the same 
neighborhood N  in G S  and G[S] is an independent 
set. If , ( )p q V G S  , then 
 / ( , ) ( , );G S Gp q p q    (3.3) 
whereas if ( )p V G S   and q S , then 
 /
| | 1( , ) ( , ) .
| || |G S G
Sp q p q
S N
     (3.4) 
The proof of Proposition 3.3 could be found in 
Appendix B. 
As an simple example, we use Proposition 3.3 to 
compute resistance distance in the complete bipartite 
graph ,m nK  with parts of sizes m  and n  (see Figure 2 
(left)). Choose the m -sites part as S , then by contract-
ing S  in ,m nK , we obtain the graph , /m nK S  (see Fig-
ure 2 (right)). Then for any a,b from the n -sites part 
and x  from the m -sites part, by Proposition 3.3, simple 
calculation could lead to 
Table 1. Resistance distances in P4 and its complement 
 ,i j   4 ,p i j   4 ,p i j     4 4, ,p pi j i j 
(1,2) 1 2 2 
(1,3) 2 1 2 
(1,4) 3 1 3 
(2,3) 1 3 3 
(2,4) 2 1 2 
(3,4) 1 2 2 
 
Table 2. Resistance distances in the benzene graph and its 
complement 
 ,i j   ,B i j   ,B i j     , ,B Bi j i j 
 , 1Bd i j   5/6 5/11 11/18 
 , 2Bd i j   4/3 3815 10  2 33245 15  
 , 3Bd i j   3/2 3/5 9/10 
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, ,
2 1( , ) ,   , ( , ) .
m n m nK K
m na b a x
m mn
      
It coincides with the result obtained in Ref. 32. 
 
CONCLUDING REMARKS AND FUTURE 
WORKS 
Resistance distance is a very important and interesting 
graph metric with various applications in physics, engi-
neering and chemistry. The main contribution of this 
paper is twofold. First, some intrinsic relations between 
resistance distances in a connected G  and its comple-
ment are established. To the best of my knowledge, it is 
the first time to discuss the relation between resistance 
distances in a graph and its complement although the 
discussion is still at primary stage. Second, resistance 
distances in /G S  are expressed in terms of resistance 
distances of G  provided that S  is chosen to satisfy that 
all vertices in S  have the same neighborhood N  in 
G S . It promotes study on relations of resistance 
distances between a graph and its contraction. 
Along the line of the present manuscript, there 
might be some problems worthy of study in the future. 
For example, what other relations do there exist be-
tween resistance distances in a graph and its comple-
ment? Could we find simple expressions for resistance 
distances in /G S  in terms of resistance distances of G  
if S  is any subset of vertices of G ? 
Supplementary Materials. – Supporting informations to the 
paper are enclosed to the electronic version of the article. 
These data can be found on the website of Croatica Chemica 
Acta (http://public.carnet.hr/ccacaa).  
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APPENDIX A: PROOF OF LEMMA 2.4. 
Proof. Suppose that the vertices ( ) ( )n nV C V C
{1,2, , }n   and vertices in nC  are labeled in cyclic 
order. It is easily verified that for 5n  , nC  is a con-
nected circulant graph with Laplacian matrix 
3
( ) [ 3,0, 1, , 1,0].
n
nL C C n

    

 
Hence by Theorem 2.2, 
1 2
1 2
1 2
( , )
4 2 ( )( 3 cos ) sin
2( 2)[1 sin ].
nC
n n
k s
i j
ksπ i j kπn
n n n
i j kπ
n
  
 
 
 
 
   (5.1) 
Note that resistance distances between all pairs of non-
adjacent vertices are equal in nC . Without loss of gen-
erality, it suffices to consider the resistance distance 
between vertices 1 and n  in nC . By Equation (5.1) and 
Lemma 2.3, we have 
( , ) (1, )
n nC C
i j n    
2
1
1
1
0
( 1) 2( 1)sin [1 sin ]4
2 2 2( 1)3 ( cos 1 cos cos )
n
n
k
s
n kπ n kπ
n n
ksπ kπ n kπn n
n n n




 
     
 
 
1
1
1
2
4 2 2( 1)[ 3 (0 1 cos cos )]
( 1) 2( 1)sin [1 sin ]  
n
k
kπ n kπn
n n n
n kπ n kπ
n n



     
 

 
1
1 2
1
4 2 2 ( 1) ( 1)( 2 cos cos ) sin
2( 1)   [1 sin ]
n
k
kπ k n π n kπn
n n n n
n kπ
n
 

    


 
1 2
1
4 ( 1) 2( 1)( 4) sin [1 sin ]
d
k
n kπ n kπn
n n n


     
1
1
2( 1)1 cos4 2( 1)[1 sin ]
( 4) 2
n
k
n kπ
n kπn
n n n


     
Figure 2. The complete bipartite graph Km,n (left) and the
graph obtained from Km,n by contracting the m-sites part S
(right). Note that Km,n / S is a weighted graph and the numbers
on edges of Km,n / S indicate weights (also resistances) on
these edges. 
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1
1
2 2( 1) 2( 1)[1 sin cos
( 4)
1 4( 1)   sin ]
2
n
k
n kπ n kπ
n n n n
n kπ
n


    


 
1 1
1 1
1
1
2 2( 1) 2( 1)[ 1 sin cos
( 4)
1 4( 1)   sin ]
2
n n
k k
n
k
n kπ n kπn
n n n n
n kπ
n
 
 


     

 

2 2[ 1 0 ( 1) 0] ,
( 4) 4
n
n n n
         
as required.  □ 
 
APPENDIX B: PROOF OF PROPOSITION 3.3. 
We first introduce a result, which plays an essential role 
in the proof of Proposition 3.3. 
 
Proposition 5.1. (The reduction principle)50 If 
( )S V G  satisfies that all vertices in S  have the same 
neighborhood N  in G S , then resistance distances 
between vertices in S  can be computed as in the sub-
graph obtained from [ ]G S N  by deleting all the edg-
es between vertices in N . 
Now we are ready to prove Proposition 3.3. 
Proof. First assume that , ( / )p q V G S  and we consid-
er resistance distance between p  and q  in G . If we 
apply a potential difference between p  and q , by 
symmetry we know that all the vertices in S  have the 
same potential and thus they could be shorten together. 
Noticing that /G S  will result if we short all the vertices 
of S  together, we readily have / ( , ) ( , )G S Gp q p q   . 
Now assume that ( )p V G S   and q S . We 
will prove Equation (3.4) by induction on the cardinality 
of S . Suppose, first, that | | 2S   and 1{ , }S q v . Then by 
symmetry, it is easily seen that 1( , ) ( , )G Gp q p v   . 
Hence by Theorem 3.2, we have 
/
2
1 1
1
2
1
1
( , ) ( , )
[ ( , ) ( , ) ( , ) ( , )]
4 ( , )
( , )
( , )
4 ( , )
G S G
G G G G
G
G
G
G
p q p q
p q q v p v q q
q v
q v
p q
q v
   
   

   
 
1( , )( , ) .
4
G
G
q v
p q
    (5.2) 
Then by the reduction principle (Proposition 5.1), the 
resistance distance between q  and 1v  in G  can be 
computed as in the subgraph obtained from [ ]G S N  
by deleting all the edges between vertices in N . Notic-
ing that the subgraph is the complete bipartite graph 
2,| |NK , it follows that
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2,| |1 1
2( , ) ( , ) .
| |NG K
q v q v
N
     (5.3) 
Substituting Equation (5.3) into Equation (5.2), we have 
1
/
( , ) 1( , ) ( , ) ( , ) ,
4 | |
G
G S G G
q vp q p q p q
N
        
as desired. 
Suppose, now, that the assertion holds for S  when-
ever | |S k , and consider the case that | | 1S k  . 
Suppose that 1 2{ , , , , }kS q v v v  . For 1 i k  , let 
1 2{ , , , }i iS v v v  . Firstly we show the following claim. 
Claim. /
1( , ) .
| |kG S k
kq v
N k
   (5.4) 
Proof of the Claim. Since / kG S  could be obtained 
from 1/ kG S   by shorting kv  and 1kv   together, by The-
orem 3.2, we have 
 
1
1 1 1
1
/ /
2
/ 1 / / 1
/ 1
( , ) ( , )
[ ( , ) ( , ) ( , )]
.
4 ( , )
k k
k k k
k
G S k G S k
G S k k G S k G S k
G S k k
q v q v
v v q v q v
v v

  

 

   
  

 (5.5) 
In G , if we attach an battery accross kv  and q , then by 
symmetry, vertices 1 2 1, , , kv v v   have the same poten-
tial and thus shorting them together does not change the 
effective resistance between kv  and q . Therefore, 
 
1/
( , ) ( , ).
kG S k G k
q v q v    (5.6) 
Noticing that the subgraph obtained from 
[ ]G S N  by deleting all the edges between vertices in 
N  is the complete bipartite graph 1,| |k NK  , so again by 
the reduction principle, it is easy to compute that 
 
1,| |
2( , ) ( , ) .
| |k NG k K k
q v q v
N
     (5.7) 
Hence resistance distance between any two vertices in S  
is 2
| |N
 in G . 
On the other hand, by the induction hypothesis, we have 
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1
1
/ 1 1
1
| | 1
( , ) ( , )
| || |k
k
G S k k G k k
k
S
v v v v
S N−
−
− −
−
−Ω = Ω −  
2 2 ,
| | ( 1) | | | | ( 1)
k k
N k N N k
−= − =− −  (5.8) 
1
1
/ 1 1
1
| | 1
( , ) ( , )
| || |k
k
G S k G k
k
S
q v q v
S N−
−
− −
−
−Ω = Ω −  
2 2 .
| | ( 1) | | | | ( 1)
k k
N k N N k
−= − =− −  (5.9) 
Substituting Equations (5.6), (5.7), (5.8) and (5.9) back 
into Equation (5.5), simple calculation yields the claim. 
Now we proceed to prove Equation (3.4). By The-
orem 3.2, 
/ /( , ) ( , )kG S G Sp q p qΩ = Ω −  
2
/ / /
/
[ ( , ) ( , ) ( , )]
.
4 ( , )
k k k
k
G S G S k G S k
G S k
p q v q p v
v q
Ω +Ω −Ω
Ω  (5.10) 
If we attach a battery across p  and q  in G , then verti-
ces 1 2, , , kv v v…  have the same potential and they may 
be shorten together without affecting the resistance 
distance between p  and q . This implies that 
 / ( , ) ( , ).kG S Gp q p qΩ = Ω  (5.11) 
By Equation (5.4), we have 
 /
1( , ) .
| |kG S k
kv q
N k
+Ω =  (5.12) 
Noticing that ( , ) ( , )G k Gp v p qΩ = Ω , by the induction 
hypothesis, we have 
 
/
1( , ) ( , )
| |
1( , ) .
| |
kG S k G k
G
kp v p v
N k
kp q
N k
−Ω = Ω −
−= Ω −
 (5.13) 
Substituting Equations (5.11), (5.12) and (5.13) into 
Equation (5.10), we have 
/
2
( , ) ( , )
1 1[ ( , ) ( ( , ) )]
| | | |
14
| |
( , )
| | ( 1)
G S G
G G
G
p q p q
k kp q p q
N k N k
k
N k
p q
N k
k
Ω = Ω −
+ −Ω + − Ω −
+
= Ω − +
 
| | 1( , ) ,
| || |G
Sp q
S N
−= Ω −  
and the proof is complete.  □ 
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