We use a troposphere-stratosphere model of intermediate complexity to study the atmospheric 6 response to an idealized solar forcing in the subtropical upper stratosphere during Northern 7
SSWs, but does result in a higher occurrence frequency throughout NH winter. Quasi-Biennial 23
Oscillation effects were not included. 24 25 26
Introduction 27
Variations in solar ultraviolet (UV) irradiance that take place over the 11-year solar cycle are known 28 to affect the upper stratosphere, where UV absorption by ozone takes place [Hood et al., 1993; 29 Haigh, 1994 29 Haigh, , 1996 Gray et al., 2010] . Increased UV irradiance at solar maximum produces not only 30 extra absorption directly, but also enhances the ozone concentration, making the equatorial upper 31 stratosphere 1.5-2.5 K warmer compared to solar minimum [Hood, 2004; Crooks and Gray, 2005 ; 32 effects of changes in solar irradiance appear to be too small to cause these high latitude signals 36 [Hood, 2004; Gray et al., 2009] . It has therefore been proposed that the solar UV forcing originating 37 in the upper equatorial stratosphere may propagate dynamically poleward and downward during 38 winter [Kodera and Kuroda, 2002; Matthes et al., 2004 Matthes et al., , 2006 . 39 Kodera and Kuroda [2002] proposed a propagation mechanism involving the redistribution of 40 planetary wave forcing during Northern Hemisphere (NH) winter. They suggested that a region of 41 anomalously strong westerlies in the subtropical upper stratosphere/lower mesosphere during solar 42 maximum, in thermal wind balance with an enhanced pole-to-equator temperature gradient in the 43 upper stratosphere due to enhanced equatorial heating, may deflect planetary waves poleward. The 44 redistribution of planetary wave forcing towards higher latitudes further strengthens the polar 45 vortex in the subtropics, so that the zonal wind there becomes even more westerly. As the area of 46 3 anomalous westerly winds expands, this causes a further deflection of planetary waves, and so on, 47 so that the westerly anomaly gradually moves poleward and downward. 48
This mechanism was demonstrated in a simple idealized modelling study by Gray et al. [2004] , who 49 imposed a small easterly anomaly in the subtropical upper stratosphere in early winter, 50
representative of solar minimum. This resulted in a consistently more disturbed winter with a 51 weaker vortex and earlier sudden warming events compared to their unforced integrations. Matthes 52 et al. [2004, 2006] argued that this could be due to the low variability produced by their model, as the amplitude of the 60 response to solar forcing may be related to the amplitude of inter-annual variability [see also Kodera 61 et al., 2003 ]. Kodera et al. [2003] further noted that the lower mesosphere subtropical jet was not 62 very well reproduced in these simulations, which they suggested may be due to the use of Rayleigh 63 friction as a crude parameterization of gravity wave forcings in the FUB-CMAM. 64
Rayleigh friction has long been the traditional approach to account for gravity wave effects, but is a 65 rather crude method. It simply assumes that a drag must be present that is proportional to the 66 ambient wind speed, with a height-dependent proportionality factor that is tuned such that a 67 realistic climatology is obtained. It has several drawbacks. Firstly, it is usually applied uniformly in 68 time, latitude and longitude, while real gravity wave sources and breaking events are likely to vary 69 with location and be intermittent [Fritts and Alexander, 2003 ]. Secondly, it assumes that wave 70 breaking always results in a drag on the mean wind, while in reality it may also accelerate winds in 71 8 our model does not extend into the mesosphere, so that there is little gain in including waves with 169 large phase speeds that would propagate through the stratosphere (and not break within the model 170 domain). Secondly, Barnes (1990) notes that the overall impact of a relatively broad spectrum of 171 waves on the zonal flow, even compared to just a single orographic mode, is not very large. And 172 finally, the "true" spectrum of gravity waves, and their seasonal and latitudinal variation, remains 173 not well known (e.g. Fritts and Alexander, 2003) . Including more waves, with or without a 174 latitudinally and seasonally varying source, would thus not necessarily make our simulations more 175 realistic. 176 177
Experimental setup 178
Two control simulations were performed: one that used Rayleigh friction alone to account for gravity 179 wave forcing, and another one that used the gravity wave parameterization. These will be referred 180 to as RF-C and GWS-C, respectively. When only Rayleigh friction was used, this was employed over 181 the top six model levels ( 0.1-3 hPa) with a time scale of 18 days at the lowest level, reducing to a 182 time scale of 3 days at the top level, over which winds were relaxed toward zero. The GWS-C simulation gives slightly stronger inter-annual variability, with standard deviations in 235 temperature and zonal wind peaking at 3 K and 7 m/s, respectively, compared to 2.5 K and 5 m/s for 236 RF-C. The distributions of SSW events for the two simulations were determined based on the criteria 237 given in Charlton and Polvani [2007] and are shown in figure 3. They differ substantially, with the 238 peak of the SSW distribution occurring 1-2 months earlier for RF-C than for GWS-C. The SSW 239 distribution for GWS-C is in much better agreement with the observed distribution as reported by 240
Charlton and Polvani [2007] , in particular for December and January. Note that the higher standard 241 11 deviations found for GWS-C are not directly related to a higher occurrence frequency of SSW events. 242
Rather, the higher standard deviations for GWS-C may be related to a higher total wave activity in 243 Because the GWS-C simulation produced an SSW distribution that is in better agreement with 312 observations than the RF-C simulation, the following sections will make use of the GWS results only. 313 Sigmond and Scinocca [2010] found that the sensitivity of the doubled CO 2 response to 376 parameterized orographic gravity wave drag [Sigmond et al., 2008] was largely due to differences in 377 the control climatologies. In our case, the differences in response to an idealized solar forcing do not 378 seem to be related to such differences, as the control climatologies were designed to be similar. We 379 can also exclude the possibility that the differences are related to different distributions of SSW 380 events (which were shown to differ more substantially), as excluding years with SSW events in OND 381 did not result in better agreement between the RF and GWS responses in OND (results not shown). 382 Shibata and Kodera [2005] interpreted the differences in response they found between their model 383 versions with Rayleigh friction and the Hines parameterization scheme in terms of the 384 absence/presence of an SAO. In our simulations however, we do not get a realistic SAO in either the 385 RF or GWS simulations. Therefore, while the SAO may have an influence in reality, it is not the 386 reason for the differences we find in our results. We will now explore two alternative explanations. 387 Firstly, it may be possible that the gravity wave forcing itself played a role in the propagation and 388 maintenance of the signal, by redistributing gravity wave momentum deposition, similar to how 389 planetary waves are thought to play a role in signal propagation by redistributing their momentum 390 deposition. We therefore examined the difference in gravity wave-induced accelerations between 391 the forced and control GWS runs, which revealed that these always acted to reduce the zonal wind 392 responses found (results not shown). So rather than amplifying the response, the direct effects of 393 changes in gravity wave momentum deposition acted to diminish the response, and we can 394 eliminate this possibility. 395
A second pathway for gravity wave effects to influence the response to our forcing is through 396 indirect effects on planetary waves. As noted, the EP fluxes and EP flux divergence were about 25% 397 larger in the NH upper stratosphere during OND for GWS-C compared to RF-C. This is consistent with 398 the finding by McLandress and McFarlane [1993] that longitudinal variations in gravity wave drag 399 (which would be missing in a Rayleigh friction approach) can enhance planetary wave amplitudes 400 and EP flux divergence. Considering the mechanism proposed by Kodera and Kuroda [2002] , this 401 could explain why the stratospheric responses propagate differently for the GWS and RF versions of 402 the model, although the detail of the differences is not straightforward to explain. 403
The stronger planetary wave activity may also be responsible for the slightly stronger inter-annual 404 variability found for GWS. However, this small enhancement in inter-annual variability is not 405 sufficient to determine whether a lack of inter-annual variability is responsible for a too weak 406 response to solar forcing, as suggested by Matthes et al. [2004] and Kodera et al. [2003] . In terms of 407 strength, the responses obtained with the RF and GWS versions of the model are very similar.
18
In conclusion, our results indicate that it is important to model the planetary wave activity correctly, 409 and as gravity wave effects can modify this activity substantially, a more realistic representation of 410 gravity wave effects seems to be necessary to achieve this. The use of a gravity wave scheme does 411 not only affect stratospheric responses, but also the responses in the troposphere, which become 412 more realistic when the gravity wave scheme is used. We note that our model simulations, despite 413 making use of a gravity wave scheme, still do not necessarily provide a realistic description of gravity 414 wave effects, as strong assumptions were made on the characteristics of the waves. However, more 415 information on the global distribution of gravity wave effects is becoming available now [e.g. Our results broadly confirm the mechanism for solar signal propagation in the stratosphere 504
proposed by Kodera and Kuroda [2002] . We find that, in agreement with their theory, the 505 redistribution of planetary wave activity can strengthen an initial forced signal, and transport it 506 polewards and downwards from the equatorial upper stratosphere. We find that the type of 507 representation of gravity wave effects in our model influences this process, changing the timing and 508 extent of poleward and downward signal propagation in the stratosphere. This takes place most 509 likely through indirect effects of gravity wave-induced accelerations on planetary waves. The results 510 obtained with the gravity wave scheme are more realistic than those obtained with Rayleigh friction, 511 as they are in better agreement with observed solar signals, in particular in the troposphere. 512
The GWS results also produce a more realistic distribution of SSW events. The absence/presence of 513 SSW events has an effect on the propagation of the response to our forcing, mainly in the 514 troposphere. For years with SSWs tropospheric signals appear to descend directly from the 515 stratosphere, while they appear more disconnected when SSW years are excluded. We suggest that 516 this is due to different types of troposphere-stratosphere coupling being active under conditions 517 with and without SSWs. Under quiet conditions, a signal in the troposphere of the opposite sign to 518 that in the stratosphere may be generated through small modifications in the reflection of planetary 519 waves back into the troposphere. Once initiated, this signal may be maintained and/or strengthened 520 locally through changes in eddy momentum fluxes. In contrast, under disturbed conditions, when 521
SSWs occur, the troposphere-stratosphere coupling occurs more directly, and the tropospheric 522 response is an extension of that in the stratosphere. 523
The forcing also increases the number of SSWs, but does not influence their timing, as found by Gray 524 et al. [2004] . We therefore confirm only part of the findings of Gray et al. 
