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准则，对 RA 码在 BSC 信道下的有限长性能进行了分析，主要工作如下： 

































As a class of capacity-achieving ensembles, Repeat-Accumulate codes (RA codes) 
are widely used in numerous practical applications due to their fast convergence and 
low complexity in encoding and decoding. They thus become the focal point of 
error-correcting code.  
Finite-length scaling law is a powerful tool to analyse the performance of moderate 
size capacity-achieving ensembles with iterative decoding. In this thesis, we use such 
scaling law to analyse the performance of finite-length RA codes, assuming that the 
transmission takes place over the BSC (binary symmetric channel) and Belief 
Propagation decoding is used with a finite number of iterations. 
The main contents are as follows. 
Firstly, we show how to re-derive the scaling law and scaling parameter for RA 
codes transmitted over the BSC. 
Secondly, we demonstrate how to use the scaling law as an estimate tool for (3, 3) 
RA codes. 
Finally, we compare the predictive results on the frame error probability with 
simulation results to show that both of them match very well. 
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使 Turbo 码更加逼近了理想的随机码的性能。 
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1.2 有限长分析的发展  









































BEC 信道下可以精确估计 LDPC 码性能的度量函数，并用它实现优化设计
［11，12，13，
14］
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1.3 本文的主要工作与结构安排 
    由前两节的论述可知，对 RA 码的有限长性能进行分析有重要的意义。虽然




BSC（Binary Symmetric Channel）信道下对 RA 码进行有限长分析，以期从理
论上较为准确地估计其误帧率。 
    本文的工作主要从以下几个方面展开: 





本文结构安排如下：   
    第一章，介绍论文的背景，以及有限长分析的发展。 
    第二章，阐述 RA 码的一些基本知识、编译码方法，并用密度进化方法分析
其在 BSC 信道下的门限值的计算方法。 
    第三章，讨论 RA 码在 BSC 信道下的有限长度量准则形式，以及度量参数的
计算； 应用结论，对不同帧长（3，3）RA 码的误帧率进行估计，并与仿真曲线
进行比较。 
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第二章 RA 码 
2.1 RA 码的编码原理及表示 
2.1.1 RA 码的构造方式 
RA 码是Repeat-Accumulate Codes 的简写,称为重复积累码，其编码结构图
如图2.1所示。将一个长为n  的信息分组U 1[ , , , , ]i nu u uL L 重复c次得到信息
串X 1[ , , , , ]i cnx x xL L ，然后将信息串X 送入一个长度为cn的随机交织器打乱，
最后通过一个累加编码器输出一串长为 r 的信息Y。累加器可以看作是一个递归
编码器，其输入X 1[ , , , , ]i cnx x xL L 和输出Y 1[ , , , , ]i ry y yL L  之间的约束关系
是域 2F  上的模2 和运算。对此，我们称这个RA 码为 ( , )cn n RA 码，并且称
(1 )iu i n≤ ≤ 为信息节点， (1 )iy i r≤ ≤ 为奇偶节点，模2 和运算关联点为校验节
点。 
 
          重复c次     cn cn× 的置换矩阵       累加编码器 
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2.1.2 RA 码的表示方法 
由 RA 码的构造方式可知，其输入点与输出点之间有一定的约束关系，因此







    用Tanner 图表示，RA 码的顶点分为变量节点V（包括信息节点U 和奇偶节
点Y）和校验节点C , 两类节点之间通过边相连接。校验节点,即函数节点，用来
表示变量节点与校验节点之间的约束关系。 
   图2.2是一个（6，2）RA 码的Tanner 图表示，其信息分组长度为2, 重复次
数 3c = , 交织图样P= (1, 2, 5, 3, 4,6) , 校验节点的约束关系为: 与校验节
点相连接的所有变量节点的模2和为0。 
                 
图 2.2 (6, 2) RA 码的 Tanner 图表示。其中 表示信息节点，  表示奇偶
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在实际应用中还有一种表示方法也很常用，即度分布的表示方法。它是基于





如果RA 码的信息节点的度都为 c ,校验节点的度都为 d ，则称RA 码是
( , )c d RA码（Tanner 图如图2.3 所示），否则称为不规则的RA 码［16］。这里，称





本文分析的对象是 ( , )c d RA码，因此对不规则的RA 码不再作详细介绍。 
 
   
图 2.3 ( , )c d RA 码的 Tanner 图。其中  表示信息节点，  表示奇偶节点，   表
示校验节点。 
 
2.2 RA 码的译码算法 
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似 LDPC 码的 LOG-BP（LOG-Belief-Propagation）译码算法
［7］
。首先，我们先介
绍 LDPC 码的 LOG-BP 算法。 
2.2.1 LOG-BP（Belief Propagation）算法 
在介绍译码算法前我们首先介绍一些符号： 
                






                      （2.1） 
 表示 x的对数似然比值（简记为，LLR）。 
b
mnq ，表示从变量点 nv 传给校验点 mc 的关于 nv b= 的外信息，即除了校验点 mc 外
其他校验点传来的关于本变量点取值为b 的概率信息。 ( {0,1})b∈ 。 
b
mnr ，表示从校验点 mc 传给变量点 nv 的信息量，即给定 nv b= 和其他比特满足第
m  个校验方程满足的概率。 
b
np ，表示变量节点的初始信道信息。 
( )N m  ，表示与校验点m  相连的变量点集合。 
( )M n  ，表示与变量点n  相连的校验点集合。 
( ) \N m n  ，表示除了第n  个变量点外与校验点m  相连的变量点集合。 
( ) \M n m  ，表示除了第m  个校验点外与变量点n  相连的校验点集合。 
下面我们开始介绍 LOG-BP 译码算法。 




1 1 (1 2 )
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式中 mnk 为归一化系数，使得
0 1 1mn mnq q+ = 。 
    在译码之前，对变量点做如下处理： 
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∈


















   。            （2.6） 
对于校验节点，我们假定每个校验点的初始信息是等概率（
0 1 0.5mn mnr r= = ）
的，则 
          
0
0






= =  。                             （2.7） 
2、 计算从变量点传给校验点的信息量 
由式（2.4）得： 
         
( ) ( )
'
' ( )\
( ) ( ) ( )l lmn n m n
m M n m
LLR q LLR p LLR r
∈
= + ∑              （2.8） 
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