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RE-FACTORISING A QRT MAP
NALINI JOSHI AND PAVLOS KASSOTAKIS
Abstract. A QRT map is the composition of two involutions on a biquadratic curve: one switching
the x-coordinates of two intersection points with a given horizontal line, and the other switching the
y-coordinates of two intersections with a vertical line. Given a QRT map, a natural question is to
ask whether it allows a decomposition into further involutions. Here we provide new answers to this
question and show how they lead to a new class of maps, as well as knownHKYmaps and quadrirational
Yang-Baxter maps.
Dedicated to Reinout Quispel on the occasion of his 65th birthday.
1. Introduction
Geometric dynamics was the subject of a small reading group in which Reinout Quispel and the first
author participated as early career researchers. The group’s discussions overlapped with Reinout’s
study of what are now famously called Quispel-Roberts-Thompson or QRT maps [1, 2]. In this paper,
we consider refactorisations of these maps, which lead to unexpected connections with other classes
of maps and new examples of integrable maps.
A QRT map is the composition of two involutions on a biquadratic curve (see Figure 1.1): one
switching the x-coordinates of two intersection points with a given horizontal line, and the other
switching the y-coordinates of two intersections with a vertical line [1, 2, 3, 4]. A natural question to
ask is whether there exist further factorisations of these involutions. We answer this question in the
current paper.
Let P(x, y) be a biquadratic polynomial, that is, a quadratic function of each variable. Then the level
set P(x, y) = 0 defines a biquadratic curve P and any given horizontal line or vertical line intersects
P at two points. The level sets of P(x, y) are indexed by a free parameter λ and the corresponding
one-parameter family of curves P(λ) is called a pencil of biquadratic curves. Each curve in this pencil
can be regarded as a fibre in a two-dimensional surface, which forms the phase space of the dynamical
system given by the QRT map.
1.1. Main result. In this paper, we provide a new formulation of QRT involutions in terms of Hirota
derivatives and discover conditions under which each involution can be factorized into two further
involutions. These lead us to new connections between two major theories that generalize QRT maps.
The first is the class of quadrirational Yang-Baxter maps [5]. The second class, often called HKY
maps, arises when one biquadratic curve in a pencil is mapped to another in a periodic cycle [6, 7].
For further information and details of these two classes, as well as the history of QRT maps, we
refer the reader to Section 1.2. Furthermore, we obtain new, natural, consistent maps that satisfy the
equation
(Li j ◦ L
−1
ik ◦ L jk)
4 = id, i , j , k ∈ N, (1.1)
where each Li j is a periodic map with period 4 and with L
−1
i j refers to its inverse. Throughout the
paper, we use id to refer to the identity operator, while I is used for an invariant preserved by a map.
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1.2. Background. Since a QRT map leaves a biquadratic pencil (and thereby its free parameter)
invariant, it has a conserved quantity and is completely integrable in the sense of Liouville [8, 9, 10]
in dynamical systems theory. By resolving the singularities of the compactified phase space, Tsuda
[3] showed that the resulting (two-complex-dimensional) space is a rational elliptic surface fibered
by the pencil P. For a comprehensive study of the geometry of this space and QRT maps we refer to
Duistermaat’s book [4].
The name QRT arises from an 18-parameter Liouville integrable map introduced by Quispel,
Roberts and Thompson [1, 2] in 1988. At that time, the map was thought of as generalisation of
a second order mapping introduced in 1971 by McMillan [11].
(x,y)
i1
(x˜,y)
i2
(x˜,y˜)
Figure 1.1. The QRT map
(x,y) i1 = j1 ◦ j2(x˜, y) ( ˆ˜x,y)
i2 = k1 ◦ k2
( ˆ˜x,y˜)
( ˆ˜x, ˆ˜y)
Figure 1.2. A QRT re-
factorisation
However, the iteration of maps on elliptic curves has a long history. For example, such maps arise in
a study of finite order groups by Burnside in 1911[12]. Burnside’s map is also mentioned by Baker
[13] and it reads
(x, y) 7→
(
y,
1 − x − y
1 − x
)
. (1.2)
It is a period-5 symplectic map whose iterates lie on the elliptic curve
(1 − x)(1 − y) − t xy(x + y − 1) = 0,
where t is a free (constant) parameter. Under the translation x 7→ u + 1, y 7→ v + 1, (1.2) becomes a
special case of the Lyness map
(u, v) 7→
(
v,
a v + α2
u
)
,
with α = 1 = a [14, 15]. The Lyness map with α = 1 also appears in the context of frieze patterns
introduced by Coxeter [16].
Another example was introduced in 1959 by Mulholland and Smith [17] and independently by
Scheuer and Mandel [18] in a study of population genetics. These results together with those of
Lyness were generalised by Penrose and Smith [19] where they introduced a family of quadratic
maps in P2 that are invariant on a cubic curve.
More recent studies have focused on generalizations of QRT maps. One major thread of research
considered transformations from one curve to another one in the biquadratic pencil. Transformations
considered were periodic in the sense that after a certain number of iterations, the initial curve was
preserved. To our knowledge, the first study in this direction was by Haggar et al. [6], in which they
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considered maps that admit k-integrals, i.e., functions that are conserved by the k-th iterate of the map
but not by the original map on its own. Later, Hirota et al. [7] discovered more examples of such
mappings, later referred to as non-QRT or HKY maps [20, 21, 22, 23, 24, 25]. More general maps of
this sort were introduced in [26] by the current authors and further generalised by Roberts and Jogia
[27], where they presented a complete description of birational maps that fix one coordinate and send
a pencil of biquadratic curves to another pencil of biquadratic curves.
Another major direction of related research came from the study of the quantum Yang-Baxter
equation, which originates from the theory of exactly solvable models in statistical mechanics [28,
29]. It reads:
Ri j Rik R jk = R jk Rik Ri j, (1.3)
where R : V ⊗ V 7→ V ⊗ V is a linear operator and Rlm the operator that acts as R on the l-th and m-th
factor of the tensor product V ⊗ V . . . ⊗ V . For a history and the early developments of the theory see
[30].
By replacing V with any set X and the tensor product ⊗ with the Cartesian product ×, Drinfeld
[31] introduced the set theoretical version of (1.3). Solutions of the latter appeared under the name
set theoretical solutions of the quantum Yang-Baxter equation [32, 33]; note that another class of
solutions appeared in [34, 35]. The term Yang-Baxter maps was proposed by Veselov [36] as an
alternative name to Drinfeld’s one. Early results on Yang-Baxter maps were provided in [37, 38, 39,
40].
The classification of Yang-Baxter maps is a difficult and interesting problem. In the simplest case
where the set X = P1 ≡ P1, equivalence classes of Yang-Baxter maps under the requirement of
quadrirationality (see Section 3.1) were obtained in [5] and complemented in [41]. Note that the
Yang-Baxter maps under consideration in [5, 41] are involutions R2 = id, hence the Yang-Baxter
equation (1.3) can be cast into the form:
(Ri j ◦ Rik ◦ R jk)
2 = id, i , j , k ∈ N. (1.4)
The connection of Yang-Baxter maps with integrable partial difference equations was originated in
[42] and completed in [43, 44, 45, 46] where also the connection with higher degree integrable quad
relations was revealed. Moreover, the interplay between Yang-Baxter maps and discrete integrable
systems led to fruitful results [47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57].
1.3. Outline of the paper. The structure of the paper is as follows. In Section 2, we define the QRT
map and seed involutions, and obtain a factorisation of each QRT involution into two consecutive ones
for some specific parameter matrices. We consider outcomes from this factorisation, namely Liouville
integrable maps, quadrirational Yang-Baxter maps and some novel maps which are solutions of the
equation (1.1) in Section 3. In Section 4 we conclude this paper with a discussion.
2. QRT and seed involutions
The QRT mapping is defined by the composition φ := i2 ◦ ii of two non-commuting involutions i1,
i2, which each preserve the same biquadratic invariant
I(x, y) =
XTA0Y
XTA1Y
,
where X, Y are vectors X = (x2, x, 1)T , Y = (y2, y, 1)T and Ai, i = 0, 1, are 3 × 3 matrices, given by
Ai =

αi βi γi
δi ǫi ζi
κi λi µi
.
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We recall that the QRT map bi-rationally preserves the linear pencil of bi-quadratic curves
P(x, y; t) := XTA0Y − t X
T
A1Y.
The more general case of curve dependant maps that preserve a general biquadratic foliation ie.
P(x, y; t) := XTA(t)Y, was studied in detail in a series of papers by Roberts et.al. [58, 59, 60]. If
the matrices Ai, i = 0, 1, are symmetric, i.e., Ai = A
T
i
, the QRT mapping is called symmetric, due
to its invariant being symmetric under the interchange of x and y. If they are antisymmetric, i.e.,
Ai = −A
T
i , the QRT is called antisymmetric, otherwise it is called asymmetric.
The involutions i1 : (x, y) 7→ (X, Y) and i2 : (x, y) 7→ (X, Y), are defined by the solution of the
equations I(X, y)− I(x, y) = 0 and I(x, Y) − I(x, y) = 0 respectively, which each have 2 solutions. One
solution is the identity map and, if we omit these trivial solutions, it was shown by Quispel et al. [1, 2]
that the other solution is given by
i1 : (x, y) 7→ (X, Y),

X =
f1(y) − f2(y)x
f2(y) − f3(y)x
Y = y
, i2 : (x, y) 7→ (X, Y),

X = x
Y =
g1(x) − g2(x)y
g2(x) − g3(x)y
, (2.1a)
where 
f1(y)
f2(y)
f3(y)
 = (A0Y) × (A1Y),

g1(x)
g2(x)
g3(x)
 = (AT0X) × (AT1X). (2.1b)
We found an alternative representation of these involutions, given by
i1 : (x, y) 7→ (X, Y),

X = x − 2
Dx n · d
∂x Dx n · d
Y = y
, i2 : (x, y) 7→ (X, Y),

X = x
Y = y − 2
Dy n · d
∂y Dy n · d
,
(2.2)
where
n = XTA0Y, d = X
T
A1Y, (2.3)
are respectively the numerator and the denominator of the QRT invariant I(x, y). Moreover, ∂x ≡
∂
∂x
,
∂y ≡
∂
∂y
are the usual partial differentiation operators, while Dx, Dy are the Hirota bilinear operators
i.e.
Dx f · g = fx g − f gx, Dy f · g = fy g − f gy.
This representation of the QRT involutions is related to the affine case of the so-called curve-dependent
McMillan maps developed by Iatrou and Roberts in [58, 59].
We now define the terminology used in the results below.
Definition 2.1. The terms base point, singular point, QRT involution, and seed involution are defined
as follows.
(i) Base points: Points (x, y) that are contained in all curves of the pencil of biquadratic curves
P(x, y; t) are called base points. For QRT maps, a base point is given by
x =
f1(y)
f2(y)
=
f2(y)
f3(y)
, or y =
g1(x)
g2(x)
=
g2(x)
g3(x)
. (2.4)
(ii) Singular points of the QRT map: Points (x, y) where the QRT map is not defined, i.e.,
both numerators and denominators of the QRT map are zero or infinity, will be referred to as
singular points. For the QRT map, singular points correspond exactly to the base points of
the pencil of bi-quadratic curves preserved by the map.
(iii) QRT involutions: The involutions i1, i2, defined in Equation (2.2), are called QRT involu-
tions.
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(iv) Seed involutions: Define the involutions:
j1 : (x, y) 7→ (X, Y),

X = x − 2
n
∂x n
Y = y
, j2 : (x, y) 7→ (X, Y),

X = x − 2
d
∂x d
Y = y
,
k1 : (x, y) 7→ (X, Y),

X = x
Y = y − 2
n
∂y n
, k2 : (x, y) 7→ (X, Y),

X = x
Y = y − 2
d
∂y d
,
(2.5)
where n and d are given in Equation (2.3). The involutions j1, j2, k1, k2 will be referred to as
seed involutions.
We impose the following condition on the seed involutions:
( j1 ◦ j2)
n = id and/or (k1 ◦ k2)
n = id, for some n ≥ 2 ∈ N,
j1 ◦ j2 , id and k1 ◦ k2 , id.
(2.6)
Remark 2.2. The seed involutions as they stand they do not appear to be related to integrability. Below
we show that the imposition of the condition above leads to an integrability structure under certain
conditions, which in turn restrict the parameter space.
In the following lemma we present the necessary conditions for the seed involutions to satisfy the
relations above for n = 2, 3, 4, 5. The method can be extended to arbitrary n.
Lemma 2.3. The seed involutions defined in Equation (2.5) satisfy Equation (2.6) for n = 2, 3, 4, 5, if
the following respective conditions hold:
( j1 ◦ j2)
n = id (k1 ◦ k2)
n = id
n = 2 m = 0 M = 0
n = 3 4m2 − kl = 0 4M2 − KL = 0
n = 4 m(2m2 − kl) = 0 M(2M2 − KL) = 0
n = 5 16m4 − 12klm2 + (kl)2 = 0 16M4 − 12KLM2 + (KL)2 = 0
where
m = −nxdx − D
2
xn · d, M = −nydy − D
2
yn · d, k = −nnxx + Dxn · nx,
K = −nnyy + Dyn · ny, l = −ddxx + Dxd · dx, L = −ddyy + Dyd · dy.
(2.7)
Here D2x,D
2
y are Hirota operators, defined for given non-negative integers p, q by
DpxD
q
y f · g = (∂x − ∂x′)
p(∂y − ∂y′)
q f (x, y)g(x′, y′)
∣∣∣∣
x′=x,y′=y
.
Furthermore, subscripts on n and d denote partial derivatives in the usual way.
Proof. We give a proof for the case n = 2. The remaining cases may be proved in the same way.
Observe that the composition of the seed involutions j1 and j2 leads to
j1 ◦ j2 : (x, y) 7→ (X, Y),
where

X = x − 2
Dx d · n
∂x Dx d · n − nxdx − D2x n · d
= x − 2
Dx d · n
∂x Dx d · n + m
,
Y = y,
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with m := −nxdx − D
2
x n · d. Moreover, we have
( j1 ◦ j2)
2 : (x, y) 7→ (X, Y),
where

X = x − 4m
Dx d · n
kl − 2m2 + 2mDx d · n
,
Y = y,
with k, l,m as defined in (2.7). Clearly a necessary condition for ( j1◦ j2)
2 = id, ism := −nxdx−D
2
xn·d =
0. (The remaining possibility Dxd · n = 0 is not included, as it leads to a violation of Condition (2.6).)
Moreover, for m = 0, j1 ◦ j2 becomes the QRT involution (2.2). Working similarly, from the seed
involutions k1, k2, we find that a necessary condition for (k1◦k2)
2 = id, is M := −nydy−D
2
yn·d = 0. 
Remark 2.4. The results of Lemma 2.3 lead to constraints on the parametric matrices A0 and A1.
The seed involutions associated to these restricted matrices inherit more structure, i.e., for n = 2, the
function I = n/d is a semi-invariant of the seed involutions ji, ki, i = 1, 2. Note that a function I is
called a semi-invariant of a map φ, if it satisfies I ◦ φ = −I.
For the remainder of this paper we restrict our attention to the case n = 2. We now determine the
resulting constraints on the parametric matrices that follow from the case n = 2 of Lemma (2.3) and
discuss the integrable structure inherited by the seed involutions.
Lemma 2.5. The conditions m = M = 0, where m,M are given in (2.6), lead to
A0 =

α β γ
δ ǫ ζ
κ λ µ
, A1 =

|A0|33 2|A0|32 |A0|31
2|A0|23 4|A0|22 2|A0|21
|A0|13 2|A0|12 |A0|11
, (2.8)
where |A0|i j is the (i j)−th minor determinant of the matrix A0.
Proof. The conditions m = 0 and M = 0 read respectively:
m = −nxdx − D
2
xn · d = bb1 − 2(ac1 + a1c) = 0,
M = −nydy − D
2
yn · d = BB1 − 2(AC1 + A1C) = 0,
(2.9)
where
(a, b, c)T = A0Y, (a1, b1, c1)
T = A1Y, (A, B,C) = X
T
A0, (A1, B,C1) = X
T
A1.
n = XTA0Y and d = X
TA1Y. Equations (2.9) are quartic polynomials in y and x respectively. Equat-
ing their coefficients to zero leads to 8 equations that involve the entries of A0,A1. This system of 8
equations is linear with respect to the entries of the matrix A0 or of the matrix A1. By considering
the entries of the matrix A1 as unknowns, and solving the resulting linear system leads exactly to
(2.8). 
Note that in this setting (2.9) arose as commutation conditions of the seed involutions. Conditions
(2.9) also coincide with formulae (30) of Theorem 2 of [27] if one considers the source and the target
biquadratics to be the same but with fibre values of opposite sign. At the same time, if we demand the
QRT map to factorise as the product j1 ◦ j2 ◦ k1 ◦ k2 of the seed involutions, we end up with the same
conditions. This factorisation was also a cornerstone in the construction of HKY maps in [26], since
it served a perfect-square discriminantal condition (see point (ii) of the proof of Theorem 2.6 below).
The following theorem gives properties of the QRT involutions, seed involutions, and the base
points of the pencil P(x, y; t) = 0, for the case of the restricted parameter matrices of Lemma (2.5).
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Theorem 2.6. For the integral I(x, y) = XTA0Y/X
T
A1Y, or equivalently for the pencil of bi-quadratic
curves P(x, y; t) := XTA0Y− t X
TA1Y where X, Y are vectors X = (x
2, x, 1)T , Y = (y2, y, 1)T andA0,
A1 are the parameter matrices of Lemma (2.5), the following results hold.
(i) The QRT involutions i1, i2 given by (2.1) preserve I(x, y).
(ii) The seed involutions j1, j2, k1, k2, given below, anti-preserve I(x, y). Here j1, j2, k1, k2 :
(x, y) 7→ (X, Y) are defined by
j1 :

X = −
2(κy2 + λy + µ) + (δy2 + ǫy + ζ)x
δy2 + ǫy + ζ + 2(αy2 + βy + γ)x
,
Y = y
j2 :

X = −
2(|A0|13y
2 + |A0|12y + |A0|11) + (|A0|23y
2 + |A0|22y + |A0|21)x
|A0|23y2 + |A0|22y + |A0|21 + 2(|A0|33y2 + |A0|32y + |A0|31)x
,
Y = y
k1 :

X = x,
Y = −
2(γx2 + ζx + µ) + (βx2 + ǫx + λ)y
βx2 + ǫx + λ + 2(αx2 + δx + κ)y
,
k2 :

X = x,
Y = −
2(|A0|31x
2 + |A0|21x + |A0|11) + (|A0|32x
2 + |A0|22x + |A0|12)y
|A0|32x2 + |A0|22x + |A0|12 + 2(|A0|33x2 + |A0|23x + |A0|13)y
.
(iii) Let the set Σ = {P1, . . . , P8} consist of the base points of Pi = (xi, yi) ∈ P
1 × P1 of the pencil of
biquadratic curves P(x, y; t) = 0. Then Σ = σ1∪σ2, where σ1 = {B1, . . .B4}, σ2 = {b1, . . . b4},
which are defined by Bi = ( f1(Yi)/ f2(Yi), Yi) and bi = ( f1(yi)/ f2(yi), yi), where Yi are the roots
of the quartic polynomial
h = y4(δ2 − 4ακ) + y3(2δǫ − 4βκ − 4αλ)
+ y2(ǫ2 + 2δζ − 4γκ − 4βλ − 4αµ) + y(2ǫζ − 4γλ − 4βµ) + ζ2 − 4γµ
while yi are the roots of the quartic polynomial
H = y4(δ21 − 4α1κ1) + y
3(2δ1ǫ1 − 4β1κ1 − 4α1λ1)
+ y2(ǫ21 + 2δ1ζ1 − 4γ1κ1 − 4β1λ1 − 4α1µ1)
+ y(2ǫ1ζ1 − 4γ1λ1 − 4β1µ1) + ζ
2
1 − 4γ1µ1
where α1, β1, . . . µ1 are entries of the matrix A1.
Proof. The first statement is well-known and we include it for compeleteness.
(i) The solution of I(X, y) − I(x, y) = 0 and I(x, Y) − I(x, y) = 0, apart from the trivial solutions
X = x and Y = y, give respectively the QRT involutions i1, i2.
(ii) The invariant can be written as
I(x, y) =
XTA0Y
XTA1Y
=
a(y)x2 + b(y)x + c(y)
a1(y)x2 + b1(y)x + c1(y)
=
A(x)y2 + B(x)y +C(x)
A1(x)y2 + B1(x)y +C1(x)
.
The quadratic equation I(X, y)+ I(x, y) = 0 has two rational solutions for X when its discrim-
inant is a perfect square. This is true when
bb1 = 2(a1c + ac1). (2.10)
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Similarly for the equation I(x, Y) + I(x, y) = 0, we obtain the condition
BB1 = 2(A1C + AC1). (2.11)
Relations (2.10) and (2.11) are exactly the conditions (2.9), so from Lemma (2.5) together
with the definition of seed involutions, we obtain exactly the desired involutions stated in the
theorem.
(iii) Because of the special form of the parametric matrices (2.8), using the first formula of (2.4)
leads to the set of singular points {(xs, ys)} of the QRT map being {(
f1(ys)
f2(ys)
, ys)}, where ys is a
solution of the polynomial hH = 0. (The use of the second formula gives exactly the same
results.)

Remark 2.7. When the source and the target biquadratics are the same but with fibre values that are of
opposite sign, the involutions ki, i = 1, 2, could also be seen as the involutions P
+, P− of [27] together
with their analogues ji, i = 1, 2, when one considers a fixed y. We note that the involutions ji, i = 1, 2,
first appeared in the literature in [26] and both ji, ki, i = 1, 2 were presented by one of us in the SIDE
9 conference in Varna 2010. The defining polynomial of the base points of a pencil of biquadratic
curves or equivalently of the singular points of the associated QRT map, is a degree 8 polynomial
(see (2.4)). For the specific pencil of biquadratic curves defined in the theorem above, this degree 8
polynomial factorises to the product of two degree 4 polynomials. Namely the polynomials h and H.
In the following proposition, we refer to fixed points. Recall that a point (x0, y0) is a fixed point of
a mapping φ, if φ(x0, y0) = (x0, y0). Item (ii) of this proposition points out that the pair { j1, k2} of seed
involutions share fixed points and base points and similarly for { j2, k1}. However, the role of these
points are interchanged between the pairs. In Item (iii), we show that these seed involutions also form
a group, which is a subgroup of a triangle Coxeter group.
Proposition 2.8. For the seed involutions ji, ki i = 1, 2, the following results hold.
(i) j1 ◦ j2 = i1, k1 ◦ k2 = i2, where i1, i2 are the QRT involutions associated with the parameter
matrices A0, A1 given in Lemma (2.5). Hence the QRT mapping φ = i1 ◦ i2 = j1 ◦ j2 ◦ k1 ◦ k2
refactorises as the product of seed involutions.
(ii) The seed involutions j1, k2 have singularities given by the elements of the set σ1 and fixed
points given by elements of the set σ2. On the other hand, j2, k1 have elements of σ1 as fixed
points and elements of σ2 as singularities.
(iii) The seed involutions and their compositions form a group:
G =
{
j1, j2, k1, k2
∣∣∣ j2i = k2i = ( j1 ◦ j2)2 = (k1 ◦ k2)2 = ( ji ◦ ki+1)2 = id, i = 1, 2} .
Furthermore, G ⊂ G′, where
G′ =
{
J,R, S
∣∣∣ J2 = R2 = S 2 = (R ◦ S )2 = (J ◦ S )4 = (J ◦ R ◦ S )4
= (S ◦ R ◦ J ◦ R)4 = id
}
,
where
J : (x, y;A0) 7→
(
−
2(κy2 + λy + µ) + (δy2 + ǫy + ζ)x
δy2 + ǫy + ζ + 2(αy2 + βy + γ)x
, y;A0
)
,
R : (x, y;A0) 7→
(
y, x;AT
0
)
,
S : (x, y;A0) 7→ (y, x;A2) ,
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where
A2 =
1
4det(A0)

|A0|33 2|A0|32 |A0|31
2|A0|23 4|A0|22 2|A0|21
|A0|13 2|A0|12 |A0|11
 .
Note that the group G′ is the hyperbolic (2, 4,∞) triangle Coxeter group modulo the relation
(R ◦ S )2 = (J ◦ S )4 = (J ◦ R ◦ S )4 = (S ◦ R ◦ J ◦ R)4 = id.
(iv) The generators R, J, S act on the invariant I as follows:
I ◦ R = I, I ◦ J = −I, I ◦ S = 1/I.
(v) The seed involutions satisfy
j1 = J, j2 = R ◦ S ◦ J ◦ R ◦ S , k1 = R ◦ J ◦ R, k2 = S ◦ J ◦ S .
(vi) We have two birational representations of the BC2 Coxeter group, namely, the subgroups of
G′, A = {J, S |J2 = S 2 = (J◦S )4 = id} and B = {S ,R◦J◦R|S 2 = (R◦J◦R)2 = (S ◦R◦J◦R)4 =
id}.
(vii) The mapsΩ1 = j1◦k2 = (J◦S )
2 andΩ2 = j2◦k1 = (S ◦R◦J◦R)
2 are elements of BC2, arising
from two different representations of the latter. Moreover they are quadrirational maps (see
Section 3.1).
Proof. Each assertion follows by direct computation. For conciseness, we provide only one such
computation here. Consider successive actions of the seed involutions
(x, y) ∈ P(λ)
j1
7−→ (x˜, y) ∈ P(−λ)
j2
7−→ ( ˆ˜x, y) ∈ P(λ)
k1
7−→ ( ˆ˜x, y˜) ∈ P(−λ)
k2
7−→ ( ˆ˜x, ˆ˜y) ∈ P(λ),
where the tilde and hat annotation of the points indicate the images of horizontal and vertical switches
as indicated in Figures 1.1–1.2. This proves that j1 ◦ j2 = i1, k1 ◦ k2 = i2, , from which it follows that
the QRT map can be written as φ = i1 ◦ i2 = j1 ◦ j2 ◦ k1 ◦ k2 : (x, y) ∈ P(λ) 7→ ( ˆ˜x, ˆ˜y) ∈ P(λ), as asserted
in item (i). 
3. Integrable maps
In this section, we consider outcomes from the factorisation of the QRT map in terms of seed
involutions, given in Section 2. Using the generators of the groupG we can construct words of length
2 and 3 that correspond to the following maps:
Υi = ji ◦ ji+1 ◦ ki, Φi = ki ◦ ki+1 ◦ ji, Ψi = ji ◦ ki Ωi = ji ◦ ki+1 i = 1, 2, (3.1)
where the indices are considered modulo 2. Note that Υi and Φi are of HKY-type since they anti-
preserve the integral I(x, y), while Ψi and Ωi preserve it. Note also that the QRT map (φ) can be
expressed in terms of Ψi as
φ = i2 ◦ i1 = k1 ◦ k2 ◦ j1 ◦ j2 = Ψ2 ◦ Ψ1.
Note that here we have achieved a refactorisation of a QRT map in terms of 4 involutions ji, ki, i = 1, 2
or in terms of 2 non-commuting infinite order maps Ψi. In terms of the generators of the groupG
′, the
mappings (3.1) read
Υ1 = (J ◦ R ◦ S )
2R ◦ J ◦ R, Φ1 = (R ◦ J ◦ S )
2 ◦ J,
Υ2 = (J ◦ R ◦ S )
2S ◦ J ◦ S , Φ2 = (R ◦ J ◦ S )
2 ◦ R ◦ S ◦ J ◦ R ◦ S ,
Ψ1 = (J ◦ R)
2, Ω1 = (J ◦ S )
2,
Ψ2 = (R ◦ S ◦ J ◦ S )
2, Ω2 = (R ◦ S ◦ J ◦ R)
2.
(3.2)
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Amapping of the plane ψ : (x, y) 7→ (X, Y) is called (anti) measure-preserving with density m(x, y), if
the Jacobian determinant (J) of ψ can be written as J =
m(x,y)
m(X,Y)
. Anti measure-preservation corresponds
to a measure-preserving and orientation-reversing mapping [61]. A measure preserving map of the
plane is Liouville integrable since it holds m(x, y)dx ∧ dy = m(X, Y)dX ∧ dY .
Remark 3.1. Mappings (3.1) and (3.2) are measure or anti measure-preserving maps with density
m(x, y) = (XTA0Y)
−1. Hence they are Liouville integrable maps. Moreover, all words of the group G
or G′ correspond to Liouville integrable maps.
Example 3.2 (The mapping Ψ1). Consider Ψ1 = (J ◦ R)
2, where J ◦ R itself is a non-QRT map that
explicitly reads:
J ◦ R : (x, y;A0) 7→
(
−
2(γx2 + ζx + µ) + (βx2 + ǫx + λ)y
βx2 + ǫx + λ + 2(αx2 + δx + κ)y
, x;AT0
)
.
Since, for this map, the parameters vary as A0 7→ A
T
0
, it follows that α, ǫ, µ are constants, while the
remaining parameters satisfy
β = c1 + c2(−1)
n
δ = c1 − c2(−1)
n ,
γ = c3 + c4(−1)
n
κ = c3 − c4(−1)
n ,
λ = c5 + c6(−1)
n
ζ = c5 − c6(−1)
n ,
where ci, i = 1, . . . , 6 constants. Under this identification, we have the non-autonomous map
yn+1 = −
2(γy2n + ζyn + µ) + (βy
2
n + ǫyn + λ)yn−1
βy2n + ǫyn + λ + 2(αy
2
n + δyn + κ)yn−1
. (3.3)
Alternating maps of QRT type were introduced in [62]. Mapping (3.3) stands as a prototypical
example of an alternating map of non-QRT (HKY) type. SettingA0 = A
T
0 , the mapping (3.3) becomes
autonomous. It is exactly the (1, 1)-reduction of Viallet’s QV integrable partial difference equation
[63]. Further specialisation of the parameters leads to the (1, 1)-reduction of the Adler’s Q4 partial
difference equation. This further reduction was obtained by [21, 22, 26]. A non-autonomous version
of the latter was recently placed in the geometric framework of the Painleve´ equations in [64].
3.1. Quadrirational maps. In his studies on Yang-Baxter maps and their interplay with the theory of
geometric crystals [65], Etingof introduced the notion of non-degenerate rational maps. Nowadays,
Etingof’s terminology is widely used but with a different name. Instead of the term non-degenerate ra-
tional maps, the terminology quadrirational maps is used. In [66] a natural extension of the notion of
quadrirational maps to arbitrary dimensions was introduced. Here we show that the maps constructed
in Proposition 2.3 (vii) are quadrirational.
Definition 3.3. A rational map P1 × P1 ∋ (x, y) → (X, Y) ∈ P1 × P1 is called quadrirational if the maps
(X, Y) → (x, y), (X, y) → (x, Y), and (x, Y) → (X, y) are all rational maps.
By direct computation, we find that mappings Ωi i = 1, 2 are quadrirational and they explicitly
read:
Ω1 = j1 ◦ k2 : (x, y) 7→ (X, Y),
where

X = −
2(κy2 + λy + µ) + (δy2 + ǫy + ζ)x
δy2 + ǫy + ζ + 2(αy2 + βy + γ)x
,
Y = −
2(|A0|31x
2 + |A0|21x + |A0|11) + (|A0|32x
2 + |A0|22x + |A0|12)y
|A0|32x2 + |A0|22x + |A0|12 + 2(|A0|33x2 + |A0|23x + |A0|13)y
,
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Ω2 = j2 ◦ k1 : (x, y) 7→ (X, Y),
where

X = −
2(|A0|13y
2 + |A0|12y + |A0|11) + (|A0|23y
2 + |A0|22y + |A0|21)x
|A0|23y2 + |A0|22y + |A0|21 + 2(|A0|33y2 + |A0|32y + |A0|31)x
,
Y = −
2(γx2 + ζx + µ) + (βx2 + ǫx + λ)y
βx2 + ǫx + λ + 2(αx2 + δy + κ)y
.
Note that there is Ω21 = Ω
2
2 = id and by following Proposition 2.8, both Ω1 and Ω2 factorise:
Ω1 = j1 ◦ k2 = J ◦ S ◦ J ◦ S = (J ◦ S )
2,
Ω2 = j2 ◦ k1 = R ◦ S ◦ J ◦ R ◦ S ◦ R ◦ J ◦ R = (S ◦ R ◦ J ◦ R)
2.
Clearly, we also have (J ◦ S )4 = (S ◦ R ◦ J ◦ R)4 = id, so ω1 := J ◦ S and ω2 := R ◦ S ◦ J ◦ R are
period 4 maps.
Both maps Ωi are involutions and preserve the same pencil of biquadratic curves. Unlike the QRT
mapping, whose singular points is given by the set Σ of the base points of the pencil, the mapping Ω1
has σ1 as a set of singular points and the set σ2 as fixed points, while the mapping Ω2 has σ2 as the
set of singular points and σ1 as the set of fixed points. Because of this property we will call Ω2 the
dual map of the map Ω1.
It was proven in [5, 41] that quadrirational maps are Mo¨bius equivalent to the F-list of Yang-Baxter
maps, so essentially Ωi are Yang-Baxter maps. Moreover both maps Ωi preserve the same integral
I(x, y) and they share the same set of parameters namely the matrix A0. In Table 1, we present the
parameter matrices for whichΩ1 (that is reffered to asR) corresponds to the F-list [5] of quadrirational
Yang-Baxter maps, as well as the maps ω1 (that is reffered to as r) which satisfy r
2 = R. In Table 2,
we present the corresponding values of the parameter matrices for the mappings Ω2 (that is reffered
to as L) and ω2 (that is reffered to as l).
Because no distinction is made between mappings L and the Yang-Baxter maps R though out our
construction, the mappings L can be considered as constituting the dual F-List. Although L are not
Yang-Baxter maps, nevertheless the common property shared by the F-list and dual F-list is that both
maps r and l satisfy the modified Yang-Baxter relation (1.1) namely:
(Mi j ◦M
−1
ik ◦M jk)
4 = id,
whereM4 = id and M is either the map r or the map l.
Example 3.4 (The FI Yang-Baxter map and its dual). Choosing the parameter matrix A0 as
A0 =

0 p − q q(1 − p)
0 2p(q − 1) 0
p(1 − p) p(p − q) 0
 ,
the integral reads
I(x, y) =
(q − p)x2y + q(p − 1)x2 + p(p − 1)y2 + 2p(1 − q)xy + p(q − p)y
(p − q)xy2 + q(q − 1)x2 + p(q − 1)y2 + 2q(1 − p)xy + q(p − q)x
.
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In this case, the map Ω1 becomes exactly the FI Yang-Baxter map, while Ω2 is a new map, which we
denote by FˆI and describe as the dual of FI. Their explicit expressions are given by
R : (x, y) 7→ (X, Y),
where

X = pyP, Y = qxP,
P =
(1 − q)x + q − p + (p − 1)y
q(1 − p)x + (p − q)xy + p(q − 1)y
,
(FI)
L : (x, y) 7→ (X, Y),
where

X = y +W(x, y, p, q), Y = x +W(y, x, q, p),
W(x, y, p, q) =
(q − p)
(
q(x + y − 2xy) + y2(x + y − 2)
)
q(p − q)2qx(q − 1) + y (2q − 2pq + (p − q)y)
,
(FˆI)
As FI is a Yang-Baxter map, it satisfies: R
2 = id, (Ri j ◦ Rik ◦ R jk)
2 = id. We also have the maps
r and l that correspond to the ωi, i = 1, 2 hence they satisfy r
2 = R and l2 = L. They read:
r : (x, y, p, q) 7→ (X, Y, P,Q)
where

X = qx
(1 − q)x + q − p + (p − 1)y
q(1 − p)x + (p − q)xy + p(q − 1)y
, P = q,
Y = x, Q = p,
l : (x, y, p, q) 7→ (X, Y, P,Q)
where

X = x +
−(q − p)
(
p(x + y − 2xy) + x2(x + y − 2)
)
−p(p − q)2py(p − 1) + x (2p − 2pq − (p − q)x)
, P = q,
Y = x, Q = p.
It is natural to ask whether there is a common property that both maps share. The answer is yes, both
r, l (recalling R = r2,L = l2,) satisfy a modified Yang-Baxter relation:
M
4 = id, (Mi j ◦M
−1
ik ◦M jk)
4 = id. (3.4)
Table 3.1. The F-list of Yang-Baxter maps
A0 R : (x, y) 7→ (X, Y) r : (x, y, p, q)
7→ (X, Y, P,Q)
FI

0 p − q q(1 − p)
0 2p(q − 1) 0
p(1 − p) p(p − q) 0

X = pyW(x, y, p, q),
Y = qxW(x, y, p, q),
W(x, y, p, q) =
(1−q)x+q−p+(p−1)y
q(1−p)x+(p−q)xy+p(q−1)y
X = qxW(y, x, q, p),
Y = x,
P = q,
Q = p
FII

0 0 p
0 −2p 0
q (p − q) 0

X = y/pW(x, y, p, q),
Y = x/qW(x, y, p, q),
W(x, y, p, q) =
px−qy+q−p
x−y
,
X = x/qW(y, x, q, p),
Y = x,
P = q,
Q = p
FIII

0 0 p
0 −2p 0
q 0 0

X = y/pW(x, y, p, q),
Y = x/qW(x, y, p, q),
W(x, y, p, q) =
px−qy
x−y
X = x/qW(y, x, q, p),
Y = x,
P = q,
Q = p
RE-FACTORISING A QRT MAP 13
FIV

0 0 1
0 −2 0
−1 (p − q) 0

X = yW(x, y, p, q),
Y = xW(x, y, p, q),
W(x, y, p, q) = 1 −
p−q
x−y
X = xW(y, x, q, p),
Y = x,
P = q,
Q = p
FV

0 0 1
0 −2 0
1 0 q − p

X = y +W(x, y, p, q),
Y = x +W(x, y, p, q),
W(x, y, p, q) =
p−q
x−y
X = x +W(y, x, q, p),
Y = x,
P = q,
Q = p
Table 3.2. The dual Fˆ-list of Yang-Baxter maps
A0 R : (x, y) 7→ (X, Y) r : (x, y, p, q) 7→ (X, Y, P,Q)
FˆI

0 p − q q(1 − p)
0 2p(q − 1) 0
p(1 − p) p(p − q) 0

X = y +W(x, y, p, q),
Y = x +W(y, x, q, p),
W(x, y, p, q) =
(q−p)(q(x+y−2xy)+y2 (x+y−2))
q(p−q)2qx(q−1)+y(2q−2pq+(p−q)y)
X = x +W(y, x, q, p),
Y = x,
P = q,
Q = p
FˆII

0 0 p
0 −2p 0
q (p − q) 0

X = y +W(x, y, p, q),
Y = x +W(x, y, p, q)
W(x, y, p, q) =
(q−p)(x+y−2xy)
p−q−2px+2qy
X = x +W(y, x, q, p),
Y = x,
P = q,
Q = p
FˆIII

0 0 p
0 −2p 0
q 0 0

X = qyW(x, y, p, q),
Y = pxW(x, y, p, q),
W(x, y, p, q) =
x−y
px−qy
X = pxW(y, x, q, p),
Y = x,
P = q,
Q = p
FˆIV

0 0 1
0 −2 0
−1 (p − q) 0

X = y +W(x, y, p, q),
Y = x +W(x, y, p, q),
W(x, y, p, q) =
(q−p)(x+y)
p−q−2(x+y)
X = x +W(y, x, q, p),
Y = x,
P = q,
Q = p
FˆV

0 0 1
0 −2 0
1 0 q − p

X = y +W(x, y, p, q),
Y = x +W(x, y, p, q),
W(x, y, p, q) = −
p−q
x−y
X = x +W(y, x, q, p),
Y = x,
P = q,
Q = p
4. Discussion
In this paper, we investigated the additional structure that arose through a refactorisation of each
of the QRT involutions which corresponded to a specific class of parameter matrices (2.8). Liouville
integrable maps of QRT and HKY type, quadrirational Yang-Baxter map as well as some maps with
novel dynamics (1.1) arose through our construction. All these maps were considered as compositions
of involutions, which preserved, anti-preserved or sent a biquadratic invariant to its reciprocal (see
Proposition 2.8).
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A main characteristic of these involutions is that they act non-trivially on the parameter matrices
(A0,A1) as well as on the coordinates (x, y). They define groups G,G
′ with G ⊂ G′ where G′ is the
hyperbolic (2, 4,∞) triangle Coxeter group modulo some relations (see point (iii) of Proposition 2.8).
Inspired by [67, 68], we end this discussion by extending further the group G′ adding the involu-
tions:
H : (x, y;A0) 7→ (1/x, 1/y; 1/A0) , M : (x, y;A0) 7→ (x, y; |A0|), L : (x, y) 7→ (−1/x,−1/y;ΣA0Σ) ,
where |A0| is the matrix of the minors of A0, Σ =

0 0 1
0 −1 0
1 0 0
 and 1/A0 :=

1/α 1/β 1/γ
1/δ 1/ǫ 1/ζ
1/κ 1/λ 1/µ
 is
the Hadamard inverse of A0. Then is is easy to show that
N = R ◦ M ◦ L : (x, y;A0) 7→ (−1/y,−1/x,A
−1
0 ),
where A−1
0
the inverse matrix of A0.
Finally, the mappings σ1 = N ◦ H, σ2 = M ◦ H, σ3 = N ◦ R ◦ H, neither commute nor satisfy
I ◦ σ1 = I ◦ σ2 = I ◦ σ3. They define nontrivial integrable dynamics on P
8 if we consider only their
action on A0. Moreover Kontsevich’s periodicity identity [69, 70] can be verified, namely:
(σ3)
3 : A0 7→ ∆LA0∆R,
where
∆L =
1
det(A0)det(1/A0)

−αβγκ1λ1µ1 0 0
0 δǫζδ1ǫ1ζ1 0
0 0 α1β1γ1κλµ
 ,
∆R =
1
det(A0)det(1/A0)

αδκγ1ζ1µ1 0 0
0 −βǫλβ1ǫ1λ1 0
0 0 α1δ1κ1γζµ
 .
To conclude, we have shown that the factorisation condition on the QRT involutions is equivalent
to the conditions (2.9). It would be interesting to investigate the remaining conditions of (2.3) and
investigate the algebraic structure of the associated maps. When conditions of our Lemma (2.3) are
satisfied and placed inside the framework of the general theory recently introduced in [27], we expect
important classes of biquadratics to arise, which suggests an enrichment of the latter theory.
Also, our approach might cast some light on the exotic behavior of mappings that map a pencil of
biquadratic curves to higher degree curves and return to the original pencil of curves after some itera-
tions. Finally, an open direction of research is to show how the re-factorisation procedures presented
in this manuscript can be extended to novel Liouville integrable maps obtained in higher dimensions
[71, 72].
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