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Abstract. We consider general perturbations of a Schwarzschild black holes in the context of
f(R) gravity. A reduced set of frame independent master variables are determined, which obey two
closed wave equations - one for the transverse, trace-free (tensor) perturbations and the other for
the additional scalar degree of freedom which characterise fourth-order theories of gravity. We show
that for the tensor modes, the underlying dynamics in f(R) gravity is governed by a modified Regge-
Wheeler tensor which obeys the same Regge-Wheeler equation as in General Relativity. We find that
the possible sources of scalar quasinormal modes that follow from scalar perturbations for the lower
multipoles result from primordial black holes, while higher mass, stellar black holes are associated
with extremely high multipoles, which can only be produced in the first stage of black hole formation.
Since scalar quasi-normal modes are short ranged, this scenario makes their detection beyond the
range of current experiments.
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1 Introduction
Einstein’s theory of General Relativity (GR) [1] is widely accepted to be one of the most successful
fundamental theories in modern physics. Despite it’s success, corrections to GR have been introduced
recently to accommodate recent observations from the number counts of clusters of galaxies [2], mea-
surements of type Ia supernovae [3] and the Cosmic Microwave Background (CMB) anisotropies [4],
which together seem to indicate that the energy density budget of the Universe comprises 5% ordinary
matter (baryons, radiation and neutrinos), while the rest, which does not interact electromagnetically,
consists of 27% dark matter and 68% Dark Energy (DE) [5]. If GR is the correct theory of the gravita-
tional action then its application to cosmology should incorporate these observations. Consequently,
the simplest best fit model to our Universe is the Friedmann-Lemaˆıtre-Robertson-Walker (FLRW)
model, which is dominated by cold dark matter (CDM) and DE in the form of an effective cosmologi-
cal constant, whose nature is still to be understood and is required to explain the late-time accelerated
expansion of the Universe.
One of the main motivations for exploring possible alternative theories of gravity arises from the
obscure nature of DE candidates. One possibility is to conjecture that the apparent need for DE could
simply be a consequence of the break down of Einstein’s equations on astrophysical and cosmological
scales. One theory of modified gravity that has recently attracted a considerable amount of attention
– 1 –
is fourth order gravity (FOG), which admits cosmologies that accelerate at late times without the
presence of DE [6–11] and can and can account for the rotation curves for spiral galaxies without the
need for dark matter [12] (see [13–17] for detailed reviews).
The tetrad description of spacetime includes the Newman-Penrose null tetrad method [18] and
the 1+3 covariant approach developed by Ehlers and Ellis [19–21] which includes both a full and
‘semi-tetrad’ approach. The latter formalism is based on a 1+3 threading of the spacetime manifold
with respect to a timelike congruence in such a way that tensorial objects encoding the physics
can be decomposed into their space and time parts, and has been a useful tool for understanding
of many aspects of relativistic fluid flows in cosmology and relativistic astrophysics. In particular
the 1+3 approach to cosmological perturbation theory, developed by Ellis, Bruni and Dunsby [22–24],
which built on early work by Hawking [25], Lyth and Mukherjee [26] and Ellis and Bruni [27], employs
kinematic and dynamical variables to describe scalar, vector and tensor perturbations which have both
a clear physical and geometric meaning and remain valid in all coordinate systems. This approach has
been used to tackle problems in linear and non-linear perturbation theory and has been particularly
successful in describing the physics of the CMB [28–31]. More recently, linear perturbation theory
has been developed for describing the cosmology of fourth order theories of gravity (FOG) using the
1+3 covariant approach [32–36], providing important features that differentiate the structure growth
scenarios in FOG from standard GR.
A natural extension to the 1+3 approach, suitable for problems which have spherical symmetry,
including the Schwarzschild solution, Lemaˆıtre-Tolman-Bondi (LTB) models and many classes of
Bianchi models was developed by Clarkson and Barrett [37]. This approach involves a ‘semi-tetrad’
where, in addition to the timelike vector field of the 1+3 approach, a spatial vector is introduced.
In GR, this ‘1+1+2 formalism’ has been applied to the study of perturbations of locally rotationally
symmetric (LRS) spacetimes [37–47] and strong lensing studies [48]. It has also been introduced to
describe the properties of LRS spacetimes in the context of f(R) gravity [49–51].
In GR, linear perturbations of black holes was first considered by Chandrasekhar using the
metric approach together with the Newman-Penrose (NP) formalism [52] and more recently using
the ‘semi-tetrad’ 1+1+2 covariant formalism by Clarkson and Barrett [37]. In the metric approach,
perturbations of the Schwarzschild spacetime geometry are described by two wave equations, i.e.,
the Regge -Wheeler equation for odd parity modes and the Zerilli equation in the even parity case.
These wave equations are expressed as functions (and their derivatives) in the perturbed metric which
are not gauge-invariant, as a general coordinate transformation would not preserve the form of the
wave equation. Using the 1+1+2 covariant approach, Clarkson and Barrett [37] demonstrated that
both the odd and even parity perturbations may be unified in a covariant wave equation equivalent
to the Regge -Wheeler equation. This wave equation is characterised by a single a covariant, frame-
and gauge-invariant, transverse-traceless tensor. These results were extended to include couplings (at
second order) to a homogeneous magnetic field leading to an accompanying electromagnetic signal
alongside the standard tensor (gravitational wave modes) [39].
There have been a number of recent investigations of the properties of black holes in FOG theories
including an extensive study of the Schwarzschild de Sitter black hole in [53, 54]. Perturbations of
Schwarzschild black holes in f(R,G) gravity were considered in [55] and a stability analysis of the
Schwarzschild black hole in the Einstein Frame was presented in [56].
The aim of this paper is to apply the 1+1+2 approach to the analysis of general linear pertur-
bation of a Schwarzschild black hole in f(R) gravity. We perform all our calculations in the Jordan
Frame, where the dynamics of the extra gravitational degree of freedom inherent in FOG theories is
determined by the trace of the effective Einstein equations, leading to a linearised scalar wave equation
for the Ricci scalar. Gauge invariance is assured by constructing perturbation variables which satisfy
the Stewart-Walker lemma [57] and we adopt the standard linearisation procedure by dropping all
terms which are second order or higher in these variables. Harmonic functions can then be introduced
in the background which results in two decoupled parities reflecting the invariance of the background
spacetime under parity transformation. The introduction of harmonics reduces the problem of finding
a solution to one of simply solving a system of linear equations algebraically. After introducing the
harmonic functions, the main objective is to find a reduced set of master variables which obey a closed
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set of wave equations.
The outline of this paper is as follows. In Section 2 we introduce f(R) theories of gravity and
present the general equations for these theories. Then in Section 3 we outline the 1+3 and field
1+1+2 covariant methods in f(R) gravity which provide a covariant (gauge invariant) description
of spacetime. In Section 4 we present the vacuum field equations linearised around a Schwarzschild
black hole background using the 1+1+2 formalism. We discuss the spherical and time harmonics,
which, when applied to our system of equations allows us to write them as a set of ordinary differential
equations (ODEs) for each mode. Closed covariant and gauge-invariant wave equations for scalar and
tensor modes are given in Section 5. In the case of tensors, this is just the Regge-Wheeler equation
for a master variable that describes the evolution of a gauge and frame invariant transverse-traceless
(TT) tensor.
We then investigate the stability of these black hole to generic perturbations. Like in GR, initial
tensor perturbations of the black hole eventually decay exponentially (ringing) at frequencies that
are characteristic of the black hole and independent of the source of the perturbation - a feature first
discovered by Vishveshwara in 1970 [58]. These quasinormal modes satisfy boundary conditions for
purely outgoing waves at infinity and purely ingoing waves at the black hole horizon. In addition to
these tensor modes, we also determine the quasinormal modes which arise from the additional scalar
degree of freedom and discuss whether it is possible to use them to constrain f(R) gravity. In Section
6 focuses on the method of solution to the perturbation equations using matrix methods where we
demonstrate the significance of the freedom of choice of frame basis. Finally in section 7 we present
or our conclusions.
Unless otherwise specified, geometric units (8πG = c = 1) will be used throughout this paper.
The symmetrisation and the anti-symmetrisation over the indexes of a tensor Tab are defined as
T(ab) =
1
2
(Tab + Tba) , T[ab] =
1
2
(Tab − Tba) . (1.1)
over the indexes of the tensor. The symbol ∇ represents the usual covariant derivative and ∂ corre-
sponds to partial differentiation.
2 f(R) Gravity
One of the most widely studied modifications to General Relativity is f(R) gravity which is derived
from the following action:
S = 1
2
∫
dV
[√−g f(R) + 2LM (gab, ψ)] , (2.1)
where R is the Ricci scalar. This represents the simplest generalisation of the Einstein-Hilbert action.
Demanding that the action (2.1) be invariant under a particular choice of symmetry guarantees that
the resulting field equations also respect that symmetry. That being the case, since the Lagrangian is
a function R only, and R is a generally covariant and a locally Lorentz invariant scalar quantity, then
the field equations that follow are generally covariant and Lorentz invariant (2.1). After variation
with respect to the metric gab are given by:
δS = −1
2
∫
dV
√−g
[
1
2
f gab δg
ab − f ′ δR+ TMab δgab
]
, (2.2)
where ′ denotes differentiation with respect to R, and TMab is the matter energy momentum tensor
(EMT) defined as
TMab = −
2√−g
δLM
δgab
. (2.3)
Writing the Ricci scalar as R = gabRab and assuming the connection is the Levi-Civita one, we can
write
f ′ δR ≃ δgab (f ′Rab + gabf ′ −∇a∇bf ′) , (2.4)
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where the ≃ sign denotes equality up to surface terms and  ≡ ∇c∇c. By demanding that the action
be stationary, so that δS = 0 with respect to variations in the metric, one has finally
f ′
(
Rab − 1
2
gabR
)
=
1
2
gab (f −Rf ′) +∇a∇bf ′ − gabf ′ + TMab . (2.5)
It can be seen that for the special case f = R, the equations reduce to the standard Einstein field
equations.
It is convenient to write (2.5) in the form of effective Einstein equations as
Gab =
(
Rab − 1
2
gabR
)
= T˜Mab + T
R
ab = Tab , (2.6)
where we define Tab as the total EMT comprising
T˜Mab =
TMab
f ′
(2.7)
and
TRab =
1
f ′
[
1
2
gab (f −Rf ′) +∇a∇bf ′ − gabf ′
]
. (2.8)
The components of the Tab can be considered to represent two effective “fluids” [6, 10, 12, 59]: the
curvature “fluid” (associated with TRab) and the effective matter “fluid” (associated with T˜
M
ab ). This
allows us to adapt more easily techniques from the “covariant approach” (see, [21, 24, 27, 37, 60]), to
study a wide range of problems in f(R) gravity that were originally devised for GR.
The field equations (2.6) are fourth order in derivatives of the metric, which can be seen from the
existence of the∇a∇bf ′ term in (2.8). This result also follows directly from a ramification of Lovelock’s
theorem [61, 62] which requires, in a four-dimensional Riemannian manifold, that the construction of
a metric theory of modified gravity admits higher than second order derivatives to the field equations.
This feature is problematic in a Lagrangian based theory as it can lead to Ostrogradski instabilities
[63] in the solutions of the field equations. In f(R) theories, however, these instabilities are absent
[64], due to the existence of an equivalence with scalar-tensor theories.
In order to help avoid confusion later, we point out that we use the superscripts M and R to
denote quantities relating to the standard matter fluid and curvature fluid respectively and that the
unbarred dynamic quantities with no superscripts are derived from the total effective EMT.
3 Formalism
3.1 The 1+3 formalism
The covariant approach we consider adopts a fluid-flow description of the matter content (including
any modifications to General Relativity) of spacetime. In the usual 1+3 splitting [19, 20, 65–67] of
spacetime, the fluid flow is determined at each point by the field vector ua, tangent to the flow lines.
The vector ua is a timelike unit vector representing the normalised 4-velocity of the matter, hence
ua ua = −1 . (3.1)
The tensor
hab ≡ gab + ua ub , (3.2)
projects any tensor onto the hypersurface orthogonal to ua and has the following properties
hab u
b = 0 , ha
c hc
b = ha
b , ha
a = 3 . (3.3)
These constant time hypersurfaces represent the local rest 3-space associated with the observer.
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The effective volume element for the rest space of the comoving observer is given by
εabc = εabcd u
d , where εabc = ε[abc] and εabc u
c = 0 , (3.4)
where εabcd is the four-dimensional volume element (εabcd =
√
| det g |)δ0[a δ1b δ2c δ3d]) of the space-
time manifold.
Any projected rank-2 tensor Sab can be split as
Sab = S〈ab〉 +
1
3
S hab + S[ab] , (3.5)
where S = habS
ab is the spatial trace, S〈ab〉 is the orthogonally projected symmetric trace-free PSTF
part of the tensor defined as
S〈ab〉 =
(
hc
(a hd
b) − 1
3
hab h
cd
)
Scd , (3.6)
and S[ab] is the antisymmetric part of this tensor. We use angle brackets to represent any PSTF
tensors.
The covariant derivatives for any tensor Sa..b
c..d are defined as the time derivative along ua:
S˙a..b
c..d ≡ uf ∇fSa..bc..d , (3.7)
and the covariant spatial derivative defined in the local rest 3-spaces orthogonal to ua:
DeSa..b
c..d = he
j ha
l ... hb
g hf
c ... hi
dDjSl..g
f..i , (3.8)
with projection on all the free indices.
Kinematical quantities are introduced by decomposing the covariant derivative of ua into its
irreducible parts:
∇aub = −ua u˙b + σab + ωab + 1
3
Θ hab . (3.9)
where
u˙b = u
c∇cub , Θ = Daua , ωab = D[aub] , σab = D〈aub〉 , (3.10)
are respectively, the four-acceleration, the expansion scalar which represents the local volume rate of
expansion of the fluid, the antisymmetric vorticity tensor which describes the rigid rotation of matter
relative to a non-rotating frame, and the PSTF shear tensor that determines the distortion arising
in the matter flow, leaving the volume invariant. By construction, the following properties hold for
these kinematical quantities
σ[ab] = ω[ab] = 0 , ωab u
b = σab u
b = 0 , σaa = 0 . (3.11)
The total energy momentum tensor (EMT) Tab as defined in (2.6) can be decomposed relative to u
a
by splitting it into parts parallel and orthogonal to ua as follows:
Tab = µua ub + qa ub + ua qb + p hab + πab ; (3.12)
where µ is the total effective energy density relative to ua, p the total isotropic pressure, qa the total
energy flux (momentum density) relative to ua and πab the and PSTF total anisotropic stress, such
that
µ = Tab u
a ub =
µM
f ′
+ µR , p =
1
3
Tab h
ab =
pM
f ′
+ pR , (3.13)
qa = −Tbc uc hba = q
M
a
f ′
+ qRa , πab = Tcd h
c
〈a h
d
b〉 =
πMab
f ′
+ πRab . (3.14)
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An equation of state needs to be specified to relate the matter thermodynamic variables.
The derivative terms of the curvature EMT TRab can be decomposed into time and spatial parts
resulting in
TRab =
1
f ′
[
1
2
gab (f −Rf ′)− f˙ ′
(
1
3
hab θ + σab + ωab
)
+
1
3
habD
2f ′
+D〈aDb〉f
′ +
1
2
εabc ε
cdfDdDff
′ − ua
(
hcb (D
cf ′)˙+ u˙c ubD
cf ′ − f˙ ′ u˙b
)
+ ub
(
1
3
θDaf
′ + σa
cDcf
′ + ωa
cDcf
′ + ua f¨ ′ −Daf˙ ′
)
− gab
(
u˙cD
cf ′ − θ ˙f ′′ − f¨ ′ +D2f ′
)]
. (3.15)
The locally free gravitational field is given by the Weyl curvature tensor Cabcd defined by the equation
Cabcd = R
ab
cd − 2g[a[cRb]d] +
1
3
Rg[a[c g
b]
d] . (3.16)
which can be split relative to ua into the ‘electric’ and ‘magnetic’ Weyl curvature parts as follows:
Eab = Cabcd , H
a
a = 0, , (3.17)
in analogy to the 1+3 split of the Maxwell field strength tensor [68].
The dynamical relations for an arbitrary spacetime in the 1+3 formulation of FOG arise from
the Ricci identities for the fundamental timelike vector field ua, that is,
2∇[a∇b]uc = Rabcd ud , (3.18)
and from contracting the second Bianchi identities
∇[eRab]cd = 0 . (3.19)
resulting in a set of propagation and constraint equations when covariantly decomposed [69]. We have
to include the trace of (2.5)
Rf ′ − 2f = − 3
(
f ′′D2R+ f ′′′DaRDaR− f ′′′ R˙2 − f ′′ R¨+ u˙c f ′′DcR− f ′′ θ R˙
)
. (3.20)
in order to close the system of equations.
3.2 The 1+1+2 formalism
The 1+3 covariant approach involves splitting spacetime into its temporal and spatial parts in such a
way that the local 3-space is orthogonal to the vector field ua which provides a timelike threading for
the spacetime. This can be naturally extended to give a 1+1+2 covariant decomposition of spacetime
by introducing the unit vector field na in the local 3-space orthogonal to ua, such that
na na = 1, n
a ua = 0 . (3.21)
The 2-dimensional tensor
Nab ≡ gab + ua ub − na nb , naNab = 0 = uaNab , Naa = 2 . (3.22)
projects onto the tangent 2-spaces (which we call ‘sheets’) orthogonal to both ua and na. The volume
element of the sheet is the totally anti-symmetric 2-tensor
εab ≡ εabc nc , (3.23)
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where εabc is the volume element of the 3-spaces.
The covariant derivatives for any tensor Sa..b
c..d are defined as the time derivative ‘ . ’ along ua
as given in (3.7), the spatial divergence ‘ˆ’ along na in the surfaces orthogonal to ua
Sˆa..b
c..d ≡ nf DfSa..bc..d , (3.24)
and the projected covariant derivative ‘δa’ on the sheet
δfSa..b
c..d ≡ Nf j Nal ... NbgNhc ... NidDjSl..gh..i , (3.25)
where again the projection applies to every free index. The spatial derivative ‘Da’ is as defined in
(3.8).
In the 1+1+2 splitting of spacetime, any 3-vector V a can be irreducibly split into a scalar
component, V , along na and a 2-vector component on the sheet, Va, orthogonal to na, i.e.,
V a = V na + Va , where V ≡ Va na and Va ≡ Nab Vb , (3.26)
Similarly, a PSTF 3-tensor, Vab, can be decomposed into 2-scalar, 2-vector and PSTF 2-tensor parts
as
Vab = V〈ab〉 = V
(
na nb − 1
2
Nab
)
+ 2V(a nb) + Vab , (3.27)
where
V ≡ na nb Vab = −NabVab , Va ≡ Nab nc Vbc , Vab ≡ V{ab} ≡
(
N(a
cNb)
d − 1
2
NabN
cd
)
Vcd .
(3.28)
The curly brackets denote the part of a tensor which is PSTF with respect to na.
It then follows that the 1+3 kinematical and Weyl quantities can be irreducibly split as
u˙a = Ana +Aa , (3.29)
ωa = Ωna +Ωa , (3.30)
σab = Σ
(
na nb − 1
2
Nab
)
+ 2Σ(a nb) +Σab , (3.31)
Eab = E
(
na nb − 1
2
Nab
)
+ 2 E(a nb) + Eab , (3.32)
Hab = H
(
na nb − 1
2
Nab
)
+ 2H(a nb) +Hab . (3.33)
The irreducible form of the covariant decomposition of the derivative of na is
∇a nb = −Aua ub−ua αb+
(
1
3
Θ + Σ
)
na ub+(Σa − εac Ωc) ub+na ab+ 1
2
φNab+ξ εab+ζab , (3.34)
where along the spatial direction na, φ = δan
a is the expansion of the sheet, ζab = δ{anb} is the shear
of na and aa = n
cDc na = nˆa its acceleration, while ξ =
1
2 ε
abδanb is the vorticity associated with n
a.
Finally, the anisotropic fluid variables qa and πab can be split as follows:
qa = Qna +Qa , (3.35)
πab = Π
(
na nb − 1
2
Nab
)
+ 2Π(a nb) +Πab . (3.36)
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3.2.1 Energy momentum tensor
In terms of the 1+1+2 variables, the total energy momentum tensor (3.12) is given by
Tab = µua ub + p hab + 2u(a
[
Qnb) +Qa
]
+Π
(
na nb − 1
2
Nab
)
+ 2Π(a nb) +Πab . (3.37)
Moreover, in terms of the 1+1+2 variables, the curvature fluid can be decomposed as follows:
µR =
1
f ′
[
1
2
(Rf ′ − f)− θf ′′ R˙+ f ′′′X2 + f ′′′ δaR δaR+ f ′′ Xˆ + φf ′′X − aa f ′′ δaR + f ′′ δaδaR
]
,(3.38)
pR =
1
f ′
[
1
2
(f − Rf ′) + 2
3
θ f ′′R˙+ f ′′′ R˙2 + f ′′ R¨−A f ′′X − Aaf ′′ δaR− 2
3
(φ f ′′X + f ′′′ δaRδaR
+ f ′′ δaδaR+ f
′′′X2 + f ′′ Xˆ − aa f ′′ δaR)
]
, (3.39)
QR = − 1
f ′
[
f ′′′ R˙X + f ′′
(
X˙ −A R˙
)
− αa f ′′ δaR
]
, (3.40)
QRa =
1
f ′
[(
1
3
θ − 1
2
Σ
)
f ′′ δaR+
(
Σa − εabΩb
)
f ′′X +
(
Σa
b + εa
bΩ
)
f ′′ δbR− R˙ f ′′′ δaR − f ′′ δaR˙
]
,(3.41)
ΠR =
1
f ′
[
1
3
(
2f ′′′X2 + 2f ′′ Xˆ − 2Aa f ′′ δaR − φ f ′′X − f ′′′ δaRδaR− f ′′ δaδaR
)
− Σ f ′′ R˙
]
,(3.42)
ΠRa =
1
f ′
[
−Σa f ′′ R˙ +X f ′′′ δaR+ f ′′ δaX − 1
2
φ f ′′ δaR+
(
ξ εa
b − ζab
)
f ′′ δbR− 1
2
(
Σa + εa
bΩb
)
f ′′ R˙
]
,(3.43)
ΠRab =
1
f ′
[
−Σab f ′′ R˙+ ζab f ′′X + f ′′′ δ{aR δb}R+ f ′′ δ{aδb}R
]
, (3.44)
where we have defined Rˆ = X . Additionally, the 1+1+2 split of the curvature trace equation (3.20)
results in
Rf ′ − 2f = 3
(
f ′′ θ R˙ − f ′′′X2 − f ′′′ δaRδaR − (A+ φ)f ′′X − f ′′ Xˆ − f ′′ δaδaR+ f ′′′ R˙2 + f ′′ R¨
)
.
(3.45)
3.2.2 Commutation relations
The three derivatives defined so far, dot - ‘ ˙ ’, hat - ‘ˆ’ and delta - ‘δa’ satisfy the following commutation
relations when they act on scalars V :
ˆ˙V − ˙ˆV = −A V˙ +
(
1
3
Θ + Σ
)
Vˆ + (Σa + εabΩb − αa) δaV , (3.46)
δaV˙ − (δaV) ·⊥ = −Aa V˙ +
(
αa +Σa − εabΩb
) Vˆ + (1
3
Θ− 1
2
Σ
)
δaV + (Σab +Ω εab) δbV ,(3.47)
δaVˆ − (δ̂aV)⊥ = −2 εabΩb V˙ + aa Vˆ + 1
2
φ δaV + (ζab + ξ εab) δbV , (3.48)
δ[aδb]V = εab
(
Ω V˙ − ξ Vˆ
)
. (3.49)
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2-vectors Va :
ˆ˙V a¯ − ˙ˆV a¯ = −A V˙a¯ +
(
1
3
Θ + Σ
)
Vˆa¯ + (Σb + εbcΩc − αb) δbVa
+Aa (Σb + εbc Ωc)Vb +H εab Vb , (3.50)
δaV˙b − (δaVb) ·⊥ = −Aa V˙b + (αa +Σa − εacΩc) Vˆb¯ +
(
1
3
Θ− 1
2
Σ
)
(δaVb + VaAb)
+ (Σac +Ω εac) (δ
cVb + VcAb) + 1
2
(VaQb −Nab VcQc)
−
(
1
2
φNac + ξ εac + ζac
)
Vc αb +Ha εbc Vc , (3.51)
δaVˆb − (δ̂aVb) ˆ⊥ = −2 εacΩc V˙b¯ + aa Vˆb¯ +
1
2
φ (δaVb − Va ab) + (ζac + ξ εac) (δcVb − Vc ab)
−2 (Ω εa[b +Σa[b) (Σc] + εc]dΩd)Vc
−
[(
1
2
Σ− 1
3
Θ
)
(Σb + εbc Ω
c) +
1
2
Πb + Eb
]
Va
+Nab
[(
1
2
Σ− 1
3
Θ
)(
Σc + εcdΩ
d
)
+
1
2
Πc + Ec
]
Vc , (3.52)
δ[aδb]Vc =
[(
1
3
Θ− 1
2
Σ
)2
− 1
4
φ2 +
1
2
Π+ E − 1
3
µ
]
V[aN cb]
−V[a
[
−
(
1
3
Θ− 1
2
Σ
)(
Σ cb] +Ω ε
c
b]
)
+
1
2
φ
(
ζ cb] + ξ ε
c
b]
)
+
1
2
Π cb] + E cb]
]
+N c[a
[
−
(
1
3
Θ− 1
2
Σ
)(
Σb]d +Ω εb]d
)
+
1
2
φ
(
ζb]d + ξ εb]d
)
+
1
2
Πb]d + Eb]d
]
Vd
−
[(
Σ c[a +Ω ε
c
[a
) (
Σb]d +Ω εb]d
)− (ζ c[a + ξ ε c[a ) (ζb]d + ξ εb]d)]Vd + εab (Ω V˙ c¯ − ξ Vˆ c¯) ,(3.53)
where we have used both the bar ‘¯’ over the index and ‘⊥’ to denote projection onto the sheet.
Analogous relations for second-rank tensors hold but are more complicated.
3.2.3 1+1+2 covariant equations
The key variables of the 1+1+2 formalism of FOG are the irreducible set of geometric variables,
{R, Θ, A, Ω, Σ, E , H, φ, ξ, Aa, Ωa, Σa, αa, aa, Ea, Ha, Σab, ζab, Eab, Hab} , (3.54)
together with the set of irreducible thermodynamic matter variables,
{µM , pM , QM , ΠM , QMa , ΠMa , ΠMab} , (3.55)
for a given equation of state. The full 1+1+2 equations for the above covariant variables can be
obtained by applying the 1+1+2 decomposition procedure to the 1+3 equations, and in addition, by
covariantly splitting the Ricci identities for na:
Rabc ≡ 2∇[a∇b]nc −Rabcdnd = 0 , (3.56)
where Rabcd is the Riemann curvature tensor. By splitting this third-rank tensor using the two vector
fields ua and na, we obtain the evolution equations (along ua) and propagation equations (along na)
for αa, aa, φ, ξ and ζab. The full set of 1+1+2 equations for arbitrary spacetimes is given in [41] .
– 9 –
4 Perturbations around a Schwarzschild black hole in f(R) gravity
In this section we present the complete set of 1+1+2 covariant and gauge invariant evolution, propa-
gation and constraint equations linearised around the Schwarzschild background in f(R) gravity.
4.1 Gauge invariance
In the standard approach to investigating perturbations, any quantity T in the physical manifoldM
can be split into a background part T0 on the background manifold M¯ and a small perturbation δT .
T = T0 + δT (4.1)
To define the perturbations a gauge choice has to be made. This essentially corresponds to a choice of
the mapping Φ between the real spacetime defined by the manifoldM and the fiducial (background)
manifold M¯. The existence of arbitrary numbers of mappings corresponds to the gauge freedom
of the theory and herein lies the problem of choosing the best way of constructing this mapping or
correspondence - also known as the “fitting problem” in cosmology [27]. If a quantity is invariant
under this choice of mapping, then it is gauge invariant.
An alternative definition of gauge invariance is described by the Stewart & Walker lemma [57]:
This states that a variable is gauge invariant in M if and only if it either
i. vanishes in M¯ ,
ii. is a constant scalar in M¯,
iii. is a constant linear combination of products of Kronecker deltas with constant coefficients.
The definition of gauge invariance we use here is from the first two options. In this case the mapped
quantity will be constant regardless of choice of mapping Φ.
The covariant approach presented here is based on the introduction of a partial frame in the
tangent space of each point. Once the frame has been chosen, a complete set of covariantly defined
(i.e., gauge invariant) exact variables, all of which vanish in the background, are obtained. These
variables make up the equations describing the true spacetime. Since the true spacetime lacks the
symmetry of the background, there are a number of natural choices for the choice of frame vectors and
it then follows that one is free to choose the frame to work in. Hereafter, the term ‘frame invariant’
refers to invariance under the choice of frame vectors.
4.2 Schwarzschild background
The background spacetime we consider is spherically symmetric. Spherically symmetric spacetimes are
rotationally symmetric about a preferred spatial direction with zero vorticity [70]. Since continuous
symmetry of isotropy at each point applies, of all 1+1+2 vectors and tensors vanish and the spacetime
is described by the covariantly defined scalars:
{R, Θ, A, Ω, Σ, E , H, φ, ξ, µM , pM , QM , ΠM} . (4.2)
The further constraint that the vorticity vanishes Ω = ξ = 0 results in a zero magnetic Weyl curvature
scalar H = 0. Thus the variables
{R, Θ, A, Σ, E , φ, µM , pM , QM , ΠM} , (4.3)
fully describe the spherically symmetric spacetime.
If we consider the geometry of a vacuum (µM = pM = QM = ΠM = 0) spherically symmetric
spacetime, then the set of scalars that describe spacetime reduces to
{R,A, Θ, φ, Σ, E} . (4.4)
– 10 –
The condition of staticity implies that Θ and Σ vanish [51].
If we impose further the conditions
|f ′(0)| < +∞ , |f ′′(0)| < +∞ , |f ′′′(0)| < +∞ . (4.5)
f(0) = 0, R = 0, f ′(0) 6= 0 , (4.6)
the system of equations for the variables reduces to
φˆ = − 1
2
φ2 − E , (4.7)
Eˆ = − 3
2
φE , (4.8)
Aˆ = −A (φ+A) , (4.9)
together with the constraint:
E +Aφ = 0 . (4.10)
The parametric solutions for these variables are
φ =
2
r
√
1− 2m
r
, A = m
r2
[
1− 2m
r
]− 1
2
, E = 2m
r3
, (4.11)
where m is the Schwarzschild mass.
4.3 Linearised field equations
We now linearise the field equations (evolution, propagation and constraint) as given in [41] for FOG
1 around a Schwarzschild background. The background is characterised by the variables {A, E , φ}
and {Aˆ, Eˆ , φˆ} which are of zeroth-order. The remaining set of 1+1+2 variables
{R, Θ, Σ, Ω, H, ξ, Aa, Ωa, Σa, αa, aa, Ea, Ha, Σab, Eab, Hab, ζab} , (4.12)
are first-order variables which vanish in the background. These quantities are all of O(ǫ) with re-
spect to the Schwarzschild radius which sets up the scale for perturbations for a vacuum spherically
symmetric spacetime with vanishing Ricci scalar [51]. Keeping in mind that gauge invariance holds
for the variables (4.12), we linearise the equations by neglecting the products of these variables along
with their derivatives and the dot - ‘ ˙ ’ and delta - ‘δ’ derivatives of {A, E , φ} to obtain:
Evolution equations:
φ˙ =
(
2
3
Θ− Σ
)(
A− 1
2
φ
)
+ δaα
a +
f ′′0
f ′0
(A R˙ − X˙) , (4.13)
ξ˙ =
(
A− 1
2
φ
)
Ω+
1
2
εabδ
aαb +
1
2
H , (4.14)
Ω˙ =
1
2
εabδ
aAb +A ξ , (4.15)
Σ˙− 2
3
Θ˙ = −φA− δaAa − E − f
′′
0
2f ′0
(
δ2R+ (φ+ 2A)X − 2R¨
)
, (4.16)
1As a reminder, the thermodynamic quantities in [41] are derived from the total effective EMT that comprises both
the standard matter and curvature fluid terms.
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E˙ =
(
3
2
Σ−Θ
)
E + εabδaHb + φA f
′′
0
2f ′0
R˙ , (4.17)
H˙ = − εabδaEb − 3ξ E , (4.18)
Σ˙a¯ − εabΩ˙b = δaA+
(
A− 1
2
φ
)
Aa − Ea + f
′′
0
2f ′0
(
δaX − 1
2
φ δaR
)
, (4.19)
E˙a¯ + 1
2
εabHˆb = 3
4
E (εabΩb +Σa − 2αa)− (1
4
φ+A
)
εabHb
+
3
4
εabδ
bH+ 1
2
εbcδ
bHca , (4.20)
H˙a¯ = − 3
2
E εabAb − 1
2
εabδ
bE − 1
2
(φ− 2A) εabEb + εc{dδdE ca} − E
f ′′0
4f ′0
εabδ
bR , (4.21)
ζ˙{ab} =
(
A− 1
2
φ
)
Σab + δ{aαb} − εc{aH cb} , (4.22)
Σ˙{ab} = δ{aAb} +A ζab − Eab +
f ′′0
2f ′0
δ{aδb}R , (4.23)
f ′′0
f ′0
δaR˙ = δaΣ− 2
3
δaθ + 2 εabδ
bΩ+ 2 δbΣab + φ
(
Σa + εabΩ
b
)
+ 2εabHb . (4.24)
Propagation equations:
φˆ = − 1
2
φ2 − E + δaaa − f
′′
0
2f ′0
(
2Xˆ + φX + δ2R
)
, (4.25)
ξˆ = −φ ξ + 1
2
εabδ
aab , (4.26)
Ωˆ = − δaΩa + (A− φ) Ω , (4.27)
Aˆ − Θ˙ = −δaAa − (A+ φ)A+ f
′′
0
2f ′0
[
3R¨− δ2R − Xˆ − (3A+ φ)X
]
, (4.28)
Σˆ− 2
3
Θˆ = − 3
2
φΣ− δaΣa − εabδaΩb + f
′′
0
f ′0
(
X˙ −A R˙
)
, (4.29)
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Eˆ = −3
2
φ E − δaEa − E f
′′
0
2f ′0
X , (4.30)
Hˆ = − δaHa − 3
2
φH− 3E Ω , (4.31)
a˙a¯ − αˆa¯ =
(
1
2
φ+A
)
αa −
(
1
2
φ−A
)(
Σa + εabΩ
b
)
+ εabHb + f
′′
0
2f ′0
δaR˙ , (4.32)
Σˆa¯ − εabΩˆb = 1
2
δaΣ +
2
3
δaθ − εabδbΩ− 3
2
φΣa
+
(
1
2
φ+ 2A
)
εabΩ
b − δbΣab + f
′′
0
f ′0
δaR˙ , (4.33)
Aˆa − 2Σ˙a = − δaA− 2
(
A− 1
4
φ
)
Aa −A aa + 2Ea − f
′′
0
f ′0
(
δaX − 1
2
φ δaR
)
. (4.34)
Eˆa¯ = 1
2
δaE − δbEab − 3
2
E aa − 3
2
φ Ea + E f
′′
0
4f ′0
δaR , (4.35)
Hˆa¯ = 1
2
δaH− δbHab + 3
2
E (Ωa − εabΣb)− 3
2
φHa , (4.36)
ζˆ{ab} = −φ ζab + δ{aab} − Eab −
f ′′0
2f ′0
δ{aδb}R , (4.37)
Σˆ{ab} = δ{aΣb} − εc{aδcΩb} −
1
2
φΣab − εc{aH cb} , (4.38)
E˙{ab} − εc{aHˆ cb} = − εc{aδcHb} +
(
1
2
φ+ 2A
)
εc{aH cb} −
3
2
E Σab , (4.39)
H˙{ab} + εc{aEˆ cb} = εc{aδcEb} +
3
2
E εc{aζ cb} −
(
1
2
φ+ 2A
)
εc{aE cb} . (4.40)
f ′′0
2f ′0
(
δaX − 1
2
φδaR
)
= −1
2
δaφ+ εabδ
bξ + δbζab − Ea , (4.41)
The trace equation:
f ′′0 (Xˆ − R¨) =
1
3
Rf ′0 − f ′′0
[
δ2R+ (φ+A)X] . (4.42)
Constraint equations:
δaΩ
a + εabδ
aΣb = (2A− φ) Ω +H , (4.43)
In the above equations, X = Rˆ, f ′0 = f
′(0) and f ′′0 = f
′′(0).
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4.4 Gauge invariant variables
Not all the set of covariant equations in the previous section are gauge invariant due to the isolated
zeroth-order background terms that appear in them. To fix this, we define three key variables by
taking the angular derivatives of the background variables {E , φ, A},
Wa = δaE , (4.44)
Ya = δaφ , (4.45)
Za = δaA . (4.46)
These new variables vanish in background and are therefore gauge invariant. Applying the commuta-
tion relations (3.47) and (3.48) and substituting for the subsequent equations, we obtain the following
linearised propagation and evolution equations for these new variables:
W˙a =
3
2
φ E (αa +Σa − εabΩb)+ 3
2
E
(
δaΣ− 2
3
δaΘ
)
+ εbcδaδ
bHc +Aφ f
′′
0
2f ′0
δaR˙ , (4.47)
Y˙a =
(
1
2
φ2 + E
)(
αa +Σa − εabΩb
)
+ δaδcα
c +
(
1
2
φ−A
)(
δaΣ− 2
3
δaΘ
)
+
f ′′0
f ′0
(
A δaR˙− δaX˙
)
,(4.48)
Wˆa = − 2φWa − 3
2
E Ya + 3
2
φ E aa − δaδbEb − E f
′′
0
2f ′0
δaX , (4.49)
Yˆa = −Wa − 3
2
φYa +
(
1
2
φ2 + E
)
aa + δaδba
b − 1
3
δaR
+
f ′′0
f ′0
[(
A+ 1
2
φ
)
δaX +
1
2
(
E − 1
4
φ2
)
δaR+
1
2
δ2δaR− δaR¨
]
, (4.50)
Zˆa = −
(
3
2
φ+ 2A
)
Za −AYa +A (φ+A) aa + δaΘ˙− δaδbAb + f
′′
0
f ′0
(
δaR¨−A δaX˙
)
. (4.51)
These equations add no new information to what has already been given in the previous section
however, since they are gauge invariant, we can replace the equations (4.17), (4.13), (4.30), (4.25) and
(4.28) with (4.47), (4.48), (4.49), (4.50) and (4.51) respectively.
The following additional constraints are obtained by applying the commutation relation (3.48) to the
new variables (4.47)-(4.51) ,
εabδ
aW b = 3φ E ξ , (4.52)
εabδ
aY b =
(
φ2 + 2E) ξ , (4.53)
εabδ
aZb = 2A (φ+A) ξ . (4.54)
It is also useful to replace (4.16) with
δaΣ˙− 2
3
δaθ˙ = −Wa −AYa − φZa − δaδbAb − f
′′
0
2f ′0
[
δ2δaR− 2δaR¨ +
(
E − 1
4
φ2
)
δaR+ (φ+ 2A) δaX
]
.(4.55)
4.5 Commutation relations
The following are the relevant commutation relations for the derivatives of first-order scalar, vector
and tensor quantities, T :
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Scalars:
˙ˆT − ˆ˙T = A T˙ , (4.56)
δaT˙ − (δaT )· = 0 , (4.57)
δaTˆ − (̂δaT ) = 1
2
φ δaT , (4.58)
δ[aδb]T = 0 ; (4.59)
Vectors:
˙ˆT a¯ − ˆ˙T a¯ = A T˙a¯ , (4.60)
δ[aδb]Tc =
(
1
4
φ2 − E
)
Nc[aTb] ; (4.61)
Tensors:
˙ˆT {ab} − ˆ˙T {ab} = A T˙{ab} , (4.62)
δ[aδb]Tcd =
(
1
4
φ2 − E
)(
Nc[aTb]d +Nd[aTb]c
)
. (4.63)
4.6 Harmonic decomposition
In order to solve the equations, it is standard procedure to decompose the first order variables harmon-
ically (see, [25, 71]). The perturbations can be described by a linear system of ODEs by introducing
spherical and time harmonics.
4.7 Spherical harmonics
We perform a decomposition of first order perturbations into scalar, vector and tensor modes in
analogy with the FLRW models [21, 23]. The perturbations of the Schwarzschild geometry fall into
two distinct classes based on how they transform on the surfaces of spherically symmetry: even
(electric) and odd (magnetic) modes 2. Given the spherical symmetry of the background, we can
naturally use spherical harmonics to expand the first order quantities. This being the case, the
scalars can be expanded as a sum of even modes and the vectors and tensors can be expanded in sums
over both the even and odd modes. Moreover, the angular derivatives appearing in the equations
are effectively replaced by a harmonic component of the derivative. The presentation in this section
follows [37] where the harmonics were introduced in a covariant manner.
We introduce the set of dimensionless spherical harmonic functions Q = Q(ℓ,m), with m =
−ℓ, · · · , ℓ, defined on the background as eigenfunctions of the spherical Laplacian operator such that
δ2Q = − ℓ(ℓ+ 1)
r2
Q . (4.64)
The function Q is defined in order to be covariantly constant along ua and na,
Qˆ = 0 = Q˙ . (4.65)
The function r is, up to an arbitrary constant, covariantly defined by
rˆ
r
=
1
2
φ , r˙ = 0 = δa r , (4.66)
2Alternatively, as first presented in Chandrasekhar’s book [52], odd perturbations are called axial and even pertur-
bations are called polar.
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and gives a natural length scale to the spacetime as seen when r is defined as
r ≡
(
1
4
φ2 − E
)−1/2
. (4.67)
We stress that these relations and harmonics are used in expanding gauge invariant first-order quan-
tities only.
We now look successfully at the expansion of first order scalars, vectors and tensors in spherical
harmonics and the replacements which must be made in the equations.
Scalar harmonics
We can now define the harmonic expansion of any first order scalar Ψ in terms of the functions Q as
Ψ =
∞∑
ℓ=0
m=ℓ∑
m=−ℓ
Ψ
(ℓ,m)
S
Q(ℓ,m) = ΨSQ, (4.68)
where from now on we drop the sum over ℓ and m (implicit in the last equality) in the harmonic
expansions hereafter. We use the subscript S to indicate that a scalar spherical harmonic expansion
has been made.
The replacements which must be made for scalars when expanding the equations in spherical
harmonics are
Ψ = ΨSQ , (4.69)
δaΨ = r
−1ΨSQa , (4.70)
εabδ
bΨ = r−1ΨS Q¯a . (4.71)
Vector harmonics
The vector harmonics can be either of even (electric) or odd (magnetic) parity. The even parity vector
spherical harmonics for ℓ ≥ 1 we will define as
Q(ℓ)a = r δaQ
(ℓ) (4.72)
where Qa is covariantly constant along u
a and na
Qˆa = 0 = Q˙a . (4.73)
The vector harmonic (4.72) is defined as an eigenfunction of the spherical Laplacian operator:
δ2Qa = (1− ℓ (ℓ+ 1)) r−2Qa , (4.74)
and satisfies the properties
δaQa = −ℓ (ℓ+ 1) r−1Q , (4.75)
εabδ
aQb = 0 . (4.76)
Similarly, we define odd parity vector spherical harmonics as
Q¯(ℓ)a = r εabδ
bQ(ℓ) ⇒ ˆ¯Qa = 0 = ˙¯Qa , δ2Q¯a = (1− ℓ (ℓ+ 1)) r−2Q¯a , (4.77)
Q¯a being a solenoidal vector,
δaQ¯a = 0 , (4.78)
and satisfies the property
εabδ
aQ¯b = ℓ (ℓ+ 1) r−1Q . (4.79)
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Note that Qa and Q¯a are parity inversions of one another other
Q¯a = εabQ
b ⇔ Qa = − εabQ¯b , (4.80)
where εab is a parity operator.
Since the even and odd vector harmonics are orthogonal: Qa Q¯a = 0 (for each ℓ), then any first-order
vector Ψa may be expanded in terms of these harmonics as
Ψa =
∞∑
ℓ=1
Ψ
(ℓ)
V
Q(ℓ)a + Ψ¯
(ℓ)
V
Q¯(ℓ)a = ΨVQa + Ψ¯V Q¯a . (4.81)
where the V indicates that a vector spherical harmonic expansion has been made.
As in the scalar case, the replacements to be made for vectors when expanding the equations in
spherical harmonics are
Ψa = ΨVQa + Ψ¯V Q¯a , (4.82)
εabΨ
b = − Ψ¯VQa +ΨV Q¯a , (4.83)
δaΨa = − ℓ (ℓ+ 1) r−1ΨVQ , (4.84)
εabδ
aΨb = ℓ (ℓ+ 1) r−1Ψ¯VQ , (4.85)
δ{aΨb} = r
−1
(
ΨVQab − Ψ¯V Q¯ab
)
, (4.86)
εc{aδ
cΨb} = r
−1
(
Ψ¯VQab +ΨV Q¯ab
)
. (4.87)
Tensor harmonics
We define even and odd parity tensor spherical harmonics for ℓ ≥ 2 as
Qab = r
2 δ{aδb}Q, ⇒ Qˆab = 0 = Q˙ab, δ2Qab =
[
φ2 − 4E − ℓ (ℓ+ 1) r−2]Qab , (4.88)
Q¯ab = r
2 εc{aδ
cδb}Q , ⇒ ˆ¯Qab = 0 = ˙¯Qab, δ2Q¯ab =
[
φ2 − 4E − ℓ (ℓ+ 1) r−2] Q¯ab, (4.89)
and posses the same orthogonal and parity property
Qab Q¯
ab = 0 ,
Qab = −εc{aQ¯ cb} ⇔ Q¯ab = εc{aQ cb} ,
as the vector case. Any first-order tensor Ψab can be expanded in terms of these harmonics as
Ψab =
∞∑
ℓ=2
Ψ
(ℓ)
T
Q
(ℓ)
ab + Ψ¯
(ℓ)
T
Q¯
(ℓ)
ab = ΨTQab + Ψ¯T Q¯ab . (4.90)
For the tensors, the following replacements must be made when expanding the equations in spherical
harmonics:
Ψab = ΨTQab + Ψ¯T Q¯ab , (4.91)
εc{aΨb}
c = − Ψ¯TQab +ΨT Q¯ab , (4.92)
δbΨab =
[
1− 1
2
ℓ(ℓ+ 1)
]
r−1
(
ΨTQa − Ψ¯T Q¯a
)
, (4.93)
εc{dδ
dΨa}
c = −
[
1− 1
2
ℓ(ℓ+ 1)
]
r−1
(
Ψ¯TQa +ΨT Q¯a
)
. (4.94)
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Odd and even parity perturbations
Expanding the perturbations into spherical harmonics, leads to two independent set of equations with
the following variables:
Odd perturbations :
VO ≡{E¯T, HT, Σ¯T, ζ¯T} ,
{E¯V, HV, Σ¯V, ΩV, A¯V, α¯V, a¯V, X¯V, Y¯V, Z¯V} ,
{HS, ΩS, ξS} ; (4.95)
Even perturbations :
VE ≡ {ET, H¯T, ΣT, ζT} ,
{EV, H¯V, ΣV, Ω¯V, AV, αV, aV, XV, YV, ZV} ,
{ΣS, θS RS} ; (4.96)
We see in the equations that ‘parity switching’ occurs between some sets of variables where certain
terms always appear alongside the factor ‘εab’ relative to other variables (e.g., Hab and Ωa appear
alongside ‘εab’ relative to the variables Eab and Σa, respectively).
4.8 Time harmonics
Since the background is static, we can resolve the perturbations into temporal harmonics. We do this
by performing a Fourier analysis of the time derivatives of the first order quantities by decomposing
them into their Fourier components. This corresponds to assuming a harmonic time dependence eiωτ
for the first order variables.
We define the time harmonic function T (ω) in the background by
T˙ (ω) = i ω T (ω), Tˆ (ω) = 0 = δaT
(ω); ω˙ = 0 = δaω . (4.97)
From the commutation relation between the dot- ‘.’ and hat- ‘ˆ ’ derivatives the above-defined time
harmonic must satisfy
ˆ˙T +A T˙ = 0 , (4.98)
which in turn implies
ωˆ = −Aω , (4.99)
in the background.
Integrating (4.99) in terms of r, gives
ω = σ
(
1− 2m
r
)−1/2
=
2σ
φ r
, (4.100)
where σ is a constant. Then any first order variable Ψ in the equations may be expanded as
Ψ =
∑
ω
Ψ(ω)T (ω) = Ψ(ω)T (ω) , (4.101)
and the dot - ‘.’ derivatives of these first order quantities can be replaced by factors of iω.
5 The Regge -Wheeler equation
In GR, the gravitational perturbations of Schwarzschild black holes are governed by a single second-
order wave equation, namely the Regge -Wheeler equation [72], describing the odd perturbations and
the Zerilli equation [73] describing the even perturbations. Both the equations satisfy a Schro¨dinger-
like equation and it was demonstrated in [74] that the effective potentials of these equations have the
same spectra. The aim of this section is to perform an analysis of the perturbation of the Schwarzschild
black hole in f(R) gravity and find a reduced set of master variables which obey a closed set of wave
equations for these theories.
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5.1 Gravitational perturbations
If we consider very large distances from the source (A = φ = 0), the gravitational perturbations
should be well approximated by a plane wave, with na lying in the direction of propagation. On
imposing the condition that R vanishes at infinity, the plane gravitational waves are described by the
1+1+2 transverse-traceless tensors Eab, Hab, Σab and ζab only, as in GR. Otherwise there is coupling
with the scalar waves which can produce other scalar and vector modes. The tensors Eab and Hab
represent the tidal and gravitational waves effects in analogy with the propagation of electromagnetic
waves. However, the wave equations for these two tensors do not close in the general frame.
If we now consider the general case, apart from the four TT tensors, a number of other TT tensors
can be constructed from the δ- derivatives of vectors and scalars, for example, δ{aWb}, δ{aab}, δ{aδb}Ω,
etc. The wave equations for these tensors can be calculated by applying the wave operator Ψ¨{ab} −
ˆˆ
Ψ{ab} to that tensor Ψab [37]. The aim here is to calculate all such possible wave equations involving
these tensors and systematically eliminating unwanted terms until a closed equation is obtained. In
particular, calculating the wave operator for ζab and δ{aWb}, we notice that they contain similar
terms.
We consider the case of the wave operator for ζab, that is, ζ¨{ab} − ˆˆζ{ab}, where we apply the
following steps:
− Take the dot- derivative across (4.22), for which the resulting evolution equations are substituted.
− Substitute for aa from (4.49) and αa from (4.47) (while utilising the constraints (4.52),
(4.24),(4.54), (4.41) and (4.53) to substitute for ξ, Σ, Za even Ya and odd Ya respectively).
What follows is an expression consisting of only δ{aWb} and ζab, for the odd harmonics and δ{aXb}, ζab
and δ{aδb}R for the even harmonics. We can recast this result as the wave equation,
M¨{ab} − ˆˆM{ab} −A Mˆ{ab} +
(
φ2 + E)Mab − δ2Mab = 0 , (5.1)
where we have introduced the dimensionless, gauge-invariant, frame-invariant, transverse-traceless
tensor Mab defined as
Mab =
1
2
φ r2 ζab − 1
3
r2 E−1 δ{aWb} +
f ′′0
3 f ′0
r2 δ{aδb}R . (5.2)
The even part of (5.2) is coupled to the curvature term and as a result we have to include the trace
equation (4.42) to achieve closure. On the other hand, the curvature term vanishes for the odd part
of Mab and this leaves the tensor in exactly the same form as in the GR case [37].
We can expand (5.1) into scalar harmonics as
M¨ − ˆˆM −A Mˆ +
[
ℓ (ℓ+ 1)
r2
+ 3E
]
M = 0 , (5.3)
where we letM = {MT,MT}. In appropriate coordinates the wave equation (5.3) is the Regge -Wheeler
equation. Both the odd and even parity parts of Mab satisfy the same wave equation (5.3).
We convert to the parameter r using (5.4), the time harmonics in (5.3) and the fact that hat
derivative of any scalar K for a static spacetime [38] is
Mˆ =
1
2
r φ
dM
dr
, (5.4)
to obtain
κ2M − 2m
r2
[
2m− r
r
]
dM
dr
+
(
2m− r
r
)2
d2M
dr2
+
(
2m− r
r
)[
ℓ (ℓ+ 1)
r2
− 6m
r3
]
M = 0 . (5.5)
– 19 –
We then make a change to the ‘tortoise’ coordinate r∗, which is related to r by
r∗ = r + 2m ln
( r
2m
− 1
)
, (5.6)
thus, (5.5) can be written in the form(
d2
dr2∗
+ κ2 − VT
)
M = 0 , (5.7)
with the effective potential VT
VT =
(
1− 2m
r
)[
ℓ (ℓ+ 1)
r2
− 6m
r3
]
, (5.8)
which is the Regge -Wheeler potential for gravitational perturbations.
5.2 Scalar perturbations
The trace equation (4.42), which is a wave equation in the Ricci scalar R, corresponds to scalar
modes that are not present in standard GR but occur in f(R) theories of gravity due to the extra
scalar degree of freedom. The equation constitutes the same generalised Regge -Wheeler equation for
massive scalar perturbations on a LRS background spacetimes in GR with
U2 =
f ′0
3 f ′′0
, (5.9)
as the effective mass of the scalar.
To obtain the familiar Regge -Wheeler equation we first rescale R as R = r−1R and use (4.7)
and (4.66) to rewrite equation (4.42) in the form
R¨ − ˆˆR−ARˆ − (E − U2 + δ2)R = 0 . (5.10)
Proceeding as in the previous case, we introduce scalar spherical harmonics to (5.10) resulting in
R¨S − ˆˆRS −ARˆS −
[
E − U˜2 − ℓ(ℓ+ 1)
r2
]
RS = 0 . (5.11)
where U˜2 = C1/(3 C2) with C1 and C2 as constants.
Converting to the parameter r and then the tortoise coordinate, we get(
d2
dr2∗
+ κ2 − VS
)
R = 0 , (5.12)
where
VS =
(
1− 2m
r
)[
ℓ (ℓ+ 1)
r2
+
2m
r3
+ U˜2
]
. (5.13)
The expression (5.13) is the Regge -Wheeler potential for the scalar perturbations.
5.3 Potential profile
The form of the wave equations (5.7) and (5.12) describing black hole perturbation is similar to a one
dimensional Schro¨dinger equation and hence their potentials correspond to a single potential barrier.
We consider the potential profile of the effective potentials VT and VS in a Schwarzschild black hole
case for the gravitational and the scalar fields respectively. The Regge -Wheeler equations (5.7) and
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(5.12) can be made dimensionless by dividing through by the black hole mass m. In this way the
potentials (5.8) and (5.13) become
VT =
(
1− 2
r
)[
ℓ (ℓ+ 1)
r2
− 6
r3
]
, (5.14)
VS =
(
1− 2
r
)[
ℓ (ℓ+ 1)
r2
+
2
r3
+ u2
]
, (5.15)
where we have defined (and dropped the primes),
κ′ = mκ , r′ =
r
m
, u = mU˜ . (5.16)
For the gravitational perturbations and the scalar perturbations with u = 0, the derivative of the
potential has two roots with one in the unphysical region r < 0 and the other one in the region r > 0
corresponding to a maximum of the potential. For the scalar perturbations with u 6= 0, the potential
has three extrema: one in the unphysical region r < 0, a local maximum at rmax and local minimum
at rmin in the region r > 0 such that 2 < rmax < rmin.
Fig 1 shows a plot of the potential for the gravitational field for different ℓ as a function of
the Schwarzschild radial coordinate r in (a) and the tortoise coordinates r∗ in (b). In this case the
potential decays exponentially near the horizon and as 1/r2 at spatial infinity.
Figure 1. The potential for the gravitational field for ℓ = 2, 3, 4 as a function of r (a) and r∗ (b).
Fig 2 shows the potential profile for the scalar field for several values of u at ℓ = 2 in (a) and
at ℓ = 4 in (b). We see that the effect of the massive term U˜ is to move the asymptotic value of the
potential of scalar perturbations up by u2 and to cause the potential to approach the asymptotic value
slowly. Moreover, increasing the value of u causes the peak of the potential to broaden as the peak
value decreases relative to the asymptotic value. The peak eventually disappears altogether when u
exceeds a certain value.
5.4 Black hole stability
We now investigate the stability of the black hole to external perturbations which depends on the
black hole remaining bounded in time as it evolves. The asymptotic behaviour of the solutions to
(5.7) is given as
M ∼ e± iκr∗ , (5.17)
both at the horizon and at spatial infinity. If we consider purely imaginary solutions such that we set
κ = − iα, then the time dependence of the perturbations evolves like eαt, which is unstable owing to
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Figure 2. The potential for the scalar field for different u as a function of r for ℓ = 2 (a) and ℓ = 3 (b).
the fact that they grow exponentially with time. For regularity, we require the perturbation to fall
off to zero at spatial infinity and therefore choose
M ∼ e−αr∗ . (5.18)
If (5.18) is to be matched to the solution that goes to zero at the horizon, then ∂M/∂r∗ < 0,
∂2M/∂r2∗ < 0 within the range −∞ to ∞. However, this is not the case since the potential is positive
definite and as a result (5.7) never becomes negative in this range. Since the solutions cannot be
matched, this rules out perturbations that grow exponentially with time. This proof of stability of
a black hole was first provided by [58]. Later on [75, 76] provided a more rigorous proof using the
energy integral. This can be derived by first considering the time dependent version of (5.7)(
∂2
∂t2
− ∂
2
∂r2∗
+ VT
)
M = 0 . (5.19)
(recalling that the time dependence was replaced by the factor eiωt when we considered time harmon-
ics). Multiplying (5.19) by the partial derivative of the complex conjugate M∗ with respect to time
and then adding the resulting equation to its complex conjugate we get
∂
∂r∗
(
∂M∗
∂t
∂M
∂r∗
+
∂M∗
∂t
∂M
∂r∗
)
=
∂
∂t
(
|∂M
∂t
|2 + |∂M
∂r∗
|2 + VT |M |2
)
. (5.20)
After integration by parts over r∗ from −∞ to ∞, the left-hand side of (5.20) vanishes and we obtain
the energy integral, ∫ ∞
−∞
(
|∂M
∂t
|2 + |∂M
∂r∗
|2 + VT |M |2
)
dr∗ = constant . (5.21)
Since VT is positive definite, the integral (5.21) bounds the integral of |∂M/∂t|2 and it therefore
excludes exponential growing solutions to (5.7). The above energy integral argument for stability
falls short of a complete proof as it does not rule out perturbations that grow linearly with t. Also,
since we have only provided the bounds for integrals of M , the perturbation may still blow up as
r → ∞. The best proof of black hole stability was provided by Kay and Wald [77] which,unlike the
energy integral proof, proved that ψ remains pointwise bounded when (5.7) is evolved from a smooth,
bounded initial data.
The proof of stability for the scalar perturbations depends on U˜ . The potential VS in (5.13) remains
positive definite subject to the condition
U˜2 =
C1
3 C2 ≥ 0 . (5.22)
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There could also be tachyonic instabilities associated with these modes if C1 ≤ 0. Both these instabil-
ities do not arise, however, as we have shown in [51] that the necessary conditions for the existence of
a Schwarzschild black hole solution in f(R) theories are consistent with the requirement that C1 > 0
and C2 > 0.
5.5 Quasinormal modes
The gravitational quasinormal modes (QNMs) are solutions to the Regge -Wheeler equation (5.7)
subject to the boundary conditions
M ∼
{
eiκr∗ for r∗ → −∞
e−iκr∗ for r∗ → +∞ .
(5.23)
These boundary conditions represent purely outgoing waves at infinity (r ∼ r∗ → ∞) and purely
ingoing waves at the horizon (r → 2m, r∗ → −∞). In other words we want to discard unwanted
contributions at the event horizon and at spatial infinity as we do not want gravitational radiation
entering the spacetime from infinity to continue to perturb the black hole, nor do we want waves
coming from the vicinity of the horizon.
Obtaining solutions to (5.7) and (5.12) requires discrete values of the frequency parameter κ
called quasinormal frequencies belonging to the quasinormal modes of the black hole. The quasinormal
frequencies have both a real and imaginary part which we write as
κ = ℜ(κ) + ℑ(κ) . (5.24)
Since QNMs are characterised by the parameters of the black hole [58], we expect the imaginary
part to be damped with time for each value of r∗ due to energy being radiated to infinity or the
horizon. If we then consider that in (5.7) and (5.12) that the time dependence has been replaced by
the factor eiωt, we expect to have M ∼ eiκ(t−r∗) at spatial infinity. We see from this that ℑ(κ) < 0
corresponds to a bound state since the solution (5.23) vanishes exponentially for r∗ → +∞. This
option for a negative imaginary part is excluded since the potential VT decays towards spatial infinity
and therefore disallows these bound states. We can therefore only have ℑ(κ) > 0 which corresponds
to the solution being damped with time but diverges exponentially as r∗ → +∞ on a hypersurface of
constant time; the same holds for the horizon. This consequence of divergence is balanced out by the
fact that it takes the signal an infinite time to reach, for example, spatial infinity.
The scalar QNMs correspond to solutions of (5.12) with
R ∼
{
eiχr∗ for r∗ → −∞
e−iχr∗ for r∗ → +∞ ,
(5.25)
where χ =
√
κ2 − U˜2 for the scalar field. For the choices ℑ(κ) ≈ 0 and κ ≤ U˜ , there will be no energy
radiating into infinity. The sign of χ is chosen so as to be in the same complex surface quadrant as κ.
There have been numerous attempts to calculate QNMs to high accuracy using numerical and
semi-analytical methods. Difficulties arise from, for example, the admixture of the solutions such that
the exponentially growing required solution gets contaminated by traces of the unwanted solution
which decreases exponentially as we approach the boundaries. In 1975, Chandrasekhar and Detweiler
[74] computed numerically the first few modes and in 1985, Leaver [78] proposed the most accurate
method to date. Other methods have been employed in [78–88]. Comprehensive reviews on black hole
QNMs can be found in [89–92].
For the scalar field perturbations, studies have shown that the mass of the field has crucial
influence on the damping rate of the QNMs. Using the WKB approximation [93–95], it was found that
when the massive term u of the scalar field increases, the damping rate decreases. Later calculations,
using the continued fraction method by Leaver [96, 97], showed that as a result of the decreasing
damping rates, for certain values of u, there are QNM oscillations that are ‘almost’ purely real modes
with arbitrary long life.
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In GR the possible sources of massive scalar QNMs are from the collapse of objects made up of
self-gravitating scalar fields (‘boson’ stars) [98–100], in situations where the massless field gains an
effective mass [101] or as scalar field dark matter [102]. In order to illustrate what these results mean
for f(R) theories of gravity we restrict our attention to the ℓ = 0 multipole of the field. From [96],
the cut-off mass at which the QNMs disappear for these modes is approximately at mU˜ = 0.4− 0.5
and from PPN constraints [103] for these theories we obtain the bound for U˜ as
U˜2 =
C1
3C2 >>
2
L2
(5.26)
where L is the smallest length scale on which Newtonian gravity has been observed. Recent results
[104] place at L ∼ 10µm and using this we can set (5.26) as
U˜ ≫ 1.4× 105m−1 (5.27)
Given these details, we can estimate that the mass of the black hole associated with the disappearance
of the QNMs
BH mass≪ 4µm . (5.28)
Such a black hole could only have been formed from density fluctuations in the early universe [105, 106].
Furthermore, if these primordial black hole are to be detected now, they would have to have an initial
mass of subatomic scales (∼ 10−16m) [107]. These results apply to QNMs at lower overtones and
even then, QNMs are short-ranged, making their detection currently unfeasible [92].
6 Solutions to the perturbation equations
6.1 The structure of the equations
The structure of the system of governing equations for the perturbations is made up of covariant
and gauge invariant evolution, propagation and constraint equations. The true degrees of freedom of
this system is governed by the reduced set of master variables M and R, which obey the tensorial
equations (5.1) and (4.42), respectively. All other variables are then related to these master variables
by quadrature, plus frame degrees of freedom. Harmonic expansion of the perturbation equations
allows us, at any radial position from the black hole, to present the equations in matrix form. The
harmonic variables in (4.95) and (4.96) can then be treated as the basis of a 34-dimensional vector
space V34. We can then analyse the system of equations to obtain solutions. In this section, we
present the procedure for this analysis, as set out in [37].
− After adopting spherical harmonic decomposition, the number of variables in the system of
equations is 34 in total. Let V denote the 34-dimensional vector consisting of these odd VO
and even VE variables as presented in (4.95) and (4.96) respectively, such that
V = (Odd variables | Even variables) = (VO,VE) . (6.1)
− We use the time harmonics in these equations which results in:
• 29 propagation equations which constitute a linear system of ODEs
Vˆ29 = PV , (6.2)
where V29 is a vector consisting of the 29 elements of V which have a propagation equation
and P is a 29 × 34 propagation matrix in which the evolution equations, where the dot
derivatives are replaced by iω, contain hat derivatives in them.
• 25 algebraic relations between the variables, made up of 18 evolution equations as well as
7 constraints. These, in matrix notation, take the form
FV = 0 , (6.3)
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where F is a 25× 34 matrix. Since the constraints propagate and evolve consistently, this
means that the rows that make up the constraints are really linear combinations of the
18 rows that make up the algebraic relations derived from the evolution equations (this
excludes the constraint (4.54) since there is no evolution equation for Za). As a result, 6
of the rows in F give no additional information, resulting in F being of rank 19.
− So far, the formulation has resulted in 34 unknowns and 19 algebraic relations in the system
which corresponds to 34− 19 = 15 degrees of freedom. This means that there are 15 variables
that need to be solved for, which we denote by v, and write
V = Cv , (6.4)
where C is a 34× 15 matrix of the form
←− 6 −→ ←− 9 −→
odd even
 . (6.5)
− We now split the vector v into two parts: v = (vD,vF ), the first one vD containing the 10
variables which have an individual propagation equation and the second one vF the 15− 10 = 5
variables that do not. The latter part corresponds to 5 frame degrees of freedom. Inserting (6.4)
into the propagation equation, (6.2) yields the underlying propagation equation for the solution
vector as
vˆD = BvD +AvF , (6.6)
where B is a 10× 10 matrix and A is 10× 5.
− Finally, since we have the freedom to choose the 5 frame basis (vF ), we find that there are only
10− 5 = 5 true dynamical propagation equations to solve for the unknown 5 components of vD
6.2 Determining the full solution
6.2.1 Odd
The problem of finding a solution lies in deciding which variables to choose as the basis. To concur
with [37] for the GR case, we will choose the frame in which Y¯V = A¯V = 0 and as a result ξS = ΩS =
a¯V =WV = Z¯V = ΩV = 0. The basis vector for the solution is chosen to be
v =
(
MT
MˆT
)
; (6.7)
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According to (6.4), the remaining variables in terms of this solution basis vector are given by
E¯T
HT
Σ¯T
ζ¯T
E¯V
HV
Σ¯V
ΩV
A¯V
α¯V
a¯V
WV
Y¯V
Z¯V
HS
ΩS
ξS

=

−J/2φ2r4 −2/φr2(−4L+ J + 8r2ω2 + 16) /4iωφr4 − J/2iωφ2r4
1/iωr2 2/iωφr2
2/φr2 0
l/φr3 0
0 −l/iωφr3
−l/iωφr3 0
0 0
0 0
l/iωφr3 0
0 0
0 0
0 0
0 0
−Ll/iωφr4 0
0 0
0 0

(
MT
MˆT
)
(6.8)
where for the sake of brevity we have used the aliases
J = 3φ2 r2 − 4 , (6.9)
L = ℓ (ℓ+ 1) , (6.10)
l = (ℓ− 1) (ℓ+ 2) = L− 2 . (6.11)
(6.12)
6.3 Even
As in the odd case, we choose the frame AV = YV = 0 (and hence ZV = 0). We will choose
v =

MT
MˆT
RS
RˆS
 , (6.13)
as the basis vector for the full solution. The expressions for the obtained solutions are large and so
in the interest of brevity we introduce the variableM as a function of the basis variables such that
M = 1
24c3C1 (L2 l2 −A2(4L+ 4− c3)2r4 ω2) {−i ω φ r[96L l(L+ 1)− 3(8l (L+ 4)
+3(8L− 16− c3)c3)φ2r2]C1MT − 72 iωAφ3 r5 c3 C1 MˆT
−i ω φ r[(8 l(L+ 4) + (8L− 16− c3)c3)φ2 r2 − 32L l(L+ 1)]C2RS
+(24 i ωAφ3r5)c3 C2 RˆS
}
. (6.14)
with the solution given by:
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EVEN M MT RS XS
ET −
3LlJ+(J−8)(J+4)ω2r2
6iωφ3r5
(4lc3−32l(L+1)+c
2
3
)
2(8L+8+c3)φ2r4
−
∆
18Llr2c2
3
C1
(4L−8−c3)(3r−2)C2
9φr3c3C1
H¯T −
(J−4L)(J+4l)
8φ2r3
−
2iω
φ2r2
0 0
ΣT −
2Ll+(J−8)ω2r2
2ω2φr3
4l
iωc3r
2 −
2[3(l−c3)C2−r(3r−2)(C1+6C2ω
2)]
9iωr2c3C1
2(J−8)C2
9iωφr3c3C1
ζT
2Ll
iωr3φ2
2
φr2
2(4L+4−c3)C2
3φr2c3C1
−
4C2
c3C1
EV −
Ll2
iωφ2r4
l
φr3
(4L+4−c3)(c3−4L+8)C2
12φr3c3C1
(4L−8−c3)C2
2rc3C1
H¯V
l(J−8)(L+2ω2r2)
8ω2φr4
−
l(J−8)
2iωr3(4+c3)
(J−8)[3(l−c3)C2−r(3r−2)(C1+6ω
2
C2)]
36iωr3c2
3
C1
(J−8)AC2
3iωr2c3C1
ΣV −
Ll[(2L−4)c3+(J−8)Er
2]
2ω2φ2r4c3
l
iωφr3
Π
6iωφr3c2
3
C1
[c3(8A
2+(2L−4−c3)(4E−φ
2))−16lE]C2
iωr(4E−φ2)c2
3
C1
Ω¯V −
Ll(J−8)A
2c3ω2r2φ
0 A(2c3r
2
C1+[8l(L+1)+((L+10)c3−6c3ω
2φ2)]C2)
iω3rc2
3
C1
A[(J−8)c3−8l(J+4)]C2
6iωφrc2
3
C1
AV 0 0 0 0
αV −
Ll((4L−c3))
4ω2φ2r4
l(4L−c3)
iωφr3c3
Ψ
36iωφr3c2
3
C1
−
[A(4L−c3)(4A+φ)−24ω
2r]C2
6iωc3C1
aV −
Ll(J−8)
iωc3r
2φ
0 − 4c3r
2
C1+2(8l(1+L)+(L+10)c3−6c3φ
2ω2)C2
3rc2
3
C1
[8l(J+4)−c3(J−8)]C2
3rφc2
3
C1
WV
Ll(J−8)
4iωr4φ
0 (J−8)(L+1)C2
3r3c3C1
−
(J−8)φC2
2rc3C1
YV 0 0 0 0
ZV 0 0 0 0
ΣS
Ll(J−8)[3c3−8(A
2
−E)r2]
12ω2φr3c3
0 χ
iωr2c2
3
C1
−
[(32l(J+4)−4(J−8)c3)(A
2
−E)+9φ2(8−J+c3)c3]C2
iω18c2
3
C1φ
θS −
Llℓ(J−8)(A2−E)
ω2rφc3
0 Γ
iωrc2
3
C1
4E(12A2r3c3+[6l(J+8)−(J−8)c3]r−3c
2
3
)C2
iω(4+J)(4A+φ)rc2
3
C1
where
Γ = c23C1 + 4(A2 − E)[(2l(J + 4) + 3(L+ 2)c3)C2 +
8c3C1
φ2 − 4E ]r
+
2[(4 + J)E + 3c3r]ω2c3C2
r
, (6.15)
χ = 1/72{36(L(c3+ 8) + 8− c3)c3C2 + 64(A2 − E)r2(l(J + 4)C2 + c3C1r2)
− 3[(J + 4)(8L+ 8− c3)C2 − 4(c3C1 − C2E(16 + 8L+ 3c3 − 16ω2φ2)
+ 8A2C2(2 + lω2φ2))r2]c3} , (6.16)
Π = (2l − c3)(4L+ 4− c3)c3C2 + 2E [2c3C1r4 + (2l(4 + J) + 3(2 + L)c3)r2C2
+2c3(−4− 4L+ c3)C2ω2] , (6.17)
Ψ = 3(4L− c3)[4(J − 4L)(L+ 1) + (J + 2L)c3 − c23]C2 − 2c3r(3r) − 2[(4L− c3)C1
+2(8− 4L+ c3)C2ω2] , (6.18)
∆ = 3r2{4Llc3C1 + 6Ll(−6− 6L+ c3)φ2C2 + [16(L+ 1)3 + 8(2(L− 4)L− 1)c3
+(L+ 1)c23]ω
2C2}+ 6Ll(4 + 4L− c3)(6 + 6L− c3)C2 − 8lLc3r(C1 + 6C2ω2) .
(6.19)
7 Discussion
We used the 1+1+2 covariant approach to GR to give a detailed analysis of linear perturbations of
Schwarzschild black holes in f(R) gravity.
Since the background only involves scalar quantities, all vector and tensor quantities are gauge
invariant under linear perturbations (as a consequence of the Stewart and Walker Lemma).
We were able to obtain a frame invariant TT tensor MT which satisfies the Regge-Wheeler
equation irrespective of parity and demonstrated that for the tensor modes, the underlying dynamics
in f(R) gravity is governed by a modified Regge-Wheeler tensor which obeys the same Regge-Wheeler
equation as in GR. In order to close the system a scalar wave equation for the Ricci scalar must be
included which corresponds to the propagation of the additional scalar degree of freedom not present
in GR. Since the Regge-Wheeler equation governs the odd (axial) perturbations.
The main difference between GR and f(R) gravity is the appearance of scalar perturbations rep-
resenting the propagation of the additional gravitational degree of freedom not present in GR. This
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extra mode introduces a ghost problem but this can be avoided in f(R) theories of gravity if the con-
dition ∂f/∂R > 0 is satisfied. Since the necessary conditions for the existence of a Schwarzschild black
hole solution in f(R) theories are consistent with the requirement that ∂f/∂R > 0 and ∂2f/∂R2 > 0,
the no-ghost condition is satisfied. This is in agreement with [55, 56] where the stability of the
Schwarzschild solution in f(R) was studied.
For the (QNMs) that follow from the scalar perturbations, we find that possible sources of scalar
QNMs for the lower multipoles are from primordial Black Holes. Higher mass, stellar black holes are
associated with extremely high multipoles, which can only be produced in the first stage of black hole
formation. Since the scalar QNMs are short ranged, this scenario makes their detection beyond the
range of current experiments.
Finally, we find the solutions to the perturbation equations by introducing harmonics to the
system of linearised equations. The harmonic decomposition reduced the system into a linear system
of algebraic equations which simplified things and we were able to find the solution of the system
using matrix methods, while employing the freedom to choice of frame vectors.
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