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Abstract
When analyzing a complex differentiation process with single-cell genomic data,
ordering cells in a spanning tree with multiple branches is a useful way to study the
dynamic activities of genes along the biological process. Few methods are available
for cells from a complex developmental process with branches. We propose a method
that uses single-cell RNA sequencing(RNA-Seq) data to construct a spanning tree
and orders the cell accordingly. The method first groups cells into clusters. It then
randomly samples a cell from each cluster to build a Minimum Spanning Tree(MST).
Next,cells are aligned to the tree and ordered based on their projections. Exploring
multiple randomly sampled trees with different branching points and cluster numbers
is used to identify an appropriate branching structure. Our method can be applied
to construct a spanning tree representation for any high-dimensional data set similar
to single-cell RNA-Seq data.
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For mammals, all cells of the body originate from one zygote [1]. Starting from
the zygote, each cell needs to choose its fate many times all the way down to choosing
a tissue. Some of the cells are programmed to death, such as the negative and
positive selection in T cell development [2]. Some of the cells differentiate into a
specific terminal stage cell type, such as neuron cell and neuroglia cell [3]. Some
cells keep self-renewal capacity. Those cells consistently replenish new cells during
metabolism or healing process. Examples include multi-potential hematopoietic stem
cell(mHSC) [4] and hepatocyte [5]. Obviously, the developmental process of a cell
resembles a typical tree structure with a trunk and multiple branches. To study the
structure of the development process, we need to know the relation among cells. For
1
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many other problems, individual objects in a population also have a tree structure.
In reality, we often have measurements for each individual, but do not know
the underlying population structure. Computational method is needed to infer the
underlying tree structure using measurements of individual objects. For example,
consider a mixture of cells with different lineages. In order to study the differentiation
process, we can first measure the profile of each cell, and then computationally infer
the underlying tree structure that reflects the progressive transition of the measured
profiles.
Precise measurement is the cornerstone in any analysis.RNA-Seq [6] is a highly
sensitive and accurate tool to study the transcriptome at the nucleotide level. RNA-
Seq collected from different conditions can be used to compare the changes in gene
expression over time, or differences in gene expression in different groups or treat-
ments. The conventional RNA-Seq measures the average gene expression profiles of
all cells in a sample. This average transcriptome works well when all the cells are
homogeneous. However, it may fail to catch important transcriptional signals in a
heterogeneous cell population [7]. Furthermore, using the average transcriptome to
study characteristics of each cell or cell subpopulations can be misleading because of
the Simpson’s paradox [8].
Advanced single-cell RNA-Seq technique allows one to study cellular heterogeneity
at the whole transcriptome level [9,10]. However, computational methods for inferring
the biological structure in a cell population from single-cell RNA-Seq data are still
2
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immature. This article develops a spanning tree based method to order single cells
according to their underlying biological process. The inferred tree structure can be
used to discover individual gene expression changes along the biological process. It
may reveal new marker genes or new differentiation path.
1.2 Related Work
Ordering cells by ’pseudo-time’, which is a quantitative measure of progress through
a biological process, has been studied by multiple authors previously. A supervised
learning method, SPD [11], is developed to resolve progression along multiple lineages.
However, SPD only works with bulk expression information. For single-cell mass cy-
tometry profile, algorithms like SPADE [11] are developed to arrange cells with lineage
relationship. Monocle [12] is the first computational method using single-cell RNA-
Seq data to construct the biological order. Monocle treats each cell as a node. It
uses dimension reduced single-cell RNA-Seq data to construct a MST. The algorithm
reports the transition trajectory of cells along the tree and assigns a pseudo-time to
each cell.
Since the MST directly constructed using individual cells is unstable. TSCAN [13]
uses a cluster-based MST approach to order cells. This approach improves stability of
tree by clustering cells first. It then picks the center point of each cluster to construct
the MST and maps cells to the tree to obtain pseudo-time.
3
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Both Monocle [12] and TSCAN [13] focus mainly on one path. For more complex
structure of cells, they only provide alternative branches for user to choose with prior
knowledge. Another method, Wishbone [14], focuses on more complex developmental
pathways with bifurcation. Wishbone is also an unsupervised method that works well
on constructing structure with trunk and two branches. It can be applied to both
mass cytometry and single-cell transcriptome data. However, Wishbone only allows
one bifurcation for the tree structure. SPADE algorithm [15] overcomes this problem
by allowing the lineage tree to have multiple branching points. In SPADE, single-cell
gene expression data is collected at different time points in the experiment. Thus,
the time information of data collection is used to supervise constructing the lineage
paths. Without such time information, it is difficult to apply SPADE [15] .
1.3 Algorithm Novelty
In this study, we develop an unsupervised method to infer the underlying tree
structure of cells using single-cell RNA-Seq data. We use the inferred tree to estimate
pseudo-time and order cells. Unlike previous methods, our method explores a random
sample of trees and automatically chooses the best spanning tree structure. It allows





2.1 Overview of the Method
The objective of our method is to construct a spanning tree to represent the
structure of a group of objects with high-dimensional measurements. The objects in
the group are assumed to have a complex lineage relationship. We have data for each
objects to describe its characteristics(e.g. transcriptome). However, the underlying
lineage structure is unknown.
Our method provides a way to study the relationship of all objects within the
group. Mathematically, each object i is associated with a vector xi(i = 1, 2, ..., n).
The vector is the object’s profile. Objects close to each other have similar profiles.
In our application, objects are cells, and xi is the gene expression profile of cell i
measured using single-cell RNA-Seq. Each vector xi contains measurements of all
5
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genes(∼ 20, 000) in the genome.
In order to construct the tree representing the relationship of all cells, we first
cluster x1,x2, ...,xn into N subgroups. Then we treat each cluster as a node and use
the N nodes to construct a MST to serve as the backbone of the lineage structure.
The tree consists of a trunk and several branches extended in different directions.
With the backbone at hand, we order all objects along the trunk and branches. Each
object gets a pseudo-time and branch label on the tree. After we get the tree with all
objects mapped, we are able to study how different features of objects change along
the tree structure. For example, we can study how a gene changes its expression
along the trajectory defined by the tree.
Because one can build many possible trees from objects x1,x2, ...,xn, we hope to
be able to pick a tree as close as possible to the true structure of the objects. For
this reason, we only use a subset of the objects to build a tree, and then the tree is
evaluated using the remaining objects to see how well one can explain the left-out
objects using the tree.
To make the method computationally efficient, we make two assumptions :
(1) The change along the tree is continuous. For example, to study development,
we assume that the cells differentiate on a continuous basis.
(2) The tree is binary. In other words, each parent branch is assume to have only
two child branches. Although we assume the tree is binary, our method handle the
situation where a parent branch is divided into three or more different child branches.
6
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Such multiple branching events can be modeled using two or more close branching
points.
2.2 Simulated Data
In order to illustrate and evaluate the method, we simulated a two dimensional
data set consisting of 340 single cells. Each cell has GeneA and GeneB expression
values generated according to the following steps:
(1) The tree has five branches. It starts from branch1(50 cells) and bifurcates into
branch2(100 cells) and branch3. Branch3(50 cells) then bifurcates into branch4(70
cells) and branch5(70 cells). Each cell is labeled with a branch index and a rank
on the tree trajectory. For example, the second cell on branch2 is ranked 52 in the
pseudo-time trajectory defined by the tree and the third cell on branch3 is ranked 53.
(2) With known rank xi, (i = 1, 2, ..., 340), branch indicator vector b1, b2, b3, b4, b5
and branching point B1, B2 we generated GeneA and GeneB according to the func-
tions below:
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(3) GeneA, GeneB and rank x are then normalized to interval 0 to 1. Noise
εi ∼ N(0, 0.04) is added to GeneA and GeneB(Figure 2.1A).
As in real data, we use only GeneA and GeneB out of 340 cells to construct a
spanning tree based on our method. When the process is done, we can use the original
known structure to verify the tree picked from our method for evaluation purposes.
Our method is developed for high-dimensional data set. For simplicity of demon-
stration, we only simulated two genes in out simulation data. Each gene is a feature.
for high-dimensional data set, we first reduce dimensions using methods such as prin-
cipal component analysis(PCA) [16]. The dimension reduced data are then used to
construct trees.
2.3 Data Pre-processing
Assume there are N single cells, Ei is the gene expression vector of cell i(i =
1, 2, ..., N). The input of our method is the read count of each gene in each cell. We
remove genes with no read in any cell. Then we remove any cell if less than 10%
of the genes have non-zero count in the cell. The transcripts per million(TPM) is
calculated and log 2 transformed to create an expression matrix E for the retained
genes and cells. E is a N ×M matrix with each cell in a row and each gene in a
column.
8
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2.4 Clustering Cells
Since many genes are correlated, we used PCA [16] to transform matrix E into
a lower dimensional matrix F, which is a N ×K matrix with each row representing
a cell and each column representing a principal component. Here the PCA is done
after scaling each column of E to have zero mean and unit standard deviation.
The number of principal components is determined using the piecewise linear fit
method described in TSCAN [13]. After PCA, we get a N × K matrix G, where
K ≤ M . Next, we cluster cells into C clusters based on the new matrix G using
model-based clustering function(R package mclust) [17]. We construct the tree using
cluster rather than using individual cells. As TSCAN [13], this is because constructing
tree directly from cells could make the tree unstable. The tree could be affected easily
by noise of individual cells. .
Mclust [17] uses a normal mixture modeling for model-based clustering. It assumes




where G is the data, C is the number of clusters, τk is the probability that cell
i(i = 1, 2, ..., N) belongs to the kth cluster. The clusters in the model are ellipsoidal,
centered at the mean µk with covariance matrix Σk. By default, Bayesian Information
Criterion(BIC) [18] is calculated in Mclust. The model with the optimal BIC is
selected among all covariance structures and number of clusters.
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The default cluster number in mclust [17], which is up to nine, may be not ap-
propriate for complex structures like a multiple branches spanning tree, as shown on
Figure 2.1 and Figure 2.2. When we set the cluster number to 20, the tree built on 20
nodes of the clusters is consistent with the data’s structure. The best cluster number
chosen by mclust is 6 for the same data set. Although it is enough for the clustering,
tree constructed based on six nodes is much simpler than the true structure.
In our algorithm, we let user decide the number of clusters. In addition, we
provide a method to evaluate and find the best number of cluster, which is allowed
to be larger than nine to better represent data structure.
2.5 Construct Tree
2.5.1 Random Sampling
After clustering the cells into C clusters, we construct a spanning tree that con-
nects all cell clusters. In TSCAN [13], this is done by constructing a MST to connect
cluster centers. However, the approach may not accurately identify branching points
when the tree has multiple branching points (Figure 2.3).
Instead of using the cluster centers, we randomly sample one point from each
cluster, and repeat the process multiple times. Each time we use randomly sampled
C points to construct an MST and align all cells to the tree to make the final complete
tree. The sampling is done multiple times, and multiple trees are constructed. We
10






































Figure 2.1: Result of given cluster number. Parameter of cluster size equals 20 by
user. (A)Each cluster has an unique colour.(B) MST is built with centers of 20
clusters. Each node represents a cluster center. Number in the circle is the cluster id.
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Figure 2.2: Parameter of cluster size chosen by Mclust [17] by default. (A)Each
cluster has an unique colour.(B) MST is built with centers of 6 clusters. Each node
represents a cluster center. Number in the circle is cluster id.
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Figure 2.3: MST built with cluster centers. Blue points are true value of GeneA and
GeneB. Numbers in red are centers of each cluster. Red lines between numbers are
backbone of MST
will then use the method described below to select the best tree among all sampled
trees.
2.5.2 Spanning Tree
Here we use the C points randomly sampled from each cluster and a minimum
spanning tree function in R package on graph [19] to build an MST with undirected
and weighted setting.
A spanning tree is a subset of edges of a connected edge-weighted undirected graph
that connects all the vertices together, without any cycles. An MST is the spanning
tree with minimum possible total edge weight. The vertices are the C nodes and the
weight is the Euclidean distance between each two points on C.
13
CHAPTER 2. MATERIAL AND METHOD
The backbone of tree with C nodes provides a rough trajectory. However, MST
itself does not have a direction. There are two possible ways to determine the start
of the pseudo-temporal trajectory:
(1) Users have some prior knowledge of some marker genes, which can be used to
identify the start cluster;
(2) There are some cells which are the blast cells in the experiment, like the data
we used in the result part. Known blast cells are used from the beginning to conduct a
differential process. Cluster 1 in Figure 2.3 is picked out this way, since the percentage
of original cells in this cluster is higher than in the other clusters.
Beginning from the start cluster , the algorithm will go through the whole tree
including all branches to determine the sequence of clusters and cells on each path.
For example, in Figure 2.3, the main trunk is 1→ 2→ 3, which is treated as branch1.
Branch2 is 3 → 4 → 5 → 6. Branch3 is 3 → 7 → 13 → 10 → 8 → 9. Branch4 is
9 → 11 → 12 and branch5 is 9 → 14 → 15. Branch 1 has child branches 2 and 3.
Branch 3 has parent branch 1 and child branches 4 and 5. Each node in the tree
bone is represented as Ci(i = 1, 2, ..., C). A path is defined as the whole sequence of
clusters from start cluster to end cluster.
14
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2.6 Order Cells Along The Tree
With the structure of the tree from top to bottom on cluster level and each
branch listed separately, all cells are aligned to the tree we constructed. For each cell
Gi(i = 1, 2, 3, ..., N), firstly, we found nearest two node Cj and Ch. If Cj and Ch are
on the same branch( for example j = 14 and h = 9 in Figure 2.3), we will align the
cell Gi to the edge vjh = Cj−Ch if h precedes to j in the branch or vjh = Ch−Cj(in
the example j = 14 and h = 9, v14,9 = C14 −C9). The projection of cell Gi to vjh is
defined by the inner product as in TSCAN [13]
vTjhGi
‖ vjh ‖
where ‖ . ‖ is the l2-norm of a vector.
If Cj and Ch are not in the same branch(for example j = 14 and h = 8), we will
keep the nearest node Cj, and find the third or fourth, or even further node along
the nearest node list until we get Cl that Cj and Cl in the same branch. The edge to
project is vjh = Cj−Cl(when l precedes j in the branch) and the projection function
above is used to get the projection value of cell i. Here l is defined as a preceding
node of j if l appears earlier than j in pseudo-time along the branch.
After all the cells are projected to the tree, we use the following criteria to rank
the cells :
(1) We rank the cells on branch level. Within each branch, we rank the cells based
on the preceding node of the edge the cells are projected to(in example above, when
15
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j = 14 and h = 9, and v14,9 = C14−C9,C9 is the preceding node in the edge and for
the cell). All cells with preceding node 9 have smaller ranks than cells with preceding
node 14.
(2) For cells with the same preceding node on the same branch, the projected
values are used to rank the cells.
(3) After ranking cells on each branch, we re-rank the cells in spanning tree level.
In general, parent branch always has smaller rank than child branches. For example,
all cells in branch 1 have smaller rank than the cells in branch 2. The trunk, or
branch1 has the same rank as branch level, while for other branches, each child
branch is ranked after its parent branch. For example, in Figure 2.3, the branch1 has
100 cells ranked from 1 to 100. The 85 cells in branch2 are ranked from 101 to 150,
and the 30 cells in branch3 are ranked from 101 to 130. The 50 cells in branch4 are
ranked from 131 to 170, and the 35 cells in branch5 are ranked from 131 to 165.
Now, each cell i has two labels ( ri and bi), ri is the rank of the cell in the tree and bi
is the branch the cell belongs to. In the example above, there are 100 cells in branch1,
the second cell j in branch2 would be cell(rj=102,bj=2), while the second cell h in
branch3 would be cell(rh=102, bj=3). For visualization and calculation convenience,
we rescale the ri to range [0,1] with the function (ri −min(r))/(max(r)−min(r)).
16
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2.7 Parametric Modelling of Gene Expres-
sion Dynamics
After constructing the tree using matrix G with N cells and the first M principal
components, we obtain the rank r and branch of all cells, which will then be treated
as the latent pseudo-time of the cells. If we plot each dimension(principal component)
G·j in y-axis and r in the x-axis, we could see a pattern similar to spanning tree in each
dimension with the same branching number and branching pseudo-time.For example,
in Figure 2.4, simulated GeneA and GeneB’s expressions have known rank(scaled
within [0,1]) as shown. Estimated rank of cells are acquired now, and we use the rank
as latent pseudo-time. Here, we plot genes’ expression in true time and in pseudo-
time respectively. We can see from the plot that the expression curves estimated
using pseudo-time can represent the expression changes in the real time.
Next, we fit a linear regression of each dimension G·j with basis combination from
B-spline [20] of r.Each dimension is a gene in simulated data for simplicity. For real
RNA-Seq data, it is a principal component.
We use simulated data as an example to illustrate the linear model on each prin-
cipal component. First, we get the basis of r with bs function in R package splines.
The knots for B-spline are t equally separated points from 0 to 1 where the default we
use in the algorithm is 15. Users can change t and even choose to set knot manually
or differently among each intervals marked by branching points. The basis matrix B
17



























Figure 2.4: Comparing each gene’s expression level along estimated pseudo-time to
true time. Red points are gene expression on estimated pseudo-time for all cells.
Black points are gene expression on true time used for generation of simulated data.
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Figure 2.5: 17 Basis from B-spline of pseudo-time. Knots for the B-spline are set
evenly between 0 and 1. The number of basis depends on user’s choice. 17 is the
default number.
has N rows and t+ 2 columns. Each row is a cell. Each column is a basis. There are
17 basis in the example,as shown in Figure 2.5.
Here we use GeneA in the example as the response in the model. As Figure 2.6
shows, within the pseudo-time range([0,1]), branches can be separated by branch-
ing points(branching point 1=0.602 for branch1,2,3, and branching point 2= 0.855
for branch3,4,5). Each branch is modeled only with the basis beginning within the
19
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branch.
In the example, Branch1 is modeled with basis 1 to 11(defined as b(1)). Branch3
is modeled with basis 12 to 15(defined as b(2)) and Branch4 is modeled with basis 16
to 17(defined as b(3)). We define expression Gene A to cell j is yb,j,b = 1, 2, 3, 4, 5 for
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Figure 2.6: Linear model for GeneA on B-Spline basis. (A)GeneA expression on
pseudo-time. Vertical lines are branching points at 0.602 and 0.855. (B)The basis used
to model the branch1(before 0.602). (C)The basis used to model the branch3(between
0.602 and 0.855). (D)The basis used to model the branch4 and branch5(after 0.855).
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Figure 2.7: Fitted Lines(red) of GeneA(A) and GeneB(B) on estimated pseudo-
time(black points).(C) Red line is fitted value on estimated pseudo-time. Black points
are simulated data.
where εi ∼ N(0,σ2), (i=1,2,...,N).
We fit the linear regression to each gene in the example or each principal compo-
nent in any data set. The result of the fitted line for GeneA and GeneB are shown
in Figure 2.7. Furthermore, to improve the prediction precision , we used Ridge
regression [21](cv.glm function which picks the λ for the penalty with cross valida-
tion automatically in R package glmnet is used). The ridge regression used has the
same design matrix shown above but with penalty added to the parameters β during
estimation.
22
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2.8 Tree Evaluation
After building multiple trees using different cluster numbers and randomly sam-
pled points as a backbone from each cluster, we need a criterion to evaluate each tree.
This criterion is used to identify the tree that best represents the data.
2.8.1 Cross Validation
At the beginning of the whole algorithm, after processing the data, we randomly
select 70% of all cells (training data set CN1×M , N1 = 0.7×N) for tree building and
model fitting, and keep the remaining 30% (testing data set VN2×M , N2 = 0.3 × N)
to check the model. The training and testing data sets are the same for all the
constructed trees.
2.8.2 Marginal Probability Score
We fit a model for each column of GN×M(principal components) on pseudo-time.
For a given cell i in VN2×M , yim is the cell i’s value on mth dimension. If the prior




PY |T (yim|t)PT (t)dt
Considering the fact that we do not know PT (t), we assume that PT (t) has a uniform
distribution and that yim has the same probability to come from any pseudo-time
23
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t. Thus, we have N1 points (tj, Yj) from the model fitted on dimension m, tj in the
pseudo-time and Yj a fitted value that equals to E[y|tj], j = 1, 2, ..., N1. Based on
the linear regression model fitted above, we have y|tj ∼ N(Yj, σ2), and σ2 estimated
by mean square error(MSE) of the model on dimension m. Further, we use these N1






























3.1 Analysis of Early Mouse Embryonic
RNA-Seq Data Set
3.1.1 Data Set Description
We used the data set from Jang et al. [22] for analysis in this paper. The spe-
cific mouse embryonic stem(mES) cells were exposed to one or combinations of four
molecules in a sequence to mimic a neuron early development process. First, mES
cells at day0 were exposed to PD0325901 for 2(day1 and 2) days, or CHIR99021 and
Activin A for 3 days(day1 to day3). Cells were collected every 24 hours and media
was replenished every 48 hours. Second, cells exposed to PD0325901 were further ex-
25
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posed to either hBmp4 or LDN193189 for another two days(day3 and day4). Third,
cells exposed to CHIR99021 and Activin A were also further exposed to either hBmp4
or LDN193189 for another two days(day4 and day5). Cells were also collected every
24hr during second and third stages. It was believed that cells exposed to PD0325901
would give rise to ectodermal lineages. Cells exposed to CHIR99021 and Activin A
would give rise to mesendodermal, which further differentiated into endoderm with
LDN and mesoderm with hBmp4. All the cells were labeled by the day of collec-
tion and the sequence of used molecules, for example, day3/PD0325901/hBmp4. The
labels could be used to check the result of our method.
More details of cell cultured was provided in the supplement material of Jang et
al. [22]. The design of experiment was to obtain several differentiated cell populations
from the same stem cell. Cells at the end of differentiation were expected to be
either neural/non-neural ectoderm, definitive endoderm, or mesoderm. Actually, the
experiment intended to mimic and construct a lineage relationship from mES cell to
differentiated cell subtypes.
It was reasonable to believe that most of the cells collected at different time points
followed a sequence from being undifferentiated to becoming differentiated. Cells
collected from the same plate should be enriched as a certain subtype. However, as
mentioned and confirmed in Jang’s experiments [22] by mass cytometry, some cells




Figure 3.1: Separation of cells on PCs. (A) Cells were separated into two branches on
PC1 and PC2. (B,C,D) Cells were further separated into more branches on PC1 to
PC3, with different cells representing stem cell and subtypes stimulated by different
molecules
3.1.2 Analysis Process
In this experiment we had an RNA-Seq data from 493 single cells. The reads of
each cell were around 20,000, which were randomly sampled by Jang [22] from all
reads. We applied our method to all genes except the ones without counts in any
of the cells(in Jang’s article, they only used 283 out of the 493 cells). Exploratory
analysis of the cells on different PCs are shown on Figure 3.1. The cells in red were
from the start cluster, which consisted mostly of mES cells. Cells in blue consisted
mostly of PD0325901 treated cells, while cells in green mostly came from CHIR99021




The first four PCs were used to construct the tree. We used different cluster
numbers for C from 10 to 20. For each C, we randomly sampled and constructed 200
trees. The structure of selected best tree(highest MLS) is shown on Figure 3.2. Only
the cell labels of stem cell line were used for defining the starting cluster(defined as the
cluster with highest percentage of stem cell), other cells’ labels included stimulation
molecules were concealed. For most marker genes for each development stage, their
expression trends along the cells’ trajectory on the tree were accurately recovered
from our algorithm.
Figure 3.2 shows the cluster level backbone of the constructed tree; all the cells
were aligned to the tree’s backbone. In order to check the accuracy of the best
tree in representing the cell development process, we used known marker genes or
transcription factors in each stage of the mES differentiation process. We obtained
these marker genes’ expression value based on the cells’ rank within the tree with all
branches. The expression trends shown were marked by each differentiation pathway.
In the experiment, the differentiation process started from certain mES cell line.
Figure 3.3 reveled expression of four markers, Klf4, Jarid2, Esrrb and Klf5 along the
pseudo-time of branches in the tree. The four genes were markers of undifferentiated
naive pluripotent cells [23,24]. The pseudo-time here was the rank of the cells(scaled
to interval [0,1]). The expression trend of Klf4 along four different paths of the tree
were shown by different colors. The Klf4 had high expression level at the beginning
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Figure 3.2: Cluster level structure of best tree. It is the backbone of the tree with
each points in one cluster. Each circle is a cluster. Numbers in each circle represent
the cluster id.
Table 3.1: Main paths of the tree
Path Cluster Sequence from Start to End
1 9→ 13→ 3→ 8→ 16→ 2→ 1→ 4
2 9→ 13→ 3→ 8→ 16→ 12→ 5
3 9→ 13→ 3→ 10→ 11→ 6→ 14→ 15
4 9→ 13→ 3→ 10→ 7
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Figure 3.3: Marker genes expression of naive pluripotent(ES) along pseudo-time. For
each gene, expressions of four differentiation pathways are marked separately.
of the tree and decreased all the way along all four paths. This result is consistent
with the expression pattern of Klf4 along the differentiation process of mES cell.
From the expression pattern of Jarid2, there was a common trunk of four paths in
the beginning, which then bifurcated into two branches. Path3 and path4 shared a
common branch before they bifurcated. The same was true for path1 and path2 that
shared a common path before finally differentiating into two lineages. The pattern of
the Jarid2 expression was consistent with the structure of the spanning tree. For the
other three Klf4, Esrrb and Klf5, the expression levels were not distinguishable along
four paths, which was reasonable since marker of naive cells are all mildly expressed
along the differentiation processes.
The naive pluripotent cells went through a primed pluripotent epiblast stage be-
fore differentiating into either bipotent entoderm or mesendoderm stage [25]. Figure
3.4 gave the expression of Bptf,Cbx1,Otx2 and Sox2 along the pseudo-time. Bptf,
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Figure 3.4: Marker genes expression of primed pluripotent epiblast along pseudo-time.
For each gene, expressions of four differentiation pathways are marked separately.
Cbx1 and Otx2 are marker genes of primed pluripotent epiblast stages [25–27]. The
expression trend from our algorithm showed low expression at the beginning, increas-
ing in the trunk and early part of branches and decreasing along further branches.It
was consistent with the expression of marker genes of primed pluripotent epiblast
stage. We predicted that cells aligned to the early trunk before the first branching
point would belong to the primed pluripotent epiblast stage. Sox2 is thought to be a
marker gene for naive and primed pluripotent epiblast [28]. The expression pattern
that can be observed from our algorithm demonstrated the high expression in the
early stage, and a differential expression level between common part of path1 and
path2 and common part of path3 and path4, which were the two branches discussed
below.
After the primed pluripotent epiblast stage, the cells were stimulated to differenti-
ate into two subtypes. We used the marker genes Eras, Sez6, Stmn3,Stmn4 of bipotent
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Figure 3.5: Marker genes expression of bipotent ectoderm along pseudo-time. For
each gene, expressions of four differentiation pathways are marked separately.
Figure 3.6: Marker genes expression of mesendoderm along pseudo-time. For each
gene, expressions of four differentiation pathways are marked separately.
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Figure 3.7: Marker genes expression of mesoderm along pseudo-time. For each gene,
expressions of four differentiation pathways are marked separately.
ectoderm stage and marker genes GSC, Mixl1,T of mesendoderm stage [29–32]. Com-
parison of the marker gene expression pattern between these two stage was shown in
Figure 3.5 and Figure 3.6. For markers of bipotent ectoderm stage, expression level by
cells rank from our method demonstrated higher expression along path3 and path4.
For markers of mesendoderm cells stage, expression level by cells rank from our al-
gorithm showed higher expression along path1 and path2. The obvious difference of
expression pattern between markers of two groups helped us to predict the path1 and
path2 as mesendoderm branch, path3 and path4 as bipotent ectoderm, both of which
came from primed pluripotent epiblast. The result from our algorithm was verified
by the labels of biological process designed in the experiment.
Mesendoderm cells would further develop into mesoderm and endoderm cells,
which were totally different subtypes [33]. We still used the expression of marker genes
of mesoderm(Sox17,Gata4 and Eomes) [34–36] based on the tree we built, in which we
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Figure 3.8: Marker genes expression of endoderm and ectoderm along pseudo-time.
For each gene, expressions of four differentiation pathways are marked separately.
tried to match the biological process for verification of the accuracy of algorithm. As
seen in Figure 3.7, path1 and path2 were associated with high expression especially
at the end of each path compared to path3 and path4. Furthermore, Sox17 only had
expression in path1 but not path2, which are both bifurcated from the mesendoderm
trunk. Also, Gata4 and Eomes had much higher expression level in path1 compared
to path2. We predicted that path1 developed into mesoderm and path2 developed
into endoderm. This again was validated by the expression level of endoderm stage
marker gene Foxa2, which is shown in Figure 3.8. Path2 had a much higher expression
level than path 1 which was predicted as endoderm from our method.
This experiment also produced an additional finding. For any two branches gener-
ated from the same trunk, the length of the branch was linked to the number of cells
aligned to the branch, because our pseudo-time here was the rank of the cells along
the tree. Sox1 and Pax6 were marker genes of ectoderm(Figure 3.8), which verified
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path3 as ectoderm.While for the neuro crest cell, which was a branch from ectoderm,
we did not see obvious pattern of marker gene of neuro crest cells in the path4. Since
the bipotent ectoderm differentiated into mainly ectoderm with other subtypes like
neuron crest and epidermis, we predicted the path 4 to be a combination of neuron
crest and epidermis, which could not be further distinguished due to the limitation
of total cell number in the path within this data set. We could see from the figure
with Sox1 and Pax6, path4 after the second branch was really short which stand for




In this article, we developed an unsupervised algorithm to construct a spanning
tree to represent single-cell RNA-Seq data along a biological process. Our algorithm
demonstrated an ability to deal with single cells that have complex lineage structure.
For a transcriptome data set of single cells with unknown structure, our algorithm
can pick up the best structure ranging from a single linear path to a more complex
spanning tree. The algorithm also provides pseudo-time and branch information of
each cell.
The performance of our method is evaluated in two ways. First, in the simulated
data set, the constructed spanning tree and the gene expression along pseudo-time
for each dimension are shown to be consistent with the original patterns used to gen-
erate the process. Second, for the real mES data set in the results, known marker
genes from different paths in the differentiation process are used for evaluation. The
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expression trend of these genes along the tree that we constructed from the algorithm
successfully matched the true expression trend as expected. Both of these meth-
ods show the reliability of the tree obtained from our algorithm for unknown gene
expression analysis.
Although our method is developed and evaluated using on RNA-seq data in this
article, it may be applied to other problems with the data having a spanning tree
structure.
In the future, the method can be improved in several ways. First, the method
currently only allows up to three bifurcations of the spanning tree. The future work
and research would implement the algorithm to allow any number of bifurcations. In
principle, this generalization is straightforward, but we need to modify the codes to
realise it. Second, the pseudo-time we get from MST may not be the optimal pseudo-
time, and we could update the pseudo-time for each cell iteratively until convergence
to get the best pseudo-time for subsequent analyses. Third, a graphic user interfere
may be developed for user’s convenience.
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