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Abstract
A locally testable language L is a language with the property that for some nonnegative integer
k, called the order or the level of local testability, whether or not a word u is in the language L
depends on (1) the prex and sux of the word u of length k−1 and (2) the set of intermediate
substrings of length k of the word u. For given k the language is called k-testable. A nite
deterministic automaton is called k-testable if the automaton accepts a k-testable language. In
this paper, algorithms to verify 2-testability of order O(n3), 3-testability of order O(n4) and
j-testability for j>3 of order O(nj+1) are presented. An O(nn+2) time algorithm of nding the
precise order of local testability is described. The time complexity of the algorithms improves on
the previously known algorithms. We give necessary and sucient conditions for an automaton
to be k-testable in terms of the length of paths of related graphs. Some estimates of the upper
and of the lower bound on the order of local testability follow. c© 2000 Elsevier Science B.V.
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1. Introduction
The concept of local testability was rst introduced by McNaughton and Papert [11]
and since then has been extensively investigated from dierent points of view (see
[2, 4{8, 10, 13, 14, 17{20]). This concept is connected with languages, nite automata
and semigroups. In [12], local testability is discussed in terms of \diameter-limited
perceptrons". Locally testable languages are a generalization of the denite and reverse-
denite languages, which can be found, for example, in [3, 15].
In [6], necessary and sucient conditions for an automaton to be locally testable
were found and a polynomial time algorithm for local testability problem based on
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these conditions was presented. The realization of the algorithm is announced in [4].
In [8, 7], the NP-hardness of the nding the precise order of local testability was proved
and algorithms to verify the k-testability, to nd and to estimate the precise order of
local testability were presented. An estimation for the order of local testability for an
arbitrary reduced nite deterministic automaton with n states was found rst in [6] and
then improved in [8]. The precise upper bound for the order of local testability for an
automaton with n states is equal to (n2−n)=2 + 1 [18].
The set of k-testable semigroups forms a variety of semigroups [9, 19]. The variety
of k-testable semigroups has the following basis of identities [17] (see [8, 7, 2] too):
r: (x1 : : : xr)m+1x1 : : : xp=(x1 : : : xr)m+2x1 : : : xp; (1)
where r 2f1; : : : kg; p= k − 1 (mod r); k =mr + p+ 1,
: x1 : : : xk−1yx1 : : : xk−1zx1 : : : xk−1 = x1 : : : xk−1zx1 : : : xk−1yx1 : : : xk−1: (2)
For the state transition graph   of an automaton, we consider some subgraphs of the
cartesian product   . It will be proved that the absence of paths of length k−1 on
these subgraphs is equivalent to the validity of the identity  of k-testability for the
transition semigroup of the automaton.
The situation with identities r is more complicated. The absence of paths of length
k−1 in some subgraphs of    and     is equivalent to the validity of the
identity k of k-testability for the transition semigroup of the automaton. But for other
identities i where i<k the absence of paths of length k−1 gives us only some bounds
on the order of local testability. More precise estimation may be obtained by consid-
eration of weighted lengths of paths in some subgraphs from  l for greater l. On this
way we obtain the necessary and sucient conditions for the k-testability problem.
The algorithms to verify k-testability are based on these results and on description
of the class of k-testable semigroups containing identities and some universal formulas
in the language . The concept of the related graphs is inspired by the works [5{8]
of Kim, McNaughton and McCloskey.
The problem to nd practical algorithms verifying 2-testability, 3-testability, etc., can
be found in [8]: \We are interested in knowing whether there is a practical method of
determining, for certain small values of k, whether a given automaton is k-testable".
The corresponding algorithms from [7, 8] have the time complexity O(n10) (n is the
order of the state transition graph of the automaton). We present here O(n3) time
algorithm for the 2-testability problem and O(n4) time algorithm for the 3-testability
problem.
The time complexity of our algorithm of verifying k-testability is O(nk+1) (about
O(n2k) in [7, 8]). The O(nj j+2) time algorithm to nd the precise order of local
testability is described (in [7, 8] the time is about O(n2j j)).
The begin of the last algorithm may be seen as an approximation algorithm to nd
the segment containing the value of the precise order of local testability (see [7, 8] too).
The O(n2) time algorithm nds rst such segment and the O(n2l−1) time algorithm for
l>2 reduces the segment to [k; k + (k − 1)=(l− 2)].
A.N. Trahtman / Theoretical Computer Science 235 (2000) 183{204 185
2. Notation and denitions
Let  be an alphabet and let + denote the free semigroup on . If w2+, let
jwj denote the length of w. Let k be a positive integer. Let ik(w) [tk(w)] denote
the prex [sux] of w of length k or w if jwj<k. Let Fk(w) denote the set of
factors of w of length k. A language L [a semigroup S] is called k-testable if there
is an alphabet  [and a surjective morphism  :+! S] such that for all u; v2+, if
ik−1(u)= ik−1(v); tk−1(u)= tk−1(v) and Fk(u)=Fk(v), then either both u and v are in
L or neither is in L [u= v].
An automaton is k-testable if the automaton accepts a k-testable language [the syn-
tactic semigroup of the automaton is k-testable].
k-testability implies (k +1)-testability and so let us call only minimal such value of
k the order of local testability.
A language L [a semigroup S, an automaton A] is locally testable if it is k-testable
for some k.
Sm denotes the ideal of the semigroup S containing products of at least m elements
of S.
We say that an element a from a semigroup S divides an element b from S if b=dac
where c; d2 S [f;g.
j j denotes the number of nodes of the graph  .
A maximal strongly connected component of the graph will be denoted for brevity
as SCC [5], a nite deterministic automaton will be denoted as DFA [6], a locally
testable reduced DFA will be denoted as LDFA.
If an edge p! q is labeled by  then let us denote the node q as p.
The state transition graph   of a nite automaton is called complete if for every
node p from the graph   and every 2 there exists an edge labeled by  from p to
p.
An element e2+ (2 S) will be called a right unit of the node p2  if pe= p.
We shall write p< q if the node q is reachable from the node p and p q if p< q
and the nodes p; q are distinct.
In the case p< q and q< p we write p  q (that is p and q belong to one SCC).
A path without loops is called simple. A path without common nodes with any SCC
will be called strongly simple.
jxj denotes the length of the word x, the length of a path is the number of edges
on the path.
Let   be a state transition graph of an automaton. Now, we dene some subgraphs
of the cartesian product   .
We construct an edge-labeled directed graph    on the nodes (p; q) where distinct
p; q belong to   and p q. We have an edge (p; q)! (r; t) i for some 2 we have
p= r and q= t. The corresponding edge in    will be labeled by all such . The
graph    will be called the 2-tuple graph of the automaton.
The maximal homomorphic acyclic image of the graph    will be called the acyclic
2-tuple graph of the automaton. Let us denote it by   =. This homomorphism is
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dened by the reexive closure of the relation . The image of every SCC of    is
a node of   =.
A path  in the 2-tuple graph    will be called SCC-restricted if all components
of its nodes belong to one SCC of  .
The subgraph of the 2-tuple graph    satisfying the following two conditions will
be called SCC-restricted graph   re.
(1) The node (p; q)2  re i p  q,
(2) the edge (p; q)! (p; q) belongs to   re i p  p  q  q.
Consider a path : (p1; q1); : : : ; (pk ; q k) on the 2-tuple graph such that there exists
2 such that pk 6 qk and qk q1 in the graph  . The path  will be called a
SCC-semirestricted path.
The subgraph of the 2-tuple graph    obtained from the graph    by excluding all
nodes and edges such that they do not belong to some SCC-semirestricted path of   
will be called SCC-semirestricted graph   sr.
A path  in the graph    with the nodes (a1; b1); (a2; b2); : : : (as; bs) will be called
an r-periodic path if there exists a natural number r such that
(1) ai+r = bi for all integer i and,
(2) for each j there exists 2 such that for all i>0 we have (aj+ri; bj+ri)=(aj+ri+1;
bj+ri+1).
Let us now dene some subgraphs of the cartesian product  l for l>2.
Given the state transition graph   of a DFA, consider the graph  l such that for
every node (p1; : : : ; pl)2 l there exists an element s from the transition semigroup S
of the automaton such that pjs= pj+1 for any j and pj; pk are distinct if j+ k<2l− 1.
Thus only the two last components of the node of  l may be equal. The edge from
the node (p1; : : : ; pl) to the node (p1; : : : ; pl) exists and is labeled by .
We assign a non-negative weight w() to every edge  from the node (p1; : : : ; pl) to
the node (p1; : : : ; pl). w()= l − 2 if pl−1 6= pl and w()= l − 3 in the opposite
case. The graph  l will be called the weighted l-tuple graph.
The maximum of weighted length of path from the node a=(p1; p2; p3; : : : ; pl−1; pl)
with distinct components to the node (p2; p3; : : : ; pl−1; pl; pl) will be called the weight
of the node a.
2.1. The paths in 2-tuple graph
We shall use the following two important results of Kim, McNaughton and
McCloskey. It is convenient to represent them in terms of 2-tuple graphs and reacha-
bility.
Lemma 1.1 (Kim et al. [6], Lemma 5). Let the nodes p; q belong to one SCC of the
state transition graph of an LDFA.
Then the node (p; q) does not belong to any SCC (to some cycle) of the 2-tuple
graph    of the automaton.
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Lemma 1.2 (Kim et al. [6], Lemma 6). Let the node (p; q) belong to some SCC of
the 2-tuple graph    of an LDFA and let s be an arbitrary element of the transition
semigroup of the automaton.
Then ps< q i qs< q in the state transition graph of the automaton.
Both these assertions give us necessary and sucient conditions for local testability
[5, 6].
Lemma 1.3. Let  be an r-periodic path in 2-tuple graph    of an LDFA of length
r + k. Suppose  is not strongly simple.
Then the path  contains simple subpath of length not less than k+1 with strongly
simple begin and SCC-restricted strongly simple end of common length not less than k.
Proof. Let the node (q; qbr) be the rst node and the node (qbj; qbj+r) be the (j+1)th
node on the path . Note that qbj  qbj+l and qbjskj = qbj+kr for some sj and any
integers j; k; l.
Suppose that the node (qbi; qbi+r) from  belongs to some SCC and let i be a
minimal such number. By Lemma 1.1, the nodes qbi and qbi+r from   belong to
distinct SCC. Since qbisi= qbi+r and qbi+rsi= qbi+2r , In view of Lemma 1.2, we have
qbi+2r  qbi+r , whence qbi+r  qbi+2r . Then, by induction, qbi+r  qbi+kr , whence
qbi+r  qbi+l for any l>r and all such nodes qbi+l exist. Therefore there are no loops
on the path  after the node (qbi+r−1; qbi+2r−1) (Lemma 1.1).
There are no loops on the path before node (qbi; qbi+r) by the choice of i. So both
parts of the path  before the node (qbi; qbi+r) and after the node (qbi+r−1; qbi+2r−1)
are strongly simple. The last one is SCC-restricted and contains the node (qbi+r ; qbi+2r).
The sum of the length of these subpaths is i + (k + r − 1) − (i + r − 1)= k. We
can exclude all possible loops on the path  between two above-mentioned nodes
(qbi; qbi+r) and (qbi+r−1; qbi+2r−1) in the graph    and obtain a simple subpath of 
of length not less than k + 1.
Lemma 1.4. Let S be the transition semigroup of an LDFA with 2-tuple graph   .
Let   = be acyclic 2-tuple graph of the automaton. Suppose for some elements
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a1; : : : ; ar 2 S and for some nonnegative m and p<r we have
(a1 : : : ar)m+1a1 : : : ap 6=(a1 : : : ar)m+2a1 : : : ap:
Then in the graph    there exists an r-periodic path  with simple subpath of length
mr+p and the length of the image of the path  in the graph   = is not less than
mr + p.
If in the graph    or in the graph   = there is no simple path of length k−1
then the identities r (1) of k-testability are valid for S.
Proof. Denote by bi the left subword of the word (a1 : : : ar)n of length i. It follows
from the given inequality that for some node q from the state transition graph   we
have qbr(m+1)+p 6= qbr(m+2)+p. At least one of the two sides of the inequality is a node
of  . Therefore qbmr+r+p 2 . On the graph    there exists an r-periodic path  from
the node (q; qbr) to the node (qbmr+p; qbmr+p+r) and its minimum length is mr + p.
Our aim is now to nd on this path a simple subpath of the desired length and to
estimate the length of the image of . (See illustrations to the preceding lemma.)
Note that every strongly simple path of    belongs to   = as well. In the case
that  is strongly simple, the length of the path  and of its image in   = will be
at least mr + p.
So let us assume that  is not strongly simple. Suppose that the node (qbi; qbi+r)
from  belongs to some SCC.
It follows from Lemma 1.2 that all nodes qbl for l>i+r exist and belong to common
SCC of  . The nodes qbmr+r+p and qbmr+2r+p are distinct. Then the minimum length
of the path  is mr + r + p. By the preceding lemma, the length of a simple subpath
of the path  will be at least mr + p+ 1.
The homomorphic image of a path from the graph    in acyclic 2-tuple graph
  = can be obtained by reducing all intersection with SCC to one node. Every
strongly simple path of    belongs to   = as well. So by the preceding lemma, the
image of  in the graph   = has at least the length mr + p+ 1.
The rst part of the statement of the lemma is proved.
Suppose now that in    (or in   =) there is no simple path of length k−1. Then
for mr+p>k−1 and for all ai 2 S we have (a1 : : : ar)m+1a1 : : : ap=(a1 : : : ar)m+2a1 : : : ap.
The second part of the statement of the lemma follows now from the rst and from
the description of identities (1) of k-testability.
Lemmas 1.3 and 1.4 imply:
Corollary 1.5. If in the 2-tuple graph    of DFA there exists an r-periodic path of
length k + r − 1 then the automaton is not k-testable and k +1 is a lower bound for
the order of local testability of the automaton.
Proposition 1.6. Suppose that in the 2-tuple graph    of an LDFA with state tran-
sition graph   there exists SCC-semirestricted path .
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Then the second components of all nodes of the path  belong to one SCC of  
and no node of the path  does not belong to some SCC of the 2-tuple graph   .
The proof follows from denitions and from Lemma 1.2.
Lemma 1.7 (Trahtman [18]). Let S be the transition semigroup of an LDFA and sup-
pose that in the 2-tuple graph    of the automaton there are no SCC-restricted paths
of length k−1. Suppose that x2 Sk−1; y; z 2 S and S satises the identity xyx= xyxyx.
Then S satises the identity xyxzx= xyxzxyx.
Theorem 1.8 (Trahtman [18]). Let    be the 2-tuple graph of an LDFA A. Let the
maximum length of SCC-restricted and SCC-semirestricted paths on    be equal to
k − 2.
Then the identity  of (k − 1)-testability is not valid for the transition semigroup
S of the automaton A and both S and the automaton are not (k − 1)-testable; k is
a lower bound for the order of local testability.
If the length of all simple paths in    is not greater than k−2 then A is precisely
k-testable.
Lemma 1.9. Let A be an LDFA with the transition graph   over an alphabet .
Suppose that   is not complete. Then A is included in an LDFA A0 with complete
transition graph  0 = [fq0g where q0 is a sink state;
j 0j= j j+ 1 and the number of edges of  0 is linear in number od nodes of  .
The order of local testability; the maximum length of SCC-restricted paths and the
maximum length of SCC-semirestricted paths of  0 are equal to the last ones of  .
Proof. The state transition graph   is not complete, whence the transition semigroup S
of the automaton A contains 0 and q0 is undened for all q2 . Suppose that q= q0
if q2 , and q0= q0 for all q2 0; 2.
Then the state transition graph  0 is complete. It is easy to see that A0 is reduced.
 0 = [fq0g, whence j 0j= j j + 1. The graph  0 is obtained from   by adding
edges to the node q0, whence the number od edges of  0 is not greater than the
(j j+ 1)(jj+ 1).
The graph   satises two conditions for local testability (Lemmas 1.1 and 1.2). Let
us check that the graph  0 satises these conditions too. Indeed, we have to add  
only one one-element SCC and so Lemma 1.1 holds. For checking the second condition
we must consider a pair of nodes q, q0 where q is an arbitrary node from  . For any
x2 S [f0g, we have q0x= q0 and qx< q0x. So Lemma 1.2 holds as well and both
conditions for local testability are valid for  [fq0g. The transition semigroups of A0
and A coincide. Therefore the same identities r and  of k-testability are valid for
these semigroups, whence A0 and A have the same order of local testability.
The components of nodes of any SCC-restricted path are distinct and belong to one
SCC of the transition graph of an automaton. Therefore any SCC-restricted path in 2-
tuple graph obtained from  0 has nodes with components from   and belongs to   .
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There exists no SCC-semirestricted path with second component q0 because q0x= q0
for any x and q0 is reachable from any q. Therefore any SCC-semirestricted path in
2-tuple graph obtained from  0 belongs to   .
Thus in the 2-tuple graph obtained from  0 there are no SCC-restricted and SCC-
semirestricted paths of length greater than in   .
Lemma 1.10. Let S =+ be transition semigroup of an LDFA and let us assume that
for all x2 Sk−1; y; z 2 S holds xyx= xyxyx. Suppose that on the 2-tuple graph    of
the automaton there are no SCC-restricted and SCC-semirestricted paths of length
k−1 and greater.
Then S satises the identity xyxzx= xzxyx (the identity  for k-testability).
Proof. In view of the Lemma 1.9, the conditions of our lemma are valid for an
automaton with complete transition graph and the transition semigroup S. So, with-
out loss of generality, we can assume that   is complete.
Let p be an arbitrary node of  ; x2 Sk−1; y; z 2 S.
Consider the nodes pxzxz and pxyxzxz. In case pxzxz= pxyxzxz we have
pxzxyx= pxzxzxyx= pxyxzxzxyx and by Lemma 1.7 from the identity xyx= xyxyx it
follows that pxzxyx= pxyxzx. This implies xzxyx= xyxzx.
So let us suppose that pxzxz 6= pxyxzxz. In case px= pxyxzx, we obtain by multiplying
on zxz that pxzxz= pxyxzxz. Therefore px 6= pxyxzx.
Let us suppose rst that pxzxz 6 pxyxzxz. Consider the path  from the node
(p; pxyxzxz) to the node (px; pxyxzxzx)= (px; pxyxzx) in   . The length of the path
is not less than jxj>k−1. Note that the nodes pxzxz; pxyxzxz are reachable from the
nodes px and pxyxzx by help of the string zxz; pxyxzx  pxyxzxz and pxzxz 6 pxyxzxz.
Therefore the path  is a part of an SCC-semirestricted path of length k−1 or greater.
This contradicts the condition of the lemma.
So we may suppose that pxzxz pxyxzxz and analogously pxyxy
pxzxyxy. Since the nodes pxzxz and pxyxzxz have the common unit xz, from Lemma 1.2
it follows that pxzxzxyx= pxzxyx< pxyxzxzxyx= pxyxzxyx. In view of Lemma 1.7,
we conclude that pxzxyx< pxyxzx. From pxyxy pxzxyxy it follows analogously that
pxyxzx< pxzxyx.
So it remains to study the case when the nodes pxyxzx and pxzxyx belong to one
SCC of  . From the identity xyx= xyxyx it follows that the nodes pxyxzxz and pxzxyxy
belong to the same SCC. The length of x is not less then k−1 and is greater than
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the length of every SCC-restricted path in   . So pxyxzxz< pxzxyxy implies that
pxyxzxzx= pxzxyxyx and in view of xyx= xyxyx we have pxyxzx= pxzxyx in this case
too.
An arbitrary node p may be omitted and so the identity xyxzx= xzxyx is valid for S.
2. Preliminary to the algorithms
In this section we assume that for every node q2  and every element 2 the
node q exists (the transition graph is complete). In general it is not a very strong
assumption because, by Lemma 1.9, we can use it without changing the order of
testability and the time complexity of the algorithms.
We begin from the 2-testability.
Lemma 2.1. The set of SCC-restricted paths of the 2-tuple graph    of a locally
testable DFA coincides with the set of all paths of SCC-restricted graph   re. There
are no loops in the SCC-restricted graph   re.
1+ the maximum length of the path in   re is less than the order of local testability.
The proof follows from the denitions, Lemma 1.1 and Theorem 1.8.
Lemma 2.2. The maximum length of the SCC-semirestricted paths in the 2-tuple
graph    of an LDFA is equal to the maximum length of the path in the SCC-
semirestricted graph   sr of the automaton. There are no loops in   sr.
1+ the maximum length of the path in   sr is less than the order of local testability.
Proof. Any SCC-semirestricted path of    belongs to the SCC-semirestricted graph
  sr according to the denition. Every node and every edge from SCC-semirestricted
graph   sr belongs to some SCC-semirestricted path of the graph   . Therefore there
are no loops on the graph   sr (Proposition 1.6). Conversely, consider a path  from
  sr. The edge (p; q)! (p1; q1) belongs to   sr only if q q1. Therefore all second
components of the nodes of the path  belong to one SCC of  . Every edge from   sr
has an SCC-semirestricted continuation. Then any path of SCC-semirestricted graph
  sr is a subpath of some SCC-semirestricted path from   .
The second statement of the lemma follows from Theorem 1.8.
Lemma 2.3. The transition semigroup S of an LDFA with state transition graph  
and 2-tuple graph    satises the identities xyx= xyxyx and x2 = x3 i
for every three nodes p; q; r2  and every 2 such that (p; q)< (q; r) in   
we have q= r.
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Proof. Suppose rst that S satises the identities xyx= xyxyx; x2 = x3. Let us assume
that for some three nodes p; q; r2  and some 2 we have (p; q)< (q; r), but
q 6= r.
In case (p; q)= (q; r) we have p= q, q= r and p2 = r= q 6= r= p3. So
2 6= 3 and the identity x2 = x3 is not valid for S.
In case (p; q) 6=(q; r) for some s2 S we have ps= q and qs= r. So ps= q
and p(s)2= r. Hence (s)2 6= s and the identity xyx= xyxyx is not valid for S.
Thus the assumption is not true, q= r.
Conversely, let us suppose now that S does not satisfy some of the identities
xyx= xyxyx; x2 = x3 but for every nodes p; q; r2  and every 2 from (p; q)<
(q; r) it follows that q= r. So for some t2  and a; b2 S we have
taba 6= tababa or ta2 6= ta3:
It is not dicult to see that at least one of the inequalities holds for some a2, b2 S
too.
In the rst case let us consider the nodes (ta; taba) and (tab; tabab) of   . From
(ta; taba) (tab; tabab) for t= p, tab= q, tabab= r, a=  it follows that taba=
tababa, contradiction.
In the second case let us consider the nodes (t; ta), and (ta; ta2). We have (t; ta)
(ta; ta2). It implies for t= p, ta= q, ta2 = r that ta2 = ta3, contradiction.
Theorem 2.4. An LDFA A over alphabet  with state transition graph   and 2-tuple
graph    is 2-testable i
(1) for every three nodes p; q; r from   and every 2 such that (p; q)< (q; r)
in    we have q= r and
(2) there are no edges on the SCC-semirestricted graph   sr and the SCC-restricted
graph   re of the automaton.
Proof. Suppose that A is 2-testable. Lemma 2.3 implies the rst condition of the
theorem. By Theorem 1.8, the maximum length of SCC-semirestricted paths and of
SCC-restricted paths in the 2-tuple graph    is equal to 0. By Lemmas 2.1 and 2.2,
the maximum length of path in graphs   re and   sr is 0 as well.
Conversely, let us suppose that both two conditions of the theorem hold.
By Lemma 2.3, the transition semigroup S of the automaton A satises the identities
xyx= xyxyx and x2 = x3. By Lemmas 2.1 and 2.2, the maximum length of SCC-
semirestricted paths and of SCC-restricted paths in the 2-tuple graph    is equal to 0.
By Lemma 1.10, the identity xyx= xyxyx implies the identity xyxzx= xzxyx. Thus the
identities xyxzx= xzxyx, xyx= xyxyx, x2 = x3 are valid for S, whence S is 2-testable
[17].
Let us pass now to the general case of k-testability.
Lemma 2.5. The transition semigroup S of an LDFA over alphabet  with state tran-
sition graph   satises the identities k−1; k for k-testability i for every three nodes
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p; q; r from   and every k−1 elements 1; : : : ; k−1; 2 from (p1 : : : k−1; q1 : : : k−1)
< (q; r) in    it follows that q1 : : : k−1 = r1 : : : k−1
Proof. Suppose rst that S satises the identities k−1; k . Let us assume that for
some three nodes p; q; r2  and s2k−1 we have (ps; qs)< (q; r), but qs 6= rs.
In case (ps; qs)= (q; r). we have ps= q, qs= r and ps2 = r 6= rs= ps3. So s2 6= s3 and
the identity k−1 is not valid for S.
In case (ps; qs) 6=(q; r) for some a2 S we have psa= q and qsa= r. So psas= qs
and p(sa)2s= rs. Therefore (sa)2s 6= sas and the identity k is not valid for S.
Thus, qs= rs and the necessity is proved.
Let us suppose now that S does not satisfy the identities k−1; k , but for every
nodes p; q; r2  and every s2k−1 from (ps; qs)< (q; r) it follows that qs= rs. In
view of non-validity of identities k−1; k , for some t2  and a; b2 S, we have
taba 6= tababa or ta2 6= ta3:
It is not dicult to see that the at least one of the two inequalities holds for some
a2k−1, b2 S too.
In the rst case let us consider the nodes (ta; taba), (tab; tabab) of   . From
(ta; taba) (tab; tabab) it follows that taba= tababa, contradiction.
In the second case consider the nodes (t; ta) and (ta; ta2). We have (t; ta) (ta; ta2).
It implies for t= p, ta= q, ta2 = r that ta2 = ta3, contradiction.
Lemma 2.6. A semigroup S with set of generators  satises identities
r: (x1 : : : xr)m+1x1 : : : xp=(x1 : : : xr)m+2x1 : : : xp;
where r 2f1; : : : ; kg; p<r; k =mr + p+ 1; for k-testability
i for any xed l<k S satises the identities r for k>r>l
and the following equalities
r: (1 : : : r)m+11 : : : p=(1 : : : r)m+21 : : : p; (3)
where r 2f1; : : : ; lg; p<r; k =mr + p+ 1; are valid for all i 2.
Proof. Every equality r is following from the corresponding identity r .
Conversely, let us suppose that the second condition of the lemma holds. It is suf-
cient to prove that both r+1 and r imply r .
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Notice that the identity r+1 implies that (a1 : : : ar)m+1a1 : : : ap=(a1 : : : ar)m+2a1 : : : ap
for ai 2 S in case that length of some word ai is greater than 1. In case that the length
of every word ai is equal to 1, r follows from r .
Theorem 2.7. An LDFA A over alphabet  with state transition graph   and 2-tuple
graph    is k-testable i the following three conditions hold:
(1) (p1 : : : k−1; q1 : : : k−1)< (q; r) in    implies q1 : : : k−1 = r1 : : : k−1 for
every three nodes p; q; r from   and every k−1 elements 1; : : : ; k−1; 2;
(2) the formula
r: (1 : : : r)m+11 : : : p=(1 : : : r)m+21 : : : p;
where r 2f1; : : : ; k − 2g; p<r; k =mr + p+ 1 holds for all i 2; and
(3) the maximum length of path on SCC-semirestricted graph   sr and SCC-
restricted graph   re of the automaton is not greater than k − 2.
Proof. Suppose that A is k-testable. Lemma 2.5 implies the rst condition of the
theorem. The second condition of the theorem follows now from Lemma 2.6 for l=
k − 2.
By Theorem 1.8, the maximum length of SCC-semirestricted paths and of SCC-
restricted paths in 2-tuple graph    of k-testable automaton is not greater than k − 2.
So by Lemmas 2.1 and 2.2, the maximum length of path on SCC-semirestricted graph
and SCC-restricted graph is not greater than k − 2. The third condition of the theorem
holds.
Conversely, let us suppose that all three conditions of the theorem hold. By
Lemmas 2.5 and 2.6 from conditions (1) and (2) it follows that the transition semigroup
S of the automaton A satises all identities r of k-testability.
By Lemmas 2.1 and 2.2, the maximum length of SCC-semirestricted paths and of
SCC-restricted paths in 2-tuple graph    is not greater than k − 2. Therefore by
Lemma 1.10, the identity k implies the identity . Thus S is k-testable [17].
Lemma 2.8. For xed r0<k; let Pr0 be the set of all identities j from the basis of
identities of variety of k-testable semigroups (1) such that k>j>r0.
Then the identities Pr0 imply the identities r of (k + r0)-testability.
In case r0<(k + 1)=2; the identities Pr0 imply the identities r of (k + r0 − 1)-
testability as well.
Proof. Since k>r0, the identities k and k−1 of k-testability belong to Pr0 . They imply
the identities x2k−1 = x3k−1 and x2k−2 = x3k−3, respectively. Therefore, x2k−1 = x2k−2
and
xi= xi+1 = xi+j (4)
for any i>2k − 2 and any natural j.
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Identities r of (k+r0−1)-testability and of (k+r0)-testability for r>r0 are following
from the identities Pr0 . So let us consider the identities r only for r<r0.
There exists an integer l>0 such that r(l+ 1)>r0>rl.
Let us consider an identity r of (k + r0 − 1)-testability where 2r0<k + 1. From
rl<r0 and 2r0<k + 1 it follows that r(l+ 1)<k for any considered r.
The identity r may be presented in the following form:
Xm+1r Xp=X
m+2
r Xp; (5)
where Xi= x1 : : : xi, r>p, mr + p+ 1= k + r0 − 1. From k>r0 and r0>rl it follows
that m>l. Then Xm+1r Xp=(X
l+1
r )
m1+1Xp1r Xp for suitable nonnegative m1 and p1<l+1
such that (l+ 1)(m1 + 1) + p1 =m+ 1.
From r06r(l + 1) and r(l + 1)6k it follows that the identity r(l+1) of
k-testability belongs to Pr0 . Let us consider the identity (X
l+1
r )
m1+1Xp1r Xp=(X l+1r )
m1+2
Xp1r Xp of k 0-testability where k 0= r(l+1)m1+p1r+p−1=mr+p−1−lr= k+r0−rl.
In view of r0>rl, we have k 0>k, whence [17] the considered identity is a consequence
of identity r(l+1) from Pr0 . This and (4) imply
Xm+1r Xp=(X
l+1
r )
m1+1Xp1r Xp=(X
l+1
r )
m1+2Xp1r Xp=X
m+1+l+1
r Xp=X
m+2
r Xp:
So any identity r of (k + r0 − 1)-testability is a consequence of identities Pr0 for
r0<(k + 1)=2.
The second statement of the lemma is proved.
Let us go to (k+r0)-testability. The identity r of (k+r0)-testability is a consequence
of the identity r of (k + r0 − 1)-testability [17] and so the identity r of (k + r0)-
testability are following from identities Pr0 in case r(l+ 1)6k.
It remains to consider the identity r of (k + r0)-testability (5) only in case r(l +
1)>k. The word Xm+1r Xp we present in the form (X
l+1
r )
m1+1Xp1r Xp where p1<l+ 1.
So k + r0 = r(l+ 1)(m1 + 1) + p1r + p. Since r(l+ 1)>k, we have k + r0>m1k + k
and r0>m1k. From k>r0 it follows that m1 = 0.
We have Xm+1r Xp=X
l+1
r X
p1
r Xp. So m+1= l+1+p1 and p1 =m− l. Then p1r+
p=mr − lr + p= k − 1 + r0 − lr>k. The length of the word Xp1r Xp is not less then
k. On the other hand, it is left subword of the word X l+1r . Therefore we can use k
from Pr0 (and (4) as well):
Xm+1r Xp=X
l+1
r X
p1
r Xp=(X
l+1
r )
2Xp1r Xp=X
m+1+l+1
r Xp=X
m+2
r Xp:
So the identity r of (k + r0)-testability is following from identities Pr0 in case r(l+
1)>k too.
Lemma 2.9. The weighted l-tuple graph  l of an LDFA for l>3 is acyclic. The edges
of any cycle of weighted 3-tuple graph have weight 0.
Proof. Suppose that the node (p1; : : : ; pl)2 l belongs to a cycle. Then for some idem-
potent e from the transition semigroup S of the automaton we have (p1; : : : ; pl)e=
(p1; : : : ; pl). So pje= pj for each j6l. For some a2 S we have pja= pj+1 for each
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j<l. Then p3 = p1a2 = p1eaeae= p1eae= p1a= p2. Therefore the node (p1; : : : ; pl) has
only three components (l=3) and two last components of the node are equal. Hence,
the weight of all adjacent edges is equal to l− 3=0.
Lemma 2.10. If in 2-tuple graph    of an LDFA with state transition graph   there
exists an r-periodic path of length d+ r then j j>[d=r] + 3.
Proof. The existing of r-periodic path implies that for some node q of   and for some
elements ai of the transition semigroup of the automaton
q(a1 : : : ar)m+1a1 : : : ap 6= q(a1 : : : ar)m+2a1 : : : ap;
where r>p>0, d=mr + p. Denote a= a1 : : : ar . So qam+1 6= qam+2, whence for all
i6m+ 2 all nodes qai and q are distinct. This gives us at least m+ 3 distinct nodes
of the state transition graph.
So j j>m+ 3. Since d=mr + p, we have j j>[d=r] + 3.
Lemma 2.11. Let l>2 be a xed integer. Let k − 2 be the maximum of weight of
node in weighted i-tuple graphs  i of an LDFA for all i such that l>i>3.
Let r be an integer such that for state transition graph   of the automaton we
have r>(k − 1)=(l− 2) if l<j j and r>0 if l>j j.
Then the identity r of k-testability (1) is valid for transition semigroup S of the
automaton. On the other hand, S is not (k − 1)-testable.
Proof. In order to prove that S is not (k−1)-testable let us consider a path with the
beginning in a node of the weight k − 2 in some  i. So suppose (q1; : : : ; qi−1; qi)x=
(q2; : : : ; qi ; qi) where x corresponds our path. So we have x= x1 : : : xjxj for some x1; : : : ;
xjxj 2 S and q jx1 : : : xjxj= q j+1 for all j<i. Let p be the maximal integer such that
qi−1x1 : : : xp 6= qix1 : : : xp. Notice that p<jxj. By the denition of the weight of node,
k − 2= jxj(i − 3) + p. Then q1(x1 : : : xjxj)i−1x1 : : : xp 6= q1(x1 : : : xjxj)i−2x1 : : : xp and
(x1 : : : xjxj)i−1x1 : : : xp 6=(x1 : : : xjxj)i−2x1 : : : xp:
Since k − 1= jxj(i− 3) +p+1 the identity jxj of (k−1)-testability is not valid for S
and therefore S is not (k−1)-testable.
Conversely, consider now the identity r of k-testability for r>(k − 1)=(l− 2). Let
us assume that the identity r is not valid for S. Then for some a1; : : : ; ar 2 S, q2 
we have
q(a1 : : : ar)m+1a1 : : : ap 6= q(a1 : : : ar)m+2a1 : : : ap;
where k = rm+ p+ 1 and p<r. So rm+ p= k − 1.
Let us denote a= a1 : : : ar , b= a1 : : : ap. Consider the node (q; qa; : : : ; qam+2) from
 m+3. All components of the node are distinct. Now let us estimate the number of com-
ponents of the node. From r>(k − 1)=(l− 2) we have l−2>(k − 1)=r=(rm+ p)=r=
m+ p=r. So l− 2>m and l− 3>m.
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In case l>j j we have l− 3>m too (Lemma 2.10).
So the node (q; qa; : : : ; qam+2) belongs to  i where i6l. The weighted length of the
path from the node (q; qa; : : : ; qam+2) to the node (qa; qa2; : : : ; qam+2; qam+2) is not less
than rm+p= k − 1 in spite of the fact that the maximum of weight of node is equal
to k − 2. Contradiction.
So the identity r holds if either r>(k − 1)=(l− 2) or l>j j. In the last case the
identity r holds for every natural number r.
Lemma 2.12. Let k−2 be the maximum of length of path in the SCC-restricted graph
  re; in the SCC-semirestricted graph   sr and of weight of node in weighted 3-tuple
graph  3 of an LDFA with state transition graph   and transition semigroup S.
Then the automaton is precisely d-testable; where k6d62k − 1.
Proof. By Lemmas 2.1, 2.2 and 2.11, d>k. By Lemma 2.11 for l=3, the identity k
of k-testability is valid for S, whence by Lemma 1.10, the identity  of k-testability
holds in S.
Notice that the weight of an edge in 3-tuple graph  3 is 1 or 0, whence the weight
of node is equal to the length of some path between nodes with distinct components.
Let us consider now the identity r of (2k − 1)-testability. Suppose that the identity
is not valid for S and so for some q2  we have
q(a1 : : : ar)m+1a1 : : : ap 6= q(a1 : : : ar)m+2a1 : : : ap; (6)
where 2k − 1= rm + p + 1 and p<r. So k − 1= (rm+ p)=2. Denote by bi the left
subword of the word (a1 : : : ar)n of length i. It follows from the given inequality that
qbr(m+1)+p 6= qbr(m+2)+p.
Let us suppose rst that m is odd and let m+ 1=2t for some integer t. The node
(qb1+p; qb1+p+rt ; qb1+p+2rt) by (6) has distinct components. Let cj be right subword
of length j of the word b1+p. The node (qb1+p; qb1+p+rt ; qb1+p+2rt)crt−1 by (6) has
distinct components as well. In view of qb1+p+2t = qb1+p+3t we have (qb1+p; qb1+p+rt ;
qb1+p+2rt)crt =(qb1+p+rt ; qb1+p+2rt ; qb1+p+2rt). Therefore the weight of node (qb1+p;
qb1+p+rt ; qb1+p+2rt) is not less than rt − 1.
We have rt−1= r(m+ 1)=2−1= (mr + p)=2+(r−p)=2−1= k−1+(r − p)=2−1.
In view of r>p it is greater then k − 2-the maximum of the weight of node in  3,
contradiction.
It remains to consider the case of even m. Assume that m + 2=2t for an integer
t. Let us consider the weight of node (q; qbrt ; qb2rt). We have (q; qbrt ; qb2rt)brt =(qbrt ;
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qb2rt ; qb2rt) and the node (q; qbrt ; qb2rt)br(t−1)+p by (6) has distinct components. There-
fore the maximum of the weight of node is not less than r(t − 1) +p= r(m+ 2)=2−
r+p=(mr + p)=2+p=2= k−1+p=2. It is greater then k−2-maximum of the weight
of node, contradiction.
Hence, an arbitrary identity r of (2k − 1)-testability is valid for S and d6
2k − 1.
Lemma 2.13. Let l>3 be a xed integer. Let k − 2 be the maximum of length of
path in the SCC-restricted graph   re; in the SCC-semirestricted graph   sr and of
weight of node in weighted i-tuple graphs  i of an LDFA with state transition graph
  and transition semigroup S for all i such that l>i>3.
Then all identities j of (k+(k − 1)=(l− 2))-testability are valid for the transition
semigroup of the automaton.
The automaton is precisely d-testable where k6d6k + (k − 1)(l− 2).
Proof. Identities j of k-testability for all j>(k − 1)=(l− 2) are valid for S by
Lemma 2.11. We have l>3, whence (k − 1)=(l− 2)6(k − 1)=2 and for minimal
such j we have j<k=2. Therefore by Lemma 2.8, all identities  of (k + j − 1)-
testability are valid for S for all j>(k − 1)=(l− 2). Let us nd the minimal value of
k + j− 1. Notice that k + j− 1>k + (k − 1)=(l− 2)− 1 for any j. So all identities j
of (k+(k − 1)=(l− 2))-testability hold. By Lemma 1.10, the identity  of k-testability
holds in S too.
By Lemma 2.11, d>k, by Lemmas 2.1 and 2.2, d>r.
Theorem 2.14. Let k−2 be the maximum length of path in the SCC-restricted graph
  re; in the SCC-semirestricted graph   sr and of weight of node in i-tuple graph  i
of an LDFA for all i such that j j>i>3.
Then the automaton is precisely k-testable.
The proof follows from Lemmas 2.1 and 2.2 and, in view of j j>i, from Lemma
2.11.
Theorem 2.15. Let l>3 be the minimal integer satisfying condition 2l − 1>
(k − 1)=(l− 2). Let k−2 be the maximum of length of all paths in the SCC-restricted
graph   re; in the SCC-semirestricted graph   sr and of weight of node in i-tuple
graph  i of an LDFA over alphabet  for all i such that l>i>3.
Let k 0 be a minimal number such that the following equalities
r: (1   r)m+11   p=(1   r)m+21   p;
where r 2f1; : : : ; 2l− 1g; p<r; k 0=mr + p+ 1; are valid for all i 2.
Then the automaton is precisely d-testable where d= max(k 0; k) and l6
(j j+ 3)=(2).
Proof. By Lemmas 2.13 and 2.12, the identity  of k-testability is valid for the tran-
sition semigroup S of the automaton, on the other hand, S is not (k−1)-testable.
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The condition 2l − 1>(k − 1)=(l− 2) implies that according to Lemma 2.11, the
identities 2l; : : : ; k−1; k of k-testability are valid for S, whence the identities 2l;
: : : ; k ; : : : ; k′ of d-testability are valid for S. If the equalities r of k 0-testability for
r<2l are valid for S then, by Lemma 2.6, S satises all identities  of d-testability.
Since k 0 is a minimal such number for equalities , S is not (k 0 − 1)-testable. Thus S
is precisely d-testable.
Let us estimate l. The condition 2l − 1>(k − 1)=(l− 2) (k>1) is equivalent to
l>0:25(5 + (8k + 1)0:5).
Notice that the order k of local testability is not greater than (j j2−j j)=2+1 [18].
In case k =(j j2 − j j)=2 + 1 the automaton is precisely k-testable and the theorem
is true. So let us suppose that k6(j j2 − j j)=2. Let us consider this maximal value
of k. Then l>0:25(5+ (8(j j2−j j)=2+1)0:5) and l>(5 + 2j j − 1)=4= (j j+ 2)=2.
Hence l2f(j j+ 3)=2; (j j+ 2)=2g.
3. Algorithms
Our investigation will be based on existence linear depth-rst search algorithm nd-
ing all SCC of the given directed graph, linear depth-rst search algorithm nding all
nodes of the directed graph that are reachable from given node (reach given node), lin-
ear depth-rst search algorithm nding maximum length of path in the directed acyclic
graph.
One can found the algorithms in [1, 16] or [8].
Let us denote n= j jjj, where j j is a number of states of state transition graph
 ; jj is a order of alphabet . Suppose that the local testability of the automaton was
proved [6].
3.1. Auxiliary algorithms
Algorithm to verify the reachability on oriented graphs
For a given node q0, we consider depth-rst search from the node. First only q0
will be marked. Every edge is crossed two times. Given a node, the considered path
includes rst the ingoing edges and then the outgoing edges. After crossing an edge in
positive direction from the marked node q to the node r we mark r too. The process
is linear in number of edges (see [1, 5] for details).
The set of marked nodes forms a set of nodes that are reachable from q0. The
procedure may be repeated for any node.
The time of the algorithm is O(n2).
Linear algorithm to nd the maximum of weighted length of paths from xed node
to every node of a given set on oriented acyclic graph
Let q0 be a xed node. We associate to every node q a number w(q) with initial
state w(q)= 0.
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Consider depth-rst search such that every edge is crossed two times. Given a node,
the considered path includes rst the ingoing edges and then the outgoing edges. After
crossing an edge from the node q to the node r in positive direction we change the
number w(r). Let w be the weight of the edge. Then w(r) is a max(w(r); w(q) + w).
The nding numbers w(q) ends after crossing all edges in positive direction. The
nal value is the maximum of all w(q) where q belongs to a given set of nodes.
3.2. The subgraphs of   
The 2-tuple graph   : The node (p; q) where p; q2  will be included in the 2-
tuple graph    if p q. The edge  from the node (p; q) belongs to the graph    if
p q.
Step can be done in O(n2) time.
The SCC-restricted graph   re: We use the linear algorithm of nding all SCC
[16] on   and dene the relation .
The node (p; q) will be included in the SCC-restricted graph   re if p  q for p; q
2 . The edge (p; q)! (p; q) will be included in graph   re if p  p  q  q.
Step can be done in O(n2) time.
The SCC-semirestricted graph   sr: We use the linear algorithm of nding all SCC
on   and dene the relation .
Then we verify the reachability relation  on   (O(n2) time algorithm, (Section
3.1)).
Let graph  0 be obtained from graph   by excluding all edges p! q such that p 6 q.
Consider the direct product   0. We add to the obtained graph a state 0 such that
(p; q)! 0 i p 6< q. Then we mark all nodes (p; q) such that (p; q) 0 (O(n2) time
algorithm) and p q.
Next step: The nodes without mark are excluded from the graph together with the
corresponding edges.
The graph obtained on this way is the SCC-semirestricted graph   sr.
Step can be done in O(n2) time.
The acyclic 2-tuple graph   : The 2-tuple graph    must to be found (Section
3.2).
We use the linear algorithm of nding all SCC [16] on    and dene the relation
 on   .
Every class of the reexive closure of the relation is a preimage of one node from
acyclic 2-tuple graph   . The image of an edge is the same edge, loops and duplicate
edges must be excluded.
Step can be done in O(n2) time.
3.3. Bounds
We nd the SCC-semirestricted graph   sr, the SCC-restricted graph   re, the
acyclic 2-tuple graph    (Section 3.2) (O(n2) time algorithm) and maximum length
of path in these graphs. The maximum can be found by using linear depth-rst search
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algorithm nding maximum length of path in the directed acyclic graph (O(n2) time
algorithm).
Maximum length l − 2 of path in   re and   sr gives us a lower bound l on the
order of local testability (Lemmas 2.1 and 2.2).
Maximum length u − 2 of path in the acyclic 2-tuple graph    gives us an upper
bound u for the order of local testability (Lemma 1.4).
3.4. Checking conditions of k-testability from Theorem 2.7
The rst condition: We must verify that for every three nodes p; q; r from   and
every s2k−1 such that (ps; qs)<(q; r) we have qs= rs.
Let us x a node q from   and s2k−1. We add the node (q; q) to   . Suppose
that the node (ps; qs) belongs to    for some p from   and xed q and s. In this
case we add an edge from (q; q) to (ps; qs). The process is linear in n.
Then we use a linear algorithm of nding all nodes reachable from (q; q) in   
(Section 3.1). It needs O(n2) time algorithm. For every such node with rst component
q, we verify for its second component r the following condition: qs= rs. In the negative
case the automaton is not k-testable.
The process must be repeated for all q2  and s2k−1. It needs O(n2j jjjk−1)
time algorithm.
The total time of the algorithm is O(nk+1).
The second condition: The condition
q(1 : : : r)m+11 : : : p= q(1 : : : r)m+21 : : : p;
where r 2f1; : : : ; k − 1g; p= k − 1(mod r); m=(k −p− 1)=r, must be veried for all
i 2; q2 .
For given k and r, the integers m and p must to be found. The checking all q2 
and all vectors (1; : : : ; r) needs O(njjk−2) time.
The time of the algorithm is O(nk−1).
3.5. The subgraphs of  l and the weight of node
The weighted 3-tuple graph  3: The 2-tuple graph    (Section 3.2) must to be
found before. We check triples (p; q; r) from    . If (p; q) (q; r) in    then the
node (p; q; r) belongs to the 3-tuple graph  3. The O(n4) time algorithm for reachability
problem in    will be used (Section 3.1).
Then we add to the graph all the nodes (p; q; q) such that (p; q)2  . The edge
 : (p; q; r)! (p; q; r) will be included in graph  3 if both the nodes (p; q; r)
and (p; q; r) belong to the graph. Step can be done in O(n2) time.
So the total time of the algorithm is O(n4).
The weighted l-tuple graph  l for l>3: The (l − 1)-tuple graph  l−1 must to be
found before. First, let us use the algorithm for reachability problem in  l−1 (Section
3.1). Step can be done in O(n2l−2) time.
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Then we verify vectors (p1; : : : ; pl) where (p1; : : : ; pl−1)2 l−1, components of this
node are distinct and pl 2 . If (p1; : : : ; pl−1) (p2; : : : ; pl) on  l−1 then the node
(p1; : : : ; pl) belongs to the l-tuple graph  l. The edge  : (p1; : : : ; pl)! (p1; : : : ; pl)
will be included in graph  l if both the nodes belong to the graph. Step can be done
in O(nl) time.
The total time of the algorithm is O(n2l−2).
Maximum weight of node in l-tuple graph  l: For a given node (p2; : : : ; pl)2 l−1
we form a set of nodes (q; p2; : : : ; pl) from  l for all possible q. Then we add to the
graph  l a node a with edges of weight 0 from the node a to the nodes (q; p2; : : : ; pl)
from the set. Now, we use the linear algorithm of nding maximum of weighted length
of paths from the xed node a to every node on oriented graph (Section 3.1).
Maximum of weighted length of path from a to the node (p2; : : : ; pl; pl) is equal
to weight of the node a and so it is equal to the maximum weight of node of kind
(q; p2; : : : ; pl).
The time of the step for a given node a is O(nl). Then the step must be repeated
for all possible a. The number of the sets p2; : : : ; pl corresponding every node a is at
most (j jl−1). So the total time of the algorithm is O(n2l−1).
4. The order of local testability
4.1. Algorithm for the 2-testability problem
Suppose that the lower bound l for order of local testability is found before (Section
3.3). If l>2 then the answer is negative. We continue if l− 2=0.
So only the rst condition of 2-testability of Theorem 2.4 must to be checked. The
O(n3) time algorithm to verify rst condition of k-testability from Theorem 2.7 for
k =2 can be used for this aim (Section 3.4).
So we have O(n3) time algorithm.
4.2. Algorithm for the 3-testability problem
Suppose that the lower bound l for order of local testability is found before (Section
3.3). If l>3 then the automaton is not 3-testable and the answer is negative. We
continue if l=2 or 3.
Then we verify the conditions of k-testability from Theorem 2.7 for k =3. Checking
the rst condition of Theorem 2.7 needs O(n4) time algorithm (Section 3.4). Checking
the second condition of Theorem 2.7 needs O(n3) time algorithm (Section 3.4).
So the total time of the algorithm is O(n4).
4.3. Algorithm for the k-testability problem
Suppose that the lower bound l and the upper bound u for order of local testability
are found before (Section 3.3). If l>k or u<k then the automaton is not k-testable
and the answer is negative. We continue if l6k6u.
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Then we use algorithms verifying the conditions of k-testability from Theorem 2.7
(Section 3.4). The rst condition of Theorem 2.7 needs O(nk+1) time algorithm. Check-
ing the second condition of Theorem 2.7 needs O(nk−1) time algorithm.
So the order of algorithm is O(nk+1).
4.4. Computing the order of local testability
Suppose that the lower bound lb and the upper bound ub for order of local testability
are found before (Section 3.3). If lb = ub then the automaton is lb-testable. We continue
if lb 6= ub.
Let us suppose that j k>3. In opposite case   is 4-testable and we must check
only 2-testability and 3-testability (Sections 4.1 and 4.2).
In case that lb<3 we use the O(n3) time algorithm for 2-testability problem.
If the answer is not nal, let us go to the weighted l-tuple graph  l (Section 3.5).
On the rst step l=3 and then l is growing. Finding of weighted l-tuple graph  l can
be done in O(n2l−2) time. For given  l, we use O(n2l−1) time algorithm to nd the
maximum of weight of node in l-tuple graph  l (Section 3.5).
Let k − 2 be a maximal value of weighted length of path obtained on the graphs
 3; : : : ;  l. Then lb = max(k; lb) (Lemma 2.11). By Lemma 2.12 for l=3ub =
min(ub; 2k−1). By Lemma 2.13 for l>3ub =min(ub; (k+(k − 1)=(l− 2)). We modify
the bounds and continue if both the lower and the upper bounds are distinct.
If (k − 1)=(l− 2)>2l− 1 then the process must be repeated for l+ 1.
Else, in the case 2l−1>(k − 1)=(l− 2), the equalities r (3) for r62l−1 must be
checked. We begin from r=1. The rst considered value of k is the lower bound of
the order of local testability lb. If the equality is not true for given k then the equality
and remaining equalities are checked for new lb = k+1. By Theorem 2.15, the validity
of all equalities r for given r implies lb-testability and nishes the process.
Every word from 2l−1 must be checked not more than (j j2 − j j)=2 + 1 times,
whence the process can be done in O(j j3jj2l−1) time. Thus the total time of the
algorithm is O(n2l−1).
We have l6(j j+ 3)=2 (Theorem 2.15). Thus the upper bound 2l − 1 is equal to
j j+ 2.
So we have the O(nj j+2) time algorithm.
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