ABSTRACT Fourier-transform infrared spectroscopy is a method of choice for the experimental determination of protein secondary structure. Numerous approaches have been developed during the past 15 years. A critical parameter that has not been taken into account systematically is the selection of the wavenumbers used for building the mathematical models used for structure prediction. The high quality of the current Fourier-transform infrared spectrometers makes the absorbance at every single wavenumber a valid and almost noiseless type of information. We address here the question of the amount of independent information present in the infrared spectra of proteins for the prediction of the different secondary structure contents. It appears that, at most, the absorbance at three distinct frequencies of the spectra contain all the nonredundant information that can be related to one secondary structure content. The ascending stepwise method proposed here identifies the relevance of each wavenumber of the infrared spectrum for the prediction of a given secondary structure and yields a particularly simple method for computing the secondary structure content. Using the 50-protein database built beforehand to contain as little fold redundancy as possible, the standard error of prediction in cross-validation is 5.5% for the a-helix, 6.6% for the b-sheet, and 3.4% for the b-turn.
INTRODUCTION
Since 1986, a large number of methods to estimate protein secondary structure content via the analysis of Fourier transform infrared (FTIR) spectra have been reported. Curve fitting was originally used and an example of such an analysis is that published by Byler and Susi (1) , in which protein amide I bands were analyzed by fitting with a series of Gaussian curves. The success reported in the original article was spectacular: the root mean-square (RMS) errors for a-helix and b-sheet were on the order of ;2.5%. The curvefitting method compensates for band-position variation among a same-secondary structure assignment by assigning all component bands found in a given region of the spectrum to a particular structure. Used with Fourier self-deconvolution, this method can be highly effective when applied by one experienced in its use (1) (2) (3) (4) (5) . Yet, curve fitting requires a series of subjective decisions that can dramatically affect both the results and the interpretation (5-7). Furthermore, curve fitting has a tendency to overestimate the b-sheet content of primarily helical proteins, and routinely finds 15-20% b-sheet content for proteins that actually have none (1, 4, (8) (9) (10) . Multivariate statistical analysis methods have proven to be an alternative powerful tool for the analysis of protein spectra, e.g., factor analysis (11) (12) (13) (14) (15) , singular value decomposition (16) , more sophisticated approaches such as the holistic approach developed in Vedantham et al. (17) , multiple neural network in Hering et al. (18, 19) , Severcan et al. (20) , and again Hering et al. (21) , or the enhanced prediction of secondary structure obtained by combining curve analysis and hydrogen/deuterium exchange (22) , curve analysis and isotope editing (23) , or curve analysis and temperature (24) . Both transmission (25, 26) and attenuated total reflectance (ATR) FTIR spectroscopy (27) have been reviewed extensively.
A critical parameter that has not been taken into account systematically, except for genetic algorithms (28, 29) and the local regression method of interval partial least-squares (30) , is the selection of the wavenumbers used for building models. Including large wavenumber ranges involves frequencies that are not correlated with the particular secondary structure to be estimated. This results in a degradation of the prediction accuracy. Discussion is still current about the interest of the various regions of the spectrum for the determination of the secondary structure content (17) and computation of spectra might shed some new light on this problem in the near future (31) . Today, the high quality of the FTIR spectrometers makes the absorbance at every single wavenumber a valid and almost noiseless type of information. In this study, we address the question of wavenumber selection and of the amount of the independent information present in the infrared spectra of proteins for the prediction of the different secondary structure contents. It appears that, at most, the absorbance at three distinct frequencies contain all the nonredundant information that can be related to one secondary structure content. Addition of more spectral data points is useless or even degrades the prediction quality. Interestingly, the ascending stepwise method proposed here identifies the relevance of every wavenumber in the infrared (IR) spectrum for the prediction of a given secondary structure and yields a particularly simple method for computing the secondary structure content, since a linear equation that contains the absorbance at three frequencies yields the best predictions.
We have previously built a protein database that covers as well as possible the a/b secondary structure space, the fold space as described by class, architecture, topology, and homology (CATH) classification of proteins (32) , as well as other structural features such as helix length and number of chains in a sheet. We identified 50 commercially available proteins that can be obtained with sufficient purity and for which we assessed the quality of the crystal-derived structure (33) . We used this rationally built database for this study.
MATERIALS AND METHODS
The set of reference proteins used for this study is an optimized basis set that is described in another article (33) . It represents a wide range of helix and sheet fractional content values as well as 60 different protein domain folds. The final selection was based on other criteria including available purity as checked by densitometry of SDS-PAGE analyses, crystal structure quality, nonprotein contaminants, sufficient solubility, and stability. The final set of 50 proteins fully spans several different conformational spaces as described by CATH (34, 35) , fractional content in the different secondary structures, and has distributions of structures that reflect the natural abundances found in the Protein DataBank (PDB). The 50 proteins used (sorted by helix content as in Fig. 1 ) are listed in the Appendix.
Protein secondary structure evaluation from DSSP output
The secondary structures of the 50 proteins used here were determined with the DSSP program (36) and have been listed elsewhere (33) . There are eight assignments made by DSSP. Six are familiar to protein chemists: a-helix (denoted by H), 3 10 helix (G), p-helix (I), b-sheet (E), turn (T), and unassigned structure (indicated by a blank space in the DSSP program output). Unassigned structure has been referred to by many names, such as irregular, other, disordered, random, or coil. Because of their low frequency, p-helices were not considered in this study. The small range of variation found for the 3 10 helices also prevents statistically meaningful results to be obtained on the present set of proteins even though they are characterized by specific IR features (37) .
Spectroscopic data collection and processing
All protein preparations were desalted by dialysis or size-exclusion chromatography. Attenuated total reflection infrared (ATR-FTIR) spectra were obtained on a Bruker IFS55 FTIR spectrophotometer (Bruker, Ettlingen, Germany) equipped with a MCT detector (broadband 120,000-420 cm ÿ1 , liquid N 2 cooled, 24 h hold time) at a resolution of 2 cm ÿ1 with an aperture of 3.5 mm and acquired in the double-sided, forward-backward mode. The spectrometer was placed on vibration-absorbing sorbothane mounts (Edmund Industrial Optics, Barrington, NJ). Two levels of zero filling of the interferogram before Fourier transform allowed encoding the data every 1 cm ÿ1 . The spectrometer was continuously purged with dry air (Model 75-62, Whatman, Haverhill, MA). For better stability, the purging of the spectrometer optic compartment (50 l/min) and of the sample compartment (100 l/min) were dissociated and controlled independently by flowmeters (Fisher Bioblock Scientific, Illkirch, France). The internal reflection element was a 52 3 20 3 2 mm trapezoidal germanium ATR plate (ACM, Villiers St. Frédéric, France) with an aperture angle of 45°yielding 25 internal reflections. The germanium crystals were washed in Superdecontamine (Intersciences, Brussels, Belgium), a lab detergent solution at pH 13, rinsed with distilled water, washed with methanol, then with chloroform and finally placed for 2 min in a plasma cleaner PDC23G (Harrick, Ossining, NY) working under reduced air pressure. Measurements were carried out at room temperature. Thin films were obtained by slowly evaporating a sample solution containing 100 mg of protein on one side of the ATR plate under a stream of nitrogen. The contribution of water vapor from infrared spectra was subtracted using a scaling factor determined from the integrated absorbance of the 1717 or 1772 cm ÿ1 bands.
FIGURE 1 ATR-FTIR spectra of a series of 50 proteins sorted in order of increasing a-helix content. A baseline drawn between the spectra data points at 1700 and 1500 cm ÿ1 has been subtracted. The spectra have been rescaled to the same area below the amide I-II region as described in Materials and Methods. The arrow indicates the wavenumber of the tyrosine sidechain contribution (1516 cm ÿ1 ).
Analysis methods
All the data processing was performed with a homemade software running under the MatLab 7.1 environment (The MathWorks, Natick, MA).
Linear regression models-cross-validation
In an attempt to build a model describing the secondary structure content, we used the absorbance values at selected frequencies. The simplest model relates the absorbance at one wavenumber to one secondary structure content. For the sake of simplicity, we consider the helix content in the following description. The model used is linear in the absorbance A j , wi where j is the spectrum number and w i the wavenumber. Here, A represents the absorbance of the rescaled spectra (see below). The model includes a constant, a 1 , and a proportionality factor (a 2 ). At any given wavenumber w i , the helix fractional content f helix j is tentatively related to the absorbance A j,wi by f helix j ¼ a 1 1 a 2 A j,wi . For all the spectra, this can be written as
which can be easily solved for the best constants a k (with k ¼ 1,2) in the least-square sense. For identifying the best wavenumber, cross-validation was carried out. For this purpose, each spectrum was removed in turn from the database, a model was built from the remaining spectra, and the helical content corresponding to the spectrum was predicted yielding a predicted concentration f helix j . This procedure was repeated for all the spectra in the series. In turn, Eq. 1 containing 49 spectra was solved 50 times, yielding 50 sets of constants a 1 and a 2 that were used for predicting the helix content for the protein whose spectrum was removed. The standard deviation of the difference between the predicted values f helix j and the real f refhelix j values (j ¼ 1-50) was used to evaluate the quality of the model at wavenumber w i .
The whole cross-validation procedure was then repeated for every wavenumber w i of the spectra from 4000 to 800 cm ÿ1 by steps of 1 cm ÿ1 . The wavenumber with the smallest standard deviation was retained for further building of a more accurate model containing a second absorbance value in an ascending stepwise manner. The first selected wavenumber is called w 1 below.
Ascending stepwise model building
For the ascending stepwise building of the model, the best wavenumber w 1 selected in the cross-validation process described above was retained in the model and a second one was added as described in Eq. 2 for the a-helix content model:
As described before, the cross-validation procedure was used, the constants a 1 -a 3 were obtained and used to predict the secondary structure f helix j from Eq. 2. The standard deviation of the difference between the predicted values f helix j and the reference f refhelix j values (j ¼ 1-50) was used to evaluate the quality of the new model. The cross-validation procedure was repeated for every wavenumber w i of the spectra. The wavenumber with the smallest standard deviation was retained. At this stage, the model contained two frequencies of w 1 and w 2 .
The entire procedure was repeated up to eight times in this study, defining the eight best frequencies for the description of a secondary structure.
Finally, the analysis was repeated for all the secondary structures considered.
Quadratic models in the absorbance
To take into account potential nonlinearities, we also investigated models linear in the absorbance A j, wi and the square of the absorbance A 2 j;wi , where j is the spectrum number and w i the wavenumber. The one-wavenumber model now includes a constant, a 1 , and two proportionality factors (a 2 and a 3 ), one for the absorbance and one for the square of the absorbance. For the a-helix content, this one-wavenumber (w i ) model can be written
It can be easily solved for the best constants a k (k ¼ 1-3) in the least-square sense. Cross-validation was performed as described before. The whole crossvalidation procedure was then repeated for every wavenumber w i of the spectra (every 1 cm ÿ1 ). The wavenumber with the smallest standard deviation was retained for further building of a more accurate model containing a second absorbance value in an ascending stepwise manner. For the ascending stepwise building of the model, the best wavenumber w 1 selected in the cross-validation process described above was retained in the model and a second one was added. The same procedure was repeated up to eight times in this study, defining the eight best frequencies for the description of a secondary structure.
Normalization
Two types of normalizations were performed in this work:
1. Area normalization consisted in rescaling the spectra so that the area between the spectra and the baseline drawn between the spectrum point at 1700 and 1500 cm ÿ1 was 10,000.
2. Point normalization consisted in dividing the spectrum by the absorbance at one wavenumber.
In this work, the spectra were normalized in turn by the absorbance at each wavenumber (every 1 cm ÿ1 ) and the whole process of cross-validation described above restarted. The normalization wavenumber yielding the lowest standard deviation was determined for each secondary structure.
Synchronous map
Generalized two-dimensional correlation spectra were calculated according to Noda (38, 39) . The validity of unexpected cross-peak such as the correlation between 1655 cm ÿ1 and 2950 cm ÿ1 was verified as described by Buchet et al. (40) .
RESULTS AND DISCUSSION
The ATR-FTIR spectra of the 50 proteins of the database described in Materials and Methods (see also Appendix) are presented in Fig. 1 . Spectra have been scaled to an identical area under amides I and II (1700-1500 cm ÿ1 ) and a linear baseline subtracted between these two frequencies. Even though the spectra are sorted for increasing a-helix content, the maximum of amide I appears to be shifted toward ;1655 cm ÿ1 as the a-helix content increases in a quite complex manner. This figure illustrates the complexity of the band shape-structure relationship. Protein #5 is notably out of the general pattern as it is neither helical nor sheet but fully disordered. The shoulder of variable intensity at 1516 cm ÿ1 can be safely assigned to tyrosine. The side-chain contribution to the IR spectrum is a key issue and will be discussed later in this article.
Correlations
How much independent information is present in the spectra is an important question. Fig. 2 A reports the correlations existing in the 3600-2800 1 1800-1000 cm ÿ1 regions of the spectrum. Spectra have been normalized on the 1700-1600 cm ÿ1 amide I-II region as described in Materials and Methods. The two arrows in Fig. 2 to amides A and B. The distinct correlation found at 2950 cm ÿ1 in the C-H stretching region remains unexplained. The details of the correlations existing in the amide I-II region appear in Fig. 2 B. Fig. 2 B indicates that numerous correlations exist in the amide I-II region, indicating the presence of redundant information. The most obvious correlations are labeled on the figure and are in line with previous assignments for the different secondary structure contributions in the amide I-II range of the infrared spectrum (e.g., (5)). Two bands, 1655 and 1545, can be assigned to the a-helix structure, and the 1630 and 1530 cm ÿ1 bands can be assigned to the b-sheet structure. Off-diagonal contributions distinctly show the high wavenumber contribution of the b-sheet at 1690 cm ÿ1 . The negative sign of the correlation also explicitly indicates that the a-helix and b-sheet are mutually exclusive. This can be easily rationalized, as the sum of both was found to be roughly constant in the database (33) . Two correlations bands (1570/1640 and 1585/1635 cm ÿ1 ) remain unassigned. The well-known relation between amino acid composition and secondary structure could imprint its mark on the correlation plot in infrared spectroscopy. Overall, the large number of correlations revealed in this study indicates a large degree of redundancy in the different regions of the spectra.
Secondary structure prediction Fig. 3 A reports the series of 50 spectra present in the database. Fig. 3 C reports the standard deviation for the prediction (called here the standard error of prediction) of the a-helix content for a model including the absorbance at a single wavenumber as a function of the selected wavenumber. This result has been obtained after cross-validation, as explained in Materials and Methods. This figure reveals the capability of the absorbance at every wavenumber (every 1 cm ÿ1 here)
to predict the a-helix content according to a simple model described in Eq. 1. It also reveals that, beside the amide I region of the spectra usually used for this purpose, the absorbance in the amide A, B, and more definitively amide III regions are strongly correlated with the a-helix content, as was recently reported in Surewicz and Mantsch (41) . In line with the results reported in Fig. 2, Fig. 3 C indicates that the best wavenumber to use to predict the a-helix content is 1545 cm ÿ1 -which is, surprisingly, in the amide II range. It is positively correlated with the well-known 1655 cm ÿ1 helix band ( Fig. 2 B) , but better correlated than the latter with the a-helix content. It has long been recognized that the amide II band is conformationally sensitive. However, the dependence of the amide II band shape on secondary structure is complex, so it has not been considered systematically for quantitative analyses. This finding is also in agreement with the recent article by Oberg et al. (42), suggesting for the first time that the amide II band could be used alone for protein a-helix content determination. When using this single wavenumber, the standard deviation drops from 22%; i.e., the standard deviation of the helix content in the whole database drops to 7.4%. When this wavenumber is permanently kept in the model while another one is added according to Eq. 2, a more elaborated and accurate model is built. The resulting standard error of prediction appears in Fig. 3 B. This curve reveals that, once the 1545 cm ÿ1 wavenumber is incorporated in the model, the addition of a second wavenumber brings much less improvement. Importantly, most of the information initially present in the amide A, B, and amide III region is now largely irrelevant, because it is redundant with the 1545 cm ÿ1 information. This could be expected from the correlation map drawn in Fig. 2 . The only exception is the band near 1400 cm ÿ1 whose contribution is now the largest, but roughly similar to the additional information still contained in the amide II at 1563 cm ÿ1 and in the amide I at 1655 cm ÿ1 . Because the 1400 cm ÿ1 band information is itself largely redundant with the 1655 cm ÿ1 information, we shall consider only the amide I and II regions in the rest of this article since the other ones are typically difficult to use in the presence of other molecules (buffer, lipids, etc.). The stepwise procedure presented here allows the monitoring of the quality of the model as more wavenumbers are added in the model. Fig. 4 , A and C, demonstrates in the case of the a-helix that in the cross-validation mode, the first wavenumber contains most of the information useful for the prediction of the a-helix content. The standard error of prediction is 6.6 and 5.9%, respectively, for a two-wavenumber and a threewavenumber linear model. Importantly, Fig. 4 clearly indicates that, at most, three wavenumbers contain all the nonredundant information since addition of more wavenumbers does not improve the prediction any further. Interestingly, Fig. 4 , B and D, also indicates that addition of quadratic terms (Eq. 3) does not significantly improve the prediction (at most by 0.1%). This is also the case for the other structures (not shown). This result demonstrates that no large nonlinearity is present in the ATR spectra. A different result was obtained for circular dichroism spectroscopy (43) .
Although there are no more than three wavenumbers that contain useful independent information for one secondary structure, Fig. 5 shows that a different set of three wavenumbers is absolutely required for each individual secondary structure. The best wavenumber for prediction is found at 1545 cm ÿ1 for the a-helix, 1656 cm ÿ1 for the b-sheet, 1677 cm ÿ1 for the b-turn, and 1544 cm ÿ1 for the random structure. Amazingly, the b-sheet sheet content is best described by the absorbance at 1656 cm ÿ1 , a wavenumber assigned to a-helix structures. In fact, this band is negatively correlated with the b-sheet contribution at 1630 cm ÿ1 (Fig.  2 B) . In turn, the similarity between the a-helix and b-sheet profiles (Fig. 5 ) might be understood in view of the strong (negative) correlation existing between the content of the two structures (Fig. 2) . In other words, determining one of them brings a good prediction for the other. This is graphically illustrated in the Supplementary Material. As discussed earlier, this property is also a general property of the structure distribution in the PDB (33) . At the opposite, the prediction error profiles of the b-turn and random structures reported in Fig. 5 have very distinct and unique features. The standard errors of prediction are reported in Table 1 for threewavenumber linear and quadratic models. It can be observed that the quadratic models are doing only slightly better. . A linear baseline has been drawn between the spectrum data points at 1700 and 1600 cm ÿ1 and subtracted. The area of every spectrum was rescaled to an arbitrary value of 10,000.
Considering the fact that for models including three wavenumbers, the quadratic ones contain seven constants instead of three for the linear models, this improvement was considered here as not significant. The results for the 50 proteins are reported in Fig. 6 for the three frequency linear models. The corresponding equations are reported in Table 1 (see  also Table 2 ). It can be observed that the systematic overevaluation of the b-sheet content for mainly helical proteins described earlier (see Introduction) does not occur here.
Unlike some experiments such as IR laser experiments, in which only a few wavenumbers can be monitored (e.g., (44) ), the present work brings a potentially very useful method to evaluate secondary structures. It should be emphasized that as far as a single wavenumber is concerned, all the secondary structure information content appears on Fig. 5 . If the user wants to force the model to start with a preset wavenumber, the present approach can be used to determine the next-best wavenumbers to monitor. For instance, when the a-helix is tested at 1630 cm ÿ1 , the prediction is not good (standard error of prediction ¼ 15%). Letting the ascending stepwise method search for the next best wavenumber largely restores the quality of the prediction. In this particular case, forcing FIGURE 5 Plot of the standard deviation evolution as a function of the wavenumber included in a onewavenumber linear model (Eq. 1). For the clarity of the figure, the curves have been rescaled and offset. The arrows point to the best frequencies identified for each spectrum. RMS, standard deviation of the structure distribution in the whole database. Cross-valid lin 1 , standard deviation of the predicted-actual structure content; 50 linear models were built with the cross-validation procedure. Cross-valid lin 2 , the same as the previous column, but only the closest 25 spectra (Euclidian distance) were included in the every model. Cross-valid quad 3 , standard deviation of the predicted-actual structure content (50 quadratic models were built with the cross-validation procedure). Direct valid, standard deviation of the prediction compared with the actual structure content; one linear model was built including all 50 proteins (only one model including the 50 proteins was built). Frequencies in model, the best three frequencies in the linear model. Model, the equation yielding the secondary structure content in percentage corresponding to the Direct valid column. The equations report the constants found in direct mode since, in cross-validation mode, there are as many equations as there are spectra in the database. Note that the best value for the linear model between Tables 1 and 2 is in boldface type. the model to start with 1630 cm ÿ1 results in the selection of 1656 and 1611 cm ÿ1 as the second and third wavenumber introduced, with a standard error of prediction of 6.3% for the a-helix structure in cross-validation mode-not dramatically far from the best result reported in Table 1 (5.5%). Another related question is how best we can predict all secondary structures using only one set of wavenumbers. If the criterion is to minimize the average standard error of prediction over the different secondary structures, it is possible to develop a model using the same wavenumbers for all the structures (Table 3) . It can be observed that even though the results are not exactly as good as these generated by the best individual models, the predictions are fairly good and could be used for structural studies. In the course of this FIGURE 6 Predicted versus actual secondary structure content. Predictions were obtained in cross-validation, using the best three wavenumbers determined and according to the simple expression reported in Table 1 . The numbers refer to the protein number code (see Appendix). The lines represent a linear fit and the limits set by 61 SD. For legend, see Table 1 . The spectra were normalized here so that the absorbance at the wavenumber indicated in the column Norm frequency is 1. The normalization frequencies were optimized for the linear model (Cross-valid lin 1 ) but not for the quadratic model (Cross-valid quad 3 ). Note that the best values for the linear models for each structure between Tables 1 and 2 are in boldface type. investigation, we showed that adding more than three wavenumbers to the model does not improve its quality for any of the secondary structures considered (data not shown).
Database subset selection
It has been reported previously that better evaluations of secondary structure contents may be obtained if the training set is restricted to spectra presenting a high similarity with the tested spectrum. To test this possibility, we repeated the whole analysis described so far but restricting the training set to the 25 closest spectra as measured by the Euclidian distance. The results are reported in Table 1 . Some improvement was obtained for the a-helix and b-sheet structures. At the opposite, the prediction was degraded for the other structures. Selecting smaller or larger subsets for the training did not bring any further improvement (not shown).
Derivatives and baselines
The preprocessings to be applied to the spectra remains a question for the spectroscopist. The ascending stepwise procedure was applied to first derivatives of the spectra. The results in terms of prediction accuracy are exactly the same as these presented here. Furthermore, when a baseline joining points of the spectra every 10 cm ÿ1 was drawn and subtracted, again the accuracy of the secondary structure prediction was found to be the same (within 0.1%). These two results (not shown) indicate that there is no room for further baseline-related improvement.
Point normalization
In place of the area normalization of the spectra, it might be tempting to rescale the spectra so that the absorbance at a given wavelength is equal, as recently suggested for CD spectra (43) . Such a procedure is even simpler than the previous one (area normalization) and potentially eliminates scaling artifacts due to spurious absorbances, in particular because of side-chain contributions in the amide I-II region or other artifacts. To test this possibility we reproduced the entire cross-validation procedure for spectra rescaled every 1 cm . All wavenumbers (every cm ÿ1 ) were used for normalization in turn and the whole process described above restarted. Results are reported in Table 1 . For the a-helix, the best normalization wavenumber was found at 1641 cm ÿ1 but the standard error of prediction was 6.9% instead of 5.9% for area normalization. For the b-sheet, the best normalization wavenumber was found at 1653 cm ÿ1 and the standard deviation for the prediction fell at 6.4%; i.e., a significant improvement over the area normalization reported in Table 1 (7.3%). This result suggests that different spectral preprocessing must be applied to obtain the best predictions.
Size of the protein database
The accuracy obtained in cross-validation (Table 1) is not as good as for some early works (e.g., (1)). The reason for this is that the protein database used here has been built to avoid redundant structures and to be as representative as possible of the diversity of the folds that have been described in crystallized proteins (33) . In turn, unique structures are more frequent. We could easily decrease the standard error of prediction from 5.9% for the a-helix content to 4.2% by selecting a subset of 40 proteins, but the standard error of prediction for the removed protein then increases to 9.7% (not shown). Such an improvement is therefore not desirable, and this result emphasizes the importance of the selection of the protein present in the database. Including unique structures obviously increases the cross-validation standard error of prediction but also increases the capability of the database to describe an unknown protein, in agreement with previous observations on the generalization problem (20) .
Side chains
The contribution of the side chains to the spectrum of each protein in the amide I-II region of the IR spectrum was computed and scaled as described previously (45, 46) . To achieve this result, our software read the PDB files corresponding to each protein and extracted the secondary structure and the amino acid composition. The individual contributions of every side chain was rebuilt according to the data available in the literature (47-50) reviewed in Goormaghtigh et al. (51) and For legend, see Table 1 . A linear model was used for either direct or cross-validations. The standard error of prediction has been minimized for the four structures together, yielding the same three wavenumbers for all the models.
Barth and Zscherp (52) . To illustrate the variability of the side-chain contributions, the side-chain contributions for the 50 proteins were overlaid (see Supplementary Material). Even though these contributions usually represent ,10% of the amide area, the overlay of the spectra indicates that the individual contributions can be significantly different in shape, due to differences in amino acid composition. Such corrections have been found to be necessary for the correct evaluation of the amide II band area in 1 H/ 2 H exchange kinetic experiments (53) (54) (55) (56) (57) (58) (59) (60) (61) . It must be stressed that the side-chain contributions reported correspond to protein in solution. Yet, we could observe in several 1 H/ 2 H exchange kinetic experiments (53-61) that the reported contributions match the experimental spectra features revealed either by Fourier selfdeconvolution or by the exchange process. In the present case, our investigation shows that subtraction of the side-chain contributions slightly degrades the prediction for all secondary structure types (not shown). This result can be rationalized if we think about the various sources of errors that cannot be avoided in the process of side-chain contribution building and subtraction. Such errors appear to be too large in front of the sensitivity required for secondary structure determination, but small when only the area of the amide II band must be evaluated in 1 H/ 2 H exchange kinetic experiments.
Protein film versus protein solution
It is generally accepted that infrared spectra of proteins in films and in solution may display distinct differences, even though both systems are widely used. These differences appear to be due to the presence or absence of the water of buffer molecules that imprint their mark on the spectra. Yet, a number of experimental evidences indicate that studying the structure of proteins and lipids on thin film by ATR is a valid approach: These evidences include measurements on both systems of enzyme activity, effect of pH and protein conformation based on amide band shapes, and hydrogen/deuterium kinetics. These evidences have been extensively reviewed in Goormaghtigh et al. (27) . For this work we have attempted to validate the approach described here on the same set of proteins in aqueous solution. We found that the structural information content is the same in films and in solution, i.e., the prediction we obtain with three wavenumbers is of the same quality (same error of prediction within ,1%) for both systems even though the spectral shape is slightly different. In turn, a model specific for the second situation must be built for optimal prediction.
CONCLUSIONS
The stepwise approach described here has the advantage of helping the understanding of the correlation between the various IR frequencies and the secondary structures, as the relevant wavenumber regions are clearly visible. This work also clearly demonstrates that, among the 3201 frequencies tested here (from 4000 to 800 by steps of 1 cm ÿ1 ), only three frequencies contain all the information that is available to predict the secondary structure of the proteins. Once these three frequencies are included in a simple linear model, none of the other data points of the IR spectrum contains any additional useful information for the prediction of the secondary structures. This approach avoids forcing less-well correlated frequencies to be introduced in the model. It could be argued that the partial least-squares approach should be more robust than the one currently used. Yet, the high quality of the spectra available now makes it possible to use only a few single points of the spectrum for the analysis.
Interestingly, the optimal preprocessings are found to be different for the different secondary structures. Similarly, the optimal frequencies used are specific for every secondary type. This indicates that although no more than three wavenumbers are significant for one secondary structure, the information is distinct for the different secondary structure types, notwithstanding the large degree of correlation that may exist between some of them. 
APPENDIX

