This paper presents an empirical study of affine invariant feature detectors to perform matching on video sequences of people with non-rigid surface deformation. Recent advances in feature detection and wide baseline matching have focused on static scenes. Video frames of human movement captures highly non-rigid deformation such as loose hair, cloth creases, skin stretching and free flowing clothing. This study evaluates the performance of three widely used feature detectors for sparse temporal correspondence on single view and multiple view video sequences. Quantitative evaluation is performed of both the number of features detected and their temporal matching against and without ground truth correspondences. Recall-accuracy analysis of feature matching is reported for temporal correspondence on single view and multiple view sequences of people with variation in clothing and movement. This analysis identifies that existing feature detection and matching algorithms are unreliable for fast movement with common clothing. For patterned clothing techniques such as SIFT produce reliable correspondence.
Introduction
As identified by Lowe [12] , object feature matching between images represents a fundamental problem in object and scene recognition in the fields of computer vision and graphics. The primary focus of this work, is to investigate the consistency of features obtained from real time capture of human motion. Therefore, identifying appropriate features, such as corners, edges and creases is important. Wide baseline correspondence detection for static and dynamic scenes has been demonstrated using multi-scale affine invariant feature detectors such as SIFT [12] . Recent research in temporal correspondence for non-rigid sequence of people has also employed SIFT for feature detection [2, 5, 16] . However, only limited quantitative evaluation of feature detection and temporal matching has been performed with prior knowledge of scene structure. This paper does not purport to investigate the properties of feature descriptors or how best to compute them. There are numerous publications that comprehensively review the virtues of such feature detectors, namely by Lowe [12] , Mikolajczyk & Schmid [13] , Mikolajczyk et. al. [14] , Li & Allinson [11] and Tuytelaars & Mikolajczyk [19] . However these studies are limited to the consideration of rigid scenes. In this work, we evaluate the performances of a range of detectors for multiple view video of non-rigid scenes of moving people.
As reported in [12] , the number of feature descriptors that can be extracted in an image is in the order of thousands. This is especially true for images with a lot of texture and fine/coarse structure. This is also true for surface correspondence of people reconstructed from multiple view video [17, 18] .
The examples shown in Figure 1 (a)-(d) highlight the variation in number of features detected for three people with a variety of common clothing. In these images the number of features varies from around 200 keypoints for a person with uniform monochromatic clothing to over 1300 keypoints for someone with fully textured patterned clothing. Except for textured clothing, a lot of features arise from creases in clothing. There is an inherent ambiguity in matching edge features along the direction of the edge and a keypoint detector may locate the salient point at different positions along the edge across viewpoints and over time as long as the point is within view. The centre of the yellow circles plotted on each example in Figure 1 (a)-(d) reflect the location of each feature and the size of the circle represents the scale at which the extrema of the feature has been detected.
The problem remains to determine the best method to achieve an optimised 3D surface feature matching between consecutive video frames over a sequence and across multiple viewpoints. Accurate and efficient feature matching between frames is important to avoid drift in tracking the non-rigid object movement over time. It is important to note that occlusion boundaries (outline of the body or self occlusion) cannot be matched across viewpoints or across time. Previous evaluation of feature matching for static or dynamic scenes reported in [11, 13, 14, 19] use visual markers, to identify ground truth correspondence for comparison of feature detectors. However, for sequence of people wearing loose clothing, insertion of visual markers is difficult without affecting the natural movement. In this paper, we conduct an evaluation of feature detection and matching performance for highly nonrigid sequences of people with loose clothing. Ground truth evaluation of the feature detectors is achieved by manually marking correspondences in the captured video sequences. This allows evaluation of performance for natural clothing and movement without imposing any additional physical constraints.
This paper is organised in the following manner: Section 2 provides an overview of research conducted in the area of feature matching for wide baseline stereoscopic video sequences and in the field of graphics and visualisation. We include a brief description and parameters used (giving best possible detection and matching) of three main feature detectors in Section 3. This is followed by some results on unconstrained feature matching in Section 4. The proposed method to verify the consistencies of a pair of real time feature matches is described in Section 5. Also in Section 5 is the comparative analysis between feature detectors against manually labelled ground truth correspondences. Concluding remarks and possible future research directions are presented in Section 6.
Related Research
In recent years a significant amount of work has been conducted in shape-from-silhouettes [18] . The 3D shape is reconstructed from multiple view object silhouettes segmented from the background [17] . The benefit of using such a method is the possibility of reconstructing a three dimensional volume of an arbitrary moving subject. This has added realism when the subject is shown to be moving in time, as it would be in the original captured video sequence. Although the reconstructed surface is smooth and captures the non-rigid nature of the subject, three dimensional reconstruction of the local geometry of the surface representing 3D textured regions of the subject is a known problem [2] . This is particularly due to lack of information of the 3D surface correspondences.
Numerous methods have been employed by researchers to obtain surface correspondences, which will aid in a more realistic reconstruction of the subject and track the movement in the video sequence. Some of the popular methods used are SIFT [12] , SURF [4] and the Scale Saliency algorithm [9] , although these methods are not directly used for reconstruction purposes. For example, Aguiar et. al. [5] used the SIFT [12] method to extract 3D surface correspondences from multiple view video sequences. Matching correspondences between video frames are then used to constrain the Laplacian deformation of the mesh. Though no numerical values were given, they report accurate correspondence matching results. As suggested by Aguiar et. al. [5] , homogeneous surface regions tend to limit the SIFT method, hence their proposal of an additional silhouette based constraint. Inline with the work conducted in [5] , Ahmed et. al. [2] used the SIFT [12] algorithm to extract the surface correspondences from the 3D object mesh reconstructed using a shape-from-silhouette method. The extracted feature correspondences are sparse, making it easier for them to constrain the regions surrounding each feature for region interpolation purposes.
Other known work that uses surface correspondences for wide baseline non-rigid video sequence matching is presented in [3, 16] . In [3] an unsupervised learning algorithm is introduced that searches for matching correspondences between frames based on the geodesic distance over the surface mesh. The limitation of this approach is that a significant number of scans are needed in the learning phase to robustly reconstruct meshes and generate matching correspondences. Secondly, as reported in [3] , the method is sensitive to outliers. Hence, it is important that decluttering of the noise take place in the preprocessing stage. In contrast to [3] , Starck and Hilton [16] proposed using the maximum likelihood of the Markov random field for matching and tracking. This results in accurate correspondence matching between meshes with large non-rigid shape differences but has a relatively high computational cost.
Feature Detectors
This study is conducted on video sequences captured in a multiple camera studio. The studio comprises 8 cameras equally spaced in a circle of radius 4m at a height of 2m oriented towards the centre giving a 45 o angle between views. Video sequences are 1920 × 1080 uncompressed HD-SDI progressive scan format. Performances were captured under uniform illumination with blue screen chroma-key backdrops to facilitate foreground segmentation. A number of feature detectors have been evaluated to verify their suitability for feature matching on sequences of people.
Scale Invariant Feature Transform (SIFT)
SIFT [12] is one of the most widely used technique in human motion capture for identifying affine invariant features. The SIFT algorithm makes use of the Hessian of initial features (obtained from difference of Gaussians between scales) to robustly detect features that are invariant extrema. SIFT features have recently been used for frame-to-frame tracking of non-rigid motion to obtain temporally consistent multiple view reconstruction of subjects [1, 6, 16] .
The examples shown in Figure 1 (a)-(d) are results obtained using the standard SIFT [12] method with default parameters on images of three people wearing a variety of clothing. The parametric values for SIFT are: standard deviation of the Gaussian function, σ = 1.6; scaling factor, κ = √ 2; number of octaves per scale, oc = 3; extrema points to be discarded, |D(x)| < 0.03; ratio of principal curvatures, r = 10. From Figure 1 (a)-(d), it is observed that SIFT [12] is able to distinguish clear structures with textural information. It is unable to extract good features from colour gradients or from homogenous coloured clothing or appearance. Furthermore, there is some degree of success when identifying features that define creases and folds.
Speeded Up Robust Features (SURF)
The SURF feature detector, proposed by Bay et. al. [4] , is a relatively new method for computationally efficient feature detection. In contrast to using the difference of Gaussians (DOG) by Lowe [12] , the SURF method is based on using the determinant of the Hessian matrix to search for locations and scales of unique features. Furthermore, the descriptor of these features are obtained by approximation of Gaussian based box filters on the integral image, rather than the input image, which can be evaluated more efficiently. The parametric values for SURF are: number of octaves per scale, oc = 3; length of descriptor vector, e = 128 − bit.
Application of SURF feature detection to the same set of example images is shown in Figure 1 (e)-(h). Although the number of features obtained is less compared to SIFT, it can be observed that the features are concentrated around edges of the clothing and distinct object structures.
In terms of speed of the detector, SURF is clearly quicker compared to SIFT, as can be observed in Table 1 and Table 2 . A factor is that SURF is quicker than SIFT because it detects less features and thus require less computations. In this comparison neither of the algorithms implementations tested have been optimised. Default parameters for the detectors were used in all cases as this has been found to give good results.
Scale Saliency (SS)
The scale saliency (SS) feature detector [9] is increasingly being used to detect salient features. SS identifies features that are unique and prominent in an object [8] . The detector uses an entropy based method that measures the predictability or unpredictability of local intensities for a feature. If the feature exhibits high entropy, then it is deemed salient. The parametric values for SS are: number of octaves per scale, oc = 3; antialiasing, AA = 0; number of bins, nbins = 8; standard deviation of the Gaussian function, σ = 1.6; threshold on saliency values, wt = 0.5; threshold on inter-scale saliency, yt = 0.
shows application of the SS detector to the examples imeages of people. In the study performed, the SS method detects a far larger number of features compared to SURF and is comparable to SIFT. The method has detected a lot of regions with corners and edges, especially on the boundary of the object. Scale saliency has also determined that regions with illumination changes from one patch to another can be considered as features. It is important to note that initially, SS detects features in the region of tens to hundreds of thousands. However, a greedy clustering mechanism is integrated to reject outliers and keep regions with stable high entropies.
Speed Evaluation
This study has been conducted on an Intel (R) Quad Core (TM) Q6600 2.4GHz workstation running on 3Gb of memory and Fedora Core 6. The detectors used were executed in MATLAB 2007b for a fair comparative analysis. The tables presented in Table 1 , Table 2 and Table 3 highlight the difference in performances for three main feature detectors, SIFT 1 , SURF 2 and SS 3 . The speed comparisons are made for single frames (Table 1) , single view video sequences (Table 2 ) and for multiple view video sequence ( Table 3 ). The number of surface features detected is represented by F, with the minimum number of features in a frame being F min , maximum number of features F max , averaged detected in a sequence F ave and the amount of time needed to complete the computations is t seconds. The numbers in (·) represent the The overall view of the numerical results in Table 1 -3 show that despite being approximately 5 times slower than SURF and SS, the SIFT implementation does detect upto 3 times the number of features compared to SURF and has been shown (Table 3 ) to outperform the SS method for multiple view surface feature detection of moving people from video sequences. In comparison to SIFT and SURF, the SS method is as fast as SURF but detects keypoints as many as SIFT. The SS 3 implementation does not compute the corresponding descriptor for each keypoint. Therefore, if the computation for 128 element descriptors are added to the speed tests in Table 1-Table 3 , then SS will be comparably quite slow in its overall processing.
JP Dance
By referring back to the examples presented in Figure 1 (a)-(d), it can be observed that there are many features that are incorrectly detected within the frames. Some are embedded in the background. These features could be eliminated by segmentation of the performer from the background. Features with overlapping between foreground and background step edge may also be erroneous and can be eliminated by prior foreground segmentation. This would remove any errors in feature matching at the boundary.
Feature Matching
In this section we present qualitative result of applying SIFT to sequences of people both over time for a single viewpoint and between camera views. Quantitative evaluation of matching performance is presented in Section 5. The non-rigid surface feature matching is conducted using the nearest neighbour search (NNS) method [15] as follows.
where D e (i, j) is the Euclidean distance list between two feature sets, F i (t) is the feature set at time t and F j (t + 1) is the feature set at time t + 1. Equation (1) states that the distance between two feature keypoints is computed by taking the Euclidean norm · , between descriptors of the keypoints. The features would be considered matched if the distance between them is shorter than β times the distance of the second nearest neighbour [13] . This is given as
where β is an arbitrary distance ratio. For the video sequences in this study, β is estimated to be 0.7. This value is chosen for high recall rate before breaking down. The average effect of the recall rates by varying the distance ratio is shown in Figure 2 for all frames in the Roxanne Twirl and JP Free video sequences across eight cameras. The figure shows that starting from 0.8, the recall rate starts to stabilise and does not change for any values larger than 1. Although the recall rate at this point is at its highest for the relevant sequences, the number of false matches is also high. Hence, a conservative value of 0.7 is chosen for consistent matching between video frames. This gives a reasonable balance of correctly identified matches to false matches. The number of false matches is significantly reduced, providing a clearer picture of the features that can be used for tracking purposes.
It is important to note that prior to feature matching, the number of features from the initial detection are reduced by removing features located in the background and those that are located within the error boundary (due to segmentation errors) upto 3 pixel distance.
Evaluation
Evaluating the performance of feature detectors for dynamic scenes with motion blur is difficult due to the absence of ground-truth correspondence.
How best can we evaluate the detection rate or accuracy of any method chosen for a sequence?
In this work, a measure of left-right matching consistency is proposed to evaluate matching performance for real sequences. This measure is evaluated against ground truth hand-labelled correspondence. Similar to equation (1) direction, the right-to-left direction is given by
Hence, the LR-consistency check is determined by
which states that two feature keypoints are considered as consistent match if the Euclidean norm between the Euclidean matches, D e (i, j) (1) and D e (j, i) (3) is within an acceptable tolerance, τ = 0.03.
As it can be observed, Figure 3 show example matching results using LR-consistency for JP Free Dance, Roxanne Twirl and Roxanne Stagger video frames. The benefit of LR-consistency is that despite using a reasonably high value for distance ratio, the consistency checks between descriptors allow for higher recall rate than it would be if a low distance ratio value were to be used. This means that a higher percentage of features can be used to better capture deformations during subject movements.
However, in order to reliably compare between various feature detectors, manually labelled markers of a test sequence is essentially required. A short sequence of about 46 video frames of Roxanne twirling in a textured dress is labelled, skipping three frames between marked frames. With reference to Figure 4 , each video frame is labelled with 60 markers. For this particular sequence, 12 video frames have been labelled with 60 features per frame giving a total of 720 markers for reference. Since the actress is twirling and the scene captured is dynamic, therefore markers are discarded and added from frame to frame, as and when appropriate.
For marker based analysis, we follow the lead of the work in [7] for understanding the receiver operating characteristic (ROC) measure and the recall-accuracy measure as reported in [10] . The following is the confusion matrix for the recall-accuracy analysis for this study.
The interpretation for the matrix is as follows: Positives (P) -features that are within pixel distance, pd (varied to produce recall-accuracy graph) of the ground truth markers which are 
F alseP ositiveRate = #f alse matches(F P ) #negative correspondences(N ) Figure 5 shows the recall-accuracy graphs of single view Roxanne Twirl video sequence. This is a comparison between SIFT, SURF and SS methods evaluating the performance of the respective recall rates with varying distances between ground truth feature and detected feature keypoints. From Figure 5 (a), we can conclude that for about 90% accuracy, highest recall rate achieved is approximately 36% by SIFT. This occurs when the maximum radial distance between ground truth and features detected by SIFT is 4 pixels as shown in Figure 5 The reason SIFT [12] performed well is mainly due to the number of features that have been detected all over the subject, i.e. evenly distributed on the subject. It is interesting to note that scale saliency (SS) [9] performed poorly compared to SIFT, but better than SURF despite averaging around 830 features per frame. One factor is that the feature matching of the sequences is performed between every 4th video frames (subsampling at approximately 6fps), reducing the number of possible matches significantly. Another factor is that the subject is twirling at a higher angular speed compared to the speed of the video capture, causing blurred video frames, resulting in low number of features detected. A similar conclusion can be attributed to the performance of the SURF [4] detector.
If we were to consider that ground truth markers were not available for comparative analysis purposes, then results in (1550), suggesting that SIFT is by far the most consistent feature detector for people based video sequences. It should be noted that although SS matches more features at the beginning and end of the sequence (due to the fact that the subject is inherently motionless in the corresponding frames), SIFT is consistently better during subject movement.
One way to evaluate the matching performance of methods for multiple viewpoint sequences is number of feature matches, D C e (i, j, t) for the whole sequence, from frame to frame for each camera view. It would then be possible to determine the global movement of the subject. As is shown in Figure 7 for JP Free Dance sequence, a high number of matches represent either stationary or slow movement and troughs represent fast rotational movement from the subject where there is significant changes in feature visibility between frames, i.e. motion blur. Despite downsampling the frame rate of the sequence, the overall tracking of the movements in Figure 7 notion that slow and fast movements of the subject can be tracked across the whole sequence. However, the results shown in Figure 7 are those obtained using SIFT.
Figures 8, 9 and 10 presents the multiple view feature matching performances of SIFT [12] , SURF [4] and SS [9] for three video sequences subsampled at approximately 6 frames per second. The video sequences used are of Roxanne Twirl, JP Free Dance and Roxanne Gamecharacter Stagger, respectively. For each video frame, the total number of correct feature matches reported are the sum of correct matches across 8 high definition cameras. In Figure 8 , SIFT [12] consistently achieves the highest number of correct matches across the whole sequence compared to SURF [4] and SS [9] . This result is not entirely unexpected, considering that the subject is wearing highly patterned clothing, with repeated structures. However, what is unexpected is the approximate total of 41000 correct feature matches, yielding an average of 254 correct feature matches per camera and per frame. These values are significantly higher than typical values reported in [2] .
The multiple view feature matching results shown in Figure 9 highlights the subtle differences especially between SIFT and SS for a subject with typical male attire, i.e. plain or single lined trackbottom and a simple pattern on an otherwise plain t-shirt. The JP Free Dance sequence is such that the subject is initially standing still with outstretched arms and then starts to perform a free dance routine and ends back in the starting position, all in 20 seconds resulting in 500 video frames. This is then subsampled to obtain a 124 frame sequence. We observed that SS performs better when the subject is standing still while SIFT is relatively better when the subject is in motion. It is expected that at the extreme ends of the plot the total number of matches are significantly high due to the subject standing still. It is also expected that as the subject is in high velocity motion, as in the case here, the number of matches (even with multiple view points) drops off. As in Figure 9 , there is little differences to choose from in terms of performance between SIFT and SS for Figure 10 with the subject in bland clothing. Also, similar conclusions can be drawn that SS is marginally better than SIFT when the subject is standing still and SIFT is marginally better than SS when the subject is in motion. In contrast, SURF does not perform well in any of the tests conducted with low number of robust features detected being a contributing factor.
Conclusions
In this paper, we have presented an evaluation of three main feature detectors SIFT [12] , SURF [4] and SS [9] for use on video sequences with non-rigid surfaces. The aim of this work is to identify the detector that will perform best with moving people from video sequences. The SIFT method has been shown to be robust for affine-invariant movement detection of people and have outperform consistently compared against SURF and SS. Though SIFT may not be computationally the most efficient, it is significantly better than the others for single view detection and matching; multiple viewpoint feature detection and matching. Further planned work includes expanding the study to include other detectors, such as region based detectors [13] . Additional work is to be carried out on evaluating and tracking of surface correspondences in a 3D surface space.
