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ORDONNANCEMENT ADAPTATIF D’UN GRAPHE AUDIO




Les systèmes interactifs musicaux sont des systèmes
particulièrement dynamiques qui combinent du traitement
du signal avec du contrôle en temps réel. Ils sont souvent
utilisés sur des plateformes où il n’est pas possible d’avoir
des garanties temps réel précises. Nous présentons ici un
algorithme de dégradation temps réel en ligne pour ob-
tenir un compromis entre la qualité audio et les retards
par rapport aux échéances audio, dans un graphe audio
dynamique. Nous évaluons expérimentalement les perfor-
mances de l’algorithme.
1. INTRODUCTION
Les systèmes interactifs musicaux (SIM) [15] sont des
systèmes programmables de création artistique qui com-
binent des traitements audio avec du contrôle en temps
réel dans un graphe audio. Les graphes audio connectent
des nœuds de traitement du signal dans un graphe recon-
figurable en ligne et se plient à des contraintes temps réel
non critiques, par rapport aux systèmes embarqués dans
un avion par exemple, mais plus exigeantes que pour de la
vidéo.
Compositeurs et musiciens utilisent généralement ces
SIM sur des systèmes d’exploitation grand public comme
Windows, macOS, ou Linux, où une estimation fiable du
temps d’exécution dans le pire des cas (WCET) est dif-
ficile, à cause d’une hiérarchie complexe des caches du
processeur, de l’absence d’ordonnanceurs temps-réel, du
manque d’isolation temporelle entre tâches, et de la diffi-
culté de prédire quelles tâches seront exécutées à un ins-
tant donné.
Par conséquent, nous ne pouvons pas supposer que l’on
connaît le WCET des tâches mais nous pouvons réagir aux
changements dans l’environnement d’exécution en modi-
fiant le temps d’exécution d’une tâche avec le paradigme
de la programmation approximée [17], par dégradation du
graphe audio. Il ne s’agit pas de seulement dégrader un
seul nœud d’un graphe audio, mais de choisir les nœuds
à dégrader, tout en préservant les contraintes temps réel.
Dans ce contexte de traitement du signal, les nœuds sont
vus comme des boites noires et les dégradations s’effec-
tuent seulement sur les flux de données entre les boites,
en rééchantillonnant ces flots de données. On pourra aussi
envisager de substituer un nœud par une autre version du
nœud moins demandeuse en ressource de calcul.
Si on considère que le temps est une ressource, dans
les systèmes temps-réel, le temps est souvent la seule res-
source à être dégradée [7] (en ratant une échéance). Ici,
nous dégradons aussi d’autres ressources et nous cher-
chons à trouver un compromis explicite entre diverses me-
sures de qualité de la tâche, comme le taux d’échantillon-
nage du signal.
Dans un premier temps, nous avons étudié comment
choisir les nœuds à dégrader au moment de l’exécution,
en ligne. L’ordonnanceur doit tenir compte de son propre
temps de calcul et nous faisons en sorte que les calculs
de l’ordonnanceur eux-même soient les plus légers pos-
sibles. Un modèle particulièrement bien adapté à décrire
des tâches de traitement du signal et les flots entre les
nœuds est le modèle flot de données [8]. Nous montre-
rons comment nous pouvons adapter le paradigme de la
programmation approximée au modèle flot de données.
Nos contributions sont les suivantes :
— intégrer les dégradations au modèle flot de données
— détermination des nœuds à dégrader (en ligne)
— application de ces dégradations au cas particulier
d’un graphe audio
2. CONTEXTE ET MOTIVATIONS
2.1. Les systèmes interactifs musicaux
Les SIM servent à jouer des pièces de musique, que
l’on décrit par des partitions destinées à l’ordinateur, sous
la forme de programme. Pour cela, ils manipulent des flux
audio, au moment du concert, en temps réel, à l’aide de
divers effets audio. Ils effectuent donc un traitement du
signal, ils remplissent périodiquement des tampons au-
dio, les envoient à la carte son, et permettent de contrôler
les traitements, avec des contrôles apériodiques (comme
des changements de l’interface graphique) ou bien pério-
diques (par exemple via un oscillateur basse fréquence).
Les flux audio et les contrôles sont traités dans un graphe
audio de nœuds de calcul audio, qui peut être dynamique,
c’est-à-dire que des nœuds peuvent être ajoutés ou retirés
pendant l’exécution.
Puredata [13] et Max/MSP [20] sont des exemples de
SIM, qui affichent graphiquement le graphe audio mais
rendent compliquée sa modification de façon dynamique
comme résultat d’un calcul. D’autres SIM, comme ChucK
[18] ou SuperCollider [11], sont plus dynamiques. Dans
Antescofo [6], des musiciens humains et un ordinateur
peuvent interagir sur scène en concert, à l’aide de stra-
tégies de synchronisation sophistiquées spécifiées par une
partition augmentée qui peut aussi décrire des graphes au-
dio dynamiques [5].
2.2. Les contraintes temps-réel pour l’audio
La carte son exige que des échantillons audio soient
écrits dans son tampon d’entrée périodiquement. Pour le
taux d’échantillonnage d’un CD de 44.1 kHz par exemple,
et une taille de tampon de 64 échantillons, la période audio
est de 1.45 ms. Suivant la latence visée et les ressources
de la plateforme considérée, la taille du tampon peut aller
de 32 échantillons pour des ordinateurs dédiés au traite-
ment du son, à 2048 échantillons pour certains téléphones
tournant sous Android.
Les contraintes temps-réel pour l’audio sont non cri-
tiques, mais les exigences sont plus strictes que pour la vi-
déo. Pour la vidéo, perdre une image parmi les 24 images
par seconde n’entraîne pas une baisse visible de la qualité ;
de nombreux protocoles de streaming [1] se le permettent
donc. Au contraire, rater une échéance pour une tâche au-
dio est immédiatement audible.
Sous-alimentation du tampon Le pilote audio utilise
un tampon circulaire dont la taille est un multiple
de la taille du tampon de la carte son. Si la tâche au-
dio rate une échéance, elle ne remplit pas le tampon
assez rapidement. Suivant l’implémentation, les tam-
pons précédents sont rejoués (l’effet mitraillette)
ou du silence est joué, ce qui conduit à de l’audio
avec des craquements ou des clics dus aux discon-
tinuités dans le signal, comme on peut le voir sur la
Figure 1.
Un tampon de grande taille aide à diminuer ce non-
remplissage, mais augmente la latence audio.
Débordement du tampon De la même manière, dans
certaines implémentations, remplir le tampon audio
trop rapidement peut amener à des discontinuités
audibles dans le son en sortie si les échantillons de
trop ne peuvent pas être stockés pour être utilisés
par la suite.
2.3. Motivations
Les systèmes d’exploitation grand public comme Win-
dows, macOS ou Linux ne sont pas des systèmes temps-
réel et ne donnent aucune garantie forte sur les échéances
des traitements audio (voir la Figure 2). Les applications
effectuant des traitements audio cohabitent avec de nom-
breuses autres applications et entrent en compétition pour
une part de temps CPU. Par ailleurs, les SIM sont de plus
en plus portés vers des cartes embarqués comme le Rasp-
berry Pi et doivent s’adapter aux ressources de calcul li-
mitées de ces plateformes.
Pour relever ces défis, et tenir compte de la complexité
croissante des œuvres, les SIMs ont plutôt choisi d’exiger
plus de ressources de calcul disponibles et d’augmenter
le parallélisme des partitions interactives pour profiter de
Figure 1 : Le traitement audio a raté l’échéance. Ainsi,
aucun échantillon audio produit par ce traitement audio
pour ce cycle audio ne peut être envoyé au tampon audio
de la carte son. Dans cette implémentation, le système en-
voie du silence, c’est-à-dire des échantillons à zéro. Cela
entraîne une discontinuité du signal à l’endroit de la bande
rouge, et donc un clic.
Figure 2 : La ressource temporelle accordée au callback
audio sur un Mac Book Pro avec Mac OS X. Bien qu’elle
soit centrée autour de 3.94 ms, il y a des valeurs éloignées
et elle peut varier jusqu’à 200 µs.
la généralisation des processeurs multicœurs. Un exemple
de système qui s’appuie sur des architectures parallèles
est l’ordonnanceur de tâches Supernova [3] pour Super-
Collider. Cependant, ces nouveaux ordonnanceurs ne pa-
rallélisent pas les partitions automatiquement, requièrent
des instructions explicites, comme ParGroup pour Su-
perNova et poly pour Max/MSP, et sont donc difficiles
à programmer.
Cependant, une autre façon de faire face à ces défis
est d’explorer comment les traitements audio peuvent être
dégradés sans que les dégradations soient perçues (ou en
quantifiant ces dégradations), au moment où les ressources
de calcul demandées par les pièces augmentent (chaînes
audio à 96 kHz, comme dans la pièce Re Orso de Marco
Stroppa 1 ), en même temps que les supports – cartes em-
barquées, systèmes enfouis, plateformes mobiles – sur les-
quels peuvent être jouées les pièces se démocratisent.
1 . http ://brahms.ircam.fr/works/work/27678/
2.4. Travaux en rapport
Certaines approches en ordonnancement ont déjà porté
sur l’ordonnancement adaptatif, en temps réel critique ou
non-critique, soit en supprimant complètement des tâches,
soit en les dégradant, avec le paradigme de programma-
tion approximative ou la criticité mixte. Une autre possi-
bilité pour s’adapter aux changements des ressources de
calcul disponibles pendant une exécution est d’effectuer
des réservations d’une certaine capacité de calcul.
2.4.1. Le paradigme de programmation approximative
Il s’agit d’un paradigme de programmation dans lequel
on autorise des erreurs dans les calculs en échange d’une
amélioration des performances temporelles. La notion de
correction d’un programme est relâchée pour celle d’une
correction avec une erreur quantitative. Ce paradigme per-
met de mettre au point des systèmes dans lesquels on re-
cherche un compromis entre une bonne qualité et les per-
formances ou la consommation en énergie. Venkataramani
et al., dans [17], proposent les critères suivants pour déci-
der de la pertinence d’utiliser ce paradigme :
— il n’y a pas une réponse unique, mais un intervalle
de réponses est acceptable ;
— les utilisateurs se sont habitués à obtenir des résul-
tats acceptables, suffisamment bons mais pas par-
faits ;
— les données d’entrée sont bruitées et les algorithmes
qui les traitent sont conçus de façon à prendre en
compte ce bruit ;
— des schémas de programmation qui diminuent les
approximations sont utilisés.
Une stratégie assez basique [10] consiste à diviser les
tâches du système entre une partie obligatoire et une par-
tie optionnelle, qui peut ne pas être exécutée en cas de
surcharge du processeur. Cette stratégie rend l’ordonnan-
cement temps réel assez simple à mettre en place, avec peu
de calculs supplémentaires induits par l’algorithme d’or-
donnancement mais ne prend pas en compte les dépen-
dances entre tâches, en particulier dans l’estimation de la
qualité.
Un autre modèle de calcul [19] utilise un graphe pour
représenter un programme de type map-reduce, avec des
nœuds de calcul et des nœuds d’agrégation. Il génère hors
ligne des versions approximatives étant donnée une cer-
taine marge d’erreur en paramètre. Les transformations
qui permettent de dégrader sont de deux types : des trans-
formations de substitution et des transformations par échan-
tillonnage, où l’entrée est sous-échantillonnée aléatoire-
ment. Cependant, ce modèle est destiné à des applications
de traitement par lots pour des données massives et ne
prend pas en compte les contraintes temps-réel ; il requiert
par ailleurs une phase préliminaire de profilage, ce qui em-
pêche de l’appliquer à des graphes reconfigurables et dy-
namiques.
2.4.2. Criticité mixte
Dans les systèmes temps réel dur à criticité mixte [4],
les tâches à haute criticité doivent impérativement être or-
donnancées, alors que les tâches moins critiques peuvent
être supprimées au cas où cela conduirait à outrepasser des
échéances. Dans notre cas cependant, toutes les tâches,
liées entre elles dans un graphe, ont la même criticité.
2.4.3. La réservation de ressources
Dans cette approche, une partie des capacités de cal-
cul du processeur est réservée [2] à certaines tâches. Cela
est justifié lorsque les tâches en présence sont des tâches
différentes en compétition pour les ressources : dans le
cas du multimédia par exemple, les tâches vidéo et les
tâches audio peuvent se voir donner des réservations diffé-
rentes, comme les tâches audio sont plus temps-réel (plus
critiques) que les tâches vidéos. Cependant, la réservation
de ressources n’est pas adaptée au cas où les tâches sont
identiques (toutes des effets audio) et liées par des rela-
tions de dépendance de données.
3. MODÈLE DE GRAPHE AUDIO
Dans un graphe audio, des flux audio circulent des en-
trées aux sorties à des taux différents selon les contraintes
des nœuds du graphe. Le modèle flot de donnée [8] est par-
ticulièrement adapté pour représenter de telles tâches avec
des dépendances. Nous nous limiterons ici au modèle flot
de données synchrone, dans lequel les taux de production
et de consommation des données par les tâches sont fixes.
Le modèle flot de données ne tient pas compte du temps.
Nous rajoutons donc aux tâches des informations sur leurs
dates de début et leurs durées d’exécution, ce qui constitue
le modèle flot de données temporisé.
3.1. Le modèle flot de données
Le modèle flot de données [8] est orienté données. Un
graphe flots de données est un graphe dirigé G = (V,E)
où les nœuds, dans l’ensemble V , représentent des cal-
culs, en l’occurrence, des effets audio. Les arcs du graphe,
dans E ⊂ V × V , représentent le chemin des données et
connectent les nœuds ensemble via des ports d’entrée et
de sortie. Si v1 et v2 sont des nœuds, on pourra noter une
arête v1 → v2. Les données sont des séquences de jetons
et un nœud s’exécute quand il y a suffisamment de jetons
dans ses entrées, comme montré sur la Figure 3. Formelle-
ment, une fonction µ : E → N× N est ajoutée au graphe
G, qui indique le nombre de jetons en entrée, et en sor-
tie, d’une arête donnée. Dans le cas des traitements audio,
le signal est échantillonné sur des intervalles périodiques.
Les jetons du modèle flot de données correspondent à ces
échantillons audio.
Le graphe flot de données est dit synchrone quand le
nombre de jetons nécessaires à l’activation d’un nœud et le










Figure 3 : Un graphe simple flot de données synchrone
avec trois nœuds, 1, 2 and 3. Les données circulent de
1 à 3, de 1 à 2 et de 2 à 3. 1 produit 1 échantillon par
exécution, et 3 requiert 2 échantillons pour s’activer. 1 est
un nœud source, 2 un effet, et 3 une sortie.
Les nœuds sans port d’entrée sont appelés sources ou
entrées : ce sont les sources sonores, comme l’entrée mi-
cro, un fichier son, un synthétiseur. Les nœuds sans port
de sortie sont appelés sorties ou puits, par exemple, la sor-
tie vers la carte son et des haut-parleurs. Les nœuds qui ne
sont ni des entrées ni des sorties sont appelés effets.
Le modèle flot de données dynamique [9] est un mo-
dèle plus riche que le modèle synchrone, où le nombre de
jetons en entrée et en sortie n’est pas fixé et peut dépendre
du nombre de jetons en entrée. Le graphe peut lui-même
changer au cours de son exécution.
3.2. Le modèle flot de donnée temporisé
Un graphe flot de données ne décrit pas les instants
où les nœuds du graphe s’activent mais seulement leur
ordre partiel. Cependant, les graphes flots de données re-
présentent souvent des traitements temps réel, par exemple
les traitements audio temps réel. Pour un CD, dont le taux
d’échantillonnage des morceaux est de 44.1 kHz, il y a un
échantillon toutes les 22,6 µs. Si on donne des dates d’ac-
tivation aux sources, que l’on connaît un temps d’exécu-
tion dans le pire des cas ou en moyenne de tous les nœuds,
on peut en déduire des temps de déclenchement de chacun
des nœuds du graphe. Si par ailleurs les sorties ont des
échéances, cela permet de vérifier que les échéances sont
respectées dans le pire des cas ou en moyenne.
On ajoute donc des dates de déclenchement d’exécu-







tous les nœuds du graphe reçoivent un temps d’exécution
dans le cas moyen Mv , dans le pire cas, Wv et un temps
d’exécution actuel Tv . On adjoint aussi à chaque sortie v







correspondent aux moments où la carte son devra avoir
reçu un certain nombre d’échantillons. Les traitements au-
dio sont périodiques donc on suppose que pour une source
v, sv2 − sv1 = svi+1 − svi , et pour une sortie v, dv2 − dv1 =
dvi+1 − dvi . Les taux d’échantillonnage en entrée f ce et en
sortie fpe sur une arête e = v1 → v2 et µ(e) = (j1, j2), qui
correspondent au nombre de jetons produits et consom-







Le temps d’exécution dans le pire cas (respectivement







La qualité d’un graphe audio est un concept relatif et
subjectif : cette version du graphe sonne-t-elle mieux ou
moins bien que telle autre? Une première façon est de cal-
culer la différence entre une version dégradée et une ver-
sion considérée comme optimale, une mesure de qualité a
posteriori. Ce n’est pas souhaitable lors d’une exécution
temps réel ; cela reviendrait à calculer simultanément deux
versions du graphe, alors que le but est d’alléger les cal-
culs. Nous calculons plutôt une mesure de qualité a priori
qui se base sur des paramètres des calculs en cours.
4.1. Quelques propriétés d’une mesure de qualité
La mesure de qualité doit aussi être une mesure com-
positionnelle, au sens où la qualité du graphe doit être cal-
culable comme une fonction de la qualité de ses nœuds et
de ses arêtes. Chaque nœud v se voit attribuer une mesure
de qualité qv ∈ [0, 1], 0 correspondant à la pire qualité, 1
à la meilleure.
La qualité qv→v′ sur un arc v → v′ suit les propriétés
suivantes :
Associativité qv→v′ = qv ⊗ qv′ où ⊗ est un opérateur
associatif (et pas commutatif en général).
Décroissance qv→v′ ≤ min{qv, qv′}, c’est-à-dire que
la qualité n’augmente jamais sur un chemin.





où C est l’ensemble des chemins de G.
Elle n’est jamais supérieure à la qualité de chacune des
chaînes du graphe. Par exemple, pour le graphe de la Fi-
gure 3 :
qG ≤ min{qv1→v3 , qv1→v2→v3}
4.2. Dégrader la qualité en pratique
On considère ici deux façons de dégrader la qualité du
graphe : en insérant des nœuds pour sous-échantillonner
des chemins du graphe, ou en modifiant des nœuds du
graphe et en les remplaçant par une version de moindre
qualité.
Insertion de nœuds de rééchantillonnage. Dans un graphe
flot de données, les nœuds reçoivent des échantillons puis
les traitent quand ils en ont reçu suffisamment. Par consé-
quent, si un nœud reçoit des échantillons moins souvent,
il utilisera moins de temps de calcul. Changer le nombre
d’échantillons par unité de temps est une opération habi-
tuelle en traitement du signal, et est appelé rééchantillon-
nage : obtenir moins d’échantillons correspond à sous-
échantillonner, tandis qu’en obtenir plus, à sur-échantillon-
ner. Pour rééchantillonner, nous insérons des nœuds dans
le graphe qui vont changer les taux de production ou de
consommation des échantillons. Ces nœuds insérés sont
des nœuds d’effet comme les autres ; ils peuvent interpo-
ler des valeurs, copier des valeurs entre des tampons au-
dio. Ils sont donc aussi munis d’une mesure de qualité et
de caractéristiques temporelles, qui permettent de prendre
en compte l’impact des calculs menant à la dégradation
elle-même dans la décision de dégrader ou pas.
Si l’on insère un nœud sous-échantillonneur, tous les
nœuds qui sont sur un chemin qui commence sur ce nœud
vont opérer sur des flux sous-échantillonnés. Si le che-
min se termine par une sortie qui dicte un taux d’échan-
tillonnage particulier, il faut aussi insérer un nœud sur-
échantillonneur.
Remplacement d’un nœud. Le traitement audio opéré
par un nœud peut être remplacé par un autre traitement
de qualité inférieure et de temps de calcul dans les cas
pire et moyen inférieurs, c’est-à-dire, si on note v′ et v′′
deux versions du nœud v, si qv′ < qv′′ alors Mv′ <
Mv′′ et Wv′ < Wv′′ . Par exemple, les nœuds de sous-
échantillonnage peuvent utiliser un algorithme de plus ou
moins bonne qualité : garder un échantillon sur deux ou
bien, en plus de cela, utiliser un filtre passe-bas pour se dé-
barrasser des artefacts fréquentiels dus à la première mé-
thode. Un nœud de réverbération peut être implémenté en
haute qualité avec une coût de calcul important à l’aide
d’une convolution avec une réponse impulsionnelle d’une
salle, ou avec des lignes de retards, ce qui entraîne une
moins bonne qualité (une réverbération moins réaliste)
mais un temps de calcul rapide.
4.3. Mesurer la qualité
On choisit comme mesure de qualité le taux d’échan-
tillonnage : plus le taux d’échantillonnage est bas, plus la
qualité est basse. Quand l’audio est envoyé trop tard au
tampon de sortie, on entend un clic (due une discontinuité
du signal, voir Section 2). Au contraire, si le flux audio
a été sous-échantillonné, le tampon de sortie comportera
des échantillons non-nuls en général. Nous partons donc
du principe que sous-échantillonner permet d’obtenir une
meilleure qualité que rater une échéance audio.
La qualité qv d’un nœud inséré d’échantillonnage v est
qv =
2
π arctan(αf) où f est la fréquence d’échantillon-
nage. Le choix de la fonction arctan 2 et du coefficient
α est permet de prendre en compte que d’un point de vue
psychoacoustique [14], au delà d’une certain fréquence,
aucune amélioration de qualité n’est perceptible par des
humains. En effet, le système auditif de la plupart des êtres
2 . 2
π
arctan admet la droite y = 1 comme asymptote en +∞, ce
qui permet de modéliser que l’augmentation de la qualité est de moins en
moins grande et ne dépasse pas un palier. D’autres fonctions croissantes
avec une asymptote horizontale en +∞ pourraient faire l’affaire.
humains ne peut pas percevoir des fréquences au-delà de
20 kHz. Le théorème de Shannon indique donc que le taux
d’échantillonnage doit être d’au moins le double, donc à
peu près la fréquence des CD de 44.1 kHz. Cependant,
le suréchantillonnage permet de mieux prendre en compte
les erreurs de calcul et d’approximations lors des traite-
ments audio et c’est pourquoi nous tenons quand même
compte des fréquences supérieures à 44.1 kHz. On pourra
prendre α = tan(0.9
π
2 )
44.1·103 . On considère par par ailleurs que
les autres nœuds sont de qualité optimale, c’est-à-dire,
q = 1.
On considère une chaîne C de nœuds v1 → · · · → vn
à dégrader. On note vsous et vsur respectivement le nœud
de sous-échantillonnage et celui de sur-échantillonnage.
Après insertion de ces nœuds, la chaîne devient : vsous →
v1 → · · · → vn → vsur. On peut prendre ⊗ le produit sur
les réels, ou ⊗ = min. Comme une qualité q est toujours
dans [0, 1], avec ×, la qualité ne peut qu’effectivement di-
minuer sur une chaîne.Pour min, intuitivement, cela in-
dique que la qualité du tout est celle du maillon le plus
faible et que l’on peut dégrader beaucoup plus de nœuds
pour respecter les échéances tout en conservant la même
qualité.
Les traitements audio nécessitent en général de par-
courir au moins une fois chacun des échantillons du tam-
pon audio donc ont au moins une complexité linéaire. Le
temps d’exécution de la chaîne est donc au moins divisé
par le facteur de sous-échantillonnage r (par exemple si
l’on passe de 96 kHz à 48 kHz, r = 2). Le temps actuel








5. CHOISIR LES NŒUDS À DÉGRADER
Le choix des nœuds à dégrader peut être considéré comme
un problème d’optimisation. Ici, on s’intéresse au cas moyen,
comme les SIM s’exécutent sur des plateformes grand pu-
blic sans garanties temps-réel fortes. Le raisonnement se-
rait le même dans le cas le pire.
Soit G est un graphe audio composés des nœuds v1, . . . ,
vn et qG sa mesure de qualité associée. L’échéance d’une
tâche est notée dv ; on peut l’obtenir grâce aux dépen-
dances entre tâches, aux dates d’activation des sources et
à leur temps d’exécution en moyenne. On suppose donné
τ : [0, 1] → R+ qui décrit le temps d’exécution moyen
d’une tâche en fonction de sa qualité.
Le problème d’optimisation sous contraintes peut ainsi
s’écrire :
maximiser qG sous les contraintes :
τ(v1) ≤ dv1 , . . . , τ(vn) ≤ dvn
En supposant que les qualités ont des valeurs dans un
ensemble continue, on peut essayer des algorithmes stan-
dards d’optimisation pour résoudre le problème. On sait
aussi que τ(n) = O(n) comme indiqué en section 4.3.
Cependant, le temps de calcul pour la recherche de so-
lutions exactes n’est pas raisonnable s’il doit être fait au
moment de l’exécution du graphe audio, mais est beau-
coup plus pertinent pour pré-calculer des version dégra-
dées du graphe. Ce calcul hors-ligne de versions dégra-
dées fera l’objet d’un travail ultérieur. Ici, nous nous atta-
chons plutôt à utiliser des heuristiques simples et rapides
à calculer lors de l’exécution du graphe audio.
Exécution du graphe audio
Les tâches sont des tâches dépendantes et les dépen-
dances entre tâches sont données par le graphe audio. On
peut trouver un ordonnancement de ces tâches en effec-
tuant un tri topologique du graphe (ce qui signifie que l’on
suppose que le graphe audio est acyclique). Avant d’exé-
cuter chaque tâche, on estime le temps d’exécution qui
reste avant la fin de l’exécution du graphe, en utilisant le
temps d’exécution dans le cas moyen des nœuds. Il faut
ensuite vérifier si le temps restant estimé est plus petit que
le temps restant avant l’échéance de la procédure audio
qui envoie le signal à la carte son. Le temps d’exécution
moyen du nœud est ensuite mis à jour.
Deux situations de surcharge du processeur peuvent se
produire, une surcharge du processeur transitoire, ou bien
une surcharge permanente. On dit que le processeur est
surchargé de manière permanente quand le processeur est
surchargé pendant plus de k cycles audio. La façon dont
est déterminé k est hors-sujet dans le cadre de cet article.
En cas de surcharge transitoire. Étant donnée une chaîne
de nœuds de traitement, il est préférable de dégrader les
nœuds à la fin de la chaîne plutôt qu’au début, comme
la qualité n’augmente jamais sur une chaîne (voir Sec-
tion 4.1).
Une autre heuristique est de minimiser le nombre de
nœuds de rééchantillonnage ajoutés, tout en maximisant
le nombre de nœuds dégradés, pour minimiser le temps
supplémentaire de calcul dû aux nœuds ajoutés. Cela im-
plique que le nombre de chemins à dégrader doit être mi-
nimisé, et c’est pour cela qu’on choisit d’explorer le graphe
branche par branche.
A chaque cycle d’exécution du graphe audio, l’algo-
rithme 1 vérifie le temps restant à exécuter avant l’échéance
et le compare au temps restant estimé d’exécution. S’il
estime qu’il ne reste pas suffisamment de temps, on doit
choisir parmi les nœuds restant à exécuter ceux à dégrader,
comme décrit dans l’algorithme 2. On part d’un des nœuds
sortie, on traverse le graphe en arrière jusqu’à ce qu’on
a dégradé suffisamment pour que l’estimation du temps
restant passe sous le temps restant donné par l’échéance.
On peut explorer d’autres branches de même si ce n’est
pas suffisant. Finalement, on ajoute les nœuds de sous-
échantillonnage et de sur-échantillonnage au début et à la
fin de ces branches du graphe.
Cependant, explorer successivement des branches, choi-
sir le nœud à partir duquel dégrader, peut être encore trop
coûteux en temps de calcul. Au lieu de l’algorithme 2, on
Algorithm 1 Exécution du graphe pendant un cycle, avec
éventuelle dégradation.
Require : S a schedule, G an audio graph with associated
execution times, d deadline
while schedule is not empty do
node←pop_first(schedule)
UPDATE(expectedRemainingTime)















peut plus simplement dégrader directement tous les nœuds
restants du graphe, en insérant au début de chaque branche
restante et à la fin les nœuds rééchantillonneurs.
En cas de surcharge permanente. Dans le cas d’une dé-
tection d’une surcharge permanente du processeur, une
version dégradée calculée précédemment peut être utili-
sée, sans avoir besoin de la calculer à nouveau. Les ver-
sions dégradées calculées hors-ligne pourraient être utili-
sées ici.
6. ÉTUDE EXPÉRIMENTALE
Les algorithmes de dégradation en ligne ont été im-
plémentés dans un prototype en Rust. Le rééchantillon-
nage est effectué avec libsamplerate 3 . Cette bibliothèque
opensource permet de rééchantillonner avec des ratios ar-
bitraires, compris entre un sous-échantillonnage par 256,
jusqu’à un sur-échantillonnage par 256. Le taux d’échan-
tillonnage peut être changé en temps réel. La bibliothèque
fournit cinq rééchantillonneurs, best, medium, fastest qua-
lity sinc rééchantilloneurs (comme dans [16]), zero order
hold où les valeurs interpolées sont égales à la dernière
valeur, et un rééchantillonneur linéaire. Ils sont ici rangés
en ordre décroissant de qualité.
On considère deux formes extrêmes de graphes audio,
l’un où tous les effets sont connectés à un même nœud de
sortie, sur la Figure 4a, et l’autre avec une seule branche,
sur la Figure 4b. Les effets utilisés sont des oscillateurs
sinusoïdaux, des modulateurs par une fréquence sinusoï-
dale, et des mixeurs.
Les expériences ont été effectuées sur un Mac Book
Pro avec un processeur Intel Core i7 à 2.6 GHz, muni de 8
3 . http://www.mega-nerd.com/SRC/
Algorithm 2 Comment choisir les nœuds à dégrader.














dedTime − EXPECTEDTIME(currentNode) + DEGRA-
DEDTIME(currentNode)




Gb de Ram. Les graphes ont exécutés pendant 5 secondes
chacun.
Sur la Figure 5, on montre comment l’algorithme de
dégradation utilisant l’heuristique de dégradation de tous
les nœuds restants se comporte quand on passe de 2000
à 3000 modulateurs, pour le graphe de la Figure 4b. La
ressource temporelle restante est le temps qui reste avant
l’échéance après que tous les traitements audio ont été ef-
fectués dans un cycle. Si elle est négative, cela signifie
que l’échéance a été ratée et que le nœud de calcul est en
retard. Pour un graphe avec 2000 modulateurs, même si
l’ordonnanceur détecte qu’il doit parfois dégrader, la res-
source temporelle est suffisante pour ne pas rater d’échéance
en général. Pour le graphe avec 3000 modulateurs, l’algo-
rithme de dégradation empêche bien en pratique de rater
des échéances, et donc d’entendre des clics audio.
Nous avons aussi mesuré les frais causés par l’ordon-
nanceur, c’est-à-dire le temps supplémentaire pris par l’or-
donnanceur pour trouver les nœuds à dégrader. Au plus,
nous avons trouvé que ce temps supplémentaire s’élevait
à 50µs, c’est-à-dire à 1, 25% de l’échéance de 4000µs,
pour 2000 nœuds. Cependant, la complexité dans le pire
des cas de l’algorithme est linéaire en le nombre de nœuds.
7. CONCLUSION ET PERSPECTIVES
Nous avons mis au point un algorithme en ligne de dé-
gradation de nœuds dans un graphe flot de données dé-
dié au son, cherchant un compromis entre qualité sonore
dépendant du taux d’échantillonnage sur des branches du
graphe et respect des échéances induites par la procédure
d’entrée/sortie audio. En cas de surcharge permanente du
processeur, une version dégradée pré-calculée du graphe
pourrait être utilisée à la volée.
Nous souhaitons dans la suite de notre travail explorer
Osc1 Osc2 · · · OScn
Mixeur





(b) Audio graphe chainé avec
un oscillateur suivi de n mo-
dulateurs.
Figure 4 : Les graphes utilisés pour les expériences.
plus en détails le calcul de versions dégradées du graphe
hors-ligne. L’algorithme en ligne utilise des heuristiques
pour choisir les nœuds à dégrader, au lieu de pré-calculer
exactement des versions dégradées du graphe pour dif-
férents niveaux de qualité. Les versions dégradées pré-
calculées du graphe audio qui peuvent être stockées sont
en nombre limité. Les surcharges transitoires du proces-
seur peuvent arriver en pleine exécution du graphe audio,
et les versions pré-calculées ne sont pas forcément adap-
tés car elles peuvent exiger de dégrader certains nœuds qui
ont pourtant déjà été exécutées en version normale lors du
cycle en cours.
Nous voulons aussi évaluer d’autres heuristiques, sur
un plus grand nombre de graphes, par exemple des graphes
générés aléatoirement, et tester nos algorithmes de dégra-
dation sur de vraies pièces musicales et dans des SIMs
existants ; nous avons commencé à étudier la possibilité
de les ajouter dans Puredata dans le code source du SIM.
Nous pourrions aussi générer directement des versions op-
timisés de patchs Puredata ou Max, ou de programmes
Faust [12], en ayant inséré des sous-échantillonneurs dans
le graphe audio décrit.
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Figure 5 : Les résultats pour le graphe chainé de la Figure
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