In this paper we prove that the Euler equation describing the motion of an ideal fluid in R d is well-posed in a class of functions allowing spatial asymptotic expansions as |x| → ∞ of any a priori given order. These asymptotic expansions can involve log terms and lead to a family of conservation laws. Typically, the solutions of the Euler equation with rapidly decaying initial data develop non-trivial spatial asymptotic expansions of the type considered here.
Introduction
Consider the Euler equation for the motion of an incompressible perfect fluid in R d for d ≥ 2:
where the velocity field u(t, x) is to be determined from the given initial condition u 0 (x). Here p(t, x) is the scalar pressure; the divergence div and the covariant derivative ∇ are computed with respect to the Euclidean metric in R d and the expression u · ∇u stands for the directional covariant derivative ∇ u u. Throughout the paper we identify vectors and covectors with the help of the Euclidean metric. A classical result of Kato [22] states that if the initial data u 0 belongs to the Sobolev space H m , m > 1 + Note that the condition u 0 ∈ H m for m > d/2 implies that u 0 (x) → 0 as |x| → ∞ (and similarly for u(t, x)); this leaves out, for example, the "physically interesting case of flows having uniform velocity at infinity" [21] .
In this paper, we consider spaces of vector fields that allow asymptotic expansions at infinity of any a priori given order. Note that these vector fields do not necessarily decay at infinity. The simplest form of such asymptotic expansion is
where N is a non-negative integer, r ≡ r(x) := |x|, θ ≡ θ(x) := In Appendix B of [27] , we introduced and studied a class of Banach spaces A . Moreover, such a solution typically develops a non-vanishing leading asymptotic term a d+1 /r d+1 (see Example 2 in Appendix B as well as [15] ). The proof of Theorem 1.1 for the spaces A m,p n,N ;0 , 1 ≤ n ≤ N , does not significantly vary from the case n = 0, so we will not discuss the details. We only mention that the condition 0 ≤ n ≤ d + 1 above appears as a consequence of Lemma A.3 and a generalization of Lemma B.1.
A few more comments about Theorem 1.1 are in order. First of all, it is natural to wonder whether the asymptotic solutions in Theorem 1.1 persist for all time in the case d = 2 when global existence results are known ( [33, 21] ): indeed we expect this to be the case. Secondly, taking n > d/2 in Remark 1.3, we see that our solutions have finite kinetic energy R d |u(x, t)| 2 dx < ∞. Finally, we observe that, unlike other non-linear evolution equations such as KdV, the modified KdV, Camassa-Holm, and Degasperis-Procesi equations, the solution map of the Euler equation (1) of the Euler equation (1) . In particular, for any t ∈ [0, T ] we have u(t) ∈ A m,p N ;0 and hence u(t) allows an asymptotic expansion of the form (3). In general, the coefficients
of this asymptotic expansion depend on t ∈ [0, T ]. We will see, however, that the leading coefficient a 0 ≡ a 0 0 in this asymptotic expansion is independent of t. Hence, for any t ∈ [0, T ] and for any ω ∈ S d−1 , the limit lim
exists and is independent of t. In this way, a 0 is a conserved quantity (or, equivalently, an integral) of the Euler equation. More generally, we have additional conserved quantities: Recall that the eigenvalues of the "positive" Laplace-Beltrami operator −∆ S on the unit sphere S d−1 ⊆ R d , equipped with the restriction of the Euclidean metric on R d to S d−1 , have the form
and the space of eigenfunctions with eigenvalue µ l coincides with the space of homogeneous harmonic polynomials of degree l in R d restricted to S d−1 (see e.g. [32] ). We have the following 
, and for any homogeneous harmonic polynomial h of degree l in R d , the quantity
where ds is the Riemannian volume form on n,N ;0 , 0 ≤ n ≤ N , then the leading asymptotic term in the asymptotic expansion (9) of the solution u(x, t) is independent of t ∈ [0, T ]. Moreover, the coefficients a j k with n ≤ k ≤ min{2n, d}, 0 ≤ j ≤ k, in the asymptotic expansion of the solution are independent of t ∈ [0, T ].
be the solution of the Euler equation (1) given by Theorem 1.1. In Section 8 we prove that the one-parameter family of diffeomorphisms
, associated to the non-autonomous dynamical systemẋ = u(t, x) on R d consists of volume preserving diffeomorphisms of a special form, that we call asymptotic diffeomorphisms. This class of diffeomorphisms forms a group that we denote by
This group is a real analytic Banach manifold and its basic properties are studied in Section 9 (see Theorem 9.1 and Proposition 9.2.).
Related work.
There is a vast literature on the well-posedness of the incompressible Euler equation (see e.g. [2, 21] and the references therein). Here we only discuss works related to solution of fluid equations in R d with various asymptotic or decay conditions at infinity. In [9] Cantor proved that, for initial data u 0 in certain weighted Sobolev spaces decaying at infinity, the solution of the Euler equation also has this decay at infinity. Similar result was proved by A. Constantin for the Camassa-Holm equation in [11] . In a series of papers [3, 4, 5] , Bondareva and Shubin proved that the solution map of the KdV equation on the line preserves a class of functions allowing asymptotic expansions at infinity of infinite order. Bondareva and Shubin use a method developed by Menikoff [28] . Menikoff's approach is based on the integrability of the KdV equation and can not be extended to more general equations. A similar result was proved for the modified Korteweg-de Vries equation in [20] , by using the properties of the Miura transform and the result of Bondareva and Shubin. Note, however, that neither Cantor nor Menikoff considers functions having asymptotic expansions at infinity. It is worth mentioning that specific spatial decay and even certain asymptotic expansions are known to naturally appear for the solutions of the Navier-Stokes equation with rapidly decreasing initial data (see e.g. [15, 8, 7, 23] and the references therein). In dimension one, applications of the asymptotic space A m,2 N (R) and an analogous space A m,2 N (R) (with a different remainder term) to the Camassa-Holm and the Degasperis-Procesi equations were obtained in [26] . Finally, note also that there is a vast literature on asymptotic expansions of solutions of several classes of ordinary differential equations (see e.g. [16] ).
Organization of the paper. The paper is organized as follows. In Section 2 we recall the definition of the asymptotic spaces of functions and the groups of asymptotc diffeomorphisms AD At the end of this section we formulate Proposition 2.1 and Corollary 2.2, which allows us to use Arnold's approach to fluid dynamics. Section 3 is devoted to the properties of the Laplace operator in asymptotic spaces. In Section 4 we define the Euler vector field on the tangent bundle of the asymptotic group AD m,p N ;0 . The real-analyticity of this vector field is proved in Section 5 and Section 6. Theorem 1.1 and Proposition 1.1 are proved in Section 7. In Section 8 we prove Proposition 2.1 and Corollary 2.2 formulated in Section 2. Section 9 is devoted to the differential geometry of the subgroup of volume preserving asymptotic diffeomorphisms. In particular, we prove in Section 9 that the exponential map corresponding to the Euler equation, when restricted to a small open neighborhood of zero, is a real analytic diffeomorphism onto its image. In Appendix A we collect the basic results on the asymptotic spaces that are used in the main body of the paper. In Appendix B we construct two Examples that show the necessity of introducing spatial asymptotic expansions involving log terms.
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Asymptotic spaces and diffeomorphism groups
Here we recall the definition of the asymptotic spaces of functions and groups of asymptotic diffeomorphisms that were introduced in [27] . For the convenience of the reader we also summarize some of the basic properties of these spaces in Appendix A.
Asymptotic spaces. Let χ(̺) be a C ∞ -smooth cut-off function such that χ(̺) = 1 for ̺ ≥ 2 and χ(̺) = 0 for 0 ≤ ̺ ≤ 1. For 1 < p < ∞ and a nonegative integer m, let H m,p loc (R d ) denote the space of functions whose weak derivatives up to order m are locally L p -integrable on R d . For any δ ∈ R let us define the weighted Sobolev space
with norm 
where 
Hence, the elements of A γN +2 has a closed image (see [25] ).
.., N , may seem at first unnatural. In fact, this condition is crucial for defining groups of asymptotic diffeomorphisms below. 
Now let us discuss how to include log-terms in the asymptotic spaces. For 0 ≤ n ≤ N and an integer ℓ ≥ −n, the space A 
where a
In particular, the remainder f satisfies (7). The norm in A m,p n,N ;ℓ (R d ) is defined in a similar way as in (8) ,
As before, we generally write A is preserved by the Euler flow. In order to prove this fact and the stated well-posedness, we will consider the following groups of asymptotic diffeomorphisms (or simply, asymptotic groups).
Groups of asymptotic diffeomorphisms. Denote by Diff
For simplicity, we write AD 
the Jacobian matrix of the map h : For the convenience of the reader, we collect below the main results on the groups of asymptotic diffeomorphisms that are used in the paper. The following Theorem is proved in [27] . [27] ). Remark 2.5. Generally, regularity m > 1 + d/p is sufficient for a collection of diffeomorphisms of Sobolev class H m (R d , R d ) (without weights) to form a topological group under composition (see [17] , or [14] for the case of a compact manifold). The stronger condition m > 2 + d/p in Corollary 2.1 stems from the fixed point argument used in [27] to prove the existence of inverses when dealing with asymptotics. It should be possible to obtain Corollary 2.1 for m > 1 + d/p, but [27] and the present paper are concerned more with the asymptotic structure of solutions than minimal regularity requirements. In fact, for technical reasons (see Remarks 3.4 and 4.2), in the rest of this paper we assume that m > 3 + 
The same result also holds for the asymptotic groups AD m,p n,N .
In addition to the group AD m,p n,N ;ℓ , we also study the topological subgroup of volume preserving asymptotic diffeomorphisms, n,N ;ℓ . As a consequence of Proposition 2.1 we also obtain in Section 8 the following 
The Laplace operator in asymptotic spaces
In this section we study the (Euclidean) Laplace operator ∆ := 
is an isomorphism. The functions that we add are of the form
where s k ≥ 1 denotes the multiplicity of the eigenvalue λ k := k(k + 2 − d) ≥ 0 of the LaplaceBeltrami operator −∆ S on the unit sphere S d−1 , and {e
j=1 is a basis for the corresponding eigenspace.
is non-negative and enumerates the eigenvalues of the "positive" Laplace-Beltrami operator −∆ S . These eigenvalues are usually enumerated by the quadratic expression
In order to compute ∆ on these functions, we use the following formulas: for integers k ≥ 0 and
while for l = 1 and l = 0 one has respectively,
and
Now if we replace a(θ) by an eigenfunction e j k (θ) and let l = k as in (11), then all the terms involving ∆ S , i.e. the highest power of log r, drop out and we find
For d ≥ 3, let us define
and observe that A 
Now we define for d = 2,
and observe that The following confirms that (10) is an isomorphism. 
where
. , s k , are eigenfunctions of the LaplaceBeltrami operator on the unit sphere, we see that they are polynomial in θ ≡ 
. In this case, formula (14) implies that
By Lemma A.3 in Appendix A we knowf = ∆Kf = ∆v, where v ∈ A m,p
. This means that u ∈ I. On the other hand, if a 0 k+2 is an eigenfunction of −∆ S with eigenvalue λ k , 2 we see from (13) above that is true since a
1,N +1;−1 . Using Lemma A.3 as before, we again have u ∈ I. This completes the first step of the induction. Now fix 0 < l 0 ≤ k − 1, and assume that u ∈ I for any 0 ≤ l < l 0 . Consider
is not an eigenfunction of −∆ S with eigenvalue λ k , we can find b
k+2 . Assuming l 0 ≥ 2, we use (12) to write
we use (13) to get a similar, but simpler, expression.) By the induction hypothesis, the third term on the right is in I, and we can again use Lemma A.3 to conclude that the second term on the right is in I; hence u ∈ I. Otherwise, when a l0 k+2 is an eigenfunction of −∆ S with eigenvalue λ k , we obtain from formula (12) that
) By the induction hypothesis, the third term on the right is in I. We also claim that χ a
1,N +1;−1 . Using Lemma A.3 again, we conclude that u ∈ I. This completes the induction, and hence the proof of surjectivity.
Let us now prove the second statement of the Proposition. By Green's identity, for any
where ds is the length form on the circle x ∈ R 2 |x| = R . Similarly, for any f ∈ A m,p 1,N +1;0 we have
as ∂f /∂r = O(1/r 2 ). Now, take an arbitrary u ∈ A m−2,p 3,N +3;−3 . We already proved that
where f ∈ A m,p 1,N +1;0 . This gives, u = c ∆ χ(r log r + ∆f . By integrating this equality over R 2 we see, in view of (20) and (21), that M (u) = 2πc. This completes the proof of Proposition 3.1. 
is an isomorphism. Moreover we have the following commutative diagram,
where the downward arrow denotes the partial differentiation with respect to the j-th variable in In what follows, we will denote by ∆ −1 the inverse of (10) or (22) , depending on the context.
For any ϕ ∈ AD
m,p 0,N ;0 consider the conjugate Laplace operator,
where R ϕ v denotes the right-translation of a function v by ϕ, R ϕ v := v • ϕ. We begin by studying properties of R ϕ acting on asymptotic spaces.
|x| and consider the homogeneous of degree zero function a(θ) in x. Then for any ϕ ∈ AD m,p 0,N ;0 , k ≥ 0 and ℓ ≥ −k, and
In the case when k + ℓ = 0, the statement above is true also with N − = N . Moreover, 
where ( (75) is defined in Appendix A. As w/r = o(1) as |x| → ∞ we can choose r 0 > 0 such that |w(x)/r| < 1/4 for any |x| > r 0 . Then for any |x| > r 0 we have 2 θ, w/r + w/r, w/r < 3/4, and hence in view of (24),
where the series converges uniformly in |x| > r 0 , and, by Cauchy's estimate, |c k | ≤ const (4/3) 
where C > 0 is the constant in Lemma A.4 (c) and where we used that w A 
Using (28) and arguing in a similar way as above, we see that, for r 0 > 0, taken larger if necessary, and for any R > r 0 > 0,
As a(θ) is assumed a polynomial function of θ we obtain from (30) that
It follows from (28)- (31) 
The conclusion in the Lemma then follows from Lemma A.4 (a). The last statement of the Lemma follows in the same way from (29) .
As a consequence of this Lemma we get 
wherer ∈ A 
and the function u 
and, for d = 2, u is an isomorphism with inverse (∆ ϕ )
is the inverse of the map (10). 
The Euler vector field
In this section we associate to the Euler equation (1) 
is a solution of the Euler equation (1) . Applying the divergence div to both sides of equation (1), we obtain div u · ∇u = −∆p .
In view of the Sobolev embedding A m,p 0,N ;0 ⊆ C 2 and the product rule we have,
where tr is the trace and [du] 2 is the square of the Jacobian matrix [du] . (Relation (37) is standard and appears e.g. in [6] ; although quite simple, it is crucial for our approach.) Combining (35) with (37) we see that −∆ ∇p = ∇ • Q(u) where
In view of Lemma A. and this map is real-analytic. This, together with Proposition 3.1, then implies that 
Using that ∆ −1 and ∇ commute (Remark 3.3) we see that we can set p := −∆ 
In fact, a converse statement also holds. of (40) with divergence free initial data u 0 consists of divergence free vector fields. The advantage of (40) compared with (1) is that it does not contain explicitly an unknown pressure term and that the relation div u = 0 for t ∈ [0, T ] is automatically satisfied.
Proof of Lemma 4.1. In view of the discussion above, we only need to prove the direct implication. 
Applying the divergence div to both sides of this equality we get from (36) that
In view of the Sobolev embedding A and moreover
is the flow of u (see Proposition 2.1). This implies that for any t ∈ [0, T ],
Remark 4.2. Instead of (44), we could write
In this form, however, the smoothnes of the map 
Now, consider the first component
we see from the Stokes' theorem and (45) that for any R > 0,
This implies that R 2 (∂f /∂x 1 ) dx = 0. Arguing in the same way as above we also conclude that 
where the functions u 
and hence represents a vector field on T AD 
Smoothness of ∆ ϕ and its inverse
In this section we study the smoothness of the conjugate Laplace operator (23) and its inverse (that appears as the first factorization term in formula (44) 
It follows from (48), (49), and Lemma 5.2 below that 
and 
are real-analytic maps. Finally, by composing (50) and (51) and then, using ∆ = div •∇, we prove the statement of the Lemma.
In the proof of Lemma 5.1 we used the following
is real-analytic. 
We have 
is real-analytic. It follows from Corollary 3.3 that the map Composing the map (55) with (54) and using that (
This completes the proof of the Proposition.
Smoothness of the Euler vector field
In this section we prove Theorem 6.1, which states that the Euler vector field defined in Section 4 is real-analytic.
It follows from Lemma A.2 (c) and (d ′ ) that the map
is real-analytic. Now we prove the following. 
This, together with Lemma 5. 
It follows from Lemma 5.2 that the map 
We will prove that, in fact, this curve is C 1 -smooth and that it is the integral curve of the Euler vector field E on T (AD 
where v t stands for the point-wise partial derivative v t (t, x). In view of (40) and (43), we then obtain
By a point-wise integration with respect to t we then have
Now, it follows from (57) and Theorem 6.1 that the curve 
0,N ;0 ) is the integral curve of the dynamical system,
Conversely, one easily confirms, by using Lemma 4.1 and the fact that the solutions (ϕ, v) of (59) 
gives a bijective correspondence between solutions of the dynamical system (59) and the solutions of equation (40) Proof of Theorem 1.1. The Theorem follows directly from Theorem 6.1, Proposition 7.1, and the existence and uniqueness theorem of solutions of an ODE in a Banach space ( [24] ). We also use that the solutions of (40) (and hence (1)) admit the symmetry group u → u c where u c (t) := c u(ct), c > 0.
Proof of Proposition 1.
be the solution of the Euler equation (1) given by Theorem 1.1. Then, by Lemma 4.1, u is a solution of
Note that by Lemma 4.2, Corollary 3.1 and Corollary 3.2 the right hand side of (60) 
where the functions u j k are defined in (11) . The statement of the Proposition 1.1 now follows directly from (61) and (11) . A final remark needed is that the space of homogeneous harmonic polynomials of degree l ≥ 0 (when restricted to the sphere S d−1 ) coincides with the eigenspace of the "positive" Laplace-Beltrami operator −∆ S with eigenvalue µ l = l(k + d − 2) (see e.g. [32] ).
Non-triviality of the conserved quantities. Let us now discuss the non-triviality of the conservation laws (4) appearing in Proposition 1.1. For simplicity, we consider the case d = 2. Take 0 ≤ k ≤ N and consider the Hamiltonian H := a(φ)(log r) k χ(r)/r k−1 , where a is a C ∞ -smooth, real-valued function of φ ∈ R/2πZ. Let u be the Hamiltonian vector field corresponding to H:
where f has compact support and
N ;0 . Now, if we identify real 2-vectors with complex numbers and denote by l∈Zâ l e −lφ the Fourier series of a(φ), we obtain
In particular, we see that if h is a homogeneous harmonic polynomial of degree l / ∈ {2 − k, k} then the integral (4) is a non-vanishing linear function of the Fourier coefficientsâ l−1 andâ −l−1 of a(φ).
Asymptotic groups and asymptotic ODEs
In this section we prove Proposition 2.1 stated in Section 2.
Proof of Proposition 2.1.
n,N ;ℓ and consider the differential equation, . 
Further, we will use a bootstrap argument to show that this solution in fact lies in the space
satisfies (62) with initial condition ϕ| t=0 = id, we obtain by applying ∂/∂x k , k = 1, ..., d, to (62),
where by Theorem 2.1,
where ϕ(x) = x + w(x), w ∈ A m−1,p n,N ;ℓ . In view of (65) and the Banach algebra property of the space A 
Volume preserving asymptotic diffeomorphisms
Recall from Section 2 that 
is real analytic. Here we use that the solutions of (69) 
that, by the discussion above, is real analytic. By the discussed symmetry, for any t ∈ (−2, 2) one has Exp E (t u 0 ) = ϕ(t). This implies that
. Shrinking the neighborhood U if necessary, we obtain from the inverse function theorem the following 
is a real analytic diffeomorphism. 
. Applying div to the both hand sides of this equality we conclude from (36) that (div u) t + u · ∇(div u) = 0. This implies that for any x ∈ R d and for any t ∈ [0, 1], (div u)(t, ϕ(t, x)) = (div u 0 )(x). Then, in view of the Wronskian identity (68) we conclude that det[dϕ](t, x) = e t(div u0)(x) , which implies that
0,N ;0 . Now, as mentioned above, the ontoness of (72) follows from Proposition 9.1. 
A Properties of asymptotic spaces
In this Appendix for the convenience of the reader we collect several results on the asymptotic spaces that are used in the main body of the paper. Take 1 < p < ∞. 
is bounded for any N 1 − < N 1 and N 2 − < N 2 .
Item (d) has the following two refinements:
is bounded.
In particular, the asymptotic space A m,p n,N ;ℓ (R d ) with −n ≤ ℓ ≤ 0 is a Banach algebra with respect to the point-wise multiplication of functions.
We refer to [27, Appendix B] for the proof of this lemma.
These asymptotic spaces are useful in studying the Laplace operator and its inverse. However, due to the logarithmic potential when d = 2, we need to introduce some additional spaces. Denote by A m+1,p
where a *
is equipped with a norm similar to (8) . Clearly, the space A m+1,p (a) For d = 2, there exists a bounded operator,
such that ∆Kg = g. More specifically, u = Kg is of the form
where a * 0 is a constant and a k (θ)/r k , k = 1, ..., N are harmonic functions on R 2 \ {0};
there exists a bounded operator,
For the proof of this Lemma we refer to [27, Section 3].
Remark A.1. Using basic facts from the theory of distributions one can easily see that the asymptotic terms in (73) and (74) are linear combinations with constant coefficients of the derivatives 
B Examples
In this Appendix we consider two Examples. In the first one we construct a divergence free asymptotic vector field without log terms so that the corresponding solution of the Euler equation develops log terms. In the second example we construct a divergence free vector field with compact support that develops a non-vanishing asymptotic term χ(r) a d+1 (θ)/r d+1 . with N ≥ 3 is not invariant under the Euler flow, and establishes the necessity of using the asymptotic spaces with log terms. For simplicity, we restrict our attention to the case when d = 2. In this case we can identify the complex plane C with R 2 and use complex notations. In particular, we set z = x + iy = e iφ , φ ∈ R/2πZ, and note that ∆ = 4∂ z ∂z where ∂ z = (∂ x − i∂ y )/2 and ∂z = (∂ x + i∂ y )/2. Let H be a real valued C ∞ -smooth Hamiltonian function on R 2 = {(x, y)} and let u 0 = (−H y , H x ) be the corresponding Hamiltonian vector field. Then, by a straightforward computation, we have Proof. The Lemma follows from (37) and the Stokes' theorem. In fact, let u 0 be a C ∞ -smooth divergence free vector field with compact support in R d , d ≥ 2. By (37) Q(u 0 ) = div X where X := u 0 · ∇u 0 .
As the vector field X has compact support we see from the Stokes' theorem that
In order to prove the second equality note that for any 1 ≤ k ≤ d we have
where L X denotes the Lie derivative in the direction of the vector field X and X k is the k-th component of X. As L X x k dx 1 ∧ . . . ∧ dx d = d i X (x k dx 1 ∧ . . . ∧ dx d ) and as X has compact support we get from (78) and the Stokes' theorem that
Now, using that X = u 0 · ∇u 0 and the fact that u 0 preserves the volume form dx 1 ∧ . . . ∧ dx d we conclude that X k dx 1 ∧ . . . ∧ dx d = L u0 u 0k dx 1 . . . dx d = d i u0 (u 0k dx 1 . . . dx d ) where u 0k is the k-th component of the vector field u 0 . As u 0 has compact support we again conclude from the Stokes' theorem that
This together with (79) then completes the proof of the Lemma.
