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In this article, we reconsider the mixed boundary value problem on the unit circle for
a pair of metaanalytic and analytic functions as in Du and Wang (2008) [9]. By adopting
appropriate transformations, we convert the problem into two independent boundary value
problems for analytic functions. We then obtain expressions of solution and condition of
solvability for the mixed boundary value problem. The forms of the solutions and the
condition of solvability here are rather dissimilar to those in Du and Wang (2008) [9].
But the equivalence is established at the end of this article.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Boundary value problems (BVPs) are important in mathematical physics and engineering (see, e.g. [1–4,7–14]). Two
classical boundary value problems are the Riemann boundary value problem and the Hilbert boundary value problem for
analytic functions. They have been studied along two fundamental ways. As is well known, analytic functions are closely
connected with the Cauchy–Riemann operator. In [5], polyanalytic functions are introduced, which are related to a monomial
expression of the Cauchy–Riemann operator. A great deal of interest has arisen in various kinds of boundary value prob-
lems for polyanalytic functions (e.g. [8,14,18,19]). A generalization of polyanalytic functions is the so-called metaanalytic
functions [6], which satisfy a polynomial of the Cauchy–Riemann operator with roots. On the other hand, different types of
boundary conditions need to be treated differently as boundary value problems, for example, Riemann BVPs [8,18], Hilbert
BVPs [19], Haseman BVPs [10,15,20], Carleman BVPs [12,16], Dirichlet BVPs [1,4], Schwarz BVPs [3], compound BVPs [12],
mixed BVPs [7,9,13], etc. In 2001, Fatulaev studied a Haseman BVP on the circle for a special class of metaanalytic func-
tions [10]. In [7], a mixed BVP for a pair of polyanalytic and analytic functions on the unit circle was investigated. In [9],
the authors have given solutions of the mixed BVP on the unit circle for a pair of metaanalytic and analytic functions. The
solution is based on a substitution method, i.e., the original mixed BVP is reduced into a Haseman BVP and a Hilbert BVP
by two decomposition theorems respectively, and then the solution of the mixed BVP is obtained via substituting the solu-
tion of the Haseman BVP into the Hilbert BVP. This method is called the substitution. In the present article, we reconsider
the mixed BVP by adopting proper transformations, which directly transform the problem into two independent BVPs for
analytic functions. Then we obtain rather different expressions of solution and condition of solvability from those in [9].
This method is called the function transformation method by us. But the equivalence for the substitution and the function
transformation method is concretely proved at the end of this paper.
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Suppose G be an open set in the complex plane C. Let
Mn =
n∑
k=0
Ckn(−λ)n−k
∂k
∂ z¯k
≡
(
∂
∂ z¯
− λ
)n
(1)
be a polynomial of the Cauchy–Riemann operator ∂
∂ z¯ = 12 ( ∂∂x + i ∂∂ y ), where λ is a complex constant, z = x+ iy with x = Re z
and y = Im z. If f ∈ Cn(G) satisﬁes the generalized Cauchy–Riemann equation Mn f = 0 on G , then f is called a metaanalytic
function of order n. Moreover, the class of such functions is denoted by Mn(G). While λ = 0, Mn(G) = Hn(G) is the class of
polyanalytic functions of order n [5,6] and H1(G) is just the class of analytic functions on G .
Let ∂D = {t, |t| = 1} be oriented counter-clockwise, which divides C into two domains denoted as D+ = {z, |z| < 1}
and D− = {z, |z| > 1} respectively. Now our problem is to ﬁnd a pair of functions (W ,U ), where W ∈ M2(D+) with W
and ∂W /∂ z¯ being continuous up to boundary ∂D . U is analytic in D− and continuous up to boundary ∂D , satisfying the
following mixed boundary conditions and growth condition at inﬁnity:⎧⎪⎪⎪⎨⎪⎪⎪⎩
W+
(
α(t)
)= G(t)U−(t) + g(t), t ∈ ∂D,
Re
{[
a(t) + ib(t)][∂W
∂ z¯
]+
(t)
}
= c(t), t ∈ ∂D,
Ord(U ,∞) 0,
(2)
where G, g ∈ H(∂D) and G(t) = 0 (t ∈ ∂D), real-valued functions a,b, c ∈ H(∂D) (Hölder condition), a2(t) + b2(t) = 1 and
α is a positive shift on ∂D [12].
In [5,9], we have veriﬁed the following decomposition theorem between metaanalytic functions and polyanalytic func-
tions.
Theorem 2.1 (Decomposition theorem). Mn(G) = exp{λz¯}Hn(G) = exp{λz¯ − λz}Hn(G). More precisely, if W ∈ Mn(G), there are a
unique W ∗ ∈ Hn(G) and a unique V ∈ Hn(G) such that
W (z) = W ∗(z)exp{λz¯} = V (z)exp{λz¯ − λz}, z ∈ G. (3)
Similarly, we have the following decomposition theorem between polyanalytic functions and analytic functions [5].
Theorem 2.2 (Decomposition theorem). Hn(G) =⊕nj=1 z¯ j−1H1(G). That is to say, if V ∈ Hn(G), then there exists a unique represen-
tation
V (z) =
n∑
j=1
z¯ j−1Λ j(z) with Λ j ∈ H1(G), z ∈ G. (4)
From the Decomposition Theorem 2.1, let
W (z) = V (z)exp{λz¯ − λz}, z ∈ D+, (5)
then V ∈ H2(D+) and V , ∂V /∂ z¯ are continuous up to boundary ∂D . Substituting (5) into (2) and considering |α(t)| = 1
on ∂D , we get the following boundary conditions for bianalytic function V in D+ and analytic function U in D−⎧⎪⎪⎨⎪⎪⎩
V+
(
α(t)
)= G∗(t)U−(t) + g∗(t), t ∈ ∂D,
Re
{[˜
a(t) + i˜b(t)][λV+(t) + [∂V
∂ z¯
]+
(t)
]}
= c(t), t ∈ ∂D,
Ord(U ,∞) 0,
(6)
where⎧⎪⎪⎪⎨⎪⎪⎪⎩
G∗(t) = exp{λα(t) − λα(t)}G(t) ∈ H(∂D),
g∗(t) = exp{λα(t) − λα(t)}g(t) ∈ H(∂D),
a˜(t) + i˜b(t) = [a(t) + ib(t)]exp{λt¯ − λt},
a˜(t) and b˜(t) are real-valued functions.
(7)
By the Decomposition Theorem 2.2, let
V (z) = Λ1(z) + z¯Λ2(z), z ∈ D+, (8)
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conditions in (6), we obtain a Haseman BVP for sectionally holomorphic function Υ{
Υ +
(
α(t)
)= G˜(t)Υ −(t) + g˜(t), t ∈ ∂D,
Ord(Υ,∞) 0, (9)
where
Υ (z) =
{
zΛ1(z) + Λ2(z), z ∈ D+,
U (z), z ∈ D−, (10){
G˜(t) = α(t)G∗(t) ∈ H(∂D),
g˜(t) = α(t)g∗(t) ∈ H(∂D). (11)
Using the transformation
Φ(z) = λzΛ1(z) + (λ + z)Λ2(z) (12)
and noting (8), then we see that the Hilbert boundary condition in (6) becomes a Hilbert BVP for holomorphic function Φ
in D+ ,
Re
{[
a∗(t) + ib∗(t)]Φ+(t)}= c(t), t ∈ ∂D, (13)
where⎧⎨⎩
a∗(t) and b∗(t) are real-valued functions,
a∗(t) + ib∗(t) = t¯[˜a(t) + i˜b(t)] ∈ H(∂D),
a∗2(t) + b∗2(t) = 1.
(14)
Thus, if (W ,U ) is a solution of the mixed BVP (2), then Υ and Φ obtained by the above steps are, respectively, a solution
of the Haseman BVP (9) and a solution of the Hilbert BVP (13). Moreover, if Υ is a solution of the Haseman BVP (9) and Φ
is a solution of the Hilbert BVP (13), then via (8) and by using
Λ1(z) = 1
z2
[
(λ + z)Υ (z) − Φ(z)], z ∈ D+, (15)
Λ2(z) = 1
z
[
Φ(z) − λΥ (z)], z ∈ D+, (16)
we get
V (z) = 1
z2
[
(λ + z)Υ (z) − Φ(z)]+ z¯
z
[
Φ(z) − λΥ (z)], z ∈ D+. (17)
Therefore, while the condition of analyticity{
Φ(0) = λΥ (0) (condition of analyticity for Λ2),
Φ ′(0) = Υ (0) + λΥ ′(0) (18)
is satisﬁed, Λ1 and Λ2 given by (15) and (16) are analytic in D+ . Now, we obtain
Theorem 2.3. With (5), (8), (15) and (16), (W ,U ) is the solution of the mixed BVP (2) if and only if Υ and Φ are, respectively, the
solutions of the Haseman BVP (9) and the Hilbert BVP (13), satisfying the condition of analyticity (18).
3. Haseman boundary value problem
Let κ1 = 12π [argG(t)]∂D , then the index of BVP (9) is κ = 12π [arg G˜(t)]∂D = κ1 + 1.
Thus from [7,17], we have the following results.
Theorem 3.1. If κ  0, then the solutions of BVP (9) are
Υ (z) = X1(z)
[
Ψ (z) + qακ (z)
]
, z ∈ D+ ∪ D−, (19)
where
X1(z) =
{
exp{ 12π i
∫
∂D
ρ(α−1(τ ))
τ−z dτ }, z ∈ D+,
z−κ exp{ 12π i
∫
∂D
ρ(τ )
τ−z dτ }, z ∈ D−
(20)
with ρ(t) being the unique solution of the Fredholm equation
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2π i
∫
∂D
[
α′(τ )
α(τ ) − α(t) −
1
τ − t
]
ρ(τ )dτ = log{t−κ G˜(t)}, t ∈ ∂D, (21)
Ψ (z) =
{
1
2π i
∫
∂D
χ(α−1(τ ))
τ−z dτ , z ∈ D+,
1
2π i
∫
∂D
χ(τ )
τ−z dτ , z ∈ D−
(22)
with χ(t) being the unique solution of the Fredholm equation
(Kχ)(t) = [X+1 (α(t))]−1 g˜(t) (23)
and
qακ (z) =
κ∑
=0
a
[
ωα(z) − ωα(0)
]
, (24)
ωα(z) =
{
1
2π i
∫
∂D
μ(α−1(τ ))
τ−z dτ , z ∈ D+,
1
2π i
∫
∂D
μ(τ)
τ−z dτ + z, z ∈ D−
(25)
with μ(t) being the unique solution of the Fredholm equation
(Kμ)(t) = t, t ∈ ∂D. (26)
If κ < 0, when and only when∫
∂D
τ kχ(τ )dτ = 0, k = 0,1, . . . ,−κ − 2 (27)
are satisﬁed (while κ = −1, we regard that condition of solvability (27) does not arise), the solution of BVP (9) is
Υ (z) = X1(z)Ψ (z), z ∈ D+ ∪ D−, (28)
which is just (19) with qακ (z) ≡ 0.
4. Hilbert boundary value problem
Let κ2 = 12π [arg(a(t) − ib(t))]∂D , then the index of BVP (13) is κ0 = κ2 + 1. Let
X(z) = zκ0Y (z), Y (z) = exp{Γ (z)}, Γ (z) = 1
2π
∫
∂D
(τ + z)Θ(τ )
τ − z
dτ
τ
+ π i
2
(29)
with
Θ(τ) = arg{τ−κ0[a∗(τ ) − ib∗(τ )]}= arg{τ−κ2 [˜a(τ ) − i˜b(τ )]}. (30)
Then, we obtain the following results [17,19].
Theorem 4.1.When κ0  0, the solutions of the Hilbert BVP (13) can be written as
Φ(z) = X(z)
2π i
[ ∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
τ + z
τ − z
dτ
τ
+ 2π iqκ0(z)
]
, z ∈ D+, (31)
where
qκ0(z) =
κ0∑
=−κ0
cz
 with c = c− (32)
is an arbitrary symmetric Laurent polynomial of order not greater than κ0 . When κ0 < 0, if and only if∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
dτ
τ k+1
= 0, k = 0,1, . . . ,−κ0 − 1 (33)
are satisﬁed, the solution of the Hilbert BVP (13) is
Φ(z) = Y (z)
π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ − z , z ∈ D
+, (34)
which is equivalent to (31) with qκ0(z) ≡ 0 under condition (33).
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2π∫
0
Ω(θ)c
(
eiθ
)
sinkθ dθ = 0, k = 1, . . . ,−κ0 − 1,
2π∫
0
Ω(θ)c
(
eiθ
)
coskθ dθ = 0, k = 0,1, . . . ,−κ0 − 1,
(35)
where
Ω(θ) = exp
{
− 1
2π
2π∫
0
Θ
(
eiζ
) sin(ζ − θ)
1− cos(ζ − θ) dζ
}
. (36)
Remark 4.1. We regard that qκ0 (z) ≡ 0 if κ0 < 0 and condition (33) does not arise if κ0  0. In short, the solution of the
Hilbert BVP (13) is (31) under condition (33).
5. Solutions of mixed BVP
Clearly, in order to obtain solutions of mixed BVP (2) from (19) and (31), we only need to examine the condition of
analyticity (18). We discuss (18) in twelve cases.
Case 1. κ > 0 and κ0 > 1. By (19), (31), (15) and (16), we know that
Λ1(z) = 1
z2
{
(λ + z)X1(z)
[
Ψ (z) + qακ (z)
]− X(z)qκ0(z)
− X(z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
τ + z
τ − z
dτ
τ
}
, z ∈ D+, (37)
Λ2(z) = 1
z
{
−λX1(z)
[
Ψ (z) + qακ (z)
]+ X(z)qκ0(z)
+ X(z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
τ + z
τ − z
dτ
τ
}
, z ∈ D+. (38)
Obviously, Λ1 and Λ2 are analytic in D+ if and only if⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
c−κ0 = −λFa0i −
λF
2π
∫
∂D
χ(α−1(τ ))
τ
dτ ,
−c−κ0
π i
∫
∂D
Θ(τ)
τ 2
dτ + ic−κ0+1 − λFω′α(0)a1
= λF
2π i
∫
∂D
χ(α−1(τ ))
τ 2
dτ + F
[
1+ λ
2π i
∫
∂D
ρ(α−1(τ ))
τ 2
dτ
][
a0 + 1
2π i
∫
∂D
χ(α−1(τ ))
τ
dτ
]
,
(39)
where
F = exp
{
1
2π i
∫
∂D
ρ(α−1(τ )) − iΘ(τ)
τ
dτ
}
. (40)
We rewrite (39) in the following matrix form
(
λF i 0 1 0
E F i λFω′α(0)i 0 1
)⎛⎜⎝
a0
a1
c−κ0
⎞⎟⎠= ( F1F2
)
, (41)c−κ0+1
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E = 1+ λ
2π i
∫
∂D
ρ(α−1(τ )) − 2iΘ(τ)
τ 2
dτ ,
F1 = − λF
2π
∫
∂D
χ(α−1(τ ))
τ
dτ ,
F2 = − F
2π
∫
∂D
Eτχ(α−1(τ )) + λχ(α−1(τ ))
τ 2
dτ .
(42)
Then the solution of (41) can be expressed as⎧⎪⎨⎪⎩
a0 = arbitrary complex number,
a1 = arbitrary complex number,
c−κ0 = −λFa0i + F1,
c−κ0+1 = −E Fa0i − λFω′α(0)a1i + F2.
(43)
Thus, Λ1 and Λ2 given by (37) and (38), respectively, are analytic in D+ if and only if⎧⎪⎪⎪⎨⎪⎪⎪⎩
c0 = arbitrary real number,
ak = arbitrary complex number, k = 0,1, . . . , κ,
c = arbitrary complex number,  = 1, . . . , κ0 − 2,
c−κ0 = −λFa0i + F1,
c−κ0+1 = −E Fa0i − λFω′α(0)a1i + F2.
(44)
Therefore, under this case, the solution of BVP (2) possesses (2κ +2κ0 −1) free real constants, or, (2κ +2κ0 −1) real degree
of freedom [12].
Case 2. κ > 0 and κ0 = 1. Then from (19) and (31),
Λ1(z) = 1
z2
{
(λ + z)X1(z)
[
Ψ (z) + qακ (z)
]− X(z)q1(z) − X(z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
τ + z
τ − z
dτ
τ
}
, (45)
Λ2(z) = 1
z
{
−λX1(z)
[
Ψ (z) + qακ (z)
]+ X(z)q1(z) + X(z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
τ + z
τ − z
dτ
τ
}
. (46)
The functions Λ1 and Λ2 in the above are analytic in D+ if and only if(
λF i 0 1
E F i λFω′α(0)i 0
)( a0
a1
c−1
)
=
(
F1
F3 − c0
)
(47)
is satisﬁed, where c0 is an arbitrary real number and
F3 = F2 − 1
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
dτ
τ
. (48)
We have the following subcases.
Case 2.1. When the rank of coeﬃcient matrix of (47) is 1, we get
E = 0 (which implies λ = 0) and ω′α(0) = 0. (49)
Thus,
Im(F3) = 0, i.e.,
2π∫
0
Re
{
λFe−iθχ
(
α−1
(
eiθ
))}
dθ =
2π∫
0
c
(
eiθ
)
Ω(θ)dθ (50)
is the suﬃcient and necessary condition for (47) to have the following solution⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
a0,a1 = arbitrary complex number,
c0 = 1
2π
2π∫
0
Im
{
λFe−iθχ
(
α−1
(
eiθ
))}
dθ,
c−1 = −λFa0i − λF
2π
∫
χ(α−1(τ ))
τ
dτ .
(51)∂D
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number (k = 0, . . . , κ), both (50) and (51) hold. So the BVP (2) again has (2κ + 2κ0 − 1) real degree of freedom.
Case 2.2. When the coeﬃcient matrix of (47) is of full rank, it always has a solution with a free constant and an arbitrary
real number c0. Thus, the BVP (2) always has a solution with (2κ + 2κ0 − 1) real degree of freedom.
Example 5.1. When E = 0, Λ1 and Λ2 are analytic in D+ if and only if⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ak = arbitrary complex number, k = 1, . . . , κ,
c0 = arbitrary real number,
a0 = −λω
′
α(0)a1
E
+ c0 − F3
E F
i,
c−1 = λc0 − λF3 + λ
2Fω′α(0)a1i
E
+ F1.
(52)
Example 5.2. When λ = 0 and ω′α(0) = 0, Λ1 and Λ2 are analytic in D+ if and only if⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ak = arbitrary complex number, k = 0,2, . . . , κ,
c0 = arbitrary real number,
a1 = − Ea0
λω′α(0)
+ c0 − F3
λFω′α(0)
i,
c−1 = −λFa0i + F1.
(53)
Case 3. κ > 0 and κ0 = 0. Then
Λ1(z) = 1
z2
{
(λ + z)X1(z)
[
Ψ (z) + qακ (z)
]− Y (z)c0 − Y (z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
τ + z
τ − z
dτ
τ
}
, (54)
Λ2(z) = 1
z
{
Y (z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
τ + z
τ − z
dτ
τ
+ Y (z)c0 − λX1(z)
[
Ψ (z) + qακ (z)
]}
. (55)
Thus, if and only if(
λF i 0
E F λFω′α(0)
)(
a0
a1
)
=
(
F4 − c0
F5
)
, (56)
Λ1 and Λ2 are analytic in D+ , where c0 is an arbitrary real number and⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
F4 = F1 − 1
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ
,
F5 = −i F2 + 1
π
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ 2
.
(57)
Similarly, we obtain the following results.
Case 3.1. When the rank of coeﬃcient matrix of (56) is 1 and λ = 0, we obtain E = 1 by (42). Then we know if and only if
2π∫
0
c
(
eiθ
)
Ω(θ)dθ = 0 (58)
is satisﬁed, (56) has the following solution⎧⎪⎪⎪⎨⎪⎪⎪⎩
a1 = arbitrary complex number,
c0 = 0,
a0 = − 1
2π i
∫
∂D
χ(α−1(τ ))
τ
dτ + 1
π F
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ 2
.
(59)
Thus, Λ1 and Λ2 are analytic in D+ when and only when (58) holds, a0 and c0 are given by (59), while ak = arbitrary
complex number (k = 1, . . . , κ). So the BVP (2) also possesses (2κ + 2κ0 − 1) real degree of freedom.
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∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ 2
= −λF i
2
∫
∂D
χ(α−1(τ ))
τ 2
dτ , (60)
(56) has the solution⎧⎪⎨⎪⎩
a0 = c0 − F4
λF
i,
a1 = arbitrary complex number,
c0 = arbitrary real number.
(61)
Therefore, Λ1 and Λ2 are analytic in D+ when and only when ak = arbitrary complex number (k = 2, . . . , κ), (60) and (61)
are satisﬁed. So the BVP (2) has (2κ + 2κ0 − 1) real degree of freedom.
Case 3.3. When the rank of coeﬃcient matrix of (56) is 1, λ = 0, ω′α(0) = 0 and E = 0, we see that if and only if
Im
(
E F4 − λF5i
E
)
= 0 (62)
is satisﬁed, (56) has the solution⎧⎪⎪⎪⎨⎪⎪⎪⎩
a1 = arbitrary complex number,
a0 = 1
E F
F5,
c0 = E F4 − λF5i
E
.
(63)
Thus, when and only when ak = arbitrary complex number (k = 1, . . . , κ), a0 and c0 are given by (63) and (62) holds,
Λ1 and Λ2 are analytic in D+ . So the BVP (2) also has (2κ + 2κ0 − 1) real degree of freedom.
Case 3.4. When the coeﬃcient matrix of (56) is of full rank. In this case, λ = 0 and ω′α(0) = 0. Then we obtain⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
c0 = arbitrary real number,
a0 = c0 − F4
λF
i,
a1 = F5
λFω′α(0)
− Ec0 − E F4
λ2Fω′α(0)
i.
(64)
Thus, Λ1 and Λ2 are analytic in D+ if and only if ak = arbitrary complex number (k = 2, . . . , κ) and (64) are satisﬁed.
Therefore, the BVP (2) again has (2κ + 2κ0 − 1) real degree of freedom.
Case 4. κ > 0 and κ0 < 0. We know that under condition (33),
Λ1(z) = 1
z2
{
(λ + z)X1(z)
[
Ψ (z) + qακ (z)
]− Y (z)
π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ − z
}
, (65)
Λ2(z) = 1
z
{
Y (z)
π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ − z − λX1(z)
[
Ψ (z) + qακ (z)
]}
. (66)
Obviously, Λ1 and Λ2 are analytic in D+ if and only if(
λF 0
F λFω′α(0)
)(
a0
a1
)
=
(
(F1 − 2F4)i
F6
)
, (67)
where
F6 = − 1
2π2i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ
[ ∫
∂D
ρ(α−1(τ )) − 2Θ(τ)i
τ 2
dτ
]
+ 1
π
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ 2
− F
2π i
∫
∂D
λχ(α−1(τ )) + τχ(α−1(τ ))
τ 2
dτ . (68)
Thus, we get the following subcases.
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∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ
= 0, (69)
(67) has the solution⎧⎪⎨⎪⎩
a1 = arbitrary complex number,
a0 = 1
π F
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ 2
− 1
2π i
∫
∂D
χ(α−1(τ ))
τ
dτ . (70)
Therefore, under condition (33), Λ1 and Λ2 are analytic in D+ if and only if ak = arbitrary complex number (k = 1, . . . , κ),
a0 is given in (70) and (69) holds. So, the BVP (2) has (2κ + 2κ0 − 1) real degree of freedom.
Case 4.2. When λ = 0 and ω′α(0) = 0, we get if and only if
E
π
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ
= λ
π
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ 2
− λ
2F
2π i
∫
∂D
χ(α−1(τ ))
τ 2
dτ , (71)
(67) has the solution⎧⎪⎨⎪⎩
a1 = arbitrary complex number,
a0 = 1
πλF
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ
− 1
2π i
∫
∂D
χ(α−1(τ ))
τ
dτ . (72)
Thus, under condition (33), if and only if ak = arbitrary complex number (k = 1, . . . , κ), a0 is given by (72) and (71) is
satisﬁed, Λ1 and Λ2 are analytic in D+ . Therefore, the BVP (2) still has (2κ + 2κ0 − 1) real degree of freedom.
Case 4.3. When λ = 0 and ω′α(0) = 0, (67) has the following solution⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a0 = 1
πλF
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ
− 1
2π i
∫
∂D
χ(α−1(τ ))
τ
dτ ,
a1 = − E
πλ2Fω′α(0)
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ
+ 1
πλFω′α(0)
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ 2
− 1
2πω′α(0)i
∫
∂D
χ(α−1(τ ))
τ 2
dτ .
(73)
So, under condition (33), Λ1 and Λ2 are analytic in D+ when and only when (73) holds, while ak is an arbitrary complex
number (k = 2, . . . , κ). This is to say that the BVP (2) also possesses (2κ + 2κ0 − 1) real degree of freedom.
Case 5. κ = 0 and κ0 > 1. We obtain
Λ1(z) = 1
z2
{
(λ + z)X1(z)
[
Ψ (z) + a0
]− X(z)qκ0(z) − X(z)2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
τ + z
τ − z
dτ
τ
}
, (74)
Λ2(z) = 1
z
{
X(z)qκ0(z) − λX1(z)
[
Ψ (z) + a0
]+ X(z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
τ + z
τ − z
dτ
τ
}
. (75)
Similarly, Λ1 and Λ2 are analytic in D+ if and only if(
λF i 0 1
E F i 1 0
)( a0
c−κ0+1
c−κ0
)
=
(
F1
F2
)
. (76)
Then the solution of (76) is⎧⎨⎩
a0 = arbitrary complex number,
c−κ0+1 = −E Fa0i + F2,
c−κ0 = −λFa0i + F1.
(77)
Thus, Λ1 and Λ2 are analytic in D+ when and only when{
cl = arbitrary complex number, l = 1, . . . , κ0 − 2,
c0 = arbitrary real number (78)
and (77) are satisﬁed. Therefore, the BVP (2) possesses (2κ + 2κ0 − 1) real degree of freedom.
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Λ1(z) = 1
z2
{
(λ + z)X1(z)
[
Ψ (z) + a0
]− X(z)q1(z) − X(z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
τ + z
τ − z
dτ
τ
}
, (79)
Λ2(z) = 1
z
{
X(z)q1(z) − λX1(z)
[
Ψ (z) + a0
]+ X(z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
τ + z
τ − z
dτ
τ
}
. (80)
Then, Λ1 and Λ2 are analytic in D+ if and only if(
λF i 1
E F i 0
)(
a0
c−1
)
=
(
F1
F3 − c0
)
, (81)
where c0 is an arbitrary real number. We get the following two subcases.
Case 6.1. When E = 0, we see that λ = 0. Then if and only if (50) is satisﬁed, (81) has the solution⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
a0 = arbitrary complex number,
c−1 = −λFa0i + F1,
c0 = 1
2π
2π∫
0
Im
{
λFe−iθχ
(
α−1
(
eiθ
))}
dθ.
(82)
Therefore, Λ1 and Λ2 are analytic in D+ if and only if (50) and (82) are satisﬁed. So the BVP (2) has (2κ + 2κ0 − 1) real
degree of freedom.
Case 6.2. When E = 0, (81) has the solution⎧⎪⎪⎪⎨⎪⎪⎪⎩
c0 = arbitrary real number,
a0 = c0 − F3
E F
i,
c−1 = E F1 − λF3 + λc0
E
.
(83)
Thus, Λ1 and Λ2 are analytic in D+ if and only if (83) is satisﬁed. So, the BVP (2) always has (2κ + 2κ0 − 1) real degree of
freedom.
Case 7. κ = 0 and κ0 = 0. Then,
Λ1(z) = 1
z2
{
(λ + z)X1(z)
[
Ψ (z) + a0
]− Y (z)c0 − Y (z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
τ + z
τ − z
dτ
τ
}
, (84)
Λ2(z) = 1
z
{
Y (z)c0 − λX1(z)
[
Ψ (z) + a0
]+ Y (z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
τ + z
τ − z
dτ
τ
}
. (85)
Therefore, Λ1 and Λ2 are analytic in D+ if and only if(
λF i 1
E F 0
)(
a0
c0
)
=
(
F4
F5
)
. (86)
In the same way, we discuss (86) in two subcases.
Case 7.1. When E = 0, we get λ = 0. Therefore, if and only if (60) is satisﬁed, (86) has the solution{
c0 = arbitrary real number,
a0 = c0 − F4
λF
i.
(87)
Thus, Λ1 and Λ2 are analytic in D+ if and only if (60) and (87) hold. So, the BVP (2) possesses (2κ + 2κ0 − 1) real degree
of freedom.
Case 7.2. When E = 0, we obtain if and only if (62) is satisﬁed, the solution of (86) is⎧⎪⎨⎪⎩
a0 = 1
E F
F5,
c0 = E F4 − λF5i .
(88)E
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of freedom.
Case 8. κ = 0 and κ0 < 0. We know under condition (33),
Λ1(z) = 1
z2
{
(λ + z)X1(z)
[
Ψ (z) + a0
]− Y (z)
π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ − z
}
, (89)
Λ2(z) = 1
z
{
Y (z)
π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ − z − λX1(z)
[
Ψ (z) + a0
]}
. (90)
Thus, Λ1 and Λ2 are analytic in D+ if and only if
a0 = 1
F
F6 (91)
and (71) are satisﬁed. Therefore, the BVP (2) also has (2κ + 2κ0 − 1) real degree of freedom.
Case 9. κ < 0 and κ0 > 1. Then if and only if (27) is satisﬁed,
Λ1(z) = 1
z2
{
(λ + z)X1(z)Ψ (z) − X(z)qκ0(z) −
X(z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
τ + z
τ − z
dτ
τ
}
, (92)
Λ2(z) = 1
z
{
X(z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
τ + z
τ − z
dτ
τ
+ X(z)qκ0(z) − λX1(z)Ψ (z)
}
. (93)
From (18), under condition (27), Λ1 and Λ2 are analytic in D+ if and only if⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
c0 = arbitrary real number,
cl = arbitrary complex number, l = 1, . . . , κ0 − 2,
c−κ0 = −
λF
2π
∫
∂D
χ(α−1(τ ))
τ
dτ ,
c−κ0+1 = −
F
2π
∫
∂D
Eτχ(α−1(τ )) + λχ(α−1(τ ))
τ 2
dτ
(94)
is satisﬁed. Thus the BVP (2) also possesses (2κ + 2κ0 − 1) real degree of freedom.
Case 10. κ < 0 and κ0 = 1. Then under condition of solvability (27),
Λ1(z) = 1
z2
{
(λ + z)X1(z)Ψ (z) − X(z)q1(z) − X(z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
τ + z
τ − z
dτ
τ
}
, (95)
Λ2(z) = 1
z
{
X(z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
τ + z
τ − z
dτ
τ
+ X(z)q1(z) − λX1(z)Ψ (z)
}
. (96)
Therefore, we obtain if and only if⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Im F2 = − 1
2π
2π∫
0
c
(
eiθ
)
Ω(θ)dθ,
c−1 = − λF
2π
∫
∂D
χ(α−1(τ ))
τ
dτ ,
c0 = Re F2
(97)
is satisﬁed, Λ1 and Λ2 are analytic in D+ . Thus, the BVP (2) also has (2κ + 2κ0 − 1) real degree of freedom.
Case 11. κ < 0 and κ0 = 0. Under condition (27),
Λ1(z) = 1
z2
{
(λ + z)X1(z)Ψ (z) − Y (z)c0 − Y (z)
2π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
τ + z
τ − z
dτ
τ
}
, (98)
Λ2(z) = 1
z
{
Y (z)
2π i
∫
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
τ + z
τ − z
dτ
τ
+ Y (z)c0 − λX1(z)Ψ (z)
}
. (99)∂D
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F5 = 0,
2π∫
0
Re
{
λFχ
(
α−1
(
eiθ
))}
dθ =
2π∫
0
c
(
eiθ
)
Ω(θ)dθ,
c0 = 1
2π
2π∫
0
Im
{
λFχ
(
α−1
(
eiθ
))}
dθ
(100)
holds, Λ1 and Λ2 are analytic in D+ . So, the BVP (2) possesses (2κ + 2κ0 − 1) real degree of freedom.
Case 12. κ < 0 and κ0 < 0. Both (27) and (33) must be satisﬁed, and then we have
Λ1(z) = 1
z2
{
(λ + z)X1(z)Ψ (z) − Y (z)
π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ − z
}
, (101)
Λ2(z) = 1
z
{
Y (z)
π i
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ − z − λX1(z)Ψ (z)
}
. (102)
Thus, if and only if⎧⎪⎨⎪⎩
F5 = 0,∫
∂D
λFχ(α−1(τ ))
τ
dτ =
∫
∂D
2c(τ )i
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ
(103)
is satisﬁed, Λ1 and Λ2 are analytic in D+ . So the BVP (2) again possesses (2κ + 2κ0 − 1) real degree of freedom.
To sum up, we obtain the following result.
Theorem 5.1. The mixed BVP (2) always possesses (2κ + 2κ0 − 1) real degree of freedom.
6. Relative discussion
In this section, we show that the results in the last section are equivalent to those in [9]. For convenience, we restate
simply the results in [9]. Substituting Υ into the Hilbert boundary condition in (6), we obtain the following Hilbert BVP
Re
{[˜
a(t) + i˜b(t)]V+2 (t)}= c˜(t), t ∈ ∂D (104)
with
c˜(t) = c(t) − Re{λt¯[˜a(t) + i˜b(t)]Υ +(t)}. (105)
To be speciﬁc, we know that under condition of solvability [9]∫
∂D
c˜(τ )
[ a˜(τ ) + i˜b(τ )]X+2 (τ )
dτ
τ k+1
= 0, k = 0,1, . . . ,−κ2 − 1, (106)
V2(z) can be expressed as
V2(z) = X2(z)
2π i
[ ∫
∂D
c˜(τ )
[ a˜(τ ) + i˜b(τ )]X+2 (τ )
τ + z
τ − z
dτ
τ
+ 2π iqκ2(z)
]
, z ∈ D+,
with qκ2(z) =
κ2∑
j=−κ2
b jz
j, b j = b− j. (107)
We observe that
X2(z) = 1
z
X(z) and
[˜
a(τ ) + i˜b(τ )]X+2 (τ ) = [a∗(τ ) + ib∗(τ )]X+(τ ). (108)
Moreover, we regard that qκ2 (z) ≡ 0 in (107) if κ2 < 0 and condition (106) does not arise if κ2  0. Let
V1(z) = 1
[
Υ (z) − V2(z)
]
, z ∈ D+, (109)z
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Υ (0) = V2(0), (110)
then we obtain that the solution of the mixed BVP (6) is also
V (z) = V1(z) + z¯V2(z). (111)
Now we show the equivalence for the results in the last section and those in [9], which is stated in the following.
Theorem 6.1. The expression (111)with conditions (106) and (110) is equivalent to the expression (17)with conditions (33) and (18).
Suppose that ϕ possesses a Laurent expansion at the origin as
ϕ(z) =
+∞∑
j=−k
d j z
j, 0< |z| < r, (112)
and we introduce the following symmetric operator by a symmetric Laurent polynomial
L[ϕ](z) =
{
Re(d0) +∑−1j=−k[d j z j + d¯ j z− j], k 0,
0, k < 0,
z = 0. (113)
Thus, we have the following lemma (see Proposition 4.1 in [19]).
Lemma 6.1. If ϕ is analytic in D+ and the positive boundary value ϕ+ ∈ H(∂D), then
X2(z)
2π i
∫
∂D
Re{[ a˜(τ ) + i˜b(τ )]ϕ+(τ )}
[ a˜(τ ) + i˜b(τ )]X+2 (τ )
τ + z
τ − z
dτ
τ
= ϕ(z) − X2(z)L
[
ϕ
X2
]
(z).
By this lemma and (107), (108), (31), (16), we have
V2(z) = 1
z
{
Φ(z) − λΥ (z) + X(z)
[
qκ2(z) − qκ0(z) + L
[
λΥ
X
]
(z)
]}
= Λ2(z) + X2(z)(z), (114)
where
(z) = qκ2(z) − qκ0(z) + L
[
λΥ
X
]
(z). (115)
From (15) and (16), we also obtain
Λ1(z) = 1
z
[
Υ (z) − Λ2(z)
]
, (116)
which is similar to (109).
Proposition 6.1.When κ0 > 0 (κ2 > −1), V (z) given in (111) under condition of analyticity (110) is equivalent to V (z) given in (17)
with condition (18).
Proof. We can suitably choose qκ0 (z), qκ2 (z) in (31) and (107) such that  vanishes. For ﬁxed Υ and Φ , Λ2 with the ﬁrst
equation of (18) is analytic in D+ . So,
c−κ0 =
Φ(0)
Y (0)
= λΥ (0)
Y (0)
. (117)
Thus, we can take
qκ2(z) = qκ0(z) − L
[
λΥ
X
]
(z). (118)
Therefore, V2 = Λ2. On the other hand, for analytic function V2 in D+ given in (107), we directly take qκ0 as (118), which
implies Λ2 = V2. So Λ2 is also analytic in D+ , and then the condition of analyticity for Λ2 in (18) holds.
Moreover, V1 = Λ1 by (109) and (116). Thus, the condition of analyticity (18) is equivalent to the condition of analytic-
ity (110). 
Y. Wang, J.Y. Du / J. Math. Anal. Appl. 369 (2010) 510–524 523Lemma 6.2.When κ0 < 0 (κ2 < −1), then⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∫
∂D
Re{λ[a∗(τ ) + ib∗(τ )]Υ +(τ )}
[a∗(τ ) + ib∗(τ )]X+(τ )
dτ
τ k+1
= 0, k = 0,1, . . . ,−κ2 − 2,
1
π i
∫
∂D
Re{λ[a∗(τ ) + ib∗(τ )]Υ +(τ )}
[a∗(τ ) + ib∗(τ )]X+(τ )
dτ
τ−κ0+1
= λΥ (0)
Y (0)
.
Proof. When κ2 < −1, by Lemma 2.1 in [19],
1
2π
∫
∂D
Re
{
λΥ +(τ )
i X+(τ )
}
τ + z
τ − z
dτ
τ
= λΥ (z)
X(z)
, z ∈ D+.
Noting i[a∗(τ ) + ib∗(τ )]X+(τ ) is real [19], we obtain
1
2π i
∫
∂D
Re{λ[a∗(τ ) + ib∗(τ )]Υ +(τ )}
[a∗(τ ) + ib∗(τ )]X+(τ )
τ + z
τ − z
dτ
τ
= λΥ (z)
X(z)
, z ∈ D+. (119)
Differentiating both sides of (119) up to (−κ2 − 1) times, respectively, with respect to z and setting z = 0, we can get this
lemma. 
Proposition 6.2.When κ0 < 0 (κ2 < −1), V (z) given in (111) under condition of analyticity (110) and condition (106) is equivalent
to V (z) given in (17) with condition of analyticity (18) and condition (33).
Proof. By Lemma 6.2 and (14),⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∫
∂D
c˜(τ )
[ a˜(τ ) + i˜b(τ )]X+2 (τ )
dτ
τ k+1
=
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]X+(τ )
dτ
τ k+1
, k = 0, . . . ,−k0 − 1,∫
∂D
c˜(τ )
[ a˜(τ ) + i˜b(τ )]X+2 (τ )
dτ
τ−κ0+1
=
∫
∂D
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ
+ λΥ (0)π
Y (0)i
.
Noting (34), we know (106) is just equivalent to (33) with the condition of analyticity for Λ2 in (18). In this case, we have
qκ0(z) ≡ 0, qκ2(z) ≡ 0, L
[
λΥ
X
]
(z) ≡ 0, which imply  ≡ 0.
Thus, V2 = Λ2 by (114) with (115), which implies V1 = Λ1. So the condition of analyticity (18) is equivalent to the condition
of analyticity (110). 
Lemma 6.3.When κ0 = 0 (κ2 = −1), then
1
2π i
∫
∂D
Re{λ[a∗(τ ) + ib∗(τ )]Υ +(τ )}
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ
= i Im
{
λΥ (0)
Y (0)
}
.
Proposition 6.3.When κ0 = 0 (κ2 = −1), V (z) given in (111) under condition of analyticity (110) and condition (106) is equivalent
to V (z) given in (17) under condition of analyticity (18).
Proof. Now we have
qκ2(z) = 0, qκ0(z) = c0, L
[
λΥ
Y
]
(z) = Re
{
λΥ (0)
Y (0)
}
,
thus,
 ≡ 0 ⇐⇒ c0 = Re
{
λΥ (0)
Y (0)
}
. (120)
By (31),
Φ(0)
Y (0)
= 1
2π i
∫
c(τ )
[a∗(τ ) + ib∗(τ )]Y+(τ )
dτ
τ
+ c0, (121)∂D
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1
2π i
∫
∂D
c˜(τ )
[ a˜(τ ) + i˜b(τ )]X+2 (τ )
dτ
τ
= Φ(0)
Y (0)
−
[
c0 + i Im
{
λΥ (0)
Y (0)
}]
,
which implies that the condition (106) is equivalent to the condition of analyticity for Λ2 in (18) and c0 is given in (120).
Obviously, the proof is ﬁnished in exactly the same way as before. 
By Propositions 6.1–6.3, the proof of Theorem 6.1 is completed.
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