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Sommario
Il Large Hadron Collider al CERN di Ginevra è una macchina acceleratrice estre-
mamente complessa che si sviluppa su un anello di circa 27 km di circonferenza e
consente di accelerare e far collider fasci di particelle (protoni o ioni pesanti) a ve-
locità prossime a quella della luce. Le collisioni dei fasci, che hanno una struttura a
pacchetti, si ripetono alla frequenza di 20 milioni al secondo. Il rivelatore ATLAS
è stato realizzato per studiare i prodotti di queste collisioni da una collaborazione
internazionale di alcune migliaia di persone, tra fisici, tecnici ed ingegneri. ATLAS
è un rivelatore sofisticato e di enormi dimensioni che permette, in particolare, di
ricostruire le traiettorie delle particelle prodotte nelle collisioni e di misurarne i
parametri cinematici, quali impulso ed energia.
Tra i risultati più rilevanti dei primi anni di attività di LHC e di ATLAS, pos-
siamo menzionare la scoperta del bosone di Higgs annunciata nell’estate dell’anno
2012. Si può facilmente immaginare che non sia stato semplice realizzare un ap-
parato del calibro di ATLAS e non sia semplice utilizzare questo strumento per
raccogliere dei dati utilizzabili per effettuare misure di fisica di rilievo. In partico-
lare, dato che gli eventi interessanti per gli studi di fisica sono assai rari e nascosti
nella moltitudine di eventi di fondo prodotti nell’elevatissimo numero di collisioni
che si verificano ogni secondo, non ha alcun senso né utilità cercare di registra-
re su memoria permanente tutti gli eventi prodotti. Si deve, invece, cercare di
ricostruire in tempo reale la maggior parte possibile delle informazioni provenien-
ti dal rivelatore ed utilizzarle per selezionare online gli eventi che possono essere
interessanti.
Da alcuni anni un’ampia collaborazione internazionale tra gruppi di ricerca ita-
liani dell’Istituto Nazionale di Fisica Nucleare e gruppi di Università statunitensi
ed europee, sta lavorando alla progettazione e costruzione di un nuovo sistema di
ricostruzione online delle traiettorie delle particelle rivelate nel sistema di traccia-
tura di ATLAS, denominato Fast TracKer (FTK). Questo nuovo processore sarà
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installato in tempo per la presa dati prevista per l’anno 2015.
FTK ha un funzionamento piuttosto complesso che può essere schematizzato
in due fasi eseguite in successione. Nella prima fase, detta pattern recognition,
FTK riceve i dati dal rivelatore in silicio e calcola le coordinate dei punti colpiti
nel rivelatore e ne individua le combinazioni che hanno buona probabilità di essere
dovute al passaggio di una particella. Nella seconda fase, FTK esegue un fit delle
coordinate dei punti colpiti all’interno di ogni pattern. Il fit consente di effettuare
una ricostruzione tridimensionale delle traiettorie delle particelle e di determinarne
i parametri cinematici. Il pattern recognition è un’operazione computazionalmente
complessa ed è effettuata mediante un chip di memoria associativa appositamen-
te realizzato. Sfruttando un elevato parallelismo ed utilizzando le più moderne
tecnologie, FTK può analizzare una enorme mole di dati in tempi estremamente
ristretti.
Il mio lavoro di Tesi si è svolto nel periodo compreso tra settembre 2013 e
febbraio 2014 ed è stato dedicato allo sviluppo di un sistema autonomo per il test
estensivo della scheda Little Associative Memory Board (LAMB) e del chip di
memoria associativa (AM-Chip) che in FTK effettua il pattern recognition. Ho
progettato una scheda di interfaccia denominata “mezzanina” che rende possibile
la connessione tra la LAMB e una scheda di valutazione commerciale contenente
la logica necessaria per effettuare tutti i test in programma. Successivamente ho
utilizzato tutti gli strumenti da me progettati e realizzati per il test di un prototipo
semplificato e ridotto di LAMB detto MiniLAMB. I risultati dei test mostrano che i
prototipi dei chip di memoria associativa e della LAMB funzionano correttamente.
Ho, infine, iniziato lo sviluppo di un nuovo firmware in VHDL più sofisticato e
veloce per il sistema di test. Questa evoluzione, che ha dato i primi risultati utili e
significativi, ci sarà utile al momento della produzione, per effettuare rapidamente
test esaustivi ed accurati delle schede.
Nel seguito presentiamo una breve sintesi del contenuto di ciascun capitolo della
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Tesi. Si deve precisare che il capitolo 1 ed il capitolo 2, che descrivono il Large
Hadron Collider, il rivelatore ATLAS e il processore Fast TracKer, sono scritti nel
rispetto dei vincoli di contenuto e stile dettati dalla Collaborazione ATLAS.
Il Capitolo 1 descrive il Large Hadron Collider (LHC) ed ATLAS. ATLAS è
uno dei 6 rivelatori installati ad LHC e permette di investigare un ampio spettro
di processi di fisica. Nell’anno 2012 la Collaborazione ATLAS e la Collaborazione
CMS hanno pubblicato congiuntamente la scoperta del bosone di Higgs.
Il Capitolo 2 illustra i principi di funzionamento e l’architettura del nuovo
processore di trigger Fast TracKer (FTK). FTK ricostruisce in tempo reale le tra-
iettorie delle particelle cariche che attraversano il sistema di tracciatura di ATLAS
e fornisce questa importante informazione al sistema di trigger per migliorare la
selezione online degli eventi.
Il Capitolo 3 descrive le schede che compongono la Processing Unit di FTK:
la scheda di memoria associativa, la scheda ausiliaria e la Little Associative Me-
mory Board. In questo capitolo si ripercorre inoltre la storia del chip di memoria
associativa dall’AM-Chip03, realizzato per l’esperimento denominato CDF (Colli-
der Detector Fermilab) al Fermi National Accelerator Laboratory negli Stati Uniti,
fino al futuro AM-Chip06 che useremo in FTK.
Il Capitolo 4 descrive il progetto del sistema autonomo per il test estensivo
della LAMB e del chip di memoria associativa che ho realizzato nel mio lavoro di
Tesi. Si discutono in particolare le scelte progettuali compiute. Si descrivono inol-
tre la scheda chiamata MiniLAMB, una versione semplificata della LAMB, creata
appositamente per poter verificare rapidamente le nuove soluzioni progettuali ed il
MiniAM-Chip, versione ridotta e semplificata dell’AM-Chip06.
Il Capitolo 5 presenta la scheda di valutazione HTG-V6-PCIE-L240T-2 che ho
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usato per realizzare il sistema di test. Sono descritti in dettaglio solamente i com-
ponenti hardware maggiormente utilizzati nel sistema di test. Vengono mostrati
gli strumenti, le soluzioni adottate e le scelte progettuali effettuate per realizzare
un sistema autonomo, flessibile, affidabile e veloce.
Il Capitolo 6 descrive dettagliatamente il progetto della scheda di interfaccia
denominata “mezzanina”, a partire dal disegno del circuito elettrico per arrivare
alla produzione dei file Gerber necessari per la realizzazione della scheda. Questa
scheda è indispensabile in quanto permette alla scheda di valutazione di comunicare
con la LAMB.
Il Capitolo 7 descrive i test della MiniLAMB e del MiniAM-Chip effettuati
con il sistema autonomo da me sviluppato. I risultati mostrano che la mezzanina
è stata realizzata correttamente e che il sistema consente di effettuare tutti i test
da noi programmati.
Il Capitolo 8 descrive lo sviluppo di un nuovo firmware per il sistema di test
che utilizza il MicroBlaze istanziato all’interno della FPGA presente sulla scheda
di valutazione. Lo scopo del lavoro è potenziare le funzioni logiche del sistema di
test e renderlo più veloce e indipendente dall’operatore. Ho verificato il corretto
funzionamento del firmware sviluppato e realizzato uno schema concettuale del
firmware necessario per i test più avanzati.
Il Capitolo 9 riporta le conclusioni del mio lavoro di Tesi e le prospettive per
sviluppi futuri.
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Capitolo 1
Il Large Hadron Collider e il
rivelatore ATLAS
1.1 Il Large Hadron Collider
Figura 1.1: Veduta aerea del CERN di Ginevra. Si possono notare il trac-
ciato del Large Hadron Collider e le aree nelle quali sono collocati i principali
esperimenti.
Il Large Hadron Collider (LHC) fa parte del complesso di acceleratori del CERN
di Ginevra ed è uno dei più complessi strumenti di ricerca nel campo della fisica
delle particelle elementari realizzati dall’uomo[1]. LHC utilizza lo stesso tunnel
occupato in precedenza dal Large ElectronProton Collider (LEP). Il tunnel ha una
circonferenza di 27 km e si trova ad una profondità che oscilla tra i 100m ed i
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150m. Attualmente i due fasci di protoni accelerati in direzione opposta da LHC,
raggiungono l’energia di 4TeV per fascio e sono fatti collidere nelle regioni di inte-
razione mostrate in Figura 1.1, nelle quali sono installati i rivelatori ATLAS, CMS,
LHCb, Alice, TOTEM e LHCf. Si prevede che i futuri upgrade dell’acceleratore
consentiranno di raddoppiare l’energia dei fasci.
Il fascio è costituito da circa 1400 pacchetti di protoni, detti bunch, ognuno
dei quali contiene circa 115 miliardi di particelle. Al momento dell’iniezione ogni
bunch è lungo circa 7 cm, ha dimensioni trasverse dell’ordine di 1mm, che vengono
ridotte a circa 25 µm in corrispondenza della regione di interazione. Nella presa
dati degli anni 2010-2013 la distanza temporale tra due bunch consecutivi è stata
50 ns, ma si prevede di ridurla a 25ns nella presa dati programmata per l’anno
2015[2].
Nel nostro linguaggio la collisione tra due bunch che circolano in direzioni op-
poste è detta bunch crossing. Dato che il bunch contiene un numero enorme di
protoni, in ogni bunch crossing si verificano in media alcune decine di collisioni
protone-protone che producono complessivamente migliaia di particelle. La Figu-
ra 1.2 mostra la ricostruzione la ricostruzione delle traiettorie delle particelle pro-
dotte nella collisione tra due bunch e fa capire quale livello di complessità possa
raggiungere l’analisi di questi dati.
Figura 1.2: Ricostruzione delle traiettorie delle particelle prodotte in un bunch
crossing di LHC e rivelate nel sistema di tracciatura di ATLAS.
Come mostra la Figura 1.3 il CERN ospita 6 esperimenti principali, installa-
ti sull’anello di LHC. Essi si trovano ai quattro punti di interazione situati lun-
go l’anello: ATLAS[3] (A Toroidal LHC ApparatuS), CMS[4] (Compact Muon
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Solenoid), ALICE[5] (A Large IonCollider Experiment), LHCb[6] (Large Hadron
Collider beauty), LHCf[7] (Large Hadron Collider forward) e TOTEM[8] (TOTal
Elastic and diractive cross section Measurement). TOTEM è installato vicino al
punto di interazione di CMS, mentre LHCf è posizionato accanto ad ATLAS.
Figura 1.3: Rappresentazione schematica della catena di acceleratori del CERN
di Ginevra. Sono inoltre indicate le posizioni delle aree sperimentali nelle quali
sono collocati i rivelatori principali ATLAS, CMS, ALICE ed LHCb.
1.2 Il rivelatore ATLAS
Il rivelatore ATLAS[9] è stato progettato per essere estremamente versatile e
consentire di investigare il più ampio spettro possibile di processi di fisica. ATLAS
ha una forma approssimativamente cilindrica con una simmetria forward-backward
rispetto alla regione di interazione ed ha una lunghezza di 46m, una altezza di 25m
e pesa circa 7000 tonnellate (Figura 1.4). ATLAS è costituito da numerosi rivelatori
indipendenti con una copertura complessiva di quasi tutto l’angolo solido intorno
alla regione di interazione. Procedendo dall’interno verso l’esterno, si incontrano
il sistema di tracciatura, il solenoide, il calorimetro e le camere per la rivelazione
dei muoni.
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Figura 1.4: Rappresentazione schematica del rivelatore ATLAS, sono indicati
i componenti principali.
Il sistema di tracciatura consente di ricostruire le traiettorie delle particelle
cariche prodotte nelle collisioni protone-protone[10]. Per far questo, si combinano
misure spaziali ad elevata risoluzione, effettuate tramite rivelatori in silicio posti in
prossimità della regione in cui avvengono le collisioni, detta regione luminosa, con
un gran numero di misure a risoluzione ridotta, effettuate mediante un rivelatore
a radiazione di transizione, che occupa la regione più esterna.
Il calorimetro è costituito da una sezione elettromagnetica ed una adronica. La
sezione elettromagnetica identifica e misura con precisione energia e direzione di
elettroni e fotoni, la sezione adronica completa l’informazione fornita dalla sezione
elettromagnetica e consente di misurare energia e direzione dei getti di particella
adroniche. I calorimetri misurano l’energia delle particelle prodotte assorbendo-
le completamente, perciò la misura energetica è distruttiva. Solamente i neutrini
ed i muoni sfuggono all’assorbimento nel calorimetro e la presenza di muoni in un
evento è rivelata mediante uno spettrometro costituito da un grande toroide super-
conduttore che avvolge tutto il calorimetro. Combinando le informazioni raccolte
dai diversi rivelatori è possibile stabilire con buona approssimazione l’identità delle
particelle, misurarne l’energia e la quantità di moto.
ATLAS utilizza un sistema di riferimento destrorso (Figura 1.5), con asse x
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Figura 1.5: Il sistema di coordinate utilizzato da ATLAS è destrorso. L’asse x
punta al centro del tunnel di LHC, l’asse y punta verso l’alto, l’asse z indica la
direzione del fascio. Il verso positivo dell’asse z è definito dal fascio che circola
nel tunnel in senso antiorario.
che punta al centro del tunnel di LHC, asse y che punta verso l’alto, mentre la
direzione positiva dell’asse z coincide con la direzione del fascio che circola nel
tunnel in direzione antioraria. Riportiamo nel seguito una breve descrizione degli
elementi principali che costituiscono ATLAS.
1.2.1 I magneti superconduttori
ATLAS dispone di due sistemi magnetici principali. Il sistema di tracciatura
è immerso in un campo magnetico di intensità pari a 2T, allineato con il fascio e
generato da un solenoide superconduttore (Figura 1.6). I campi magnetici utilizzati
nello spettrometro per muoni nella regione centrale del rivelatore sono generati
invece da magneti toroidali, costituiti da bobine super-conduttrici che generano un
campo magnetico dal valore massimo di 4T. Nella regione “in avanti” il campo
magnetico è generato da un secondo sistema di magneti toroidali.
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Figura 1.6: A sinistra, geometria degli avvolgimenti dei magneti: sono visibili
il solenoide (in viola), le 8 bobine del magnete toroidale del barrel alternate
alle bobine della regione di end-cap (in rosso). A destra, veduta dei toroidi
superconduttori della regione centrale del rivelatore. Si può avere un’idea della
dimensione del rivelatore dal confronto con la persona fotografata tra le due
bobine in basso.
1.2.2 Il sistema di tracciatura
Il sistema di tracciatura è il rivelatore più interno, ha una struttura cilindrica a
strati di circa 2.3m di diametro e 7m di lunghezza totale. Ogni strato, o layer, del
rivelatore è formato da sensori che segnalano il passaggio di una particella mediante
un segnale elettrico.
Figura 1.7: Il sistema di tracciatura di ATLAS è costituito da un rivelatore
in silicio a pixel, da un rivelatore in silicio a microstrip e da un rivelatore a
radiazione di transizione.
Il sistema di tracciatura è composto da tre rivelatori che si distinguono per
il tipo di sensori utilizzati, per la geometria e per la distanza dalla regione di
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interazione. Procedendo dall’interno verso l’esterno si incontrano il rivelatore a
pixel in silicio, il rivelatore a microstrip di silicio (SCT), e il rivelatore a radiazione
di transizione (TRT) (Figura 1.7).
Il rivelatore è diviso longitudinalmente in tre parti, come mostrato in Figura 1.8.
La parte centrale è costituita da strati concentrici ed ha approssimativamente una
simmetria cilindrica. Nella regione esterna la struttura del rivelatore è a dischi
paralleli posti nel piano ortogonale al fascio.
I rivelatori a pixel ed a microstrip
Figura 1.8: Sezione longitudinale del sistema di tracciatura. Sono indicati
il rivelatore in silicio a pixel e ad microstrip, ed il rivelatore a radiazione di
transizione.
Il rivelatore a pixel in silicio ha una estrema granularità (circa 100 miliardi
di pixel) e consente di effettuare delle misure di posizione molto accurate, nella
zona più vicina alla regione di interazione. La Figura 1.9 ne mostra la struttura.
Il rivelatore nella regione centrale è costituito da 3 strati cilindrici, concentrici
centrati sull’asse del fascio e posti ad una distanza compresa tra i 5 cm ed i 12 cm
dal fascio, mentre il rivelatore nella regione esterna è costituito da 4 dischi per
lato, posizionati nel piano perpendicolare alla direzione del fascio. La risoluzione
ottenuta sulla misura della posizione del punto nel quale le particelle attraversano
i piani di pixel è di circa 10mm nel piano r-φ e circa 116mm nel piano r-z.
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Figura 1.9: Rappresentazione schematica del rivelatore a pixel di silicio. Si
notano gli strati concentrici della regione del barrel ed i dischi della regione di
end-cap.
La struttura del rivelatore a microstrip è molto simile a quella del rivelatore
a pixel (Figura 1.7), con la differenza che in questo caso sono utilizzati sensori a
microstrip di silicio. La parte centrale è formata da 4 strati concentrici di microstrip
di silicio compresi tra una distanza di circa 30 cm e 51 cm dall’asse del fascio, mentre
la regione esterna è formata da 18 dischi in totale, 9 dischi per lato. Nella regione
centrale ognuno dei 4 strati è costituito da moduli di strip di silicio di 4 rivelatori
aventi ciascuno una supercie di 63mm2 × 63mm2. La risoluzione sulla misura della
posizione di un hit nel barrel è di circa 16mm nel piano r-φ e di circa 580mm nel
piano r-z.
Il rivelatore a radiazione di transizione
Questo rivelatore utilizza la tecnologia degli straw-tubes, riempiti di una miscela
gassosa a base di xenon. Quando una particella carica attraversa il rivelatore,
nel gas si creano coppie elettrone-ione che, sotto l’influenza del campo elettrico
presente nel volume interno del rivelatore, si muovono verso gli elettrodi. La carica
generata e moltiplicata dall’intenso campo elettrico viene rivelata mediante un
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sottile filo anodico di tungsteno posto al centro del tubo e collegato direttamente
all’elettronica di lettura. Allo stesso tempo, un sottile radiatore in polipropilene,
posto tra i tubi, consente di generare la radiazione di transizione che è prodotta
quando una particella carica attraversa la superficie di separazione tra due materiali
con diversa costante dielettrica.
L’intensità della radiazione prodotta dipende dalla velocità della particella ed
è significativa solo per velocità relativistiche. Solamente gli elettroni, di fatto,
hanno la velocità sufficiente per produrre una radiazione di intensità rivelabile, di
conseguenza questo effetto consente di riconoscerli da tutte le altre particelle. I
fotoni dovuti alla radiazione di transizione sono assorbiti nei tubi dallo xenon e
contribuiscono a generare impulsi di carica di intensità maggiore rispetto ai rilasci
di energia dovuti alla sola ionizzazione. L’elettronica è poi in grado di discriminare
tra i segnali dovuti alla semplice ionizzazione e i segnali dovuti alla radiazione
di transizione. Utilizzando questa tecnologia si possono identificare gli elettroni
in un ampio intervallo di energia con una informazione complementare a quella
del calorimetro. Il sistema di tracciatura completo è mostrato in Figura 1.10 nella
quale si può vedere una traccia di impulso 10 GeV/c attraversare il rivelatore. Nella
Tabella 1.11 sono riportati alcuni parametri caratteristici del sistema di tracciatura.
1.2.3 Il calorimetro e il rivelatore per muoni
All’esterno dello sistema di tracciatura e del solenoide si incontra il calorime-
tro, costituito da una sezione elettromagnetica, utilizzata per l’identificazione e la
misura di energia di elettroni e fotoni, e da una sezione adronica, per la misura
dell’energia dei getti adronici (Figura 1.12). All’esterno del calorimetro è collocato
il rivelatore per i muoni.
Calorimetro elettromagnetico Gli elementi del calorimetro elettromagnetico
sono ospitati in grandi criostati a forma di toroide cilindrico utilizzati per mante-
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Figura 1.10: Rivelatori ed elementi strutturali attraversati da una traccia ca-
rica di pt = 10 GeV/c nel barrel. La traccia attraversa in successione la beam-
pipe di berillio, il rivelatore a pixel, a microstrip (SCT) in silicio ed il rivelatore
a radiazione di transizione (TRT).
Figura 1.11: Principali parametri dei rivelatori a pixel, a microstrip in silicio
(SCT) ed a radiazione di transizione (TRT), che costituiscono il sistema di
tracciatura di ATLAS.
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Figura 1.12: Veduta di insieme del calorimetro di ATLAS. Sono indicati i
principali componenti della sezione elettromagnetica e di quella adronica, nelle
regioni del barrel, di end-cap e forward.
nere allo stato liquido l’argon, che costituisce il materiale sensibile del rivelatore.
Nell’argon sono immersi elettrodi che misurano la carica di ionizzazione genera-
ta dal passaggio nel calorimetro delle particelle prodotte nelle collisioni dei fasci.
Gli elettrodi hanno la particolare forma ad organetto (Figura 1.13) che consente
di ottenere degli strati di assorbitore e degli elettrodi nella direzione radiale. Il
rivelatore utilizza un pre-campionatore per misurare la ionizzazione prodotta dagli
sciami elettromagnetici originati nel tracciatore e nel materiale di cui è costituito il
criostato. I segnali analogici indotti sugli elettrodi sono condotti all’esterno attra-
verso i cosiddetti passanti freddo-caldo e sono letti, elaborati, digitalizzati da un
sistema elettronico di front-end. I segnali analogici sono trasmessi all’elettronica
di trigger di primo livello per effettuare una selezione preliminare degli eventi. Gli
stessi segnali digitalizzati possono essere utilizzati successivamente nel trigger di
alto livello.
Calorimetro adronico La sezione adronica del calorimetro centrale si trova im-
mediatamente all’esterno della sezione elettromagnetica ed ha una forma cilindrica,
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Figura 1.13: Struttura ad organetto di un modulo del calorimetro
elettromagnetico.
anch’essa suddivisa in una regione centrale ed una regione esterna. Il rivelato-
re utilizza tegole di scintillatore come materiale sensibile e ferro come materiale
assorbente.
Spettrometro per i muoni A differenza dei neutrini, che attraversano l’appa-
rato sperimentale senza interagire, e di tutte le altre particelle che, attraversando i
rivelatori, generano sciami di particelle, i muoni attraversano la materia perdendo
lungo il cammino solo una piccola frazione della loro energia iniziale per ionizza-
zione. Questo è chiaramente visibile in Figura 1.13, in cui è raffigurato il deposito
di energia delle varie particelle nei diversi rivelatori di ATLAS. I muoni si possono
facilmente riconoscere poiché sono le sole particelle, provenienti dalla regione di
interazione, che raggiungono ed attraversano i rivelatori posti all’esterno del ca-
lorimetro. Le camere per la misura della traiettoria dei muoni e i rivelatori per
il trigger sui muoni sono posti all’esterno del calorimetro e all’interno del campo
magnetico generato dai toroidi e sono distribuiti in tre strati a distanza crescente
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dall’asse del fascio dei muoni.
Figura 1.14: Sezione trasversale dei vari rivelatori utilizzati in ATLAS ed illu-
strazione della interazione con i diversi tipi di particelle. La linea tratteggiata
indica che la particella attraversa il rivelatore senza interagire ed è, di fatto,
invisibile.
1.2.4 Il sistema di trigger e di acquisizione dati
Come anticipato nei paragrafi precedenti, la collisione tra due pacchetti di pro-
toni, detta bunch crossing, o nel nostro linguaggio “evento”, produce alcune miglia-
ia di particelle che attivano un numero enorme di canali dei rivelatori attraversati.
Data l’elevata frequenza di bunch crossing (20MHz) e la mole di dati relativa al
singolo evento, non è possibile memorizzare su disco i dati relativi a tutti gli eventi
prodotti ma, anzi, se ne può registrare solo una frazione dell’ordine di 100-200 al
secondo, che corrisponde in media ad un evento registrato ogni centomila eventi
prodotti. Inoltre solo una piccola frazione degli eventi prodotti contiene processi
interessanti per le misure di fisica.
Per selezionare in tempo reale ed acquisire solo gli eventi interessanti, ATLAS
utilizza un complesso sistema, detto trigger, costituito da tre livelli successivi di
analisi, Livello 1, Livello 2 ed Event Filter (Figura 1.15). Ogni livello del trigger
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Figura 1.15: Rappresentazione schematica dell’architettura in 3 livelli del trig-
ger di ATLAS, e del sistema di acquisizione dati. Sono riportate le frequenze
massime di acquisizione degli eventi consentite per ogni livello di trigger.
filtra ulteriormente gli eventi selezionati dal livello precedente, sulla base di una
ricostruzione sempre più più accurata dei dati provenienti dal rivelatore. Vediamo
brevemente quali sono le funzioni svolte da ciascun livello di trigger:
• Livello 1: Il trigger di Livello 1 esamina i dati relativi a tutti i bunch
crossing, che si verificano alla frequenza di 20 MHz, ed effettua una selezione
iniziale basata su una ricostruzione effettuata a risoluzione ridotta dei dati
provenienti dal calorimetro e dai rivelatori per muoni. Nel Livello 1 non è
usata alcuna informazione del sistema di tracciatura a causa delle restrizioni
di timing e della natura eccessivamente complessa di questa informazione.
La decisione del trigger di Livello 1 è basata su una combinazione logica delle
informazioni raccolte. La sua implementazione è comunque molto flessibile e
può essere programmata per selezionare eventi usando segnature complesse.
Il trigger di Livello 1 ha inoltre la funzione di identificare il bunch-crossing e
sincronizzare tutte le diverse parti del rivelatore per garantire che i dati pro-
venienti dalle diverse parti del rivelatore non appartengano a bunch crossing
diversi. Questo non è un obiettivo semplice dato il breve intervallo di tempo
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(50ns) tra due bunch crossing consecutivi. Solo per fare un esempio, si hanno
problemi nella gestione dei dati provenienti dal rivelatore per muoni in cui
le sole dimensioni dello spettrometro implicano tempi di volo delle particelle
paragonabili ai 50ns che separano due bunch crossing successivi.
La latenza del trigger di Livello 1, misurata dall’istante di collisione protone-
protone fino all’istante in cui la decisione del trigger è resa disponibile all’e-
lettronica di front-end, deve essere minore di 2.5µs. Inoltre, per ogni evento,
il Livello 1 individua delle regioni di interesse nel rivelatore, regioni nelle
quali è stata riconosciuta una segnatura di particolare interesse, per esempio
la presenza di un leptone energetico, cosicché i livelli successivi di trigger
possano concentrarsi in un’analisi particolarmente accurata e limitata ai dati
di queste regioni.
Durante il tempo di processamento del Livello 1, le informazioni complete
sono lette dall’elettronica di front-end del rivelatore e registrate in pipeline.
I dati degli eventi accettati dal Livello 1 sono trasferiti al Livello 2 per l’a-
nalisi successiva. Ogni evento accettato dal Livello 2 viene successivamente
trasferito dal sistema di acquisizione dati ad una appropriata memoria per
essere processato dall’Event Filter che esegue il terzo livello della selezione
degli eventi. La frequenza degli eventi accettati dal trigger di Livello 1 e
trasmessi al Livello 2 è, in media, dell’ordine di 75 kHz.
• Livello 2: Il trigger di Livello 2 utilizza l’informazione del sistema di trac-
ciatura oltre a quella del calorimetro e del rivelatore di muoni. A questo
livello si possono eseguire algoritmi di vario genere, inclusa la ricostruzione
dei vertici di interazione e di decadimento delle particelle. La decisione di
Livello 2 richiede circa 40ms, e la frequenza massima di accettazione degli
eventi è dell’ordine di 1 o 2 kHz.
• Event Filter: Gli eventi che passano anche la selezione di Livello 2 ven-
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gono riorganizzati dal modulo Event Builder che raggruppa e riordina i dati
provenienti da tutte le parti del rivelatore e li invia all’Event Filter, il terzo
livello del trigger.
L’Event Filter esegue una ricostruzione dettagliata degli eventi con algoritmi
simili a quelli utilizzati nell’analisi off-line usando la maggior parte dei dati
di calibrazione, le informazioni di allineamento del sistema di tracciatura e la
mappatura dei campi magnetici. L’Event Filter ricostruisce completamente
gli eventi, ed effettua la selezione finale degli eventi che devono essere scritti
sulle memorie di massa per le successive analisi off-line. Il tempo disponibile
per la decisione dell’Event Filter è di circa 1 s. La dimensione finale media di
un evento è di circa 1.5 MB, corrispondente ad una frequenza media di dati
in uscita di circa 1.5 GB/s, registrati su memoria permanente e pronti per
l’analisi.
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Capitolo 2
Il processore Fast TracKer
Il nuovo processore Fast TracKer (FTK)[11] è stato progettato per migliorare
le prestazioni del trigger di ATLAS nella presa dati programmata per l’anno 2015.
Infatti, per la prima volta in ATLAS, FTK consente di effettuare una ricostruzione
tridimensionale delle traiettorie, o tracce, delle particelle prodotte nelle collisioni
protone-protone che attraversano i rivelatori in silicio. FTK sarà inserito tra gli
attuali Livello 1 e Livello 2 del trigger e analizzerà i dati relativi a tutti gli eventi
selezionati dal trigger di Livello 1. La frequenza di eventi selezionati dal Livello 1
e posti in ingresso ad FTK sarà di circa 100 kHz, si comprende facilmente quale
possa essere la complessità delle funzioni svolta da FTK.
Il risultato della ricostruzione delle tracce effettuata da FTK, cioè la lista ed
i parametri cinematici delle tracce ricostruite nel rivelatore, saranno trasmessi al
trigger di Livello 2 per effettuare la selezione degli eventi utilizzati per le misure
di fisica. In effetti, FTK è in grado di ricostruire solamente le tracce associate
a particelle che hanno impulso trasverso superiore tipicamente a 1 GeV/c, ma la
qualità della ricostruzione è assai vicina alla qualità della ricostruzione ottenuta
con i complessi algoritmi eseguiti off-line. Questo significa che le selezioni degli
eventi che FTK consente di effettuare nel trigger sono paragonabili in termini
di efficienza sui segnali di fisica e capacità di reiezione degli eventi di fondo non
interessanti, alle più sofisticate selezioni off-line. Il tempo in media impiegato da
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Figura 2.1: Rappresentazione schematica del sistema di acquisizione dati e del
trigger di ATLAS. FTK si colloca tra gli attuali Livello 1 e Livello 2.
FTK per ricostruire tutte le tracce presenti in un evento è di circa 100µs ed è del
tutto compatibile con i vincoli imposti dal sistema di acquisizione dati di ATLAS.
2.1 Principi di funzionamento
La ricostruzione delle traiettorie delle particelle che attraversano il sistema di
tracciatura viene effettuata nella analisi off-line mediante complessi algoritmi che
sono tipicamente suddivisi in due fasi eseguite in successione. Nella prima fase, si
effettua il riconoscimento dei punti sui piani del rivelatore, detti hit o cluster di
carica nel nostro linguaggio, che sono stati colpiti da una stessa particella.
Nella seconda fase, si esegue il fit delle coordinate degli hit così selezionati,
si ricostruisce la traiettoria seguita dalla particella e se ne misurano i parametri
cinematici, in particolare la quantità di moto o impulso. Questa tecnica consen-
te di ottenere una ottima risoluzione sulla misura dei parametri cinematici delle
particelle. Tuttavia, i calcoli necessari sono assai complessi e infattibili nei limiti
di potenza di calcolo e di tempo disponibili a livello di trigger. Per ottenere lo
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stesso risultato, FTK utilizza un approccio suddiviso in due fasi. Nella prima fase
FTK, ricevuti i dati dai rivelatori e trovati gli hit sui piani di silicio, individua le
combinazioni di hit che hanno buona probabilità di essere dovute al passaggio del-
la stessa particella nel rivelatore e trova delle candidate tracce, dette road. Nella
seconda fase, FTK esegue il fit di queste combinazioni di hit ed effettua la rico-
struzione tridimensionale delle tracce. Questa tecnica potrebbe apparire la stessa
dell’analisi off-line, la differenza sta nel fatto che le combinazioni di hit e la versione
preliminare delle tracce ricostruite nella prima fase vengono individuate a risolu-
zione spaziale ridotta rispetto a quella consentita dal rivelatore in silicio mediante
hardware dedicato ed estremamente veloce. Nella seconda fase la ricostruzione
delle tracce è eseguita sfruttando la piena risoluzione del rivelatore. Il vantaggio
di questo approccio sta nella estrema riduzione del numero di combinazioni acci-
dentali di hit ottenuta mediante la ricostruzione preliminare effettuata nella prima
fase. L’uso di hardware dedicato e la enorme riduzione del combinatorio rende
FTK sufficientemente veloce per essere utilizzato nel trigger di ATLAS, che pure
ha dei vincoli di timing estremamente stringenti.
Cerchiamo adesso di spiegare in dettaglio i principi di funzionamento di FTK.
Nella regione del barrel, il numero di strati che compongono il rivelatore in silicio
è pari a 3 strati di pixel e 4 strati di microstrip. Tenendo conto del fatto che gli
strati a microstrip sono a doppia faccia, si può dire che, in totale, si hanno 11 strati
logicamente indipendenti e, di conseguenza, 11 misure indipendenti sulla traiettoria
percorsa da ogni particella. Ogni strato del rivelatore contiene un elevato numero di
canali di lettura ed ogni volta che una particella colpisce uno strato del rivelatore,
può attivare, cioè può depositare carica di ionizzazione, su uno o più canali di
lettura.
La coordinata dell’hit può essere determinata mediante un algoritmo che tie-
ne conto dell’altezza dell’impulso di carica elettrica sui canali di lettura adiacenti.
Questa operazione è svolta da un algoritmo di clustering che, in prima approssima-
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Figura 2.2: Veduta in sezione di uno strato del rivelatore in silicio. In blu sono
stati rappresentati alcuni canali di lettura che appartengono ad uno stesso
strato. In verde è mostrata la suddivisione astratta in bin. Il bin può essere
visto, in pratica, come l’OR logico tra canali adiacenti.
zione, determina il baricentro degli impulsi di carica misurati sui canali illuminati
dal passaggio di una particella.
Per ridurre artificialmente la risoluzione del rivelatore, invece di usare la sud-
divisione nei canali reali del rivelatore, si può introdurre una suddivisione astratta
in canali virtuali, detti bin (Figura 2.2). Un bin contiene più canali di lettura
adiacenti ed in pratica corrisponde all’OR logico tra più canali. Nella Figura 2.3
(a) è mostrato un rivelatore ideale composto da 4 strati, suddivisi in bin.
Figura 2.3: (a) Ogni strato del rivelatore è suddiviso in bin (in verde). (b)
La presenza di un hit (blu) attiva l’intero bin nel quale è contenuto. (c) La
combinazione di più bin, uno per ogni layer, determina una road o pattern
riconducibile alla traiettoria reale della particella.
Quando una particella attraversa uno strato del rivelatore, produce un hit ed
attiva uno o più canali di lettura adiacenti, tutto il bin che contiene il canale,
od i canali, viene attivato (Figura 2.3 (b)). In blu è indicato l’hit contenuto nel
bin. La combinazione di più bin attivati, uno per ogni strato, costituisce la road
o pattern (Figura 2.3 (c)). Naturalmente, la road non è una combinazione casuale
di bin, ma una combinazione compatibile con la traiettoria di una particella reale,
proveniente dalla regione nella quale si verificano le collisioni protone-protone. Si
può quindi interpretare la road come una candidata traccia ricostruita a risoluzione
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spaziale ridotta rispetto a quella consentita dal rivelatore. Questa idea è facilmente
comprensibile se si immagina di unire i bordi dei rettangoli blu nella Figura 2.3 (c)
e di fare un confronto con lo “spessore” della traccia ricostruita ed evidenziata in
rosso.
Riconoscere la combinazione di hit dovuta al passaggio di una particella è un
problema di grande complessità computazionale. FTK utilizza hardware dedica-
to per questa operazione che nel seguito chiameremo pattern recognition e sfrutta
un’importante semplificazione. Poiché la dimensione dei bin è finita, anche il nume-
ro di combinazioni casuali tra bin su strati diversi, seppur estremamente elevata,
è finita. Mediante la simulazione si possono pre-calcolare tutte le possibili road
riconducibili alle traiettorie di particelle reali che risultano essere un numero assai
più limitato rispetto alle combinazioni casuali. Una volta calcolate, le road vengo-
no registrate in una memoria, detta banca dei pattern o delle road. Al momento
della presa dati, le road memorizzate vengono confrontate con la lista di hit trovati
nel rivelatore in ogni evento. Se un numero sufficiente di hit in un evento è stato
trovato all’interno di una road, si può dire di aver individuato una candidata trac-
cia nell’evento. Successivamente, nella seconda fase, le road e gli hit in esse trovati,
sono trasmesse ad una batteria di FPGA che effettuano un fit tridimensionale delle
traiettorie delle particelle e ne determinano i parametri cinematici. Il vantaggio di
questa tecnica, che rende tutta la procedura estremamente veloce ed utilizzabile
a livello di trigger, sta nell’effettuare mediante hardware dedicato la funzione di
individuazione delle road, che è quella computazionalmente più complessa. Questa
prima fase utilizza un forte meccanismo di parallelizzazione e consente di processare
simultaneamente anche migliaia di hit per evento, che sono confrontati con milioni
di road allo stesso tempo. Naturalmente è necessario ottimizzare la dimensione
della road. Se la road è troppo “sottile” e, di conseguenza, se ne deve utilizzare
un numero eccessivamente elevato per coprire efficientemente l’intero rivelatore, le
dimensioni e il costo della memoria sono troppo elevati. Se la road è troppo larga,
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è pur vero che il numero di road necessario per coprire il rivelatore risulta ridotto,
ma il carico dei processori che eseguono i fit diviene eccessivo, a causa dell’elevato
numero di road false e di hit non correlati contenuti in ogni road che aumentano il
numero di combinazioni di hit da elaborare.
2.2 Architettura
Figura 2.4: Suddivisione del rivelatore in regioni. In rosso è messa in evidenza
la regione di sovrapposizione tra due regioni adiacenti. Per eliminare possibili
inefficienze nella ricostruzione delle tracce che attraversano le regioni di confine
tra due regioni adiacenti, i dati della regione di sovrapposizione sono spediti
simultaneamente alle porzioni di FTK che elaborano i dati delle due regioni
adiacenti.
Per poter elaborare l’enorme flusso di dati proveniente dal rivelatore è stato
necessario parallelizzare il più possibile l’architettura di FTK. Per questo motivo è
stato deciso di dividere il rivelatore in regioni di dimensioni limitate e i dati prove-
nienti da ogni regione sono inviati ad una porzione autonoma di FTK che effettua
la ricostruzione completa delle tracce contenute in quella regione (Figura 2.4). La
potenziale inefficienza che si potrebbe avere nella ricostruzione delle tracce che at-
traversano la zona di confine tra due regioni adiacenti è stata ridotta permettendo
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una parziale sovrapposizione tra le regioni ed i dati relativi alla zona di confine
sono duplicati e trasmessi ad entrambe le porzioni di FTK, che elaborano i dati
delle due regioni adiacenti.
2.2.1 Il Data Formatter
Figura 2.5: Il Data Formatter effettua la ricostruzione degli hit sugli strati del
rivelatore in silicio e spedisce questi dati ai Core Processor che eseguono la
ricostruzione delle tracce.
Figura 2.6: Il Data Formatter occupa 4 crate ACTA, ogni crate contiene 8
Data Formatter Main Board per un totale di 32 schede.
Il primo elemento funzionale di FTK è il Data Formatter (Figura 2.5). Il Data
Formatter riceve i dati dai rivelatori in silicio a pixel ed a microstrip, ed ha il
compito principale di ricostruire gli hit o cluster di carica utilizzando un algoritmo
di clustering appositamente progettato. Il Data Formatter occupa in totale 4 crate
ACTA (Figura 2.6). In ogni crate ACTA sono montate 8 schede dette “Data
Formatter Main Board” (Figura 2.7).
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2.2.2 Il Core Processor
A valle del Data Formatter si trovano 8 Core Processor che ricevono la lista
di hit trovati dai moduli Cluster Finder e ricostruiscono le tracce nel rivelatore
(Figura 2.8).
Figura 2.7: Schema di un crate ACTA. Ogni crate ACTA ospita 8 Data
Formatter Main Board, ciascuna delle quali ospita 4 moduli di Cluster Finder.
Ciascun Core Processor è composto da 16 Processing Unit ed occupa un intero
crate VME. Due Processing Unit elaborano i dati provenienti da una porzione
pari ad 1/64 del rivelatore. Nel seguito chiameremo “torre” questa porzione del
rivelatore. Il rivelatore risulta cosi suddiviso in un totale di 64 torri ed FTK in un
totale di 128 Processing Unit.
Figura 2.8: Gli 8 Core Processor che costituiscono FTK sono ospitati in 8 crate
VME. Ogni crate contiene 16 Processing Unit, per un totale di 128 Processing
Unit.
La Figura 2.9 mostra la struttura semplificata di un Core Processor e delle Pro-
cessing Unit che lo compongono. Ogni Processing Unit è composta da vari blocchi
funzionali che abbiamo denominato Data Organizer (DO), Associative Memory
(AM), Track Fitter (TF) ed Hit Warrior (HW). Descriveremo adesso il compito
svolto da ciascun blocco funzionale che compone una Processing Unit.
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Figura 2.9: Schema semplificato di un Core crate. Ogni Core crate ospita 16
Processing Unit. I dati provenienti da una singola torre del rivelatore sono
elaborati da una coppia di Processing Unit.
Figura 2.10: Schema semplificato di FTK. Si possono riconoscere i Data For-
matter che eseguono il clustering ed i Core Processor, costituiti dalle Processing
Unit, nei quali è effettuata la ricostruzione delle tracce.
Figura 2.11: Schema semplificato delle funzioni svolte da FTK.
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Data Formatter I dati provenienti dal rivelatore in silicio sono trasmessi dal-
l’elettronica di front-end ad FTK tramite fibre ottiche S-Link, uno standard di
acquisizione dati ad elevate prestazioni sviluppato al CERN[12], che utilizza un
bus a 32-bit con una frequenza di trasmissione dei dati fino a 66MHz. Il Data
Formatter esegue il clustering, cioè calcola la posizione e le proprietà dei cluster di
carica, o hit, sul piano del rivelatore in silicio. La coordinata dell’hit, determinata
calcolando il baricentro del cluster di carica, è la stima della posizione nella quale
la particella ha attraversato lo strato del rivelatore. Successivamente, il Data For-
matter riorganizza i dati e trasmette la opportuna lista di hit a ciascuna Processing
Unit per il pattern recognition ed il fit delle tracce.
Data Organizer Gli hit trovati dal Data Formatter sono trasmessi al Data Or-
ganizer sulla AUX-Board della Processing Unit. Il Data Organizer proietta ogni
hit nel bin che lo contiene, ed invia la sequenza di bin colpiti alle schede di memoria
associativa. Il Data Organizer conserva anche una copia degli hit ricevuti, in attesa
di ricevere la lista delle road trovata dalla memoria associativa. Quando la memo-
ria associativa individua le road presenti nell’evento, le invia al Data Organizer,
che procede a recuperare gli hit contenuti in ciascuna road. L’insieme di road e hit
contenuti sono inviati al Track Fitter che esegue il fit tridimensionale delle tracce.
Utilizzando questa procedura, il Track Fitter deve analizzare un numero limitato
di combinazioni di hit, cioè solo quelle ottenute con tutti e soli gli hit contenuti in
una road. Il Data Organizer è stato progettato per processare i dati alla frequenza
massima di eventi accettati dal trigger di Livello 1 di 100 kHz e può analizzare
due eventi in parallelo. Il Data Organizer può ricevere gli hit appartenenti ad un
evento e allo stesso tempo ricevere le road dell’evento precedente dalla memoria
associativa e recuperare gli hit in esso trovati dalla memoria.
Memoria Associativa Questo dispositivo esegue il confronto tra la lista dei bin
colpiti ed i pattern pre-calcolati in essa memorizzati. Così, la memoria associativa
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individua le tracce candidate a bassa risoluzione, dette road, presenti nell’evento
e le trasmette al Data Organizer. Una road viene selezionata se al suo interno
sono presenti un numero di bin colpiti maggiore di una soglia programmabile.
Attualmente la memoria associativa usa 8 strati del rivelatore sugli 11 disponibili.
Track Fitter Il Track Fitter esegue il fit per ogni combinazione di hit (uno per
strato) contenuti nelle road e trova i parametri delle tracce con risoluzione pari alla
risoluzione ottenuta dalla ricostruzione off-line. La dimensione della road devono
essere tali che il numero di hit trovati nella stessa road sia limitato. Questo riduce
il combinatorio all’interno della road e di conseguenza il numero medio di fit che
il Track Fitter devono eseguire per ogni road, limitando i tempi di esecuzione
del Track Fitter. Il fit viene realizzato all’interno di una FPGA che consente di
effettuare la ricostruzione di circa 109 tracce al secondo su ciascun dispositivo.
Hit Warrior Questo sistema elimina gli eventuali duplicati o tracce false, che
si possono presentare dopo le operazioni di pattern matching e di track fitting.
Una coppia di tracce duplicate condivide la maggior parte degli hit, ma non tutti.
Il Track Fitter può generare i duplicati se all’interno delle road sono presenti hit
di rumore o di altre particelle vicini agli hit realmente generati dalla particella di
interesse. L’Hit Warrior riconosce ed elimina le tracce duplicate mediante algoritmi
di selezione appositamente studiati.
Second Stage Fit Board Queste schede ricevono le tracce ricostruite dal Track
Fitter dalla AUX-Board e gli hit di tutti gli 11 strati del rivelatore, compresi cioè
gli hit dei 3 strati non utilizzati dalla Memoria Associativa e dal Track Fitter.
Questi dati vengono combinati per ridurre ulteriormente la frazione di tracce false
e migliorare la risoluzione sui parametri cinematici delle tracce.
Nel capitolo 3 descriveremo in maggior dettaglio i componenti della Processing
Unit, in particolare la memoria associativa che è argomento del lavoro di Tesi.
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Capitolo 3
La memoria associativa
L’unità logica elementare di FTK è detta Processing Unit ed è composta da tre
schede: la scheda di memoria associativa, che nel nostro linguaggio indicheremo con
AM-Board, la Little Associative Memory Board o LAMB, ed una scheda ausiliaria
detta AUX-Board, che contiene la logica necessaria per effettuare le funzioni del
Data Organizer, del Track Fitter e dell’Hit Warrior, descritte nel capitolo 2, e
la trasmissione dei dati in ingresso e in uscita dalla Processing Unit (Figura 3.1).
Ogni LAMB ospita e regola il funzionamento di 16 chip di memoria associativa che
nel seguito indicheremo con AM-Chip.
Nei paragrafi seguenti descriviamo brevemente le funzioni e le caratteristiche
tecniche delle schede e del chip di memoria associativa.
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Figura 3.1: La Processing Unit è composta dalla scheda di memoria associa-
tiva o AM-Board (a), dalla scheda ausiliaria o AUX-Board (a) e dalla Little
Associative Memory Board o LAMB (b). La AM-Board è la scheda principale
e regola il traffico dati e la connessione tra LAMB ed AUX-Board; la logica pre-
sente sulla AUX-Board svolge le funzioni del Data Organizer, del Track Fitter
e dell’Hit Warrior. La AM-Board ospita quattro LAMB su ognuna delle quali
sono montati 16 chi di memoria associativa (b). In viola sono rappresentati i
tre connettori VME sul backplane utilizzati per la connessione tra AUX-Board
e AM-Board ed il bus VME. Non sono riportate le connessioni tra AUX-Board
ed il sistema esterno.
3.1 La scheda di memoria associativa e la scheda
ausiliaria
La scheda di memoria associativa utilizza lo standard VMEbus1[13][14] e ha
dimensione standard 9U2 ed è stata interamente progettata e realizzata presso la
Sezione di Pisa dell’Istituto Nazionale di Fisica Nucleare (Figura 3.2). In breve,
essa riceve dal Data Organizer presente sulla AUX-Board la lista degli hit, che
distribuisce ai chip di memoria associativa presenti sulle 4 LAMB, successivamen-
te raccoglie le road trovate dai medesimi chip e le trasmette al Data Organizer
(Figura 3.3).
La trasmissione dei dati avviene sulla AM-Board mediante link seriali ad alta
1Il bus VME o VMEbus è un bus standard per computer sviluppato in origine da Motorola
negli anni settanta, successivamente reso uno standard e utilizzato ampiamente in informatica ed
ingegneria per applicazioni comuni. VME è acronimo di Versabus Module Eurocard.
29U è una delle dimensioni standard per le schede che devono essere collegate ad un crate VME.
Precisamente l’indicazione 9U fa riferimento a schede con dimensioni di 340mm x 360mm.
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Figura 3.2: A sinistra l’immagine del crate VME a nostra disposizione nel
laboratorio di FTK, si può notare che una AM-Board è inserita in uno slot del
crate. A destra l’immagine della AM-Board in cui sono evidenziate in rosso la
“Road-FPGA” e la “Hit-FPGA” e, nel riquadro arancione, una MiniLAMB.
velocità (2 Gb/s) ed è effettuata mediante due FPGA della famiglia ARTIX7-LXT
della Xilinx che hanno la caratteristica di poter utilizzare fino a 16 transceiver
seriali ad alta velocità. La prima FPGA è detta “Hit-FPGA”, riceve la lista degli
hit dalla AUX-Board e ne effettua la trasmissione ai chip di memoria associativa.
La seconda FPGA è detta “Road-FPGA”, riceve la lista delle road trovate dai chip
di memoria associativa e la trasmette di nuovo alla AUX-Board.
Figura 3.3: Rappresentazione schematica del percorso compiuto dai dati al-
l’interno della Processing Unit. In rosso è evidenziato il percorso degli hit, dal
Data Organizer ai chip di memoria associativa attraverso la “Hit-FPGA” men-
tre in giallo viene evidenziato il percorso delle road, dagli AM-Chip al Data
Organizer attraverso la “Road-FPGA”.
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La AUX-Board è di fatto la scheda che riceve i dati in ingresso alla Processing
Unit e trasmette i dati in uscita dalla Processing Unit. Essa riceve infatti la lista
degli hit sul rivelatore ricostruiti dal Data Formatter e trasmette in uscita, alla
Second Stage Fit Board, le tracce ricostruite dal Track Fitter.
La scheda di memoria associativa e la scheda ausiliaria comunicano tra loro e
con l’esterno attraverso tre connettori: i connettori P1 e P2 sono utilizzati per il
protocollo di comunicazione attraverso il bus VME ed il connettore P3 è usato per
lo scambio di dati ad alta frequenza limitatamente alle due schede. (Figura 3.3).
3.2 La Little Associative Memory Board
Come precedentemente spiegato, la scheda di memoria associativa ospita 4
LAMB. Ogni LAMB comunica con la AM-Board attraverso un connettore FMC-
HPC3 posto al centro della scheda stessa. Sul lato top della LAMB sono montati
i 16 chip di memoria associativa (Figura 3.4). Come sulla AM-Board, i dati sulla
LAMB vengono distribuiti mediante link seriali ad alta velocità (2 Gb/s). Sulla
LAMB i 16 chip di memoria associativa sono organizzati in 4 catene separate costi-
tuite ciascuna da 4 chip. Questo è stato fatto per semplificare la logica della scheda
ed ottimizzare lo scambio dei dati da AM-Chip verso AM-Board. Ogni chip di me-
moria associativa è in parallelo e riceve i dati provenienti dalla AM-Board (frecce
rosse in Figura 3.4) contemporaneamente a tutti gli altri chip. Le road (frecce
blu in Figura 3.4) vengono man mano raccolte all’interno dei chip appartenenti ad
una stessa catena e inviate al chip più a valle, il quale provvede a trasmetterle alla
AM-Board.
3FMC-HPC è l’acronimo di FPGA Mezzanine Card-High Pin Count. FMC è una specifica
rilasciata nel 2008 dall’ANSI/VITA che ne definisce le caratteristiche elettriche e meccaniche.
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Figura 3.4: Distribuzione dei dati sulla LAMB. La distribuzione dei dati avvie-
ne attraverso il connettore FMC-HPC che permette di trasmettere gli hit dalla
AM-Board ai 16 chip di memoria associativa e le road dai chip alla AM-Board.
Ogni chip riceve in parallelo agli altri la lista degli hit (frecce blu). Le road
(frecce rosse) vengono man mano unite in un’unica lista all’interno dei chip ap-
partenenti ad una catena e inviate all’AM-Chip più a valle, il quale provvede
a trasmetterle alla AM-Board.
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3.3 Il chip di memoria associativa
La tecnologia della memoria associativa applicata a problemi di fisica delle par-
ticelle elementari ha oltre venti anni di storia ed è stata utilizzata, per la prima
volta, all’esperimento denominato CDF (Collider Detector at Fermilab), al Fermi
National Accelerator Laboratory negli Stati Uniti dallo stesso gruppo di ricercatori
che adesso sta sviluppando FTK per ATLAS[15][16][17]. I due più recenti prede-
cessori dell’odierno chip di memoria associativa sono l’AM-Chip03 e l’AM-Chip04.
L’AM-Chip03 è stato sviluppato per l’esperimento CDF interamente in tecnolo-
gia CMOS 180 nm standard cells4. Il chip poteva contenere fino a 5000 pattern5,
era dotato di link paralleli e funzionava correttamente fino ad una frequenza di
50MHz. Il suo successore, AM-Chip04, ha rappresentato un passo intermedio nel-
la direzione del chip di memoria associativa definitivo che useremo in FTK. Il chip
è stato sviluppato in tecnologia CMOS 65nm e dotato di un nuovo core di memoria
interamente full custom6 che contiene 8000 pattern e funziona correttamente fino
ad una frequenza di 100MHz.
Lo sviluppo del sistema di memoria associativa implica sia l’avanzamento della
tecnologia con cui viene realizzato il chip di memoria associativa, sia l’avanzamen-
to e il miglioramento delle schede che lo utilizzano. In particolare, lo sviluppo e
l’ottimizzazione continua del chip hanno avuto come scopo la riduzione dei con-
sumi e l’aumento del numero di pattern che il chip può contenere, mantenendo
il medesimo package e la medesima configurazione dei pin. Il mantenimento del
package e del pinout avrebbe favorito il ri-uso, anche solo parziale, di alcune schede
progettate per versioni precedenti del chip. Purtroppo, a causa del passaggio da
4Il metodo standard cells è un metodo di progettazione di circuiti integrati per applicazioni
specifiche (ASIC). Consiste nell’utilizzo di celle pre-progettate da terzi e contenute in apposite
librerie fornite dalla fonderia.
5I pattern sono delle previsioni di tracce ottenute mediante una simulazione del rivelatore.
6 Il metodo full custom è una tecnica di progettazione di circuiti integrati in cui le singole
celle del chip sono ottimizzate in relazione alla specifica applicazione. Questa tecnica permette
di ottenere elevate prestazioni in termini di numero di componenti per unità di area, di velocità
di funzionamento e di consumo di potenza.
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bus paralleli sincroni a bus seriali e della necessità di ridurre i consumi (i bus seriali
hanno un minor consumo di potenza rispetto ai bus paralleli), non è stato possibile
mantenere il medesimo package ed il medesimo pinout delle precedenti versioni del
chip di memoria associativa. Inoltre, a causa dell’aumento della densità dei transi-
stors e dell’affinamento della tecnologia, è stato necessario aumentare il numero di
pad di massa e di alimentazione, scelta che è risultata incompatibile con il vecchio
package e le vecchie schede. Per questo motivo, il disegno della nuova versione del
chip, detta AM-Chip05, ha seguito una strategia molto più moderna.
Figura 3.5: (a) Rappresentazione schematica del package del chip di memoria
associativa versione AM-Chip04; (b) Rappresentazione del package del nuovo
chip di memoria associativa versione AM-Chip05.
Per l’AM-Chip05 è stato scelto un package avanzato BGA 23 x 23 con passo
0.8mm (Figura 3.5(b)) ed il chip è stato dotato di serializzatori e deserializzatori,
in modo da trasmettere e ricevere i dati solo attraverso bus seriali. In questo modo,
il numero di pad utilizzate per la trasmissione e ricezione dei dati risulta ridotto
(le pad verdi, grigie e bianche in Figura 3.5(b)) e tutte le altre pad possono essere
utilizzate per le alimentazioni del chip. Per realizzare il chip finale, è stato stabilito
un percorso graduale che consiste di ben tre passi successivi:
1. Realizzazione di un chip più piccolo di quello definitivo, denominato MiniAM-
Chip. Il test del MiniAM-Chip, che ho effettuato durante il lavoro di Tesi,
ci ha permesso di verificare il funzionamento dei nuovi SERDES (transceiver
seriali ad alta velocità) e delle nuove strategie di progetto delle LAMB prima
di costruire un chip più costoso. A causa delle dimensioni ridotte (1920mm2),
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non è stato possibile usare il package finale, ma si è dovuto utilizzare un
package QFN64 e si è dovuto limitare le funzionalità del chip riducendo il
numero di bus seriali in ingresso ed in uscita. Anche l’area del core della
memoria usato al suo interno è ridotto e contiene poche centinaia di pattern;
2. Realizzazione di un chip della dimensione minima (12mm2) concessa dal
Multi Project Wafer7 (MPW), per avere un dispositivo ancora poco costoso
grazie al fatto che l’alto costo della maschera è diviso fra molti progetti.
Questo è il chip detto AM-Chip05 il cui sviluppo, durante lo svolgimento di
questa Tesi, è nelle fasi finali. L’AM-Chip05 è costituito da 4000 pattern e
ha tutte le funzionalità e tutti i bus seriali del chip finale. Questa versione
del chip sarà montata sul package definitivo e risulterà utile per verificare
l’architettura dell’AM-Chip e per effettuare i test intensivi delle schede prima
della produzione dei chip di memoria associativa definitivi;
3. Produzione dell’AM-Chip06, il chip di dimensioni 12mm x 15mm, per conte-
nere il massimo numero di pattern possibile. L’AM-Chip06 potrà contenere
128000 pattern e sarà prodotto con un pilot run in cui l’intero wafer di silicio
sarà utilizzato ed ottimizzato per il solo nostro progetto. Chiaramente questo
procedimento ha dei costi iniziali molto elevati per realizzare delle maschere
che coprano l’intero wafer, ma rende il costo del chip indipendente dall’area
dello stesso e più economica la produzione di grandi quantità.
La Tabella 3.6 riassume e confronta le caratteristiche dei tre chip che hanno
segnato la storia della memoria associativa: la versione AM-Chip03 è stata realiz-
zata completamente con standard cells mentre la versione AM-Chip04 ha visto una
evoluzione della tecnologia, infatti, è stato realizzato in parte con standard cells e
in parte con celle full custom (Figura 3.7). In particolare, è stata realizzata una
7Il Multi-Project Wafer è una delle modalità con cui vengono prodotti i circuiti integrati. Un
singolo wafer è condiviso tra più utenti in modo da abbattere i costi non ricorrenti, come, ad
esempio, il costo relativo alle maschere
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Figura 3.6: Confronto tra le due più recenti versioni dei chip di memoria as-
sociativa ed il futuro chip per FTK. La versione AM-Chip03 è stata utilizzata
all’esperimento CDF al Fermilab mentre le versioni AM-Chip04 e AM-Chip06
sono state progettate per FTK ad ATLAS.
cella custom di memoria che permette di aumentare la densità dei pattern di un
fattore 2 rispetto al progetto interamente a standard cells e attua complesse tec-
niche per la riduzione dei consumi. Con la versione AM-Chip06, quella definitiva
per FTK, è stata fatta l’ulteriore modifica di utilizzare interfacce di I/O seriali ad
alta velocità per la trasmissione e ricezione dei dati oltre ad una ulteriore riduzione
dei consumi.
Figura 3.7: Illustrazione delle quattro versioni esistenti del chip di Memoria
Associativa: (a) Il primo AM-chip dell’anno 1992; (b) FPGA Xilinx sulla quale
è stata implementata la seconda versione dell’AM-chip nell’anno 1998; (c) il
chip AM-chip03 dell’anno 2003; (d) il chip AM-chip04 dell’anno 2012.
36
Capitolo 4
Il progetto di un sistema
autonomo per il test estensivo
della memoria associativa
Come descritto nel capitolo 3, FTK è composto da 128 Processing Unit conte-
nenti ciascuna una scheda di memoria associativa e 4 Little Associative Memory
Board, per un totale di 512 LAMB e 8192 chip di memoria associativa. Dati questi
numeri, si comprende facilmente la necessità e l’utilità di poter effettuare un test
accurato ed affidabile di ogni singola LAMB che consenta di verificare il corretto
funzionamento di tutti i chip di memoria associativa.
L’obiettivo della mia Tesi è proprio quello di sviluppare un sistema autonomo
di test per LAMB e AM-Chip che risulti accurato, affidabile e, caratteristica non
meno importante, veloce.
Le versioni precedenti di AM-Chip e LAMB, che facevano uso esclusivamente
di bus paralleli per hit e road, venivano validate attraverso il metodo denomi-
nato Boundary Scan1 che permette di effettuare test elettrici e funzionali. Con
l’aggiornamento del chip di memoria associativa, il passaggio a bus seriali per la
1Il Boundary Scan è un metodo per il test delle interconnessioni su un circuito stampato o di
blocchi inaccessibili all’interno dei circuiti integrati. Viene spesso utilizzato come strumento per
effettuare test funzionali di circuiti integrati e schede elettroniche.
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Figura 4.1: Schema concettuale del nuovo sistema di test. La LAMB e la
scheda di valutazione comunicano attraverso i connettori FMC-HPC installati
su entrambe le schede mentre la connessione tra la scheda di valutazione e il
terminale avviene attraverso un’interfaccia seriale.
distribuzione di hit e road e l’utilizzo di chip di fanout che spezzano il link seriale,
non è più possibile utilizzare il Boundary Scan per effettuare test elettrici o funzio-
nali. I chip di memoria associativa e i chip di fanout, infatti, non sono predisposti
per tale strumento di test e risulterebbe forse impossibile, data la sua lentezza,
utilizzarlo con segnali a 2 Gb/s. L’unico modo per poter verificare la LAMB e i
chip di memoria associativa è un sistema complesso che sfrutta un crate VME2, in
cui è inserita la AM-Board con sopra collegate le LAMB, e un terminale (PC). Lo
sviluppo di un nuovo sistema di test ci fornisce un’alternativa più comoda e meno
complessa rispetto al sistema già esistente e ci permette, confrontando i risultati
dei due sistemi di test, di trovare più facilmente le cause di eventuali errori.
Considerando, inoltre, che la scheda di memoria associativa (AM-Board) è assai
complessa e che non siamo ancora in possesso di una scheda totalmente verificata
e funzionante, abbiamo scelto di realizzare un sistema di test alternativo, indipen-
dente dalla AM-Board, dal crate VME e dal metodo Boundary Scan. In questo
modo, si possono verificare in modo esaustivo le singole LAMB ed eliminare le
variabili in eccesso che renderebbero più complessa l’analisi dei risultati del te-
st. Al presentarsi, sulla LAMB o sul chip di memoria associativa, di un eventuale
problema, il nuovo sistema di test consente di individuarne più facilmente la causa.
2Un crate VME è una “scatola” metallica che presenta, sul retro, dei connettori standard
per il collegamento di schede elettroniche appositamente progettate. Un crate VME fornisce
l’alimentazione alle schede al suo interno e permette la comunicazione tra queste schede e una
CPU inserita nel crate stesso.
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Figura 4.2: Schema semplificato del sistema di test che utilizza la scheda di
memoria associativa. Come si può intuire, questo sistema è particolarmente
complesso e sarebbe piuttosto improbabile, nel caso in cui si presenti un proble-
ma, individuarne facilmente la causa (sono presenti 2 FPGA sulla AM-Board).
Il terminale deve comunicare con la CPU presente sul crate VME che, attraver-
so quest’ultimo, comunica con la scheda di memoria associativa, con la LAMB
e con i chip di memoria associativa.
Allo stesso tempo è necessario che l’hardware usato per realizzare il sistema
autonomo di test sia coerente con l’hardware presente sulla scheda di memoria as-
sociativa. In particolare, è necessario utilizzare hardware, se non uguale, estrema-
mente simile a quello presente sulla scheda di memoria associativa, sia per quanto
riguarda i componenti programmabili, come le FPGA, sia per quanto riguarda i
componenti discreti utilizzati per alimentare la AM-Board, come i convertitori DC-
DC, e quelli utilizzati per distribuire i dati sulla stessa scheda, ad esempio i chip di
fanout. Per questo, è stato scelto di usare una scheda di valutazione, brevemente
descritta nel capitolo 5, che usa una FPGA della casa produttrice Xilinx e che,
pur essendo di una famiglia diversa, ha le medesime prestazioni delle due FPGA
presenti sulla AM-Board.
Questo sistema di test ci consentirà, per la prima volta, di verificare la com-
patibilità dei SERDES con i chip di fanout e la compatibilità di entrambi con i
componenti che provvedono a fornire le alimentazioni alla LAMB. Potremo, inoltre,
verificare il corretto funzionamento della LAMB attraverso test di programmazio-
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Figura 4.3: Schema semplificato del nuovo sistema di test che utilizza la mez-
zanina di interfaccia. Questo sistema risulta sicuramente più semplice da pro-
grammare in quanto è presente solo 1 FPGA in cui viene caricato tutto il
firmware e il software. Si notano chiaramente i vari dispositivi utilizzati.
ne, ricezione dati e trasmissione dati dai chip di memoria associativa. In sequenza,
sarà necessario configurare gli AM-Chip, memorizzare negli AM-Chip la banca di
pattern, inviare alla LAMB le sequenze di hit ottenute da precedenti simulazioni,
ricevere la lista di road trovata dalla memoria associativa e controllare che essa
coincida con quella ricavata dalla simulazione.
Le tre fasi appena descritte necessitano di hardware e software dedicato e la
scelta di utilizzare una scheda di valutazione dotata di una FPGA, è stata in
gran parte guidata dalla possibilità che essa fornisce di integrare con semplicità
hardware e software. In particolare, si possono utilizzare periferiche hardware
dedicate che comunicano con un processore (MicroBlaze3), programmabile in C,
istanziato dentro l’FPGA stessa. Ciò garantisce notevole flessibilità e un’ampia
possibilità di sviluppare un sistema del tutto autonomo.
L’utilizzo di una scheda di valutazione introduce certamente alcuni problemi,
primo tra tutti quello della comunicazione e del traffico dati con la LAMB. Anche
se su entrambe le schede è presente un connettore FMC-HPC, la configurazione
dei pin sui due connettori non è la stessa. Inoltre, le alimentazioni necessarie per
il corretto funzionamento della LAMB non possono essere erogate direttamente
dalla scheda di valutazione. Nel mio lavoro ho effettuato interamente il progetto
3Per ulteriori informazioni si rimanda al capitolo 5.2
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della scheda di interfaccia, che nel nostro linguaggio è detta “mezzanina”, posta
tra LAMB ed scheda di valutazione.
Il progetto del sistema di test ha richiesto, oltre alla realizzazione della mezza-
nina, lo sviluppo di apposito firmware per l’FPGA della scheda di valutazione. Ho
progettato le periferiche hardware da istanziare nell’FPGA ed il codice sorgente
per il corretto funzionamento ed interfacciamento delle periferiche con il processore
istanziato all’interno dell’FPGA.
Purtroppo, durante la scrittura di questa Tesi, il progetto del chip di memoria
associativa definitivo non è stato completato, quindi non possiamo disporre di una
LAMB che utilizzi l’AM-Chip06 o l’AM-Chip05. Siamo, però, in possesso di una
scheda denominata “MiniLAMB” realizzata appositamente per un test preliminare
e rapido di alcune nuove soluzioni progettuali e del chip di memoria associativa
detto MiniAM-Chip, descritto nel capitolo 3. La mezzanina da me progettata per
connettere la LAMB alla scheda di valutazione è utilizzabile per connettervi anche
la MiniLAMB in quanto quest’ultima è, semplicemente, una versione ridotta della
LAMB definitiva.
Nel seguito del capitolo vengono descritti la MiniLAMB e il MiniAM-Chip e
vengono illustrate le nuove soluzioni progettuali.
4.1 La MiniLAMB e le nuove soluzioni proget-
tuali
La MiniLAMB è stata realizzata per verificare il funzionamento delle nuove
soluzioni progettuali che utilizzeremo sulla versione definitiva del chip di memoria
associativa AM-Chip06 e della LAMB. Per questo motivo la MiniLAMB ospita
“solamente” 4 MiniAM-Chip che utilizzano i SERDES, un modulo proprietario
per le trasmissioni seriali ad alta velocità e una FPGA che comunica con la AM-
Board, ed è utilizzata per la programmazione e la configurazione dei MiniAM-
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Chip (Figura 4.4). Inoltre, è presente una seconda FPGA della famiglia Spartan-6
collocata sulla scheda solo per il test di un link seriale. Questa stessa FPGA non
sarà presente sulla versione definitiva delle LAMB.
Come accennato nella sezione 3.3, il MiniAM-Chip è una versione di dimensioni
e funzionalità ridotte rispetto al definitivo AM-Chip06. Senza entrare troppo nel
dettaglio, il MiniAM-Chip contiene 6 SERDES, 5 dei quali sono destinati alla
ricezione dei dati. In particolare, 4 SERDES ricevono gli hit, mentre gli altri 2 (1
in trasmissione ed 1 in ricezione) sono utilizzati per trasmettere le road sulla catena
composta dai 4 MiniAM-Chip. I SERDES all’interno dei MiniAM-Chip, possono
ricevere e trasmettere dati utilizzando standard LVDS4 e CML5. Per verificare il
corretto funzionamento dei SERDES con entrambi gli standard, un bus di input
(hit) presente sulla MiniLAMB è stato interamente realizzato nello standard CML,
mentre gli altri 2 bus sono stati realizzati nello standard LVDS. Il quarto bus è
distribuito mediante una FPGA presente sulla MiniLAMB.
Figura 4.4: La MiniLAMB: a sinistra il lato top e a destra il lato bottom.
Questa scheda, realizzata con lo scopo di verificare il funzionamento delle nuove
soluzioni progettuali, è dotata di 4 MiniAM-Chip (evidenziati con un riquadro
rosso) e di una FPGA (riquadro giallo) utilizzata per programmare i chip di
memoria associativa. Sul lato bottom si può vedere il connettore FMC-HPC
(riquadro arancione) utilizzato per la comunicazione con la AM-Board e, nel
nostro caso, per la comunicazione con la mezzanina.
4Low-Voltage Differential Signaling o LVDS, è uno standard per le comunicazioni seriali
differenziali con velocità fino a 3 Gb/s.
5Current Mode Logic (CML) o Source Coupled Logic (SCL) è uno standard per comunicazioni
con velocità compresa tra i 312.5 Mb/s e i 3.125 Gb/s.
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In conclusione, la verifica del corretto funzionamento delle nuove soluzioni pro-
gettuali di cui la MiniLAMB fornisce un’anteprima, garantisce la ragionevole cer-
tezza del corretto funzionamento della versione definitiva del chip di memoria as-
sociativa e della LAMB. Il test di questa scheda è dunque essenziale per poter
proseguire rapidamente con il progetto FTK.
Il mio lavoro di Tesi può quindi considerarsi diviso in tre parti principali. Per
prima cosa, ho progettato e realizzato una scheda di interfaccia per alimentare la
LAMB e rendere possibile la comunicazione tra LAMB e scheda di valutazione.
Dopo aver utilizzato la nuova scheda di interfaccia per effettuare numerosi test
preliminari della MiniLAMB e del MiniAM-Chip, mediante un software semplifi-
cato, mi sono occupato dello sviluppo di un nuovo firmware da caricare sull’FPGA
della scheda di valutazione per realizzare i futuri test, completi ed esaustivi, per la
produzione delle LAMB.
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Capitolo 5
La scheda di valutazione
HTG-V6-PCIE-L240T-2
La scheda di valutazione HTG-V6-PCIE-L240T-2, utilizzata per realizzare il
sistema di test, è prodotta dalla HiTechGlobal (Figura 5.1). Questa scheda deve
essenzialmente emulare alcune delle funzioni svolte dalla AM-Board, quindi, come
anticipato nel capitolo 4, la sua scelta è stata guidata dalla necessità di avere un
sistema di test coerente con il sistema definitivo. Questa scheda infatti utilizza
una FPGA della famiglia Virtex-6 prodotta dalla casa costruttrice Xilinx che ha
le medesime prestazioni delle due FPGA presenti sulla AM-Board ed è in grado di
trasmettere alla LAMB i medesimi segnali elettrici trasmessi dalla AM-Board.
Nel seguito del capitolo descriveremo le caratteristiche tecniche della scheda.
5.1 Specifiche tecniche della scheda di valutazio-
ne
La scheda di valutazione deve trasmettere 8 segnali differenziali di uscita (hit)
diretti alla LAMB e ricevere 4 segnali differenziali in ingresso provenienti dalla
LAMB (road), oltre a 31 segnali single-ended. Le 8 linee differenziali in uscita dalla
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Figura 5.1: Scheda di valutazione HTG-V6-PCIE-L240T-2 della casa produt-
trice HiTechGlobal, utilizzata per realizzare un sistema di test stand-alone delle
LAMB e del chip di memoria associativa.
scheda di valutazione sono successivamente duplicate sulla mezzanina e collegate
alla LAMB. La Tabella 5.1 riporta l’elenco dei segnali in ingresso ed in uscita della
scheda di valutazione.
Sulla scheda di memoria associativa i segnali differenziali sono trasmessi ad un
rate di 2 Gb/s, pertanto è necessario che i transceiver presenti nella Virtex-6 della
scheda di valutazione ed utilizzati per effettuare la comunicazione con la LAMB (la
scheda di valutazione utilizza una Xilinx Virtex-6), possano trasmettere dati a tali
velocità. Il componente programmabile integra due tipi di blocchi per trasmissione
dati ad alta velocità chiamati GTX e GTH. I GTH, pur essendo configurabili,
sono ottimizzati per comunicazioni a 10 Gb/s ed i corrispondenti pin non sono
connessi a nessun pin del connettore FMC-HPC; i GTX sono general purpose e
sono connessi al connettore FMC-HPC presente sulla scheda di valutazione. Per
motivi del tutto evidenti, possiamo solamente utilizzare i GTX. Riportiamo un
breve sommario delle principali caratteristiche tecniche dei GTX:
• Transceiver general purpose, flessibili e configurabili;
• Velocità di trasmissione compresa tra 480 Mb/s e 6.6 Gb/s.
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Segnale In/Out Tipologia
ROAD0 In Differential pair
ROAD1 In Differential pair
ROAD2 In Differential pair
ROAD3 In Differential pair
PRESENCE In single-ended
TDO In single-ended
HIT0 Out Differential pair
HIT1 Out Differential pair
HIT2 Out Differential pair
HIT3 Out Differential pair
HIT4 Out Differential pair
HIT5 Out Differential pair
HIT6 Out Differential pair
HIT7 Out Differential pair
VME_DATA(0..7) Out single-ended
VME_ADDRESS(0..7) Out single-ended
READ_AM_CHIP Out single-ended
WRITE_AM_CHIP Out single-ended
TMS Out single-ended
TCK Out single-ended
TRST Out single-ended
TDI Out single-ended
TCK_IN Out single-ended
INIT[0..3] Out single-ended
HOLD[0..3] Out single-ended
SPARE[0..5] In/Out single-ended
Tabella 5.1: Lista dei segnali in ingresso e in uscita dalla scheda di valutazione.
I segnali differenziali sono trasmessi ad un rate di 2 Gb/s pertanto devono essere
trattati da hardware dedicato; i segnali single-ended non hanno particolari
vincoli di velocità e possono essere trattati dalla logica generica.
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La Figura 5.2 mostra come sono distribuite le periferiche della scheda di valu-
tazione sul connettore FMC-HPC:
Figura 5.2: Mappatura del connettore FMC-HPC presente sulla scheda di
valutazione. La posizione delle coppie differenziali (transceiver) è fissata e per-
tanto non è modificabile. I segnali single-ended possono invece essere disposti
in modo strategico per ottenere, in seguito, un PCB ordinato.
I segnali evidenziati in rosso sono i ricevitori dei GTX utilizzati nel nostro
sistema di test per ricevere la lista delle road dalla LAMB; i segnali in blu sono i
trasmettitori dei GTX utilizzati per la trasmissione degli hit alla LAMB. Gli altri
segnali evidenziati in giallo, arancione e viola sono segnali single-ended di controllo.
La scheda di valutazione ha dunque un compito centrale nella fase di test,
in quanto ospita sia le periferiche hardware sia il software per la loro gestione,
elementi entrambi essenziali per svolgere un test corretto e veloce. La scheda di
valutazione è in grado di inviare segnali unipolari, che sono utilizzati per tutta
la fase di programmazione dei chip di memoria associativa e per il controllo delle
catene JTAG; e segnali differenziali, utilizzati nella fase di test vero e proprio
per inviare e ricevere hit e road. Questi due metodi di comunicazione, la prima
essenzialmente lenta, in quanto è basata sul protocollo di comunicazione standard
JTAG, la seconda veloce, in quanto basata su un protocollo di comunicazione
47
seriale custom a 2Gb/s, necessitano di alcune sovrastrutture che la Virtex-6 mette
a disposizione e che verranno descritte nel seguito di questo capitolo.
Chiaramente, è necessario poter trasmettere questi segnali alla LAMB e per
questo scopo è stato usato uno dei due connettori ad alta densità (FMC-HPC) pre-
senti sulla scheda Xilinx e sulla LAMB. A causa del diverso pinout tra i connettori
presenti su LAMB e scheda di valutazione, non è possibile collegare direttamente
le due schede. Ho progettato, quindi, una scheda di interfaccia detta “mezzani-
na”, descritta nel capitolo 6, che consente di effettuare la connessione rendendo
compatibili i pinout. Tutto il software per la gestione dell’FPGA viene salvato nel-
la memoria RAM presente sulla scheda e attraverso l’interfaccia seriale asincrona
(UART) è possibile comunicare con un terminale esterno per esigenze di debug o
per futuri sviluppi del sistema di test.
Vediamo adesso quali sono i componenti della scheda di valutazione più impor-
tanti, utilizzati nel mio progetto (Figura 5.3):
Componenti della scheda di valutazione utilizzati
• 1GB di SDRAM DDR3 SO-DIMM. La dimensione di questa memoria con-
sente di ospitare tutto il software necessario al sistema per gestire l’FPGA,
pilotare le periferiche e effettuare tutte le procedure di test;
• Due 10/100/1000 porte ethernet con supporto SGMII (Serial Gigabit Me-
dia Independent Interface)1 utilizzabili per una comunicazione veloce con un
terminale remoto;
• Due connettori FMC-HPC su uno dei quali sono disponibili 160 linee di IO
single-ended (oppure 80 LVDS) e sono collegati 10 transceivers GTX messi a
1La Serial Gigabit Media Independent Interface (SGMII) è una variante della Media Indipen-
dent Interface (MII), una interfaccia standard usata per connettere i due livelli più bassi dello
stack ethernet: il livello MAC (Media Access Control) con il sottostante livello PHY (Physical).
Viene usata per la Gigabit Ethernet ma è supportata anche da connessioni più lente come la
10/100 MBit Ethernet.
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Figura 5.3: Schema dei componenti presenti sulla scheda di valutazione Xilinx
e maggiormente utilizzati. Si distingue facilmente il componente program-
mabile, una FPGA della famiglia Virtex-6 a cui sono collegati tutti gli altri
componenti. Tra questi ultimi notiamo la memoria RAM capace di contenere
tutto il software di gestione del sistema, i LED e i pulsanti utilizzabili per fini
di debug, i connettori FMC-HPC uno dei quali utilizzato per effettuare il col-
legamento tra LAMB e scheda di valutazione ed infine i due dispositivi per le
comunicazioni con apparati esterni alla scheda, la porta ethernet e l’interfaccia
seriale asincrona UART.
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disposizione dal componente programmabile. Utilizzeremo un connettore per
trasmettere i segnali alla scheda di interfaccia e, di conseguenza, alla LAMB;
• Due connettori SMA2 che possono essere utilizzati per fornire all’FPGA un
segnale di clock esterno alla scheda;
• Una UART (Universal Asynchronous Receiver Trasmitter)3 per la comuni-
cazione con un terminale remoto e per fini di debug;
• Led e pulsanti utili al debug del firmware.
La FPGA Virtex-6
La scheda di valutazione HTG-V6-PCIE-L240T-2 utilizza una FPGA Xilinx
della famiglia Virtex, precisamente la Virtex-6 L240T[18]. Questo componente
contiene delle celle di logica la cui funzione può essere programmata dall’utente
(logica “general purpose”) e con le quali è possibile implementare il microprocessore
MicroBlaze4 e tutte le periferiche lente (ad esempio la UART) e veloci (ad esempio
il controller per la memoria RAM) ad esso connesse, realizzando così un vero e
proprio System on Chip (SoC) (Figura 5.4).
Oltre alla logica generica, sono presenti dei blocchi di logica specializzati nello
svolgimento di particolari funzioni e con caratteristiche migliori in termini di velo-
cità. Questi blocchi di logica sono essenzialmente delle periferiche che attraverso
il software di programmazione vengono attivate e impostate. Il “Clock Manager”,
ad esempio, occupa alcuni blocchi di logica creati appositamente per la gestione
del clock.
La periferica chiamata “Test Peripheral” deve effettuare la comunicazione ad
alta velocità con la LAMB. Si noti che per poter realizzare un collegamento seriale
2SMA sta per Sub-Miniatur-A. I connettori SMA sono impiegati soprattutto nell’interval-
lo di frequenza tra 1GHz e 18/26.5GHz. Il bloccaggio a vite garantisce un’elevata resistenza
meccanica.
3La UART è un dispositivo hardware di uso generale. Converte flussi di bit di dati da un
formato parallelo a un formato seriale asincrono e viceversa.
4Per ulteriori informazioni si rimanda alla sezione 5.2
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a 2 Gb/s non è possibile utilizzare la logica generica dell’FPGA. La periferica uti-
lizza, infatti, i blocchi di logica contenenti i transceiver seriali GTX che realizzano
comunicazioni seriali fino a 6.6 Gb/s.
Figura 5.4: Il System on Chip. Schema riassuntivo delle periferiche istanziate
all’interno dell’FPGA. Il Microblaze è istanziato come una comune periferica
e dialoga con tutte le altre periferiche. Si notano le due periferiche custom
una delle quali utilizza i transceiver seriali GTX per trasmettere e ricevere dati
dalla LAMB.
L’elenco sottostante riassume le periferiche interne all’FPGA più importanti
per la realizzazione del mio sistema di test:
• Transceiver GTX, utilizzati per comunicazioni seriali con velocità fino a 6.6
Gb/s;
• Controller per la memoria RAM esterna all’FPGA;
• Controller per la comunicazione ethernet;
• Controller per ingressi/uscite general purpose come LED e pulsanti;
• Clock manager, il quale utilizza i blocchi denominati MMCM che provvedono
a fornire un clock con ridotto jitter e phase shifting, se necessario;
• MicroBlaze.
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Particolare importanza ha il dispositivo detto MicroBlaze. Il MicroBlaze con-
siste in una CPU vera e propria istanziata all’interno dell’FPGA stessa, program-
mabile in C e collegabile a tutte le altre periferiche. Nella sezione 5.2 ne daremo
una breve descrizione.
5.2 Il MicroBlaze
Un soft processor è la descrizione di uno specifico tipo di processore attraverso
un linguaggio di descrizione dell’hardware (HDL). Nella maggior parte delle appli-
cazioni, l’uso di un soft processor fornisce estrema flessibilità di progettazione, in
quanto all’interno dell’FPGA, si possono avere contemporaneamente hardware e
software personalizzabili.
Il MicroBlaze[19] è un soft processor a 32-bit progettato da Xilinx per le pro-
prie FPGA, ottimizzato per sistemi embedded5 ed interamente implementato nella
logica general purpose presente all’interno dell’FPGA stessa. Il MicroBlaze opera
fino a 200MHz ed è caratterizzato da un’architettura RISC di tipo Harvard6 e
istruzioni a 32-bit. La Tabella 5.2 ne mostra le caratteristiche salienti[20][21].
L’architettura di tipo RISC, eccetto in rari casi, permette di effettuare una
istruzione ogni ciclo di clock mantenendo un throughput costante. Questa archi-
tettura presenta 3 stadi di pipeline7, 32 registri a 32-bit, due livelli di interrupt e
tre tipi di BUS:
5Con il termine sistema embedded si identificano genericamente tutti quei sistemi elettroni-
ci di elaborazione a microprocessore progettati per una specifica applicazione, spesso con una
piattaforma hardware ad hoc.
6L’architettura Harvard è un tipo di architettura hardware per processori digitali in cui vi è
separazione tra la memoria contenente i dati e quella contenente le istruzioni. Il processore è in
grado di accedere in modo indipendente a dati e istruzioni e dunque ha la capacità di eseguire
più compiti in parallelo.
7La pipeline è una tecnologia utilizzata nell’architettura hardware dei microprocessori per
incrementare il throughput, ovvero la quantità di istruzioni eseguite in una data quantità di
tempo, parallelizzando i flussi di elaborazione di più istruzioni
8In caso di memorizzazione di parole più lunghe di 1 byte è necessario conoscere l’ordine di
memorizzazione dei byte nelle parole multi-byte. Big-endian: memorizzazione che inizia dal byte
più significativo per finire col meno significativo. Little-endian: memorizzazione che inizia dal
byte meno significativo per finire col più significativo.
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Produttore Xilinx
Bits 32-bit / 64-bit
Tipologia RISC
Codifica dei numeri Virgola fissa
Ordine dei byte Big Endian/Little Endian8
Open Source? No
Registri 32x32-bit / 32x64-bit
Tabella 5.2: Principali caratteristiche del soft processor denominato MicroBla-
ze di Xilinx. L’architettura (32-bit o 64-bit) risulta programmabile attraverso
la suite di sviluppo Xilinx
Processor Local Bus Questo è il classico bus Memory-Mapped a 128-bit in
cui ogni periferica connessa è vista come una locazione di memoria in cui si può
scrivere/leggere con le operazioni di lettura e scrittura usate per la memoria vera
e propria. Questo bus fornisce l’infrastruttura necessaria al collegamento di un
numero variabile di periferiche master e slave[22].
• Supporto MultiMaster. Quando sono collegate al bus più periferiche di tipo
master è necessario scegliere un criterio di precedenza per evitare conflitti
nello scambio di dati. L’algoritmo usato per stabilire la precedenza è di tipo
Round-Robin9 o Fixed-Priority10;
• Supporto per Master e Slave con dimensione dei dati diversa da quella del
bus. Se una periferica collegata al bus presenta registri con una lunghezza
di parola diversa da quella del bus, può comunque dialogare con le altre
periferiche;
• Rete di reset sincrona con il clock di sistema;
9Il Round Robin è un tipo di algoritmo usato per decidere chi ha la priorità su una risorsa
condivisa. In particolare questo algoritmo esegue le richieste nell’ordine di arrivo riservandosi
la possibilità di revocare la risorsa condivisa all’utilizzatore corrente, nel caso in cui questo la
utilizzi per un tempo maggiore di una soglia determinata. L’utilizzatore a cui è stata revocata la
risorsa viene messo in coda a tutti gli altri.
10L’algoritmo Fixed Priority è un’altra tipologia di algoritmo per decidere chi ha la precedenza
su una risorsa condivisa. Ogni utilizzatore ha una priorità fissa e la risorsa condivisa viene data
all’utilizzatore con la priorità massima.
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• PLB watchdog timer. Il watchdog è un sistema di temporizzazione hardware
che permette alla CPU di rilevare il ciclo infinito di un programma o una
situazione di deadlock. Tale rilevazione consente di prendere dei provvedi-
menti, generalmente effettuando un reset del sistema.
Local Memory Bus Questo è un bus veloce, senza supporto per MultiMaster
usato per l’interconnessione tra processore e memorie (Instruction Memory e Data
Memory).
• Supporto Single Master. Non è richiesto arbitraggio del bus perché questo è
utilizzato solo dal processore (master) e dalle memorie (slave);
• Bus di lettura e scrittura separati.
Advanced eXtensible Interface o AXI Il bus AXI[23] è un tipo di interfaccia
adottata da Xilinx per le FPGA della famiglia Spartan-6[24] e Virtex-6[25] per
l’interconnessione di periferiche. Questa è un’interfaccia molto funzionale in quanto
rende standard la comunicazione tra processore e periferiche; e flessibile perché
permette tre tipologie di comunicazione:
• AXI4-Lite che è utilizzato da periferiche che non necessitano di letture/scrit-
ture a pacchetti (burst). Questo tipo di periferiche possono contenere solo
registri come elementi di memoria;
• AXI4 che è utilizzato da periferiche che possono essere lette/scritte a burst.
Queste periferiche possono contenere registri e memorie;
• AXI4-Stream che è utilizzato come collegamento punto-punto (sink-source)
tra periferiche e permette di trasmettere dati di una lunghezza arbitraria.
Queste periferiche possono contenere registri e memorie.
Molti aspetti del MicroBlaze possono essere configurati dall’utente come il nu-
mero di stadi di pipeline, la presenza o meno e la grandezza delle cache per dati
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e istruzioni, la grandezza della memoria interna, l’architettura (32-bit o 64-bit), la
frequenza di clock e molte altre. Inoltre, con l’aggiunta della Memory Management
Unit (MMU), il MicroBlaze può ospitare un sistema operativo come Linux o altri
RTOS (Real Time Operative System) aumentando significativamente le capacità
del sistema in cui è integrato.
5.3 La suite Xilinx utilizzata per la progettazione
di hardware e software
Per la progettazione congiunta di hardware e software del sistema di test, ci
siamo affidati alla suite proprietaria della Xilinx: “ISE Design Suite”. Questa suite
permette di realizzare e simulare periferiche hardware personalizzate, istanziarle
nell’FPGA ed integrarle in un sistema più complesso che utilizza il MicroBlaze.
Nel seguito del capitolo verranno descritti brevemente i tre software utilizzati
per la realizzazione del firmware e del software del sistema di test.
Lo strumento Xilinx Platform Studio
Lo strumento chiamato “Xilinx Platform Studio”[26] (Figura 5.6) permette di
creare un sistema che includa il MicroBlaze. Attraverso una procedura guidata è
possibile configurare le caratteristiche del processore e decidere quali periferiche
collegarvi tra quelle presenti nelle librerie del programma e tra quelle personaliz-
zate. In pratica, questo strumento crea una grossa periferica che contiene al suo
interno il MicroBlaze e le varie periferiche scelte.
I file di uscita di questo strumento sono quelli di ingresso dello strumento ISE
Design Tool, il quale effettua la sintesi e l’implementazione del sistema.
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Figura 5.5: Flusso di progetto per la progettazione congiunta di hardware e
software. Nel riquadro giallo è rappresentato il flusso di progetto hardware, rea-
lizzato mediante gli strumenti “Xilinx Platform Studio” e “ISE Design tool”,
che genera tutto il sistema hardware da istanziare all’interno dell’FPGA sulla
scheda di valutazione. Nel riquadro arancione viene mostrato il flusso di proget-
to software realizzato mediante lo strumento “Xilinx Software Development”
che genera il file sorgente da far eseguire al MicroBlaze.
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Figura 5.6: Lo strumento Xilinx Platform Studio. Questo strumento offre la
possibilità di creare un sistema hardware che integra il Microblaze e le varie
periferiche scelte.
Lo strumento ISE Design tool
Lo strumento “ISE Design tool”[27] (Figura 5.7) permette di realizzare delle
periferiche hardware attraverso uno schematico o utilizzando un linguaggio di de-
scrizione dell’hardware (HDL) che possono successivamente essere integrate in un
sistema con il MicroBlaze.
Figura 5.7: Lo strumento ISE Design tool permette di realizzare e simula-
re periferiche hardware personalizzate e di instanziarle all’interno dell’FPGA.
Sulla destra si può vedere l’editor di testo utilizzato per la realizzazione delle
periferiche in HDL.
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Il programma permette, inoltre, di effettuare una simulazione funzionale o ti-
ming11 dell’hardware progettato ed effettua il place&route, cioè la disposizione
l’interconnessione delle varie periferiche all’interno dell’FPGA. Successivamente al
place&route, ISE Design tool permette di programmare l’FPGA.
Lo strumento Xilinx Software Development
Il programma “Xilinx Software Development” (Figura 5.8) permette di scrivere
il software in linguaggio C da far eseguire al MicroBlaze. Il programma offre la
possibilità di effettuare la programmazione hardware e software dell’FPGA ed ha
una sezione di debug in cui è possibile, ad esempio, eseguire, fermare o riprendere
l’esecuzione del software caricato sul MicroBlaze.
Figura 5.8: Lo strumento Xilinx Development Software permette di scrivere e
verificare il software in linguaggio C da far eseguire al MicroBlaze.
11La simulazione timing è un tipo di simulazione in cui si tiene conto dei ritardi introdotti dai
circuiti istanziati all’interno dell’FPGA.
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Capitolo 6
Il progetto della scheda di
interfaccia
Il mio lavoro di Tesi ha richiesto il progetto di una scheda di interfaccia che, nel
seguito, chiameremo “mezzanina” e che è stata necessaria per collegare la scheda
di valutazione con la Little Associative Memory Board (LAMB). L’obiettivo del
lavoro è stato realizzare un sistema autonomo che consenta di effettuare tutti i
numerosi test necessari per dimostrare il corretto funzionamento della LAMB e
dei chip di memoria associativa. Come spiegato nel capitolo 5, per mettere in
comunicazione la evalutazion board con la LAMB mediante i connettori FMC-
HPC è stato necessario realizzare questa mezzanina per risolvere il problema del
differente pinout dei connettori e per fornire dall’esterno tre alimentazioni, che
non possono essere erogate direttamente dalla scheda di valutazione e che sono
necessarie per il funzionamento della LAMB.
Nel seguito di questo capitolo descriveremo nel dettaglio il progetto della mez-
zanina da me realizzato.
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6.1 Specifiche tecniche
Per poter effettuare un test più realistico, è necessario che la mezzanina ripro-
duca accuratamente il funzionamento della scheda di memoria associativa destina-
ta ad ospitare le LAMB nel sistema integrato di FTK. Per questo motivo, dove
possibile, verranno scelti i medesimi componenti presenti sulla scheda di memoria
associativa.
Le dimensioni non sono strettamente vincolate ma è necessario che la scheda
d’interfaccia sia sagomata su di un lato in modo da facilitare la connessione con la
scheda di valutazione.
Figura 6.1: Schema a blocchi della mezzanina utilizzata per la connessione (al
centro) tra la scheda di valutazione (a sinistra) e LAMB (a destra). Sulla mez-
zanina si possono notare i connettori FMC-HPC ad alta densità utilizzati per
il collegamento tra le tre schede, i moduli contenenti i chip di fanout utilizzati
per duplicare i bus che trasmettono gli hit e rigenerare le road, un oscillatore
da 100MHz come eventuale sorgente di clock per la LAMB e il power module
che comprende tutte le alimentazioni necessarie alla LAMB e alla mezzanina.
La mezzanina utilizza due connettori FMC-HPC, uno maschio montato sul
bottom per la connessione della scheda di valutazione e uno femmina montato
sul top per la connessione della LAMB. Sulla scheda è presente anche una parte di
potenza, utilizzata per fornire le tre alimentazioni necessarie alla LAMB e alla poca
logica presente sulla mezzanina stessa, una parte di fanout per la duplicazione dei
bus che trasmettono gli hit e un oscillatore per fornire, se necessario, il clock LVDS
alla LAMB direttamente dalla mezzanina invece che dall’esterno o dalla scheda di
valutazione. Essenzialmente, la mezzanina effettua una traduzione di pinout per
60
rendere possibile la trasmissione dei dati tra LAMB e scheda di valutazione, fornisce
le tensioni per il corretto funzionamento della LAMB e un clock, a 100MHz, che
eventualmente può essere collegato alla LAMB.
6.2 I componenti discreti
Per quanto riguarda la scelta dei componenti, abbiamo cercato di rimanere il più
coerenti possibile con la scheda di memoria associativa per poter ottenere da questo
sistema di test delle informazioni utili anche per la comprensione del funzionamento
della connessione tra la scheda di memoria associativa, che utilizzeremo nel sistema
integrato di FTK e la LAMB.
6.2.1 I convertitori DC-DC
Come anticipato nei paragrafi precedenti, la LAMB necessita di tre diverse ali-
mentazioni: una tensione di 1V per alimentare il core degli AM-Chip, una tensione
di 1.2V per le interfacce seriali (SERDES) degli AM-Chip e una tensione di 2.5V
per alimentare la parte di I/O degli AM-Chip. Queste tre tensioni sono generate
da tre diversi convertitori DC-DC (Tabella 6.1):
Costruttore Part Number TH/SMD Vin Vout Ioutmax
GE MVT040A0X SMD 4.5V to 14.4V 0.6V to 2V 40A
Astec ALD25K48 TH 36V to 75V 1.2V 20A
Astec ALD20K48 TH 36V to 75V 2.5V 20A
Tabella 6.1: Convertitori DC-DC utilizzati per ottenere le tensioni necessarie
per il funzionamento della LAMB e della mezzanina
Per ottenere la tensione di 2.5V è stato scelto un nuovo DC-DC, in quanto
quello presente sulla scheda di memoria associativa, avendo come corrente mas-
sima 80A, risultava sovradimensionato. Il componente scelto risulta comunque
sovradimensionato ma, essendo della stessa famiglia del DC-DC da 1.2V, ha stes-
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Figura 6.2: A sinistra il package dei due convertitori DC-DC che ci permettono
di ottenere le tensioni di 1.2V e 2.5V; a destra il package del convertitore
DC-DC che fornisce la tensione di 1V.
so package e pinout, quindi è possibile ri-utilizzare, con pochissime modifiche, il
footprint ed i simboli esistenti (Figura 6.2).
6.2.2 Il connettore di alimentazione
La mezzanina viene alimentata con due tensioni separate: 12V e 48V, coeren-
temente con la scheda di memoria associativa che è alimentata con le medesime
tensioni. Entrambe le tensioni sono fornite dall’esterno e collegate alla mezzanina
tramite una morsettiera (Figura 6.3).
Figura 6.3: Connettore per le due alimentazioni a 12V e 48V ricevute dalla
mezzanina.
La scelta della doppia alimentazione è dovuta ai convertitori DC-DC, in quanto
due di essi posso essere alimentati a 48V, mentre il terzo, utilizzato per generare la
tensione di 1V, può essere alimentato con una tensione massima di 14.4V. Nella
Tabella 6.2 vengono riportati gli assorbimenti attesi su ogni linea di alimentazione.
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Tensione Assorbimento
1V 38.4A
1.2V 1.15A
2.5V 5.41A
Tabella 6.2: Tabella riassuntiva degli assorbimenti sulle tre alimentazioni: l’as-
sorbimento maggiore si ha sulla alimentazione ad 1V pertanto è necessario por-
re particolare attenzione ai collegamenti appartenenti a questa rete riguardo
alla dimensione di collegamenti e vie.
Considerando il rendimento indicato sul datasheet di ogni DC-DC, con qualche
semplice calcolo, si può risalire alla corrente massima assorbita dalla mezzanina e
che, quindi, deve sopportare il connettore di alimentazione. Per i 48V il connettore
deve poter sopportare 0.55A, mentre per i 12V il connettore deve sopportare
4A. Il connettore scelto, sopporta una corrente massima di 16A ed è del tutto
appropriato.
6.2.3 Il chip di fanout
Con la stessa filosofia, per i chip di fanout (Figura 6.4), abbiamo scelto i
medesimi dispositivi presenti sulla AM-Board.
I fanout sono prodotti dalla casa produttrice ON SEMICONDUCTOR. Ab-
biamo scelto il componente NB6L14S che ha un funzionamento adeguato con lo
standard LVDS fino a 2.5Gb/s di trasmissione dati. I chip di fan-out sono utilizzati
sulla mezzanina, sia per duplicare i bus che trasmettono gli hit provenienti dalla
scheda di valutazione e diretti alla LAMB, sia per rigenerare i dati sui bus che
trasmettono le road provenienti dalla LAMB e dirette alla scheda di valutazione.
6.2.4 Altri Connettori: Molex, Pinstrip, SMA e FMC-
HPC
Sulla scheda è stato previsto un connettore molex a 14 poli per la catena JTAG
(Figura 6.5) e 4 pinstrip standard a 2 poli che, se cortocircuitate, permettono
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Figura 6.4: L’immagine mostra il chip di fanout da noi scelto. Questo compo-
nente è prodotto dalla casa ON SEMICONDUCTOR e funziona efficientemente
con lo standard LVDS fino a 2.5 Gb/s.
la programmazione della LAMB dalla scheda di valutazione, se lasciate aperte,
obbligano la programmazione dall’esterno, attraverso il connettore JTAG.
Figura 6.5: Immagine del connettore Molex a 14 pin utilizzato per il JTAG.
È stato previsto sulla mezzanina un connettore SMA1 standard (Figura 6.6)
collegato alla rete di clock della LAMB. Inoltre, sono stati aggiunti un oscillatore a
100MHz ed un secondo connettore SMA collegato all’oscillatore. In questo modo,
è possibile decidere se trasmettere alla LAMB il clock presente sulla mezzanina o
un clock esterno.
Figura 6.6: Immagine del connettore SMA utilizzato per la connessione del
segnale di clock.
I due connettori scelti per collegare la scheda di valutazione e la LAMB alla
mezzanina sono due FMC-HPC (Figura 6.7) della casa produttrice Samtek. Que-
1SMA sta per Sub-Miniatur-A. I connettori SMA sono impiegati soprattutto nell’intervallo di
frequenza tra 1GHz a 18/26.5GHz
64
sto connettore (SEAM4003.5-S-10-2-A-K-TR) ha 400 pin (40 x 10) e consente di
trasmettere segnali single-ended e differenziali, fino ad una frequenza di 25 GHz.
Ogni pin è capace di condurre correnti fino a 1.15A alla temperatura di 95 ◦C.
Questa specifica è garantita per 30 pin vicini.
Figura 6.7: Immagine del connettore FMC-HPC. Questo connettore è com-
posto da 400 pin ed è in grado di trasmettere segnali, sia single-ended e/o
differenziali, ad alta velocità. Ogni pin è in grado di condurre correnti fino a
1.15A.
6.3 La suite Allegro della casa produttrice Ca-
dence
Per il disegno del circuito stampato ci siamo affidati alla suite Cadence Allegro
16.5, un ambiente di sviluppo ampio e potente che permette di realizzare una
progettazione completa ed affidabile. Come mostra la Figura 6.8, siamo partiti
dalla realizzazione dello schematico, fino ad arrivare alla generazione dei file Gerber
rimanendo all’interno dello stesso ambiente di sviluppo.
Prima di passare al disegno dello schematico è stato necessario creare i simboli
dei componenti scelti e mancanti in libreria. Per questo scopo sono stati utilizzati
due strumenti: PCB Symbol Editor per la creazione dei footprint e Part Developer
(Figura 6.9) per la creazione del simbolo e la caratterizzazione elettrica di ogni pin
del componente.
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Figura 6.8: Flusso di progetto su Cadence Allegro 16.5.
Figura 6.9: Screenshot dello strumento Part Developer. Sulla sinistra la sezione
in cui vengono definite le caratteristiche elettriche di ogni pin; sulla destra la
visualizzazione del simbolo e del footprint associati al componente.
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Lo strumento Part Developer non è il classico strumento di disegno grafico. Esso
offre una vera e propria gestione del componente. Infatti, consente di associare a
quest’ultimo il proprio simbolo, il footprint e definire tutte le proprietà elettriche
come la tipologia e la direzione dei pin. Un’opzione interessante è quella di poter
definire due pin di un componente come un segnale differenziale, distinguendolo
così da un segnale single-ended. Questa opzione ha semplificato la realizzazione
del layout in quanto consente di riconoscere automaticamente le linee differenziali,
rispetto a quelle single-ended, al momento del routing.
6.4 Il progetto del circuito stampato
Dopo aver scelto i componenti ed aver creato lo schematico dell’intero progetto,
è necessario passare alla fase in cui si progetta fisicamente il PCB. La scelta del
numero di piani conduttori (stackup), della geometria della scheda e, infine, il
piazzamento e il collegamento di tutti i componenti, sono passaggi obbligatori per
completare il progetto. Nel seguito del capitolo sono illustrate le scelte che ho
effettuato durante il progetto del PCB.
6.4.1 Lo stackup della mezzanina
Attraverso un’analisi preliminare dei possibili routing, della necessità di avere
quattro alimentazioni (1V, 1.2V, 2.5V, Ground) e della necessità di avere linee
differenziali il più possibile complanari per garantire signal integrity ed evitare
incroci su uno stesso livello, è stato deciso di progettare la mezzanina su 6 piani
conduttori, tra cui 3 adibiti alla distribuzione delle alimentazione e 3 adibiti alla
distribuzione dei segnali.
La Figura 6.10 mostra lo stackup2 della scheda:
2Nelle schede multistrato lo stackup rappresenta la quantità e la sequenza in cui vengono
impilati gli strati conduttori e gli strati isolanti.
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Figura 6.10: Stack-up della mezzanina. Si notano i 3 piani di segnale indicati in
giallo e i tre piani di alimentazione indicati in rosso. Dallo stackup dipendono
i parametri geometrici delle linee differenziali che, con il supporto del software
di sviluppo, possono essere impostati accuratamente.
Ho dovuto comunicare con l’azienda incaricata di realizzare il circuito stam-
pato per sapere precisamente i parametri tecnologici utilizzati per la realizzazione
fisica del circuito stampato. Questo ci ha permesso di impostare con precisione le
dimensioni delle linee differenziali così da garantire un’impedenza differenziale pari
a 100W, richiesta dallo standard di trasmissione utilizzato (LVDS). I parametri
tecnologici sono stati inseriti all’interno di un strumento chiamato Layout Cross
Section che permette di calcolare l’impedenza di una linea differenziale. Questo
può essere fatto al variare dello spazio tra i due conduttori che compongono la linea,
delle caratteristiche dei materiali adottati e della larghezza dei due conduttori.
Le linee differenziali sul lato top e sul lato bottom della scheda hanno larghezza
di 0.120mm e spaziatura di 0.100mm; quelle sul piano interno hanno larghezza
0.100mm e spaziatura 0.110mm. Sono state utilizzati tre tipi di via standard: la
80-40-110, la 50-25-70 e la 110-60-1403. La scheda ha uno spessore complessivo di
1.144mm.
Tutti i vincoli che ci siamo imposti per il PCB sono stati inseriti all’interno di
Allegro Constraint Manager. Questo strumento permette di personalizzare tutte le
regole di layout sia a livello generale, cioè per l’intero PCB o per tutte le linee, sia
ad un livello più specifico, come ad esempio poter impostare alcuni parametri su
3I tre valori xx-yy-zz caratterizzano geometricamente la via: xx identifica il diametro del foro
in centesimi di millimetro, yy identifica il diametro della pad di rame in centesimi di millimetro
e zz identifica il diametro dell’area libera intorno alla pad di rame in centesimi di millimetro.
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porzioni del PCB o su singole linee. Aver impostato correttamente tutti i parametri,
prima di procedere con il disegno del layout, ha permesso di sfruttare pienamente
il DRC dinamico. Il risultato ottenuto è un layout ordinato e preciso, in particolare
per la stesura delle linee differenziali.
6.4.2 Piazzamento dei componenti e tracciamento delle
connessioni
Il piazzamento dei componenti è stato organizzato in modo da lasciare libera da
componenti ingombranti l’area sotto la LAMB e in modo da poter collegare le tre
schede direttamente una sull’altra. Per questo motivo il connettore da collegare
alla scheda di valutazione è stato posizionato sul lato bottom della mezzanina
(Figura 6.11), mentre il connettore a cui sarà collegata la LAMB è stato posizionato
sul lato top. Sul lato top sono stati posizionati anche i connettori SMA ed i jumper;
il connettore JTAG sul lato bottom.
Ho curato con attenzione il piazzamento dei chip di fan-out per poter realiz-
zare un routing pulito e senza eccessivi cambi di piano, soprattutto per le linee
differenziali.
Come mostra la Figura 6.12 le due alimentazioni della mezzanina (12V e 48V)
sono distribuite sul lato top.
6.4.3 Geometria della mezzanina
La scheda ha dimensioni 270mm x 150mm ed è stata progettata per poter con-
tenere interamente la LAMB ed effettuare il fissaggio della stessa sulla mezzanina
per una maggiore stabilità meccanica dei connettori. Il bordo che ospita il connet-
tore da collegare alla scheda di valutazione è stato sagomato appositamente per
evitare che entri in contatto con i componenti adiacenti al connettore sulla scheda
di valutazione (Figura 6.13).
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Figura 6.11: Particolare del lato top: si notano la sagomatura del bordo sini-
stro e i due connettori FMC-HPC da 400 pin posizionati uno sul lato bottom
(connettore di sinistra) e uno sul lato top (connettore di destra). Si notano
anche i fan-out disposti in diagonale. I tre colori verde, rosso e celeste indicano
le connessioni sui vari piani di segnale: rispettivamente top, bottom e piano
centrale.
Figura 6.12: Particolare del lato top: si nota la distribuzione attraverso piani
sagomati delle alimentazioni principali ai DC-DC: in verde le alimentazioni
della mezzanina (12V e 48V), in giallo 1V, in giallo scuro gli 1.2V, in grigio
i 2.5V e in blu il riferimento (ground).
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Figura 6.13: PCB completo della mezzanina. L’immagine mostra il lato top,
il lato bottom e lo strato intermedio di segnale (sono stati omessi i piani di
ground e di alimentazione per avere un’immagine più comprensibile). Si vede
molto bene la separazione tra la parte che contiene le piste di segnale a sinistra,
e la parte di alimentazione a destra. Si riconoscono, sempre sulla sinistra, i chip
di fanout posti in diagonale e i due connettori FMC-HPC in verticale. Sulla
destra si possono vedere i collegamenti delle alimentazioni esterne (in verde) ai
convertitori DC-DC e le tre differenti reti di alimentazione (grigio, giallo scuro
e giallo chiaro). Il piano di colore blu è collegato a ground.
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Capitolo 7
Il test della MiniLAMB e del
MiniAM-Chip
Durante il periodo in cui ho lavorato alla mia Tesi, ho potuto trascorrere alcune
settimane ai Laboratori Nazionali di Frascati ed alla Sezione di Milano dell’Istituto
Nazionale di Fisica Nucleare con l’obiettivo di imparare ad usare la scheda di
valutazione e fare i primi test della mezzanina e della MiniLAMB. Ho potuto
lavorare con l’ingegner Matteo Mario Beretta dei Laboratori Nazionali di Frascati e
con il Dottor Alberto Stabile dell’INFN di Milano che mi hanno seguito nel percorso
di comprensione del funzionamento della scheda di valutazione, nello sviluppo del
firmware, del software e nei test del sistema.
In questo capitolo sono descritti i test ed i risultati da me ottenuti.
7.1 Test elettrici della mezzanina
Per prima cosa ho effettuato un test elettrico della scheda di interfaccia per
verificare che non ci siano stati errori di progettazione in termini di pinout e con-
nessioni tra i componenti. Ho verificato il corretto funzionamento dei convertitori
DC-DC e che le tre tensioni necessarie alla MiniLAMB sono accurate.
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Figura 7.1: Il primo prototipo della mezzanina. L’immagine mostra il lato
top della scheda sul quale sono stati evidenziati i convertitori DC-DC (i due
riquadri gialli e riquadro verde) che generano le tensioni necessarie ad alimen-
tare la MiniLAMB e il connettore FMC-HPC (riquadro rosso) sul quale viene
connessa. Sul lato bottom è presente il connettore JTAG (riquadro arancione)
che permette di programmare l’FPGA sulla MiniLAMB.
Successivamente ho connesso la MiniLAMB alla mezzanina ed ho effettuato le
seguenti verifiche:
• Tutti i chip di memoria associativa (riquadro rosso in Figura 7.2) e l’FPGA
(riquadro blu in Figura 7.2) sono alimentati correttamente;
• Attraverso il connettore per il JTAG (riquadro arancione in Figura 7.2) pre-
sente sulla mezzanina si riesce a comunicare con l’FPGA presente sulla Mi-
niLAMB. Questa FPGA riceve i segnali di programmazione degli AM-Chip
dalla AM-Board e provvede a distribuirli correttamente ai chip di memoria
associativa.
I test preliminari effettuati hanno dato esito positivo.
Il passo successivo è stato il test della comunicazione tra scheda di valutazione,
mezzanina e MiniLAMB.
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Figura 7.2: Test di alimentazione della MiniLAMB. Dopo aver verificato che la
mezzanina genera le corrette tensioni per alimentare la MiniLAMB, ho connes-
so la MiniLAMB e ho verificato che ogni chip di memoria associativa (riquadro
rosso) e l’FPGA presente sulla MiniLAMB (riquadro celeste) sono alimentati
correttamente. Successivamente ho verificato che attraverso il connettore per
il JTAG (riquadro arancione) presente sulla scheda di interfaccia si riesce a
comunicare con l’FPGA presente sulla MiniLAMB.
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7.2 Test di configurazione dei SERDES e tra-
smissione dati sulla mezzanina e sulla Mini-
LAMB
Prima dell’inizio del mio lavoro di Tesi il gruppo elettronico dell’INFN di Milano
aveva già effettuato dei test preliminari del MiniAM-Chip (Figura 7.3) ma questi
avevano avuto come obiettivo la semplice verifica del funzionamento di un solo chip
isolato e non del chip integrato sulla LAMB.
Figura 7.3: Il sistema di test del chip di memoria associativa realizzato alla
sezione di Milano dell’INFN. Si notano una scheda di valutazione sulla sinistra
e una scheda custom, sulla destra, che ospita il chip di memoria associativa.
Questo significa che il MiniAM-Chip non era mai stato verificato congiuntamen-
te agli altri dispositivi che sono presenti sulla MiniLAMB e che saranno presenti
sulla versione definitiva della LAMB. Si comprende dunque l’importanza del lavoro
iniziato con questa Tesi.
Come anticipato nel capitolo 4, è stato necessario verificare le nuove soluzioni
progettuali adottate, in anteprima, sulla MiniLAMB e sul MiniAM-Chip e la loro
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compatibilità con il sistema di alimentazione presente sul sistema definitivo. In
particolare, ho verificato:
• Il funzionamento dei transceiver seriali integrati nei chip di memoria associa-
tiva (SERDES);
• La comunicazione tra i chip di memoria associativa;
• Il funzionamento del link seriale progettato in standard CML;
• Il funzionamento del link seriale progettato in standard LVDS.
Figura 7.4: Il sistema completo per il test della LAMB e del chip di memoria
associativa. Sulla sinistra si notano la mezzanina a cui è connessa la Mini-
LAMB e sulla destra la scheda di valutazione ed il programmatore iMPACT
utilizzato per programmare via JTAG le FPGA della MiniLAMB e della scheda
di valutazione.
Per effettuare questi test ho utilizzato un firmware semplificato per la Virtex-6
che non utilizza il processore proprietario della Xilinx (MicroBlaze) ma si limita ad
istanziare e configurare i GTX all’interno dell’FPGA ed a configurare la comunica-
zione seriale tra la scheda di valutazione ed il PC. Sul PC vengono eseguiti alcuni
script in linguaggio Python che, attraverso l’interfaccia seriale, comunicano con la
scheda di valutazione la quale traduce le istruzioni ricevute in procedure JTAG e
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comunica con gli AM-Chip. Attraverso questi script è dunque possibile accedere
ad ogni registro JTAG del chip di memoria associativa. Uno dei primi test è stato
verificare, attraverso la lettura dell’ID-Code degli AM-Chip, la correttezza di tali
script.
7.2.1 Test di configurazione dei SERDES
Attraverso uno script in linguaggio Python è possibile programmare i registri
JTAG di configurazione dei SERDES e leggere il contenuto del relativo registro di
stato per verificare che la configurazione sia andata a buon fine.
In questo modo è possibile configurare correttamente le varie modalità in cui
possono operare i SERDES:
• Modalità di ricezione;
• Modalità di trasmissione. In questa modalità, se non vengono inviati dati,
automaticamente il SERDES trasmette delle sequenze dette di “idle”;
• Modalità di ricezione o trasmissione di segnali PRBS1. Un segnale PRBS si
ottiene con un generatore di sequenze pseudo-casuali, il quale necessita di un
“seme” per essere avviato. Una volta avviato, il dispositivo evolve in modo
autonomo generando una sequenza di bit periodica e pseudo-casuale. Se av-
viati con lo stesso seme, due uguali e distinti generatori di PRBS evolveranno
in modo analogo, generando due identiche sequenze di bit. Questa caratteri-
stica risulta molto utile in fase di test delle comunicazioni seriali, in quanto
si può verificare che la sequenza PRBS generata da un MiniAM-Chip o della
Virtex-6 sia correttamente ricevuta dagli altri chip.
In questa modalità il MiniAM-Chip può sia trasmettere un segnale PRBS sia
riconoscere se sta ricevendo un segnale PRBS. In quest’ultima eventualità il
1I segnali PRBS o Pseudo Random Bit Sequence sono segnali periodici, pseudo-casuali a
tempo discreto che possono assumere solo due valori, 1 e 0. Questi segnali vengono utilizzati per
la caratterizzazione statistica delle comunicazioni perché hanno affinità con il rumore bianco.
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SERDES riconosce eventuali errori nella sequenza PRBS e, ogni volta che
se ne presenta uno, aggiorna il corrispondente registro di stato. Leggendo
il registro di stato del SERDES si può determinare il numero di errori che
si sono presentati nella comunicazione e si può ottenere una stima della Bit
Error Rate (BER)2.
7.2.2 Test di trasmissione dati e fault injection
Dopo aver configurato tutti i SERDES adibiti alla ricezione di hit in modalità di
ricezione PRBS, ho testato singolarmente ogni link seriale disponibile trasmettendo
un segnale PRBS dal Virtex-6 ai MiniAM-Chip. Ho quindi verificato, controllando
il registro di stato dei SERDES, che ogni MiniAM-Chip avesse ricevuto corretta-
mente i dati su ogni bus. Successivamente, ho verificato il funzionamento della
catena di 4 chip: come anticipato nella sezione 4.1 ogni chip di memoria associati-
va, oltre ai 4 SERDES in ricezione per i bus degli hit, ha 1 SERDES in ricezione e
uno in trasmissione che sono utilizzati per collegare in catena i chip e fare in modo
che le loro risposte (road) si uniscano su un solo bus.
Per verificare quest’ultimo percorso ho effettuato più test:
• Ho verificato il collegamento tra l’ultimo chip della catena e la scheda di
valutazione configurando il SERDES di trasmissione del chip in modo da
trasmettere un segnale PRBS e il transceiver all’interno dell’FPGA sulla
scheda di valutazione in modo da ricevere e riconoscere un segnale PRBS
(Figura 7.5);
• Ho verificato il collegamento tra i MiniAM-Chip semplicemente attivando
i SERDES, uno in ricezione PRBS e l’altro in trasmissione PRBS, e con-
2La BER evidenzia quanto della originaria trasmissione viene perso o giunge distorto all’ap-
parecchio ricevente a causa, ad esempio, di disturbi e rumore nel canale di trasmissione, di
malformazioni originarie del flusso dati, ecc. Per tempi sufficientemente lunghi la BER può esse-
re approssimata con la probabilità di errore per bit. Questa è una quantità statistica e dunque
fluttuante in maniera aleatoria di cui la Bit Error Rate rappresenta il valor medio nel tempo.
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Figura 7.5: Schema del test dei link seriali con un segnale PRBS. I SERDES
dei bus in ingresso sono stati configurati in modalità di ricezione PRBS e dal
Virtex-6 è stato trasmesso un segnale PRBS (frecce arancione, nera, viola e
blu) verso tutti i MiniAM-Chip. Controllando il registro di stato dei SERDES
(frecce gialle) è possibile verificare la correttezza della trasmissione.
trollando che il registro di stato del SERDES in ricezione non registri errori
(Figura 7.6).
Ho successivamente eseguito il test di trasmissione con “fault injection”. Questo
test consiste nell’introdurre volontariamente degli errori nella comunicazione per
verificare il funzionamento del sistema di riconoscimento degli errori.
I test di comunicazione con segnali PRBS sono stati eseguiti per un tempo di
circa 10 ore in modo da riuscire ad ottenere delle stime attendibili di Bit Error Rate.
Inoltre abbiamo effettuato misure statistiche per il calcolo del jitter3, della “curva
a vasca da bagno”4 e del “diagramma ad occhio”5 (Figura 7.7) che consentono di
3Con il termine jitter si indica la variazione di una o più caratteristiche di un segnale come,
ad esempio, l’ampiezza, la frequenza, la fase. Può essere caratterizzato allo stesso modo di un
segnale variabile nel tempo, cioè mediante quantità quali il valore efficace o il valore picco-picco.
4La “curva a vasca da bagno” rappresenta in modo qualitativo l’andamento del tasso di guasto
durante il funzionamento di un sistema e dunque permette di valutarne il grado di affidabili-
tà. L’affidabilità di un sistema è la misura della probabilità che l’assieme non si guasti in un
determinato lasso di tempo.
5Il diagramma ad occhio è un diagramma ottenuto con un oscilloscopio a persistenza che
permette di valutare la qualità di una trasmissione. Una trasmissione caratterizzata da alta
distorsione e alto rumore, presenta un diagramma ad occhio chiuso e con fronti poco ripidi;
viceversa un diagramma ad occhio ben aperto e con fronti ripidi è indice di una trasmissione di
buona qualità.
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Figura 7.6: Schema del test della catena tra i 4 MiniAM-Chip. I SERDES
relativi ai bus denominati “path in” sono stati configurati in modalità di ri-
cezione PRBS, mentre quelli relativi ai bus denominati “path out” sono stati
configurati in modalità di trasmissione PRBS. Le road vengono man mano uni-
te all’interno dei chip appartenenti ad una catena e inviate al chip più a valle,
il quale provvede a trasmetterle al Virtex-6. Le frecce nere indicano il test dei
collegamenti tra i MiniAM-Chip mentre la freccia viola indica il test del col-
legamento tra l’ultimo MiniAM-Chip della catena e la Virtex-6. Controllando
il registro di stato dei SERDES (frecce gialle) è stato possibile verificare la
correttezza della trasmissione.
caratterizzare il canale di trasmissione.
7.3 Risultati dei test
Tutti i test effettuati tranne la verifica del bus progettato in standard CML,
hanno dato esito positivo. Il bus CML non risulta funzionante a causa del probabile
guasto del chip di fanout che non riproduce in uscita il segnale che ha ricevuto
in ingresso. I risultati e le statistiche ottenute dai test effettuati ci permettono
di essere ragionevolmente sicuri del corretto funzionamento delle nuove soluzioni
progettuali introdotte nella versione definitiva della LAMB. Per lo sviluppo del
progetto FTK questo è un risultato di notevole importanza.
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Figura 7.7: Riassunto delle statistiche riguardanti uno dei link seriali verifi-
cati. Complessivamente possiamo affermare che i link seriali funzionano in
modo egregio, sia per quanto riguarda il jitter (grafico in basso a destra) che la
distorsione (grafico in alto a sinistra). Nel grafico in basso a sinistra è rappre-
sentata la “curva a vasca da bagno” che, nel nostro caso, risulta buona dandoci
conferma dell’affidabilità della trasmissione.
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Figura 7.8: Riassunto grafico dei risultati ottenuti dai test sulla MiniLAMB.
Sono riportati in verde i collegamenti che hanno superato correttamente tutti
i test, in giallo i collegamenti che non sono stati verificati e in rosso quelli che
non hanno superato la verifica. Il percorso rosa rappresenta la catena JTAG.
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Capitolo 8
Evoluzione del sistema di test
Il firmware da me utilizzato per il test della MiniLAMB è un firmware sem-
plificato e provvisorio, che probabilmente non può essere usato per i test della
produzione, in quanto risulta lento. Questo firmware è composto da una parte
hardware, che viene caricata sull’FPGA della scheda di valutazione (Virtex-6) e
non utilizza il MicroBlaze, e da una parte software, gli script in linguaggio Py-
thon che devono essere avviati dal terminale. L’hardware istanziato all’interno
della Virtex-6 comprende i transceiver seriali (GTX) e la logica dedicata per la
configurazione dei chip di memoria associativa (Figura 8.1). Questa logica riceve i
dati di configurazione, attraverso l’interfaccia seriale (UART) dagli script Python
eseguiti sul terminale, li traduce in un formato adeguato per i MiniAM-Chip e tra-
smette i segnali tradotti all’FPGA sulla LAMB che provvede a distribuirli a tutti
i chip di memoria associativa (Figura 8.1). I GTX comunicano direttamente con
gli AM-Chip.
Con questo firmware, per rendere operativo il sistema di test, sono necessarie
le seguenti operazioni:
1. Programmare, attraverso JTAG, l’FPGA della scheda di valutazione;
2. Programmare, attraverso JTAG, l’FPGA presente sulla MiniLAMB;
83
Figura 8.1: Rappresentazione grafica delle funzioni del firmware semplifica-
to. L’hardware istanziato all’interno della Virtex-6, comprende i transceiver
seriali (GTX) e la logica dedicata per la configurazione dei chip di memoria
associativa. Questa logica riceve i dati di configurazione, attraverso l’interfac-
cia seriale (UART) dagli script Python eseguiti sul terminale, li traduce in un
formato adeguato per i MiniAM-Chip e trasmette i segnali tradotti all’FPGA
sulla LAMB che provvede a distribuirli a tutti i chip di memoria associativa. I
GTX comunicano direttamente con gli AM-Chip.
3. Attivare, attraverso uno script Python eseguito da terminale, le catene a cui
si vogliono trasmettere gli hit e dalle quali si vogliono ricevere le road trovate;
4. Configurare, con l’ausilio di un secondo script Python, i SERDES dei chip di
memoria associativa;
5. Avviare il test, quindi trasmettere e ricevere dati mediante i transceiver
seriali.
In particolare, la prima operazione va eseguita solo all’accensione del sistema
di test mentre le quattro rimanenti vanno eseguite per ogni LAMB da verificare.
Inoltre, per attivare uno dei generatori di PRBS (uno per ogni GTX) della Virtex-
6, è necessario agire sull’hardware con la conseguente necessità di ri-compilare la
parte hardware. Si comprende che questo firmware, seppur funzionante e in grado
di verificare esaustivamente tutte le funzioni della LAMB, contribuisce a realizzare
un sistema di test lento che necessita di un operatore per eseguire, passo dopo
passo, tutta la procedura.
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Per i motivi descritti nel capitolo 4, è necessario sviluppare hardware e software
che realizzino un sistema di test veloce, accurato ed autonomo e che riduca al mi-
nimo l’interazione con un eventuale operatore. Per raggiungere questo obiettivo
abbiamo esplorato la possibilità di equipaggiare la Virtex-6 con il MicroBlaze e
con due periferiche hardware dedicate. La prima, denominata “Slow Peripheral”,
provvede ad effettuare le fasi 3 e 4 della procedura di test mentre la seconda, deno-
minata “Test Peripheral”, provvede alla fase 5 (Figura 8.2). Il MicroBlaze fornisce
i dati di configurazione dei SERDES degli AM-Chip e delle catene JTAG alla Slow
Peripheral, la quale li traduce in un formato adeguato per i chip di memoria as-
sociativa e li trasmette alla FPGA presente sulla MiniLAMB. Successivamente il
processore avvia il test attivando i transceiver seriali contenuti nella Test Periphe-
ral. La comunicazione seriale (UART) con il terminale è utilizzata per stampare
a video alcuni messaggi informativi sull’andamento del test e per interagire con il
sistema di test.
Con il nuovo firmware la procedura risulta:
1. Programmare, attraverso JTAG, l’FPGA della scheda di valutazione;
2. Programmare, attraverso JTAG, l’FPGA presente sulla MiniLAMB;
3. Comunicare al MicroBlaze (ad esempio attraverso la pressione di un pulsante)
di configurare i chip di memoria associativa e le catene JTAG ed avviare il
test.
In particolare, la prima operazione va effettuata solo all’accensione del sistema
di test e può essere automatizzata salvando nella memoria flash1, presente sulla
scheda di valutazione, il file di configurazione della Virtex-6. In questo modo,
all’accensione del sistema avverrà automaticamente la programmazione del Virtex-
6 attraverso la memoria flash. Le altre due operazioni vanno eseguite per ogni
1La memoria flash è una tipologia di memoria a stato solido non volatile. Questo tipo di
memoria viene utilizzato quando è necessario salvare dei dati in modo permanente.
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LAMB da verificare. Il vantaggio sta nell’aver automatizzato gran parte della
procedura di test.
Figura 8.2: Rappresentazione grafica delle funzioni del nuovo firmware. Il Mi-
croBlaze fornisce alla Slow Peripheral i dati di configurazione dei SERDES
degli AM-Chip e delle catene JTAG, la quale li traduce in un formato adegua-
to per i chip di memoria associativa e li trasmette alla FPGA presente sulla
MiniLAMB. Successivamente il processore avvia il test attivando i GTX conte-
nuti nella Test Peripheral. La comunicazione seriale (UART) con il terminale
è utile per poter stampare a video alcuni messaggi informativi sull’andamento
del test.
Il mio lavoro di Tesi ha compreso, dunque, la progettazione delle periferiche
hardware dedicate, denominate “Slow Peripheral” e “Test Peripheral”. Vediamo
brevemente le caratteristiche delle due periferiche, realizzate appositamente per
questo sistema di test. Durante la scrittura di questa Tesi ho eseguito un progetto
concettuale della Test Peripheral, mentre, della Slow Peripheral ho ultimato anche
il test.
8.1 Sviluppo e test della Slow peripheral
La prima periferica, è stata chiamata Slow Peripheral in quanto svolge le sue
funzioni a velocità ridotta rispetto alla Test Peripheral, si interfaccia con l’FPGA
presente sulla LAMB e comunica con essa per scrivere e leggere sulle catene JTAG
costituite dagli AM-Chip. Con questa periferica è possibile caricare la banca dei
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pattern nei chip di memoria associativa ed accedere a tutti i registri JTAG interni
agli AM-Chip. La Slow Peripheral riesce ad eseguire tutte le operazioni che in
precedenza venivano fatte attraverso gli script Python.
Grazie alla presenza del MicroBlaze è possibile automatizzare le procedure pre-
liminari di configurazione. In particolare, è possibile scrivere una porzione di codice
di avvio o utilizzare una flash esterna per memorizzare tutte le istruzioni di confi-
gurazione e programmazione degli AM-Chip e fare in modo che, ad ogni accensione
del sistema di test, il MicroBlaze svolga autonomamente queste operazioni.
Ho progettato e simulato la periferica Slow Peripheral e ne ho verificato il fun-
zionamento nel mio sistema di test. In Figura 8.3 e Figura 8.4 si può vedere la
procedura JTAG per leggere il registro contenente l’ID-Code dei chip di memo-
ria. Nella temporizzazione di Figura 8.3 si può notare, sulla linea del TDO, che
una particolare sequenza di bit viene ripetuta 4 volte. Questa sequenza (riquadro
marrone di Figura 8.3) rappresenta l’ID-Code dei MiniAM-Chip che in esadeci-
male risulta: 50004071. Quindi la lettura dell’ID-Code è stata fatta con successo.
Questo risultato ci permette di affermare che è possibile accedere a tutti i registri
JTAG all’interno dell’AM-Chip e realizzare tutte le funzioni che venivano prece-
dentemente effettuate tramite lo script Python. Semplicemente sarà necessario
implementare le procedure JTAG nel codice C che viene eseguito dal MicroBlaze.
La scrittura di queste nuove, ma semplici, procedure è parte degli sviluppi futuri
di questo lavoro al quale intendo partecipare.
8.2 Sviluppo concettuale della Test peripheral
La “Test Peripheral” è la periferica adibita ad effettuare la comunicazione seria-
le ad alta velocità con i SERDES dei chip di memoria associativa. Questa periferica
permette di inviare hit alla LAMB e di ricevere le road che quest’ultima trasmette
in uscita. All’interno della periferica sono istanziati i GTX in trasmissione, che
prendono i dati (hit) da trasmettere dalle memorie RAM, e i GTX in ricezione, i
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Figura 8.3: Procedura JTAG per la lettura dell’ID-Code dei MiniAM-Chip. A
partire dall’alto si vedono i 4 segnali standard del JTAG (TCK, TMS, TDI,
TDO). I primi tre (segnali rosso, verde, arancione) sono generati dalla Slow
Peripheral e trasmessi all’FPGA sulla MiniLAMB mentre il TDO è generato da
quest’ultima FPGA ed è letto dalla Slow Peripheral. I segnali in nero, generati
dalla Slow Peripheral, sono segnali di controllo per l’FPGA sulla LAMB.
Figura 8.4: Ingrandimento di un solo ID-Code. Si può facilmente verificare che
il numero binario 01010000000000000100000001110001 corrisponde al numero
esadecimale 50004071 che è proprio l’ID-Code dei MiniAM-Chip.
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quali memorizzano i dati ricevuti (road) nelle memorie RAM. Le memorie sono di
tipo “Dual Port”2 in quanto i GTX hanno un clock differente dal clock del Micro-
Blaze e del bus AXI. Questa periferica sarà collegata al MicroBlaze che permetterà
di gestire i GTX e di automatizzare la fase del test che riguarda la trasmissione.
La Figura 8.5 ne mostra lo schema a blocchi concettuale.
Figura 8.5: Schema a blocchi della periferica Test Peripheral. All’interno della
periferica sono istanziati i GTX in trasmissione, che prendono i dati da tra-
smettere dalle memorie RAM, e quelli in ricezione, i quali memorizzano i dati
ricevuti nelle memorie RAM. Le memorie sono di tipo “Dual Port” in quanto
i GTX hanno un clock differente dal clock del MicroBlaze e del bus AXI. Il
MicroBlaze controlla i GTX e può scrivere e leggere nelle RAM.
2Le memorie Dual Port sono un particolare tipo di RAM (Random Access Memory). Queste
memorie permettono l’accesso contemporaneo dalle due porte, al contrario delle memorie Single
Port nelle quali è presente una sola porta e tutti gli accessi sono eseguiti in sequenza. Le memorie
Dual Port permettono di avere due regimi di clock differenti sulle due porte ed in questo modo
si riesce ad implementare la comunicazione tra due periferiche con diversa velocità.
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Capitolo 9
Conclusioni
Ho svolto il mio lavoro di Tesi presso le Sezioni di Pisa e Milano dell’Istitu-
to Nazionale di Fisica Nucleare e presso i Laboratori Nazionali di Frascati nel
periodo compreso tra settembre 2013 e febbraio 2014. Questo lavoro si colloca
nella fase avanzata dello sviluppo del nuovo processore Fast TracKer (FTK) che
sarà utilizzato nella presa dati dell’esperimento ATLAS, prevista per l’anno 2015.
FTK effettua in tempo reale una ricostruzione tridimensionale delle traiettorie del-
le particelle prodotte nelle collisioni protone-protone che attraversano il rivelatore
in silicio e può migliorare in misura significativa le prestazioni del trigger e del
sistema di acquisizione dati dell’esperimento. Per svolgere queste funzioni FTK fa
ampio uso e della tecnologia della memoria associativa e di FPGA.
Con mio lavoro ho contribuito attivamente alla realizzazione di un sistema per
il test del chip di memoria associativa (AM-Chip) e della scheda che lo utilizza, la
Little Associative Memory Board (LAMB). Questo sistema di test utilizza la scheda
di valutazione commerciale HTG-V6-PCIE-L240T-2 prodotta dalla HiTechGlobal,
con la quale, grazie alla progettazione congiunta di hardware e software, è possibile
realizzare un sistema autonomo che non utilizza nessuna altra scheda del processore
FTK e permette di effettuare tutti i test di funzionamento della LAMB. Il sistema
di test utilizza, inoltre, un terminale (PC) come supporto per l’esecuzione di script
e la visualizzazione dei risultati.
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L’utilizzo di una scheda di valutazione commerciale ha fatto insorgere alcuni
problemi di comunicazione con la LAMB, a causa della differente configurazione
dei pin sui connettori delle due schede, e di alimentazione della LAMB, a causa
dell’impossibilità di alimentare quest’ultima scheda direttamente dalla scheda di
valutazione. Ho progettato quindi una scheda di interfaccia denominata “mezzani-
na” con lo scopo di alimentare la LAMB e rendere possibile la comunicazione con
la scheda di valutazione.
Nei mesi nei quali ho lavorato alla Tesi il progetto definitivo del chip di me-
moria associativa non era ancora stato completato. Di conseguenza non è stato
possibile disporre ed effettuare il test di una LAMB che utilizzi la versione defi-
nitiva dell’AM-Chip, detto AM-Chip06. Eravamo però in possesso di una scheda,
denominata “MiniLAMB”, dotata di 4 “MiniAM-Chip” una versione del chip di
dimensioni e funzionalità ridotte rispetto al definitivo AM-Chip06. Questa scheda
è stata realizzata appositamente per il test delle nuove soluzioni progettuali, di cui
il MiniAM-Chip fornisce un’anteprima e che saranno presenti nel chip di memoria
associativa e sulla scheda definitivi. Ho dunque effettuato il test di questa scheda.
FTK utilizza in totale 512 LAMB e 8192 chip di memoria associativa. Dato il
numero elevato di componenti da verificare e la complessità della funzione che essi
svolgono, è necessario avere un sistema capace di svolgere tutti i test necessari in
modo accurato ed in tempi ristretti. Ho quindi iniziato lo sviluppo di un nuovo
firmware per il sistema autonomo di test che utilizza il soft processor (Microblaze)
proprietario della Xilinx e due periferiche dedicate. Ho progettato e verificato la
periferica che provvede alla programmazione dei chip di memoria associativa ed
alla configurazione delle interfacce seriali al suo interno. Questo nuovo firmware
consente di automatizzare le procedure di test e di ottenere un sistema autonomo
che realizza un test approfondito, accurato e veloce, e che stressa la LAMB e i chip
di memoria associativa in misura maggiore del processore FTK.
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