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ства элементов данного типа в корпусе K в соответствии с субъек-
тивным паттерном Pi, постановку которой нельзя считать коррект-
ной. Поэтому в данном случае полнота R паттерна Pi оценивается 
по отношению к количеству всех элементов данного типа в K, неза-
висимо от тестируемого паттерна. Поскольку решение задачи в об-
щем требует разработки целого множества паттернов (например, в 
силу такой особенности ЕЯ как неоднородность его правил [8]), то 
очевидно, что на начальном этапе показатель полноты первых фор-
мулируемых паттернов будет, как правило, невысоким, что означает 
необходимость, с одной стороны, возможной их корректировки, а с 
другой – разработки в дополнение к сформулированным новых пат-
тернов. Это, собственно, и характеризует процесс разработки систе-
мы паттернов как итерационный процесс. 
 
Заключение. Изложенные аспекты решения задачи разработки 
эффективных лингвистических процессоров, в том числе и базовых, 
позволяют переходить к построению инструментальных программ-
ных средств интеллектуализации информационных систем, прежде 
всего, ЕЯ-интерфейса пользователя, семантического поиска, авто-
матизации инженерии знаний, а это путь к построению компьютер-
ной системы знаний, как компонента кратко- и долговременной па-
мяти искусственного интеллекта. 
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АНАЛИЗА СИГНАЛОВ ЭЭГ И ЭКГ 
 
Нейросетевые методы анализа хаотических сигналов находят все 
большее применение в различных областях благодаря ряду преиму-
ществ по сравнению с традиционными методами: возможностью ис-
следования систем, математическая модель которых неизвестна (не-
известны математические соотношения, характеризующие поведение 
динамической системы); использованием для исследований выборки 
данных ограниченного объёма [1]. Высокая актуальность данного 
направления объясняется всё возрастающей потребностью в наличии 
эффективных средств для решения сложных нетривиальных задач в 
плохо формализуемых областях обработки информации. 
Хаос в динамике означает чувствительность динамической эво-
люции к изменениям начальных условий. Старший показатель Ляпу-
нова характеризует степень экспоненциального расхождения близ-
ких траекторий. Наличие у системы положительной экспоненты Ля-
пунова свидетельствует о том, что любые две близкие траектории 
быстро расходятся с течением времени, то есть имеет место чув-
ствительность к значениям начальных условий. 
В результате экспериментов установлено, что наиболее приемле-
мой для цели данного исследования является модель гетерогенной 
многослойной нейронной сети (НС) с нейронами сигмоидального типа 
в скрытом слое и линейными нейронами выходного слоя сети [2]. 
Для обучения НС применяется алгоритм обратного распростра-
нения ошибки (и его более быстродействующие модификации), ис-
пользующий метод градиентного спуска для минимизации функции 
среднеквадратичной погрешности [2, 3]. Благодаря высокой точности 
алгоритм позволяет достигать малой погрешности обучения, что 
является крайне важным фактором для решения большинства прак-
тических задач в нейросетевом базисе.  
В общем виде алгоритм обработки хаотических сигналов состоит 
из следующих этапов: 1) нормализация исходного временного ряда, 
состоящего из N точек, выбранных с учетом задержки τ; 2) сегмента-
ция исходного временного ряда методом фиксированных отрезков; 
3) обучение нейронной сети прогнозированию по методу скользяще-
го окна; 4) расчет старшего показателя Ляпунова на базе сформиро-
ванной нейросетевой прогнозной модели по методу отклонений тра-
екторий прогнозов [5]. 
Существует проблема в выборе метода сегментации исходной 
выборки [4]. Для решения подобных задач применяются: метод фик-
сированных отрезков; метод наложения отрезков друг на друга; 
адаптивный метод сегментации при помощи НС. 
Наиболее приемлемым для решения поставленной в работе за-
дачи авторы определили метод фиксированных отрезков. 
Были проведены 2 группы вычислительных экспериментов на 
базе вышеописанной архитектуры НС, результаты которых пред-
ставлены ниже. 
1. Исследование наборов сигналов электроэнцефалограмм 
(ЭЭГ) человека (A,D,E) [6]. Каждый набор содержит в себе 100 сиг-
налов определенной группы в зависимости от эпилептической ак-
тивности. Результаты анализа сведены в таблицу 1. 
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Рис. 3. Расчет Lmax сигнала группы E 
 
В ходе анализа было выявлено, что группы сигналов D (рис. 1) и 
E (рис. 3) являются ЭЭГ с эпилептической активностью, группа сиг-
налов A (рис. 2) является ЭЭГ здорового человека. Секторы эпилеп-
тической активности на ЭЭГ выделены на рис. 1– рис. 3 прямоуголь-
ными областями. 
 












A 1,67012 0,015406 1,072971 
D 0,655647 -1,1907 -0,03615 
E 1,84311 -1,08277 0,703402 
 
Следует отметить, что результаты вычислительных эксперимен-
тов с группами сигналов A, D, E в достаточной степени коррелируют 
с полученными ранее результатами, опубликованными другими ав-
торами [6]. 
Следующие два сигнала были выданы медицинским учреждени-
ем. Опубликованных данных по ним не имеется. Результаты расчета 
старшего показателя Ляпунова для обоих сигналов приведены на 
рис. 4 и рис. 5 соответственно. 
Таким образом, применение разработанного алгоритма и соответ-
ствующих программных средств показало потенциальные возможно-
сти эффективного распознавания эпилептической активности мозга. 
2. Исследование наборов сигналов электрокардиограмм (ЭКГ). 
ЭКГ – это графическое представление разности потенциалов, возни-
кающей во время работы сердца на поверхности тела, регистрируе-
мой аппаратом под названием электрокардиограф [7]. 
Измерение электрических импульсов сердца по ЭКГ является 
основным методом для выявления нарушений сердечной деятель-
ности [7]. Получение более глубокого представления о динамике 
поведения сердцебиения будет иметь значимое применение в кар-
диологии, особенно если аномальное сердцебиение может быть 
охарактеризована как хаотическое или детерминированное.  
Сигнал ЭКГ имеет некоторую периодичность; если же каждый 
цикл сердцебиения последовательно наложить, то можно удостове-
риться в том, что сигнал ЭКГ имеет псевдопериодичный характер [8]. 
Использование данных ЭКГ в качестве временных рядов дает 
возможность применить в анализе сигнала сердечной активности 
методы теории хаоса. Ранние исследования показали то, что нор-
мальное и аномальное поведение сигнала имеет соответственно 
детерминированный и хаотический характер (в качестве примера 
можно привести ЭКГ, отображающие активность сердца при желу-
дочковой тахикардии).  
Для проведения эксперимента были взяты данные ЭКГ из 
PhysioBank [9]. Данный источник представляет собой большой архив 
цифровых записей физиологических сигналов. Записи из PhysioBank 
находятся в свободном доступе. Было использовано 2 сигнала: ЭКГ 
здорового человека (общий вид сигнала приведен на рис. 6) и ЭКГ 
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Рис. 5. Расчет показателя Ляпунова: имеются аномалии на ЭЭГ 
 
Рис. 6. ЭКГ здорового человека 
 
Рис. 7. ЭКГ человека с сердечной недостаточностью 
 
Результаты исследования данных ЭКГ приведены в таблице 2. 
 
Таблица 2. Результаты расчета показателя Ляпунова (L) для сигна-
лов ЭКГ 
Вид сигнала 








Нормальный сигнал  -0.2879 0.3358 0.1271 
Аномальный сигнал 0.0230 0.8121 0.1429 
 
Если рассматривать ЭКГ, в которой зарегистрированы признаки 
аномального поведения сигнала, то при расчете старшего показателя 
Ляпунова были получены сегменты с положительным его значением, 
что и является признаком аномальности именно для ЭКГ сигнала. 
 
Заключение. Исследуемый в работе подход к анализу хаотиче-
ских сигналов дает возможность адаптивно, в процессе обучения, 
формировать отображения для динамических систем с неизвестной 
математической моделью и, таким образом, является перспектив-
ным в задачах анализа и прогнозирования временных процессов в 
различных практических областях (медицина, финансовые рынки, 
метеорология, техника и др.). Проведенные исследования на базе 
реальных данных ЭЭГ и ЭКГ продемонстрировали потенциальные 
возможности нейросетевого алгоритма к решению данного класса 
задач, а также достаточное соответствие авторских результатов уже 
опубликованным экспериментальным данным. 
Вместе с тем нейросетевые модели обладают: повышенной 
временной сложностью процесса обучения; высокой зависимостью 
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нейронов; высокими требованиями к репрезентативности обучающе-
го множества. Все это обусловливает необходимость наличия спе-
циальных навыков в использовании нейронных сетей при решении 
практических задач подобного класса. 
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Введение. Различают следующие способы представления алго-
ритмов: вербально-дедуктивные, графические, матричные (таблич-
ные) и аналитические [1, 2]. 
Однако наиболее распространенными в вычислительной технике 
являются графические способы задания алгоритмов, которые широко 
используются для проектирования универсальных и специализиро-
ванных вычислителей [3–6]. Преимуществами графических способов 
являются высокая наглядность непосредственного отражения структу-
ры связей между элементами системы и широко описанные в теории 
графов методы их обработки. К основным недостаткам можно отнести 
трудности автоматической обработки графов в компьютерах и слож-
ность отображения графов с большим количеством вершин [2]. 
Широкое применение теории поточных графов алгоритмов (ПГА) 
для проектирования специализированных вычислителей, в которой 
вершинам графов отвечают вычислительные операции (функцио-
нальные операторы), а дугам – линии передачи данных для обработ-
ки, позволяет проектировать, как правило, однотактовые алгоритмиче-
ские операционные устройства (ОАОП), имеющие высокие показатели 
быстродействия и значительные затраты оборудования [3–6]. Для 
достижения максимального быстродействия выполнения алгоритма 
ОАОП нужно конвееризировать, что предполагает разбиение всего 
процесса вычисления на несколько уровней, но за счет добавления 
конвейерных регистров значительно возрастают аппаратные затраты. 
К недостаткам поточных графов необходимо отнести бинарность 
всех операций, а также неразличение входов и выходов отдельных 
дуг (линий), которые поступают до одной вершины, не разрешая 
создавать иерархические вершины со многими входами и выходами. 
В вычислительной математике это имеет фундаментальное значе-
ние, поскольку a b b a− ≠ − . Поэтому для перехода от ПГА, кото-
рые разрешают строить однотактовые алгоритмические операцион-
ные устройства к пространственно-временным графам алгоритмов 
[7, 8], которые дают возможность строить многотактовые алгоритми-
ческие операционные устройства, необходимо предложить фор-
мальный подход, который бы позволял сохранять структуру ПГА в 
удобной для обработки форме и осуществлять переход к ее моди-
фицированным вариантам [8], с целью исследования технических 
характеристик различных типов многотактовых структур устройств. 
Для сохранения в компьютере структуры графа алгоритма и его 
обработки широко используются матрицы [2, 9, 10]. 
Матричные методы представления алгоритма в отличие от гра-
фических разрешают удобно представлять, обрабатывать и хранить 
в компьютере структуру алгоритма с произвольным количеством 
элементов. Существенным недостатком матричных методов задания 
структуры алгоритма является низкая наглядность [2]. 
Поскольку матричное представление ПГА значительно упрощает 
его хранение и обработку, а известные матричные методы не позво-
ляют описывать вершины графа с входными и выходными портами, 
то в данной статье предложен матричный метод преобразования 
поточных графов, которые разрешают проектировать специализиро-
ванные устройства для класса алгоритмов, чья структура не зависит 
от входных данных (алгоритмы без ветвлений или инвариантные к 
сдвигу алгоритмы [4, 6, 10]) с целью дальнейшего матричного пере-
хода к основным вариантам структур пространственно-временных 
графов, позволяющих проектировать различные типы многотакто-
вых специализированных устройств. 
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