This paper analyzes the links between financial and trade openness and financial development in SubSaharan African (SSA) countries. It is based on a panel dataset using methods that tackle slope heterogeneity, cross-sectional dependence and non-stationarity, important econometric problems that are often ignored in the literature. The results do not point to a general direct robust link between trade and capital account openness and financial development in SSA, once we control for other factors such as GDP per capita and inflation. But there is some indication that trade openness is more important for financial development in countries with better institutional quality. The findings might be due to a number of factors including distortions in domestic financial markets, relatively weak institutions and/or poor financial sector supervision. Thus, African policy makers should be cautious about expectations regarding immediate gains for financial development from greater international integration. Such gains are more likely to occur through indirect channels. JEL Classification Numbers: F36, F43, O16
I. INTRODUCTION
Despite reforms, Sub-Saharan Africa (SSA) continues to lag behind other regions in terms of financial development. At least by one measure-private sector credit-to-GDP ratio-SSA countries are barely catching up to levels attained in the early 1980s. In fact, the financial sectors of most countries in SSA still remain among the shallowest in the world and, within SSA, they are shallower in the CFA franc zone. 2 A number of factors have been proposed to explain this relative backwardness. Singh, Kpodar and Ghura (2009) show that differences in institutional quality can to a large extent explain cross-country differences in financial development in the region. Beck and Honohan (2007) stress the role of informality, lack of scale in national financial systems, weak governance, and political and economic instability in explaining the lack of financial development in SSA. Allen and others (2012) argue that the sparse population density of many SSA countries appears to be the main reason underlying the relative underdevelopment of financial systems.
Over the past four decades, financial sector development in SSA has been uneven and suffered reversals at certain times. There was relatively rapid financial deepening during most of the 1970s, a period of relatively high economic growth. During most of the 1980s, the "lost decade", there was stagnation, and even reversal of the gains from the 1970s, especially during the early 1990s. This trend was reversed from the latter period through the 2000s. Indeed, there has been an acceleration in financial development especially from 2006 ( Figure 1 ). This paper aims at exploring the reasons that could explain these trends in SSA. In a seminal paper, Rajan and Zingales (2003) put forward a hypothesis that trade and financial openness are a necessary condition for genuine financial development. They argue that just developing "institutions" without greater integration into the rest of the world, is inadequate to foster 2 This includes the Western African Economic and Monetary Union (WAEMU) and the Central African Economic and Monetary Community (CEMAC) countries. Features such as limited financial products and instruments, relatively few bank branches, high interest rate spreads, weak legal systems, poor governance of banks and improper risk management techniques, continue to characterize the financial sectors of most CFA franc zone countries. 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 financial development due to political economy considerations. Their argument is based on the observation that a country's dominant economic incumbents see financial sector development as a threat and would act against it. Only if borders are open to both trade and capital flows are countries likely to see the opposition to financial development most muted, and development flourish, because more firms are able to benefit from the opening.
Our paper is inspired by the Rajan and Zingales hypothesis and empirical work done by Baltagi, Demetriades and Law (2009) , but has a focus on African economies where there are relatively few studies from this perspective. Using a panel of 34 SSA countries covering a long period-1970-2009-we use dynamic panel techniques to quantify the importance of financial and trade openness for financial development controlling for other institutional and macroeconomic factors.
We believe that there is scope to reexamine the links between openness and financial development for several reasons. Firstly, other studies typically consider only a small set of SSA countries. Furthermore, those empirical papers that have examined the links between financial development and openness with panel data usually employed econometric techniques that impose homogeneity of slope coefficients across countries-an assumption that is likely to be violated given the heterogeneity of economies in SSA. In addition, the empirical models estimated frequently restrict dynamics by considering non-overlapping five year periods (Chinn and Ito, 2006) or even only two time periods (Klein and Olivei, 2008) .
Our results suggest that in general there is no direct and robust link between openness and financial development in SSA when other factors are controlled for. But there are some indications that trade openness is more important for financial development in countries with better institutional quality. These conclusions differ from the findings of a number of other authors for a broader sample of countries. Differences may partly be a reflection of different sample of countries and periods, and econometric techniques used, but there might also be important economic and structural explanations that would prevent the realization of potential gains from further international integration. These might include the presence of weaker institutional frameworks, significant distortions in domestic financial markets, and/or inadequate financial supervision capacity.
The rest of the paper is organized as follows: Section II provides an overview of the literature on the links between financial development, trade and capital account openness. Section III presents the data and Section IV the modeling approach adopted in the paper. Section V presents the regression results and a number of robustness checks. Finally, Section VI concludes.
II. OPENNESS AND FINANCIAL DEVELOPMENT-AN OVERVIEW OF THE LITERATURE

Mechanisms Linking Openness and Financial Development
Perhaps the most direct channel through which openness would affect financial development is through increases in the size of markets and demand for financial services. In this context, increased trade openness generates demand for new financial products, including instruments for trade finance and for hedging of risks (Svaleryd and Vlachos, 2002) . In addition, capital account openness might increase liquidity and reduce the cost of capital, hence fostering financial development. Levine (2001) provides some evidence that abolishing restrictions on international portfolio flows tends to increase stock market liquidity.
Political economy factors are also thought to be an important channel. Rajan and Zingales (2003) argue that special interest groups (incumbents) oppose financial development because the ensuing greater competition erodes their rents, given that these groups can finance themselves with retained profits whereas potential competitors need external finance to begin operations. These authors argue that simultaneous opening of the trade and capital accounts is capable of weakening the incumbents' powers to block financial development and might even generate sufficient new profits so as to outweigh the negative effects of increased competition on incumbents and thus reduce opposition to reform.
Moreover, a number of authors have pointed to a possible link between greater trade and capital account openness and stronger institutions and/or better policies, which would promote financial development. Mishkin (2009) argues that the entry of foreign capital fosters a type of "technology transfer", prompting domestic banks to upgrade their lending standards and follow international best practices. Kose and others (2009) argue that capital account liberalization might impose discipline on macroeconomic policies by increasing the benefits of appropriate policies, while also increasing the costs of inadequate ones. These authors point to some empirical evidence that suggest that countries with higher financial openness are more likely to have better monetary policy outcomes, although there is no evidence of a "disciplining effect" of openness on fiscal policy.
Nevertheless, it is important to note that while openness can foster financial development through numerous channels, it may also bring in increased volatility stemming from greater likelihood of financial crises (Kose and others, 2009) . Openness in the absence of appropriate macro-prudential measures and financial stability safeguards such as financial sector regulation/supervision, might lead to excessive risk taking.
Previous Empirical Results
We will briefly review the empirical literature on the links between openness and financial development in this section, while leaving a more detailed discussion of how our results relate to the literature to subsequent sections. Baltagi, Demetriades and Law (2009) test the Rajan and Zingales hypothesis through dynamic panel techniques for a broad sample of countries. They provide evidence that trade and capital account openness are important determinants of banking sector development and conclude that although opening up both the trade and capital accounts is more beneficial; opening one without the other also fosters financial development. Klein and Olivei (2008) also find that capital account liberalization is linked to greater financial sector depth in a sample of advanced and developing economies.
Nevertheless, Chin and Ito (2006) show that, in a panel of 108 countries over the period 1980 to 2000, higher levels of financial openness only lead to financial sector development if a threshold of legal development has been attained. Gries, Kraft and Meierrieks (2009) look at the links between financial deepening, trade openness, and economic development for a sample of 16 African countries using time series techniques. They find that the links between financial development and trade openness are not very robust, with results varying significantly by country, despite concluding that there is evidence that openness causes financial depth for some countries.
Overall, while openness seems to be positively linked to financial development, the evidence for developing countries is less clear-cut. Furthermore, the coverage of African countries in previous contributions is typically limited. Finally, another strand of the literature focuses on the impact of financial development on openness. Svaleryd and Vlachos (2005) for example show that countries with relatively developed financial systems tend to promote export industries that are highly reliant on finance.
III. THE DATA
This section discusses the data used to build the panel covering 34 SSA economies for the period 1970-2009 used in the regression analysis. It also presents a brief rationale for the inclusion of control variables. The list of African countries studied is highlighted in Annex A. A description of variables used in our analysis is available in Annex B, and descriptive statistics for selected variables are provided in Annex C.
Measuring Financial Development
Choosing the right measure of financial development is not an obvious exercise and the literature has not settled on a common measure. Given the lack of general consensus, we take an agnostic view and build a comprehensive measure using factor analysis to extract a common factor from different indicators from the World Bank's Financial Structure database (Beck and Demirgüç-Kunt, 2009 ). These individual indicators have been used extensively in the literature, although they are frequently included separately as dependent variables rather than combined in a composite variable.
Our comprehensive measure comprises the following set of indicators-liquid liabilities, credit to the private sector by deposit-taking banks, credit to the private sector by banks and other financial institutions, bank deposits, and financial system deposits, all as a share of GDP. For robustness, we also include a simple measure of credit to the private sector (as a share of GDP)-perhaps the most frequently used proxy for financial development-as a dependent variable in the regressions. Note that because of data availability problems for the countries considered in our sample, we excluded indicators of stock market development as well as those relating to the insurance industry.
The overall trend in financial sector development in SSA highlighted in the introduction masks considerable regional differences ( Figure 2) . Overall, the SADC region, which has higher average levels of per capita income than other regions, has had the highest level of financial development, although there was stagnation through most of the period. The EAC region has generally recorded more steady progress than other regions and has gradually caught up with the SADC. Until the mid-1990s, the WAEMU region had higher financial sector development than other regions (with the exception of the SADC). From this period until the mid-2000s, there has been stagnation. The CEMAC region follows a similar trend to that of the WAEMU, but in terms of absolute levels, the region had the lowest financial development indicators. In order to get a better feel for the data, we look more closely at the private credit-to-GDP variable ( Figure 3 ). The overall trend is broadly similar to the synthetic indices, but more pronounced. Thus there was rapid financial deepening in the 1970s until 1980 when the trend was sharply reversed through 1995. Indeed, by 1995, the level was actually lower than a generation earlier. Since 1996, there has been steady financial deepening. However, it is worth noting that the level of private credit to GDP at about 21 percent of GDP at the end of the period was roughly the same as in 1980. 5 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 The main objective of this paper is to quantify the role of international financial and trade openness on financial development in sub-Saharan Africa. There are several alternative measures of trade openness suggested by the literature, amongst which the most widely used probably is the index constructed by Sachs and Warner (1995) , which is a composite dummy variable built on five dummies that cover trade policies. In our analysis, we use a standard and intuitive measure of trade openness, the sum of exports and imports as a share of GDP. Contrary to the Sachs-Warner index, the measure used in this paper is a de facto (outcome) measure of trade openness and as such is determined by several factors in addition to trade policy itself (including structural characteristics such as geography). Ideally, we would like to use a policy-driven measure to assess openness to trade, but this was not possible because of data availability constraints both in terms of SSA country coverage and in terms of the time dimension. Despite the important shortcoming that our measure does not allow to identify the impact of trade policy on financial development, one should note that it allows assessing the still relevant question of the link between de facto openness and financial development, which is in line with the relationships suggested by the theoretical literature in any case.
Moreover, in order to measure restrictions to international financial integration, we use the index of capital account openness constructed by Chinn and Ito (2006) 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 account liberalization and the effects of financial openness on growth (see for example, Baltagi, Demetriades and Law, 2009 In addition to trade and financial openness indicators, the regressions include a set of basic control variables commonly used in the literature on the determinants of financial development (Beck and Demirgüç-Kunt, 2009; Chinn and Ito, 2006; Tressel and Detragiache, 2008; Baltagi, Demetriades, and Law, 2009 ). These include notably the inflation rate, as high inflation is thought to discourage financial intermediation and might also be a proxy for macroeconomic instability (Boyd, Levine and Smith, 2001) , and the log of per capita income in PPP terms. Per capita income is expected to be positively associated with financial development, as demand for financial instruments is higher in richer and more complex economies. Richer economies would also allow for greater economies of scale in the provision of financial services, hence also stimulating financial development from the supply-side (Allen and others, 2012) .
Moreover, we consider a measure of institutional quality, constraints on the power of the executive 4 from the Polity IV database, which has been widely used in the empirical political economy literature as a proxy for the presence of "inclusive institutions" that foster the protection of property rights, reduce barriers to entry, and provide overall incentives for innovation and capital accumulation (Acemoglu and Johnson, 2005) . Tressel and Detragiache (2008) also suggest that in countries with fewer constraints on the executive power, banks may be threatened by political interference in lending decisions, thus hampering the efficient allocation of credit.
Furthermore, financial development is expected to go hand in hand with financial reforms. Abiad, Detragiache, and Tressel (2010) present a database of various measures of financial reforms and derive a financial reform index. 5 Unfortunately, the coverage for SSA is limited to only 14 countries. The index shows that there were relatively few financial reforms in SSA until the early 1990s ( Figure 4 ). In contrast, the 1990s were a period of rapid reforms, followed by a more moderate pace in the 2000s and SSA has generally caught up with the rest of the world.
Figure 4. Financial Reform Index
Source : Authors' calculations based on Abiad, Detragiache, and Tressel (2010) In robustness checks we also include two additional control variables: changes in the terms of trade and the level of population density. Larger population density should affect financial development positively because of scale and networking effects, given that the provision of financial services is more efficient relative to sparsely populated countries (Allen and others, 2012) . Movements in the terms of trade are expected to affect financial development through their impact on the profitability of tradables and thus the related attractiveness of financing them. In principle, countries benefiting from higher terms of trade growth should also see relatively higher financial development.
A preliminary view of data associations
A preliminary look at the data indicates that, for SSA countries, there is a positive relationship between trade openness and both measures of financial development ( Figure 5 , left panels). There is also overall evidence of a moderately positive association between financial development measures and capital account openness, although some countries with 5 Covering credit controls and reserve requirements, interest rate controls, entry barriers, state ownership, policies on securities markets, banking regulations, and restrictions on the capital account. 
IV. MODELING APPROACH
The general empirical specification followed in the analysis is summarized in FD represents the financial development measure; TO and FO are trade and financial openness measures respectively; X is a set of control variables.
i  are country-specific fixedeffects intended to capture country characteristics that do not change over time; and t f is a common factor that affects all countries and changes over time and is not directly observable. This common factor is also allowed to affect the regressors in some specifications. it  is the error term, assumed to be white noise.
Although the economic interpretation of the common factor ( t f ) is not straightforward in a production function context, Eberhardt and Teal (2013) argue that it could be viewed as a measure of total factor productivity (TFP). In the context of this paper, the common factor could capture, for example, the impact of technological change (such as the introduction of ATMs or mobile phone technology) on financial development.
As one can note from Equation 1, the parameters 1, 2 , and m  (i.e., the coefficients associated with trade openness, financial openness and the control variables); the parameter  (the factor loadings for the common dynamic factor); as well as the parameter  ; are allowed to differ across countries. Standard dynamic panel estimators usually treat the dynamics and slope coefficients as homogeneous across panels and frequently require that stationarity of the variables be included in the analysis, which might not be appropriate assumptions for macroeconomic panels (Eberhardt and Teal, 2011) .
In fact, Pesaran and Smith (1995) show that if the homogeneity assumption is violated, the coefficient estimates from pooled regressions become inconsistent. In addition, estimators traditionally used in panel data analysis require the assumption of cross-sectional independence across panel members. In the presence of cross-sectionally correlated error terms, these methods do not produce consistent estimates of the parameters of interest and can lead to incorrect inference (Kapetanios, Pesaran and Yamagata, 2011, Eberhardt and Teal, 2011) . In order to address these shortcomings, we will use a set of estimators that allow for heterogeneity in slope coefficients, cross-sectional dependence, and perform well even when the series analyzed are non-stationary.
We present results from the estimation of the model above following three approaches. Firstly, we present results using the mean-group estimator (denoted MG in the regression tables) proposed by Pesaran and Smith (1995) . The MG estimator allows for slope heterogeneity across countries, but does not address the issue of cross-section dependence. In Equation 1 above this essentially means that it f  is ignored or simply modeled as a linear time trend. Nevertheless, in the presence of cross-sectional dependence, this estimator will be inconsistent and will lead to incorrect inference (Eberhardt and Teal, 2011) .
In order to address potential problems of cross-sectional dependence, we also use the common correlated effects (CCEMG) estimator proposed by Pesaran (2006) . This estimator uses cross-sectional averages of the dependent and independent variables as proxies for unobserved common factors in the regressions. The estimator yields consistent and efficient estimates and its small sample properties do not seem to be affected by residual serial correlation of the error terms (Kapetanios, Pesaran and Yamagata, 2011) . Crucially, the CCEMG estimator performs well when variables included in the model are non-stationary.
Finally, we also consider results obtained when using the augmented mean-group estimator proposed by Bond and Eberhardt (2009) , denoted AMG. Contrary to the CCEMG estimator, The AMG estimator includes the common factor ( t f ) as an explicit variable of interest in the regressions. It is implemented in three steps (Eberhardt, 2012) . First, a pooled regression with year dummies is estimated by first difference OLS, and coefficients on year dummies are collected. These represent estimates of the evolution of the unobservable common dynamic process. Second, the country-specific regression model is augmented with the estimated common dynamic process as an explicit regressor. Finally, country-specific parameters are averaged across panel members. This estimator is shown to perform well (relatively small bias and more precise estimates) even in the context of variable and factor non-stationarity irrespective of whether the variables are co-integrated or not (Bond and Eberhardt, 2009 ).
V. EMPIRICAL RESULTS
Annex D presents panel unit root tests for the variables of interest. We focus on the tests proposed by Maddala and Wu (1999) and Pesaran (2007) . Both tests allow for cross-sectional heterogeneity, but the Maddala and Wu test also assumes cross-sectional independence, whereas the Pesaran test models cross-sectional dependence in the form of one unobserved common factor. The tests clearly fail to reject the null of non-stationarity for all financial development measures considered and for the GDP per capita series, regardless of whether a trend is included in the model or not. The tests also strongly indicate that the trade openness series is stationary. Nevertheless, the results are more ambiguous for the capital account openness and inflation series.
Baseline Regressions
In light of the results of the unit root tests, we will present regressions 6 for models including variables in levels (Table 1 ) and in first differences (Table 2 ) in order to mitigate problems related to non-stationarity, even if some of the estimators used perform well when variables are I(1). Looking at the determinants of changes in financial development is of interest in itself, in particular given the nature of our panel dataset, as an analysis of determinants of levels might be dominated by slow-moving structural country characteristics. In addition, the analysis of changes in financial development might also be relevant because the countries in our sample are developing economies that are likely to be transitioning between steady states over the period of analysis.
First, we follow Baltagi, Demetriades and Law (2009) and estimate models including the levels of the variables of interest with explanatory variables lagged one period to mitigate endogeneity issues, i.e., we assume that regressors are weakly exogenous. Therefore, the results of the table correspond to an estimation of Equation 1 above. We do not detect a statistically significant effect of trade openness or capital account openness on financial sector development in all specifications. As far as capital account openness is concerned, the coefficient estimates obtained are small ranging from -0.02 to 0.004, thus also pointing to an economically negligible impact as well. The magnitude of estimates for the impact of trade openness on financial development is also small in economic terms ranging from 0.02 to 0.08.
The coefficients for other standard determinants of financial development are statistically significant in most specifications and have the expected signs, with the exception of the institutional quality variable. 7 In particular, log(GDP) per capita is significant in all regressions with a short-run coefficient between 0.2 and 0.4. As suggested by theory, inflation has negative and statistically significant impact on financial development (except for specification 6) with coefficients ranging from -0.21 to -0.34. The common factor is highly significant in all specifications using the AMG estimator (specifications 3 and 4). This common factor could be capturing the influence of technological change (technology diffusion) on financial development in Africa.
The lack of significance of the institutional quality measure could perhaps be due to the overall low level of institutional development in the countries included in the sample (threshold effects) or because constraints on the executive power are a poor proxy for institutions that actually matter for financial development in Africa (such as creditor rights, insolvency regimes, land law, collateral registration rules, among others). A third possible explanation would be the high correlation between GDP per capita and institutional quality measures. Similar to our results, Allen and others (2012)-using cross-sectional regressions-also find that broad measures of institutional quality are less important in explaining banking sector development in Africa than in other developing regions. However, Tressel and Detragiache (2008) in a broader sample of countries find a statistically significant effect of the same institutional quality variable used here. Regarding regression diagnostics, unit root tests on the residuals overwhelmingly reject the null of non-stationarity for all specifications, therefore suggesting that the estimated coefficients are not likely to be spurious. The cross-sectional dependence test proposed by Pesaran (2004) rejects the null of no cross-sectional dependence for one out of the two specifications using the MG estimator (see regressions 1 to 2), suggesting that inference from these regressions is likely to be invalid, but the test fails to reject the null for the AMG and CCEMG regressions (specifications 3 to 6). Therefore, the regressions using the AMG and CCEMG estimators are our preferred specifications.
We now turn to the estimation of the model with variables in first differences in order to address non-stationarity concerns and to investigate the correlates of changes in financial development measures, which might be of interest in itself. Therefore, we estimate regressions of the following from: Table 2 presents the results for these specifications. Overall, the results do not point to a statistically significant impact of trade and capital account openness on changes in financial development in Africa. Coefficient estimates for these variables are not only insignificant from a statistical point of view, but also small in terms of economic importance.
Furthermore, the results strongly suggest that changes in inflation affect changes in financial development negatively. The effect of the first difference of inflation on financial development is negative and statistically significant for all specifications with coefficients ranging from -0.14 to -0.33. In addition, as expected, growth of GDP per capita has a positive impact on changes in financial development. The coefficients for GDP per capita growth are positive and statistically significant for most specifications, except for the ones using the CCEMG estimator (specifications 11 and 12). The Pesaran (2004) test strong rejects the null of cross-sectional independence for the residuals of all MG regressions (specifications 7 and 8), suggesting that these estimates should be interpreted with caution. Pesaran and Smith (1995) mean-group estimator. AMG refers to Bond and Eberhardt (2009) augmented mean-group estimator. CCEMG refers to Pesaran (2006) common correlated effects mean group estimator. For the latter approach, cross-sectional averaged regressors are not reported to save space. See the main text for discussion of different estimators.
Alternative Sample Periods
Given that in Section III we have identified that our measures of financial development have evolved differently over three distinct time periods over the past 40 years, we propose to also estimate models (in levels and first differences) for these specific periods. The results for the period 1996-2009 are qualitatively similar to the ones discussed previously and are not reported to save space. 8 But when looking at the period 1982 to 1995 (Table 3) , the coefficient for the trade openness measure becomes significant in a number of specifications with the expected positive sign (see specifications 14-15 and 18-21).
Unfortunately, because of the restricted time dimension we also lose observations for quite a few countries, which results in a much reduced overall sample (less than 350 observations). The results on capital account openness are more mixed, but broadly do not point to any effect. Results for the other controls are similar to what we obtain using the whole sample. Diagnostic tests cannot reject a unit root for the residuals of two specifications (15 and 18) and point to cross-sectional dependence in 2 specifications (17 and 18). Overall, these results should be interpreted with caution and appear less robust than the ones discussed previously. In addition to problems related to sample size, it is also probable that selection bias might become an issue here, given that countries for which data is available over the earlier time periods are likely to be countries that perform better.
Further Discussion of Results in the Context of the Empirical Literature
The finding that trade and capital account openness are not significant determinants of financial development in Sub-Saharan Africa when controlling for other factors is broadly in line with the results obtained by Tressel and Detragiache (2008) for a broader sample of developing and advanced economies. These authors find that trade and capital account liberalization do not have a significant effect on financial development when controlling for domestic banking sector liberalization. Our results also confirm some of the analysis of Gries, Kraft and Meierrieks (2009) . Using single country time series techniques for 16 African countries, these authors find that there is a link between financial development and trade openness in some of the countries in their sample, but this link is not robust.
But the conclusions of our analysis are in stark contrast with the findings in Baltagi, Demetriades and Law (2009) for a larger set of developing countries and advanced economies, which point to a robust impact of trade and capital account openness on financial development. These differences may partly be a reflection of different composition of the countries used in the sample as well as econometric techniques, but may also point to deeper economic and structural reasons. One possible hypothesis is that in the presence of large distortions in domestic financial markets (such as interest rate controls, directed credit, barriers to entry, among others), greater openness would not translate into direct gains in terms of financial development. One implication is that the effects of domestic financial sector reforms would dominate the effects of greater openness in terms of promoting financial development. This hypothesis would be in line with the conclusions of Tressel and Detragiache (2008) .
Another possible explanation relates to the empirical findings by Chinn and Ito (2006) , which conclude that greater openness would only translate into greater financial development after a threshold of legal/institutional development is passed. If institutions are generally weaker in sub-Saharan African countries, one would not be able to detect gains from greater openness. Henry (2007) also provides a clear example of such effects when discussing the impact of capital account liberalization on growth. Weak institutions would invalidate the standard prediction by the neoclassical growth model that capital would flow from rich to poor countries in the absence of capital controls. This occurs because the rate of return on capital might not be higher in developing economies if the institutional framework does not support an efficient allocation of resources and secure appropriation of profits.
A third hypothesis, perhaps related to the quality of institutions explanation, stresses the role of appropriate supervision in the financial sector. In an environment where supervision is weak, greater openness might actually increase vulnerabilities to shocks or bubbles with obvious negative implications in terms of financial deepening, including reversals.
The Role of Financial Sector Reforms
In order to attempt to address some of these issues, we estimated the models over the entire sample period and included as an addition control variable the index of financial reforms constructed by Abiad, Detragiache and Tressel (2010) . The results are presented on Table 4 . Unfortunately, the index is only available for 13 SSA countries, which significantly reduces the overall sample size for the estimation (370 observations).
In this case, trade openness seems to matter in a number of specifications (23-24, 26, 28-30) with positive coefficients ranging from 0.15 to 0.21, but financial reforms themselves do not present much of an impact, which in itself constitutes a puzzle and deviates from findings for a broader sample of countries. As before, capital account openness continues to present insignificant direct effects on financial development (both statistically and economically). Diagnostic tests indicate problems with cross-sectional dependence for 4 specifications (24, 26, 27, and 30) , so results are less reliable than the ones presented in Tables 1 and 2 .
We also experimented with estimation over different time periods, but the basic conclusions are not changed. Once again, selection bias might be a concern for these specifications given the much reduced number of countries included. Pesaran and Smith (1995) mean-group estimator. AMG refers to Bond and Eberhardt (2009) augmented mean-group estimator. CCEMG refers to Pesaran (2006) common correlated effects mean group estimator. For the latter approach, cross-sectional averaged regressors are not reported to save space. See the main text for discussion of different estimators.
Variation across-countries in coefficients for capital account and trade openness
Heterogeneity among the countries considered in our sample was one of the key motivations behind the choice of statistical techniques employed in the paper. Although in general we do not find a strong link between financial development and openness in Africa, this conclusion does not necessarily hold for all countries. In this context, it is of interest investigate the dispersion across countries of the coefficients obtained for openness measures and possible systematic patterns in the variation of these coefficients.
In Figure 6 we examine the cross-sectional association between the coefficients for capital account and trade openness obtained in the regressions and certain country characteristics, namely institutional quality and the overall level of economic development. In the top two panels of the Figure, we present scatter plots that relate the country-specific coefficients obtained when estimating specification 3 in Table 1 (AMG estimator) with the average value over the sample period for a given country for the constraint on the executive variable. The plots suggest no association between coefficients for both measures of openness and this measure of institutional quality, thus mirroring general results.
Furthermore, in the middle panels of the Figure, we also examine the association between the country-specific coefficients and an alternative measure of institutional quality, namely the indicator of the quality of bureaucracy from International Country Risk Guide (ICRG). In this case, we find stronger evidence of a possible positive link between institutional quality and the coefficients obtained for trade openness, i.e., countries with higher institutional quality also tend to present more positive coefficients for trade openness in the regression. Nevertheless, we could not find a strong association between the coefficients for capital account openness and this measure of institutional quality. We also consider the link between the coefficients obtained for trade and capital account openness, and the level of GDP per capita in 2005 (bottom panels of the Figure) , and we do not find an association.
In Figure 7 , we repeat the previous exercise for the specification in first differences (Table 2) focusing on the associations between institutional quality measures and the coefficients obtained.
9 Once again, we could not detect a significant association between the coefficients for capital account openness and measures of institutional quality. Nonetheless, the link between trade openness coefficients and both measures of institutional quality is much stronger in this instance.
Overall, we can conclude that there is some indication that trade openness is more important for financial development in countries with better institutional quality. Nevertheless, it does not seem that institutional quality matters for the importance of capital account openness for financial development in African economies. Note: Scatter plots depict country-specific estimates vs. institutional quality and development variables. Country-specific coefficient estimates based on specification 3 in Table 1 (using AMG estimator). Constraints on the executive and quality of bureaucracy indicators are country-specific averages across the sample period. Log of real GDP per capita in 2005 was used for bottom two panels. Note: Scatter plots depict country-specific coefficients vs. institutional quality. Country-specific coefficient estimates based on specification 9 in Table 2 (using AMG estimator). Constraints on the executive and quality of bureaucracy indicators are country-specific averages across the sample period.
Robustness checks
To assess the robustness of the results obtained, we experimented with a number of alternative specifications. Firstly, we consider specifications that include two additional regressors that have been identified in the literature as potentially important correlates of financial development in Africa: population density and changes in terms of trade. The results of these regressions are presented in Table 5 . The inclusion of the additional regressors does not change the basic finding that openness does not present a significant link with financial development.
Furthermore, we estimate a set of specifications analogous to the ones considered by Chinn and Ito (2006) . These authors regress the first difference of a measure of financial development on past levels of financial development itself and lagged levels of other explanatory variables, as described in Equation 3 . The lagged level of financial development is supposed to capture convergence effects such that a negative coefficient would indicate that more financially developed countries are expected to present slower growth in financial development measures. 
In fact, the results presented in Annex E indicate that the autoregressive coefficient is negative and statistically significant, thus indicating that changes in financial development are negatively related to the past level of financial development. Once again the coefficient estimates for our measures of trade and financial openness are small and not statistically significant.
In addition, we also estimated regressions using more conventional dynamic panel estimators, namely the difference (Arellano-Bond) and system (Blundell-Bond) GMM estimators (Roodman, 2009) . These estimators are subject to shortcomings highlighted in earlier sections of this paper, but they allow us to handle the potential endogeneity of some regressors by using lagged values of levels and first differences of these variables as instruments. The estimation results for specifications in levels and for specifications following Equation 3 (Chinn-Ito type regressions) are reported in Annex F.
Once again, the estimates for capital account openness are small and not statistically different from zero for all regressions. The impact of trade openness is more ambiguous with statistically significant effects obtained for Difference GMM regressions, but not for System GMM ones. Overall, despite the inclusion of time effects, the null of cross-sectional independence of the residuals is overwhelmingly rejected for these models, thus indicating that the estimates obtained are likely to be inconsistent.
Finally, we also considered models that include an alternative measure of institutional development, the indicator of the quality of bureaucracy from ICRG. The regression results, which are not reported here to save space, but are available from the authors upon request, once again fail to point to a robust statistically significant impact of trade and capital account openness on financial development in sub-Saharan African countries. 
VI. CONCLUDING REMARKS
The results presented in this paper for a panel of sub-Saharan African countries in general do not point to a robust direct link between trade and capital account openness and financial development, once we control for other factors such as GDP per capita and inflation. While it is possible to detect a positive and statistically significant effect for trade openness on financial development in a number of specifications (most notably for specifications restricted to the 1982-1995 period and/or for models considering a more restricted sample of countries), the links between financial development and capital account openness are not statistically significant in virtually all regressions estimated.
These results are not statement about whether openness is desirable or not per se, but they highlight the fact that is difficult to quantify direct gains in terms of further financial Pesaran and Smith (1995) mean-group estimator. AMG refers to Bond and Eberhardt (2009) augmented mean-group estimator. CCEMG refers to Pesaran (2006) common correlated effects mean group estimator. For the latter approach, cross-sectional averaged regressors are not reported to save space. See the main text for discussion of different estimators.
development for African countries in general terms. It is also important to bear in mind that given the panel techniques employed, the coefficients obtained are not necessarily valid for every country in the sample.
When we examine the cross-sectional association between the country-specific coefficients for capital account and trade openness and certain country characteristics, we find that there are some indications that trade openness is more important for financial development in countries with better institutional quality. However, it seems that the level of institutional quality does not ameliorate the impact of capital account openness on financial development in African economies.
These conclusions differ from the findings of a number of other authors for a broader sample of countries (for example, Baltagi, Demetriades and Law, 2009) . Differences may partly be a reflection of different samples and econometric techniques used, but there might also be important economic and structural explanations that would prevent the realization of potential gains from further international integration. These impediments might include the presence of much weaker institutional frameworks in SSA relative to other regions, i.e., "threshold effects" due to the fact that the current level of institutions is so low that marginal improvements really do not matter that much for greater financial development, especially in the presence of significant distortions in domestic financial markets; and/or inadequate banking supervision.
In general, our results also suggest that policy makers should be cautious about their expectations regarding immediate gains in terms of financial deepening from greater trade and capital account openness. Such gains are likely to take time to materialize and are more likely to occur through indirect channels ("collateral benefits" in the words of Kose and others, 2009) ; in particular to the extent that greater integration leads to greater macroeconomic stability and/or higher growth. In fact, the evidence presented in the paper indicates that both GDP per capita and our proxy for macroeconomic stability are robustly linked to financial development in Africa.
That said, there are two recent phenomena that are likely to accelerate financial deepening in sub-Saharan Africa (Mlachila, Park and Yabara, 2012) . First, the recent emergence of dynamic pan-African banks should increase competition and facilitate the spread of banking technology. There are now at least nine SSA-domiciled financial groups that operate in at least seven countries; Ecobank, for instance is now present in about 35 countries. Second, home-grown innovations in information and communications technologies have led to the widening of access to financial services to unbanked segments of the economy. Kenya has led the way with a mobile phone-based payments system, M-PESA, which has reached more than 80 percent of the adult population.
Our conclusions might also have implications in terms of sequencing of financial sector reforms with the objective of promoting financial deepening. Given the stage of development of African economies, policies to promote macroeconomic stability, domestic financial liberalization, to increase competition in the banking system and to improve supervision should be prioritized relative to reforms that increase international financial integration. For instance, greater capital account openness in CFA countries has not conveyed to them any particular advantage in fostering financial development.
Annex B: Variables Definitions and Sources
Variable
Description/Notes Source Comprehensive financial development measure Constructed using a common factor for the following indicators: liquid liabilities as a share of GDP; credit to the private by deposit money banks, credit to the private sector by banks and other financial institutions, bank deposits, and financial system deposits (all as a share of GDP). Some missing years in the original data were interpolated to avoid gaps in the panel. 
