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以下に実際に計測された LFP データを例として示す。 
 









  高インピーダンス（数 MΩ程度）の電極などを単一のニューロンに接近させて、そのニュ
ーロンの活動を記録することを単一ユニット記録と呼ぶ。この時に測定される微弱な電位
変化がスパイクと呼ばれる。 











図 2 ブートストラップ法説明 
   





























𝐼 = ∑ 𝑃(𝜃)𝑃(𝑛|𝜃)𝑙𝑜𝑔2
𝑃(𝑛|𝜃)
𝑃(𝑛)𝜃,𝑛
    (1) 
式(1)は相互情報量の式である。n には反応、θ には刺激の方向（direction）が入る。この値
を求めることによって刺激と反応の間に従属性があるかを確かめることができる。P(θ)、P(n)
は非 0 であるため、P(n|θ)が 0 のとき I=0 となる。P(n|θ)は条件付き確率であり、θ が起こる













1.3.1 Benvenuti & Chavane のマカクザルを使った脳活動計測実験 
この実験ではマカクザルに対してディスプレイでバー刺激を提示した際の LFP データの
測定を行っている。後述する Guo らが行った実験の方法を参考にして行われた。バーは 45°
ずらした 8 方向から移動させる。short（受容野の中心からの距離 1.5°）、long（6.0°）の 2 つ
の条件を設定し、幅 0.2°のバーを CRF へ近づけたときの脳活動がどのように変化している
かを調べている。バー刺激は計測開始から 400ms の時点で提示される。それぞれについて
試行回数は 15 回である。計測には Utah array とよばれる電極を利用し、計測されたチャネ
ル数は 96 である。この実験により、方向と距離が異なる条件のもとでニューロンがどのよ
うに反応を示したかを表すデータが得られている。 




図 4  刺激提示方向 
 
Benvenuti & Chavane の実験で参考にされた Guo らによる実験[4]を以下に記す。 






ラスタリングには、KlustaKwik や EtoS などの無料で使えるソフトウェアが公開されている
[12]。ここでは、Cambridge Electronic Design による Spike2 というソフトウェアを用いてソ
ーティングを行っている。特徴抽出には、後述する主成分分析が使われ、重複したスパイク













われているバーの長さは 3°で、幅は 0.3°である。CRF の半径は 1.5°であり、直径がバーの
長さと一致する。 
 




























1.3.3 Deep Learning を用いた画像認識 







1.3.4 ML 推定による脳機能デコーディング 

















   (2) 
   :hm サンプル h のユニット mにおけるスパイクの発火率またはスパイクの数 

























LFP データは高次元ベクトルであるため、全く同じ波形が 2 回現われる可能性はほとん
どない。そのため、LFP の波形そのものを反応クラスとして相互情報量を算出しようとする
















  本研究では、LFP データを時間窓に分割し、その範囲のデータを利用して相互情報量を求
める。その操作をブートストラップにより複数回実行し、結果のばらつきを確認する。 
  ここでは以下に示す操作を行い、結果を確認する。 
  ・時間窓の幅を変更（50ms,20ms,10ms） 
  ・スライディングウィンドウ（時間窓を設定して、それより短い時間幅で窓を移動させる） 
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    例）50ms の時間窓で、25ms ずつずらす（0~50ms, 25~75ms … ~1200ms） 
  ・クラスタ数を変更 
   
2.3 受容野の推定 
LFP の多点計測ではチャネルごとに受容野の位置が異なるため、チャネルごとに位置の




















本研究では、主成分分析を LFP データの次元圧縮に用いる。多次元ベクトルを持つ LFP
データを低次元に射影し、圧縮する。 
MATLAB における主成分分析は pca(X)関数を用いることで実行できる。X は n 行 p 列の








まず、各チャネルについて試行ごとの LFP 値を使って主成分分析を行う。 
相互情報量を求めるために必要なのはチャネルを分類したクラスタではなく、条件（バー
刺激が近づく方向）と試行の組み合わせで指定されるサンプルのクラスタである。単一チャ
ネルの LFP が似ているかどうかでクラスタリングするのではなく、多チャネル LFP が似て
いるかどうかでサンプルのクラスタリングを行う。一つのサンプルは「一つの 96 チャネル
LFP」を指す。 























アスの問題に対処する。1 チャネルの LFP データをひとつのサンプルとして、8 方向×96
チャネル×15 試行の試行を少数のクラスタに分ける。サンプルの特徴ベクトルには各時刻
での LFP の値を用いる。一定時間で区切り、データ点をチャネルの代表として取得する。
k-means の計算には MATLAB の関数 kmeans(X,k) を使用した。X には n 行 m列の行列を入
れる。k はクラスタ数を表す。返り値として n 行 1 列のインデックス値が返る。この値が
クラスタ番号を表す。 









  k-means 法で得られた反応クラスをもとに、相互情報量の算出を行う。1.1.3 の式(1)で示
した式を刺激と反応クラス毎の式に書き換える。 
      𝑖(𝜃, 𝑛) = 𝑃(𝑛|𝜃)log2
𝑃(𝑛|𝜃)
𝑃(𝑛)
    (4) 
(4)式について、n と θ で総和をとり、平均をとったものが、刺激と反応クラスの間の相互
情報量である。n にはクラスタ番号が入り、θ にはバーの方向が入る。バーの方向は 8 方向
であるため、1 つの刺激が起こる確率 P(θ)は 1/8 である。P(n)はクラスタに振り分けられた
要素数を表す。P(n|θ)は刺激 θ が与えられた時の LFP のうち、クラスタ n に振り分けられた
ものの数を表す。これらの値を使って相互情報量を求める。 
時間窓を 50ms に設定して相互情報量を求めた結果を以下に示す。 
 
図 7 相互情報量の時間変化 
 
最大値と平均値を以下の表に示す。 
表 1 最大値と平均値 
  最大 平均 
long 2.066 0.451 




  ブートストラップ標本毎に特徴量を求め、そのばらつきを boxplot で表現する。時間窓
を変更したときのグラフを以下に示す。時間窓の幅を 50ms,20ms,40ms,80ms に設定し、窓
の移動幅はそれぞれ窓幅の半分の時間に設定している。図の中で、青色の box が short、赤
色の box が long 条件の相互情報量を示す。箱の大きさで値のばらつきを確認できる。 
 




み取り、以降の実験では窓幅を 50ms、窓の移動幅を 25ms に設定する。 
 
  クラスタ数を変更して計算した結果を以下に示す。 
 













図 12 クラスタ数による比較（16-19 クラスタ） 
 





図 13  ピーク値と平均値の差 
 
  クラスタ数 6 と 7 の時に差が最大となっている。Panzeri らのサンプリングバイアスを除











  時刻と座標の平均の間の回帰直線を求めたグラフを以下に示す。condition は刺激の方向
と対応している。 
 





図 15 回帰直線（condition = 4） 
 
 





図 17 回帰直線（condition = 8） 
 
 





図 19 回帰直線（condition = 12） 
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