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a b s t r a c t
Let X be a Banach space whose norm is LUR. Under some mild assumptions, it is shown
that the supremal convolution of a fairly general function on X and the square of the norm
is generically strongly attained. This contains a recent result of Bandyopadhyay and Dutta
on farthest distance functions.
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1. Introduction and statement of results
In [1], Fitzpatrick showed that there is a close relationship between the results on a distance function and on a farthest
distance function. But one has to be cautious, because some properties of the farthest distance function have no counterpart
in the distance function. Comparing [2,3], this connection emerges again. Recently, Wang [4] established the symmetry
concerning properties of the Moreau envelope (infimal convolution) and the Klee envelope (supremal convolution), as
well as of the corresponding proximal mapping and the farthest mapping, in Euclidean spaces. Continuing in the same
vein, we present several statements on the attainment and (sub)differentiability of the supremal convolution of a fairly
general function and the square of the norm. First, we study the subdifferential of the supremal convolution in relation
to the subdifferential of the square of the norm of the underlying Banach space. Second, we compare these results with
those concerning the infimal convolution proved in [5]. The statements thus obtained cover those from [2] where the
farthest distance function was considered. Finally, we get a slight generalization of the results in [5] (see remark following
Proposition 7).
In order to present the results obtained herein, we recall some notions. Let f : X −→ R∪{∞} be an extended real-valued
function defined on a Banach space (X, ∥·∥). The function f is called proper if f (x) ∈ R for at least one x ∈ X . In what follows
we shall always assume that f is such. The supremal convolution f1∥ · ∥2 of f and ∥ · ∥2 is the (convex) function defined as
(f1∥ · ∥2)(x) = sup{−f (z)+ ∥x− z∥2 : z ∈ X}, x ∈ X . (1)
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Fig. 1. Geometric meaning of the supremal convolution (on the left) and the infimal convolution (on the right).
It will be often denoted by the symbol qf . Let us recall that for two functions g and h, satisfying somemild conditions, defined
on a Banach space (X, ∥ · ∥), the infimal convolution (gh)(x) of g and h at a point x ∈ X is defined as
(gh)(x) = inf{g(z)+ h(x− z) : z ∈ X}, x ∈ X .
Clearly,−(f1∥ · ∥2) is nothing else but f(−∥ · ∥2).
The operations introduced above can be illustrated by the following examples:
1. Given a subset K of X, p ≥ 1, and denoting by χK the indicator function of K , then χK1∥ · ∥p and χK∥ · ∥p, are nothing
else but the p-th power of the farthest distance function and of the distance function to the set K , respectively.
2. If f is a general function on X and (f1∥ ·∥p)(x) = −f (z)+∥x− z∥p, for some x, z ∈ X , this attainment can be understood
as a variational statement saying that the graph of f is encapsulated by an upward opening ‘‘parabola’’ X ∋ u −→
∥x−u∥p+f (z)−∥x−z∥p, which touches it at the point z from below. On the other hand, if (f∥·∥p)(x) = f (z)+∥x−z∥p,
for some x, z ∈ X , this attainment can be understood as a variational statement saying that the graph of f is supported
from below at the point z by an opening downward ‘‘parabola’’ u −→ −∥u− x∥p + f (z)+ ∥x− z∥p, u ∈ X (see Fig. 1).
Let x ∈ X . The closed ball with the center x and a radius r > 0 will be denoted by B(x, r). A sequence (zn)∞n=1 in X
is called maximizing for (f1∥ · ∥2)(x) if limn→∞
−f (zn) + ∥x − zn∥2 = f1∥ · ∥2(x). If there exists z ∈ X such that
f1∥ · ∥2(x) = −f (z)+ ∥x− z∥2 we say that f1∥ · ∥2(x) is attained (at z). If, moreover, limn→∞ ∥zn − z∥ = 0 for every
maximizing sequence (zn)∞n=1 in X , then we say that

f1∥ · ∥2(x) is attained (at z) strongly. We say that the function f has
the property (Q) if it is proper, lower semi-continuous, bounded from below, and
lim inf∥z∥→∞
f (z)
∥z∥2 > 1. (2)
Note that, in this case, (f1∥ · ∥2)(x) ∈ R for every x ∈ X , and hence, by [6, Propositions 3.3, 1.6], f1∥ · ∥2 is a locally
Lipschitzian convex function. Given a proper convex function g : X → R ∪ {∞} and a point x ∈ X where g(x) ∈ R, the
Moreau–Rockafellar subdifferential of g at x is defined by
∂g(x) = x∗ ∈ X∗ : g(x+ h)− g(x) ≥ x∗(h) for every h ∈ X . (3)
Elaborating the ideas of the proof of [2, Lemma 3.5] we will prove the following relationship between the subdifferential
of the supremal convolution and the subdifferential of the square of the norm.
Proposition 1. Let (X, ∥ · ∥) be a Banach space and let f : X −→ R∪ {∞} be a function having the property (Q). Suppose that
x, z ∈ X are such that f1∥ · ∥2(x) is attained at z strongly. Then
∂

f1∥ · ∥2 (x) = ∂ ∥ · ∥2 (x− z). (4)
Moreover, ∥ · ∥2 is Gateaux (Fréchet) differentiable at the point x− z if and only if f1∥ · ∥2 is Gateaux (Fréchet) differentiable at
x, and

f1∥ · ∥2′(x) = 2∥x− z∥ ∥ · ∥′(x− z) whenever x ≠ z.
[5, Proposition 3] is an analogous statement to the ‘‘if part’’ of the proposition above for the infimal convolution, and simple
examples (e.g., see the one following Proposition 8) show that, in such a case, there is no similar result to the ‘‘only if’’ part.
Taking, in Proposition 1, for f the indicator function of a set K ⊂ X , we get [2, Lemma 3.5].
The assumption that the supremum is attained strongly in Proposition 1 is essential. Indeed, it is enough to take X = R,
and for qf the square of the farthest distance function generated by the set {−1, 1}. Then (4) is violated for x = 0 because in
this case z = ±1. However, (4) may not hold true even if qf is attained (not strongly) at just one point z, but in such a case
the underlying space has to be infinite-dimensional. This can be done by modifying [5, Example 4].
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Example 2. Let (X, ∥ · ∥) be a Hilbert space with an orthonormal sequence e1, e2, . . . ∈ X , that is, ∥ei∥ = 1 for each i ∈ N
and ei is orthogonal to ej whenever i ≠ j. Put
K = {e1} ∪

1− 1
i

ei : i = 2, 3, . . .

;
this is a closed bounded set. Let f : X → {0,∞} be the indicator function of K . Then qf is nothing else but the square of the
farthest distance function generated by the set K . We have ∥0 − e1∥2 = 1 and ∥0 − z∥2 < 1 for every z ∈ K \ {e1}. Thus
qf (0) = ∥0 − e1∥2 = 1. Further, qf (0) is not attained at e1 strongly since ∥0 − (1 − 1i )ei∥ → 1. We shall show that (4) is
violated for x := 0 and z := e1, whichmeans that the inclusion (7) is sharp. Assume that ∂qf (0) = ∂(∥·∥2)(0−e1) (={−2e1}).
This implies that qf is Gateaux differentiable at 0.
Fix any 0 ≠ t ∈ R for a while. Thente1 −

1− 1
i

ei

2
= t2 +

1− 1
i
2
↑ t2 + 1 as i →∞,
and ∥te1 − e1∥2 = t2 − 2t + 1. Hence qf (te1) = t2 − 2t + 1 if t < 0 and qf (te1) = t2 + 1 if t > 0. Thus, we have
limt↑0 1t

qf (te1) − qf (0)
 = limt↑0 1t t2 − 2t + 1 − 1 = −2 and limt↓0 1t qf (te1) − qf (0) = limt↓0 1t t2 + 1 − 1 = 0,
which implies that qf is not Gateaux differentiable at x = 0, a contradiction. 
We say that the norm ∥ · ∥ of a Banach space X is locally uniformly rotund (LUR) at 0 ≠ x ∈ X if limn→∞ ∥xn − x∥ = 0
whenever (xn)∞n=1 is a sequence in X such that limn→∞ ∥xn∥ = ∥x∥ and limn→∞ ∥x+ xn∥ = 2∥x∥. We say that the norm ∥ · ∥
is LUR if it is LUR at each 0 ≠ x ∈ X .
There is an interesting relationship between the strong attainment and the Fréchet differentiability of the supremal
convolution.
Theorem 3. Let (X, ∥ · ∥) be a Banach space, let f : X → R ∪ {∞} be a function having the property (Q), and let x, z ∈ X be
such that

f1∥ · ∥2(x) is attained at z. Assume further that the norm ∥ · ∥ is both Fréchet differentiable and LUR at the point
x− z. Then the following assertions are equivalent:
(i)

f1∥ · ∥2(x) is attained at z strongly.
(ii) f1∥ · ∥2 is Fréchet differentiable at x.
If X := Rn with the Euclidean norm, then we get: f1∥ · ∥2 is continuously differentiable on Rn if and only if f1∥ · ∥2(x)
is attained at a unique point for each x ∈ Rn. And considering a suitable multiple of the original norm we get part (i)⇔ (ii)
of [4, Theorem 4.7].
Further, we shall prove a statement which gives an expression for the subdifferential of the supremal convolution in the
spirit of a Preiss’ theorem [7]. We would like to point out that the following result does not need smoothness of the norm.
Moreover, it covers [2, Theorem 3.7].
Theorem 4. Let (X, ∥ · ∥) be a Banach space, let f : X → R∪{∞} be a function having the property (Q), and let x ∈ X. Suppose
that the set
Ef :=

u ∈ X : f1∥ · ∥2(u) is attained at some point strongly
is dense in a neighbourhood of x. Denote by Df ,x the set of weak∗ cluster points of all sequences (ξn)∞n=1 in X∗ such that
ξn ∈ ∂
∥ · ∥2 (xn−zn)where (xn)∞n=1 is a sequence in Ef converging to x, and (zn)∞n=1 is a sequence in X such that f1∥ · ∥2 (xn)
is attained at zn for each n ∈ N. Then
∂

f1∥ · ∥2 (x) = cow∗Df ,x. (5)
Also, we are going to prove the following analogue of [5, Theorem 12].
Theorem 5. Let (X, ∥ ·∥) be a Banach space whose norm ∥ ·∥ is LUR, and let f : X → R∪{∞} be a function having the property
(Q). Suppose that there is a sequence λm ↓ 1 such that for every m ∈ N the set
x ∈ X : f1λm∥ · ∥2(x) is attained at some point
is dense in X. Then the set
Ef :=

x ∈ X : f1∥ · ∥2(x) is attained at some point strongly
is dense Gδ in X. If, in addition, the norm ∥ · ∥ is Gateaux (Fréchet) smooth, then f1∥ · ∥2 is Gateaux (Fréchet) differentiable at
each x ∈ Ef .
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Wenote that if the norm ∥·∥ on X is Gateaux (Fréchet) smooth, then X is aweak Asplund (Asplund) space, see [6, Theorem
4.31 and Corollary 4.15]. In weak Asplund (Asplund) spaces, the (convex) function f1∥ · ∥2 is automatically generically
Gateaux (Fréchet) differentiable. However, the Fréchet differentiability of f1∥ · ∥2 at some x ∈ X does not imply that
f1∥ · ∥2(x) is attained at a point, see [1, Example 5.3].
A non-empty, closed, and bounded subset K of a Banach space (X, ∥ · ∥) is called densely remotal if the set of points
x ∈ X \ K possessing a farthest point is dense in X \ K . Taking, in Theorem 5, for f the indicator function of the set K , we get
the following statement proved in [2] (see [2, Remark 3.6]).
Corollary 6. Let (X, ∥ · ∥) be a Banach space whose norm is LUR and let K be a non-empty, bounded, closed, and densely remotal
subset in X. Then the set
EK :=

x ∈ X : x admits a strong farthest point in K
is dense Gδ . If, moreover, the norm ∥ · ∥ is Gateaux (Fréchet) smooth, then the farthest distance function generated by K is Gateaux
(Fréchet) differentiable at each point of EK .
2. Proofs of the statements
For x ∈ X and for a function f : X −→ R ∪ {∞}we define
Lf ,x := lim
t↓0 sup

(f1∥ · ∥2)(u′)− (f1∥ · ∥2)(u)
∥u′ − u∥ : u, u
′ ∈ X, u′ ≠ u, ∥u− x∥ < t, ∥u′ − x∥ < t

.
The following proposition collects some basic properties of f1∥ · ∥2.
Proposition 7. Let (X, ∥ · ∥) be a Banach space, let f : X −→ R ∪ {∞} be a function having the property (Q), and let x ∈ X.
Then:
(i) There exist constants Kx > 0 and δx > 0 such that ∥z − x∥ < Kx whenever y, z ∈ X satisfy ∥y − x∥ < δx and
−f (z)+ (1+ δx)∥y− z∥2 >

f1∥ · ∥2(y)− δx.
(ii) Lf ,x ≤ 2 lim infn→∞ ∥x− zn∥ ≤ 2Kx for a suitable maximizing sequence (zn)∞n=1 for (f1∥ · ∥2)(x).
(iii) If (f1∥ · ∥2)(x) is attained at some z ∈ X, then Lf ,x ≥ 2∥x− z∥.
(iv) If (f1∥ · ∥2)(x) is attained at z ∈ X strongly, then even Lf ,x = 2∥x− z∥.
Proof. (i) Suppose, on the contrary, that for each n ∈ N there are yn, zn ∈ X such that
∥yn − x∥ < 1n , −f (zn)+

1+ 1
n

∥yn − zn∥2 > qf (yn)− 1n , and ∥zn − x∥ > n.
Then, letting n →∞, we immediately get that
∥zn∥ −→∞ and

1+ 1
n

∥yn − zn∥2
∥zn∥2 −→ 1.
Therefore, using (2), we obtain that
qf (x) = lim
n→∞ qf (yn) ≤ lim infn→∞

−f (zn)+

1+ 1
n

∥yn − zn∥2 + 1n

≤ lim sup
n→∞
∥zn∥2

−f (zn)
∥zn∥2 +

1+ 1
n

∥yn − zn∥2
∥zn∥2

= −∞,
an impossibility. We thus verified (i).
(ii) We already know that the function f1∥ · ∥2 is locally Lipschitzian. Given x, we find δx > 0 and Kx > 0 as in (i). Taking
δx smaller, if necessary, we may assume that qf is Lipschitzian on B(x, δx) and that δx < 1. Fix any n ∈ N greater than 2/δx.
We put
ωn = sup

qf (u′)− qf (u)
∥u′ − u∥ : u, u
′ ∈ X, u′ ≠ u, ∥u− x∥ < 1
n
, ∥u′ − x∥ < 1
n

(<∞)
and we find distinct xn, x′n ∈ X such that ∥xn− x∥ < 1n , ∥x′n− x∥ < 1n , and

qf (x′n)− qf (xn)

/∥x′n− xn∥ > ωn−1/n. Further,
we find zn ∈ X so that
qf (x′n)− ∥x′n − xn∥2 < −f (zn)+ ∥x′n − zn∥2 (≤qf (x′n)). (6)
We note that ∥x′n − x∥ < δx and−f (zn)+ (1+ δx)∥x′n − zn∥2 > qf (x′n)− δx. Thus (i) implies that ∥zn − x∥ < Kx.
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Using (6), we can estimate
Lf ,x = lim
n→∞ωn = limn→∞
qf (x′n)− qf (xn)
∥x′n − xn∥
≤ lim inf
n→∞
1
∥x′n − xn∥

−f (zn)+ ∥x′n − zn∥2 + ∥x′n − xn∥2 − (−f (zn)+ ∥xn − zn∥2)

≤ lim inf
n→∞
∥x′n − zn∥2 − ∥xn − zn∥2
∥x′n − xn∥
≤ lim inf
n→∞
∥x′n − zn∥ − ∥xn − zn∥∥x′n − xn∥ + 2∥xn − zn∥
∥x′n − xn∥
≤ lim inf
n→∞

∥x′n − xn∥ + 2∥xn − zn∥

≤ 2 lim inf
n→∞ ∥x− zn∥ ≤ 2Kx.
We observe that the sequence (zn) is maximizing for qf (x) because (6) implies that
qf (x) ≥ lim sup
n→∞
−f (zn)+ ∥x− zn∥2 ≥ lim inf
n→∞
−f (zn)+ ∥x− zn∥2
≥ lim inf
n→∞
−f (zn)+ ∥x′n − zn∥2 − 2∥x− x′n∥ ∥x′n − zn∥ + ∥x− x′n∥2
= lim
n→∞
−f (zn)+ ∥x′n − zn∥2 = qf (x).
(iii) Assume that qf (x) = −f (z) + ∥x − z∥2 for some z ∈ X . If z = x, then Lf ,x ≥ 0 = 2∥x − z∥. So assume that z ≠ x.
Then we can estimate
Lf ,x ≥ lim sup
t↓0
qf (x+ t(x− z))− qf (x)
t∥x− z∥
≥ lim sup
t↓0
−f (z)+ ∥x+ t(x− z)− z∥2 + f (z)− ∥x− z∥2
t∥x− z∥
= ∥x− z∥ lim
t↓0
(1+ t)2 − 1
t
= 2∥x− z∥.
(iv) If qf (x) is attained at z strongly, then (ii) immediately yields that Lf ,x ≤ 2∥x− z∥, and (iii) completes the proof. 
Remark. In [5], we proved an analogous result for the infimal convolution (and the corresponding minimizing sequences).
We considered a function f which was either Lipschitzian on all of X , or it was proper, bounded from below, and lower
semi-continuous. However, the present proof of the statement (i) in the proposition above reveals that (i) in [5, Proposition
1] can be replaced by the following more general statement: There exist constants Kx > 0 and δx > 0 such that ∥z − x∥ < Kx
whenever y, z ∈ X satisfy ∥y− x∥ < δx and f (z)+ (1− δx)∥y− z∥2 <

f∥ · ∥2(y)+ δx; provided that f is proper, lower
semi-continuous, that
f∥ · ∥2(u) ∈ R for some u ∈ X, and that lim inf∥z∥→∞ f (z)∥z∥2 > −1.
Hence, all the results in [5] remain true for such a more general function f . For example, considering a generalized version
of [5, Theorem 6] one gets part (i)⇔ (ii) of [4, Theorem 3.5].
Clearly, given a proper convex function g : X −→ R ∪ {∞} and a point x ∈ X where g(x) ∈ R, if ∂g(x) = {x∗}, then to
prove that x∗ is the Fréchet derivative of g at x, it suffices to show that
lim sup
0≠h→0
g(x+ h)− g(x)− x∗(h)
∥h∥ ≤ 0.
Proposition 8. Let (X, ∥ · ∥) be a Banach space and let f : X −→ R ∪ {∞} be a function. Suppose that x, z ∈ X are such that
f1∥ · ∥2(x) is attained at z. Then
∂
∥ · ∥2 (x− z) ⊂ ∂ f1∥ · ∥2 (x). (7)
If, in addition, f1∥ · ∥2 is Gateaux (Fréchet) differentiable at x, then ∥ · ∥2 is Gateaux (Fréchet) differentiable at x − z and
f1∥ · ∥2′(x) = 2∥x− z∥ ∥ · ∥′(x− z) whenever x ≠ z.
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Proof. Let x∗ ∈ ∂ ∥ · ∥2 (x− z) be arbitrary. Then for every h ∈ X we have
qf (x+ h)− qf (x) ≥ −f (z)+ ∥x+ h− z∥2 + f (z)− ∥x− z∥2 = ∥x− z + h∥2 − ∥x− z∥2 ≥ x∗(h), (8)
and hence, x∗ ∈ ∂qf (x). Now, assume that qf is Gateaux differentiable at x, with the derivative x∗, say. Then, by (7), we have
∂
∥ · ∥2 (x− z) = {x∗}which means that x∗ is the Gateaux derivative of ∥ · ∥2 at x− z.
Finally, assume that qf is Fréchet differentiable at x, then (8) implies that
0 = lim
0≠h→0
qf (x+ h)− qf (x)− x∗(h)
∥h∥ ≥ lim sup0≠h→0
∥x− z + h∥2 − ∥x− z∥2 − x∗(h)
∥h∥ ,
which proves the Fréchet differentiability of ∥ · ∥2 at x− z. Now, we can use the chain rule to finish the proof. 
The proposition above does not have an analogue for the infimal convolution, as the following example from [1] shows:
Let X := R2 be equipped with the norm ∥(x1, x2)∥ := |x1| + |x2|, (x1, x2) ∈ R2, let x := (1, 0), and let f be the indicator
function of the set {(0, x2) ∈ R2 : − 1 ≤ x2 ≤ 1}. Clearly,

f∥ · ∥2(x) is (strongly) attained at z := (0, 0). Moreover,
(f∥ · ∥2)(y) = y12 for y = (y1, y2) in a vicinity of x. Therefore, f∥ · ∥2 is (Fréchet) differentiable at x, but ∥ · ∥2 is not
(Fréchet) differentiable at x− z =(1, 0). To be more precise, one can prove exactly the opposite inclusion concerning the
infimal convolution [5, Proposition 2], but only for ‘‘small’’, possibly empty, subdifferentials (Gateaux, Fréchet). Moreover,
[5, Example 4] shows that it is not valid for the (always non-empty) Clarke subdifferential.
Below, we will need the following Fitzpatrick’s deep result [8, Corollary 2.6], [9, Theorem 7.28].
Theorem 9. Let (X, ∥ · ∥) be a Banach space and let f : X −→ R∪ {∞} be a (not necessarily convex) function. Assume that the
norm ∥ · ∥ is Fréchet differentiable at some u ∈ X with ∥u∥ = 1 and that the directional derivative Df (0)u exists, is finite, and is
equal to the number
Lf (0) := lim
δ↓0 sup

f (y)− f (z)
∥y− z∥ : y, z ∈ B(0, δ), y ≠ z

.
Then f is Fréchet differentiable at x and f ′(0) = Lf (0)∥ · ∥′(u).
Proof of Proposition 1. In view of Proposition 8, to prove (4) it suffices to show that
∂qf (x) ⊂ ∂
∥ · ∥2(x− z).
Let x∗ ∈ ∂qf (x) be arbitrary. By the definition of Lf ,x and by Proposition 7(iv), we get ∥x∗∥ ≤ Lf ,x = 2∥x− z∥. Hence, if x = z,
the inclusion above clearly holds. From now on, we assume that x ≠ z. For every n ∈ Nwe find zn ∈ X so that
qf (x+ (z − x)/n)− 1n2 < −f (zn)+ ∥x+ (z − x)/n− zn∥
2 ≤qf (x+ (z − x)/n),
and then we pick ξn ∈ ∂(∥ · ∥2)

x+ (z − x)/n− zn

. Therefore, for a fixed n ∈ N, we have
x∗((z − x)/n) ≤ qf (x+ (z − x)/n)− qf (x) < −f (zn)+ ∥x+ (z − x)/n− zn∥2 + 1n2 + f (zn)− ∥x− zn∥
2
≤ ξn((z − x)/n)+ 1n2 .
Thus, x∗(z − x) − 1/n < ξn(z − x). By Proposition 7(i) we have that the sequence (zn)∞n=1 is bounded. As in the proof of
Proposition 7(ii), we can show that it is maximizing for qf (x), hence convergent to z. Thus, limn→∞ ∥x + (z − x)/n − zn −
(x − z)∥ = 0, which implies that (ξn)∞n=1 is bounded. Let ξ be a weak∗ cluster point of it; then ξ ∈ ∂
∥ · ∥2(x − z) by
[6, Proposition 2.5]. We thus obtained that x∗(z − x) ≤ ξ(z − x) = −2∥x− z∥2. Hence
2∥x− z∥2 ≤ x∗(x− z) ≤ ∥x∗∥ ∥x− z∥ ≤ 2∥x− z∥2,
which means that x∗/(2∥x− z∥) ∈ ∂∥ · ∥(x− z). So x∗ ∈ ∂∥ · ∥2(x− z)which finishes the proof of (4).
It remains to prove the differentiability statements. Again, the case x = z is trivial. Indeed, as ∂qf (x) = ∂
∥·∥2(0) = {0},
we have
lim sup
0≠v→0
qf (x+ v)− qf (x)− 0
∥v∥ ≤ Lf ,x = 0,
whichmeans that qf is Fréchet differentiable at x. Further suppose that x ≠ z. Suppose that ∥ ·∥2 is Gateaux differentiable at
the point x−z. By (4), ∂qf (x) is a singleton consisting of the point 2∥x−z∥ ∥·∥′(x−z) only. Thus, qf is Gateaux differentiable
at x, with the derivative qf ′(x) = 2∥x− z∥ ∥ · ∥′(x− z). Moreover,
qf ′(x)

x− z
∥x− z∥

= 2∥x− z∥ ∥ · ∥′(x− z)

x− z
∥x− z∥

= 2∥x− z∥ = Lf ,x.
638 R. Cibulka, M. Fabian / J. Math. Anal. Appl. 393 (2012) 632–643
If ∥ · ∥2 is Fréchet differentiable at x − z (≠0), then so is ∥ · ∥. By Theorem 9, we have that qf is Fréchet differentiable at x.
As regards the converse implication, we refer to Proposition 8. 
Proposition 1 says that, in a Banach space (X, ∥ · ∥), with Fréchet smooth norm, f1∥ · ∥2 is Fréchet differentiable at x
provided that

f1∥ · ∥2(x) is attained at some z ∈ X strongly. A converse statement can be found in the proposition below.
Proposition 10. Let (X, ∥ · ∥) be a Banach space, let f : X −→ R∪ {∞} be a function having the property (Q), and let x, z ∈ X
be such that

f1∥ · ∥2(x) is attained at z. Assume further that f1∥ · ∥2 is Fréchet differentiable at x with the derivative ξ , and
let (zn)∞n=1 be a maximizing sequence for

f1∥ · ∥2(x). Then
lim
n→∞ ∥x− zn∥ = ∥x− z∥ =
1
2
∥ξ∥ and lim
n→∞ ξ(x− zn) = 2∥x− z∥
2. (9)
If, in addition, the norm ∥ · ∥ is LUR at the point x− z, then f1∥ · ∥2(x) is attained at z strongly.
Proof. For n ∈ N, we put tn =

qf (x)+ f (zn)− ∥x− zn∥2 + 1n , so
qf (x)− t2n < −f (zn)+ ∥x− zn∥2. (10)
We note that tn ↓ 0 as n → ∞. Let ε > 0 and h ∈ X be arbitrary. As ξ is the Gateaux derivative of qf (x) at x, for all n ∈ N
big enough we have
ξ(tn(−h)) > qf (x− tnh)− qf (x)− εtn
≥ −f (zn)+ ∥x− tnh− zn∥2 − qf (x)− εtn,
and by (10),
> ∥x− tnh− zn∥2 − ∥x− zn∥2 − tn2 − εtn
≥ −2tn∥h∥ ∥x− zn∥ + tn2∥h∥2 − tn2 − εtn ≥ −2tn∥h∥ ∥x− zn∥ − tn2 − εtn.
Hence, dividing this inequality by−tn, and letting then n →∞, we get
ξ(h) ≤ 2∥h∥ lim inf
n→∞ ∥x− zn∥ + ε.
Here, ε > 0 and h ∈ X were arbitrary. So
∥ξ∥ ≤ 2 lim inf
n→∞ ∥x− zn∥. (11)
Again, fix any ε > 0. By Proposition 7(i), (zn)∞n=1 is bounded. Thus ∥tn(x − zn)∥ −→ 0 as n → ∞. Since ξ is the Fréchet
derivative of qf at x, for all n ∈ N big enough we have
ξ

tn(x− zn)
 ≥ qf x+ tn(x− zn)− qf (x)− εtn∥x− zn∥
≥ −f (zn)+ ∥x+ tn(x− zn)− zn∥2 − qf (x)− εtn∥x− zn∥,
and by (10),
> ∥x+ tn(x− zn)− zn∥2 − ∥x− zn∥2 − tn2 − εtn∥x− zn∥
= 2tn + tn2∥x− zn∥2 − tn2 − εtn∥x− zn∥ ≥ 2tn∥x− zn∥2 − tn2 − εtn∥x− zn∥.
Dividing this inequality by tn and then performing a small rearrangement, we get
2∥x− zn∥2 < ξ(x− zn)+ tn + ε∥x− zn∥, (12)
and letting n →∞, we get
2 lim sup
n→∞
∥x− zn∥2 ≤ lim sup
n→∞
ξ(x− zn)+ lim sup
n→∞
ε∥x− zn∥.
As ε > 0 was arbitrary,
2 lim sup
n→∞
∥x− zn∥2 ≤ lim sup
n→∞
ξ(x− zn).
This, together with (11), implies that
2 lim sup
n→∞
∥x− zn∥2 ≤ 2 lim inf
n→∞ ∥x− zn∥ · lim supn→∞ ∥x− zn∥.
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Hence limn→∞ ∥x− zn∥ exists. So (12) yields
2 lim
n→∞ ∥x− zn∥
2 ≤ lim inf
n→∞ ξ(x− zn) ≤ ∥ξ∥ limn→∞ ∥x− zn∥.
Therefore 2 limn→∞ ∥x − zn∥ ≤ ∥ξ∥. This, together with (11) guarantees that ∥ξ∥ = 2 limn→∞ ∥x − zn∥. By Proposition 8,
we have that ξ ∈ ∂∥ · ∥2(x− z), so ∥ξ∥ = 2∥x− z∥. Thus the first equality in (9) is proved. Moreover, (11) and (12) yield
2∥x− z∥2 = 2 lim
n→∞ ∥x− zn∥
2 ≤ lim inf
n→∞ ξ(x− zn)
≤ lim sup
n→∞
ξ(x− zn) ≤ ∥ξ∥ lim
n→∞ ∥x− zn∥ =
1
2
∥ξ∥2 = 2∥x− z∥2.
This proves the second equality in (9).
Now, assume that the norm ∥ · ∥ on X is LUR at x− z. From (9) we have
∥(x− z)+ (x− zn)∥ ≥

ξ
2∥x− z∥ , (x− z)+ (x− zn)

= ∥x− z∥ + ξ(x− zn)
2∥x− z∥ −→ 2∥x− z∥
as n →∞. Therefore, ∥zn − z∥ = ∥(x− z)− (x− zn)∥ −→ 0 as n →∞. The proposition is proved. 
The proof of Proposition 10 reveals that, if the norm ∥ · ∥ of the underlying Banach space X is strictly convex and f1∥ · ∥2
is Gateaux differentiable at x ∈ X , then there is at most one point at which f1∥ · ∥2(x) is attained. In view of [5, Proposition
2], this is also true for the infimal convolution.
Proof of Theorem 3. (i)⇒ (ii) follows from Proposition 1. (ii)⇒ (i) follows from Proposition 10. 
We note that both Proposition 10 and Theorem 3 hold true trivially if z = xwithout any assumption on the norm of the
underlying Banach space.
Proof of Theorem 4. Let ξ ∈ Df ,x be arbitrary. We find a sequence (ξn)∞n=1 in X∗, having as a weak∗ cluster point ξ , and
further sequences (xn)∞n=1 in X converging to x, and (zn)
∞
n=1 in X such that for each n ∈ Nwe have ξn ∈ ∂
∥ · ∥2 (xn−zn) and
qf (xn) is attained strongly at zn. By Proposition 1, ξn ∈ ∂ qf (xn) for each n ∈ N. Hence [6, Proposition 2.5] yields ξ ∈ ∂ qf (x).
Now, the set ∂ qf (x) being always weak∗ closed and convex, we get the inclusion ‘‘⊃’’ in (5).
Let us prove the opposite inclusion. Let x∗ ∈ ∂ qf (x) be arbitrary. Suppose on the contrary that x∗ ∉ cow∗Df ,x. By the
separation theorem, there is h ∈ X such that
x∗(h) > sup

ξ(h) : ξ ∈ cow∗Df ,x

. (13)
We find δ > 0 and L > 0 such that qf is Lipschitzian on B(x, δ) with the constant L and that the set Ef is dense in
B(x, δ). For a while, we fix an arbitrary n ∈ N greater than max{1/L, (1 + ∥h∥)/δ}. Then we choose yn ∈ Ef such that
L∥x+ h/n− yn∥ < 1/n2. As the points x, x+ h/n, yn, yn − h/n lie in B(x, δ), we can estimate
x∗(h/n) ≤ qf (x+ h/n)− qf (x) ≤ qf (yn)− qf (yn − h/n)+ 2L∥x+ h/n− yn∥
< qf (yn)− qf (yn − h/n)+ 2n2 .
Let ξn ∈ ∂qf (yn) be arbitrary. We find zn ∈ X such that qf (yn) is attained strongly at zn. Then
qf (yn)− qf (yn − h/n) ≤ ξn(h/n).
Therefore x∗(h) < ξn(h)+ 2/n, and by Proposition 1, ξn ∈ ∂
∥ · ∥2(yn − zn).
Since yn → x as n →∞, the sequence (ξn) is bounded. Let ξ be a weak∗ cluster point of it. Then ξ ∈ Df ,x and x∗(h) ≤ ξ(h),
a contradiction with (13). We completely proved (5). 
In the rest of the paper, we shall be proving Theorem 5.
Lemma 11. Let (X, ∥ · ∥) be an arbitrary Banach space and let f : X −→ R ∪ {∞} be a function having property (Q). Then the
set
Ef :=

x ∈ X : f1∥ · ∥2(x) is attained at some point strongly
is Gδ in X.
Proof. For x ∈ X and δ > 0, we put
Q δ(x) = z ∈ X : −f (z)+ ∥x− z∥2 > qf (x)− δ .
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It is easy to check that x ∈ Ef if and only if limδ↓0 diamQ δ(x) = 0. Thus Ef =∞n=1 Gn where
Gn =

z ∈ X : diamQ δ(z) < 1
n
for some δ > 0

.
It suffices to show that the sets Gn are open. To see this, fix any n ∈ N, and let x ∈ Gn be arbitrary. First, we find δ1 > 0 such
that diamQ δ1(x) < 1/n. Then we use Proposition 7(i) to find constants K > 0 and δ2 ∈ (0, δ1) such that
∥z − x∥ < K (14)
whenever y, z ∈ X satisfy ∥y− x∥ < δ2, and−f (z)+ ∥y− z∥2 > qf (y)− δ2. Further, we find δ3 ∈ (0, δ2) such that
qf (y) > qf (x)− 13δ2 whenever y ∈ X and ∥y− x∥ < δ3. (15)
Finally, we find∆ ∈ (0, δ3) so small that
2∆(∆+ K) < 1
3
δ2. (16)
Fix any y ∈ X with ∥y− x∥ < ∆. We claim that
Q δ2/3(y) ⊂ Q δ2(x).
To prove this, pick an arbitrary z ∈ Q δ2/3(y). By the very definition, we have
− f (z)+ ∥y− z∥2 > qf (y)− 13δ2 > qf (y)− δ2. (17)
As∆ < δ2, (14) holds for our z. Thus, a combination of (17), (14)–(16) implies that
−f (z)+ ∥x− z∥2 ≥ −f (z)+ ∥y− z∥2 − 2∥x− y∥ ∥y− z∥ + ∥x− y∥2
> qf (y)− 13δ2 − 2∆(∥y− x∥ + ∥x− z∥)
> qf (x)− 13δ2 −
1
3
δ2 − 2∆(∆+ K) > qf (x)− δ2.
Therefore z ∈ Q δ2(x), and the claim is proved. Now, as δ2 < δ1, we have that Q δ2(x) ⊂ Q δ1(x). By the claim, we have that
diamQ δ2/3(y) < 1n , and hence y ∈ Gn. 
The following lemma is an analytic counterpart to a simple and known geometric fact that if K ⊂ X, x ∈ X, z ∈ K , and
∥x− z∥ = sup {∥x− k∥ : k ∈ K, then ∥u− z∥ = sup {∥u− k∥ : k ∈ Kwhenever u = x+ λ(x− z) and λ > 0.
Lemma 12. Let (X, ∥ · ∥) be a Banach space and let f : X −→ R ∪ {∞} be a function. Suppose that x1, x0 ∈ X are such that
f1∥ · ∥2(x0) is attained at x1. Let λ > 1 be given and put uλ = λx0+ (1−λ)x1. Then f1( 1λ )∥ · ∥2(uλ) is also attained at x1.
Proof. By the definition of uλ, we have that
∥uλ − x0∥ = (λ− 1)∥x1 − x0∥ and ∥uλ − x1∥ = λ∥x1 − x0∥. (18)
We have to show that
− f (x1)+ λ−1∥uλ − x1∥2 ≥ −f (z)+ λ−1∥uλ − z∥2 for every z ∈ X . (19)
To see this, suppose on the contrary, that there is z ∈ X such that
−f (z)+ λ−1∥uλ − z∥2 > −f (x1)+ λ−1∥uλ − x1∥2.
Hence, the triangle inequality, and (18) yield that, putting β = ∥x0 − x1∥, we have
−f (x1) ≥ −f (z)+ ∥x0 − z∥2 − β2 > −f (x1)+ λ−1∥uλ − x1∥2 − λ−1∥uλ − z∥2 + ∥x0 − z∥2 − β2
≥ −f (x1)+ λβ2 − λ−1
∥uλ − x0∥2 + 2∥uλ − x0∥ ∥x0 − z∥ + ∥x0 − z∥2+ ∥x0 − z∥2 − β2
= −f (x1)+ λβ2 − λ−1(λ− 1)2β2 − 2λ−1(λ− 1)β∥x0 − z∥ − λ−1∥x0 − z∥2 + ∥x0 − z∥2 − β2
= −f (x1)+ (λ− 1)
λ

β2 − 2β∥x0 − z∥ + ∥x0 − z∥2) = −f (x1)+ λ− 1
λ
(β − ∥x0 − z∥)2 ≥ −f (x1),
a contradiction. 
If the norm on an underlying Banach space is LUR, then we get a stronger conclusion in the lemma above. To prove this,
we shall need the following extension of [5, Lemma 10], which can be of general interest.
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Lemma 13. Let (X, ∥·∥) be a Banach space whose norm is LUR, let α ∈ (−1, 0)∪(0,+∞), and let v0, v1, v2, . . . be a sequence
of norm-one vectors in X such that limn→∞ ∥vn + αv0∥ = 1+ α. Then limn→∞ ∥vn − v0∥ = 0.
Proof. If α ∈ (−1, 0) ∪ (0, 1], then
|α| lim inf
n→∞ ∥vn + v0∥ = lim infn→∞ ∥(vn + αv0)− (1− α)vn∥ ≥ limn→∞ | ∥vn + αv0∥ − (1− α)∥vn∥ |
= |1+ α − (1− α)| = 2|α|,
and so limn→∞ ∥vn + v0∥ = 2. If α > 1, then
lim inf
n→∞ ∥v0 + vn∥ = lim infn→∞ ∥vn + αv0 − (α − 1)v0∥ ≥ limn→∞(∥vn + αv0∥ − (α − 1)∥v0∥) = 1+ α − (α − 1) = 2,
and so again limn→∞ ∥vn + v0∥ = 2 Now, the LUR property of ∥ · ∥ yields the conclusion. 
Now, we are ready to prove an analogue of Lemma 12 which guarantees that the supremum is attained even strongly.
Lemma 14. Let the assumptions of Lemma 12 be satisfied. Assume, in addition, that the norm ∥ · ∥ on X is LUR. Then
f1( 1
λ
)∥ · ∥2(uλ) is attained at x1 strongly.
Proof. By Lemma 12, we know that
f1

1
λ

∥ · ∥2

(uλ) = −f (x1)+ 1
λ
∥uλ − x1∥2. (20)
Let (zn)∞n=1 be any sequence in X such that
lim
n→∞

−f (zn)+ 1
λ
∥uλ − zn∥2

=

f1

1
λ

∥ · ∥2

(uλ). (21)
We have to prove that limn→∞ ∥zn − x1∥ = 0.
First, we claim that the sequence
∥x0 − zn∥ =: βn, n ∈ N,
converges to ∥x0 − x1∥ =: β as n →∞. To prove this, let ε > 0 be arbitrary. From (21), we find n0 ∈ N such that
−f (zn)+ 1
λ
∥uλ − zn∥2 > −f (x1)+ 1
λ
∥uλ − x1∥2 − ε (λ− 1)
λ
for all n > n0.
Fix an arbitrary n > n0. Note that, by the definition of uλ, we have ∥x1 − uλ∥ = λ∥x1 − x0∥ = λβ and ∥uλ − x0∥ =
(λ− 1)∥x1 − x0∥ = (λ− 1)β . As
−f (x1)+ ∥x0 − x1∥2 ≥ −f (zn)+ ∥x0 − zn∥2 and ∥uλ − zn∥ ≤ (λ− 1)β + βn,
we have
0 ≥ −f (zn)+ βn2 + f (x1)− β2 =

−f (zn)+ 1
λ
∥uλ − zn∥2 + f (x1)

− β2 + βn2 − 1
λ
∥uλ − zn∥2
>

1
λ
∥uλ − x1∥2 − ε (λ− 1)
λ

− β2 + βn2 − 1
λ
((λ− 1)β + βn)2 =

1− 1
λ

β − βn
2 − ε1− 1
λ

.
Taking into account that λ > 1, we infer that (βn − β)2 < ε for each n > n0, which establishes the claim. We proved that
lim
n→∞ ∥x0 − zn∥ = ∥x0 − x1∥. (22)
Moreover, we claim that
lim
n→∞ ∥uλ − zn∥ = λ∥x0 − x1∥. (23)
Indeed, using (20)–(22) we get
−f (x1)+ ∥x0 − x1∥2 ≥ lim sup
n→∞
−f (zn)+ ∥x0 − zn∥2
= lim sup
n→∞

−f (zn)+ 1
λ
∥uλ − zn∥2

+ ∥x0 − zn∥2 − 1
λ
∥uλ − zn∥2

≥ −f (x1)+ 1
λ
∥uλ − x1∥2 + ∥x0 − x1∥2 − 1
λ
lim inf
n→∞ ∥uλ − zn∥
2,
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and so
lim inf
n→∞ ∥uλ − zn∥ ≥ ∥uλ − x1∥ (=λ∥x0 − x1∥).
On the other hand,
lim sup
n→∞
∥uλ − zn∥ ≤ lim
n→∞
∥x0 − zn∥ + ∥x0 − uλ∥ = ∥x0 − x1∥ + ∥x0 − uλ∥ = ∥uλ − x1∥,
which establishes (23).
If x1 = x0, then by (22) the sequence (zn)∞n=1 converges to x1. Further assume that x1 and x0 are distinct. For n ∈ N put
v0 = x0 − x1∥x0 − x1∥ and vn =
x0 − zn
∥x0 − zn∥ .
Then (22) and (23) imply
lim
n→∞ ∥vn + (λ− 1)v0∥ = limn→∞
 x0 − zn∥x0 − zn∥ + (λ− 1) x0 − x1∥x0 − x1∥

= lim
n→∞
 x0 − zn∥x0 − x1∥ + (λ− 1) x0 − x1∥x0 − x1∥

= 1∥x0 − x1∥ limn→∞ ∥λx0 + (1− λ)x1 − zn∥
= 1∥x0 − x1∥ limn→∞ ∥uλ − zn∥ = λ.
Applying Lemma 13 with α := λ− 1, we infer that limn→∞ ∥vn − v0∥ = 0. Hence
lim
n→∞ ∥x1 − zn∥ = limn→∞ ∥(x0 − zn)− (x0 − x1)∥
= ∥x0 − x1∥ lim
n→∞
 x0 − zn∥x0 − x1∥ − x0 − x1∥x0 − x1∥

= ∥x0 − x1∥ lim
n→∞ ∥vn − v0∥ = 0.
The proof is finished. 
Proof of Theorem 5. By Lemma 11, we already know that the set Ef is Gδ . It remains to prove its density. Fix any x ∈ X and
any ε > 0. Let Kx > 0 and δx > 0 be the constants found in Proposition 7(i) for x. We findm ∈ N so big that
λm < min

1+ ε
2Kx + ε , 1+ δx

.
By the assumptions,we find x0 ∈ X such that ∥x0−x∥ < min{ 12ε, δx} and that

f1λm∥·∥2

(x0) is attained at some x1 ∈ X .We
put |·| = √λm∥·∥; this is clearly an equivalent LUR norm. Also,

f1|·|2(x0) is attained at x1. We put u = λmx0+(1−λm)x1.
By Lemma 14 (with the norm | · |), we have that f1(1/λm)| · |2(u) is attained at x1 strongly. Therefore, so is f1∥ · ∥2(u),
and hence u ∈ Ef .
It remains to show that ∥u− x∥ < ε. Since 1 < λm < 1+ δx and

f1λm∥ · ∥2

(x0) is attained at x1, we have
−f (x1)+ (1+ δx)∥x0 − x1∥2 ≥ −f (x1)+ λm∥x0 − x1∥2 ≥ sup
z∈X
−f (z)+ ∥x0 − z∥2 = qf (x0) > qf (x0)− δx.
Thus, Proposition 7(i) applied for y := x0, and z := x1, yields that ∥x1 − x∥ < Kx. Hence ∥x1 − x0∥ ≤ ∥x1 − x∥ + ∥x− x0∥ <
Kx + ε2 . Now, we are ready to estimate
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∥u− x∥ ≤ ∥u− x0∥ + ∥x0 − x∥ = (λm − 1)∥x1 − x0∥ + ∥x0 − x∥
< (λm − 1)

Kx + ε2

+ ε
2
<
ε
2Kx + ε

Kx + ε2

+ ε
2
= ε.
The differentiability statements follow immediately from Proposition 3. 
Remark. If the norm ∥ · ∥ on X is Gateaux (Fréchet) smooth, then X is a weak Asplund (Asplund) space, see [6, Theorem
4.31 and Corollary 4.15]. Thus, in weak Asplund (Asplund) spaces, the convex function f1∥ · ∥2 is automatically generically
Gateaux (Fréchet) differentiable. However, differentiability of f1∥ · ∥2 at some x ∈ X does not imply that f1∥ · ∥2 must be
attained. Indeed, in [1, Example 5.3], Fitzpatrick constructs a bounded closed convex subset, in a locally uniformly rotund
Asplund space, that has no farthest points.
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