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Counterdiabatic (CD) driving presents a way of generating adiabatic dynamics at arbitrary pace,
where excitations due to non-adiabaticity are exactly compensated by adding an auxiliary driving
term to the Hamiltonian. While this CD term is theoretically known and given by the adiabatic
gauge potential, obtaining and implementing this potential in many-body systems is a formidable
task, requiring knowledge of the spectral properties of the instantaneous Hamiltonians and control
of highly nonlocal multibody interactions. We show how an approximate gauge potential can be
systematically built up as a series of nested commutators, remaining well-defined in the thermody-
namic limit. Furthermore, the resulting CD driving protocols can be realized up to arbitrary order
without leaving the available control space using tools from periodically-driven (Floquet) systems.
This is illustrated on few- and many-body quantum systems, where the resulting Floquet protocols
significantly suppress dissipation and provide a drastic increase in fidelity.
Introduction. – Adiabaticity presents one of the fun-
damental tools in physics, ranging from heat engines
in thermodynamics to quantum state preparation and
quantum computation [1–4]. However, true adiabatic
control can only be obtained using slow driving and
asymptotically long time scales. While faster driving
leads to diabatic excitations and resulting dissipative
losses, the inevitable presence of decoherence and noise in
realistic quantum systems limits the available timescales,
preventing true adiabaticity. Various methods have been
proposed in order to achieve so-called “Shortcuts to Adi-
abaticity” both theoretically [5–7] and experimentally [8–
14], mimicking adiabatic dynamics without the require-
ment of slow driving.
One way of circumventing this loss of fidelity at finite
driving rates is through counterdiabatic (CD) or transi-
tionless driving – a velocity-dependent term is added to
the control Hamiltonian, exactly compensating the di-
abatic contributions to the Hamiltonian in the moving
frame [15–18]. This term is known as the adiabatic gauge
potential (or gauge connection), encoding the geometry
of eigenstates when varying a control parameter [18].
However, while this potential may be exactly obtained in
few-body systems, its construction in general requires di-
agonalization of the Hamiltonian in the full Hilbert space,
prohibiting its use in general many-body systems. Fur-
thermore, the resulting operator tends to involve highly
nontrivial and nonlocal couplings not present in the con-
trol Hamiltonian, preventing its actual implementation
(except in some limiting cases) [19–26].
In few-body systems, restricting driving to couplings
within the control Hamiltonian led to the development
of fast-forward (FF) protocols, where CD driving is ef-
fectively realized in a time-dependent rotating frame [27–
29]. However, there exists no general way of constructing
these protocols for complex systems. One specific class
of FF protocols is those where CD driving is realized
through Floquet-engineering: high-frequency oscillations
are added to the control so that the resulting Floquet
Hamiltonian mimics the CD Hamiltonian. In few-body
systems, this has already been used for high-fidelity quan-
tum state manipulation both theoretically in closed [30–
32] and open systems [33], and experimentally in a noisy
qubit [34].
In this work, we propose a method of (i) finding an ef-
ficient and controlled approximation to the gauge poten-
tial, remaining well-defined in many-body systems, which
can then (ii) be systematically realized through Floquet-
engineering by resonantly oscillating the instantaneous
Hamiltonian with the driving term. Effectively, we pro-
pose a general strategy for designing fast adiabatic proto-
cols, applicable both in small quantum systems to achieve
high fidelity for state preparation and in large systems,
quantum or classical, to suppress dissipative losses. This
is then illustrated on few- and many-body systems.
Methods. – Consider a control Hamiltonian H(λ) de-
pendent on a single control parameter λ. Our goal is to
transport a stationary state or distribution, at an initial
value of the control parameter λi, to one corresponding
to a final value λf . In the standard approach, this is done
by adiabatically changing λ(t) from λi to λf , which is of-
ten impractical because of the necessary access to long
timescales. The key idea of CD driving is to vary the
parameter λ(t) at a finite rate while simultaneously com-
pensating the diabatic excitations by explicitly adding an
auxiliary term as
HCD(t) = H(λ) + λ˙Aλ. (1)
Adiabatic control at arbitrary driving rates and for ar-
bitrary initial states is realized provided the adiabatic
gauge potential Aλ [18] satisfies
〈m|Aλ|n〉 = i 〈m|∂λn〉 = −i 〈m|∂λH|n〉
m − n , (2)
where |n〉 and n are the eigenstates and the energy
spectrum of the instantaneous Hamiltonian, H(λ) |n〉 =
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2n |n〉. The CD term then exactly compensates non-
adiabatic transitions between eigenstates.
The expression (2) already highlights the issues with
many-body CD driving: since the gauge potential is de-
fined in the eigenbasis of the instantaneous Hamiltonian,
it requires exact diagonalization. Furthermore, for in-
creasing system sizes the denominator (m − n) can be-
come exponentially small, leading to divergent matrix
elements and an ill-defined gauge potential in the ther-
modynamic limit [18, 35]. Physically, at least in chaotic
systems, the exact gauge potential also cannot be local
because no local operator is expected to be able to distin-
guish general many-body states with arbitrary small en-
ergy difference [36]. Considering a system with a gapped
ground state, Lieb-Robinson bounds can however be used
to obtain a quasi-local operator reproducing the action
of the exact gauge potential on this ground state, since
no such divergences occur in this case [37].
In the following, we propose a general approximate
gauge potential defined as
A(`)λ = i
∑`
k=1
αk [H, [H, . . . [H︸ ︷︷ ︸
2k−1
, ∂λH]]], (3)
fully determined by a set of coefficients {α1, α2, . . . , α`},
where ` determines the order of the expansion. It can be
shown that the exact gauge potential can be represented
in this form in the limit `→∞ [38]. Instead we consider
a small finite value of ` and treat the expansion coeffi-
cients as variational parameters, which can be obtained
by minimizing the action S`
S` = Tr
[
G2`
]
, G` = ∂λH− i[H,A(`)λ ]. (4)
The exact gauge potential is known to follow from the
variational minimization of an action [39]. However, it
is not a priori clear what (local) operators should be
included in the variational basis. The total number of
possible operators increases exponentially with their sup-
port, limiting the brute-force minimization to highly local
operators with restricted support. Furthermore, it is far
from guaranteed that such operators will be experimen-
tally realizable. The main finding of the present work is
that the proposed ansatz tackles both problems simulta-
neously. (i) The number of variational coefficients can
be kept small while still returning an accurate approx-
imation to the exact gauge potential. As such, Eq. (3)
can be seen as a variational ansatz including only the
most important contributions with the maximum range
of operators set by `. (ii) In addition, this gauge poten-
tial can be engineered with a simple Floquet protocol.
Essentially, this realization is possible because the high-
frequency expansion of the Floquet Hamiltonian shares
the commutator structure of Eq. (3). This expansion ex-
hibits the symmetries of the exact solution at each order,
and as additional bonus we point out that this ansatz
has a well-defined classical limit, where even the local-
operator basis becomes infinite-dimensional. In classical
systems, the commutators in Eq. (3) only need to be re-
placed by Poisson brackets.
Since the action is simply the Hilbert-Schmidt norm of
G`, the variational method has the clear advantage that
the action can be calculated without explicitly construct-
ing the operator matrix in the full Hilbert space. There
are various ways of motivating Eq. (3) (see Supplemen-
tary Material [38] for more details): it can be seen as
an expansion in the Krylov subspace generated by the
action of G`, or by noting that such commutators ap-
pear through the Baker-Campbell-Hausdorff expansion
in the definition of a (properly regularized) gauge poten-
tial, or by simply noting that its matrix elements share
the general structure of those of the exact gauge poten-
tial. Namely, evaluating Eq. (3) in the eigenbasis of H
returns
〈m|A(`)λ |n〉 = i
∑`
k=1
αk 〈m| [H, [H, . . . [H︸ ︷︷ ︸
2k−1
, ∂λH]]]|n〉
= i
[∑`
k=1
αk(m − n)2k−1
]
〈m|∂λH|n〉 . (5)
This can be compared to the exact expression (2), con-
taining a state-dependent factor 〈m|∂λH|n〉 and a pref-
actor only dependent on the excitation frequency ωmn =
(m− n). The variational optimization can then be seen
as approximating the exact prefactor 1/ωmn by a power-
series prefactor a
(`)
λ (ωmn) ≡
∑`
k=1 αkω
2k−1
mn for the range
of relevant excitation frequencies set by 〈m|∂λH|n〉.
While such an approximation is generally impossible
due to the divergence of 1/ωmn near ωmn = 0 and the
divergence of the power series for ωmn → ∞, the ap-
proximation does not need to hold in these limits. First,
for large ωmn the matrix elements of local operators
〈m|∂λH|n〉 typically decay exponentially with ωmn [36],
leading to a negligible contribution to the gauge poten-
tial. Second, there are physical motivations for allowing
transitions for small ωmn. When speeding up adiabatic
driving in the presence of an energy gap ∆, only transi-
tions with ωmn ≥ ∆ need to be suppressed in order to
achieve unit fidelity, and in more general gapless regimes
corresponding to e.g. excited states the resulting excita-
tions will be confined to a narrow energy shell, the width
of which decreases with the order ` of the expansion.
We illustrate how this expansion works in Fig. 1, for a
non-integrable Ising chain with
H = J
L∑
i=1
σzi σ
z
i+1 + λ
(
hz
L∑
i=1
σzi + hx
L∑
i=1
σxi
)
, (6)
where no exact gauge potential can be obtained in the
thermodynamic limit. It is clear that the variational
optimization returns a gauge potential optimized for a
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FIG. 1: Variationally-obtained power-series prefactor
a
(`)
λ (ωmn) for Eq. (6). Dotted line corresponds to exact
prefactor 1/ωmn. Parameters L = 14, J = 1,
hx = hz = 0.3, λ = 1.
relevant window of excitation frequencies, where the ap-
proximation necessarily improves with increasing `.
The resulting gauge potential can immediately be used
to reliably speed up adiabatic protocols by considering a
driving protocol H(`)CD(t) = H(λ) + λ˙A(`)λ (λ). While this
presents a guaranteed improvement in fidelity, it also re-
quires access to interaction terms not necessarily avail-
able within the protocol, where the only interactions that
are generally present are those of H(λ) and ∂λH(λ). Re-
markably, this CD Hamiltonian can also be realized as an
effective Floquet Hamiltonian by simply oscillating these
two terms at high frequency. Consider
HFE(t) =
[
1 +
ω
ω0
cos(ωt)
]
H(λ)
+ λ˙
[ ∞∑
k=1
βk sin ((2k − 1)ωt)
]
∂λH(λ), (7)
with βk the Fourier coefficients of the additional drive
and ω0 a reference frequency, both of which will be de-
termined later. Floquet theory then allows for the defi-
nition of a time-independent Floquet Hamiltonian repro-
ducing time evolution over a single driving cycle (with
T = 2pi/ω)
exp (−iHFT ) ≡ T exp
(
−i
∫ t+T
t
HFE(t′) dt′
)
. (8)
The limit where the driving term scales with the fre-
quency is known to give rise to non-trivial Floquet Hamil-
tonians HF in various scenarios [40–42], perhaps most
importantly in dynamical decoupling [43, 44]. In the
same way that Floquet driving can be used to reduce
interactions within a Hamiltonian, this can also be used
to reduce excitations within the current protocol.
More specifically, the proposed series expansion for
the adiabatic gauge potential can be implemented in
the infinite-frequency limit ω → ∞, realizing (strobo-
scopic) CD driving. This Floquet Hamiltonian can be
obtained from the Magnus expansion, presenting a se-
ries expansion of HF in powers of the inverse-frequency.
Essentially, the ω → ∞ limit combined with the scaling
of H with ω guarantees that only commutators of the
form [H, . . . , [H, ∂λH]]] survive in the Magnus expansion,
which can then be found as HF = H(λ)+ λ˙AF [38], with
〈m|AF |n〉 = i
∞∑
k=1
βkJ2k−1
(
ωmn
ω0
)
〈m|∂λH|n〉 , (9)
where Jk are Bessel functions of the first kind. Again,
this reproduces the correct structure of the gauge
potential, where the frequency-dependent prefactor is
now expressed in terms of Jk. For small ωmn/ω0,
Jk(ωmn/ω0) ∝ ωkmn, which can be used to stroboscop-
ically engineer the CD term by choosing the Fourier har-
monics in such a way that the Floquet prefactor repro-
duces the power series (5) in the relevant range of excita-
tion frequencies. In first approximation, this can be done
by restricting time-evolution to ` harmonics and setting
∑`
k=1
βkJ2k−1
(
ωmn
ω0
)
=
∑`
k=1
αkω
2k−1
mn +O(ω−20 ). (10)
Analytic expressions can easily be obtained for matching
the harmonics to the coefficients in the gauge potential
up to arbitrary order and, if necessary, higher-order har-
monics can be added in order to compensate the O(ω−20 )
corrections order by order [38].
As an illustration, considering the expansion for a se-
ries with two harmonics leads to
HF = H(λ) + iλ˙
2
β1
ω0
[H, ∂λH]
+
iλ˙
48
(β2 − 3β1)
ω30
[H, [H, [H, ∂λH]]] +O(ω−50 ). (11)
Then choosing β1 = 2α1ω0 and β2 = 2ω0(24α2ω
2
0 +3α1),
the Floquet Hamiltonian following from the driving (7)
can be matched to the Eqs. (1) and (3), returning
HF =H+ iλ˙α1[H, ∂λH]
+ iλ˙α2[H, [H, [H, ∂λH]]] +O(ω−20 ). (12)
This protocol approximately reproduces the CD evolu-
tion at stroboscopic times t = n · T, n ∈ N. Note that,
while this protocol does not introduce new interactions
in the Hamiltonian, the additional cost is that it requires
oscillations of both H and ∂λH rather than just ∂λH.
Applications. – This procedure can now be applied
on various systems with increasing complexity. In all
examples, we will consider a specific driving protocol with
λ(t) = sin2
(
pi
2
sin2
(
pit
2τ
))
, (13)
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FIG. 2: Fidelity in the 2-qubit system (14) for UA, CD
and FE protocol. Increasing ω further suppresses the
Floquet oscillations. Parameters J = −1, hz = 5,
τ = 0.1, ω0 = 10 · 2pi and ω = 250 · ω0.
ramping from λ(0) = 0 to λ(τ) = 1 in such a way that
λ˙ and λ¨ vanish at the beginning and end of the proto-
col. λ then behaves as an annealing parameter, and as
first measure for the effectiveness of the protocol we will
initialize the system in the ground state for λ = 0 and
calculate the fidelity of the time-evolved state w.r.t. the
instantaneous ground state F 2(t) = | 〈ψ(t)|ψ0(λ(t))〉 |2.
First consider a two-qubit system, for which all calcu-
lations can be performed analytically [38],
H(λ) = J (σx1σx2 + σz1σz2) + hz(λ− 1) (σz1 + σz2) . (14)
The first-order expansion leads to
A(1)λ = −
Jhz
2
(σy1σ
x
2 + σ
x
1σ
y
2 )
J2 + 4(λ− 1)2h2z
. (15)
Remarkably, this already returns the exact adiabatic
gauge potential as presented in Ref. [31]. This can be
understood either by noting that [H, [H, [H, ∂λH]] ∝
[H, ∂λH], such that the higher-order commutators do not
introduce new operators in the expansion, A(`)λ ∝ A(1)λ ,
and the variational approach can be seen as a resum-
mation of all higher-order terms exactly determining the
prefactor. Second, this system behaves as a two-level sys-
tem since any instantaneous Hamiltonian only couples
|↓↓〉 and |↑↑〉, leading to a single excitation frequency
which can be exactly cancelled by a single commutator.
The resulting CD driving can be realized up to O(ω−20 )
using a single harmonic as
HFE(t) =
[
1 +
ω
ω0
cos(ωt)
]
H(λ(t))
− λ˙ 2hzω0 sin(ωt)
4J2 + 16(λ(t)− 1)2h2z
(σz1 + σ
z
2) . (16)
The results are illustrated in Fig. 2, where the duration
of the protocol has been chosen in such a way that τ is
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FIG. 3: Fidelity in the 2-qubit system (17) for the UA,
CD and FE protocol with ` = 1, 2. Parameters τ = 0.1,
J = 1, h = 2, ω0 = 10 · 2pi and ω = 2.5 · 102` · ω0.
too small for the unassisted (UA) protocol to accurately
prepare the final Bell state |ψ0(λ = 1)〉 = 1√2 (|↑↑〉+|↓↓〉).
Exact CD driving returns unit fidelity by definition,
which can be well approximated (with a final error of
the order 10−5) using the proposed Floquet-engineered
(FE) protocol.
Next, consider a two-qubit system behaving as a three-
level system,
H(λ) = −2Jσz1σz2 − h (σz1 + σz2) + 2hλ (σx1 + σx2 ) , (17)
where the total spin-0 state |↑↓〉 − |↓↑〉 decouples from
the rest of the Hilbert space. Transitionless protocols in
three-level systems have been a recent subject of interest
[45, 46], since the exact gauge potential can no longer
be trivially obtained. As shown in Fig. 3, the fidelity
for the unassisted protocol is 67%, increasing to 92% for
` = 1, before reaching approximate unit fidelity (up to
an error 10−6) for ` = 2. Again, for ` = 2 the variational
approach returns the exact gauge potential, without any
reference to exact diagonalization, since only two exci-
tation frequencies are present in the system. The FE
protocol accurately reproduces the CD protocol.
Magnetic trap. – Moving to many-body systems, we
consider the non-integrable Ising chain. Rather than sim-
ply changing the magnetic field uniformly, we will con-
sider a more involved protocol where a local Gaussian
magnetic trap is moved across the chain, similar to the
‘optical tweezers’ problem [47]. In this problem, a set of
initially localized spins are to be moved across the model
while minimizing dissipation. The full Hamiltonian is
given by
H(λ) = H0 − ht
L∑
i=1
exp
[
− (i− ct(λ))
2
w2t
]
σzi , (18)
H0 = J
L−1∑
i=1
σzi σ
z
i+1 + hz
L∑
i=1
σzi + hx
L∑
i=1
σxi , (19)
with ct(λ) = (1− λ)i0 + λif . Tuning λ from 0 to 1 then
drags the center of the trap ct(λ) with strength ht and
width wt from site i0 to if .
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(a) Absorbed energy for the UA, CD and FE protocol with
` = 1, 2, 3.
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with ` = 1, 2, 3. Exact final profile is given in a dashed line.
FIG. 4: Moving the magnetic trap in time τ = 0.5 from
site n0 = 3 to site nf = 10 for an Ising model with
parameters L = 12, J = −1, hx = 0.8, hz = 0.9, ht = 8,
wt = 1. ω0 = 10 · 2pi and ω = 104 · ω0.
Rather than the fidelity, we now consider the ab-
sorbed energy E(t) − E0(t) = 〈ψ(t)|H(λ(t))|ψ(t)〉 −
〈ψ0(t)|H(λ(t))|ψ0(t)〉 as a measure for the dissipation in
the system, as shown in Fig. 4a for ` = 1, 2, 3. It is
clear that, for the given protocol duration, the UA pro-
tocol fails in reproducing the final state. This is then
remedied by including the CD terms with ` = 1, 2, 3, re-
ducing the dissipation and absorbed energy by a factor
20 [48]. The Floquet-engineered drive succeeds in re-
producing the CD results, with only minor deviations at
intermediate times when E0(t) becomes extremal. The
improved performance can also be observed in the final
spin profile of σzi (Fig. 4b), where the CD driving is cru-
cial in reproducing the exact result. While the proposed
method seems to work particularly well for this type of
model, as also observed in the optical case [49], this is
representative for more general many-body systems.
Finally, note that in this calculation it was not the
derivation of the gauge potential and the Floquet drive
that was the bottleneck, but rather the time evolution as
validation of the protocol. The former remain applicable
for arbitrary large system sizes and should similarly lead
to significant suppression of energy losses.
Conclusion and outlook. – In this work, it was ar-
gued that the adiabatic gauge potential can be efficiently
constructed as a series of variationally-optimized nested
commutators. This expansion can be constructed with-
out having to resort to exact diagonalization and remains
well-defined in many-body systems. Due to the simi-
larity between this series and the Magnus expansion in
periodically-driven systems, this expansion is easily real-
ized through Floquet-engineering, such that the resulting
approximate counterdiabatic/transitionless driving pro-
tocol can be realized via Floquet driving without intro-
ducing additional terms in the Hamiltonian. As illus-
trated on two-qubit systems and a non-integrable Ising
chain, a small number of terms can already result in a
drastic increase in fidelity in few- and many-body sys-
tems. This presents the usual trade-off in fast-forward
protocols, where an increase in fidelity can be obtained
provided precise control over the driving and access to
large interaction strengths is available [50–52].
Future applications and extensions are plenty. First,
while all current simulations were performed on spin sys-
tems, the method can immediately be extended towards
bosonic or fermionic models. Second, while the pre-
sented expansion of the gauge potential is particularly
convenient for CD driving (where only a single state is
involved), the exact gauge potential contains extensive
information about the geometry of all quantum states,
adiabatic deformations, integrability and its violations,
approximate conservation laws and many other proper-
ties, which can also be extracted from the current ap-
proximation. These methods should also allow for the
construction of approximately-conserved operators, and
the similarity of the proposed expansion to the Magnus
expansion allows for the realization of integrable gauge
potentials in analogy with integrable Floquet Hamiltoni-
ans [53].
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REGULARIZED GAUGE POTENTIALS
As one way of motivating the variational ansatz, the
adiabatic gauge potential (for fixed λ) can be rewritten
as
Aλ = lim
→0+
∫ ∞
0
dt e−t
(
e−iH(λ)t∂λH(λ)eiH(λ)t −Mλ
)
(1)
with Mλ = ∂λH =
∑
n |n〉 〈n|∂λH|n〉 〈n| cancelling the
diagonal elements by construction, similar to the integral
expression for the classical gauge potential [1]. This im-
mediately follows from the evaluation of the off-diagonal
elements
〈m|Aλ|n〉 = lim
→0+
∫ ∞
0
dt e−te−i(m−n)t 〈m|∂λH|n〉
= lim
→0+
〈m|∂λH|n〉
+ i(m − n) . (2)
From the Baker-Campbell-Hausdorff expansion, we can
write
e−iHt∂λHeiHt =
∞∑
k=0
(−it)k
k!
[H, [H, . . . [H︸ ︷︷ ︸
k
, ∂λH]], (3)
where the (real for real Hamiltonians) even-order com-
mutators will contribute to Mλ and the odd-order com-
mutators constitute Aλ. While the resulting geometric
series is not convergent for small , this hints at the use
of the nested commutators to reconstruct the gauge po-
tential.
A ‘gapped’ gauge potential A∆λ can alternatively be
defined as
A∆λ ≡ i
∞∑
k=1
(−1)k
k!
∆−2k [H, [H, . . . [H︸ ︷︷ ︸
2k−1
, ∂λH]], (4)
satisfying
〈m|A∆λ |n〉 = i
∞∑
k=1
(−1)k
k!
∆−2k(m − n)2k−1 〈m|∂λH|n〉
= −i1− e
−(m−n)2/∆2
m − n 〈m|∂λH|n〉 , (5)
acting as the exact gauge potential for all excitation fre-
quencies (m − n) above a gap ∆, and vanishing for ex-
citation frequencies (m − n) below ∆. Through the in-
troduction of a finite gap, a regularized gauge potential
can be expressed in terms of nested commutators, re-
maining well-defined in the thermodynamic limit, which
can then be used to strongly suppress excitations above
this gap, similar in spirit to Ref. [2]. In practice, this se-
ries summation will be truncated, where the variational
minimization is guaranteed to return the optimal series
coefficients.
Alternatively, the variational optimization can be
avoided if we only wish to approximate the prefactor
1/ωmn for a given range of excitation frequencies ωmn ∈
[∆min,∆max] for a given ∆min and ∆max. This could
occur in systems with a known gap or a given excitation
spectrum, where the counterdiabatic driving only needs
to suppress excitations in a known frequency window. In
this case, the fitting implicit in the variational procedure
can be replaced by a straightforward fitting of 1/ωmn to
a power series of a given order (see also the main text).
This can be done in various efficient ways, and has the
advantage that the gauge potential depends only on the
system through the given ∆min and ∆max, which might
outperform the variational gauge potential if the action
for the adiabatic gauge potential is dominated by excited
states, resulting in a potential that is not expected to
perform well for CD driving w.r.t. the ground state.
VARIATIONAL MINIMIZATION
The exact gauge potential can be found by minimizing
the action [3]
S(χ) = Tr
[
G†(χ)G(χ)
]
, G(χ) = ∂λH− i[H, χ], (6)
which is minimal precisely when χ = Aλ. This allows for
the construction of approximate local gauge potentials
by minimizing S(χ) in a restricted basis for χ, including
e.g. all local operators with a given support.
The results for the Figure in the main text are given
in Fig. 1, as compared with the variational results when
constructing the gauge potential in a local basis as
Aλ ≈
L∑
i=1
αa1a2...adi,i+1,...,i+d σ
a1
i σ
ai+1
i+1 . . . σ
ai+d
i+d , (7)
with αa1a2...adi,i+1,...,i+d the variational parameters and ai =
x, y, z, 0. While the variational procedure minimizes
S` = Tr
[
G2`
]
, the variational minimum is obtained when
[H, G`] = 0, such that the latter can also be used as a
measure for the resulting error. Despite only having a
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FIG. 1: Variational minimum for S` = Tr
[
G2`
]
and
resulting error in [H, G`] for Fig. 1 in the main text.
Everything is normalized by Tr
[
∂λH2
]
in order to be
system-size independent. The dotted lines denote the
results when constructing the gauge potential in a local
basis with support d = 1, 2, 3, 4.
fraction of the parameters in the local ansatz, it is clear
that the nested commutator ansatz can capture most of
the relevant local contributions to the gauge potential.
An additional interpretation can be given to the mini-
mization of the coefficients in A(`)λ . Taking χ = A(`)λ , we
can write G` ≡ G(A(`)λ ) as
G` = ∂λH+
∑`
k=1
αk [H, [H, . . . [H︸ ︷︷ ︸
2k
, ∂λH]], (8)
where the action can again be expanded in the eigenbasis
of H as
S(χ) =
∑
m,n
| 〈m|∂λH|n〉 |2
[
1 +
∑`
k=1
αkω
2k
mn
]2
. (9)
The resulting minimization leads to a linear set of equa-
tions∑`
k=1
αk
∑
m,n
ω2(k+l)mn | 〈m|∂λH|n〉 |2
= αl
∑
m,n
ω2lmn| 〈m|∂λH|n〉 |2, l = 1 . . . `. (10)
Defining the response function
Γλ(ω) ≡ Γ(ω, ∂λH) =
∑
m,n
〈m|∂λH|n〉2 δ(ω−ωmn), (11)
its moments follow as
Γ
(k)
λ =
∫
dω Γλ(ω)ω
2k, (12)
such that the linear set of equations can be rewritten as∑`
k=1
αkΓ
(k+l)
λ = Γ
(l)
λ , l = 1 . . . `. (13)
The left-hand side can be seen as the (2l + 1)-th mo-
ment of
∑`
k=1 αkω
2k−1Γλ(ω), the response function of
the approximate gauge potential, where the right-hand
side can be seen as the (2l + 1)-th moment of Γλ(ω)/ω,
the response function for the exact gauge potential, such
that the approximate gauge potential reproduces the first
` moments of the response function
Γ(ω,Aλ)(k) = Γ(ω,A`λ)(k), k = 1 . . . `. (14)
FLOQUET HAMILTONIAN
Here, we will calculate the matrix elements of the Flo-
quet Hamiltonian defined in the main text. Consider the
infinite-frequency limit of
HFE(t) =
[
1 +
ω
ω0
cos(ωt)
]
H(λ) + λ˙β(t)∂λH(λ), (15)
with
β(t) =
∞∑
k=1
βk sin((2k − 1)ωt). (16)
The leading-order contribution to the Floquet Hamilto-
nian can be obtained by first going to the rotating frame
w.r.t. ωω0 cos(ωt)H(λ) as
H˜FE(t) = ei
sin(ωt)
ω0
H(λ)HFE(t)e−i
sin(ωt)
ω0
H(λ) (17)
from
sin(ωt)
ω0
H(λ) = ω
ω0
∫ t
0
ds cos(ωs)H(λ), (18)
where we have assumed that H(λ) can be taken to be
constant during a driving cycle. In this way, the rotating
frame coincides with the lab frame at t = 0 and t = T .
The dominant contribution to the Magnus expansion is
given by the time-averaged Hamiltonian in the moving
frame as
H˜(0)F =
1
T
∫ T
0
dt ei
sin(ωt)
ω0
H(λ)HFE(t)e−i
sin(ωt)
ω0
H(λ). (19)
In order to continue, it will prove to be convenient to
express the matrix elements in the eigenbasis of H(λ),
where the off-diagonal elements are given by
〈m|H˜(0)F |n〉 =
λ˙
T
∫ T
0
dt ei sin(ωt)
(m−n)
ω0 β(t) 〈m|∂λH|n〉
= λ˙
∞∑
k=−∞
Jk
(
m − n
ω0
)
〈m|∂λH|n〉
× 1
T
∫ T
0
dt eiωktβ(t), (20)
3where the Jacobi-Anger formula has been used in order
to recast the exponential as a sum of Bessel functions
of the first kind. The integral then returns the Fourier
coefficients of β(t), leading to
〈m|H˜(0)F |n〉 = iλ˙
∞∑
k=1
βkJ2k−1
(
m − n
ω0
)
〈m|∂λH|n〉 .
(21)
Since the rotating frame coincides with the lab frame at
initial and final times, the resulting Floquet Hamiltonian
satisfies
〈m|H(0)F |n〉 = iλ˙
∞∑
k=1
βkJ2k−1
(
m − n
ω0
)
〈m|∂λH|n〉 .
(22)
The contribution to the diagonal elements is simply given
by the time-averaged H(λ), which can be assumed con-
stant within a single driving cycle, leading to the pro-
posed expression in the main text. The Bessel functions
can be Taylor expanded around zero, leading to
HF =H+ iλ˙
∞∑
k=1
βk
∞∑
m=0
(−1)m(2ω0)−2k−2m+1
m!(m+ 2k − 1)!
× [H, [H, . . . [H︸ ︷︷ ︸
2m+2k−1
, ∂λH]]. (23)
The first-order correction on this Hamiltonian can also
be calculated in the moving frame as
H(1)F =
1
2iT 2
∫ T
0
dt1
∫ t1
0
dt2 [H˜FE(t1), H˜FE(t2)], (24)
which can be expanded as
〈m|H(1)F |n〉 =
λ˙
2iT 2
(m − n) 〈m|∂λH|n〉
×
∫ T
0
dt1
∫ t1
0
dt2
[
(1 +
ω
ω0
cos(ωt1))β(t2)e
i m−nω0 sin(ωt2)
− (1↔ 2)
]
+
λ˙2
2iT 2
∑
l
∫ T
0
dt1
∫ t1
0
dt2β(t1)β(t2)e
i sin(ωt1)
m−l
ω0
× ei sin(ωt2)
l−n
ω0 〈m|∂λH|l〉 〈l|∂λH|n〉 .
(25)
This can no longer be exactly evaluated because of the
sum over the full Hilbert space, but it should be clear
that the O(T ) correction has two contributions deter-
mined by λ˙ 〈m|[H, ∂λH]|n〉 and λ˙2 〈m|∂λH|l〉 〈l|∂λH|n〉.
This first term results in a correction on the coefficients
in the dominant contribution, whereas the second term
introduces new interactions in the Floquet Hamiltonian
scaling as λ˙2.
EXAMPLES
In this Appendix, we explicitly calculate the single-
commutator expansion for the two-qubit systems in the
main text. First consider the two-level system
H = J (σx1σx2 + σz1σz2) + hz(λ− 1) (σz1 + σz2) , (26)
∂λH = hz (σz1 + σz2) . (27)
The first-order commutator is given by
[H, ∂λH] = −2iJhz (σy1σx2 + σx1σy2 ) , (28)
and keeping only this term in the commutator expansion
leads to
A(1)λ = 2α1Jhz (σy1σx2 + σx1σy2 ) . (29)
The single coefficient α1 follows from the operator G1 =
∂λH− i[H,A(1)λ ], given by
G1 = hz
(
1 + α14J
2
)
(σz1 + σ
z
2)
− α1(λ− 1)8Jh2z (σx1σx2 − σy1σy2 ) , (30)
leading to the action S1 = Tr
[
G21
]
as
S1 = 2h
2
z
(
1 + α14J
2
)2
+ 2α21(λ− 1)2
(
8Jh2z
)2
. (31)
Minimizing S1 leads to a linear equation for α1 and
α1 = − 1
4J2 + 16(λ− 1)2h2z
, (32)
resulting in the proposed gauge potential
A(1)λ = −
Jhz
2
(σy1σ
x
2 + σ
x
1σ
y
2 )
J2 + 4(λ− 1)2h2z
. (33)
For the three-level system, A(1)λ = iα1[H, ∂λH] can also
be exactly calculated. Starting from
H = −2Jσz1σz2 − h (σz1 + σz2) + 2hλ (σx1 + σx2 ) , (34)
∂λH = 2h (σx1 + σx2 ) , (35)
the relevant operators follow as
[H, ∂λH] = −8iJh (σy1σz2 + σz1σy2 )− 4ih2(σy1 + σy2 ),
G1 =
(
2h+ α1(32J
2h+ 8h3)
)
(σx1 + σ
x
2 )
+ 32α1Jh
2 (σx1σ
z
2 + σ
z
1σ
x
2 ) + 16α1λh
3 (σz1 + σ
z
2)
+ 64α1Jλh
2 (σz1σ
z
2 − σy1σy2 ) . (36)
Minimizing the resulting action then returns
α1 = − J
2 + h2/4
(4J2 + h2)2 + (2λh2)2 + (4Jh)2 + (8Jλh)2
.
(37)
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