We introduce a new method to show the continuity of the free boundary for problems in dimension two.
Introduction
A free boundary is a curve or a surface splitting a domain where a phenomenon is taking place into two subsets. Its position is an unknown of the problem at hand, as are the two subsets. To determine them one of the modern ideas on free boundary problems has been to introduce as unknown the characteristic function of one of them. The other should then be the complement. However, looking for the characteristic function of a set is like looking for the set itself and this does not make the task much simpler. Developing this idea further leads to enlarging the class of functions in which should be found this characteristic function, for instance to a subset of functions bounded between 0 and 1-see [5] . If the existence of a solution to the problem becomes easier to establish a delicate task consists in showing that the function found is really a characteristic function and to see if the set characterized by this function and its complement are separated by a curve. This is what we would like to address here for some class of problems. Let us now introduce a general setting that will fit then several applications.
Let Ω denote a piecewise smooth cylindrical open set of R 2 . More precisely, denote by γ , γ two functions from I = (a, b) into R and set
1)
2) 4) where Γ denotes the boundary of Ω . Let K (x) = K = (k i j ) be a two-by-two matrix with Here K (∇u) denotes the vector obtained by applying K to the vector ∇u, [u > 0] = {x ∈ Ω | u(x) > 0}: see [4, 10, 12] for an introduction and the notation on Sobolev spaces. We present a two-dimensional technique allowing us to show the continuity of the free boundary of such a problem. By free boundary we mean, roughly speaking, the set
where A stands for the closure of a set and
The set defined by (1.8) could be empty but a more precise definition of the free boundary will be given below. Such a problem-as we will see in the last section of the paper-arises in various contexts: for instance, the dam problem (see [1, 2, [5] [6] [7] [8] [9] ) or problems in aluminium electrolysis [3, 13] . It also should give new results in the framework of the two-dimensional continuous casting Stefan problem or in lubrication theory see [14] .
In Section 2 we show, under some assumptions on K and h, that the free boundary (1.8) can be described by a lower semicontinuous function. In Section 3 we show that this function is continuous. Then, as already mentioned above, we give some applications.
Lower semicontinuity of the free boundary
Let us start with some preliminary results regarding problem (1.7). Let us assume in this section that
We have denoted by h x 1 the partial derivative of h in the distributional sense and by h, K positive constants. Then the following proposition holds.
PROPOSITION 2.1 Let us assume that (2.1)-(2.3) hold. Let u be a solution to (1.7). Then one has 4) in the distributional sense: i.e. in D (Ω ). Moreover, one has also 6) in the distributional sense.
(∇ · v denotes the divergence of the vector v, χ [u>0] denotes the characteristic function of the set
Proof. To prove (2.4) it is enough to consider z ∈ D(Ω ) in (1.7)-recall that D(Ω ) denotes the set of C ∞ -functions with compact support in Ω and ±z is a test function for (1.7).
To prove (2.5), for δ > 0, denote by H δ an approximation of the Heaviside function, i.e. the function defined by
Then, for ξ ∈ D(Ω ), ξ 0 it is clear that ±H δ (u)ξ is a test function for (1.7). Thus we obtain
Letting δ go to 0 one obtains
This is precisely (2.5).
To get (2.6) one has by (2.4), (2.5)
in the distributional sense. That is to say, for any ξ ∈ D(Ω ), ξ 0 it holds that
Using the fact that
2). Thus we arrive at
By density this holds for any ξ ∈ H 1 0 (Ω ), ξ 0-replacing there ξ by ξ/ h one gets
This completes the proof of Proposition 2. 
Then a solution u to (1.7) satisfies the following properties:
Proof. Let us first show (ii). If u(x • ) > 0 by Remark 2.3 there exists ε such that
Then from (1.7) it follows that
By (2.6) one deduces that
By the maximum principle (see [12: p. 198 ]) it follows since u 0 that if u vanishes in D ε ∪B(x • , ε) then u vanishes identically there and this contradicts (2.12). This completes the proof of (ii).
To prove (i) it is enough to notice that if for some
This completes the proof of the corollary.
It is clear that φ(x 2 ) is well defined. Moreover, one has by (i) of Corollary 2.4 that
Our goal is now to show that the function φ is continuous. As we mentioned earlier, we suppose that Ω is piecewise smooth. In particular, we assume that
Then we can establish the following proposition. 
then by the continuity of γ it holds that
on a neighbourhood of x • 2 in (a, b) and the lower semicontinuity of φ follows. If now
Thus, by Corollary 2.4, one has (see (2.11))
Then, by (2.13),
This shows the lower semicontinuity of φ in this case and completes the proof of the proposition.
REMARK 2.6 In order for the free boundary to be defined by a function as in (2.13), the nonnegativity of h is necessary. Consider, for instance,
Then, if h denotes a smooth function in Ω such that
and if K denotes the identity matrix then
with e 1 = (1, 0). Thus (u, χ [u>0] ) is solution to (1.7) but the free boundary is composed of the two curves
Upper semicontinuity of the free boundary
Let us first start with some preliminary results (see [6, 8] ). 
Proof. If (3.1) holds one has χ = 1 a.e. in B(x • , r ) so that by (2.4) one has
Then the situation (3.1) is in contradiction with the maximum principle (see [12] 
Proof. Let us establish the result in the case of (3.2) the proof for (3.3) being identical. Denote by B + , B − the sets defined by
(This follows from the facts that ±ξ is a test function for (1.7) and u = 0 on B + ). Now on B + , by (2.4), it holds that
It follows that hχ is independent of x 1 in B + . From (3.5) and since χ = 1 on [u > 0], one deduces
Integrating the last integral, in
Thus, it follows from (3.6) that Let us now establish two preparatory lemmas. Let
Without loss of generality one can assume that
Then, let us set
where ∨ denotes the maximum of two numbers. Then, one has the following lemma.
Proof. In (1.7) let us consider the test function
where χ D denotes the characteristic function of D, H δ the function defined by (2.7). It is easy to see that, by (3.9), z is a suitable test function. Thus we get
(We used the fact that χ = 1 on [u > 0].) The second integral being nonnegative, leads to
Integrating the second integral in the x 1 direction gives
The result then follows by letting δ go to 0.
We then have the following lemma.
Proof. For δ > 0 small enough one sets
Then, since χ D α δ ρ is a test function for (1.7), we have
Using the fact that α δ is independent of x 1 and (3.12) one obtains
The result follows by letting δ go to 0.
From now on, we make the following assumptions on the matrix K . We suppose K smooth enough such that:
is Lipschitz continuous, nondecreasing in x 2 , (3.14)
for any α > x 1 the function 
where f is a function depending on x 1 only, all the above assumptions hold true provided, for instance, that (k 21 ) x 2 0.
We can now establish the following theorem. Proof. Due to Proposition 2.5 it is enough to show that φ is upper semicontinuous. Let ε > 0 be given and let x • 2 ∈ (a, b). We would like to show that
is a neighbourhood of x • 2 -this clearly will complete the proof. If φ(x • 2 ) = γ (x • 2 ) the result follows from the continuity of γ since
and the first of the above sets is open. So, let us suppose that
(We will come back at the end of the proof on the case where x • ∈ Γ 1 .) By the results of the previous section we have, of course, Due to the continuity of u (see Corollary 2.2) there exists a ball B(x • , ε ) in Ω with ε < ε and such that
As we will see later, we can assume without loss of generality that
The situation considered is described in Fig. 1 . Let us set
Then, we have the following lemma.
LEMMA 3.7 It holds that
Proof. Let us introduce q the function defined by
One has, of course, by (2.3) on the line
Since also u vanishes on the lateral boundary of D it is clear that
+ is a test function for (1.7). ( ) + denotes the positive part of a function. So, one gets
Using the definition of q one deduces easily that
Since (u − q) + vanishes on the horizontal parts of the boundary of D, one has by (3.14), (3.16):
Moreover, integrating in x 1 first, one gets from (3.15):
Thus from (3.29)-(3.32) one deduces
and the above inequality leads to (recall that
Let us consider now the function ρ defined by This reads
By (3.17), (3.18) we get
Thus (3.35) reads (recall that χ ∇u = ∇u and (3.14))
Combining (3.33) and (3.36) we obtain easily:
The integrand in the second integral above is equal to
since the matrix K is positive definite. Thus from (3.37) one derives that
This implies that u = 0 on D ε and completes the proof of the lemma.
Due to the lemma we have now shown that
that is to say (see (3.19) ) that
Next one sets (see Fig. 1 )
and one uses this point as the point x • before. That is to say, one can find a ball B(x • , ε ) in Ω such that ε < ε and
Moreover (see Proposition 3.2) one can find
Then, arguing as above, one can easily show that
that is to say we have now proved that (y 
to conclude. This completes the proof of the theorem. REMARK 3.8 It is possible to weaken the assumption (2.15). Indeed, we can assume only that γ is lower semicontinuous and γ upper semicontinuous. Ω is then defined as the interior of the set given in (1.1). REMARK 3.9 One can in fact show that χ is a characteristic function, i.e. one has
Indeed, consider for instance C a connected component of the set
One has u = 0 on C and thus by (2.4) (hχ) x 1 = 0.
It follows that in C, hχ is a function depending on x 2 only. Consider then a function z ∈ H 1 (Ω ), vanishing outside C and in a neighbourhood of ∂C ∩ Ω . One has, by (1.7), if z is nonnegative on
This implies that hχ = 0 in C and thus χ = 0 in C.
Applications

The dam problem
We refer the reader to [1, 5, 8] for details on the problem. We just describe it briefly. We consider a bidimensional porous medium given as in Fig. 2 . In Fig. 2 , Γ 3 = Γ 31 ∪ Γ 32 where Γ 31 is the part of the dam covered by the atmosphere, Γ 32 the part covered by water. Γ 1 ∪ Γ 2 is an impervious boundary for the medium (for instance). D is the medium. Then a solution of the filtration problem through this porous medium (see [1, 5, 8] ) is a couple of functions (u, χ) such that
u is the hydrostatic pressure in the medium, ϕ the outside pressure-for details see the literature quoted in [8] or [11] . Suppose that Γ 1 , Γ 3 are the graphs of function γ , γ defined on some interval. Consider a connected component of Γ 31 . This is the graph of the function γ on some interval (a, b). Define then Ω as in (1.1) and denote by Γ 1 , Γ 2 , Γ 3 the different parts of the boundary of Ω as in (1.2)-(1.4).
is a test function for (4.1) and it holds that REMARK 4.2 It is of course possible to handle more general cases including the case of a variable permeability matrix K or leaky boundary conditions. The reader is referred for instance to [9] . 
A problem in aluminium electrolysis
If Ω is the section of an aluminium electrolytic cell (see Fig. 3 ) one is led to the following problem. k is the diffusion coefficient supposed to satisfy k K > 0. T is the temperature in the electrolytic bath and T s is the solidification temperature. α, T c are some constants, dσ is the surface measure on the boundary of Ω , h is a function of x 2 only satisfying (1.6), (2.3) . This problem was introduced in [13] and [3] and we refer the reader to those references for the physical set-up of (4.4). Modulo the fact that the free boundary is of measure 0 the authors of [3] establish the existence and uniqueness of a solution to (4.4)-see also [13] . We would like to show that this is indeed the case and that the free boundary is a continuous function: of course, by free boundary we mean (with the same precautions as before) the set Thus (u, χ) is solution to (1.7). Assuming One can apply Theorem 3.6 and conclude to the continuity of the free boundary. For (4.10), (4.11) to hold we recall also the Remark 3.5.
