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SUMMARY
The projection-based reduced order modeling, typically requires access to the discrete
form of governing equations of the high-fidelity model. The projection is commonly done
on a subspace determined via POD. However when commercial codes are used as the high-
fidelity model, such an approach is not possible in general. Usually in such circumstances,
a POD+Interpolation approach is taken where the reduced state variable is directly inter-
polated to adapt for change in time/parameters. This thesis devices a method to develop
projection-based ROM with commercial codes, specifically CFD codes. The novelty of the
work is that it converts the original non-linear PDE system into a linear PDE system with
auxiliary non-linear algebraic equations which are then projected onto the POD subspace.
By such a linearization, it is shown that the governing equations can be extracted by di-
rectly discretizing the linear terms (which is easier compared to non-linear terms) at a com-
putational cost that scales linearly with grid size (N ). Other methods that exist to discover
governing equations from data, are known to also involve a similar or higher cost, while be-
ing tailored towards time-dependent systems. Finally, the ROM is posed as a constrained
optimization problem that can be solved cheaply. Since the thesis specifically addresses
static parametric systems, a database of such ROMs are generated for a pre-determined set
of parameter snapshots which are then interpolated by mapping them to the tangent space
of the manifold they are embedded in (manifold of symmetric positive definite matrices
in this case) to adapt for parametric changes. The method is tested on canonical PDEs
and flow past airfoils at subsonic and transonic flow regimes. A prediction error of < 5%
was achieved in subsonic cases in terms of the state, pressure distributions, lift and drag.
Under transonic conditions with moving shocks, the approach incurs higher error unless a
sufficiently dense snapshot distribution is used. Model parameters are identified and exper-
iments are conducted to determine settings that improve accuracy. The usefulness of the
method is also demonstrated on application problems in the many-query context - design
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optimization and uncertainty quantification. Overall, the strength and weaknesses of the





1.1.1 The many-query context
In the design of complex engineered systems specifically for aerospace applications, math-
ematical models that capture the general physical characteristics of the system are popular.
With the advent and constant rise of computing power, such models are preferred to phys-
ical testing during the early phases of design, since they are significantly cheaper on a
relative sense. However to take full advantage of such models, they have to be used in
certain many-query context where they have to be evaluated several times; see Figure 1.1.
Examples of such many-query context include design space exploration where, one might
be interested in evaluating the performance of a vehicle under different operating condi-
tions to assess the suitability of a design; design optimization where, one is interested in
finding the best design based on one or more objective functions under a certain parameter
space and similarly uncertainty quantification where, probability densities of system out-
puts are of interest. In each of these contexts, the number of times the model is evaluated
could be in O(1000) if not more. Such a budget of function calls might not be feasible in
most cases, despite the state of the art in computing resources. In such situations, a cer-
tain approximation of the model replaces the actual model. We are specifically interested


























Figure 1.1: A few examples of the many-query context in aerospace design. The focus of
the thesis is design optimization.
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1.1.2 Approximation models in aerospace design
Aerospace design optimization typically involves a high dimensional design space with
multiple local optima and/or noisy design variables. To ensure that the globally optimum
design is obtained, in addition to having robust and accurate optimization methods, it is also
important to use accurate high-fidelity models to search the design space. The search for
global optimum using high-fidelity models in engineering design optimization is typically
done using Surrogate Based Optimization (SBO) [1, 2, 3]. Surrogate models or Metamod-
els are developed by regressing a training data set generated via high fidelity models at a
pre-determined set of points and the optimum is searched within the surrogate model. There
is some sophistication available to this approach where the surrogate model can be adap-
tively developed such that more samples are concentrated in regions where the optimum is
likely to be found [1]. Such models are generally developed using data-fit approaches us-
ing parametric models such as Response Surface Methodology (RSM) [4], Artificial Neural
Networks (ANN) [5] or non-parametric models such as Kriging [6] and Radial Basis Func-
tions [7]. While they are easy to implement and assume simple functional forms that are
computationally cheap to evaluate, the limitations are that such models (i) suffer from the
curse of dimensionality (ii) do not account for the physics of the problem and hence are
not guaranteed to provide a certain definite level of accuracy [8] and, (iii) are not amenable
to computing the field variables 1. Another class of surrogate models that differ from the
data-fit models by being customizable to the physics of the high-fidelity models are called
physics-based metamodels. Their name is due to the fact that their formulation ensures they
satisfy the governing equations of the system [8]. Specifically, we refer to a class of mod-
els that capture the principal characteristics of a high-fidelity model (small and large-scale
non-linear phenomena) while only solving a smaller version of it, leading to significantly
improved computational efficiency while still offering similar accuracy. In the design of
1By field variables, we mean vector-valued variables that typically represent a scalar quantity (such as
pressure or temperature at a spatially distributed grid
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emerging aerospace technologies where the physics of system is complex (such as those
governed by a non-linear, coupled set of PDEs) and characterized by a high-dimensional
input space, such a model when carefully constructed, can offer superior accuracy within
known error bounds (see for instance [9, 10, 11]) and the computational efficiency compa-
rable to data-fit surrogate models.
Here, we take some care to distinguish the physics-based metamodels mentioned above
to low-fidelity model. A low-fidelity model on the other hand is indeed physics-based, but
satisfies some assumption-based simplified form of a high-fidelity model. For instance,
the panel method [12] or the vortex-lattice method [13] assume inviscid and irrotational
flow, which simplifies the solution approach to the governing equations but their validity
is questionable when the true flow-field might not necessarily be restricted to the inherent
assumptions. Often, such models neglect non-linear and small-scale phenomena in the
original system, as part of their simplification. While such models are still very useful
within the limits of their validity, they might also not offer the computational efficiency of
a typical surrogate model and therefore might not be suitable for a many-query situation
where there could be O(1000) function calls to the physics-based model. Often times,
a hierarchy of models is used which includes a high-fidelity (expensive) model and one
or more low-fidelity (cheap) models, and by applying domain knowledge the expensive
models are used only in regions of the design space where the cheaper models are unable
to capture the physics accurately enough. This is called the variable fidelity [14, 15, 16]
approach and is not addressed in this thesis since we assume here that only the high-fidelity
model is available to which we are interested in developing a physics-based approximation.
Therefore there is a need to develop models that do capture the underlying character-
istics of the true physics of the system while still being computationally cheap. In this
thesis, the focus is on physics-based models, that are suitable for real time analysis and
many-query problems such as design optimization, uncertainty quantification and optimal
control.
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Main motivation of thesis
The motivation for pursuing physics-based surrogate models in this thesis are due to 2
primary reasons (i) the capability to naturally approximate field variables without any
additional computation and (ii) the physics-based nature that captures the underly-
ing physical relationships between inputs and outputs accurately but at a fraction of
the computational cost. Therefore, if successful, this method would enable a computa-
tionally cheap design-space exploration that facilitates reliable decision making during
early phases of design by understanding system-level trade-offs. Such real-time analy-
sis and reliable decision-making under uncertainty forms the overarching objective we
wish to accomplish via the proposed approach.
1.2 Reduced Order Modeling
Reduced Order Models (ROMs) are a class of physics-based metamodels that develop a
low-dimensional representation of the high-fidelity model, the Full Order Model (FOM).
They fall under the general category called Reduced Basis Methods2, since they use a
linearly independent set of basis vectors upon which the FOM is projected to give a reduced
dimensional model, which can be solved directly for the state variables. The spatial and
temporal variation of the state variables of the system can be obtained by solving a much
smaller version of the FOM which is computationally cheaper, while still satisfying the
governing equations.
The fundamental assumption behind ROMs is that most of the variance of a high-
dimensional flow field is explained by a low-dimensional vector space spanned by a set
of orthonormal basis vectors. Therefore, by projecting the original governing equations
2However in the literature, reduced basis methods are used in the context of linear problems while reduced
order models are used in the context of non-linear problems.
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onto the space spanned by the basis set results in dimensionality reduction in terms of the
number of unknowns being solved for. To illustrate this, consider the discrete mathematical
model of a steady, parametric, PDE-governed system written in the form
R(u,θ) = 0 (1.1)
where u ∈ RN is the discretized vector of field or state variables, θ ∈ Rp is the vector
of parameters or design variables, N is the grid size and also the degrees of freedom of the
FOM and R : RN ×Rp → RN is the residual vector. Note that u implicitly is a function of
the design variables. The main ingredient of a reduced basis method is that it assumes the
state variable can be expressed as a linear combination of an appropriately chosen finite set
of trial basis vectors that span the subspace AM ⊂ RN
u = ũ(1)φ1 + · · ·+ ũ(M)φM = Φũ (1.2)
where, φi are the trial basis vectors, ũ(i) are the undetermined coefficients (also known
as the reduced state vector) and M << N is the number of basis vectors chosen, which is
problem dependent. While there are several choices to select the basis vectors, a common
and efficient approach is to choose a Lagrange Subspace [8] that is formed by using the
exact solutions of the FOM at a set of unique combinations of the design variables. That is,
Φ = span {u(θ1), · · · ,u(θM)} (1.3)
In forming the Lagrange subspace that is spanned by the basis vectors, linear indepen-
dence is necessary in order to eliminate redundancy and this is typically achieved via a
method such as the Singular Value Decomposition (SVD) [17] or Krylov Subspace Meth-
ods [18] or a combination of both [19]. The Proper Orthogonal Decomposition (POD)
[20, 21] is one such SVD based method that is commonly used in ROM development and










Figure 1.2: Schematic of the dimensionality reduction due to POD. In the left is shown a
representation of the original high-dimensional manifold that contains u and in the right
is the low dimensional hyper-plane (Φ due to POD), that is induced by the parametric
dependence of u. Figure inspired from multiple sources [9, 11]
fact that Equation 1.2 can be substituted into Equation 1.1 such that the true state variable
is replaced by its reduced form, which is easier (computationally faster) to solve. In other
words, we go from anN -dimensional space to a much smallerM -dimensional space due to
the dimensionality reduction. Further, the dimensionality reduction process finds a linear
embedding of the original non-linear manifold 3 that contains the state. This is schemati-
cally portrayed in Figure 1.2. Finally, the reduced state vector can be solved for in one of
two ways as discussed in the following subsection.
1.2.1 Projection vs Interpolation
The idea behind Equation 1.2 is that if the basis vectors Φ can be chosen such that they are
globally valid for the design space, then computing u ∈ RN can be reduced to a problem
of computing ũ ∈ RM ; M << N . When the numerical approach used to compute ũ
ensures that the governing equations of the FOM are satisfied, then we call such a model
3See chapter 2 for a definition of manifold
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physics-based.
The projection-based approach to reduced order modeling first substitutes u = Φũ in
the FOM. i.e.
R(Φũ, θ) = 0 (1.4)
Secondly, model reduction may be achieved by projecting the above system onto a suitable
test basis that span the subspace BM ⊂ RN in one of 2 ways which are briefly reviewed in
what follows.
Galerkin Projection
The Bubnov-Galerkin or Galerkin projection [22, 8, 23] assumes that the residual is or-
thogonal to the chosen approximation subspace, trial basis: Φ. i.e
ΦTR(Φũ,θ) = 0 (1.5)
Such an approach is an orthogonal projection scheme since it enforces orthogonality
between the subspace and the residual vector. Note that such an orthogonal projection
is essentially similar to the full-rank least squares problem; see for instance [24, 25]. It
projects the original N ×N system onto a M ×M system that can be solved directly in the
case of linear systems or iteratively (such as the Newton’s method) in the case of non-linear
systems.
Least Squares Petrov-Galerikin Projection
The Least Squares Petrov-Galerikin Projection (LSPG) scheme directly minimizes the L2
norm of the residual vector with respect to the reduced state variable. i.e.




When R(Φũ,θ) represents a non-linear system, the LSPG approach requires an equiva-
lent of the non-linear least-squares minimization [26] to solve for the reduced state variable.
As can be directly seen, the LSPG reduces the original problem with N degrees of freedom
into the reduced problem of M << N degrees of freedom, where ũ is the unknown.
The choice of the appropriate projection scheme depends on the specific problem under
consideration. Specifically, the properties of the system matrices that govern the FOM
determine the appropriate choice. The Galerkin projection is known to converge as the size
of the basis setM increases as long as the system matrix is Hermitian Positive Definite [27].
However, when the system matrix is non-Hermitian, the LSPG is a preferred choice since
it applies to generalized matrices [28]. Further, for certain choice of test and trial bases, it
can be shown that the LSPG projection on the original governing equations is equivalent to
the Galerkin projection on the normal equation (see Chapter 2).
Interpolation
On the other hand, an interpolation approach directly interpolates the reduced state vector,
ũ in the design variable space. Such an approach does not depend on the FOM and is similar
in characteristics to the general data-fit surrogate models that are applicable to black-box
systems, and therefore suffer from the same limitations that such models are subjected to,
as explained previously. In this thesis we focus solely on projection-based approaches. See
[29, 30, 31] for some examples on interpolation based ROM development.
1.2.2 Proper Orthogonal Decomposition
POD is known by different names: method of empirical orthogonal functions introduced
by Lorenz for the study of weather prediction [32], the Karhunen-Loeve expansion in the
fields of image compression, data analysis and stochastic processes [33, 34, 35, 36]. POD
was introduced in the context of turbulent flow modeling by Lumley [21] and have been
explored with the same goal by Sirovich [37, 38, 39], where it was used to characterize the
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coherent structures in the flow from wind tunnel measurements. POD has a special char-
acteristic of optimality in that it provides the most efficient means to capture the dominant
components of a process [40, 41, 42]. Given a state variable u ∈ RN which may be the
numerical solution of a PDE on a computational mesh of size N , the POD expresses u as





where, ũ(i) is the ith component of ũ ∈ Rk and are the coefficients of the basis expan-
sion. Denoting Φk = [φ1, ...,φk], the Equation 1.7 4 can be written as
u ≈ Φkũ (1.8)
Therefore, by substituting Equation 1.8 onto the original governing equations, we may
solve for ũ instead of u, which is more efficient since k << N . The POD basis is deter-
mined such that it minimizes the error between the state variable and its orthogonal projec-
tion onto Φ. Given M snapshots of the state variables U = [u1, ...,uM ] ∈ RN×M which















‖uj − (ΦΦT )uj‖22 (1.9)
where (ΦΦT )uj is the orthogonal projection of uj onto Φ and ΦTΦ = I. It can
be shown that [40, 41] the solution to the above equation is the same as the left singular
vectors of the snapshot matrix. That is,
U = VΣWT (1.10)
4Note that ’≈’ symbol is introduced here since the M (in Equation 1.2) is replaced with k, k < M
indicating that the trial basis set is truncated after k columns
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then Φk represents the first k columns of V ∈ RN×N . The L2 error in approximation
of the state variables due to the POD basis expansion is then given as
M∑
j=1






where σi are the singular values corresponding to the ith column of V and are also the
ith diagonal element of Σ. The POD step is followed by the projection step where the FOM
governing equations are projected onto the reduced set of POD basis thereby reducing the
original N ×N system into a k × k system where k is the dimension of the reduced POD
basis set. This is briefly discussed in the following section.
1.2.3 Projection Step
The projection step projects the original FOM onto the low-dimensional subspace spanned
by the POD basis vectors, forming the ROM [40]. Consider the discrete representation of
the FOM presented originally in Equation 1.1 in its expanded form
A(θ)u = f(u) (1.12)
where A(θ) ∈ RN×N is the linear differential operator that arises due to the discretiza-
tion of linear terms, θ ∈ Rp is a vector of design parameters and f(u) ∈ RN×1 is the
non-linear operator that arises due to the discretization of the non-linear terms and also
lumps the boundary condition discretization terms and source terms if present. Note that
in the above equation R = A(θ)u − f(u). This represents the full-order system with
N unknowns. The projection step now is carried out using either the Galerkin or LSPG
projections as explained early on. Therefore for an appropriately chosen test basis, Ψk the
projection step enforces orthogonality between the POD basis and the residual 5. Removing
5Note that Ψk = Φk leads to the Galerkin projection while Ψk = AΦk leads to the LSPG (which is
shown in chapter 2.
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the θ for convenience of notation, this is equivalent to
ΨTk (Au− f(u)) = 0 (1.13)




defining the reduced matrix Ã = ΨTkAΦk ∈ Rk×k,
Ãũ = ΨTk f(Φkũ) (1.15)
The above equation represents a reduced system with k << N unknowns that can be
solved efficiently.
1.2.4 Non-Linearity Treatment
The computation of the non-linear term (RHS in Equation 1.15 ) still involves operations
in O(N) (due to the product Φkũ) and renders the computation inefficient since it has to
be evaluated repeatedly in an iterative procedure such as the Newton’s method. However,
this can be overcome with methods that involve either a local linearization [43] or sub-
space interpolation methods such as Gappy-POD [35, 44, 45], Best Points Interpolation
Method (BPIM) [46] or the Discrete Empirical Interpolation Method (DEIM) [47]. The
subspace interpolation methods (BPIM and DEIM) expand the non-linear terms as a linear
basis expansion and with undetermined coefficients. The coefficients are then determined
by computing the non-linear term only at a small subset of ”best” or ”optimal” points; the
individual methods essentially differ only in the criteria used to select the points. Since
the subspace dimensionality of the non-linear terms is typically significantly smaller than
the model dimensionality (N ), it achieves significant computational efficiency. Such meth-
ods are specifically attractive for model-reduction due to its similarity in operation to the
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POD-based ROM development itself; essentially with an offline phase of collecting snap-
shots and determining orthonormal bases and an online phase of coefficient determination.
Secondly from an algorithmic point of view, their implementation blends in with the ROM
development without requiring detailed detours. In this thesis, we adopt the DEIM due to
its success in non-linear model reduction [48, 29] and its suitability to generalized non-
linear terms [49].
1.3 Literature Review
Before stating the objectives of this thesis, we briefly review the relevant literature.
1.3.1 General Applications
Model reduction for non-linear parametric systems is specifically suited for design opti-
mization and has been applied to a variety of aerospace design problems in the past decade
including aerodynamic inverse design and missing data re-construction [44, 50], proba-
bilistic aerodynamic analysis [51], aero-elastic applications [52, 53, 54, 51, 55, 56, 57,
58, 59, 60], aero-thermo-elastic applications [61, 62], reacting flow modeling [63], hyper-
sonic thermal protection system design [64, 48], turbomachinery [65, 66, 67], rotary wing
and prop-rotor aerodynamics [68, 69, 70] and supersonic flow modeling [71, 72, 73, 74].
In almost every instance, the ROM method was an intrusive projection-based approach
or a non-intrusive interpolation based approach. We intend to develop a non-intrusive
projection-based approach in this thesis.
1.3.2 Shape Optimization
The core application area in this thesis is Aerodynamic Shape Optimization (ASO) which
is a PDE-constrained optimization (see [75] for a quick introduction and associated chal-
lenges). In such problems, the governing equations of the FOM are constraints to be sat-
isfied (in addition to other constraints) which requires a high-fidelity function call each
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time the constraint is evaluated. A common approach to solving this problem is to use
adjoint-based sensitivities [76, 77, 78, 79] of the objective function in a gradient-based
optimization setting. However when a gradient-free optimization approach is of interest in
order to determine the globally optimal solution, using the FOM in-the-loop is not feasible.
Typically, data-fit surrogate models are used in such contexts [80, 3, 81, 82, 83, 84, 85]. A
well-constructed ROM finds a natural application here due to its capability of offering com-
parable accuracy to the FOM while being significantly cheap computationally. The idea of
using ROMs as surrogates in a PDE-constrained optimization setting has been attempted
in the past. For instance, Amsallem et al [86] evaluate the approach on a nozzle shape
optimization problem. LeGresley [50] and Bui-Thanh [44] demonstrated its application for
inverse-airfoil design and similar work has been done in [87, 88, 89, 27, 90]. Again, we
aim to demonstrate it with a projection-based ROM developed using black-box models and
use it with a gradient-free optimizer, which has not been done as of writing this document
to the best of our knowledge.
1.3.3 Non-Intrusive ROM
The current state of the art of ROM development is intrusive in nature since it requires
access to the governing equations of the FOM to construct the ROM. However, when the
FOM is solved using a black-box code such as commercial Computational Fluid Dynamics
(CFD) packages, the governing equations (in discrete form, as necessary for projection-
based approaches) are inaccessible, posing a hurdle to the ROM development.
This opens up a very fundamental question about the feasibility of reduced order mod-
eling, given a black-box code. This question is important because the need for commercial-
ization and protection of intellectual property has lead to high-fidelity models being widely
available as a black-box where the user only has control over passing inputs and parsing
the output. Therefore, if feasible, then reduced order modeling is expected to broaden its
scope significantly. This thesis attempts to answer this question primarily.
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It should be emphasized that there have been attempts in the past towards a non-
intrusive approach to ROM. The most commonly found approach to the author was to
use some-form of interpolation technique to determine the reduced state vector (see section
1.2.1). RBF is particularly suitable due to their linear structure and their ability to handle
scattered high-dimensional data; see [91, 31, 30] for examples of the use of RBF in re-
duced order modeling. A data-fit surrogate model, such as polynomial response surface or
artificial neural nets can be used in equal effect as the RBFs. However, interpolating the re-
duced state vector poses two challenges: (i) the interpolated value of (reduced) state has no
guarantee to still satisfy the governing equations. This is because the actual variation of the
state in the parameter space is unknown and highly problem dependent and hence might
not be captured by a generic function, and (ii) an adequately accurate data-fit surrogate
model requires a sufficiently rich training dataset. This means that the parameter space has
to be sampled densely which suffers from the curse of dimensionality in high-dimensional
problem. In such cases the cost of constructing an accurate ROM could outweigh the
benefits associated with using them in a design optimization setting. While, there are ad-
vantages to this approach such as ease-of-use and circumventing the model stability issues,
the author considers them in essence to be another data-fit surrogate model which inherits
their associated limitations. On the other hand, the projection-based approach to model
reduction ensures that certain reduced form of the FOM always does satisfy the governing
equations. While they do indirectly suffer from the curse of dimensionality, their physics-
based characteristic enables development of models with sound theoretical guarantees on
accuracy [10, 92] which is attractive from the perspective of using them in the design of
advanced next-generation aerospace concepts. Therefore, we revisit the original question
posed at the beginning of this subsection to ask if a projection-based reduced order mod-
eling approach is feasible with black-box codes?.
When it comes to projection-based model reduction, access to the governing equations
(system matrices, Eq. 1.12) is necessary. Therefore in the case of black-box models,
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these matrices should be inferred/approximated in some form. The recent emergence of
equation-free methods which infer the governing equations in a data-driven manner, such
as in [93], has shown that with machine learning tools and available domain knowledge,
the governing model can be constructed from the outputs it generate. Such an approach
works very well to infer linear systems and non-linear systems with low-order polynomial-
type non-linearities [94]. Further, there has been a recent revival of the Koopman the-
ory [95], which shows that even for non-linear dynamical system (in the state space), a
linear operator on a higher-dimensional observable space can be constructed with data (in
the form of observable snapshots). Such an approach then provides with system matrices
which can then be considered the governing equations upon which model reduction can be
performed [96, 97]6. However, such approach depends on trajectory data, i.e. snapshots
of the state/observables in time (in addition to parameter space). This thesis proposes a
method to overcome this limitation.
This thesis proposes a method that enables projection-based construction of ROMs
with black-box full models for steady, non-linear parametric systems with generalized non-
linearities. It specifically addresses the situation where there is knowledge of the governing
equations (domain knowledge 7), however there is no access to the source code that imple-
ments the numerical solution, which is typically required to perform model reduction. It
first represents the governing equation in terms of a set of observables, drawing from the
Koopman theory of partial differential equations [96]. Such a representation transforms
the governing equation into a higher dimensional but linear system, where the transformed
linear terms are acted upon by a linear operator. Secondly, the linear operator matrix A is
approximated via a direct discretization of the transformed equation. The method recog-
nizes that A is the discrete version of a few standard linear differential operators such as
6We discuss the Koopman theory and associated methods in a bit more detail in Chapter 2.
7Here by domain knowledge we mean that the governing equations in continuous PDE form is known.
If not, there is atleast partial knowledge about what linear and non-linear terms exist and the associated
differential operators that act on them. This would be more clear through the general formulation in Chapter 2
and specific examples in Chapters 3 and 4
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the gradient, divergence, laplacian and curl. Additionally, A requires only the computa-
tional grid and the parameters of the system which are always known. For a given snapshot
of the FOM (in terms of the observables) and the matrix A, the right-hand side, f of the
governing equations (which lumps the boundary condition and source terms) is recovered.
The overall method is summarized in the Figure 1.3. Note that the f now is independent
of the state since all the non-linear terms are cast in terms of an observable and hence is
suitable for a direct element-wise interpolation for parameter changes. This allows one to







𝐟 = 𝐀 × 𝐲
Black-Box
CFD Code
snapshots, 𝐲 Linear Operator, 𝐀




Linear transformation of 
the FOM
Figure 1.3: Flowchart of overall workflow. Note that certain closure equations are required
to augment the ROM as explained in Chapter 2
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A note on black-box models
In the context of this thesis, the black-box assumption of the high-fidelity model means
that beyond passing inputs and reading outputs, there is no additional control over the
high-fidelity model. Specifically, there is no access to the discrete form of the governing
equations necessary to perform projection-based model reduction. Further, we assume
that there are no Application Programmer Interface (API) available with the black-
box code which would facilitate access to the discrete form of governing equations
or the associated residuals. This assumption is specifically valid with the black-box
code (STARCCM+) used in this work at the time of writing this thesis. Under such
circumstances and with knowledge of the governing equations in continuous PDE form,
we show that the proposed methodology enables projection-based model reduction for
static, parametric non-linear systems available as a black-box.
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1.4 Thesis Objectives
The main objectives of this thesis are the following
1. To devise a methodology that enables projection-based reduced order modeling
of PDE-governed high-fidelity models available as a black-box.
2. To demonstrate the capability of the ROM to accurately predict the state space
and outputs of non-linear static parametric systems
3. To demonstrate the capability of the ROM to be used in many-query contexts
such as global optimization and uncertainty quantification
1.5 Thesis Contributions
The following are the main contributions of this thesis
1. Development of a framework that achieves objective-1. Such a framework is
customizable to any PDE-governed model available as black-box, given certain
requirements as discussed in Chapter 2
2. Demonstrate that the method can be constructed at a computational cost that
scales linearly with grid size N which is as good as other methods that exist in
literature to address similar problems
3. Perform extensive validation studies under different parameter settings and flow
regimes and identify model hyper parameters that are customizable for improved
accuracy
4. Demonstrate that the method offers orders of magnitude in computational cost-




The rest of the thesis is organized as follows. In Chapter 2, the details of each aspect of the
methodology are provided. The chapter concludes with a chart of the overall framework
and the associated algorithm. In Chapter 3, feasibility test of the method is performed us-
ing canonical PDE test cases. Chapter 4 performs detailed model validation under transonic
and subsonic flow conditions with two types of parameters namely: (i) flow paramters and
(ii) shape parameters. Strengths and weaknesses of the approach are demonstrated and
model parameters that affect accuracy are identified. In Chapter 5, the method is suc-
cessfully demonstrated on a few application problems involving design optimization and





The overall methodology developed in this thesis draws from several fields within applied
mathematics. Particularly, the following form the main building-blocks namely, the Koop-
man theory, finite volume method for discretization of PDEs, projection-based model order
reduction and finally interpolation of parametric matrices in tangent spaces to differential
manifolds. The Koopman theory forms the basis of the present approach where a linear rep-
resentation of the non-linear system is obtained. The finite volume method is the tool used
to discretize linear differential terms as they are well suited for unstructured computational
grids and are almost the standard in commercial CFD applications. The ROM interpolation
in this thesis draws from differential geometry in order to address the manifold-embedding
of the ROM system matrices. Such an approach is essential in ensuring the fundamental
properties of the system matrices are retained post-interpolation.
The proposed methodology is divided into 5 sequential steps as outlined in Figure 2.1.
As explained in the figure, the first 2 steps are the novel contributions of the proposed
approach which allows one to extract the governing equations of the non-linear static PDE
system. The projection step is typical of any model reduction method which achieves
the state-space dimensionality reduction via the POD as described in Section 1.2.2. The
interpolation step provides an efficient alternative to reconstructing the ROM for every new
parameter instance. Finally, the resulting ROM is solved via a suitable numerical method
since they represent a reduced version of the original non-linear static system.
This chapter describes each of the aforementioned topics in necessary detail while fur-
ther detail is presented in the Appendices when appropriate. The chapter concludes with
an overview of the computational complexity (offline cost) for the overall model devel-












• Linearization is achieved via Koopman theory. This is 
necessary for two reasons: (i) enable easy re-construction 
of governing equations and (ii) enable interpolation 
between parametric ROMs
• Discretization allows for extraction of linear terms of the 
governing equations. Therefore, linearization is necessary 
to proceed with this step
• The projection step achieves dimensionality reduction in
the state-space. POD offers an optimal subspace to project 
governing equations in reduced order modeling
• In parametric reduced order modeling, an interpolation 
step is necessary to circumvent the expensive projection 
step for every new parameter instance
• Since, the ROM represents approximate form of the 
governing equations of the high-fidelity model, a numerical 
solution approach is necessary to solve the ROM.
Steps Output Notes
Figure 2.1: Outline of the overall methodology. The Linearize and Discretize steps achieve
the discovery of the governing equations which are unique to the proposed approach in this
thesis to overcome the limitations of using a black-box for the high-fidelity model. The
remaining steps are typical of any projection-based model reduction method
many-query context. A summarizing flowchart of the methodology is presented at the very
end.
2.1 Koopman Theory
2.1.1 Koopman theory for Non-Linear Dynamic Systems
The Koopman Operator theory was originally postulated by Bernard Koopman in 1931 [95].
In a nutshell, this theory suggests that a linear representation of a non-linear dynamical sys-
tem is possible by appropriately transforming the state variables; however the transformed
linear system is infinite dimensional. In certain special cases, it has been shown to be
possible to extract a closed-form finite-dimensional linear system [98, 99], but this does
not generalize well to all non-linear systems. When such finite-dimensional linear trans-
formation is not possible, data-driven approaches via the Dynamic Mode Decomposition
(DMD) [100, 101] are used to get an approximation (such as in the least-squares sense)
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to such a linear operator. Recently, [102] has combined the Koopman and DMD to apply
them towards non-linear model order reduction. In this thesis, the Koopman theory is of
interest specifically due to the linear representation it provides. However, rather than us-
ing the DMD, we use the under-determined linear representation of the Koopman operator
in combination with a set of algebraic equations in the form of non-linear constraints to
provide closure.
We begin by defining the Koopman theory stated as follows
Definition 1. (Koopman Theory [95])




where u ∈ RN is the state variable and N is a non-linear operator. As it is, u is in
a non-linear manifold,M. The Koopman operatorK acts on a set of scalar observable
variables, g which comprise the vector g such that g :M→ R so that
Kg(u) = g(N(u)) (2.2)
Essentially Definition 1 means that, the original system defined by the state variable u
which is inherently in a non-linear manifold, can be represented as a linear system when
defined in terms of the observables. The Koopman operatorK offers this mapping between
the non-linear manifold and the linear space. This way, the Koopman operator defines
an infinite dimensional but linear operator that still describes the dynamics of the original
system. That is, given the following evolution of the state for a non-linear dynamical system
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with the evolution map, F and with t as the time parameter
ut+1 = F(ut) (2.3)
The Koopman operator is defined as
Kg = g ◦ F (2.4)
where ◦ represents the composition operator. This means that,
Kg(ut) = g(F(ut)) = g(ut+1) (2.5)
which gives the linear evolution
gt+1 = Kgt (2.6)
Therefore, an infinite dimensional but linear map, K exists for a non-linear system.
Further the recently developed Koopman Theory of PDEs [96] states that upon judicious
choice of a set of scalar observables that are functions of the state variables, the original
non-linear dynamical system can be exactly represented by some higher dimensional but
linear system. Such a closed-form finite dimensional linear representation of a non-linear
system is not always possible as mentioned earlier. However, it has been shown [97] that
a finite dimensional approximation, K to K is possible. Such an approach takes a machine
learning approach by considering a large dictionary of functions of the state variables as
candidate observables (typically chosen based on domain knowledge) and finds the best set
from data (snapshots) in the least-squares sense. Additionally, [94] have shown that such
a method converges to the actual governing equations (in terms of the linear and non-linear
operators) with sufficient trajectory data.
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2.1.2 Koopman theory for Non-Linear Static systems
This work draws from the Koopman theory only in the sense that it represents the under-
lying steady non-linear parametric system as a linear system in terms of the observables.
In this regard, the present method assumes knowledge of the governing equations1 of the
FOM, and each non-linear term and input is assigned to a unique observable. This leads
to a transformed system in terms of observables which typically out-number the original
system in terms of the state variables. Also, since the present work focuses on static para-
metric systems, there is no trajectory data and hence an approximation to the Koopman
operator as in the Extended-DMD [97] is not possible. This leaves with a linear, under-
determined system, which needs to be closed with additional equations as will be shown in
what follows.
Consider a static non-linear system of the form
N(u) = 0 (2.7)
where N represents a non-linear operator on the state variable u. Let g(u) represent an
observable that is a function of the state variable, u. We state that
N(u)→ L[g(u)] (2.8)
where, L is a linear operator acting on the observables. Discretizing the above equation,
we get
L[g(u)] ≈ Ag(u) + ba = 0 (2.9)
Where, ba represents a vector that arises due to the discretization of the boundary con-
1Note that the assumed knowledge refers only to the continuous form of the governing equations and not
the discretized form which typically require access to the source code of the computational implementation
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Figure 2.2: Graphical representation of the present methodology. The original non-linear
static system is transformed to an under-determined linear system with closure
ditions, lumps the source terms if present and is also the RHS of the FOM. Note again
that since each non-linear term is transformed into an observable, the RHS (−ba in Equa-
tion 2.9) no longer depends on the state u and hence Equation 2.9 is a linear (but under-
determined) system. Setting g(u) → y and −ba → f , leads to the transformed linear
system
Ay = f (2.10)
We intend to develop the ROM for Equation 2.10 and hence the snapshots are collected
in the observable space, y.
In the present work, we differ from the traditional Koopman-DMD for dynamical sys-
tems by not using any trajectory data (we address static systems). Secondly, the linear
operator of the transformed equation is directly approximated by discretizing the linear dif-
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ferential terms through a suitable discretization method such as the finite volume method.
This operator, applied to a snapshot of the observables itself gives the RHS of the govern-
ing equations that lump the non-linear terms, boundary conditions 2 and source terms if
present. This way, the present work obtains a linear representation of the governing equa-
tions, which is comparatively easier to work with. However, transforming the state-space
to observable-space to obtain a linear system does not necessarily form a closed linear sys-
tem [99, 96, 98] that is consistent with the original non-linear system. And therefore lastly,
this work differs in that the linear system is closed with a set of non-linear constraints that
establish consistency between the original state variables and the observables. In essence,
the state-observable transformation is the only step that is drawn from the Koopman theory.
Finally, the model reduction is performed on the transformed equations (the right hand side
of Figure 2.2). This is explained in the following section.
2.1.3 Heuristic to apply Koopman theory for static systems
The practical implementation of the Koopman theory in the context of the method
proposed in this thesis is summarized by the following heuristic
1. Identify all primitive variables of the system. Note that a primitive variable is
independent of any other variable of the system. In a system of S coupled PDEs,
there are S primitive variables.
2. Map every term in the PDE system that is a function of one or more primitive
variables, into an observable. Note that this includes the primitive variable them-
selves if they occur stand-alone in the system. In a linear PDE, such a mapping
leaves the system unchanged. In a nonlinear system, such a mapping transforms
the system to a linear system.
2The present method allows an explicit specification of boundary conditions as part of the construction of
the linear operator. However, in order to keep the overall method non-intrusive they are lumped to the RHS
as mentioned.
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3. Re-write the PDE system in terms of the observables.
The steps outline above are illustrated in examples in Chapters 3 and 4.
2.2 Model Order Reduction
We begin by representing the FOM in the transformed observable space as
Ay = f (2.11)
where, g(u) is replaced with y and f can have parametric dependence but is independent
of the state. The observables y = [y1, ...,yO]T , where O is the total number of linear and
non-linear terms in the FOM and also the total number of observables. For a FOM that is
a system of S coupled PDEs, note that O ≥ S always and O > S for a non-linear system.
Therefore the observables can be written
y = [y1, ...,yS,yS+1, ...,yO]
T
As evident from the previous equation, a side effect of representing the FOM in terms
of observables is that it can increase the dimensionality of the system. In this work, we add
algebraic equations that establish the non-linear consistency relationship between certain
observables and the rest in order to provide closure to the under-determined system. These
constraints are of the form
hi(y) := yS+i − f(y1, ...,yS) = 0, i = 1, . . . , O − S (2.12)
Equation 2.12 along with the transformed FOM in Equation 2.11 together form a closed
system upon which model reduction is performed. Denoting Φi ∈ Rki×ki to be the reduced
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 ∈ RON×k (2.13)
where k = k1 + . . . + kO and ỹ = ΦTk y. Note that the POD basis for each observable























where y(j)i is the jth snapshot of yi and the POD basis vectors are obtained from the
thin-svd of Yi. Since the full system is non-square (due to introduction of observables), a
suitable choice for the test basis for projection is Ψk = AΦk. Note that this choice of the
test basis is equivalent to a galerkin projection (Ψk = Φk) on the normal equations. i.e. on





Setting f̃ = ΦTkA
T f ∈ Rk and B̃ = ΦTkBΦk ∈ Rk×k, this leads to the reduced order
model
B̃ỹ = f̃ (2.16)
The ROM given by Equation 4.6 represents a k × k system which is rank-deficient
since it was obtained through an outer product of two rectangular matrices and is solved
along with the constraints presented in Equation 2.12, posed as a constrained optimization
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s.t. h(y) = 0
(2.17)
where h(y) is a non-linear function (as shown in Equation 2.12) that represents the
relationship between observables and is problem dependent. In the subsequent chapters,
these constraints are illustrated for specific application problems. The main hypothesis of
this work is that the ROM given by Equation 4.7 still approximately satisfies the governing
equations and this is verified in the Chapters 3 and 4. The optimization problem in Equation
4.7 needs special treatment to handle the non-linear constraint which still depends on the
full state of observables, and is efficiently done using the DEIM which is briefly reviewed
in Appendix B but further details can be obtained from [47].
2.3 Finite Volume Method
As previously mentioned, the matrix A in the present method is directly approximated
via discretization of the linear terms. A finite volume based approach [103] is used for
the discretization due to its suitability to complex geometries with arbitrarily shaped cells.
The final matrix A itself is composed of several matrices each of which represents the
discretized form of the linear differential terms present in the governing equations of the
FOM. This discretization step forms the most dominant step (in terms of computational
cost) of the model building process with the current approach.
In this work, we take the cell-centered finite volume approach where the dependent
variable is stored in the cell centers. In this subsection as an illustration we briefly review
the discretization of the (i) 2D diffusion operator ∇ · (Γ∇) which reduces to the laplacian,
∇2 when Γ = 1 and the (ii) 2D gradient operator.
30
2.3.1 Diffusion Operator
Consider the linear diffusion term is given by
Lu = ∇.(Γ∇u) (2.18)
where the diffusion coefficient Γ = Γ(x, y) is independent of u. Integrating the above





where ds is the face area and n̂ is the local surface normal of the face. Assuming that
the computational mesh consists of only polygonal faces, each face of a cell has a unique





Γf (∇u)f .n̂fAf (2.20)
where the summation is over the faces of a given cell (subscripted by f ), Γf is the
diffusion coefficient at the interface f and Af is the face area (length in 2D). The face-
center values of diffusion coefficient are obtained from the cell-center values via a linear
interpolation (where the interpolants wf are inverse distance weighted) as
Γf = wfΓ0 + (1− wf )Γ1
Now it is a matter of discretizing the RHS of Equation 2.20. Consider two adjacent
cells as shown in Figure 2.3a. Here, the center of the cell upon which the discretization is
carried out is denoted as ’0’ and that of its neighboring cell as ’1’. The cell centered values
of u are denoted as u0 and u1 for each of these cells respectively. The vector connecting the
cell centers is denoted~l and that connecting the vertices of the interface f is ~tf and n̂f is the




(a) Computation of fluxes at cell interface (b) Distance-weighted interpolation of node val-
ues
Figure 2.3: Finite volume cells
a unit vector. Finally, δ = ~l.n̂f and since n̂ and t̂ form an orthogonal set of coordinate
vectors, the gradient can be written as
(∇u) = [∇u.n̂]n̂+ [∇u.t̂]t̂ (2.21)
At the face f , taking the dot product of (∇u)f with ~l we get
(∇u)f .~l = [∇u.n̂f ]δ + [∇u.t̂f ]t̂f .~l (2.22)
Using taylor series to expand u0 and u1 about uf and subtracting we get












(y1 − y0) = (∇u)f .~l (2.23)
i.e.
(∇u)f .~l ≈ u1 − u0 (2.24)
In the above equation, the coordinates of the cell centers ′0′ and ′1′ are (x0, y0) and
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. For structured cartesian meshes certain unstructured meshes such
as those with equilateral triangular cells, the tangential flux term vanishes and the above
expression reduces to standard central differencing. So now we proceed to discretize JT .










|~tf | is the length of the face connecting vertices a and b in Figure 2.3a. Therefore, the







In the above equation, since we know the vectors t̂f and ~l, their dot product is directly

















where, uk(f) represents cell centered values of all the neighbors of cell ’0’. The terms
(ua, ub) in the evaluation of the tangential flux are node-based values (at nodes a and b) and
are explicitly treated as the distance-weighted average of all the neighboring cell-centered
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where i = 1, 2, 3, ... represent the cells surrounding vertex v. The actual number of
neighboring cells for a vertex depends on the type of mesh and its location near or away





where di is the distance of cell center of neighbor cell i to node v.
It should be noted that the faces containing boundary condition information are as-
sumed to be lumped by the RHS vector f . In the finite-volume method, this approach is
consistent for a pure Neumann type boundary condition where the flux at the boundary is
a known quantity but for other types of boundary conditions this introduces some error in
the approximation of the matrix A. However, with knowledge of the boundary conditions,
a more accurate approximation of A can be obtained via the present approach.
2.3.2 Gradient Operator
Consider the gradient operator in 2D given by













byGx andGy respectively so that the discretization
can be separately developed for each of them. We begin by applying the Gauss-Divergence






where uf is the face-value of the variable u. Just as before, for polygonal cells, the









uf · n̂fAf (2.34)













where the subscripts ′xf ′ and ′yf ′ denote the x and y components of the variables. Fi-
nally, the face-values are approximated from the cell-center values via an inverse-distance
weighted interpolant as explained for the diffusion operator. We don’t repeat the entire dis-
cretization process here since they are almost exactly same as that of the diffusion operator.
2.4 ROM Interpolation
Projection-based model order reduction generally entails an expensive off-line phase of
constructing the reduced order system and is also the approach taken in this thesis. How-
ever in the case of parametric systems this step has to be repeated for every unique combi-
nation of the parameters whose cost might outweigh the benefits that could be potentially
reaped from ROMs particularly in many-query and real-time analysis contexts. A natural
solution for this problem is to generate a database of ROMs for various snapshots of the
parameters and interpolate among the reduced system matrix snapshots to predict the state
at new parameter instances. The interpolation of matrices for parameter variations is not
trivial since it cannot be done element-wise as if each each element of the matrix was an
independent scalar. The main reason is that if the matrix snapshots have special properties
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(such as orthogonality, symmetry or positive definiteness) then such an interpolation is not
necessarily guaranteed to result in a matrix that retains such properties - thereby modifying
the inherent behavior of the linear system to be solved.
A geometrical explanation of the un-suitability of interpolating matrices directly element-
wise is that they are embedded in a curved space as opposed to a flat (Euclidean) space and
hence a direct interpolation might lead to a new matrix that does not belong to the em-
bedding; see Figure 2.4 and Appendix F for a simple illustration. Intuitively therefore, a
certain mapping of the matrices to a locally defined hyperplane is necessary to ensure in-
terpolation is done in a Euclidean space, following which the matrices are mapped back
to the manifold. Such curved spaces where the matrices may be embedded are called a
Manifold (to be defined later in this chapter) and given certain conditions, a tangent space
to the manifold can be locally defined. Further, mapping between the manifold and its
locally defined tangent space are defined via exponential and logarithmic functions of the
matrices. In this section, we provide the necessary preliminaries on differential manifolds,
matrix functions followed by the procedure to interpolate matrices by projecting them to
locally defined tangent spaces. As mentioned previously, interpolation forms an integral
step in leveraging the full-potential of ROMs in real-time and many-query contexts.
2.4.1 Euclidean Space
The concept of the Euclidean space is to be introduced in order to properly define a man-
ifold. In a very general sense, the Euclidean space is considered a flat space where any
two geometrical shapes are equivalent if one can be converted to the other through a series
of translations, rotations and/or reflections. Such operations are carried out using vector
operations such as addition and inner product. In other words, a Eulcidean n-space is a
vector space Rn with a well-defined inner product [104], such that metrics such as distance







(interpolated matrix need not
retain manifold embedding)
Figure 2.4: A graphical representation of a manifoldM and the embedding of parametric













Figure 2.5: A graphical representation of a manifoldM and the associated tangent space.
Mapping of matrices to the tangent space precedes interpolation
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Definition 2. (Euclidean n-Space Rn)[105]: is defined as the set of all n-tuples
(x1, . . . , xn) of real numbers xi with element-wise addition and scalar multiplication
defined as x+ y = (x1 + y1, . . . , xn + yn) and ax = (ax1, . . . , axn) respectively; and
a notion of vector lengths defined via the 2-norm ‖x‖2 =
√
(x1)2 + . . .+ (xn)2
Within the context of ROM interpolation which involves vector addition and scalar
multiplication, it is convenient if the interpolation is carried out on a Euclidean space.
2.4.2 Manifold
A manifold can be thought of as a space which locally looks Euclidean meaning that every
point in a local neighborhood can be mapped 1:1 (also known as Homeomorphism [106])
to a flat space. A simple illustration is that the earth has an approximately spherical shape
but, locally every surface of the earth looks flat. Therefore the following definition is given
to the manifold.
Definition 3. (Manifold) [106]: A topological n-manifold,M is locally Euclidean of
dimension n if every point p ∈ M has a neighborhood U such that there is a homeo-
morphism φ from U onto an open subset of Rn. The pair (U, φ : U → Rn) is called a
chart.
The term locally homeomorphic means that each local neighborhood inM is devoid of
any self-intersections and therefore can be mapped to a Euclidean space; see Figure 2.6.
Having defined a manifold, a differential manifold is one in which at every point, there
exists a tangent space, which is also a vector space. The tangent space has a well defined
inner product to quantify the distance and angle between vectors. Such a manifold that has a




Figure 2.6: (Re-created from [106]) An example of a manifold is the cusp (left) where
every neighborhood (including the vertex) can be locally mapped to a Euclidean 1-space.
This is not true in the case of the cross (right) where at the intersection a unique mapping
to Euclidean space is not possible.
a differential manifold and is called Riemannian [107]. Recall that we are interested in the
tangent space to a manifold because it is a vector space on which regular interpolation can
be performed. However a mapping of points between the tangent space and the manifold
(and vice versa) needs to be defined. We begin by defining the tangent space to a differential
manifold.
Definition 4. (Tangent Space): Given a point p in a manifold M, the tangent space
toM at p, Tp(M) is defined as a vector space in which each vector is a directed line
segment anchored at p
In order to define the mapping between the manifold and its locally tangent space, the
following results from differential geometry are useful. A Geodesic, Y is defined as the
shortest path between 2 points on a differential manifold [108, 104]. It is also known
to be a trajectory (Y(t)) associated with a 2nd order ODE, and is uniquely defined by an
initial position Y(0) and initial derivative, Ẏ(0). With Y(1) defined as the final point of the
geodesic, the following result is presented below
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Proposition 1. (Geodesic Path): The final point of a geodesic is related to the initial
point via the following exponential relationship
ExpY(0)Ẏ(0) = Y(1)
What Proposition 1 states is that the location of some point on the manifold within a
certain neighborhood, is related to another point via the geodesic connecting the two points.
Further, it is related to the tangent (first derivative) of the initial point of the geodesic via
an exponential relationship. Therefore, by fixing a certain anchor point on the manifold
(the initial point of the geodesic) other points within a certain neighborhood can be related
to the common anchor point via this relationship. Further, these points on the manifold
connected via their respective geodesics to the anchor point can be projected to the tangent
plane defined at the anchor point via a logarithmic mapping. As a natural consequence of
this result, the inverse mapping (tangent plane to manifold) is one that is exponential. Such
a mapping acts on the matrices themselves, and hence the concept of functions of a matrix
are now introduced.
2.4.3 Functions of Matrices
Matrix functions are non-trivial in the sense that they are not a direct extension of scalar
functions - for instance, the exponential of a matrix is not the same as the element-wise ex-
ponential of the matrix [109]. In what follows, we define three important matrix functions
that are relevant to this thesis namely (i) the matrix exponential, (ii) the matrix logarithm
and the (iii) matrix square root.
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Exponential Mapping
As stated before, the exponential mapping maps points on the tangent space to a manifold
to the manifold itself. The exponential of a matrix, eA is defined for any non-singular
A ∈ Rn×n as follows







where A0 = I.
Such a series is known to converge as long as A is non-singular. In terms of computing
the logarithm itself, we use the scaling and squaring method with Pade approximant given
by Higham [109].
Logarithmic Mapping
The logarithm of a matrix (B = LogA) is the inverse transform of the exponential and
satisfies the definition A = eB. For a square matrix A, the inverse is defined as








Unlike, the matrix exponential, the logarithm of a matrix (i) is non-unique (ii) does not
always exist and (iii) is not guaranteed to converge always. However when B is invert-
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ible, ‖B − I‖ < 1 and the eigenvalues of B do not lie on R− then the infinite series in
Equation 2.38 is guaranteed to converge to the unique principal logarithm [109, 110, 111].
Square Root of a Matrix







(t2I + A)−1dt (2.39)
As for the computation itself, we use the Schur method [112, 113, 109].
2.4.4 ROM Interpolation on the Tangent space
Now that we have reviewed the preliminaries of differential geometry and matrix functions,
we illustrate the interpolation of the ROMs in the context of this thesis. The matrix B̃ in
Equation 4.7 is known to be symmetric positive definite. This is because, B̃ = ΦTATAΦ
and the co-variance matrix ATA is symmetric positive semi-definite (see [25], sec. 5.3 ).
Additionally, multiplication by orthogonal matrix Φ of rank k where k < rank(A) ensures
B̃ is symmetric positive definite. Therefore, the we are seeking a tangent plane to the
manifold containing the set of all symmetric positive definite matrices of a specific size to
perform our matrix interpolation.
Symmetric positive definite matrices of size n × n form a special group called the
SPD(n) [114, 107]. Also, for the set of all SPD matrices Bn ∈ M, the tangent plane is
the set of all symmetric matrices, B′ [107]. The geodesic connecting two points B1 and














Any metric defined on the SPD(n) for any two matrices uses the following functional
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which leads to the following results for the exponential and logarithmic mapping for
SPD(n) [114]. In the following propositions, B̃0 is the anchor point and B̃′ is the point
whose mapping is desired
































The results presented in Equations 2.42 and 2.43 are used in this work to perform the
tangent space interpolation.
2.4.5 Multivariate Lagrange Interpolation
Upon mapping to the tangent space, the interpolation of the ROMs are performed element-
wise using polynomials in lagrange form [115, 116]. Note that only when the matrix B̃
has parameter dependence (as in models with shape parameters) interpolation is necessary
and is performed in the tangent space to manifold. In cases where there are only flow
parameters (such as mach number and angle of attack), only the RHS f̃ is required to
be interpolated which is done in the Euclidean space. The procedure to interpolate with
lagrange polynomials for a general multivariate case is briefly discussed as follows.
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We are interested in constructing a degree n polynomial of anm-variate function f(x), x ∈





points. Therefore, there needs to be atleast % snapshots






In Equation 2.44, `i(xi) = 1 and `i(x 6= xi) = 0 which gives f(xi) = fi and hence
interpolating the true function. Before generalizing the interpolation to the multi-variate
case it is easier to see the uni-variate case where xi = xi. For a degree n polynomial, the







where, when x = xi, `i(xi) = 1 and f(x) = fi; when x 6= xi, `i(xj) = 0 at x = xj .
Notice that Equation 2.45 includes terms of all integral powers of x from 0, ..., n. To
generalize this aspect to the multi-variate case, we make use of the convenient idea (more
so from a computational implementation point of view) of ordered partitions (see [117]
for an introduction). For an integer i, an ordered partition is a set of non-negative integers
≤ i whose sum is i. More specifically, an m dimensional ordered partition of an integer i
is the set of all m tuples of non-negative integers that sum to i. For an m variate lagrange
poynomial of order n, we would require all ordered partitions of all integers in [0, n]. i.e.
vectors of dimension m whose sum is ≤ n. These integer partitions allow us to generate
the family of polynomial bases for a given m and n as will be shown below. An nth degree
lagrange polynomial of m variables has exactly % such ordered partitions; we denote them
e1, . . . , e%, ei ∈ Zm,
∑m











where [x]ei ∈ Rm denotes the element-wise exponential of x with ei as in [xei11 , . . . , xeimm ].
Note that in Equation 2.46, the fi and any scalar coefficients of the x′is in Equation 2.44
are lumped in βi. Since there are % interpolating points in total, there are % such equations
as Equation 2.46 in % unknowns. Therefore, constructing the interpolant is equivalent to





















and f = [f1, . . . , f%]T . The interpolation is summarized by the Algorithm 1 below and
an illustration is provided in Appendix E.
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Algorithm 1 Multivariate Lagrange Polynomial Interpolation
Input: x, x̂,f ,m, n
Output: f̂





2: if % < size(x, 1) then
3: return
4: end if
5: Choose % points from x
nearest neighbors to x̂
6: Generate % ordered m partitions of integers in [0, n],
[e1, . . . , e%]
T = genPartitions(n, m)
7: Construct X matrix (Eq. 2.47)
8: Solve Xβ = f
9: Interpolation at x̂
f̂ = [
∏
[x̂]e1 , . . . ,
∏
[x̂]e% ] · β
2.5 ROM Solution Method
2.5.1 Sequential Quadratic Programming
The solution of the ROM is obtained via the Sequential Quadratic Programming (SQP).
When it comes to constrained optimization with continuous variables, the SQP method is
very popular [118]. The general idea is that the lagrangian function (which combines the
objective function and constraints) is locally approximated as a quadratic program using
the gradient and hessian information. Similarly the constraints are locally linearized. Such
a quadratic objective function with linear constraints form a quadratic program. This is
treated as a sub-problem that is solved at every step to find the new point along the search
direction. See [119, 120, 121, 122, 123, 124] for further details.
From the computational implementation point of view, there are several parameters
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Table 2.1: SQP parameters used in ROM solution
Parameter value
Max. Func. Evals 4E+6
Max. Iters. 500




Initial Point. nearest neighbor3
to the optimization algorithm that influence the overall convergence. These include (i)
initial guess (ii) tolerance (iii) function evaluation limits and (iv) iteration limits. These
are summarized in Table 2.1 which was fixed for all computations. Finally, the objective
function and constraints are normalized for better conditioning of the problem.
In Table 2.1, Step and Objective Function tolerance refers to the relative change in the
search distance and the objective function between successive iterations respectively. The
Constraint tolerance refers to the upper bound of the magnitude of any constraint function
at the search point. The Optimality tolerance refers to the infinity norm (maximum value)
of the lagrangian at each step. The parameters are determined on several trials with the
method for different problems and choosing those values that gave best results.
2.6 Computational Cost
The overall computational cost is dominated by the offline phase where the model is built.
In this section, we aim to provide an estimate of the computational cost in terms of Floating
Point OPerationS (FLOPS) necessary to build the ROM, given the snapshots (training data
from high-fidelity simulations). The cost of the online phase is trivial comparatively and the
wall-clock time is more relevant in this scenario. The off-line phase includes the following
steps and we discuss the
1. Snapshot scaling
2. Proper Orthogonal Decomposition
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3. Finite Volume Discreitization
4. Projection
2.6.1 Snapshot scaling
The snapshots of each observable might have a different scale; this is because the primitives
such as pressure is typically inO(105−106) while x-velocity is inO(102−103) and hence
the observables derived from primitives will inherit this. Additionally, the range of given
variable can also be large in flows with large gradients (such as transonic flows). Therefore
for a more uniform performance of the SVD while extracting the POD basis, it is important
to scale the data such that they have similar ranges. In this work, we scale the data such
that all snapshots have a range of [0, 1]. Each snapshot is scaled as
yiscaled =
yi − min([y1, ...,yM ])
max([y1, ...,yM ])− min([y1, ...,yM ])
(2.48)
where the max and min operators return a scalar that is the maximum and minimum
across all snapshots. This is a 2N operation that is repeated for every observable; so a total
of 2NO operations where O is the problem dependent number of observables.
2.6.2 POD basis extraction
In the present approach, the POD bases are individually extracted for each observable snap-
shot set and assembled into a block-diagonal matrix, Φ. Since thin SVD is performed on
each of the snapshot set, the cost per (N ×M ) matrix is O(N2M) [25] and hence a total
of O (N2MO). 4
4It should be noted that from a wall-clock time perspective, the POD step is not the most expensive due
to efficient implementations of the SVD available in numerical libraries such as Matlab or SciPy.
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2.6.3 Finite Volume Discretization
The discretization of the linear differential operator is the dominating step in the offline
phase of the present methodology. For problems involving shape parameters, a unique
linear operator is constructed for each snapshot and the projected matrix (reduced order
matrix) has to be stored. The complexity of approximating the full-order linear operator
scales asO(N) for both the diffusion and gradient operators; see [152] for details. Further,
since this is repeated for each snapshot, the total cost scales as O(NM).
2.6.4 Projection
The projection step involves matrix multiplication involving the full-order linear operator
and the trial basis matrix. We are specifically interested in the product
B̃ = ΦTATAΦ
A is of size SN ×ON 5 and has a highly sparse structure [49]. Therefore, the product
ATA has O(OSN2) operations (note that a dense matrix multiplication of equivalent size
would take approximately O(ON3)). The product ΦTATA takes O((ON)2k) operations
while the product [ΦTATA]Φ takesO(ONk2) operations. Therefore in total (for all snap-
shots), the projection step involves O (M × (OSN2 + (ON)2)k +ONk2)) operations.
Similarly the projection of the RHS
f̃ = ΦTAT f
involves O(SNk) operations per snapshot and hence a total of O(MSNk).
5recall that O is the total number of observables and S is the number of PDEs in the coupled system that
represents the FOM
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Finite Vol. Discret. O(MN)
Projection O(N2M)
2.6.5 Summary of Offline cost
The summary of computational cost are provided in Table 2.2. Note that only the dominat-
ing factors of the cost are provided in the table. It can be seen that the most expensive steps
of the method are the POD and the projection which scale as ∼ N2M ; as N increases the
cost of these steps increases quite rapidly. The finite volume discretization is relatively a
cheaper step that scales linearly with grid size. Additionally, this step is performed only
once (cost O(N)) when linear operator has affine parameter dependence, as in problems
with flow parameters.
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2.7 Overall Framework & Algorithm
The overall method is summarized in Algorithm 2 and in Figure 2.7. Note that in the
algorithm, D represents the design space while Dtrain represents a subset of D used for




• Map state to observable
• 𝐲 ← 𝐮
• Transform gov. eqns.
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Recover full solution
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Figure 2.7: Schematic representation of the overall framework
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Algorithm 2 Non-Intrusive Projection-Based Model Reduction
0: Choose M snapshot locations for model training θi ∈ Dtrain ⊂ D
% OFFLINE
% Solve FOM, construct snapshot matrix and extract POD bases:
1: for i = 1 to O do
2: Yi = [y
1
i , . . . ,y
M
i ] ∈ RN×M
3: Yi = VΣW
T , (thin− SVD)
4: Φi = V(:, 1 : ki) ∈ RN×ki
5: end for
6: Φk = blkdiag{Φ1, . . . ,ΦO} ∈ RN×k % trial basis matrix
% Construct system matrices
7: for θi , i = 1 to M do
8: A← Discretize Linear Operator
9: f ← A× y
10: B̃← ΦTi (ATA)Φi
11: f̃ ← ΦTi AT f
12: end for
% ONLINE
% Prediction: for any θ′ /∈ Dtrain, θ′ ∈ D








s.t. h(y) = 0
15: Project ROM onto FOM space: y = Φkỹ





As a first step towards demonstrating the proposed ROM approach, canonical parametric
PDEs are used. Such PDEs are a simplified representative of the non-linear, static, para-
metric systems that is ultimately of interest in this thesis. Additionally, these PDEs offer
the convenience of testing the method on problems with a relatively small grid size. Two
specific types of PDEs are used in this chapter one that is linear and one that is non-linear
with an exponential type non-linearity. In this chapter, a formal illustration of all the steps
described in Chapter 2 is provided.
Research Question 1. Is the proposed approach feasible?
3.1 Linear Parametric PDE
The linear test case is the Poisson’s equation with Dirichlet boundary conditions given
below
−∇ · (Γ∇u(x, y)) = θ
u = 0 at boundary
(3.1)
where, the spatial variables (x, y) ∈ (0, 1)2 and the parameter θ ∈ [1.0, 10.0] and the
diffusion coefficient, Γ = 1. The Matlab PDE Toolbox [125] is the black-box code used
in this test case to obtain the snapshots. The domain is discretized with an unstructured
mesh comprising 1024 triangular cells (N = 1024). The computational grid and a sample
snapshot solution of the PDE is shown in Figure 3.1.
A total of 20 snapshots locations were generated using using a latin hyper cube sam-
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(a) Computational domain and mesh. 1024 trian-


















(b) Solution of linear test case at θ = 10
Figure 3.1: Computational domain and sample solution for the test cases
pling.
The ROM is constructed and solved via the following steps
1. Step-1: Linearize
Original PDE:∇2u = θ
Map state to observable: y ← u
Linearized PDE:∇2y = θ (unchanged for linear systems)
Solve original (high-fidelity) PDE system and obtain snapshots of y.
Extract POD basis, Φk
2. Step-2: Discretize
Inputs: computational grid, Linear term (∇2)
Output: Linear operator A










Repeat for every parameter snapshot, resulting in ROM database
4. Step-4: ROM interpolation
Inputs: ROM database, new parameter instance
Output: Interpolated ROM B̃, f̃






Due to the lack of any non-linear terms, the FOM in Equation 3.1 is trivially trans-
formed to the observable as y ← u. This leads to the transformed equation
−∇2y = θ (3.2)
which upon discretization leads to
−Ly + ba = θ × 1 (3.3)
where L ∈ RN×N is the discrete laplacian and 1 is a vector of ones of size N .
−L︸︷︷︸
A
y = −ba + θ × 1︸ ︷︷ ︸
f
(3.4)
Model reduction is performed on the system in Equation 3.4 as explained in Chapter 2.
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Table 3.1: Relative error of the ROM validation points for the linear canonical PDE test
case
Validation Case θ R.E. Validation Case θ R.E.
1 3.79 13.29E-12% 7 5.50 13.93E-12%
2 8.12 12.56E-12% 8 6.22 11.88E-12%
3 5.33 12.56E-12% 9 5.87 16.38E-12%
4 3.51 14.40E-12% 10 2.08 17.49E-12%
5 9.39 12.41E-12% 11 3.01 13.91E-12%
6 8.76 12.41E-12% 12 4.71 16.14E-12%
The ROM is of size 20 × 20 which is significantly smaller than the original system that is
1024 × 1024. The RHS of the FOM is linearly interpolated for parametric changes while
the LHS (linear operator) is precomputed for this test case. The ROM is solved via a direct
method to solve linear systems.
Although trivial, this test case was necessary as a simple first step to evaluate the
methodology. The overlaid contour plots of the ROM and FOM for the validation points
are shown in Figure 3.2 and the relative errors are summarized in Table 3.1. The relative
error was ∈ O(1E − 12)% consistently indicating very good agreement. The fact that the
parametric dependence is linear and that there are no non-linear terms in the FOM, leads to
very high accuracy in the ROM. The following test case however, pushes this envelope to






Figure 3.2: Validation of ROM against FOM for the linear PDE test case.
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3.2 Non-Linear Parametric PDE
The canonical PDE for the non-linear test case is the same as that used in [126, 47] and is
given below





BC: u = 0 at boundary
(3.5)
where, the spatial variables (x, y) ∈ (0, 1)2 and the parameter θ = [θ1, θ2] ∈ [0.01, 2.0]2.
The PDE is solved with Dirichlet boundary conditions of u = 0 along the boundaries. The
Matlab PDE Toolbox [125] is the black-box code used in this test case to obtain the snap-
shots. The domain is discretized with an unstructured mesh comprising 1024 triangular
cells (N = 1024). The computational grid and a sample snapshot solution of the PDE is
shown in Figure 3.3.
The ROM is constructed and solved via the following steps
1. Step-1: Linearize
Original PDE: −∇2u(x, y) + θ1
θ2
(euθ2 − 1) = 100sin(2πx)sin(2πy)











Solve original (high-fidelity) PDE system and obtain snapshots of y1 and y2.
Extract POD basis, Φk
2. Step-2: Discretize
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Inputs: computational grid, Linear terms ([−∇2, 1])
Output: Linear operator A









Repeat for every parameter snapshot, resulting in ROM database
4. Step-4: ROM interpolation
Inputs: ROM database, new parameter instance
Output: Interpolated ROM B̃, f̃










= 0 (to close under-determined
system - 1 PDE, 2 unknowns y1, y2 )










 = 100sin(2πx)sin(2πy) (3.6)







+ ba = 100sin(2πx)sin(2πy) (3.7)











= −ba + 100sin(2πx)sin(2πy)︸ ︷︷ ︸
f
(3.8)
which reduces to the Ay = f form that we are interested in. The ROM is developed
from this point using the same approach discussed in Chapter 2.
In this test case, the observable y2 is chosen to be θ1θ2 (e
θ2u− 1) and thereby lumping the
parameter dependence along with the observable. This makes the linear operator indepen-
dent of parameters and hence can be pre-computed. However, with a different choice of y2
such as eθ2u, the linear operator, A becomes dependent on parameters, and therefore cannot
be pre-computed. In such a case, a unique matrix is constructed for each snapshot, similar
to the RHS, f , and the linear operator for new parameter instances can be interpolated by
mapping to the tangent space, as explained in Chapter 2 (section 2.4.4) element-wise using
methods in [127] or [128].
Since there is one observable in excess of the number of PDEs in the system (i.e. S =
1, O = 2, see Chapter 2), the only constraint for the ROM for this case is given as follows







The non-linear constraint equation above enforces the relationship between the two
observables which should hold true. and is efficiently computed using the DEIM described
in Appendix B.
In order to extract the POD basis, 20 snapshot locations were computed that vary the
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(a) Computational domain and mesh. 1024 trian-


















(b) Solution of non-linear test case at θ =
[0.3, 0.9]
Figure 3.3: Computational domain and sample solution for the nonlinear PDE test case
parameters (θ1, θ2) using a Latin Hypercube Design [4]. Then the black-box code is run to
generate the snapshots of the 2 observables, y1 and y2. The singular values of the resulting
snapshot matrix were not truncated to retain maximum accuracy. This results in a reduced
system that is 40× 40 which is still significantly smaller than the original system which is
1024× 1024.
The comparison of the ROM and FOM solutions for a parameters outside of those used
in the snapshots is shown in Figure 3.4. The linear operator matrix was pre-computed
since it is independent of parameters while the RHS vector was piece-wise interpolated
with a bi-variate 3rd order lagrange polynomial. The relative error (R.E.) is computed as






The ROM results agree with an average relative error of ≈ 1.2% (see Table 3.2) which






Figure 3.4: Comparison of ROM (solid lines) and FOM (dashed lines) for the canonical
PDE validation cases.
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Table 3.2: Relative error of the ROM validation points for the Canonical PDE test case
Validation Case θ1 θ2 R.E. Validation Case θ1 θ2 R.E.
1 0.17 0.86 0.08 % 7 0.92 0.24 0.04 %
2 1.61 1.40 0.44 % 8 0.80 1.50 0.55 %
3 1.53 0.69 4.39 % 9 0.91 0.91 0.08 %
4 1.69 0.86 6.74 % 10 0.96 0.95 0.20 %
5 1.65 1.26 0.51 % 11 1.55 0.26 0.06 %
6 0.30 0.17 0.95 % 12 1.24 0.03 0.19 %
ifying that the proposed methodology is capable of accomplishing high levels of accuracy.
The two main sources of error in this test case are (i) the approximation of the linear op-
erator and (ii) the DEIM interpolation of the RHS vector. Since the Matlab PDE toolbox
used to obtain the snapshots is a black-box it is not possible to quantify the error due to
the linear operator approximation, and hence the overall error of approximation. However,
given that the R.E. for this test case was consistently in the O(1)% which is a typically
accepted range of accuracy of surrogate models used for engineering design optimization,
it is concluded that the present method does approximately satisfy the governing equations
at the ROM level, thereby serving as a physics-based surrogate model that is computation-
ally cheap. As a next step, the method is applied towards approximating the flow past an
airfoil, governed by the compressible Euler equations.
3.3 Discussion
The canonical test cases allowed to demonstrate the methodology and prove that it verifies
that with the proposed methodology, projection-based model reduction of non-linear para-
metric system is feasible and the accuracy of the results and the computational efficiency
of the model, show its suitability towards applying them to applications in the many-query
context. Overall, the non-linear test case incurred slightly higher error than the linear case
which is expected. However, while most practical PDE system involves a polynomial-
type non-linearity (such as the Navier-Stokes equations), the test case chosen here had an
exponential non-linearity.
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In the following chapter, we demonstrated the method on a more advanced PDE system
- the compressible Euler equations. The key difference compared to the canonical test cases
is that (i) we consider a coupled system non-linear PDEs, (ii) the grid sizes are significantly
larger, (iii) the parameter dimensionality is extended upto 8 parameters and, (iv) the test
cases include flow regimes that could lead to discontinuities such as shocks. Therefore, we
demonstrate the method on problems that are more representative of practical applications.
Finally, in the canonical test cases, the boundary conditions were explicitly handled since
it was easier to do so. In the following chapter, boundary conditions are lumped into the
RHS of the ROM in order to keep the approach relatively non-intrusive as we scale it up to
larger and more practical problems.
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CHAPTER 4
APPLICATION: COMPRESSIBLE EULER EQUATIONS
The method is now implemented on the Euler equations governing the 2D, compressible,
inviscid flow past an airfoil. Two types of parameters are considered namely (i) flow pa-
rameters: the Mach number (M) and the angle of attack (α) and (ii) geometry parameters:
the airfoil shape parameters. Each parameterization is considered separately in this chapter
and the flow snapshots are generated by solving the coupled PDE system in the commer-
cial black-box CFD solver, STARCCM+ [129]. The computational grid used by the CFD
solver is exported in the CGNS [130] format and used to approximate the linear operator
matrix in the present method via the finite volume method. We begin by presenting the 2D
compressible version of the Euler equations in conservation form






















ρ(u2 + v2) +
p
γ − 1
and∇x and∇y are the x and y components of the gradient∇ respectively. The follow-
ing transformation is then performed
[ρu, ρv, ρuv, p, ρu2, ρv2, ρuH, ρvH]T → [y1, y2, y3, y4, y5, y6, y7, y8]T
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where in the above equation, empty spaces in the matrix denote zeros. The equation



































where, Gx and Gy represents the discrete version gradient operators∇x and∇y respec-
tively and again, the empty spaces if the matrix denote block matrices of zeros. With the
FOM reduced to the Ay = f form and A ∈ R4N×8N , y, f ∈ R8N , Equation 4.3 represents
and under-determined system. Therefore they are closed using non-linear constraints given
by Equation 4.4. Notice that the constraints express the relationship between the first S = 4
observables (y1 through y4) and the remaining O − S; (O = 8) observables (y5 through
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y8). It should be noted that all the observables that are in excess of the number of equations
can be expressed as some function of the rest. The constraints are expressed in terms of the
























































With the transformed governing equations (in terms of observables), we proceed with
the Petrov-Galerkin projection step with trial basis Φ ∈ R8N×k and test basis Ψ = AΦ,










i ki, i = 1, .., 8 and each ki represents the number of POD modes of
the respective observables yi required to capture certain specified amount of energy. The
projection step above leads to the reduced system
B̃ỹ = f̃ (4.6)
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s.t. hi(y) = 0, i = 1, . . . , 4
(4.7)
where the hi(y) ′s are given in Equation 4.4. The constraints by themselves pose a se-
rious limitation to the computational efficiency of the method, but can be handled well by
the DEIM. The overview of the DEIM along with expansion of the constraints using Equa-
tion 4.4 is provided in Appendix B. The Sequential Least Squares Quadratic Programming
(SLSQP) [131] is used to solve the resulting non-linear constrained optimization problem
and the results are discussed as follows.
For the results presented in this chapter, the following error metrics are used
CP Error =












4.1 Variation in Flow Parameters
As mentioned earlier, as a first step the flow parameters (M, α) are varied keeping the
geometry fixed. This section presents the comparison of the prediction of the full state via
the ROM on the validation points against FOM solution.
4.1.1 NACA0012
Research Question 2. Can the proposed approach predict the field variables accu-
rately?
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The NACA0012 is a symmetric airfoil given by Equation 4.9, shown in Figure 4.2 and
is the first test case used in this work. The parameter ranges are set as M ∈ [0.3, 0.6] and
α ∈ [0, 3] deg and 45 snapshots were generated using a maximin latin hypercube design
out of which 40 were used to build the model while 5 were used to validate the model, see
Figure 4.1. The freestream conditions for this test case are summarized in Table 4.1.
Training
Validation






x− 0.1260x− 0.3516x2 + 0.2843x3 − 0.1015x4
)
(4.9)
An unstructured mesh was generated to discretize a circular domain that is 150 chord
lengths around it with a total of 11,265 triangular cells, 5776 vertices, shown in Figures 4.3
and 4.4. The singular values that capture upto 99.99% of the variation of the observables
were retained leading to a reduced order system of size k × k, k = 148. Note that the
original system is of size 8N × 8N where N = 11, 265 for the present test case and hence
the dimensionality reduction is significant.
The relative error is calculated for the 5 validation points in Figure 4.1 and are sum-
marized in Table 4.2. Note that these errors are calculated based on all 8 observables
concatenated as a single vector. Overall, it is observed that the relative error of prediction
is O(1) % similar to the canonical PDE test case.
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Figure 4.2: The NACA0012 airfoil shape




µ∞ 1.785E-5 Pa− s
The pressure and mach number contours for the validation cases 1 & 5 are shown in
Figures 4.5 and 4.6. The ability of the ROM to capture the spatial distribution of the field
variables is emphasized. A more rigorous comparison can be made by overlaying contour
plots of the ROM and FOM solution, which is done in Figure 4.7 in terms of the pressure





hence comparing p and M contours, albeit in an indirect way includes the comparison of
all 4 primitive variables namely p, ρ, u, v.
The plots show that the ROM prediction compares very well with the FOM results in
Table 4.2: Relative error of the ROM validation points for the NACA0012 test case
Validation Case M α [deg.] Rel. Error
1 0.51 1.77 1.008 %
2 0.477 0.82 0.128 %
3 0.32 1.36 0.69 %
4 0.44 2.18 0.15 %


































































































































(b) Val. Case - 1. Pressure Contours




































































































(b) Val. Case - 5. Pressure Contours
Figure 4.6: Comparison of the ROM predictions (right) to the FOM solution for validation
case - 5
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terms of capturing the non-linear flow field. The accuracy of the ROM serves as a proof
again that the current formulation satisfies governing equations at the ROM level, thereby
serving as a physics-based surrogate model. Additionally, the ROM evaluates at a wall
clock time in O(1) sec giving 2-3 orders of magnitude speedup compared to the FOM on
a desktop computer, offering the suitability to be used in a design optimization framework.
While the present test case was specifically chosen to test the method under a shock-free






















(a) M = 0.51 α = 1.77 deg.
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(b) M = 0.477 α = 0.82 deg.
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(d) M = 0.44 α = 2.18 deg.
X
Y


















(e) M = 0.46 α = 0 deg.
Figure 4.7: Comparison of ROM (dashed lines) and FOM (solid lines) for the NACA0012
validation cases. In each figure, left=Mach contours, right=Pressure contours
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µ∞ 1.49E-5 Pa− s
4.1.2 RAE2822
Research Question 3. How does the ROM perform in terms of system outputs?
The RAE2822 airfoil shape is asymmetric as shown in Figure 4.8, whose coordinates
are extracted from [132] and is used as the second test case. The flow domain is a circle of
approximately 100 chord lengths, similar to the NACA test case and is discretized with a
mesh of polyhedral cells, as shown in Figure 4.9. The mesh consists of 27,857 polyhedral
cells each of which contains 4-8 faces and 5,777 vertices. The near-field mesh is made finer
(Figure 4.10) in order to resolve the shocks reasonably well.
Figure 4.8: The RAE2822 airfoil shape
Predominantly shock-free parameter space
The parameter ranges are chosen such that the flow is predominantly shock-free, while



















Figure 4.10: Near field mesh for the RAE2822 test case
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Table 4.4: Output prediction error for the subsonic RAE-2822 test case
Case CP Error % Cl (ROM) Cl (FOM) Error %
1 4.18 0.4059 0.4232 4.09
2 1.04 0.5445 0.5459 0.26
3 0.06 0.5229 0.5300 0.02
4 0.17 0.3375 0.3378 0.09
5 3.80 0.7183 0.7218 0.48
6 1.36 0.7090 0.7096 0.08
7 0.04 0.3744 0.3744 0.00
8 4.15 0.8385 0.8386 0.01
9 1.44 0.5998 0.5988 0.17
10 2.17 0.7181 0.7174 0.10
ranges are set as M ∈ [0.5, 0.7] and α ∈ [0, 3]deg.. The free-stream conditions are sum-
marized in Table 4.3. The snapshot locations in parameter space is shown in Figure 4.11
where the shaded circles represent the validation points and the rest are used for training
the ROM. A total of 80 training points are used in this test case. Sample flow snapshots of
the pressure and mach number are shown in Figure 4.12, that demonstrate that the design
space could contain contrasting flow features.
Figure 4.11: Parameter snapshots for the RAE2822 test case









































































(b) M = 0.6953, α = 2.8225 deg.
Figure 4.12: Flow snapshots from the M ∈ [0.5, 0.7] and α ∈ [0, 3] deg. parameter range.
2 contrasting snapshots with and without shocks are shown. The flow regime however is
predominantly shock-free.
with the true FOM solution. The ability of the present approach to accurately capture the
field variables is emphasized. Specifically, the method is able to accurately distinguish be-
tween shock-free parameter combinations from those with shocks. The pressure coefficient
comparison is shown in Figure 4.13 and the associated error in the outputs are summarized
in Table 4.4. The CP is predicted with an average error of ≈ 2% and a maximum of 5%
across all validation cases. The error for lift coefficient is also summarized in the table
and notice that it is predicted with similar accuracy as CP . The drag coefficient compar-
ison is not shown because under inviscid flow conditions at subsonic mach numbers, the
drag coefficient is very small (0-10 counts) and also is prone to be contaminated with noise
that is an artifact of the numerics and grid resolutions. Under such conditions, the error
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computation for drag is meaningless since it can lead to very high discrepancies. However,
this is not true for the Cl and its predictions are comparable to that of CP , as shown in the
results. Finally, the ROM evaluates at a wall-clock time of roughly 1 seconds compared to
the FOM which takes about 600 seconds under identical circumstances (serial mode exe-
cution, convergence tolerance of 10−6 on all residuals). Overall the ROM is able to predict
both the state and outputs within 5% accuracy at a fraction of the cost of the FOM.
82
(a) [M, α] = [0.70, 0.17] (b) [M, α] = [0.66, 1.08]
(c) [M, α] = [0.58, 1.38] (d) [M, α] = [0.51, 0.24]
(e) [M, α] = [0.69, 1.85] (f) [M, α] = [0.61, 2.36]
(g) [M, α] = [0.54, 0.44] (h) [M, α] = [0.68, 2.53]
(i) [M, α] = [0.69, 1.15] (j) [M, α] = [0.64, 2.19]










































































































































































































(j) [M, α] = [0.64, 2.19]
Figure 4.14: Absolute pressure and mach number contours for the subsonic RAE2822 test
case. Red lines = ROM, Black lines = FOM.
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Table 4.5: Training set size and parameter ranges for the RAE2822 transonic test case
DOE Training Snapshots Mach Range α Range
1 40 [0.7, 0.9] [0, 3]
2 80 [0.7, 0.9] [0, 3]
3 120 [0.7, 0.9] [0, 3]
4 80 [0.8, 0.9] [0, 2]
Transonic mach number regime
Research Question 4. (a) How does the ROM perform in the presence of moving
shocks? (b) How many snapshots are required to accurately predict outputs?
The parameter ranges are now chosen such that the flow almost always contains a shock
at some location along the airfoil. The ranges are set as M ∈ [0.7, 0.9] and α ∈ [0, 3]deg..
Note that within this parameter range, there are also some shock-free snapshots such as
the one shown in Figure 4.15a; therefore this is also a test for the method to appropriately
distinguish between such flows when used for prediction. We test the method with various
densities of distribution of the snapshots. The test cases are summarized in Table 4.5 and
the corresponding snapshot points are shown in Figures 4.16.
The pressure coefficient plots for each case are shown in Figures 4.17 through 4.20.
With a small training set (DOE-1), the inability of the ROM to accurately predict the shock
location and strength is evident. The discrepancy is particularly large at the location of the
shock. We further increase the training set size to 80 and 120 in the DOE-2 and DOE-3
respectively, to observe that the predictions improve, yet incorrectly predicting the shock
location in a few test cases. We observe that with multiple shocks and with greater variation
in the shock location, the ROM does not capture the pressure distributions exactly. There-
fore, we go one step further and shrink the parameter ranges (M ∈ [0.8, 0.9], α ∈ [0, 2])
in DOE-4 and observe that the prediction improves. The ROM predicts the shock location
with at most 5% error. Overall, with highly non-linear flow fields, such as with shocks, the



























































(b) M = 0.89, α = 2.91 deg.
Figure 4.15: Flow snapshots from the M ∈ [0.7, 0.9] and α ∈ [0, 3] deg. parameter range. 2
contrasting snapshots with and without shock are shown. The flow regime however, almost
always contains a shock.
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(a) DOE-1 (b) DOE-2
(c) DOE-3 (d) DOE-4
Figure 4.16: Snapshot locations for the transonic RAE2822 test case
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(a) M = 0.88, α = 1.29 (b) M = 0.83, α = 0.31
(c) M = 0.86, α = 2.94 (d) M = 0.72, α = 0.86
(e) M = 0.77, α = 1.41 (f) M = 0.84, α = 1.10
(g) M = 0.71, α = 2.88 (h) M = 0.85, α = 2.57
(i) M = 0.70, α = 1.78 (j) M = 0.89, α = 1.71
Figure 4.17: CP comparison for the transonic RAE2822 test case (DOE-1)
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(a) M = 0.85, α = 2.53 (b) M = 0.76, α = 1.65
(c) M = 0.72, α = 1.11 (d) M = 0.73, α = 0.34
(e) M = 0.85, α = 1.45 (f) M = 0.73, α = 1.38
(g) M = 0.71, α = 1.69 (h) M = 0.82, α = 0.64
(i) M = 0.76, α = 0.27 (j) M = 0.70, α = 2.36
Figure 4.18: CP comparison for the transonic RAE2822 test case (DOE-2)
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(a) M = 0.74, α = 0.95 (b) M = 0.88, α = 1.98
(c) M = 0.89, α = 0.05 (d) M = 0.84, α = 1.28
(e) M = 0.77, α = 2.28 (f) M = 0.79, α = 2.33
(g) M = 0.80, α = 0.88 (h) M = 0.86, α = 2.53
(i) M = 0.89, α = 0.81 (j) M = 0.81, α = 2.00
Figure 4.19: CP comparison for the transonic RAE2822 test case (DOE-3)
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(a) M = 0.89, α = 0.94 (b) M = 0.82, α = 1.01
(c) M = 0.87, α = 1.15 (d) M = 0.82, α = 0.90
(e) M = 0.85, α = 1.80 (f) M = 0.84, α = 0.85
(g) M = 0.83, α = 1.71 (h) M = 0.86, α = 1.48
(i) M = 0.82, α = 0.27 (j) M = 0.88, α = 1.35
Figure 4.20: CP comparison for the transonic RAE2822 test case (DOE-4)
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Table 4.6: Comparison of Cp, Cl and Cd predicted by ROM against the FOM for the tran-
sonic RAE2822 test case (DOE-1)
Case CP Error % Cd (ROM) Cd (FOM) Error % Cl (ROM) Cl (FOM) Error %
1 5.47 0.0993 0.1071 7.28 0.4861 0.4562 6.55
2 2.86 0.0641 0.0585 9.57 0.6779 0.6210 9.16
3 11.17 0.1322 0.1202 9.98 0.5938 0.7937 25.18
4 5.48 0.0054 0.0027 100 0.4832 0.5971 19.08
5 6.02 0.0178 0.0309 42.39 0.7935 0.8133 2.44
6 8.61 0.0931 0.0785 18.60 0.7045 0.7370 4.41
7 6.99 0.0122 0.0121 0.83 0.8892 0.9916 10.33
8 13.53 0.0963 0.1101 12.53 0.9791 0.8855 10.57
9 8.96 0.0066 0.0032 106.25 0.8838 0.7415 19.19
10 4.21 0.1228 0.1187 3.45 0.3759 0.3778 0.50
Table 4.7: Comparison of Cp, Cl and Cd predicted by ROM against the FOM for the tran-
sonic RAE2822 test case (DOE-2)
Case CP Error % Cd (ROM) Cd (FOM) Error % Cl (ROM) Cl (FOM) Error %
1 3.85 0.1076 0.1102 2.36 0.8257 0.8535 3.26
2 3.41 0.0313 0.0268 16.79 0.9088 0.8434 7.75
3 5.55 0.0044 0.003 46.67 0.7354 0.6452 13.98
4 2.48 0.0007 0.0024 70.83 0.4888 0.4924 0.73
5 9.11 0.1029 0.0928 10.88 0.6022 0.7072 14.85
6 4.77 0.006 0.0037 62.16 0.7793 0.7074 10.16
7 4.47 0.006 0.0034 76.47 0.6689 0.7472 10.48
8 6.80 0.0682 0.0548 24.45 0.7260 0.7060 2.83
9 4.87 0.0045 0.0077 41.56 0.4666 0.5300 11.96
10 7.12 0.0099 0.004 147.50 0.9426 0.8556 10.17
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Table 4.8: Comparison of Cp, Cl and Cd predicted by ROM against the FOM for the tran-
sonic RAE2822 test case (DOE-3)
Case CP Error % Cd (ROM) Cd (FOM) Error % Cl (ROM) Cl (FOM) Error %
1 3.48 0.0027 0.0043 37.21 0.6801 0.6391 6.42
2 5.32 0.1067 0.1155 7.62 0.5861 0.5025 16.64
3 6.75 0.1168 0.1063 9.88 0.1548 0.234 33.85
4 7.52 0.0941 0.0833 12.97 0.6994 0.7368 5.08
5 3.58 0.0427 0.0464 7.97 1.0066 0.9814 2.57
6 3.28 0.0842 0.0714 17.93 1.0603 1.018 4.16
7 3.57 0.0552 0.0451 22.39 0.7956 0.751 5.94
8 9.98 0.1261 0.1135 11.10 0.6039 0.7549 20.00
9 5.84 0.1096 0.1125 2.58 0.2855 0.2841 0.49
10 2.87 0.0643 0.0758 15.17 0.9046 0.9604 5.81
Table 4.9: Comparison of Cp, Cl and Cd predicted by ROM against the FOM for the tran-
sonic RAE2822 test case (DOE-4)
Case CP Error % Cd (ROM) Cd (FOM) Error % Cl (ROM) Cl (FOM) Error %
1 1.47 0.1087 0.1099 1.09 0.3745 0.3446 8.68
2 1.70 0.0538 0.0594 9.43 0.7497 0.7787 3.72
3 5.18 0.1049 0.0966 8.59 0.4999 0.5619 11.03
4 1.64 0.0582 0.0624 6.73 0.7188 0.7483 3.94
5 3.99 0.1022 0.0982 4.07 0.7255 0.7506 3.34
6 2.42 0.0712 0.0748 4.81 0.7244 0.6968 3.96
7 2.38 0.0872 0.0844 3.32 0.8409 0.866 2.90
8 6.21 0.106 0.0979 8.27 0.5839 0.6411 8.92
9 2.31 0.0508 0.0458 10.92 0.6794 0.6272 8.32
10 5.63 0.1206 0.1109 8.75 0.3093 0.4162 25.68
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4.1.3 Discussion
The results of the validation of the methodology demonstrates its capability to capture non-
linear flow field with accuracy inO(1)% at a computational cost that is negligible compared
to that of the full-order high-fidelity model, specifically at subsonic shock-free flow con-
ditions. The strength of the method is that the non-linearity in the system is effectively
handled by introducing appropriate auxiliary equations, which serve as equality constraints
to the optimization problem that represents the ROM (Eq.4.7).
Research Question 5. (a) Is a POD-based approach suitable for flows with moving
shocks? (b) What are the model hyperparameters? How do they affect accuracy? (c)
How many snapshots are required to achieve predictive accuracy of < 5%?
Flows with moving shocks
The POD method used for model reduction has an inherent limitation due to its linear
embedding. Since it assumes that the state variable is always in the subspace formed by
a finite set of orthonormal basis vectors which are in turn extracted from a finite set of
arbitrary flow snapshots, unless a perfect basis set is constructed, the state might not always
be predicted with acceptable accuracy. While there are approaches such as dense space-
filling designs and sequential adaptive designs that can provide a practically useful set
of snapshots to construct the POD basis vectors, when the flow contains non-linearities
in the form of discontinuities (such as shocks), it poses additional challenges. This is
primarily because with moving shocks, the linear assumption in the method tends to diffuse
the shock at a given location, rather than accurately predicting the discontinuity and its
spatial location.
To see, this consider a simple example used to demonstrate this behavior. In Fig-
ure 4.21a, 2 snapshots that represent a discontinuity are shown (by the red and green lines).
These can be considered analogous to the transonic flows which the shock locations varying
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(a) 2 flow snapshots with discontinuities at x = 0.2




(b) Prediction (via interpolation) at x = 0.5
Figure 4.21: Demonstration of POD applied to solution with discontinuities. 2 snapshots
are used (red and green lines) is shown to the left and the 2-mode interpolation to predict an
intermediate solution at x = 0.5 is shown to the right. Notice that the interpolated solution
linearly combines both snapshots to result in a stair-step like prediction. In other words,
the POD-based method tends to diffuse the discontinuity
due to parameter sensitivity. The linearly interpolated state 1 (black line in Figure 4.21b)
can be seen to combine the effects of both the snapshots, showing a stair-step like variation
in the state. In the limit of infinitely many snapshots, the approach would be able to capture
the discontinuity accurately, but in all other cases, such a behavior is inevitable.
In such cases, a linear method such as POD might have to be replaced with a non-linear
method that is more appropriate. Similar issue has been reported by other works; who
address it through a domain-decomposition method in which they solve the high-fidelity
model (FOM) at a localized domain where highly non-linear phenomena are expected while
solving the ROM in the rest of the domain. See [71, 72, 73, 133, 134] for further details.
Such an approach is deliberately avoided in this work in order to keep the overall method
non-intrusive and widely applicable. Additionally, the present method does not explicitly
specify the boundary conditions in the ROM and rather lump them along with the RHS
1The POD coefficients (coordinates) are interpolated between the 2 snapshots to predict the state as a
combination of the POD modes
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(for the same reason as to keep the approach non-intrusive) which is expected to incur
error in flow conditions that are expected to be highly sensitive to boundary conditions.
However, despite that, the present method is able to predict the shock location and strength
within approximately 5% of the FOM. Due to the large sensitivity of the drag coefficient
to discrepancy in the pressure distributions and the error it incurs, the applicability of the
present method to PDE-constrained optimization problems involving moving shocks could
be problematic. Some special care should be taken to improve accuracy of the method in
such flow conditions, before applying them to many-query contexts.
Effect of the interpolation step
The key to success of the present method is an accurate interpolation of the system matri-
ces at new parameter values. With only flow parameters present in the system, the linear
operator matrix is invariant across different snapshots (since the mesh is fixed) and hence
interpolation is done only for the RHS of the ROM (̃f ). As mentioned in Chapter 2 interpo-
lation is performed using polynomials in the Lagrange form, where the order of polynomial
that is appropriate is problem dependent. Additionally, it is also limited by the number of
snapshots available (see Chapter 2). However, within the permissible order of polynomials
for interpolation, the correct value again is problem dependent. For the RAE2822 test case
for instance, the effect of interpolation on the pressure coefficient prediction is shown in
Figure 4.22. For this specific test case, 1st order polynomials lead to a better prediction
than 2nd or 3rd. However, for the NACA0012 case, the best prediction is observed with a
2nd order interpolant. Therefore, while the interpolatory property of the present approach
has the advantage of being non-intrusive, it has the limitation that the best interpolant for
a given problem might not be known apriori and is an open question at the moment. How-
ever, within the experience of the work done in this thesis, one among linear, quadratic and
cubic interpolation always lead to satisfactory error in prediction.
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(a) ROM interpolation with 1st order polynomial
(b) ROM interpolation with 2nd order polynomial
(c) ROM interpolation with 3rd order polynomial
Figure 4.22: Effect of the ROM interpolation on its predictive capability
Influence of the snapshot size
The number of snapshots used for ROM training was 40 in the NACA0012 case which
seemed sufficient in order to predict the non-linear flow field with error in O(1%). How-
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ever, with the inclusion of highly non-linear phenomenon in the flow-field such as shocks,
it was necessary to ensure adequate resolution of the state space is used in the training
phase. For the RAE2822 test case, 80 snapshots (twice as many as the subsonic NACA test
case) in addition to a more localized parameter space in the high-transonic mach number
regime was necessary in order to predict the shock location within 2 − 5% chord lengths.
Additionally, it was observed that larger snapshot sizes were mainly driven by the error
incurred in Cd. In Figure 4.23, the average error in prediction for the 4 snapshots sizes
tested for the transonic RAE2822 case are compared for Cd, Cl and CP . It can be seen
that with a sparse snapshot set, the error in Cd is very high which improves considerably
with more snapshots. However, with Cl and CP , (while still slightly improving with more
snapshots) the error is more or less uniform across all the 4 test cases. This is again due to
greater sensitivity in the Cd predictions as explained previously. Overall, under transonic
conditions, the method still predicts the field variables, CP and Cl with accuracy ∼ 10%
while similar accuracy in Cd requires more snapshots.
Despite some investigations on the training data size, the number of snapshots used in
this work are arbitrary in the sense that they were not determined after rigorous experi-
mentation. The author expects that the appropriate number of snapshots necessary is again,
problem dependent and hence an adaptive approach to model development using criterion-
based designs [135] could ensure a reasonable snapshot size is used for each problem.
Finally, in this thesis a lower bound for the snapshot size based on the requirements for the





where n is the order of the polynomial interpolant
and m is the number of design parameters. While such a lower bound is certainly not uni-
versal, it served as a means to arrive at a good initial guess for the snapshot size, which
may further be improved upon iteratively.
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Figure 4.23: Effect of snapshot size on model performance in the transonic regime
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Influence of the choice of initial guess
A challenge in the proposed ROM methodology is the well-behaved convergence of the
solver. The non-linear constrained optimization problem (Eq. 4.7 is solved via an iterative
procedure that is sensitive to the user-provided initial guess. Specifically, in the high-
transonic regime, it was observed that the state-space is sensitive to the parameters - which
is essentially manifested as different shock locations and shock strengths depending on
the the value of [M, α]. Further, the interpolation of the system matrices (̃f in this case)
is certainly expected to incur error as the true nature of their space is unknown in the
case of black-box models. Additionally, the SQP method used to solve the optimization
problem for the ROM is guaranteed to only provide a local optimum, in the neighborhood
of the initial guess. To demonstrate this, see Figure 4.24 where the flow at M = 0.74 and
α = 0.95 deg. is predicted via the ROM at 2 different initial guess. In both cases, the
convergence tolerance on the scaled objective function and constraints were set to 1e − 6.
While both solutions converged, the predicted results are not exactly the same.
In order to remedy this issue in the present approach, the initial guess solution is chosen
as one of the training snapshots. Further, the snapshot whose parameter minimizes the
standardized euclidean distance to the parameter for which the ROM is being solved for
is chosen. When the parameters of the problem could have different different orders of
magnitude, a regular euclidean distance minimization could bias the search for the initial
guess towards the larger parameter. Further, each parameter could have a different influence
on the flow - for instance at M = 0.7, a change in α from 0 − 1 might not change from a
shock free flow to one with a strong shock. On the other hand, at α = 3, a change from
M = 0.7 to M = 0.8 could introduce a shock. Numerically speaking, the change in mach
number was 0.1 which is much smaller than a change in α of 1, however, the influence
on the physics could be drastic. Therefore the right choice of initial guess is paramount.
Within the cases tested in this study, the standardized euclidean which scales the distance
between points by the standard deviation of each coordinate gave best results than a regular
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(a) Relative error on CP is ≈ 25%
(b) Relative error on CP is ≈ 3.5%
Figure 4.24: Effect of initial guess on the ROM prediction. Flow conditions: M = 0.74,
α = 0.95 deg.
euclidean. For instance, see Figure 4.25; the red point is the nearest to the query point
(black) in the euclidean sense. However, if the data are corrected for their spread, the
green point (standardized euclidean) is the nearest to the query point. If the variable x1
is assumed to be the mach number, then the green and black points are more likely to be
similar in physics compared to the red and black points.
Extrapolative capabilities
The fundamental ansatz of the POD-based ROM methodology is that it searches for the
solution within the subspace spanned by the snapshots themselves. Therefore in princi-
ple, they are not expected to predict the solution outside of the parameter range used for
the snapshots. However, it is always of interest to evaluate how good (or bad) the ex-
trapolative capabilities of the ROM are; a specific situation of interest is in the case of
multi-disciplinary design optimization where the process of iterating between disciplines
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Figure 4.25: Impact of similarity metric used to find initial guess for ROM
could occasionally throw the system out of an apriori anticipated parameter space. In such
cases, the robustness of the ROM with respect to parameter choices outside of the snapshots
is critical.
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4.2 Variation in shape parameters
Having successfully validated the parametric reduced order modeling methodology with
flow parameters, the method is now tested with geometry parameters being varied. Intro-
ducing shape parameters makes the problem interesting in several ways; firstly the linear
operator matrix becomes parametric and hence a suitable matrix interpolation method is
necessary, secondly shape parameters introduce a high-dimensional design space on which
the methodology can be tested and finally it prepares the methodology to be applied to-
wards aerodynamic shape optimization problems. The airfoil shape is parametrized using
a suitable set of parameters, while keeping the flow parameters fixed.
Research Question 6. How does the proposed approach compare against existing
approaches?
Parametrizng the airfoil shape is non-trivial specifically due to regions such as the
rounded leading edge (that could lead to infinite slope) and the sharp trailing edge (which
could lead to a discontinuity). A parametrization that can accurately approximate any air-
foil shape while also keeping the number of parameters minimal and exhibiting smooth
variation to parameter changes is desired. The Class Shape Transformation (CST) origi-
nally proposed by Kulfan [136, 137] is adapted in this work and is briefly explained in
what follows 2.
4.2.1 Class Shape Transformation (CST)
The CST model of parametrization defines a class function C and a shape function S and
the curve being parameterized is specified as their product. The main idea is that the class
function serves to define a general class of geometry such as airfoils, missiles or sears-
haack body, while the shape function serves to define the unique shape within a particular
2Alternate parametrizations that lead to smooth shape variations due to parameter perturbations are also
equally applicable
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class of shapes (such as a NACA0012 vs RAE2822 airfoil). The class function, C(ψ) is
more generally defined as
Cn2n1 (ψ) := ψ
n1(1− ψ)n2 (4.10)
where the variable ψ represents the non-dimensional chord-wise distance. n1 and n2
define the specific class; for instance n1 = 0.5, n2 = 1 and hence
√
ψ(1 − ψ) defines
airfoils with rounded leading edge and a sharp trailing edge [136]. More specifically, the
√
ψ term controls the leading edge shape and the 1 − ψ term controls the trailing edge






It is particularly useful to define a unit shape function, i.e. S(ψ) = 1 such that the
individual coefficients Ai 3 can be obtained as generic constants. For instance for n = 1
the simplest decomposition one could get for the shape function is S(ψ) = S0(ψ) + S1(ψ)
where S1(ψ) = ψ and S2(ψ) = 1−ψ where the coefficientsA0 = 1 andA1 = 1. Similarly,
for the general nth order shape function, the decomposition of the unit shape function can















3 Ai’s are denoted by Ki,n for unit shape functions
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The final shape of the airfoil shape is then given by
y(ψ) = C(ψ)S(ψ) (4.13)
The unit shape functions and the corresponding airfoil geometries are illustrated in the
Figure 4.26. It can be seen that such a parametrization results in each component shape
function peak being equally distributed between the leading and trailing edges leading to
the same effect in the component airfoils. It is now a matter of scaling up or down, the bi-






























































Figure 4.26: Examples of the shape function decomposition (into Bernstein polynomials)
for various values of the order n (left) and the resulting component airfoils (right). The
coefficients Ai correspond to unit shape function, which can be scaled up/down to obtain a
specific airfoil shape.
The coefficients Ai represent the actual parameters of the shape, given n the order of
the Bernstein polynomials. An nth order CST parametrization has n + 1 parameters. If
separate parametrizations are sought for the upper and lower surfaces of the airfoil, then
the CST parametrization leads to 2(n + 1) parameters to specify the whole shape of the
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airfoil, where the n needs to be determined for a specific geometry under consideration.
However, typically n = 3− 5 are observed to be adequate to parametrize the airfoil shapes
considered in this work. One way to determine n and the associated polynomial coefficients
is to find the values that minimizes certain error between the true shape of the airfoil and
the resulting approximation via CST. In this work, the parameters for a given airfoil shape






where ψ̃ ∈ Rn+1 are n+1 equally spaced points sampled from ψ spanning [0, 1] 4. This
way, the smallest possible n and their corresponding Bernstein coefficients are determined.
For the RAE2822 airfoil shape, the following parameterization was obtained (n = 3):
A =
 0.1268 0.4670 0.5834 0.2103
−0.1268 −0.5425 −0.5096 0.0581

where the first and second rows represent the parameterization of the upper & lower
surfaces of the airfoil; the comparison of the CST curve and the actual RAE2822 shape
is shown in Figure 4.27. It can be seen that the CST parametrization gives an adequate
approximation to the true curve with only 8 parameters. The coefficients may now be
perturbed to modify the baseline airfoil shape.
Similarly, the NACA0012 airfoil shape is approximated via CST and is shown in Fig-
ure 4.28. In this case, due to the lack of camber, the CST gives very good approximation
with n = 2. Additionally, due to the symmetry of the airfoil about the chord, the parame-
ters (given below) are equal in magnitude and opposite in sign. However, all the 2(n + 1)
degrees of freedom are considered in this work for the NACA0012 airfoil.
4Note that picking equally spaced points works well for the current airfoil geometries under consideration
in this work and may not work for any arbitrary geometry. More generically, a least-squares fit considering




Figure 4.27: Comparison of the CST approximation to RAE2822 against the true curve
A =






Figure 4.28: Comparison of the CST approximation to NACA0012 against the true curve
4.2.2 NACA0012
The CST coefficients representing the NACA0012 baseline is perturbed± 30% to generate
new airfoil shapes, a sample of which is shown in Figure 4.29. A total of 170 such points
were generated, 160 of which was used in model building while the remaining was used
to validate the model. A couple of flow snapshots are shown in Figure 4.30. The system
matrix B̃ is interpolated in the tangent space to the manifold of symmetric positive definite
matrices, as explained in Chapter 2, while the RHS f̃ is interpolated in the Euclidean space.
In both cases a multi-variate polynomial in the Lagrange form is used for interpolation.
The comparison of the ROM predicted pressure coefficient on the airfoil surface against
the FOM solution is shown in Figure 4.32. An accurate prediction of the pressure coeffi-
cient is observed. Across all the 10 validation cases, the maximum and average errors in
CP are≈ 5% and≈ 2% respectively, which is sufficiently accurate given the computational
speedup of ≈ 100x in solving the ROM. Further, the lift coefficient is also computed from
the ROM predictions and match the FOM predictions with similar accuracy to that of CP ,
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Figure 4.29: Family of airfoils generated by perturbing (by ±30%) the CST coefficients of
the NACA0012 baseline




µ∞ 1.785E-5 Pa− s
M 0.6
α 2.0 deg.
and are provided in Table 4.11. The overlaid pressure and mach number contours are shown




























































(b) Flow snapshot corresponding to CST coefficients [0.2167, 0.2061, 0.1617, − 0.2015, −
0.2070, − 0.1692]
Figure 4.30: Sample flow snapshots (corresponding to shape parameters) for the
NACA0012 test case. Each row represents a different airfoil shape.
Table 4.11: Comparison of CP , Cl and Cd between ROM & FOM for the NACA0012 test
case
Case CP Error % Cl (ROM) Cl (FOM) Error %
1 1.29 0.1889 0.1912 1.20
2 0.74 0.2018 0.2070 2.50
3 0.80 0.2932 0.2943 0.37
4 1.86 0.2795 0.2865 2.44
5 1.36 0.3550 0.3621 1.96
6 0.62 0.3691 0.3664 0.73
7 0.46 0.3298 0.3272 0.79
8 2.79 0.3229 0.3312 2.50
9 0.76 0.3109 0.3137 0.89





















































































































































































































Figure 4.31: Comparison of Mach number and absolute pressure between ROM & FOM
with respect to shape parameters for the NACA0012 test case
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(a) Val. Case-1 (b) Val. Case-2
(c) Val. Case-3 (d) Val. Case-4
(e) Val. Case-5 (f) Val. Case-6
(g) Val. Case-7 (h) Val. Case-8
(i) Val. Case-9 (j) Val. Case-10
Figure 4.32: CP comparison between ROM & FOM for various shape parameters for the
NACA0012 test case
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The CST coefficients representing the RAE2822 baseline are perturbed± 30 % to generate
new airfoil shapes, a sample of which is shown in Figure 4.33. A total of 170 such points
were generated, 160 of which were used in model building while the remaining 10 were
used to validate the model. The interpolation of the ROM for parameter changes are same
as that for the NACA0012 case. However, the freestream mach number for this case is
set as M = 0.734 which leads to a shock towards the leading edge of the airfoil whose
strength and location are affected by perturbing the shape CST coefficients. Sample flow
snapshots are shown in FIgure 4.34. The rest of the freestream conditions are summarized
in Table 4.12
Figure 4.33: Family of airfoils generated by perturbing (by ±30%) the CST coefficients of
the RAE2822 baseline






























(a) Flow snapshot corresponding to CST coefficients [0.0897, 0.3650, 0.6776, 0.1524, −





























(b) Flow snapshot corresponding to CST coefficients [0.1086, 0.4015, 0.5844, 0.1935, −
0.1342, − 0.5492, − 0.5395, 0.0638]
Figure 4.34: Sample flow snapshots for the RAE2822 test case. Each row represents a
different airfoil shape.
contours. In Figure 4.35, the pressure and mach number contours predicted by the ROM
are compared against the true FOM solution, as overlaid contour plots. The ability of the
ROM to accurately capture the flow field is emphasized from these plots. The comparison
of the ROM and FOM solutions, with respect to pressure coefficient contours is shown in
Figure 4.36. These plots corroborate the observations from the overlaid contours. Further
these plots visualize the shock strength in terms of the jump in the pressure coefficient.
Overall, the ROM captures both the shock location (within 5% chord lengths) and the
shock strength accurately.
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Table 4.13: Comparison of Cl and Cd predicted by ROM against the FOM
Case CP Error % Cd (ROM) Cd (FOM) Error % Cl (ROM) Cl (FOM) Error %
1 7.68 0.0161 0.0174 7.47 0.9174 0.9608 4.52
2 12.93 0.0336 0.0302 11.26 1.0669 0.9825 8.59
3 2.84 0.0257 0.0262 1.91 1.1140 1.1446 2.67
4 8.14 0.0321 0.0264 21.59 1.1004 1.0901 0.95
5 13.77 0.0194 0.0224 13.39 0.8965 1.0345 13.34
6 12.78 0.0298 0.0484 38.43 1.0288 1.0082 2.04
7 5.91 0.0306 0.0279 9.68 0.9403 0.9286 1.26
8 4.99 0.0245 0.0245 0 0.9124 0.8914 2.36
9 5.63 0.0292 0.0315 7.30 0.9507 0.9779 2.78
10 9.96 0.0326 0.0217 50.23 0.9750 0.9793 0.44
However, the more pertinent question within the context of this thesis really is about
the ROM’s capability to predict the drag coefficient with sufficient accuracy as the FOM
- this is more important from the point of view of design optimization. The Table 4.13
summarizes this comparison. The CP is predicted with an error of 8.5% on average. The
ROM predicts the Cd within ≈ 16% error on average, while the Cl is captured within 4 %
on average. The higher error in drag is mainly contributed by the last validation case which

















































































































































































































Figure 4.35: Comparison of Mach number and absolute pressure between ROM & FOM
with respect to shape parameters for the NACA0012 test case
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(a) Val. Case-1 (b) Val. Case-2
(c) Val. Case-3 (d) Val. Case-4
(e) Val. Case-5 (f) Val. Case-6
(g) Val. Case-7 (h) Val. Case-8
(i) Val. Case-9 (j) Val. Case-10
Figure 4.36: Comparison of pressure coefficient CP predicted by the ROM with the true
solution due to the FOM for various airfoil shapes that represent the validation cases
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4.2.4 Discussion
Validation of the ROM methodology with shape parameters was performed. Under sub-
sonic shock-free conditions for the NACA test case, the predictions were consistently un-
der 5% leading to very high accuracy. However, under transonic conditions with moving
shocks in the RAE2822 test case, the predictive capability drops leading to an average
error of about 15%. Under discontinuities in the flow field such as moving shocks, a POD-
based method such as the present method is unable to accurately predict shock location and
strength. In this respect, the model performance with shape parameters are very similar to
that with flow parameters. Additionally, more snapshots were required for both the NACA
and RAE test cases simply because there are more parameters - 2 in the case of flow pa-
rameters vs 6-8 in the case of shape parameters. Given that the model is ultimately going to
be applied to situations where there could be 1000s of function evaluations, such a budget
of high-fidelity snapshots (160 in this case), is well justified.
Despite the limitations in the transonic regime, it has been observed that the ROM still
predicts the shock within 5% chord-length variability. Further, the CP and Cl are still
predicted with an average error of 14% and 4% respectively. While the drag coefficient
is predicted with an average error of 16%, due to its high sensitivity to discrepancy in
pressure distributions, it incurs very large error in certain cases upto, 50%.Overall, the
main observation is that the pressure distributions and lift coefficient are predicted with
much better accuracy than drag coefficient, similar to the previous section.Therefore, the
suitability of the method for design optimization in the transonic regime has additional
challenges that need to be addressed before they can be applied in such contexts.
As observed in the previous section, the type of interpolation plays a very important
role with shape parameters also. For the NACA test case, the 2nd order interpolation
gave best results, while for the RAE test case the 1st order interpolation suited better;
corroborating the previous remark that the best interpolation method for a given problem is
highly problem dependent.
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The overall prediction errors of the model are driven by the following main factors (i)
POD basis truncation (ii) ROM interpolation errors (iii) DEIM interpolation errors and (iv)
finite-precision round-off errors. Among these 4 components, (ii) is expected to dominate
since the actual parametric dependence of the linear and non-linear terms are unknown
and is also highly problem-dependent. Because of that apriori error bounds for the ROM
error is a challenge and is not attempted in this thesis. However, based on the extensive
validation process carried out in this work, the 3 outputs (Cd, Cl, CP ) are predicted within
5 % given adequate snapshots.
4.2.5 ROM Vs. Data-fits
It has been thus far demonstrated that the proposed methodology is able to capture the non-
linear flow field by solving an approximate and reduced form of the governing equations. It
should be noted that when only the (scalar-valued) system outputs are of interest, a typical
off-the-shelf data-fit surrogate model could have the capability to approximate them as
good as (if not better than) the ROM. This is demonstrated in Figure 4.37, where the data-
fit surrogate is a 2nd order response surface of the form (see [4])






where the xi, xj represent the CST coefficients, β0 and βij are the regression coefficients
and y is the scalar response which is either Cd or Cl. Overall, from the data and the plots
in Figure 4.37, it can be seen that the performance of both surrogates are similar, although
the ROM predicts the drag coefficient slightly better than the response-surface.
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(a) ROM (b) ROM
(c) Response Surface (d) Response Surface
Figure 4.37: Comparison of scalar response prediction via ROM (a. and b.) and response
surfaces (c. and d.). Notice that the prediction capabilities are quite similar between the two
surrogate modeling approaches. However, data-fit surrogates (such as response surfaces)
lack the ability to approximate field variables similar to the ROM.
In low-dimensional design spaces, where only the surrogate model of a scalar re-
sponse is of interest, a data-fit surrogate model such as response surfaces performs
as good as the ROM. However when field variables are of interest, a physics based
approach such as the ROM is necessary.
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4.3 Concluding Remarks
In this chapter, the ROM methodology is demonstrated on the compressible Euler equations
which forms a coupled set of 4 non-linear parametric PDEs to capture inviscid compressible
flow. Model validation is performed at different flow regimes (subsonic and transonic) and
with both flow parameters and shape parameters. While the evaluation of the model so far
was primarily based on accuracy, here 2 additional utilities of the method are emphasized.
4.3.1 Utility in computing flow Adjoints
The adjoint method offers an efficient approach to computing the sensitivities of an ob-
jective function with respect to parameters and states. Let there be an objective function
g(u,θ) and recall that u is the state variable and θ are a set of parameters. Then adjoint








where the cost of computing the
total derivative is independent of the dimensionality of θ and hence the efficiency. How-
ever, computing ∂u
∂θ
is expensive since it requires computing the state variable via costly
simulations.
To see this, let us assume for the sake of simplicity that u is the solution of a linear
system, Au = b. Then the derivative with respect to one component of θ, θi is Auθi +
Aθiu = bθi , where the subscript refers to the variable with respect to which the derivative
is calculated. So uθi = A
−1 (bθi −Aθiu) and overall uθ = A−1 (bθ −Aθu). Now going
back to the total differential dg
dθ
= gθ + guA
−1 (bθ −Aθu), where the terms bθ and Aθ
can be computed via methods such as automatic differentiation, which are expensive.
However, the ROM offers utility here since the linear operator A is computed as part
of the methodology. Secondly, the adjoints may be computed at the ROM level, which
are a smaller system and hence more efficient. Therefore, with the proposed approach, in
addition to predicting the field variables and outputs of non-linear flow-fields accurately,
the adjoints of objective functions can also be cheaply calculated which finds application
124
in problems such as sensitivity analysis and optimization.
4.3.2 Utility in multi-fidelity approaches
It was earlier emphasized that the proposed approach being POD based, is limited in its
ability to accurately predict flows with discontinuities. Further, any surrogate model is
dependent on the high-fidelity model for its construction and typically assumes that the
high-fidelity model is the truth. In other words, despite being a physics-based approach, the
proposed approach depends on the high-fidelity model in the sense that the final reduced
order model can only be as accurate as the high-fidelity model and can not extrapolate
outside training data to predict new physics.
Therefore, the reduced order models, despite their capabilities, may not entirely be
able to replace the high-fidelity models. However, they can be used in conjunction with
the high-fidelity models itself such that the overall budget of high-fidelity simulations for
a given application can be significantly reduced. Such an approach is called the multi-
fidelity approach (see Chapter 1) where by applying domain knowledge, a certain trust
region can be constructed where the ROM is known to make accurate predictions. This
way, the expensive high-fidelity models are used only when necessary whereas the ROM is
not depended upon to make accurate predictions everywhere in the design space.
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CHAPTER 5
APPLICATION: DESIGN OPTIMIZATION & PROBABILISTIC ANALYSIS
We finally demonstrate the present methodology on the main motivation of this thesis pre-
sented in Chapter 1 - applications in many-query context which include design optimiza-
tion and uncertainty quantification. Specifically for design optimization, we demonstrate
the method on inverse design, shape optimization problems. Following that the method is
demonstrated on the probabilistic analysis problem where we quantify the uncertainty in
the shape parameters on the airfoil lift and drag force coefficients.
5.1 Inverse Design
Research Question 7. How does the ROM perform on the inverse design problem?
Under certain circumstances, a specific aerodynamic load distribution about an aerody-
namic object is of interest. For instance, under incompressible flow assmptions for a finite
wing, an elliptic lift distribution along the wing is known to produce the least induced drag
[144]. Similarly, in the preliminary design of propellers [145] and turbines[146], a certain
lift distribution along the blade is an input to the design process. In such cases the actual
design (shape) parameters that produce such a load distribution is of interest. We call such
a process the inverse design. Here we fix a certain pressure coefficient distribution as our
target and search the design space for the shape parameters that would best approximate
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‖CP (u,θ)− C∗P (u,θ)‖22
subject to:
R(u,θ) = 0
θl ≤ θ ≤ θu
(5.1)
WhereC∗P is the target pressure distribution. Naturally we want to replace the full-order





‖CP (u,θ)− C∗P (u,θ)‖22
subject to:
ΨTR(Φũ,θ) = 0
θl ≤ θ ≤ θu
(5.2)
Figure 5.1: Target airfoil shape and pressure distribution
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The free-stream conditions used for this test case are summarized in Table 5.1. The
target C∗P and the corresponding airfoil shape is shown in Figure 5.1. The optimum shape
was searched using a Genetic Algorithm based optimizer with a population size of 30 per
generation and a total of 60 generations. The constraint and function convergence tolerance
were set to 1E − 5 and 1E − 3 respectively and the optimization required a total of 1830
function evaluations of the ROM , to determine the final design. Overall, the optimization
required approximately 3.7 hrs of wall-clock time running in serial mode.
The convergence history of GA optimizer is shown in Figure 5.2; the fitness function
ceased to improve significantly beyond 60 generations. There is a discrepancy (in terms
of relative error) of about 4.4% between the target and predicted pressure distributions.
Overall, the ROM is able to predict the airfoil shape within a small error margin as shown in
Figure 5.3. Further, it does so within wall-clock time of approximately 3.7 hrs whereas the
equivalent FOM wall-clock time for the same number of function evaluations is expected
to take roughly 300 hrs. Therefore the computational efficiency achieved via the ROM
outweighs the rather small (< 5%) error in its prediction. Having said that, certain amount
of error in the prediction of the ROM is always to be expected - this is due to several
factors including (i) POD basis trunction (ii) a finite snapshot size (iii) ROM interpolation
error and (iv) the lack of explicit treatment of boundary conditions. Overall, this test case
demonstrates the usefulness of the ROM for a design optimization setting where it enables
fast decision making.
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Figure 5.2: Optimizer convergence
(a) Airfoil shape comparison (b) CP distribution comparison
Figure 5.3: Comparison of predicted-target design (via ROM) with the actual target
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5.2 Aerodynamic Shape Optimization
Research Question 8. How does the ROM perform on the Aerodynamic Shape Opti-
mization (ASO) problem?
Aerodynamic Shape Optimization (ASO) enables the exploration of novel design al-
ternatives for wing shapes from an aerodynamic efficiency point of view. However, an
effective application of ASO requires the appropriate parametrization, variable bounds and
constraints for a given problem. Additionally, ASO is a high-dimensional [138], multi-
modal optimization problem where the multi-modality is mainly driven by the need for
using as many design degrees of freedom as possible [139]. The multi-modality aspect
is very well addressed by gradient-free, global optimization methods, such as the Genetic
Algorithm (GA) [140], Particle Swarm Optimization (PSO) [141] or Simulated Annealing
(SA) [142] just to name a few. Such methods typically do not depend on local gradients
but on tune-able parameters that control their exploration and exploitation properties which
aid in the determination of the global optimum. However, under a high-dimensional design
space such an approach might be infeasible when the cost of the objective function (and
constraint) evaluations are prohibitively expensive. In such situations, an accurate ROM
fills the gap and aids in global optimization of expensive functions. While gradient-based
methods such as the adjoint-based [76] methods are very effective in high-dimensional
problems [138, 79, 78], the known issue of multi-modality in ASO [143], could lead to the
optimizer getting stuck at a local optima. Indeed, there have been reports suggesting that
unless a gradient-free optimization is not possible, a hybrid of both methods (gradient &
gradient-free) methods is necessary to ensure the globally optimum design is found [143].
The ROMs previously constructed with shape parameters in Chapter 4 are now used
in an optimization setting. The goal here is to search for the globally minimum drag con-
figuration within the design space. The flow parameters (M, α) are held fixed, while the
CST coefficients are treated as the design variables. ROMs are then used in the objective
130
function and constraint evaluations as described below. The capability of the methodology
to be applied to global optimization with constraints is demonstrated with the NACA0012
test case introduced in Chapter 4. For comparison, the true optimum is determined based
on running the FOM at a dense grid of the parameters with 1000 samples. To accomplish
this specific task, computing resource on a cluster with parallel processing and enhanced
processing power (relative to the workstation on which the ROM is evaluated) was used
which required a total of 10 hrs of wall-clock time. Although such a large budget of FOM
evaluations are not in general feasible for practical problems, given the small size of the
test problems used in this work, this was deemed acceptable. Therefore they serve as the
validation for the optimum predicted by the ROM.
5.2.1 Problem Statement









θl ≤ θ ≤ θu
(5.3)
where δ ∈ R is an arbitrary value used to condition the problem1, θ represents the
CST coefficients that are the design variables of the problem with upper bound θu and
lower bound θl. h and g represent the equality and inequality constraints respectively.
The R(u,θ) = 0 is the FOM (state-space model) that needs to be solved to compute the
1For instance, if it is known that Cd(θ∗) is in O(10−3), then δ may be chosen as 106 such that the
objective function is in O(1). This way, other parameters such as the convergence tolerance can be specified
relatively in an appropriate manner.
131
objective function at every iteration of the optimization.









θl ≤ θ ≤ θu
(5.4)
where the term ΦTR(Φũ,θ) = 0 represents the ROM, Φ and Ψ are the trial and test
basis set respectively (see Chapter 1). Note that the objective function and constraints now
depend only on the reduced state vector (ũ) and hence the dimensionality of the problem
has been reduced. Further the evaluation of the outputs (the objective function and con-
straints in this case) at every optimizer iteration depends only on a small subset of points
that fall on the surface of the geometry; see Appendix A for further details. The optimiza-
tion is tested for 2 types of problems that are generalized by Equation 5.4 namely (i) with
only bound constraints - which are inequality constraints on the shape parameters and, (ii)
with Cl constraint - which is a non-linear equality constraint.
5.2.2 Optimization with bound constraints







θl ≤ θ ≤ θu
(5.5)
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Table 5.3: Genetic Algorithm Tuning parameters
Number of generations Ngen 30 & 60
Population Size Pgen 30
Mutation Probability µ 0.8
Cross-over type − Scattered
Cross-over fraction − 0.8
Mutation type − Uniform
where, θl and θu represent the ±30% bounds of the baseline CST coefficients. The
freestream conditions and the design variable bounds are listed in Table 5.2. The scalar δ
in Equation 5.5 is set to be 1E + 6 in order to keep the objective function roughly in O(1)
as it approaches the optimum.
A global optimization is carried out using Genetic Algorithm with the settings listed
in Table 5.3 and the optimization history is shown in Figure 5.5. A population size of 30
samples per generation was used and the convergence tolerance was set to 1e − 3 for the
objective function and 1e − 5 for the constraints. The optimization converged after 30
generations leading to a total of 930 function calls (the extra 30 function calls is to generate
the initial population).
The optimized shape and CP distributions are shown in Figure 5.6. Since the flow is at
an angle of attack, the optimizer tends to flatten the lower surface of the airfoil to dampen
the gradients near the leading edge that mainly contributes to drag. From the experience of
the author, the drag coefficient is very sensitive to changes in pressure at the leading edge
for subsonic cases, and therefore the optimizer tending to cause most change around this
region of the airfoil (and in the bottom surface since the flow is arriving at an incidence
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Figure 5.4: Airfoil design space generated by perturbing the NACA0012 baseline by
±30%.
angle) is physically justified. Further, in Figure 5.6b it can be seen that the suction peak is
lower than the baseline value leading to the decrease in drag.
We further compare the ROM results against the FOM solution obtained by running
the optimum shape (as predicted by the ROM) in the high-fidelity model. The pressure
coefficient is shown in Figure 5.8, where the agreement of the ROM results with the FOM
is evident. A similar comparison is also made in Figure 5.7 in terms of the absolute pressure
and mach number; a testimony of the capability of the ROM methodology to accurately
capture the physics of the underlying system at a fraction of the computational cost.
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Figure 5.5: GA optimization history for the NACA test case
(a) Optimized airfoil shape Vs baseline (b) Optimized airfoil CP Vs baseline



























































Figure 5.8: Optimized airfoil and CP distributions. ROM Vs FOM
In order to ensure that the predicted optimum is truly the global optimum within the
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Figure 5.9: Optimized airfoil shapes
chosen design space, a well defined method of verification process was necessary. In this
regard, a dense DOE consisting of 1000 points in the design space was generated and
the FOM was evaluated at each point. Note that the truly global optimum is a result of
a well-balanced and thorough exploration and exploitation of the design space. However
by densely sampling the design space, we expect that approximate location of the global
optimum can be estimated. Additionally, this provides a visualization of the design space
that could offer insight into the influence of each design variable.
Firstly, the true global optimum (based on the 1000 sample dense DOE) is compared
against the ROM prediction in Figure 5.9. The ROM and FOM optimum agree very well
on the bottom surface of the airfoil, which is where most of the shape deformation has
occurred for this test case. On the top surface however, there is discrepancy and this is
explained using visualizations of the full design space in the following passages.
The Figure 5.10 shows a scatter plot of the DOE used to run the high-fidelity sim-
ulations. Each grey circle represents one high-fidelity sample. The larger black circle
represents the global optimum based on the dense FOM samples and the large green cir-
cle represents the global optimum as predicted by the ROM via GA optimization. Notice
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that the ROM results are in the neighborhood of the FOM results. In terms of the CST2
coefficient, the ROM prediction has the highest discrepancy with that of the FOM. Due to
the fidelity difference between the ROM and the FOM, one would not expect the ROM to
exactly predict the global optimum consistent with the FOM. However, the reason for the
discrepancy was further investigated.
As mentioned earlier, the drag computation is known to be extremely sensitive to the
pressure distribution. The solution predicted by the ROM is known to incur round-off
errors in the projection step due to the large-scale matrix multiplication in finite precision.
Therefore, it should be expected that the prediction of the ROM (in terms of drag count)
has atleast a few drag counts of uncertainty.
While there is no estimate of this uncertainty, the designs that were within 3 drag counts
of the global (FOM-predicted) optimum were identified. This is shown in Figure 5.11,
where these points are identified as the black circles (smaller in size than the optimum
identified in the previous figure). Large spread in the design variable for a relatively small
3 drag counts is quite evident. In this plot, it can be seen that the ROM prediction (green
circle) is within the spread of designs that are within 3 drag counts of the global optimum.
While this does not necessarily prove that the design space of this optimization problem is
multi-modal, it does suggest that the global optimum is not necessarily significantly better
than several other local optima. Given such an uncertainty about the model, the ROM-based
approach leads to an optimum that is within that range. Additionally, in the figure, it can
be seen that the CST4 is the only design variable that has the most impact on the design
variable, since all the points are clustered towards the constraint boundary. Further, the
ROM prediction also falls in the same localized neighborhood - the constraint boundary.
Overall, it can be said that the ROM-based optimization gives a useful design which is in
the neighborhood of the global optimum.
Finally, the ROM prediction comes after 930 function evaluation which required ap-
proximately 2 hours of wall-clock time. The same budget of function calls in the FOM
138
(with identical convergence criteria and serial computing) would require roughly 155 hours
of wall-clock time. Therefore, the computational gains from the ROM is compelling, while
it does trade a small amount of accuracy for a relatively large gain in efficiency.
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Figure 5.10: Green - global optimum based on 1000 high-fidelity simulations. Black -
global optimum determined using the ROM. Grey - 1000 high-fidelity simulation samples.
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Figure 5.11: Green - global optimum based on 1000 high-fidelity simulations. Black -
global optimum determined using the ROM. Grey - 1000 high-fidelity simulation sam-
ples.The smaller black circles denote points within 3 drag counts of the minimumCd among
the high-fidelity samples.
141
5.2.3 Optimization with bound & Cl constraint
We now repeat the optimization problem with an equality constraint in terms of the lift
coefficient. We test the capability to the ROM to find the global optimum while being
constrained to a certain target lift coefficient, Ctargetl . The constraint is added as a penalty










θl ≤ θ ≤ θu
(5.6)
The Ctargetl = 0.43 and the scalars δ1 and δ2 were set to 1e+ 6 and the GA was run for
60 generations with a population size of 30 samples per generation. The optimizer history
is shown in Figure 5.12 and stopped showing any significant improvement in the fitness
function value after converging on Ctargetl within 3 decimal places. The optimizer airfoil
shape is shown in Figure 5.13; notice the bottom surface of the airfoil showing similar
trends as the previous case (without the Cl constraint) due to the angle of attack in the flow.
Further, camber is added to the airfoil shape in order to meet the lift constraint.
A comparison with the true global optimum (from 1000 high-fidelity samples) is shown
in Figure 5.14. The deformation in the bottom surface of the airfoil predicted by the ROM
almost exactly matches with the true optimum. Further, the upper surface deformation
as predicted by the ROM shows a similar trend as the true optimum, although there is
discrepancy. The scatter plot shown in Figure 5.14 compares the ROM-predicted optimum
with the true optimum - notice that they lie in close proximity to each other.
To investigate further, we check for variability in the Cl values of the high-fidelity data
within ±1% of the Ctargetl and Cd values within 3 drag counts of the true global optimum.
142
Figure 5.12: GA optimization history for the NACA-2 test case
Figure 5.13: Optimized airfoil shapes
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Figure 5.14: Optimized airfoil shapes
This is shown in Figure 5.16. There are fewer points within this variability range mainly
because the variability in Cl is much less compared to that of Cd, as explained earlier. This
plot shows that the ROM-predicted optimum is well within this variability range for all
the CST coefficients but CST6. This discrepancy is the main contributor for the shape
difference pointed out in Figure 5.14. Note that, there is inherent error in the prediction of
the ROM as demonstrated through the validation efforts in Chapter 4; therefore one cannot
expect that the ROM is able to arrive at exactly the same optimum as the high-fidelity
model. However, the test cases so far show that the ROM produces a useful result that finds
an optimum that is within a small localized neighborhood of the true optimum.
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Figure 5.15: Black - global optimum based on 1000 high-fidelity simulations. Red - global
optimum determined using the ROM. Grey - 1000 high-fidelity simulation samples.
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Figure 5.16: Black - global optimum based on 1000 high-fidelity simulations. Red - global
optimum determined using the ROM. Grey - 1000 high-fidelity simulation samples. The
smaller black circles denote points within ±1% of Ctargetl and 3 drag counts of the mini-
mum Cd among the high-fidelity samples.
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5.3 Probabilistic Analysis
Research Question 9. How does the ROM perform on the probabilistic analysis prob-
lem?
Next, we demonstrate the application of the present methodology towards a probabilis-
tic analysis. Uncertainty in design is inevitable and the decision making process should
account for this uncertainty in order to make more reliable decisions early on in the design
phase. Specifically, we are interested in quantifying the uncertainty in the airfoil lift and
drag coefficients due to the manufacturing process induced variations in the airfoil shape.
We use the same ± 30% variation in the airfoil CST coefficients and uniformly sample this
design space; see Figure 5.17. A Monte Carlo [147] simulation is carried out to propa-
gate the input uncertainty into the ROM in order to quantify the uncertainties in the system
outputs - namely, the lift and drag coefficients.
The histograms of the responses are shown in Figures 5.18 and 5.19. The ROM his-
tograms are approximated from 4000 samples run via the Monte Carlo simulations. These
simulations were run in serial on a desktop computer which consumed approximately 7.2
hrs of wall-clock time. An equivalent budget of high-fidelity simulations run in serial for
the same level of convergence as the ROM would have cost ≈ 667 hrs of wall-clock time;
therefore the computational speed-up with the ROM is ∼ 100×. The FOM histograms
were generated from 1000 latin hyper cube samples that were used in the previous sec-
tion. While these are not-exact one:one comparisons and also represent approximations
from a rather small sample size, they are used to make high-level observations about the
similarities between the predictions of the ROM and FOM. Firstly, the histogram for Cl is
strikingly similar between the two with a mean of ≈ 0.29 in both cases. The histogram
looks approximately symmetric with a normal-like distribution. In the case of Cd the ROM
predicts the right-ward skew of the distribution accurately. The range predicted by the
ROM is approximately [0.005, 0.016] while in the case of the FOM it is a bit narrower,
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[0.006, 0.01]. The relatively higher sensitivity in the Cd computations compared to Cl, as
explained in the previous sections, is the main reason for this discrepancy. Further, the
number of points with Cd > 0.01 fall in the tail end of the distribution and form small frac-
tion of the total number of samples; which can be considered as outliers. Similarly a small
fraction of the points fall below 0.006 (lower bound predicted by the FOM) for the same
reason. Secondly, the FOM histograms are constructed from a rather coarse(1000) sample
of points and hence an exact comparison would require at the very least an equal sample
size for both the ROM and FOM. While this might be feasible for the present test case
(given its relatively cheaper computational cost when executed with parallel computing) it
is avoided because the idea is not scalable for pratical problems. We compare them with
the only goal of making a high-level observation about the ROM’s capability to capture the
actual trends of the FOM. Overall, the ROM is able to capture the generalized trends in the
distributions of the response with useful accuracy.
We go a step further and compare the statistics of the distributions predicted by the
ROM with that of the FOM. These are summarized in Table 5.5. As for the Cd, the ROM
predicts the mean and median very close to the FOM, while the remaining statistics show
greater discrepancy. The main reason is attributed to the presence of outliers in the Cd data,
most of which is likely to be due to the higher sensitivity of this output to variations in CP
- a common thread observed across all results in this thesis. However, in the case of Cl,
the predictions are much closer between the ROM and FOM. Overall, the ROM is able to
capture general trends such as the range of outputs and shapes of their distributions with
useful accuracy. One needs to be careful in comparing the ROM results against the FOM
in Table 5.5 because both results are an outcome of samples of different sizes while both
being a relatively coarse dataset for accurate approximations of distributions.
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Std. Dev 0.0018 0.0007
Skewness 0.2294 0.3887
Kurtosis 4.5908 2.5210








Figure 5.17: Uniformly distributed input CST coefficients for the probabilistic analysis
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(a) Drag coefficient (b) Lift coefficient
Figure 5.18: Histograms via the ROM. 4000 monte-carlo samples.
(a) Drag coefficient (b) Lift coefficient
Figure 5.19: Histograms via the FOM. 1000 LHC samples
5.4 Discussion
The method is applied to 3 specific applications in the many-query context: (i) aerodynamic
shape optimization, (ii) inverse design and (iii) uncertainty quantification via Monte Carlo
analysis. In all 3 situations, the ROM was executed O(1000) times at a wall-clock time of
2-8 hrs, while the equivalent budget of FOM would have consumed 200-800 hrs. Therefore
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first and foremost, the results of this chapter demonstrate the utility of the methodology
towards real-time decision making. Note that the solution method for the ROM currently
does not take advantage of advanced computing resources such as parallel computing which
are expected to significantly enhance the efficiency of the methodology even further.
In the aerodynamic shape optimization test case, the method was tested with and with-
out a Cl constraint (in addition to design variable bound constraints). In both cases, the
ROM was able to arrive at the a small neighborhood within the true global optimum (as
determined from a dense sample of high-fidelity simulations). Further, the discrepancy ob-
served in the predictions were identified to be mainly due to some variability in the drag
coefficient and the ROM predictions were observed to be always within this variability.
Finally, the ROM prediction of the true optimum design was simulated in the high-fidelity
model and the comparison showed very good match between the two results. Overall, the
ROM was able to achieve such accuracy at a fraction of the cost of the FOM.
The inverse design test case was mainly the test of the ROM to satisfy the physics of
the problem, even in its approximated form. Given, a certain pressure distribution as target,
the ROM was used to search the design space to identify the corresponding airfoil shape.
The predictions of the ROM was within 5% of the actual solution while again, achieving it
at superior computational efficiency compared to the FOM.
Lastly, a Monte Carlo analysis with 4000 uniformly sampled points from the input
space was used to approximated the probability distributions of the two main outputs con-
sidered in this thesis: the Cd and Cl. The predictions were compared against a relatively
coarse, 1000 sample FOM-based approximation. Overall, the Cl showed better match with
the FOM results, while the Cd predicted the statistics with relatively higher discrepancy.
Regardless, the predictions of the ROM turn out to be useful to make reliable decisions at
a fraction of the cost of the FOM, which is its main overall goal.
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CHAPTER 6
CONCLUSIONS & FUTURE WORK
A methodology to develop projection-based reduced order models with black-box high-
fidelity PDE-based models is developed in this thesis. Specifically, non-linear, static, para-
metric systems are the main focus that find wide spread applications in aerospace design.
The methodology is adequately validated under different parameter settings, model hyper-
parameters are identified and the overall strengths and weaknesses of the approach are
demonstrated. Finally, the model is applied to several many-query context problems de-
scribed in Chapter 1.
6.1 General feasibility
The feasibility of the method is tested via canonical PDE test problems of the linear and
non-linear type, each with 1 and 2 parameters respectively. The Matlab PDE toolbox which
uses finite element based solver that was used as the black-box model that provides the
snapshots. Overall, the ROM method lead to a dimensionality reduction of ≈ 26 times
leading to several orders of magnitude of computational speed-up. The model accuracy
for the linear test case was close to machine precision, while for the non-linear case it was
∼ 2% on average. While these test cases are trivial from a practical value point-of-view,
they allowed a feasibility test of the method within a computational cheap framework.
6.2 Model development & validation
From canonical PDEs in Chapter 3, we move to the compressible Euler equations in Chap-
ter 4. These equations find numerous applications in the design of aerospace vehicle and
represent a simplified form of the Navier Stokes equations. This chapter is dedicated to-
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wards evaluating the model under two types of parameters: (i) flow parameters and (ii)
shape parameters. The NACA0012 and the RAE2822 airfoils were used as test cases under
subsonic and transonic flow regimes respectively.
6.2.1 Flow parameters
The flow parameters considered are the mach number, M and angle of attack, α. The major
conclusions are summarized as follows
• Under subsonic conditions, the method is able to predict the state variables in
O(1)% accuracy
• Under subsonic conditions, the method is able to predict CP , Cl and Cd consis-
tently within 5%.
• Under transonic conditions, the method is able to predict the state variables in
O(5)% accuracy
• Under transonic conditions, the CP is predicted within 15% error, Cl within 10%
while the Cd incurs greater error in ∼ 20%
• Under transonic conditions, the method predicts the shock location within 5%
chord lengths, provided there are adequate snapshots
• Under transonic conditions, Cd prediction accuracies of < 5% is achievable with
a dense distribution of snapshots. However, similar accuracy in CP and Cl are
achievable with fewer snapshots
• The main hyper-parameters of the model are identified to be (i) choice of initial
guess for the ROM and (ii) order of interpolation for the ROM. Using a standard-
ized euclidean distance based nearest neighbor as initial guess, gave best results
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for all test cases. The choice of the right interpolation is problem-dependent and
is not known apriori.
• SInce the approach assumes that the state always lies in a linear hyper-plane
constructed out of a globally valid basis, it is not suitable to extrapolate outside
of the training design space.
6.2.2 Shape parameters
Next, the model is tested with airfoil shape parameters. Airfoil shapes are parameterized
using Class-Shape Transformation (CST) functions whose coefficients are treated as design
variables. The NACA airfoil is parameterized using 6 design variables while the RAE
airfoil using 8. In the presence of shape parameters, the ROM is interpolated on the tangent
space to the manifold in which they are embedded. The main conclusions are summarized
as follows
• With shape parameters, more snapshots are required mainly because there are
more parameters
• Under subsonic conditions, the results were consistent with what was observed
with flow parameters - < 5% error across all outputs
• Under transonic conditions, greater error was incurred, but relatively better than
flow parameters. This is mainly because within the chosen parameter range, the
flow features do not change drastically.
• Under transonic conditions, the error in Cd was relatively higher than that in CP
and Cl; an observation consistent with results of flow parameters.
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6.3 Application to design optimization
In Chapter 5, the method was applied to 3 types of problems: (i) aerodynamic shape op-
timization, (ii) inverse aerodynamic design and (iii) uncertainty quantification via Monte
Carlo analysis. For applications (i) and (ii) a gradient-free global optimization approach
was used. In each of these cases the total budget of function calls was in O(1000). The
main conclusions of this chapter are summarized as follows
• For the ASO problems, the ROM predicts the true global optimum within 3 drag
counts. The discrepancy is mainly driven by the fact that the Cd calculation
was highly sensitive to errors in CP and that the design space contained several
designs within a small margin of 3 drag counts.
• For the inverse design problem, the ROM predicts the correct airfoil shape for a
given CP distribution with an error margin of 4%.
• For both the ASO and inverse design problems, the optimum designs were run
using the high-fidelity model to confirm that the results match
• For the probabilistic analysis test problem, the ROM predicts the distribution
statistics for Cl with much greater accuracy than Cd; again a general trend ob-
served throughout this thesis
• For all the test problems, the total budget of function calls to the ROM was




The following are some known limitations of the present methodology
• The appropriate ROM interpolation order is not known apriori. An inappropriate
choice could lead to large error in prediction. However, an order betwee 1-3 worked
for all problems tested in this thesis.
• The performance of the model under transonic conditions in the presence of moving
shocks has been poor compared to subsonic conditions. Under such conditions, the
suitability of the method for design optimization is questionable. However, this lim-
itation is not unique to the present approach and other POD based approaches have
faced similar issues as pointed out in Chapter 4.
• The number of snapshots required for an acceptable error in prediction was inO(100).
This budget however is well justified in this thesis since the application problems re-
quired an order of magnitude more function evaluations.






where n is the interpolation order (typically 1-3) and m is the design
dimensionality. Therefore, in high-dimensional systems (m→∞), the training data
size→∞. In such cases, an input-space dimensionality reduction such as Principal
Components Analysis (PCA) can be used to reduced design parameter dimensional-
ity.
• The methodology is not suitable for extrapolation beyond the original design space
from which the snapshots are extracted. Extrapolation violates the fundamental as-
sumption of the model; see Chapter 2.
6.5 Directions of future work
Some key directions in which the future work is expected to progress are listed below
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• Extension to 3D The present methodology extends to 3D problems without modi-
fication in the formulation. The finite volume discretization needs modification to
accommodate the 3rd dimension.
• Extension to Navier-Stokes Equation This is equivalent to applying the method
to different PDE system. While the method generally applies to any PDE system,
each new system leads to a unique set of state-observable mapping which completely
depends on knowledge of the governing equations in PDE form. As long as this
domain knowledge is available, the same method extends to any PDE system.
• Adaptive sampling of snapshots An adaptive approach that samples snapshots and
updates the ROM development sequentially is required to minimize the snapshot
budget. Currently, the snapshot locations are chosen apriori which could lead to a
non-optimal distribution - this was particularly true for the transonic test problems.
With an adaptive approach, that is goal-oriented such as minimizing error in output
predictions, the ROM performance is expected to improve without costing a much






In this thesis, we consider geometric shape parameters as design variables. In scenarios
where the shape parameters vary, the associated change in geometry under consideration
within the flow domain results in an adjustment of the computational mesh. This process
is called mesh morphing, where the vertices of the computational mesh move while the
topology of the mesh (type & number of cells and their arrangement) itself does not change.
In order to visualize and/or compute integrated quantities within the flow domain (such as
lift/drag/moment about the airfoil), the associated computational grid is necessary; without
the spatial location associated, the flow solution data by itself has no meaning. On the
other hand, re-constructing the entire computational grid for each new shape parameter is a
computationally expensive procedure - consider that along with many-query situations such
as design optimization and uncertainty quantification. Therefore in this thesis, a procedure
is developed where the computational mesh is morphed every time a new instance of the
shape parameters is created. It is done in a way such that it mimics the procedure followed
in the high-fidelity CFD package STARCCM+, which is black-box code used to generate
snapshots of the FOM in this work 1. Here, the mesh morphing procedure, associated code
development & its validation are provided.
A displacement vector, which could specify components of displacement as dX, dY, dZ
is read in by STAR-CCM+ which results in the associated vertices being displaced. Then
an interpolation field is generated by training a Radial Basis Function (RBF) [7] for the
displacements with respect to the locations of the displacement coordinates. That is for a
1See the STAR-CCM+ documentation at UserGuide>ModelingPhysics>
ModelingSpace,Time,andMotion>ModelingMotion>WorkingwithMorphing>
MorphingMotionFormulation for more details
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φ(rij)βj + α, i = 1, . . . , N (A.1)
where φ is the basis function and rij is the euclidean distance between two vertices xi
and xj , βj are the coefficients that need to be trained, and α is a constant that serves a
purpose similar to an intercept and also needs to be trained. STAR-CCM+ uses a linear
basis function, i.e.
φ(rij) = rij = ‖xi − xj‖2 (A.2)
Additionally, the constraint
∑N
j=1 βj = 0 bounds the magnitude of the coefficients.
Therefore, training the RBF is equivalent to solving a linear system of size (N+1)×(N+1)
of the form

φ(r11) . . . φ(r1N) 1
... . . .
...
...
φ(rN1) . . . φ(rNN) 1
















The solution to Equation A.3 requires computation that scales with N2. However, un-
less the entire flow domain is of interest (such as in visualizing a specific solution corre-
sponding to an arbitrary instance of shape parameters), N is typically a small subset of the
entire grid. For instance to visualize the pressure distribution about the airfoil, only the
vertices that lie on the airfoil are of interest, where N is << overall grid size.
The procedure is implemented and Figures A.2 and A.1 show that it is validated by
comparing against the actual morphed mesh coordinates2. The overall purpose of the mesh
2For validation purposes, the mesh morphed within STAR-CCM+ for a specific instance of the CST
coefficients is exported as a separate CGNS file. The points from this file is extracted to validate the points
computed via the trained RBF for the same instance CST coefficients
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Figure A.1: Validation of the mesh-morphing procedure against STAR-CCM+ for vertices
that lie on the airfoil surface
morphing is to compute outputs (such as lift/drag/pressure distributions) and visualization
of the solution as shown in Figure A.3.
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Figure A.2: Validation of the mesh-morphing procedure against STAR-CCM+ for cell-









𝐶𝑃 , 𝐶𝑙 , 𝐶𝑑
Visualization
writeCGNS
(baseline CST coeff.) (new CST coeff.) (baseline grid)
Figure A.3: Flow of information when varying shape parameters that deforms the mesh
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APPENDIX B
DISCRETE EMPIRICAL INTERPOLATION METHOD (DEIM)
The Discrete Empirical Interpolation Method (DEIM) is briefly reviewed here and as an
illustration one of the non-linear constraints used in the Airfoil test case is evaluated.
For a non-linear function f(θ) ∈ RN the DEIM approximates f by projecting it onto a
subspace spanned by {x1, ...,xq} ⊂ RN as
f(θ) ≈ Xc(θ) (B.1)
where X = [x1, ...,xq] ∈ RN×q, q << N is determined via a POD of the snapshots of
f and is assumed to be globally valid in the design space that bounds the design parameters
θ and c(θ) ∈ Rq are the coefficients of the basis expansion. Then the approximation of f
requires only the determination of c(θ) which requires only q equations. The DEIM gives
a distinguished set of q points from the over-determined system f(θ) = Xc(θ). Given a
permutation matrix P that would give q such distinguished rows of a matrix when pre-
multiplied, then the q × q system necessary to solve for the coefficients is given by
PT f(θ) = (PTX)c(θ) (B.2)
So the approximation of f(θ) is then given by
f(θ) ≈ X(PTX)−1PT f(θ) (B.3)
If the q row-indices (that are extracted by pre-multiplying with PT ) are represented
by a vector, %, then in the above equation, PT f(θ) is equivalent to extracting the % rows
of f . Therefore the approximation of f(θ) requires only q computations which is efficient
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because q << N . Similarly, a non-linear function that depends on the state, f(u) can be
approximated as
f(u) ≈ X(PTX)−1PT f(u) (B.4)
Since u = ΦTk ũ and setting f̃ = Φ
T
k f(u), f̃ can be approximated as
f̃ = ΦTkX(P
TX)−1f(PTΦkũ) (B.5)
In the above equation, the term ΦTkX(P
TX)−1 is independent of the state and hence
can be pre-computed and PTΦk is just extraction of the % rows of Φk. Therefore using the
DEIM, the non-linear can be expressed in terms of the reduced state, ũ and hence can be
efficiently computed.
Now the DEIM is illustrated on evaluating the first constraint of Equation 4.4 which in
discretized form is given below




Let %5 be the vector containing the q row-indices returned by DEIM via snapshots of
the non-linear term y5 and φ1, φ2, φ3, φ5 be the projection matrix of y1, y2, y3 and y5
respectively. Then
h̃1 = ỹ5 − φT5 X [X(%5, :)]−1
{




In the above equation, the term outside of the braces can be pre-computed. Additionally
since y5 = y1y3y2 , X = φ5 and hence the term reduces to [X(%5, :)]
−1 which is q × q and
hence can be cheaply computed. Therefore using the DEIM, the non-linear constraints are
evaluated in terms of the reduced state variables which makes it computationally cheap.
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APPENDIX C
UNSTRUCTURED GRID HANDLING AND THE CGNS FILE SYSTEM
In this chapter, we briefly review the approach taken to handle reading in the computational
grid to compute the linear differential operators.
C.1 The CFD General Notation System
The CGNS [148] is an AIAA-recommended standard for encapsulating CFD data enabling
exchange across computing platforms and disciplines. Specifically, the data it encodes
include computational grid, boundary conditions and solution in addition to other entities.
Due to its wide-spread acceptability among the scientific community across industry and
academia and its increasing availability amongst commercial black-box CFD packages, it
is the chosen data format upon which this thesis builds its methodology.
The CGNS uses a hierarchical data format called the Standard Interface Data Structures
(SIDS) [149] that defines the organization of the data and the associated data structures.
The SIDS has a tree-like structure; see Figure C.1 for an illustration of the format where,
beginning at a root node several child nodes branch out leading to their own child nodes.
Each such node represents a certain entity of the CFD data and/or its properties. For in-
stance, an individual zone of a CFD domain is a node, whose grid information (such as
elements connectivity) is a child node which in turn can contain more nodes or data. On
the other hand, CGNS also comes with open-source software that provides a framework to
create, read and manipulate data in such format. This is available as Application Program-
ming Interface (API) [150] that is available in C++ and Fortran.
In this work we are primarily interested in reading and writing the computational grid in
the CGNS format. For this purpose, the unstructured grid capability of the CGNS is used 1.
1note that structured grids can be treated a special case of unstructured grids, although CGNS offers
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Figure C.1: Tree-like data format of the CGNS [151]
167
"𝑓𝑟𝑒𝑒𝑠𝑡𝑟𝑒𝑎𝑚" 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 "𝑤𝑎𝑙𝑙" 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦
Figure C.2: Example visualization of an airfoil grid in CGNS
See Figure C.2 for an example of the airfoil grid generated in STAR CCM+ and exported
in the CGNS format. To the left, a visualization of the of the CGNS file (via a binary file
viewer) is shown. Notice the nodes for each of the boundaries and the fluid region, each
of which contains the corresponding grid information. This the piece of interest for the
present work.
C.2 Unstructured grid encoding
The methodology in this thesis has been developed for unstructured grids which is more
common in the high-fidelity analysis of complex geometries. The CGNS format encodes
the unstructured grid (in 2 -dimensions) with 2 main pieces of information, namely: (i) the
connectivity of each cell with respect to vertices and (ii) the physical (x, y) coordinates of
each node in the mesh. Additionally, it stores this information for each entity of the flow
domain such as boundaries, fluid regions etc. In this work, the information available in
separate API’s for structured grid as well
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vertex-1 vertex-2 vertex-3 bndry-flag
cell-1 5 1 9 1
cell-2 2 5 6 1
cell-3 8 4 9 1
cell-4 3 6 7 1
cell-5 6 5 9 1
cell-6 7 6 9 1
cell-7 4 7 9 1
cell-8 1 8 9 1















Figure C.3: Work flow of the grid pre-processing step based followed in this work before
discretizing the linear operator. In the sample grid shown to the left, nodes are represented
in blue digits, cell-centers in black and faces in red. The surface normals are shown as short
colored line segments starting at the face center
the CGNS format is retrieve via CGNS APIs that gives the cell connectivities and the node
coordinates. This information is then pre-processed separately within the environment to
give the necessary information to discretize the linear terms. The necessary data include
connectivites (such as cell-cell, cell-face, node-cell and node-node), surface normals, face
area, cell volumes, inter-cell distance, inverse-distance weighted interpolants, cell-center
coordinates and face-center coordinates. All of this information is packed into a structure
called gridStruc. This computation is an expensive process but needs to be done only
once - during the online phase of ROM execution the mesh morphing approach explained in
Appendix A. The overall process is demonstrated for a simple triangular grid in Figure C.3.
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APPENDIX D
COST OF THE FINITE VOLUME DISCRETIZATION STEP
Here we present a more detailed look into the computational cost of approximating linear
differential terms using the finite volume method. As mentioned in Chapter 2, although this
step is not the most expensive of all the offline computations, it is one of the most important
steps in the methodology that overcomes the challenge of using a black-box high-fidelity
code. Here we provide details of the computational cost for the laplacian operator in 2D.
The cost of other operators such as the gradient is similar to that of the laplacian. Further,
extending to 3-dimensions costs in the same order of magnitude. Finally, the contents of
this chapter are to be read in tandem with Section 2.3.
The construction of the linear differential operator is dependent on knowing the connec-
tivity between the various elements of the mesh. For instance, information about the cells
that lie adjacent to a face, the faces that bound a cell, the vertices that make up each edge
and the cells that share a vertex are examples of connectivity that encode an unstructured
mesh that needs to be known to discretize a PDE on it. Surface normals are also required to
compute the component of normal and tangential flux on each cell face. Additionally, the
interpolants required to convert between cell-center, face-center and node values are also to
be computed. The current section focuses only on estimating the computational complexity
and storage for discretizing the linear operator matrix, given all the other aforementioned
information since that dominates the overall offline cost of the proposed approach.
We present the computational complexity for the 2-D linear diffusion operator as an
illustration. For the exact number of computations, we will have to isolate the interior and
boundary cells to compute their individual number of operations and sum them up. Instead,
since we are interested only in the order of magnitude of the computational complexity, we
focus on computing the complexity for 1 cell and multiply that by the total number of cells,
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t̂f .~l︸ ︷︷ ︸
II

The above term represents the discretization of the linear diffusion operator that has to
be computed for every cell, where for each cell, the summation is over all the faces of the
cell. LetN denote the total number of cells, Nf denote the total number of faces, nf denote







requires 2 operations and can be pre-computed for all the faces taking
a total of 2×Nf operations. The I term is computed for every face in a cell and its product
with the term within parentheses takes a total of 2 × nf × N . Now focusing on the term
II, the dot product t̂f .~l takes 3 operations (in 2D) and can be pre-computed for all the
faces, leading to a total of 3 × Nf . The terms ua and ub have to be interpolated from cell-
center values and its complexity depends on number of cells shared by a given node. The
computation of each of the terms ua, ub require 2nc − 1 operations. Therefore computing
their difference, along with the multiplication and division operations of term II takes a
total of 4nc + 1 and adding up multiplication with the term within parenthesis makes it
4nc + 2 per face and hence a total of (4nc + 2)× nf ×N .
In total, the number of operations required to compute the linear diffusion operator is
roughly 6Nf + [(4nc + 4)nf ]N , where the 6Nf arises from pre-computation of terms for
every face and [(4nc + 4)nf ]N arises from computation of terms I and II. The number
of cells shared by a node, nc and the number of faces per cell, nf are dependent on the
mesh. Factoring this as a constant, and considering that the number of faces and cells in a
mesh are of the same order of magnitude, the overall complexity is in O(N). Therefore,
the cost of computing matrix A is linear with respect to the number of cells, N . Note
that when A has parameter dependence, a unique A has to be computed for each snapshot
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and hence for M snapshots, the overall offline cost for computing the linear operators is
O(MN). This is considered as the price paid for the lack of access to the source code of the
FOM, which is otherwise essential in the construction of a ROM, and is an offline cost used
for model development. Finally, the RHS vector f needs to be constructed by applying the
snapshot vectors to A. Since A is known to have a highly sparse structure [152], the matrix-
vector product would costO(N) per snapshot leading to a total ofO(MN). Therefore, the











= 6 points in the parameter space nearest to the query point x̂. For
each point, we want to generate the following polynomials





Each polynomial term in the above equation is represented using the notation
∏
[x]ei , i =
1, . . . , 6. The vectors ei are generated via integer partitions. For instance the function (to








where the first row of the output is e1, second row is e2 and so on. As an illustration,
the term x2 is approximated as
∏
[x]e2 = x01 × x12 = x2
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APPENDIX F
ILLUSTRATION OF TANGENT-SPACE INTERPOLATION
F.1 Illustration
The simplest example to consider that demonstrates the application of interpolating on the
tangent space to a differential manifold is to consider the following matrix which represents





Such matrices belong to the general orthogonal group G(n) of orthogonal matrices of
size n× n. For θ1 = π6 and θ2 =
π
3








now, for an intermediate θ̃ = π
4
, which linearly interpolates θ1 and θ2, a direct linear














Now, interpolating the matrix on the tangent space of the manifold, enabled by the expo-
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nential and logarithmic mapping defined earlier, leads to the correct result as demonstrated
below.
Logarithmic Mapping
Θ1 = A(θ1) =
0.0000 −0.5236
0.5236 0.0000




This gives the mapping of the original matrices to the tangential space. Now an inter-











which agrees with the expected result.
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