The Stieltjes classes play a significant role in the moment problem since they permit to expose an infinite family of probability distributions all having equal moments of all orders. Given a moment-indeterminate distribution, it may not be easy to indicate another distribution with the same moments. Mostly, the Stieltjes classes have been considered for absolutely continuous distributions. In this work, a new approach for constructing them in the discrete case is presented. Examples for some widely used discrete distributions are provided.
Introduction
Stieltjes classes actually appeared in [7] , while the name may be viewed as presentday. For good reasons, J. Stoyanov [8] suggested to use the name 'Stieltjes classes' and triggered their systematic study, which is still in progress. See, for example [3, 5, 6] .
Mostly, Stieltjes classes have been considered for absolutely continuous distributions as classes of different probability densities with the same sequence of moments. However, they may also be used to construct sets of discrete distributions with the same sequence of moments.
For the sequel, we need the following definitions.
Definition 1.1. Let X be a random variable possessing a discrete distribution with probability mass function p X " p given by ppx j q " p j , j P Z. A sequence h " th j u jPZ is a perturbation for p if M h :" sup j |h j | " 1 and ÿ jPZ x k j p j h j " 0 for all k P N 0 .
It has to be noticed that not all probability mass functions own perturbations. Clearly, the existence of perturbation is stipulated by the moment indeterminacy of the underlying discrete distribution. In this connection, the next definition can be formulated. Definition 1.2. Given a probability mass function p and its perturbation h, the set S :" tg : g " pp1`εhq, ε P r´1, 1su is called a (discrete) Stieltjes class for p generated by h.
Examples of discrete Stieljes classes are provided in [9, Examples 11.7 and 11.8] . In this work, new Stieltjes classes related to certain families of discrete distributions have been constructed. Notice that these families are linked to the Heine distributions. The latter is one of important q-distributions, see [2, Section2] .
In the sequel, the following notation of the q-calculus will be used (see [1, Chapter 10] : px;0 :" 1, px;j :" Further, recall the two q-analogues p0 ă q ă 1q of the exponential function:
See [2, formula (1.24)] and [1, formulae (10.2.9) and (10.2.10)]. Note that e q p´tqE q ptq " 1 and also lim qÑ1´eq ptq " lim qÑ1 E q ptq " eptq. For the sequel, we need the following identity attributed to Euler:
where px;j is the q-shifted factorial defined by: When q " 1, one has e 1 ptq "
In this study, the focus is on the Heine distribution. This is a discrete distribution, whose probability mass function is given by:
When q " 1, one recovers Poisson distribution with parameter λ. It is not difficult to see that the Heine distribution possesses finite moments of all orders, and, moreover, it is moment-determinate as its moment generating function exists for all real numbers. The investigation of moment-(in)determinacy of the log-Heine distribution is not that simple. The log-Heine distribution is the one whose probability mass function is given by:
Obviously, ρ is a probability mass function of the random variable Y " a X , whence the name log-Heine. The moment generating function of Y exists only when |a| ď 1 and, for those values, the log-Heine distribution is moment determinate. As for |a| ą 1, although all moments are finite, the moment generating function does not exist on p0, 8q. This indicates the necessity to investigate the moment determinacy more carefully. This will be performed in a more general setting for a distribution P Y with probability mass function of the form:
Obviously, for |a| ď 1, the distribution of Y is moment-determinate as it has a bounded support. In the case |a| ą 1, it will be proved that, under the condition p j ě C|a|´j pj´1q{2 for all j P N 0 and some C ą 0, the probability mass function of Y has a perturbation and, as a result, the distribution is moment-indeterminate. On the other hand, under the condition
no perturbation function exist. Section 3 of the paper contains several examples pertinent to some well-known distributions, such as log-Poisson and log-Heine ones. The conditions for those distributions to possesses Stieltjes classes are given and -when exist -the Stieltjes classes are constructed. It has to be stated that this study is motivated by Examples 11.7 and 11.8 of [9] .
Main results
In the sequel, the letter C -with or without indices -denotes a positive constant whose value is of no concern. Note that the same letter may be assigned to denote constants with different numerical values.
Theorem 2.1. Let a random variable X have probability mass function p X pjq " p j , j P N 0 , and Y " a X . If
then a perturbation of p Y exists and, therefore, the distribution of Y is momentindeterminate, provided that Y has the moments of all orders.
Proof. To establish this result, it suffices to find a perturbation for p Y , which is reduced to finding a bounded non-zero sequenceh " th j u jPZ satisfying ÿ jPZ a kj p jhj " 0 for all k P N 0 .
$ & % p´1q j a´j pj´1q{2 p1{a; 1{aq j p j , j " 0, 1, 2, . . .
0,
j "´1,´2, . . .
(2.3)
Obviously,h ‰ 0, and owing to (2.1),
To check the validity of (2.2), recall that due to Euler's identity (1.1), one has:
ϕptq :" Proof. The following notation commonly accepted in the theory of analytic functions will be used:
Mpr; f q :" max |z|"r |f pzq|.
Assume that 0 ‰ h " th j u jPZ is a bounded sequence such that ÿ jPZ a kj p j h j " 0 for all j P N 0 . Set c j :" p j h j . Obviously, the coefficients of φ 1 satisfy c j " o`|a|´j pj´1q{2˘a s j Ñ 8, implying that the function φpzq "
is analytic in tz : 1 ď |z| ă 8u. Here, φ 1 is an entire function and φ 2 is analytic at 8 with φ 2 p8q " 0. Using Lemma 2.5 of [4] , one concludes that Mpr; φq " oˆMˆr; E q p r 1´1{|a|
q˙˙as r Ñ 8.
On the other hand, since φpa k q " 0 for all k P N 0 , Jensen's Theorem [10, §3.61] implies that, for r " |a| k , k P N 0 , the estimate below is valid:
The detailed proof is presented in Lemma 2.6 of [4] . Meanwhile, it was proved in [11, formula (2.6) ] that for some positive constants C 1 , C 2 and r large enough,
However, when q " 1{|a|, estimate (2.5) contradicts (2.4) . The proof is complete.
Examples
In this section, new Stieltjes classes for some widely known distributions are presented. We start with an extension of Example 11.7 from [9] . Therefore, by Theorem 2.1, the distribution of Y " a X , |a| ą 1, is momentindeterminate and a Stieltjes class for p Y can be written in the form:
where h "h{Mh andh j "
p´1q j e λ j! a´j pj´1q{2 λ j p1{a; 1{aq j , j P N 0 .
Obviously, for |a| ď 1, the log-Poisson distribution is moment-determinate. 2), and correspondingly, the log-Heine distribution has the probability mass function given by (1.3) . Then, the probabilities p j satisfy (2.1) when either |a| ą 1{q or |a| " 1 q and λp1´qq ě 1, as it can be observed from the inequality:
Hence, by Theorem 2.1, in those cases, the distribution of Y " a X is momentindeterminate and a Stieltjes class for p Y can be written as
The last example deals with discrete distribution whose probabilities arize from the coefficients of the θ-function, which is given by:
Example 3.3. Given q P p0, 1q, let X have the distribution whose probability mass function equals ppjq " p j " Cj 2 , j P Z.
Here,
by virtue of the Jacobi triple product identity (see, for example, [1, formula (10.4.5)]). Condition (2.1) for the probabilities p j is satisfied only if |a| ą 1{q 2 because p j |a|´j pj´1q{2 ě C`q 2 |a|˘j 2 {2 |a|´j {2 .
Theorem 2.1 allows us to construct the Stieltjes class as follows:
S :" tg : g " p Y p1`εhq, ε P r´1, 1su, where h "h{Mh and according to (2.3):
p´1q j a´j pj´1q{2 q j 2 p1{a; 1{aq j , j " 0, 1, 2, . . .
0,
It is worth mentioning that for q " e´1 and a " e 8 , a beautiful example of another Stieltjes class is presented in [9, Example 11.8] based on an entirely different approach.
