Prediction of barley yield is an attempt to accurately forecast the outcome of a specific situation, using as input information extracted from a set of data features that potentially describe the situation. In this study, an attempt has been made to analyze and compare multiple linear regression (MLR), and artificial neural network (ANN) including m ulti-layer p erceptron (MLP) and r adial basis function (RBF) models to predicting biological yield (BY) and yield (Y) of barely. Data was collected from the literatures on the subject of barley production that was existed in http://sid.ir website. A total of 10563 data from 17 features were prepared in Excel software sheets. Then, the Matlab software was used to compare the models. Results of MLR model based on R 2 showed that Model 7, with 1000-kernel weight (gr), OC (%), grain/spike, soil pH, N applied (kg/ha), plant height (cm), and irrigation regime (according to FC) and Model 8 with 1000-kernel weight (gr), OC (%), soil pH, grain/spike, HI (%), plant height (cm), irrigation regime (according to FC), and plant density (plant/m 2 ), were the best models for prediction BY and Y of barley, respectively. The highest standardized coefficient (β) for prediction of BY was obtained in 1000-kernel weight (0.621), OC (0.396) and grain/spike (0.385). Also, for prediction of Y, 1000-kernel weight, OC, and grain/spike with 0.547, 0.403, and 0.347 had the highest β, respectively. Among the MLR, MLP and RBF models, MLP model had the highest R 2 values for prediction of BY (R 2 =0.894) and Y (R 2 =0.922). Overall, ANN models can be used to successfully estimate BY and Y from data.
Introduction
Artificial Neural network models (ANN) which emulate the central nervous system are part of theoretical neuroscience and computational neuroscience (Rumelhart and McClelland, 1986) . Among various methods of ANN and learning algorithms, multi-layer perceptron networks (MLP), and radial basis function (RBF) are the most popular neural network models. One of ANN applications is in agriculture science (Heinzow and Richard, 2002; Memarian and Balasundram, 2012) . In the past years there has been an increasing interest in ANN modeling in different fields of agriculture, particularly for some areas where conventional statistical modeling failed. Presently, many aimed prediction models of agriculture field such as crop yield have been divided into two classes of mechanistic and empirical models (Poluektov and Topaj, 2001) . The prediction by a well-trained ANN is normally faster than the statistical models. In addition, it is possible to add or remove input and output variables in the ANN (Ghamari et al., 2010) . The applications of the ANN in agriculture include the prediction of crop yield, seeding dates, biomass production, physical and physiological damage to seeds, organic matter content in soils, estimation of sugar content in fruits, characterize crop varieties, and soil moisture estimation (Kaul et al., 2005; Park et al., 2005; Saberali et al., 2007; Khazaei et al., 2008) . Some researchers used ANN models for precision agriculture. They examined the applicability of ANN for development of yield mapping and forecasting systems by satellite images vs. soil parameters (Uno et al., 2005; Park et al., 2005; Stathakis et al., 2006) . In a comprehensive review, application of ANN in predicting wheat crop yield considered by Khairunniza-Bejo et al. (2014) who concluded that the best model for prediction of wheat yield was ANN models compared to other models. ANN has become a good method because of its ability to prediction, forecasting and classification in biological science fields. Hosseini et al., (2007) used ANN and multi-variable regression models for dryland wheat yield prediction in a temperate climate in Ghorve of Kordestan Province, Iran. They showed that ANN model can estimate the crop yield with acceptable accuracy. Maximum and minimum air temperature, daily mean relative humidity, net radiation, precipitation, dew point temperature, and wind velocity were included as input data in their ANN models. Kaul et al., (2005) developed ANN for corn and soybean yield prediction. They used the historical yield data at numerous locations in Maryland, USA and concluded that ANN models had more accurate results than other models. Khashei-Siuki et al., (2011) used expert systems to predict the dryland wheat yield from meteorological data in Khorasan province, Iran. In this way, adaptive neuro-fuzzy inference system (ANFIS) and MLP ], when temperature data (max, min, and dew temperature) used as independent variables for prediction of dryland wheat yield. O'Neal et al., (2002) designed a fully connected back-propagation ANN to predict maize yield with five data coding schemes at three scales using local crop-stage weather data and yield and showed that, the best version of the networks came out with root means squared testing error which was better than quadratic regression. Barley (Hordeum vulgare L.) is one of the most important crops in Iran, which is one of the largest barley producing areas in Middle East (Emam, 2002) . The aim of the study is providing a comparative analysis of multiple linear regressions (MLR), and two ANN models including multi-layer perceptron (MLP) and radial basis function (RBF), for predicting biological yield (By) and yield (Y) of barely using available data in Iran. This is the first report about prediction of biological yield and yield of barely where cultured in Iran using MLR and ANN models.
Results and Discussion

Data characteristics of barley
In order to prediction yield and BY, data subdivided into two sets: 70% of the data for training or calibrating, while the 30% of remaining data used for testing the performance of the prediction models (Khoshhal and Mokarram, 2012) . The Matlab software separated and ranked the data, automatically. Minimum, maximum, average and standard deviation (STDEV) for the training and testing data showed in Table 1 and Table 2 , respectively.
Correlation coefficient of biological yield and yield of barley
As shown in Table 3 , a positive correlation was observed between biological yield of barley (BY) and 1000-kernel weight (r=0.700**), plant height (r=0.561**), N (r=0.439**), irrigation regime (r=0.413**), and OC (r=0.401**). In contrast, spike/m 2 (r=-0.540**), water EC (r=-0.479**), and soil pH (r=-0.405**) had negative correlation with biological yield, significantly. Emam (2002) reported that plant height, 1000-kernel weight, and spike/m 2 had a key role in biological yield improvement. Afshari et al. (2011) reported that water deficit around anthesis to maturity may lead to a loss in yield by reducing 1000-kernel weight, especially if accompanied by high temperatures, hastening of whole-plant senescence, and reducing biological yield. reported that when biological yield was as output, grain/spike and 1000-kernel weight had a strong relationship with biological yield, with values of 0.5 to 1.0 in various attribute-weighting algorithms. Ten different attribute-weighting models showed that while irrigation regime was an important attribute for improving biological yield, harvest index was less important in modern wheat genotypes in Iran, and was only selected by the Relief model when biological yield was as output. Likewise, Tambussi et al. (2002) reported that biological yield in wheat may be increased by improving grain yield at a given level of harvest index. In the current study, harvest index was found to be less important in BY improvement (Table 3 ). Potassium applied to the soil was not found to be important using correlation coefficient (Table 3) . Malakoti (2003) found that soils in western and southern Iran were rich in available potassium ions, and farmers often did not apply potassium fertilizer in these areas. The calculated simple linear correlation coefficients (r) between barley grain yield (Y) and independent variables summarized in Table 4 . It was found that there is a positive and highly significant correlation between grain yield with 1000-kernel weight (r=0.635**), HI (r=0.622**), OC (r=0.544**), and spike/m 2 (r=0.508**). On the other hand, water EC (r=-0.535**), soil pH (r=-0.476**), P (r=-0.324**) and K (r=-0.178**) had negative correlation with Y. In a comparison study, Bijanzadeh and Naderi (2014) used feature selection model and 10 attribute weighting models to find the important features contributed to barley grain yield. They found that from 20 features as input, 10 features including irrigation regime, nitrogen applied to the soil, rainfall amount, grain number per spike, spike number per unit area, and growing season length (with value more than 0.961) were the most important features related to barley grain yield. Additionally, soil organic content (0.941 value), electrical conductivity of water (0.911), harvest index (0.905), and plant density (0.904) had the marginal effect on barley grain yield. Similar to our results, Austin (1984) also reported that one alternative for grain yield improvement is increasing the HI produced by the crop. In a similar study in an arid climate, Etemadi et al. (2005) reported that 1000-grain weight in Reyhan was 33% less than Karoon barley cultivar. Also, reported that reduction in assimilates' remobilization to the grain caused to lower 1000-kernel weight and grain yield in Shiraz cultivars (sensitive to drought) under severe drought while controlled soil drying in Sistan and Pishtaz (tolerated to drought) might result in a better remobilization of pre-stored assimilates to the grain in arid areas. Rezaii et al., (2010) declared that grain yield in Nosrat barley cultivar was 361.8, 418.3, 587.2, and 618.5 g/m 2 for the treatments with 25%, 50%, 75%, and 100% FC, respectively. They concluded that irrigation regime, 1000-kernel weight, and grain number spike had a key roles in barley grain yield improvement. Nikkhah et al. (2010) also reported that under terminal drought stress of two and six rowed barley genotypes, grain yield decreased from 32% to 43%, and 1000-grain weight in two rowed barley genotypes was not affected by severe drought stress. Afshari et al. (2011) reported that water deficit around anthesis to maturity may lead to a loss in yield by reducing 1000-kernel weight, especially if accompanied by high temperatures, hastening of wholeplant senescence, and reducing biological yield.. reported that water stress decreased grain yield of five wheat cultivars by decreasing 1000-kernel weight. Our results showed that Y more affected by 1000-kernel weight using correlation coefficient.
Multi linear regression model (MLR) of biological yield and yield of barley
For prediction of Y and BY using MLR, first the most essential input variables were selected using stepwise method and then linear interaction term of these basic input data properties were investigated. Finally, the linear interaction term of the basic weather properties were investigated using SPSS software (2013). The results based on R 2 showed that Model 7, with 1000-kernel weight(gr), OC (%), grain/spike, soil pH, N applied (kg/ha), plant height (cm), and irrigation regime (according to FC) and Model 8 with 1000-kernel weight(gr), OC (%), soil pH, grain/spike, HI(%), plant height (cm), irrigation regime (according to FC), and plant density (plant/m2), were the best models for prediction BY and Y of barley, respectively (Tables 5 and  6 ). Also, in these models, the R 2 values have been obtained 0.768 and 0.784, for BY and Y, respectively. In Table 7 and Table 8 , standard errors refer to the standard errors of the regression coefficients, which can be used for hypothesis testing and constructing confidence intervals. The standardized coefficients (β) are what the regression coefficients would be if the model were fitted to standardized data, that is, if from each observation we subtracted the sample mean and then divided by the sample standard deviation (SD). Also, the t statistic tests the hypothesis that a population regression coefficient β is 0, that is, H 0 : β = 0. It is the ratio of the sample regression coefficient β to its standard error. According to Table 7 , the highest standardized coefficients (β) for prediction of BY was obtained in 1000-kernel weight (0.621), OC (0.396) and grain/spike (0.385) while soil pH with -0.649 and HI with -0.138 had the lowest β (Table 7) . For prediction of Y, 1000-kernel weight, OC, and grain/spike with 0.547, 0.403, and 0.347 had the highest β, respectively (Table 8 ). In contrast, soil pH with -0.690 had the lowest β. Dreccer et al. (1997) and Alqudah and Schnurbusch (2014) reported that grain yield of barley is mainly determined by the of grain number per unit area of land. However, the mean grain weight can differ significantly between genotypes and environments. Bijanzadeh and Naderi (2014) used attribute weighting models to barley grain yield improvement and declared that four important features included spike number per unit area, genotype, grain number per spike, and organic content had weights more than 0.7 by principle component analysis models. Also, three features including spike number per unit area, grain number per spike and 1000-kernel weight were selected by three models as the most important attributes. Overall, in the present study, 1000-kernel weight was important feature selected by MLR model, when BY or Y were as output.
Prediction of biological yield and yield of barley using MLR, MLP and RBF models
The optimal architecture for each model was determined based on R 2 values of the trained data sets ( (Table 9 ). The scatter plots between measured and predicted BY and Y using MLP and RBF models for testing stage with acceptable accuracy, indicated in Figures 1 and 2 , respectively. According to 
Also, using RBF model, R 2 value was 0.82 and 0.75 for prediction of BY and Y, respectively (Fig. 2) . The equations for prediction of BY and Y was in the following using RBF model. Predicted BY= 0.67×BY+32e+03 (3) Predicted Y = 0.53×Y + 1.5e+03 (4) Overall, according to R 2 , the best model for prediction of BY and Y was MLP model using the equations of 3 and 4. This finding was in agreement with Memarian and Balasundram (2012) who reported that the MLP model showed a slightly better output than RBF network model in predicting suspended sediment discharge, especially in the training process.
Materials and Methods
Data Collection for prediction of biological yield and yield of barley
Data presented in this study was collected from the literatures on the subject of barley production in Iran that was existed in http://sid.ir website. A total of 10563 data was extracted from the literatures, including irrigation regime (according to FC), Water EC (dS/m), nitrogen applied to the soil (N; kg/ha), phosphorus applied to the soil (P; kg/ha), potassium applied to the soil (K; kg/ha), plant density (plant/m 2 ), growing season length (day), organic content (OC %), soil pH, rainfall amount (mm), plant height (cm), grain/spike, spike/m 2 , 1000-kernel weight (gr), harvest index (HI%), crop yield (kg/ha) and biological yield (kg/ha) were prepared in Excel software sheets. Then, the Matlab software version 2014 was used for prediction of BY and Y. Characteristics of each feature parameters including average, maximum value, minimum value and standard deviation (STDEV) as inputs shown in Tables 1 and 2 .
Multiple linear regression models (MLR)
The general purpose of multiple regressions is to learn more about the relationship between several independent or predictor variables and a dependent or criterion variable. The general form of the regression equations is according to Eq. 5 (Gunst and Mason, 1980; Kahane, 2008) : SE: Standard error, β: standardized coefficients, t: the t statistic tests the hypothesis that a population regression coefficient β is 0, that is, H0: β = 0 and it is the ratio of the sample regression coefficient β to its standard error. Where Y is the dependent variable, A 0 is the intercept, A 1 . . .b n are regression coefficients, and X 1 -X n are independent variables referring to basic soil properties.
Multi-layer perceptron networks model (MLP)
Multi-layer perceptron (MLP) network models are the most common network architectures used in most of the study applications in medicine, engineering, mathematical modeling, agriculture, etc. In MLP, the weighted sum of the inputs and bias term are passed to activation level through a transfer function to produce the output, and the units are arranged in a layered feed-forward topology called Feed Forward Neural Network (Venkatesan and Anitha, 2006) . The goal of this type of network is to create a model that correctly maps the input to the output using historical data so that the model can then be used to produce the output when the desired output is unknown. A graphical representation of an MLP was shown in Fig. 3 . Based on Fig. 3 , there were three inputs layers so that, two hidden layers can predict once output layer. MLP is perhaps the most popular ANN architecture (Dawson and Wilby, 1998) . It is a network formed by simple neurons called perceptron. The perceptron computes a single output from multiple real-valued inputs by forming a linear combination according to input weights and then possibly subjecting the output to some nonlinear transfer function (Fig. 3) . Mathematically this can be represented as (Sudheer et al., 2002) :
where, w i represents the weight vector, p i is the input vector (i=1,2, …, n), b is the bias, f is the transfer function, and y is the output. The transfer function used in this study was the tangent sigmoid function defined for any variable s as (Sudheer et al., 2002) :
MLP is usually trained using the back error propagation algorithm. This popular algorithm works by iteratively changing a network's interconnecting weights such that the overall error (i.e., between observed values and predicted outputs by ANNs) is minimized (Sudheer et al., 2002) .
Radial basis function model (RBF)
Radial Basis Function (RBF) neural network is based on supervised learning. RBF networks were independently proposed by many researchers and are a popular alternative to the MLP. RBF networks are also good that can be trained in one stage rather than using an iterative process as in MLP and also learn the given application quickly (Venkatesan and Anitha, 2006) . Using the neural network concepts, one may refer to the RBF net as a very simple three-layer feed forward network. A typical architecture was shown in Fig. 4 . The RBF model, developed by Powell (1987) and Broomhead and Lowe (1988) , consists of an input layer, a single hidden layer, and an output layer. Figure 4 shows a typical RBF model. The number of input and output nodes is similar to the MLP neural networks, determined by the nature of actual input and output variables. However, RBF networks tend to learn much faster than a MLP. The output of RBF was calculated as:
Where X is the input value, Y is the output value, θ is the radial basis function, w is the weight connecting the hidden and output nodes, X p represents the center of each hidden node (depends on the observed input data), and || x -x p || is the Euclidean distance between input and hidden nodes.
Performance evaluation criteria
In this study, correlation coefficient (R 2 , Eq. 5) and mean square error (MSE, Eq. 6) indices were calculated to control the performance of the prediction capacity of predictive models which developed and used by Finol et al., (2001) , and Yilmaz and Kaynar (2011) . Where N is the number of data, y i is the measured value of each variable, ŷ i is the predicted value of each variable and ȳ i is average of predicted value of each variable.
Conclusion
This study focused to prediction of BY and Y through multiple linear regression (MLR) and artificial neural networks (ANNs) with two algorithms (MLP and RBF) and comparison the predictive performance of these models by means of some statistical indicator such as mean square error (MSE) and correlation coefficient (R 2 ) in Iran country. Overall, in MLR model Y and BY more affected by 1000-kernel weight. It concluded that, for prediction of BY, the best model was MLP (R 2 =0.89). Also, the R 2 value (0.92) for MLP model was higher than MLR and RBF for prediction of Y. Generally, ANNs can be used successfully to predict the BY and Y from a dataset and this study opened a new vista in barley production using ANNs models.
