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Abstract
We present a meta-learning approach based on learning an adaptive, high-
dimensional loss function that can generalize across multiple tasks and different
model architectures. We develop a fully differentiable pipeline for learning a loss
function targeted at maximizing the performance of an optimizee trained using
this loss function. We observe that the loss landscape produced by our learned
loss significantly improves upon the original task-specific loss. We evaluate our
method on supervised and reinforcement learning tasks. Furthermore, we show that
our pipeline is able to operate in sparse reward and self-supervised reinforcement
learning scenarios.
1 Introduction
Inspired by the remarkable capability of humans to quickly learn and adapt to new tasks, the
concept of learning to learn, or meta-learning, recently became popular within the machine learning
community [2, 4, 5]. When thinking about optimizing a policy for a reinforcement learning agent or
learning a classification task, it appears sensible to not approach each individual task from scratch
but to learn a learning mechanism that is common across a variety of tasks and can be reused.
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Figure 1: Using a learned meta-loss to update an
optimizee model.
The purpose of this work is to encode these
learning strategies into an adaptive high-
dimensional loss function, or a meta-loss, which
generalizes across multiple tasks and can be
utilized to optimize models with different ar-
chitectures. Inspired by inverse reinforcement
learning [18], our work combines the learning
to learn paradigm of meta-learning with the gen-
erality of learning loss landscapes. We construct
a unified fully differentiable framework that can
shape the loss function to provide a strong learn-
ing signal for a range of various models, such
as classifiers, regressors or control policies. As
the loss function is independent of the model
being optimized, it is agnostic to the particular
model architecture. Furthermore, by training
our loss function to optimize different tasks, we
can achieve generalization across multiple prob-
lems. The meta-learning framework presented in this work involves an inner and an outer loop. In the
inner loop, a model or an optimizee is trained with gradient descent using the loss coming from our
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learned meta-loss function. Fig. 1 shows the pipeline for updating the optimizee with the meta-loss.
The outer loop optimizes the meta-loss function by minimizing the task-specific losses of updated
optimizees. After training the meta-loss function, the task-specific losses are no longer required since
the training of optimizees can be performed entirely by using the meta-loss function alone. In this
way, our meta-loss can find more efficient ways to optimize the original task loss. Furthermore, since
we can choose which information to provide to our meta-loss, we can train it to work in scenarios
with sparse information by only providing inputs that we expect to have at test time.
The contributions of this work are as follows: we present a framework for learning adaptive, high-
dimensional loss functions through back-propagation that shape the loss landscape such that it can be
efficiently optimized with gradient descent; we show that our learned meta-loss functions are agnostic
to the architecture of optimizee models; and we present a reinforcement learning framework that
significantly improves the speed of policy training and enables learning in self-supervised and sparse
reward settings.
2 Related Work
Meta-learning originates in the concept of learning to learn [20, 3, 26]. Recently, there has a been a
wide interest in finding ways to improve learning speeds and generalization to new tasks through meta-
learning. The main directions of the research in this area can be divided into learning representations
that can be easily adapted to new tasks [5], learning unsupervised rules that can be transferred between
tasks [16, 10], learning optimizer policies that transform policy updates with respect to known loss or
reward functions [2, 13, 14, 4], or learning loss/reward landscapes [23, 9].
Our framework falls into the category of learning loss landscapes; similar to [2], we aim at learning a
separate optimization procedure that can be applied to various optimizee models. However, in contrast
to [2] and [4], our framework does not require a specific recurrent architecture of the optimizer and
can operate without an explicit external loss or reward function during test time. Furthermore, as our
learned loss functions are independent of the models to be optimized, they can be easily transferred
to other optimizee models, in contrast to [5], where the learned representation can not be separated
from the original model of the optimizee.
The idea of learning loss landscapes or reward functions in the reinforcement learning (RL) setting
can be traced back to the field of inverse reinforcement learning (IRL) [18, 1]. However, in contrast to
the original goal of IRL of inferring reward functions from expert demonstrations, in our work we aim
at extending this idea and learning loss functions that can improve learning speeds and generalization
for a wider range of applications. Furthermore, we design our framework to be fully differentiable,
facilitating the training of both the learned meta-loss and optimizee models.
A range of recent works demonstrate advantages of meta-learning for improving exploration strategies
in RL settings, especially in the presence of sparse rewards. In [15], an agent is trained to mimic
expert demonstrations while only having access to a sparse reward signal during test time. In [8]
and [6], a structured latent exploration space is learned from prior experience, which enables fast
exploration in novel tasks. [29] proposes a method for automatically learning potential-based reward
shaping by learning the Q-function parameters during the meta-training phase, such that at meta-test
time the Q-function can adapt quickly to new tasks. In our work, we also demonstrate that we can
significantly improve the RL sample efficiency by training our meta-loss to optimize an actor policy,
even when providing only limited or no reward information to the learned loss function at test time.
Closest to our method are the works on evolved policy gradients [9], teacher networks [28] and
meta-critics [23]. In contrast to using an evolutionary approach as in [9], we design a differentiable
framework and describe a way to optimize the loss function with gradient descent in both supervised
and reinforcement learning settings. In [28], instead of learning a differentiable loss function directly,
a teacher network is trained to predict parameters of a manually designed loss function, whereas each
new loss function class requires a new teacher network design and training. Our method does not
require manual design of the loss function parameterization as our loss functions are learned entirely
from data. Finally, in [23] a meta-critic is learned to provide a value function conditioned on a task,
used to train an actor policy. Although training a meta-critic in the supervised setting reduces to
learning a loss function similar to our work, in the reinforcement learning setting we show that it is
possible to use learned loss functions to optimize policies directly with gradient descent.
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Figure 2: Meta-Learning via Learned Loss (ML3) framework overview. The parameters of an
optimizee are first updated using the meta-loss. Afterwards, the parameters of the meta-loss network
and the learning rate are updated using the task-specific loss calculated on the updated optimizee.
The dashed lines show the gradients for the meta-loss network parameters and the learning rate with
respect to the task-specific loss.
3 Meta-Learning via Learned Loss
In this work, we aim to learn an adaptive loss function, which we call meta-loss, that is used to train
an optimizee, e.g. a classifier, a regressor or an agent policy. In the following, we describe the general
architecture of our framework, which we call Meta-Learning via Learned Loss (ML3).
3.1 ML3 framework
Let fθ be an optimizee with parameters θ. LetMφ be the meta-loss model with parameters φ. Let
x be the inputs of the optimizee, fθ(x) outputs of the optimizee and g information about the task,
such as a regression target, a classification target, a reward function, etc. Let p(T ) be a distribution
of tasks and LTi(θ) be the task-specific loss of the optimizee fθ for the task Ti ∼ p(T ).
Fig. 2 shows the diagram of our framework architecture for a single step of the optimizee update. The
optimizee is connected to the meta-loss network, which allows the gradients from the meta-loss to
flow through the optimizee. The meta-loss additionally takes the inputs of the optimizee and the task
information variable g. In our framework, we represent the meta-loss function using a neural network,
which is subsequently referred to as a meta-loss network. It is worth noting that it is possible to
train the meta-loss to perform self-supervised learning by not including g in the meta-loss network
inputs. A single update of the optimizee is performed using gradient descent on the meta-loss by
back-propagating the output of the meta-loss network through the optimizee keeping the parameters
of the meta-loss network fixed:
θj = θj−1 − α∇θj−1E
[Mφ(x, fθj−1(x), g)] , (1)
where α is the learning rate, which can be either fixed or learned jointly with the meta-loss network.
The objective of learning the meta-loss network is to minimize the task-specific loss over a distribution
of tasks Ti ∼ p(T ) and over multiple steps of optimizee training with the meta-loss:
L(φ, α) =
N∑
i=0
M∑
j=1
LTi(θi,j) =
N∑
i=0
M∑
j=1
LTi
(
θi,j−1 − α∇θi,j−1E
[Mφ(xi, fθi,j−1(xi), gi)]) , (2)
where N is the number of tasks and M is the number of steps of updating the optimizee using the
meta-loss. The task-specific objective L(φ, α) depends on the updated optimizee parameters θj and
hence on the parameters of the meta-loss network φ, making it possible to connect the meta-loss
network to the task-specific loss and propagate the error back through the meta-loss network. Another
variant of this objective would be to only optimize for the final performance of the optimizee at the
last step M of applying the meta-loss: L(φ, α) =∑Ni=0 LTi(θi,M ). However, this requires relying
on back-propagation through a chain of all optimizee update steps. As we noticed in our experiments,
including the task loss from each step and avoiding propagating it through the chain of updates by
stopping the gradients at each optimizee update step works better in practice.
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Algorithm 1 ML3 at training time (meta-train)
1: p(T )← Distribution of tasks
2: N ← Number of tasks per batch
3: M ← Number of optimizee updates
4: K ← Number of unrolls per iteration
5: while not done do
6: Sample a batch of tasks T0, . . . , TN ∈ p(T )
7: Randomly initialize optimizees fθ0 , . . . , fθN
8: for unroll k ∈ {0, . . . ,K} do
9: φ, α← minφ,α
∑N
i=0
∑M
j=1 LTi
(
θi,j−1 − α∇θi,j−1E
[Mφ(xi, fθi,j−1(xi), gi)])
Algorithm 2 ML3 at test time (meta-test)
1: T ∈ p(T )← Sample a new task
2: M ← Number of optimizee updates
3: Randomly initialize optimizee fθ
4: for j ∈ {0, . . . ,M} do
5: x, g ← Sample a batch of task samples
6: θ ← θ − α∇θE [Mφ(x, fθ(x), g)]
In order to facilitate the optimization of the meta-loss network for long optimizee update horizons, we
split the optimization of L(φ, α) into several steps with smaller horizons, which we denote unrolls
similar to [2]. Algorithm 1 summarizes the training procedure of the meta-loss network, which we
later refer to as meta-train. Algorithm 2 shows the optimizee training with the learned meta-loss at
test time, which we call meta-test
3.2 ML3 for Reinforcement Learning
In this section, we introduce several modifications that allow us to apply the ML3 framework
to reinforcement learning problems. Let M = (S,A, P,R, p0, γ, T ) be a finite-horizon Markov
Decision Process (MDP), where S and A are state and action spaces, P : S × A × S → R+ is
a state-transition probability function or system dynamics, R : S × A → R a reward function,
p0 : S → R+ an initial state distribution, γ a reward discount factor, and T a horizon. Let
τ = (s0, a0, . . . , sT , aT ) be a trajectory of states and actions and R(τ) =
∑T
t=0 γ
tR(st, at) the
trajectory reward. The goal of reinforcement learning is to find parameters θ of a policy piθ(a|s)
that maximizes the expected discounted reward over trajectories induced by the policy: Epiθ [R(τ)]
where s0 ∼ p0, st+1 ∼ P (st+1|st, at) and at ∼ piθ(at|st). In what follows, we show how to train a
meta-loss network to perform effective policy updates in a reinforcement learning scenario.
To apply our ML3 framework, we replace the optimizee fθ from the previous section with a stochastic
policy piθ(a|s). We present two cases for applying ML3 to RL tasks. In the first case, we assume
availability of a differentiable system dynamics model and a reward function. In the second case, we
assume a fully model-free scenario with a non-differentiable reward function.
In the case of an available differentiable system dynamics model P and a reward function R, the ML3
objective derived in Eq. 2 can be applied directly by setting the task loss to LT (θ) = −Epiθ [R(τ)]
and differentiating all the way through the reward function, dynamics model and the policy that was
updated using the meta-lossMφ.
In many realistic scenarios, we have to assume unknown system dynamics models and non-
differentiable reward functions. In this case, we can define a surrogate objective, which is independent
of the dynamics model, as our task-specific loss [27, 24, 21]:
LT (θ) = −Epiθ [R(τ) log piθ(τ)] = −Epiθ
[
R(τ)
T∑
t=0
log piθ(at|st)
]
(3)
Although we are evaluating the task loss on full trajectory rewards, we perform policy updates from
Eq. 1 using stochastic gradient descent (SGD) on the meta-loss with mini-batches of experience
(si, ai, ri) for i ∈ {0, . . . , B} with batch size B, similar to [9]. The inputs of the meta-loss network
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are the sampled states, sampled actions, rewards and policy probabilities of the sampled actions:
Mφ (s, a, piθ(a|s), r). We notice that in practice, including the policy’s distribution parameters
directly in the meta-loss inputs, e.g. mean µ and standard deviation σ of a Gaussian policy, works
better than including the probability estimate piθ(a|s), as it provides a direct way to update the
distribution parameters using back-propagation through the meta-loss.
As we mentioned before, it is possible to provide different information about the task during meta-
train and meta-test times. In our work, we show that by providing additional rewards in the task loss
during meta-train time, we can encourage the trained meta-loss to learn exploratory behaviors. This
additional information shapes the learned loss function such that the environment does not need to
provide this information during meta-test time. It is also possible to train the meta-loss in a fully
self-supervised fashion, where the task related input g is excluded from the meta-network input.
4 Experiments
In this section we evaluate the applicability and the benefits of the learned meta-loss under a variety
of aspects. The questions we seek to answer are as follows. (1) Can we learn a loss model that
improves upon the original task-specific loss functions, i.e. can we shape the loss landscape to achieve
better optimization performance during test time? With an example of a simple regression task, we
demonstrate that our framework can generate convex loss landscapes suitable for fast optimization.
(2) Can we improve the learning speed when using our ML3 loss function as a learning signal in
complex, high-dimensional tasks? We concentrate on reinforcement learning tasks as one of the most
challenging benchmarks for learning performance. (3) Can we learn a loss function that can leverage
additional information during meta-train time and can operate in sparse reward or self-supervised
settings during meta-test time? (4) Can we learn a loss function that generalizes over different
optimizee model architectures?
Throughout all of our experiments, the meta network is parameterized by a feed-forward neural
network with two hidden layers of 40 neurons each with tanh activation function. The learning rate
for the optimizee network was learned together with the loss.
4.1 Learned Loss Landscape
For visualization and illustration purposes, this set of experiments shows that our meta-learner is
able to learn convex loss functions for tasks with inherently non-convex or difficult to optimize
loss landscapes. Effectively, the meta-loss allows eliminating local minima for gradient-based
optimization and creates well-conditioned loss landscapes. We illustrate this on an example of sine
frequency regression where we fit a single parameter for the purpose of visualization simplicity.
Figure 3: Comparison of learned meta-loss (top) and mean-squared loss (bottom) landscapes for
fitting the frequency of a sine function. The red lines indicate the target values of the frequency.
Fig. 3 shows loss landscapes for fitting the frequency parameter ω of the sine function f(x) = sin(ωx).
Below, we show the landscape of optimization with mean-squared loss on the outputs of the sine
function using 1000 samples from the target function. The target frequency ν is indicated by a vertical
red line, and the mean-squared loss is computed as 1N
∑N
i=0(sin(ωxi) − sin(νxi))2. As noted
in [19], the landscape of this loss is highly non-convex and difficult to optimize with conventional
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gradient descent. In our work, we can circumvent this problem by introducing additional information
about the ground truth value of the frequency at meta-train time, however only using samples from the
sine function at inputs to the meta-loss network. That is, during the meta-train time, our task-specific
loss is the squared distance to the ground truth frequency: (ω − ν)2. The inputs of the meta-loss
network are the target values of the sine function: sin(νxi), similar to the information available in
the mean-squared loss. Effectively, during the meta-test time we can use the same samples as in the
mean-squared loss, however achieve convex loss landscapes as depicted in Fig. 3 at the top.
4.2 Reinforcement Learning
For the remainder of the experimental section, we focus on reinforcement learning tasks. Rein-
forcement learning still remains one of the most challenging problems when it comes to learning
performance and learning speed. In this section, we present our experiments on a variety of policy
optimization problems. We use ML3 for model-based and model-free reinforcement learning, thus
demonstrating applicability of our approach in both settings. In the former, as mentioned in Sec-
tion 3.2, we assume access to a differentiable reward function and dynamics model that could be
available either a priori or learned from samples with differentiable function approximators, such as
neural networks. This scenario formulates the task loss as a function of differentiable trajectories
enabling direct gradient based optimization of the policy, similar to the trajectory optimization
methods such as the iterative Linear-Quadratic Regulators (iLQR) [25].
In the model-free setting, we treat the dynamics of the system as a black box. In this case, the direct
differentiation of the task loss is not possible and we formulate the learning signal for the meta-loss
network as a surrogate policy gradient objective. See Section 3.2 for the detailed description. The
policy piθ(a|s) is represented by a feed-forward neural network in all experiments.
4.2.1 Sample efficiency
We are now presenting our results for continuous control reinforcement learning tasks, by comparing
task performance of a policy trained with our meta-loss, to a policy optimized with an appropriate
comparison method. When a model is available, we compare the performance with a gradient based
optimizer, in this case iLQR [25]. iLQR has wide-spread application in robotics [12, 11] and is
therefore a suitable comparison method for approaches that require the knowledge of a model. In the
model-free setting, we use a popular policy gradient method - Proximal Policy Optimization (PPO)
[22] for comparison. We first evaluate our method on simple, classical continuous control problems
where the dynamics are known and then continue with higher-dimensional problems where we do not
have full knowledge of the model.
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Figure 4: Policy learned with ML3 loss compared to trajectories optimized with iLQR
In Fig. 4a, we compare a policy optimized with the learning signal coming from the meta-loss
network to trajectories optimized with iLQR. The task is a free movement task of a point mass in
a 2D space with known dynamics parameters, we call this environment PointmassGoal. The state
space is four-dimensional where (x, y, x˙, y˙) are the 2D positions and velocities, and the actions are
accelerations (x¨, y¨). The task distribution p(T ) consists of different target positions that the point
mass should reach. The task-specific loss at training time is defined by the distance from the target at
the last time step during the rollout. In Fig. 4a, we average the learning performance over ten random
goals. We observe that the policies optimized with the learned meta-loss converge faster and can
get closer to the targets compared to the trajectories optimized with iLQR. We would like to point
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out that on top of the improvement in convergence rates, in contrast to iLQR our trained meta-loss
does not require a differentiable dynamics model nor a differentiable reward function as its input at
meta-test time as it updates the policy directly through gradient descent.
In Fig. 4b, we provide a similar comparison on the task that requires to swing up and balance an
inverted pendulum. In this task, the state space is three dimensional: (sin(θ), cos(θ), θ˙), where θ is
the angle of the pendulum. The action is a one dimensional torque. The task distribution consists
of different initial angle configurations the pendulum starts in. The plot shows the averaged result
over ten different initial configurations of the pendulum. From the figure we can see that the policy
optimized with ML3 is able to swing up and balance, whereas the iLQR trajectory struggles to keep
the pendulum upright after swinging up the pendulum, and oscillates around the vertical configuration.
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Figure 5: Policy learned with ML3 loss compared to PPO performance
In the following, we continue with the model-free evaluation. In Fig. 5, we show the performance of
our framework using two continuous control tasks based on OpenAI Gym MuJoCo environments [7]:
ReacherGoal and AntGoal. The ReacherGoal environment is a 2-link 2D manipulator that has to
reach a specified goal location with its end-effector. The task distribution consists of initial random
link configurations and random goal locations. The performance metric for this environment is the
mean trajectory sum of negative distances to the goal, averaged over 10 tasks.
The AntGoal environment requires a four-legged agent to run to a goal location. The task distribution
consists of random goals initialized on a circle around the initial position. The performance metric
for this environment is the mean trajectory sum of differences between the initial and the current
distances to the goal, averaged over 10 tasks.
Fig. 5a and Fig. 5b show the results of the meta-test time performance for the ReacherGoal and the
AntGoal environments respectively. We can see that ML3 loss significantly improves optimization
speed in both scenarios compared to PPO. In our experiments, we observed that on average ML3
requires 5 times fewer samples to reach 80% of task performance in terms of our metrics for the
model-free tasks.
4.2.2 Sparse Rewards and Self-Supervised Learning
By providing additional reward information during meta-train time, as pointed out in Section 3.2, it
is possible to shape the learned reward signal such that it improves the optimization during policy
training. By having access to additional information during meta-training, the meta-loss network can
learn a loss function that provides exploratory strategies to the agent or allows the agent to learn in a
self-supervised setting.
In Fig. 6, we show results from the MountainCar environment [17], a classical control problem where
an under-actuated car has to drive up a steep hill. The propulsion force generated by the car does not
allow steady climbing of the hill. To solve the task, the car has to accumulate energy by repeatedly
climbing the hill forth and back. In this environment, greedy minimization of the distance to the
goal often results in a failure to solve the task. The state space is two-dimensional consisting of
the position and velocity of the car, the action space consists of a one-dimensional torque. In our
experiments, we provide intermediate goal positions during meta-train time, which a not available
during the meta-test time. The meta-loss network incorporates this behavior into its loss leading
to an improved exploration during the meta-test time as can be seen in Fig. 6a. Fig. 6b shows the
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Figure 6: Improved exploration behavior in the MountainCar environment when using ML3 with
intermediate goals during meta-train time, compared to iLQR.
average distance between the car and the goal at last rollout time step over several iterations of policy
updates with ML3 and iLQR. As we observe, ML3 can successfully bring the car to the goal in a
small amount of updates, whereas iLQR is not able to solve this task.
The meta-loss network can also be trained in a fully self-supervised fashion, by removing the task
related input g (i.e. rewards) from the meta-loss input. We successfully apply this setting in our
experiments with the continuous control MuJoCo environments: the ReacherGoal and the AntGoal
(see Fig. 5). In both cases, during meta-train time, the meta-loss network is still optimized using the
rewards provided by the environments. However, during meta-test time, no external reward signal is
provided and the meta-loss calculates the loss signal for the policy based solely on its environment
state input.
4.2.3 Generalization across different model architectures
One key advantage of learning the loss function is its re-usability across different policy architectures
that is impossible for the frameworks aiming to meta-train the policy directly [5, 4]. To test the
capability of the meta-loss to generalize across different architectures, we first meta-train our meta-
loss on an architecture with two layers and meta-test the same meta-loss on architectures with varied
number of layers. Fig. 7a and Fig. 7b show meta-test time comparison for the ReacherGoal and the
AntGoal environments in a model-free setting for four different model architectures. Each curve shows
the average and the standard deviation over ten different tasks in each environment. Our comparison
clearly indicates that the meta-loss can be effectively re-used across multiple architectures with a
mild variation in performance compare to the overall variance of the corresponding task optimization.
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Figure 7: Optimization curves for policies with different number of layers that are optimized with the
same meta-loss pre-trained on a 2-layer policy. Each curve is an average over ten different tasks.
5 Conclusions
In this work we presented a framework to meta-learn a loss function entirely from data. We showed
how the meta-learned loss can become well-conditioned and suitable for an efficient optimization
with gradient descent. We observed significant speed improvements in benchmark reinforcement
learning tasks on a variety of environments. Furthermore, we showed that by introducing additional
guiding rewards during training time we can train our meta-loss to develop exploratory strategies
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that can significantly improve performance during the meta-test time, even in sparse reward and self-
supervised settings. Finally, we presented experiments that demonstrated that the learned meta-loss
transfers well to unseen model architectures and therefore can be applied to new policy classes.
We believe that the ML3 framework is a powerful tool to incorporate prior experience and transfer
learning strategies to new tasks. In future work, we plan to look at combining multiple learned
meta-loss functions in order to generalize over different families of tasks. We also plan to further
develop the idea of introducing additional curiosity rewards during training time to improve the
exploration strategies learned by the meta-loss.
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