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On the Tong-type identity and the mean square of the error
term for an extended Selberg class
Xiaodong Cao, Yoshio Tanigawa and Wenguang Zhai
Abstract
In 1956, Tong established an asymptotic formula for the mean square of the er-
ror term in the summatory function of the Piltz divisor function d3(n). The aim of
this paper is to generalize Tong’s method to a class of Dirichlet series that satisfy a
functional equation. As an application, we can establish the asymptotic formulas for
the mean square of the error terms for a class of functions in the well-known Selberg
class. The Tong-type identity and formula established in this paper can be viewed as
an analogue of the well-known Vorono¨ı’s formula.
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1 Introduction and main results
Let a(n)(n ≥ 1) be a sequence of complex numbers, which is an arithmetic function. One
of the most basic goals of analytic number theory is to establish the asymptotic formula
for the summatory function of a(n), as accurate as possible. Especially it is important to
study the properties of the so-called error term of this asymptotic formula, such as the
upper bound, the moments, the sign changes and Ω-results, etc.
One of the important tools in this area is Vorono¨ı’s formula of the error term when
the sequence a(n)(n ≥ 1) satisfy good conditions, for example, they are the coefficients
of L-functions of any degree. When a(n) (n ≥ 1) are the coefficients of an L-function
of degree two, Vorono¨ı’s formula of the corresponding error term is a very strong tool
to study the properties of the error term. A well-known example is the Dirichlet divisor
problem. For a survey of Vorono¨ı’s formula, see for example, Steuding [47].
However, when a(n) (n ≥ 1) are the coefficients of an L-function of degree ≥ 3,
Vorono¨ı’s formula is not strong enough to get good results for the properties of the error
term. Especially, it fails to give an asymptotic formula for the mean square of the error
term even when the degree is 3.
In 1956, Tong [49] established an asymptotic formula for the mean square of the error
term in the summatory function of the Piltz divisor function d3(n). This is the first result
in this area for the case of degree 3. Tong’s main ingredient is to replace the error term by
a corresponding integral such that the difference between the error term and this integral
is very small on average.
2
The aim of this paper is to generalize Tong’s method to a class of Dirichlet series that
satisfy a functional equation. Especially as an application, we establish the asymptotic
formulas for the mean square of the error terms for a class of functions in the well-known
Selberg class.
1.1 The Selberg class
To study a summatory function of a(n) and its error term, we consider the Dirichlet series
with coefficients a(n) which satisfies a general functional equation. There are many results
in this direction, see for example, Chandrasekharan and Narasimhan [3], Redmond [42],
Hafner [12, 13], Ivic´ [20], Meurman [36], Lau [33], Kanemitsu, Sankaranarayanan and
Tanigawa [29], Friedlander and Iwaniec [9]. We shall study such a problem for L-functions
in the so-called Selberg class.
The well-known Selberg class S (see for example [26, 44, 46]) consists of non-vanishing
Dirichlet series
L(s) :=
∞∑
n=1
a(n)
ns
,
which satisfies the following hypotheses:
I. Ramanujan’s conjecture: a(n)≪ nε for any ε > 0.
II. Analytic continuation: There exists a non-negative integer mL such that (s −
1)mLL(s) is an entire function of finite order.
III. Functional equation: L(s) satisfies a functional equation of type
(1.1) ΛL(s) = ωΛL(1− s¯),
where
(1.2) ΛL(s) := L(s)Qs
L∏
j=1
Γ(αjs+ βj),
and Q > 0, |ω| = 1 and αj > 0, βj ∈ C with Reβj ≥ 0 for all 1 ≤ j ≤ L. The number
d = 2
∑
j αj is called the degree of L(s).
IV. Euler product: L(s) satisfies
L(s) =
∏
p
exp

∑
n≥1
b(pn)
pns


with suitable coefficients b(pn) satisfying b(pn)≪ pnc for some c < 1/2.
Many well-known functions are contained in the Selberg class S. We recall some exam-
ples. The well-known Riemann zeta-function ζ(s) and Dirichlet L-functions are functions
in S of degree 1. The product of any ℓ functions in S of degree 1 is a function in S of
degree ℓ. So ζ2(s) is a function in S of degree 2 and ζ3(s) is of degree 3. Let f(z) be
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a holomorphic cusp form with respect to SL2(Z). If f(z) is an eigenform of all Hecke
operators, the automorphic L-function attached to f(z) is a function in S of degree 2.
The Dedekind zeta-function over an algebraic number field of degree κ ≥ 2 is a function
in S of degree κ.
The extended Selberg class S# (see [26, 27, 28] for an introduction) consists of all
Dirichlet series
∑
n≥1 a(n)n
−s which satisfy the conditions I∗, II and III, where I∗ means
I∗:
∑
n≥1 a(n)n
−s is absolutely convergent for σ > 1.
Consider the sum
A(y) :=
∑
n≤y
′
a(n).
Define Q(y) as the sum of the residues of the function L(s)yss−1 and the error term E(y)
is defined by
E(y) := A(y)−Q(y).
Estimates for E(x) and
∫ T
0 |E(y)|2dy were first studied by Vorono¨ı in 1904 and Crame´r
in 1922 for the special case of the Dirichlet divisor problem respectively, see [52] and [6].
Since then this has been generalized for larger classes of Dirichlet series. There are many
results in this direction, see for example, [4, 5, 12, 13, 33, 42, 43].
Roton [43] proved that if L ∈ S# is a function of degree d ≥ 2. Then
E(y)≪ y(d−1)/(d+1)+ε,
which is a generalization of Landau’s classical result [32]. She also proved that if∑
n≤y
|a(n)|2 ≪ y1+ε,
then ∫ T
0
E2(y)dy ≪
{
T 2−1/d, if 0 < d < 3,
T 3−4/d+ε, if d ≥ 3.
1.2 Statements of main results
Suppose 0 ≤ θ < 1 is a real number. Let Sθ denote the set of all Dirichlet series L(s) =∑
n≥1 a(n)n
−s which satisfy II, III and
(1.3) I′ : |a(n)| ≪ nθ+ε,
∑
n≤y
|a(n)|2 ≪ y1+ε.
In this paper we assume that
∑L
j=1 βj is real for the sake of simplicity. Obviously S ⊂
Sθ ⊂ S#. Let Sθreal denote the set of all functions in Sθ with real coefficients.
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Now suppose a(n)(n ≥ 1) is a sequence of real numbers such that its corresponding
Dirichlet series L(s) ∈ Sθreal and is of degree d ≥ 2. Without loss of generality, we suppose
that d is an integer. Let 1/2 ≤ σ∗ < 1 denote a fixed real number such that the estimate
(1.4)
∫ T
0
|L(σ∗ + it)|2dt≪ T 1+ε
holds for any ε > 0. We suppose that σ∗ satisfies the condition
(1.5) σ∗ < (d+ 1)/2d,
which plays an important role in our paper.
Theorem 1. Suppose that d ≥ 2 is a fixed integer, 0 ≤ θ ≤ 1/2 − 1/2d is a real number.
Suppose that L(s) ∈ Sθreal is a function of degree d ≥ 2 such that (1.4) and (1.5) hold.
Then we have
(1.6)
∫ T
1
E2(y)dy = CdT
2−1/d +O(T
2− 3−4σ
∗
2d(1−σ∗)−1
+ε
),
where Cd > 0 is a positive constant.
Corollary 1. Suppose 0 ≤ θ ≤ 1/4 is a real number and L(s) ∈ Sθreal is of degree 2, then
we have
(1.7)
∫ T
1
E2(y)dy = C2T
3/2 +Oε(T
1+ε).
Remark 1. When L(s) ∈ S0real is of degree 2, the result obtained by Vorono¨ı’s formula is
sometimes stronger. See for example, Meurman [36] or Lau and Tsang [34] in the case of
Dirichlet divisor problem. We note that the error term in the asymptotic formula (1.7) is
best possible when disregarding ε.
Corollary 2. Suppose 0 ≤ θ ≤ 1/3 is a real number. Let L(s) ∈ Sθreal is a function of
degree 3 such that L(s) = L1(s)L2(s), where L1(s) ∈ Sθreal is a function of degree 1, and
L2(s) ∈ Sθreal is a function of degree 2. Then we have
(1.8)
∫ T
1
E2(y)dy = C3T
5/3 +Oε(T
8/5+ε).
Furthermore if we assume that
(1.9)
∫ T
0
|L2(1/2 + it)|6dt≪ T 2+ε,
then we have
(1.10)
∫ T
1
E2(y)dy = C3T
5/3 +Oε(T
14/9+ε).
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Remark 2. The assumption (1.9) for degree 2 L-functions is very natural. The first result
in this direction is the twelfth power moment of the Riemann zeta-function ζ(s) (the
sixth moment of ζ2(s) over the critical line) due to Heath-Brown [16]. Meurmann [38]
proved the twelfth power moment for any Dirichlet L-functions. From Heath-Brown [16]
and Meurmann [38] we see that (1.9) holds for Dedekind zeta functions of quadratic
fields. From [25] we know that (1.9) holds for the automorphic L-functions attached to
holomorphic cusp forms.
Remark 3. Tong [49] first established Theorem 1 for the Piltz divisor problem of dimension
d ≥ 3, which becomes a true asymptotic formula when d = 3. Fomenko [10] followed Tong’s
method to study the case of the Dedekind zeta-function of cubic fields.
Theorem 2. Suppose that d ≥ 2 is an integer, 0 ≤ θ ≤ 1/2 − 1/2d is a real number.
Suppose that L(s) ∈ Sθreal is a function of degree d such that (1.4) and (1.5) hold. Then
the error term E(t) has a distribution function f(α) in the sense that, for any interval
I ⊂ R we have
T−1mes{t ∈ [1, T ] : t−(d−1)/2d)E(t) ∈ I} →
∫
I
f(α)dα
as T →∞. The function f(α) and its derivatives satisfy
dk
dαk
f(α)≪A,k (1 + |α|)−A
for k = 0, 1, 2, · · · and f(α) can be extended to an entire function.
Corollary 3. Suppose 0 ≤ θ ≤ 1/2 − 1/2d is a real number. Suppose that L(s) ∈ Sθreal is
a function of degree 2, or is a function of degree 3 such that it can be written as a product
of a function of degree 1 and a function of degree 2, then Theorem 2 holds.
Theorem 3. Suppose that d ≥ 2 is an integer, 0 ≤ θ ≤ 1/2 − 1/2d is a real number.
Suppose that L(s) ∈ Sθreal is a function of degree d such that (1.4) and (1.5) hold. Then
for any real number 0 ≤ u ≤ 2, the mean value
lim
T→∞
T−1−
(d−1)u
2d
∫ T
1
|E(t)|udt
converges to a finite limit as T tends to infinity.
Corollary 4. Suppose 0 ≤ θ ≤ 1/2 − 1/2d is a real number. Suppose that L(s) ∈ Sθreal is
a function of degree 2, or is a function of degree 3 such that it can be written as a product
of a function of degree 1 and a function of degree 2, Then Theorem 3 holds.
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1.3 A remark on Tong’s method
The most important tool up to now to study the behaviour of E(y) is Vorono¨ı’s formula,
which is usually of the form
(1.11) E(y) = c1y
d−1
2d
∑
n≤N
a(n)
n
d+1
2d
cos(c2(ny)
1/d + c3) +O(y
d−1
d
+εN−
1
d ),
where c1, c2, c3 are constants and 1 ≪ N ≪ y. For a proof of the above general formula,
see for example Friedlander and Iwaniec [9]. Roughly speaking, this formula gives a
good approximation to the error term, which is usually a finite exponential sum, plus a
“permissible small” error.
When d = 2, the formula (1.11) is strong enough for us to study the properties of
E(x). For example, its upper bound, power moments, sign changes, etc. A good example
is the Dirichlet divisor problem, see for example, the survey paper Tsang [50].
However when d ≥ 3, the error term in (1.11) is always ≫ y1−2/d+ε, which is much
larger than the expected order y(d−1)/2d. So (1.11) can’t be used to study the asymptotic
behaviour of power moments of E(y), even for the mean square.
In [48, 49], Tong developed a method to study the mean square of the error term in the
summatory function of the Piltz divisor function dℓ(n), which denotes the number of ways
such that n can be written as a product of ℓ natural numbers. When ℓ = 3, Tong’s method
gives a true asymptotic formula of the mean square of the error term ∆3(y). Tong’s main
ingredient is to replace the error term by a corresponding integral such that the difference
between the error term and this integral is very small on average.
The aim of this paper is to generalize Tong’s method to the general case. Actually we
shall generalize Tong’s method to a class of functions much more general than Sθreal. As
applications, we establish the asymptotic formula of the mean square of E(y) for functions
in Sθreal.
1.4 Organization of this paper
The organization of this paper is as follows. In Section 2 we shall introduce a class of
more general functions. In Section 3 we give some preliminary lemmas about the so-
called generalized Bessel functions. In Section 4 we shall establish a Tong-type identity
for the corresponding error term E(y). As some simple applications of the Tong’s identity,
in Section 5 we give a lower bound for integrals involving E(y) and study the small
values of E(y). In Section 6 we shall establish a truncated Tong-type formula for an
integral involving E(y). In Section 7 we shall estimate some exponential integrals, which
are important in the proof. In Section 8 we shall prove Theorem 1. In Section 9 we shall
prove Theorem 2 and Theorem 3. In Section 10, we give some examples.
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2 A class of more general arithmetic functions
For future applications in mind (e.g. [2]), we shall derive a Tong-type identity of the error
term for a more general class of functions than that of Selberg class. In this section, fol-
lowing basically to Chandrasekharan and Narasimhan [3, 4] and Hafner [12], we introduce
such a class of functions.
Definition. Let {a(n)} and {b(n)} be two sequences of complex numbers, not identically
zero. Let {λn} and {µn} be two strictly increasing sequences of positive numbers tending
to infinity. Suppose that the series
ϕ(s) =
∞∑
n=1
a(n)λ−sn , ψ(s) =
∞∑
n=1
b(n)µ−sn
converge in some half-plane and have abscissae of absolute convergence σ∗a and σ
∗
b , respec-
tively. Define two gamma factors
∆1(s) =
N∏
j=1
Γ(αjs+ βj)(2.1)
and
∆2(s) =
N ′∏
h=1
Γ(α′hs+ β
′
h),(2.2)
where αj and α
′
h are positive real numbers and βj and β
′
h are complex numbers. We
assume throughout that
(2.3) α :=
N∑
j=1
αj =
N ′∑
h=1
α′h.
Let r be real. We say that ϕ and ψ satisfy the functional equation
∆1(s)ϕ(s) = ∆2(r − s)ψ(r − s)(2.4)
if there exists in the s-plane a domain D that is the exterior of a compact set S (we call
it a “singularity set”) and on which there exists a holomorphic function χ(s) (s = σ + it,
σ and t real) such that
(i) lim
|t|→∞
χ(σ + it) = 0
uniformly in every interval −∞ < σ1 ≤ σ ≤ σ2 < +∞, and
(ii) χ(s) =
{
∆1(s)ϕ(s) for σ > σ
∗
a,
∆2(r − s)ψ(r − s) for σ < r − σ∗b .
.
Finally suppose that both ϕ(s) and ψ(s) have only a finite number of poles on the complex
plane C.
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Remark 4. When ∆1(s) = ∆2(s), we get the class of functions defined in Chandrasekharan
and Narasimhan [3, 4]. Clearly any function in the extended Selberg class S# satisfies the
functional equation of the form (2.4).
Remark 5. There are many other arithmetic functions in the above class but ∆1(s) 6=
∆2(s). One example is the well-known asymmetric many-dimensional divisor problem.
For a survey of the asymmetric many-dimensional divisor problem, see Kra¨tzel [31] or Ivic´
etc. [23]. A forthcoming paper [2] in this direction is in preparation through the approach
of this paper.
From now on we always assume that a(n), b(n) are real. We suppose that there are
infinitely many n such that |a(n)| ≫ 1 and the same holds for b(n).
For y > 0 and a real number ̺, we define the summatory function A̺(y) of the
arithmetical function a(n) by
A̺(y) =
1
Γ(̺+ 1)
∑
λn≤y
′
a(n)(y − λn)̺,
where the symbol ′ indicates that the last term has to be halved if ̺ = 0 and y = λn.
When ̺ is negative, A̺(x) is defined only for those positive y not equal to any λn.
Let s0 = sup{|s| : s ∈ S}, where S is the ”singularity set” in Definition, and
t0 = max{| βjαj |, |
β′h
α′h
| : j = 1, 2, . . . , N, h = 1, 2, . . . , N ′}. Choose two constants c >
max{σ∗a, σ∗b , s0, t0} and R > max{s0, t0}. Choose the third constant b 6∈ Q such that
r − b is not an integer and b > max{c, r}. We choose a ≤ min{σ∗b − 2α , r2 − 12α}. In fact a
will be chosen to be small so that the relevant integral converges absolutely.
Let C be the rectangle with vertices c±iR and r−b±iR, taken in the counter-clockwise
direction. For convenience, we shall use Cu,v to denote the oriented polygonal path with
vertices u− i∞, u− iR, v − iR, v + iR, u+ iR, and u+ i∞ in this order.
We define the residual function or the main term
Q̺(y) =
1
2πi
∫
C
Γ(s)ϕ(s)y̺+s
Γ(s+ ̺+ 1)
ds.(2.5)
From our choices of b, c and R, the path C encircles all of S. By the residue theorem
we have
(2.6) Q̺(y) =
∑
sj
y̺+sjPsj (log y),
where sj runs over all the poles of Γ(s)ϕ(s)y
̺+s/Γ(s+̺+1) inside C, Psj (t) is a polynomial
of t such that its degree is the order of the pole sj minus 1.
We define the error term in the asymptotic formula for A̺(y) as
E̺(y) = A̺(y)−Q̺(y).
As for ψ(s) we define similarly that
A∗̺(y) =
1
Γ(̺+ 1)
∑
µn≤y
′
b(n)(y − µn)̺,
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Q∗̺(y) =
1
2πi
∫
C
Γ(s)ψ(s)y̺+s
Γ(s+ ̺+ 1)
ds,
E∗̺(y) = A
∗
̺(y)−Q∗̺(y).
Similarly to (2.6) we have
Q∗̺(y) =
∑
sj
y̺+sjP ∗sj (log y),
where sj runs over all the poles of Γ(s)ψ(s)y
̺+s/Γ(s+̺+1) inside C, P ∗sj (t) is a polynomial
such that its degree is the order of the pole sj minus 1.
When ̺ = 0, for simplicity, we also use the following notation
A(y) = A0(y), Q(y) = Q0(y), E(y) = E0(y),
A∗(y) = A∗0(y), Q
∗(y) = Q∗0(y), E
∗(y) = E∗0(y).
We suppose that σ∗ < σ∗b is a real number such that the estimate∫ T
−T
|ψ(σ∗ + it)|2dt≪ T 1+ε(2.7)
holds. Since there are infinitely many n such that b(n) ≫ 1, we have σ∗ ≥ 0. We also
suppose that ψ(s) doesn’t have any poles in the region σ ≤ σ∗.
3 Some preliminary lemmas
We shall prove a fundamental lemma of the asymptotic expansion of the integral which
we need later. First we recall the well-known Stirling’s formula for gamma function.
Lemma 1 (Stirling’s formula). Let c be a constant. Then there exist some constants γj
and γ′j depending on c such that for any positive integer m,
log Γ(s+ c) =
(
s+ c− 1
2
)
log s− s+ 1
2
log 2π +
m∑
j=1
γj
sj
+O
(
1
|s|m+1
)
(3.1)
and
Γ(s+ c) =
√
2πe(s+c−
1
2) log s−s

1 + m∑
j=1
γ′j
sj
+O
(
1
|s|m+1
)(3.2)
uniformly for | arg s| < π − δ for fixed δ > 0, as |s| → ∞.
The constants γj in (3.1) are given explicitly by
γj =
(−1)j−1Bj+1(c)
j(j + 1)
,
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where Bj(x) is the Bernoulli polynomials of degree j. See for example, Wang and Guo
[54, p. 123 (5)] and see also A. Erde´lyi et al. [8].
For two gamma factors ∆1(s) and ∆2(s) defined by (2.1) and (2.2), respectively, we
define
µ =
N∑
j=1
(
βj − 1
2
)
+
1
2
, µ′ =
N ′∑
h=1
(
β′h −
1
2
)
+
1
2
,(3.3)
ν =
N∑
j=1
(
βj − 1
2
)
logαj , ν
′ =
N ′∑
h=1
(
β′h −
1
2
)
logα′h,(3.4)
τ =
N∑
j=1
αj log αj , τ
′ =
N ′∑
h=1
α′h log α
′
h.(3.5)
Furthermore we define
(3.6) θ̺ =
r
2
− 1
4α
+ ̺
(
1− 1
2α
)
+
µ′ − µ
2α
and
h = 2αe−
τ+τ ′
2α .
Let Ca,b be a curve defined in the previous section such that all poles of ∆2(s) lie in
the left hand side of Ca,b. If βj and β′h are real, this condition means that b is greater than
the maximal pole of ∆2(s).
Lemma 2. We assume that
(3.7) ∆1(s) = ∆1(s¯) and ∆2(s) = ∆2(s¯).
Let ω be a real number and M an integer. Let a be a real number such that
(3.8) a <
r
2
− µ
′ − µ+ ω +M + 1
2α
.
Let D be a domain such that
D = C\{s ∈ C |Re s < b′, |Im s| < R′}
with some constant b′ and R′. We suppose that D ⊃ Ca,b, and furthermore if ω 6= 0 we
assume that b′ > 0. Suppose that a function F (s) is regular in the domain D and has an
asymptotic expansion
(3.9) F (s) ∼ sM
∞∑
n=0
dn
sn
(d0 6= 0)
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with real coefficients dn as |s| → ∞. Let I(x) be the function defined by
I(x) :=
∫
Ca,b
∆2(s)
∆1(r − s)s
ωF (s)x−sds.(3.10)
Then for any positive integer m we have an asymptotic expansion
I(x) = 2iC
m∑
k=0
ckx
M˜−k+12
2α cos
(
hx
1
2α − akπ
)
+O
(
x
M˜−m− 12
2α
)
,
where
M˜ = µ′ − µ− αr + ω +M,(3.11)
ak =
1
2
(
M + ω − k + αr + µ+ µ′ − 1
2
)
,
C = (2π)
N′−N
2 eν
′−ν−τr−
(τ+τ ′)(M˜+12 )
2α
and ck are real constants which do not depend on x. In particular
c0 =
√
π√
α
d0
and
c1 =
√
π√
α

d0

− 1
2α
(
M˜2
2
− 1
24
)
+
1
2

 N ′∑
h=1
B2(β
′
h)
α′h
+
N∑
j=1
B2(αjr + βj)
αj



+ d1

 ,
where B2(x) is the Bernoulli polynomial of degree 2.
Remark 6. This lemma is a generalization of Theorem 3 in Tong [48]. But Tong omitted
the proof of his Theorem 3.
Proof. We note first that the integral (3.10) is convergent absolutely under the condition
(3.8).
We derive an asymptotic expansion of the integrand of (3.10). Here for simplicity we
use the symbol ∼ to denote that the right hand side of ∼ is an asymptotic expansion of a
function in the left hand side.
Consider ∆2(s) first. By (3.2), there exist constants b
′
h such that
∆2(s) =
N ′∏
h=1
Γ(α′hs+ β
′
h) ∼ (2π)N
′/2 exp(g2(s))
(
1 +
b′1
s
+
b′2
s2
+ · · ·
)
,
where g2(s) is given by
g2(s) =
N ′∑
h=1
{(
α′hs+ β
′
h −
1
2
)
(log s+ logα′h)− α′hs
}
12
=(
αs+ µ′ − 1
2
)
log s+ (τ ′ − α)s + ν ′.
Similarly we have, with some constants b′′j ,
∆1(r − s) =
∏
j
Γ(−αjs+ αjr + βj)
∼ (2π)N/2 exp(g1(s))
(
1 +
b′′1
s
+
b′′2
s2
+ · · ·
)
,
where g1(s) is given by
g1(s) =
N∑
j=1
{(
−αjs+ αjr + βj − 1
2
)
(log(−s) + log αj) + αjs
}
=
(
−αs+ αr + µ− 1
2
)
log(−s)− (τ − α)s + τr + ν.
In particular
b′1 =
1
2
N ′∑
h=1
B2(β
′
h)
α′h
and b′′1 = −
1
2
N∑
j=1
B2(αjr + βj)
αj
.
By using
log(−s) = log s− πi sgn(t)
for non-zero and non-negative s, where t = Im s, we can see easily that
g(s) : = g2(s)− g1(s)
= (2αs + µ′ − µ− αr) log s− πiαs sgn(t)
+ πi
(
αr + µ− 1
2
)
sgn(t) + (τ + τ ′ − 2α)s + ν ′ − ν − τr.
Combing these formulas we find that with some constants pn,
∆2(s)
∆1(r − s)s
ωF (s)x−s
∼ (2π)(N ′−N)/2 exp(g(s))e−s log x
(
1 +
b′1
s
+ · · ·
)(
1 +
b′′1
s
+ · · ·
)−1
× sω+M
(
d0 +
d1
s
+ · · ·
)
= (2π)(N
′−N)/2 exp(g(s))e−s log xsω+M
∞∑
n=0
pn
sn
.
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By (3.7) and the assumption that dn are real, we have∫
Ca,b∩{s|t>0}
∆2(s)
∆1(r − s)s
ωF (s)x−sds = −
∫
Ca,b∩{s|t<0}
∆2(s)
∆1(r − s)s
ωF (s)x−sds,
hence in order to evaluate I(x) it is enough to consider the case t > 0 and take the
imaginary part. So we suppose that t > 0. Let
f(s) = 2αs log s+ (τ + τ ′ − 2α)s − πiαs − s log x.
Then
∆2(s)
∆1(r − s)s
ωF (s)x−s ∼C0eπi(αr+µ−1/2)sµ′−µ−αr+ω+M exp(f(s))
∞∑
n=0
pn
sn
(3.12)
where we put
C0 = (2π)
(N ′−N)/2eν
′−ν−τr.
Now let
y := xe−(τ+τ
′).
We define the new parameters w, ξ and η by
s = y
1
2αw
w = i(1 + ξ), |ξ| small
η2 = −2αi ((1 + ξ) log(1 + ξ)− ξ) .
The branch of η will be taken as
ξ = ξ(η) =
i1/2η√
α
+
1
6
(
i1/2η√
α
)2
− 1
72
(
i1/2η√
α
)3
+ · · · .
Let δ be a small constant. We put
w1 = u1 + iv1 = i(1 + ξ(−δ)) w2 = u2 + iv2 = i(1 + ξ(δ)).
Define the paths of integration by
L0 =
{
s | s = y 12α i(1 + ξ(η)),−δ ≤ η ≤ δ
}
L1 =
{
s | s = y 12α (u1 + iv), 0 ≤ v ≤ v1
}
L2 =
{
s | s = y 12α (u2 + iv), v ≥ v2
}
.
By Cauchy’s theorem and the remark above,
I(x) = 2i
2∑
j=0
Im
∫
Lj
∆2(s)
∆1(r − s)s
ωF (s)x−sds.
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First we consider the integral
J0 =
∫
L0
∆2(s)
∆1(r − s)s
ωF (s)x−sds.
From the above choice of parameters, we have
f(s) = 2αs log s− 2αs− πiαs − s log y
= 2αy
1
2α i(1 + ξ)
(
log(1 + ξ)− 1
)
= −2αy 12α i+ 2αy 12α i
(
(1 + ξ) log(1 + ξ)− ξ
)
.
Therefore we have
∆2(s)
∆1(r − s)s
ωF (s)x−s = C0e
−2αiy
1
2α eπi(αr+µ−1/2) exp(−y 12α η2)
∞∑
n=0
pns
M˜−n,
where M˜ is defined by (3.11). In terms of the parameter η, we have
∞∑
n=0
pns
M˜−n =
∞∑
n=0
pn
(
iy
1
2α (1 + ξ)
)M˜−n
=
∞∑
n=0
pn(iy
1
2α )M˜−n
(
1 + (M˜ − n)ξ + (M˜ − n)(M˜ − n− 1)
2
ξ2 + · · ·
)
=
∞∑
n=0
pn(iy
1
2α )M˜−n

1 + (M˜ − n) i 12 η√
α
+
(M˜ − n)(M˜ − n− 23)
2
(
i
1
2 η√
α
)2
+ · · ·


and
ds = iy
1
2α dξ = iy
1
2α
i
1
2√
α
(
1 +
i
1
2 η
3
√
α
− iη
2
24α
+ · · ·
)
dη,
hence (
∞∑
n=0
pns
M˜−n
)
ds =
∞∑
n=0
pn(iy
1
2α )M˜−n+1i
1
2
∞∑
j=0
qn,j(i
1
2 η)jdη
with some real constants qn,j.
Now take the integral of η over [−δ, δ]. The terms of odd powers of η vanish. By using
the well known formula∫ δ
−δ
e−aη
2
η2hdη = a−h−1/2Γ(h+ 1/2) +Oδ,h
(
e−aδ
2
a
)
a > 0,
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we find that∫
L0
(
exp
(
−y 12α η2
) ∞∑
n=0
pns
M˜−n
)
ds
∼
∞∑
n=0
∞∑
h=0
pnqn,2h
(
iy
1
2α
)M˜−n+1
i
1
2
+h
∫ δ
−δ
e−y
1
2α η2η2hdη
=
∞∑
n=0
∞∑
h=0
pnqn,2h
(
iy
1
2α
)M˜−n+1
i
1
2
+h

y−h+122α Γ(h+ 1/2) +O

e−y 12α δ2
y
1
2α




=
∞∑
n=0
∞∑
h=0
pnqn,2hΓ(h+ 1/2)i
M˜−n+ 3
2
+hy
M˜−n−h+12
2α +O
(
y
M˜
2α e−y
1
2α δ2
)
.
Hence for any m > 0, we get
J0 = C0e
−2αiy
1
2α eπi(αr+µ−
1
2
)
m∑
k=0
c′ki
M˜−k+ 3
2 y
M˜−k+12
2α +O
(
y
M˜−m−1/2
2α
)
,
where we put
c′k =
∑
n+h=k
pnqn,2hΓ(h+ 1/2)(−1)h.
Next we consider the integral on L2. Let
J2 =
∫
L2
∆2(s)
∆1(r − s)s
ωF (s)x−sds.
From the definition of L2, we have
|J2| ≤
∫ ∞
v2
∣∣∣∣ ∆2(s)∆1(r − s)sωF (s)x−s
∣∣∣∣ y 12α dv
with s = y
1
2αw, (w = u2 + iv). By using (3.12), the above integrand is bounded as
≪ x−u2y M˜+12α |w|M˜ | exp(f(s))|.
Since
f(y
1
2αw) = 2αy
1
2αw
(
1
2α
log y + logw
)
− 2αy 12αw − πiαy 12αw − y 12αw log y
= 2αy
1
2α
(
w logw − w − πi
2
w
)
,
we find that
|J2| ≪ x−u2y
M˜+1
2α max
v2≤v<∞
G(v)
∫ ∞
v2
|w|−2dv,
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where we put
G(v) = vM˜+2 exp
(
2αy
1
2αRe
(
w logw −w − πi
2
w
))
.
We shall see that G(v) is a decreasing function. Differentiate G(v) with respect to v, then
we have
d
dv
G(v) =vM˜+1 exp
(
2αy
1
2αRe
(
w logw − w − πi
2
w
))
×
(
M˜ + 2− 2αy 12α v
(
argw − π
2
))
.
Note that
lim
v→∞
v
(
argw − π
2
)
= −u2 > 0.
Therefore for sufficiently large x (hence for sufficiently large y), G(v) is a decreasing
function. Thus G(v) attains its maximal value at v = v2, namely, we have
|J2| ≪x−u2y
M˜+1
2α exp
(
2αy
1
2αRe
(
w2
(
logw2 − 1− πi
2
)))
.
Let
δ2 = argw2 >
π
2
.
Then
Re
(
w2
(
logw2 − 1− πi
2
))
= u2(log |w2| − 1)− v2
(
δ2 − π
2
)
,
which is a constant smaller than 0 (since δ is also small). Consequently J2 is exponentially
decayed as x→∞.
Similarly it is shown that J1 is also exponentially decayed as x→∞.
Collecting these formulas, we get
J : =
∫
L0+L1+L2
∆2(s)
∆1(r − s)s
ωF (s)x−sds
= C0e
−2αiy
1
2α eπi(αr+µ−
1
2
)
m∑
k=0
c′ki
M˜−k+ 3
2 y
M˜−k+12
2α +O
(
y
M˜−m−1/2
2α
)
for any m. Noting that I(x) = J − J¯ and y = xe−(τ+τ ′), we conclude that
I(x) = 2iC0
m∑
k=0
c′ky
M˜−k+12
2α sin
(
−2αy 12α +
(
M˜ − k + 2αr + 2µ + 1
2
)
π
2
)
+O
(
y
M˜−m− 12
2α
)
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= 2iC0e
−
(τ+τ ′)(M˜+12 )
2α
m∑
k=0
ckx
M˜−k+12
2α cos
(
hx
1
2α −
(
M + ω − k + αr + µ′ + µ− 1
2
)
π
2
)
+O
(
x
M˜−m− 12
2α
)
,
where we write
ck = c
′
ke
(τ+τ ′)
2α
k.
This completes the proof of Lemma 2.
Lemma 3. We assume (3.7) in Lemma 2. Let F (s) be a function which satisfies the same
assumptions in Lemma 2. Define the function J (x) by
J (x) = 1
2πi
∫
Ca,b
Γ(r − s)∆2(s)
Γ(r + ρ− s)∆1(r − s)F (s)x
−sds,
with real ̺. Then there exist constants al and cl such that for any positive integer m, we
have
J (x) =
m∑
l=0
alx
M˜−l+1/2
2α cos(hx
1
2α + clπ) +O(x
M˜−m−1/2
2α ) +O(x−b),(3.13)
where
M˜ = µ′ − µ− αr − ̺+M.
If we take b large, we have
(3.14) J (x)≪ xµ
′−µ−αr−̺+M+1/2
2α .
Proof. The right hand side except the last error term in (3.13) are obtained by putting
ω = −ρ in Lemma 2. When we deform the path of integration Ca,b to the path L0∪L1∪L2
and its complex conjugate, it may pass across the poles of Γ(r − s) greater than b, but
they are finite depending on m. Hence the contribution from these poles is O(x−b). The
assertion (3.14) is obtained by taking m = 0 in (3.13).
We note that if F (s) = P (s)/Q(s) is a rational function of s, we can take M as
M = degP − degQ.
Lemma 4. Let x > 0 and ̺ > min{2αa− rα+ µ′ − µ,−1}. Define the function f̺(x) by
f̺(x) =
1
2πi
∫
Ca,b
G̺(s)x
r+̺−sds
where
G̺(s) =
Γ(r − s)∆2(s)
Γ(r + ̺+ 1− s)∆1(r − s) .
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Then
d
dx
f̺+1(x) = f̺(x)
and for any non-negative integer m, we have an asymptotic expansion
f̺(x) =
m∑
l=0
κlx
θ̺−
l
2α cos
(
hx
1
2α + clπ
)
+O
(
xθ̺−
m+1
2α + xr+̺−b
)
,(3.15)
where
cl = −1
2
(
µ+ µ′ + rα+ ̺+
1
2
)
+
l
2
and κl are constants. In particular,
κ0 = (2π)
N′−N
2
(
2α
h
)̺√ 2
hπ
eν
′−ν− (τ
′+τ)(µ′−µ)
2α
+ r
2
(τ ′−τ),
and
κ1 = κ0
2α
h
(
− 1
2α
(
(µ′ − µ− αr − ̺− 1)2
2
− 1
24
)
+B
)
,
where we put
B =
1
2

 N ′∑
h=1
B2(β
′
h)
α′h
+
N∑
j=1
B2(αjr + βj)
aj
−B2(r) +B2(r + ̺+ 1)

 .
Proof. (3.15) is obtained from Lemma 3. The other assertions are calculated explicitly by
using Lemma 2.
4 The Tong-type identity for the error term
In this section we shall prove the Tong-type identity for the integral (or multiple integral)
of the error term E̺(y), which is a generalization of Theorem 1 in Tong [48] for the error
term in the Piltz divisor problem. The main result of this section is
Theorem 4. Let x ≥ 1, L ≥ 0. Suppose that
̺+ k > 2ασ∗b − αr −
1
2
+ µ′ − µ.
Then for x+ ky > 0 we have∫ y
0
· · ·
∫ y
0
E̺(x+ y1 + · · ·+ yk)dy1 · · · dyk
19
=
∑
µn≤L
b(n)
µr+̺n
∫ y
0
· · ·
∫ y
0
f̺ ((x+ y1 + · · ·+ yk)µn) dy1 · · · dyk
+
k∑
j=0
(−1)k−j
(
k
j
) ∑
µn>L
b(n)
µr+̺+kn
f̺+k ((x+ jy)µn) .
Remark 7. Cao [1] and Fomenko [11] used Tong’s idea in [48] to study the asymmetric
many-dimensional problem and mean value theorems for automorphic L-functions, respec-
tively.
Proof. We assume first that ̺ ≥ 0 and ̺ + k > α(2c − r) + µ′ − µ. Then by Perron’s
formula (see, Ivic´ [19, (A.8) and (A.4)]) we have
A̺(x) =
1
2πi
∫ c+i∞
c−i∞
Γ(s)ϕ(s)xs+̺
Γ(s+ ̺+ 1)
ds,
where c is the constant chosen in Section 2. By the residue theorem and (2.5) we have
E̺(x) =
1
2πi
∫
Cc,r−b
Γ(s)ϕ(s)xs+̺
Γ(s+ ̺+ 1)
ds,
and
∫ x
λ1
E̺(u)du =
1
2πi
∫
Cc,r−b
Γ(s)ϕ(s)xs+̺+1
Γ(s+ ̺+ 2)
ds+ c1
with some constant c1. By induction we deduce∫ y
0
E̺(x+ y1)dy1 =
∫ x+y
λ1
E̺(u)du −
∫ x
λ1
E̺(u)du
=
1
2πi
∫
Cc,r−b
Γ(s)ϕ(s)
(
(x+ y)s+̺+1 − xs+̺+1)
Γ(s+ ̺+ 2)
ds,
and
∫ y
0
· · ·
∫ y
0
E̺(x+ y1 + · · · + yk)dy1 · · · dyk
(4.1)
=
1
2πi
∫ y
0
· · ·
∫ y
0
dy2 · · · dyk
∫
Cc,r−b
Γ(s)ϕ(s)
(
(x+ y +
k∑
j=2
yj)
s+̺+1 − (x+
k∑
j=2
yj)
s+̺+1
)
Γ(s+ ̺+ 2)
ds
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=
1
2πi
∫
Cc,r−b
Γ(s)ϕ(s)
Γ(s+ ̺+ 2)
∫ y
0
· · ·
∫ y
0

(x+ y + k∑
j=2
yj
)s+̺+1
−
(
x+
k∑
j=2
yj
)s+̺+1 dy2 · · · dyk
=
k∑
j=0
(−1)k−j
(
k
j
)
1
2πi
∫
Cc,r−b
Γ(s)ϕ(s)(x + jy)s+̺+k
Γ(s+ ̺+ k + 1)
ds.
Furthermore, under the condition ̺+ k > α(2c − r) + µ′ − µ. we can change the path of
integration in (4.1) to Cr−c,r−b, and by using the functional equation along with a change
of variable from s to r − s, we have
1
2πi
∫
Cc,r−b
Γ(s)ϕ(s)us+̺+k
Γ(s+ ̺+ k + 1)
ds =
1
2πi
∫
Cc,b
G̺+k(s)ψ(s)u
r+̺+k−sds (u > 0).
Since b > c > σ∗b , ψ(s) is expressed as a Dirichlet series. Exchanging the order of summa-
tion and integration, we get
∞∑
n=1
b(n)
µr+̺+kn
1
2πi
∫
Cc,b
G̺+k(s)(uµn)
r+̺+k−sds =
∞∑
n=1
b(n)
µr+̺+kn
f̺+k(uµn)(4.2)
for a < c. Since f̺+k(uµn)≪ (uµn)θ̺+k , the series (4.2) converges absolutely if
(4.3) ̺+ k > 2ασ∗b − αr −
1
2
+ µ′ − µ.
Thus under this assumption, the exchange of the order of summation and integration is
justified and the equality
∫ y
0
· · ·
∫ y
0
E̺

x+ k∑
j=1
yj

 dy1 · · · dyk(4.4)
=
k∑
j=0
(−1)k−j
(
k
j
) ∞∑
n=1
b(n)
µr+̺+kn
f̺+k ((x+ jy)µn)
is valid under (4.3).
Finally we note that if min{u, u+ y} > 0, then for any non-negative integer j we have∫ y
0
f̺+j ((u+ y1)µn) dy1 =
∫ y
0
dy1
1
2πi
∫
Ca,b
G̺+j(s) ((u+ y1)µn)
r+̺+j−s ds(4.5)
=
1
2πiµn
∫
Ca,b
Γ(r − s)∆2(s)
Γ(r + ̺+ j + 2− s)∆1(r − s)
×
(
((u+ y1)µn)
r+̺+j+1−s − (uµn)r+̺+j+1−s
)
ds
=
1
µn
(f̺+j+1(u+ y)− f̺+j+1(u)) .
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By induction we get
∫ y
0
· · ·
∫ y
0
f̺

(x+ k∑
j=1
yj
)
µn

 dy1 · · · dyk = 1
µkn
k∑
j=0
(−1)k−j
(
k
j
)
f̺+k ((x+ jy)µn) .
(4.6)
Theorem 4 follows from (4.4) and (4.6) at once.
5 Large and small values of E̺(y) in short intervals
In this section we shall study the large and small values of the error term E̺(y) for y in
some ”short” interval. We always suppose that α > 12 .
We first state some conditions.
(A1) b(n)≪ε µnℓ1+ε for some ℓ1 ≥ 0 and b(n)≫ 1 for infinitely many n.
(A2) n~ ≪ µn ≪ n~ for some 0 < ~, and µcm − µcn ≫ m~c − n~c for 0 < c ≤ 1~ and m > n.
(A3) a(n)≪ε λnℓ+ε for some ℓ ≥ 0 and a(n)≫ 1 for infinitely many n.
(A4) a(n) ≥ 0 for all n ∈ N and a(n)≫ 1 for infinitely many n.
Theorem 5. Let λ ≥ 1 be a fixed real number. Assume that the conditions (A1) and (A2)
hold. Then there exists a constant B > 0 such that for x ≥ x0 and Bx1− 12α ≤ U ≤ x we
have ∫ x+U
x
|E̺(y)|λdy ≫ xλθ̺U,
∫ x
1
|E̺(y)|λdy ≫ x1+λθ̺ ,(5.1)
where θ̺ is defined by (3.6). In particular∫ x+U
x
|E̺(y)|dy ≫ xθ̺U,
∫ x
1
|E̺(y)|dy ≫ x1+θ̺ .(5.2)
Theorem 6. Under the conditions (A1) and (A2), there exist two positive constants B
and B′ such that for x ≥ x0, we have
max
x≤y≤x+Bx1−
1
2α
±E̺(y) > B′xθ̺ .
Furthermore we have:
(i) If the conditions (A1), (A2) and (A3) hold, then there exists a point x∗ ∈ [x, x +
Bx1−
1
2α ] with |E(x∗)| ≪ xℓ+ε and E(y) is continuous at x∗.
(ii) If the conditions (A1), (A2) and (A4) hold, then for any t with |t| < B′xθ0 there
exists at least a point x∗ ∈ [x, x+Bx1− 12α ] such that E(x∗) = t and E(y) is continuous
at x∗.
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Remark 8. Tong [48] first proved Theorem 6 for the error term in the summatory function
of the the general Piltz divisor problem dℓ(n) for any ℓ ≥ 2. A. Ivic´ [20] studied the general
case for ∆1(s) = ∆2(s). Our result here provides a new proof of Ivic´’s result.
Remark 9. When ̺ > 0, E̺(y) is a continuous function of y. Then for any t with |t| < B′xθ̺
there exists at least a point x∗ ∈ [x, x+Bx1− 12α ] such that E(x∗) = t and E(y) is continuous
at x∗.
Remark 10. For E∗̺(y), we have similar results. Suppose that {λn}(n ≥ 1) satisfy
(A2*): n~
∗ ≪ λn ≪ n~∗ for some 0 < ~∗, and µc∗m − µc
∗
n ≫ m~
∗c∗ − n~∗c∗ for 0 < c∗ ≤ 1
~∗
and m > n.
So we have the following results:
(1) If (A3) and (A2*) hold, then Theorem 5 holds for E∗̺(y) with θ̺ replaced by
θ′̺ =:
r
2
− 1
4α
+ ̺
(
1− 1
2α
)
+
µ− µ′
2α
.
(2) If (A3) and (A2*) hold, there exists two positive constants B and B′ such that for
x ≥ x0, we have
max
x≤y≤x+Bx1−
1
2α
±E∗̺(y) > B′xθ
′
̺ .
(3) If the conditions (A3), (A2*) and (A1) hold, then there exists a point x∗ ∈ [x, x +
Bx1−
1
2α ] with |E∗(x∗)| ≪ xℓ1+ε and E∗(y) is continuous at point x∗.
(4) If the conditions (A3), (A2*) hold, b(n) ≥ 0(n ≥ 1) and b(n)≫ 1 for infinitely many
n, then for any t with |t| < B′xθ′0 there exists at least a point x∗ ∈ [x, x+ Bx1− 12α ]
such that E∗(x∗) = t and E∗(y) is continuous at point x∗.
Proof of Theorem 5. We let k be a fixed large integer such that v = r+ ̺+ k− θ̺+k >
σ∗b + 1/2. Therefore the series
g(t) =
∞∑
n=1
b(n)
µvn
cos
(
h(tµn)
1
2α + c0π
)
is absolutely convergent. By Lemma 2 of Ivic´ [20], there exist two constants B′ > 0,D′ > 0
such that for x ≥ x0 every interval [x, x+D′x1− 12α ] contains two points x1, x2 for which
g(x1) > B
′, g(x2) < −B′.
Take U ′ = c′x1−
1
2α , where c′ be a constant to be specified below, and x∗ = xj for j = 1
or 2. Applying Theorem 4 with L = 0, Lemma 4 and (4.5) we have
∫ U ′
0
dy
∫ y
0
· · ·
∫ y
0
E̺(x
∗ + y1 + · · · + yk)dy1 · · · dyk
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=∫ U ′
0

 k∑
j=0
(−1)k−j
(
k
j
) ∞∑
n=1
b(n)
µr+̺+kn
f̺+k ((x
∗ + jy)µn)

 dy
= (−1)kκ0(̺+ k)U ′g(x∗)(x∗)θ̺+k +O
(
U ′xθ̺+k−
1
2α
)
+
k∑
j=1
(−1)k−j
j
(
k
j
) ∞∑
n=1
b(n)
µr+̺+k+1n
(
fk+̺+1
(
(x∗ + jU ′)µn
)− fk+̺+1(x∗µn)) .
Using Lemma 4 again we obtain∣∣∣∣∣
∫ U ′
0
dy
∫ y
0
· · ·
∫ y
0
E̺(x
∗ + y1 + · · ·+ yk)dy1 · · · dyk
∣∣∣∣∣(5.3)
≥ (x∗)θ̺+k+1
(
c′κ0(̺+ k)B
′ +O
(
U ′
x
)
−κ0(̺+ k + 1)2k+1ψ1(r + ̺+ k + 1− θ̺+k+1)
(
1 +
kU ′
x
)θ̺+k+1)
,
where ψ1(s) =
∑∞
n=1
|b(n)|
µsn
. Now we can choose a constant c′ such that
(5.4) c′ >
κ0(̺+ k + 1)2
k+2ψ1(r + ̺+ k + 1− θ̺+k+1)
κ0(̺+ k)B′
.
Combining (5.3) and (5.4) we have for some constant B0 > 0 as x > x0
B0x
θ̺+k+1 ≤
∣∣∣∣∣
∫ U ′
0
dy
∫ y
0
· · ·
∫ y
0
E̺(x
∗ + y1 + · · ·+ yk)dy1 · · · dyk
∣∣∣∣∣(5.5)
≤
∫ U ′
0
dy
∫ y
0
· · ·
∫ y
0
|E̺(x∗ + y1 + · · ·+ yk)|dy1 · · · dyk
≤
∫ U ′
0
dy
∫ U
0
|E̺(x+ y1)|dy1
∫ y
0
· · ·
∫ y
0
dy2 · · · dyk
≤ xk(1− 12α )
∫ x+U
x
|E̺(y)|dy,
here U = (k + 2)U ′.This proves the first assertion in (5.2).
Next, we have
∫ x
1
|E̺(y)|dy ≥
1
2B
x
1
2α∑
j=0
∫ x
2
+(j+1)Bx1−
1
2α
x
2
+jBx1−
1
2α
|E̺(y)|dy ≫ x
1
2α
(
xθ̺x1−
1
2α
)
= x1+θ̺ ,
and this completes the proof of the second assertion in (5.2).
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By Ho¨lder’s inequality and (5.2) we immediately get (5.1).
Proof of Theorem 6. Similarly to (5.5) we see that for j = 1, 2
xθ̺+k+1 ≪ max±
∫ U ′
0
dy
∫ y
0
· · ·
∫ y
0
E̺(xj + y1 + · · ·+ yk)dy1 · · · dyk
≪ max
x≤y≤x+U
±E̺(y)×
∫ U ′
0
dy
∫ y
0
· · ·
∫ y
0
dy2 · · · dyk.
Hence for x > x0
(5.6) max
x≤y≤x+U
±E̺(y)≫ xθ̺ .
When ̺ = 0, for every interval [x, x + 2U ], it follows from (5.6) that there exists two
points y′, y′′ ∈ [x, x+ 2U ] such that
E(y′) > 0, E(y′′) < 0, y′ < y′′.
If the condition (A4) holds, then Q(y), which is the main term of the summatory
function a(n), is of the form (2.6) with ̺ = 0, always positive and increasing. And the
function E(y) is a continuous and strictly decreasing in each interval (λn, λn+1). Moreover,
E(y) has a jump up to a(n)/2 at the point λn (n = 1, 2, · · · ), i.e. E(λn) = E(λn − 0) +
a(n)/2. Hence there exists at least a zero point x∗ of E(x) in the interval (y′, y′′) with
E(x) is continuous at point x∗.
Otherwise, we may suppose that for any x ∈ (y′, y′′) with E(x) 6= 0. Without loss of
generality, we assume that for all λn ∈ (y′, y′′) with E(λn +0)E(λn+1 − 0) > 0. Hence we
can find at least a λn ∈ (y′, y′′) such that E(λn − 0)×E(λn + 0) < 0, in this time we can
choose x∗ = λn+λn+12 . This completes the proof of Theorem 6.
6 The truncated Tong-type formula for an integral involving
the error term
Suppose x > 10 is a large parameter. For any integrable function g(y), we define
y˜ := y +
1
x
(y1 + · · ·+ yk),∫
Ek
g(y˜)dYk :=
∫ 1
0
· · ·
∫ 1
0
g(y˜)dy1 · · · dyk.
The integral
∫
Ek
E(y˜)dYk is very important in Tong’s theory. The aim of this section is
to give its truncated expression under some suitable conditions.
Recall the definition of A∗(y). Let Qˆ(y) denote the sum of residues over all poles of
the function ψ(s)yss−1 except the pole s = 0. And define the error term Eˆ(y) by
Eˆ(y) := A∗(y)− Qˆ(y).
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Since ψ(s) doesn’t have poles when σ ≤ σ∗ by assumption, we have immediately that
Q∗(y) = Qˆ(y) + ψ(0), E∗(y) = Eˆ(y)− ψ(0).
Let y ≥ 1, 12 ≤M ≤ N <∞, λ be a real number, and define
I(λ,M,N, y) = 2πi
∫ N
M
uλEˆ(u) exp
(
−ih(uy) 12α
)
du.(6.1)
We assume in this section that
(B1) There exists a constant 1− σ∗b ≤ ω0 < 1 such that |b(n)| ≪ µ
σ∗b−1+ω0
n .
(B2)
∑
µn≤y
|b(n)| ≪ yσ∗b logA y, y ≥ 2.
(B3) There exists a constant 0 ≤ ω1 ≤ 1 such that∫ T
1
|Eˆ(u)|du≪ T σ∗b+ω1 .
Throughout this section we let k to be a fixed positive integer such that
(6.2) k > max
{
2ασ∗b − αr −
1
2
− ̺+ µ′ − µ, αr
}
.
Furthermore we assume that
σ∗b + ω1 − r −
1
4α
− ̺
2α
+
µ′ − µ
2α
− 1 < 0.(6.3)
We note that (6.2) and (6.3) implies
(6.4) σ∗b + ω1 −
r
2
− 1
4α
− 1− ̺
2α
+
µ′ − µ
2α
− k
α
< 0.
Let 1 ≤ x ≤ y ≤ (1 + δ)x, N = [x4α−1−ε] and J = [(4α2r + 4α)ε−1], where δ > 0 is a
fixed small positive constant. Without loss of generality, we suppose N 6= µn for any n.
Furthermore let
λ0 := θ̺ +
1
2α
− r − ̺− 1 = −r
2
+
1
4α
− ̺
2α
+
µ′ − µ
2α
− 1.
From Theorem 6 we can find a real number M in every subinterval [t, t + Bt1−
1
2a ] in
[1,
√
N ] such that M 6= µn for n = 1, 2, . . . and Eˆ(M) = 0 if b(n) ≥ 0 for all n or
Eˆ(M)≪Mσ∗b−1+ω0 otherwise.
The truncated Tong-type formula can be stated as
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Theorem 7. Assume the conditions (A2), (B1), (B2) and (B3) hold. Let M ∈ [1,√N ]
be chosen as above. Then we have
∫
Ek
E̺(y˜)dYk =
6∑
j=1
Rj(y;M),(6.5)
where
R1(y;M) =κ0y
θ̺
∑
µn≤M
b(n)
µ
r+̺−θ̺
n
cos(h(yµn)
1
2α + c0π),(6.6)
R2(y;M) =y
θ̺+
1
2αRe {c00I (λ0,M,N, y)} ,(6.7)
R3(y;M) =
J∑
l=0
J∑
m=0
l+m6=0
Re
{
clmI
(
λ0 +
l −m
2α
,M,N, y
)}
x−ly−l+θ̺+
1
2α
+ l−m
2α ,(6.8)
R4(y;M) =
k∑
j=0
k∑
m=0
Re
{
c′jmI
(
λ0 − k +m
2α
,N,∞, y + j
x
)}
(6.9)
× xk
(
y +
j
x
)k+θ̺+ 12α− k+m2α
,
R5(y;M)≪xθ̺−
1
2αMmax(σ
∗
b−
r
2
− 3
4α
− ̺
2α
+µ
′−µ
2α
,0) logAM(6.10)
+ x−2+θ̺+
1
2αMmax(σ
∗
b−
r
2
+ 1
4α
− ̺
2α
+µ
′−µ
2α
,0) logAM
+ xθ̺−
r
2Mσ
∗
b+ω1−r−
1
4α
− ̺
2α
+µ
′−µ
2α
−1
+ x(4α−1)(σ
∗
b+ω1)−2k+r−̺+2(µ
′−µ)+ 2k
α
−2αr−4α,
R6(y;M)≪
{
0, if b(n) ≥ 0 (n ≥ 1),
xθ̺Mσ
∗
b−1+ω0−
r
2
− 1
4α
− ̺
2α
+µ
′−µ
2α , if the condition (B1) holds.
(6.11)
Here κ0, c0 and c00, clm, c
′
jm are certain real and complex constants, respectively.
6.1 Lemmas for generalized Bessel functions
Before proving Theorem 7 we shall prepare some preliminary assertions for the so-called
generalized Bessel functions.
By induction one easily verifies (r − s /∈ −N)
∫
Ek
y˜r−sdYk = x
k
k∑
l=0
(−1)k−l
(
k
l
)
(y + lx−1)k+r−s
(1 + r − s)(2 + r − s) · · · (k + r − s)(6.12)
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For j ≥ 0, define
f̺,j(x) =
1
2πi
∫
Ca,b
Γ(r − s)
(r + ̺− s)jΓ(r + ̺+ 1− s)
∆2(s)
∆1(r − s)x
r+̺−sds
and
g̺,j(u) =
∫
Ek
f̺,j(y˜u)dYk.
By definition f̺(x) = f̺,0(x). We note that f̺,j(x) converges absolutely if
a <
r
2
+
̺+ j − µ′ + µ
2α
.
Lemma 5. Let x ≤ y ≤ (1+ δ)x, b is a sufficiently large positive constant. Then we have
f̺,j(x)≪ xθ̺−
j
2α ,(6.13)
and
g̺,j(u)≪ x2k(ux)θ̺−
k+j
2α .(6.14)
Proof. The first assertion (6.13) is obtained immediately by replacing ̺ by ̺+1 and taking
M = −j in (3.14). (M is the parameter in the definition of F (s), see (3.9).)
To prove (6.14), substituting the definitions of f̺,j(x) into g̺,j(u) and using (6.12), we
get
g̺,j(u) = x
k
k∑
l=0
(−1)k−l
(
k
l
)(
y +
l
x
)k
× 1
2πi
∫
Ca,b
Γ(r − s)
(r + ̺− s)jΓ(r + ̺+ k + 1− s)
∆2(s)
∆1(r − s)
((
y +
l
x
)
u
)r+̺−s
ds.
Replacing ̺ by λ = ̺+ k + 1 and taking M = −j in (3.14), we get
g̺,j(u)≪ x2k(ux)θ̺−
k+j
2α .
We also need the asymptotic behaviour of the function Φ̺(y) defined by
Φ̺(y) =
d
du
(
f̺(yu)
ur+̺
)
.
Lemma 6. Let l be a fixed positive integer and x ≤ y ≤ (1+δ)x. Then there are constants
b′lm and b
′′
jm such that for any positive integer H, we have
dl
dyl
Φ̺(y) =
H∑
m=0
Re
{
b′lm
(uy)θ̺+
1
2α
+ l−m
2α
ylur+̺+1
e−ih(uy)
1
2α +O
(
(uy)θ̺+
l−H
2α
ylur+̺+1
)}
(6.15)
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+O
(
yr+̺−b−lu−1−b
)
,
and
∫
Ek
Φ̺(y˜)dYk =
k∑
j=0
{
H∑
m=0
Re
(
b′′jm
xk(y + jx)
k+θ̺+
1
2α
− k+m
2α
ur+̺+1−
1
2α
−θ̺+
k+m
2α
e−ih((y+
j
x
)u)
1
2α
)
(6.16)
+O
(
x2k+θ̺+
1
2α
− k+H+1
2α
ur+̺+1−
1
2α
−θ̺+
k+H+1
2α
)}
+O
(
x2k+r+̺−bu−1−b
)
.
Proof. From the definition of f̺(yu), we have
Φ̺(y) =
1
2πi
∫
Ca,b
Γ(r − s)∆2(s)(−s)
Γ(r + ̺+ 1− s)∆1(r − s)y
r+̺−su−s−1ds,(6.17)
hence
dl
dyl
Φ̺(y) =
1
ylur+̺+1
(−1)l−1
2πi
∫
Ca,b
Γ(r − s)∆2(s)
Γ(r + ̺+ 1− s)∆2(r − s)
× s(s− r − ̺)(s− r − ̺+ 1) · · · (s− r − ̺+ l − 1)(yu)r+̺−sds.
Replacing ̺ by ̺+ 1 and taking M = l + 1 in the formula (3.13), we find that
dl
dyl
Φ̺(y) ∼ 1
ylur+̺+1
{ ∞∑
m=0
blm(yu)
θ̺+
1
2α
+ l−m
2α cos(h(yu)
1
2α + cmπ)
+O((yu)r+̺−b)
}
,
which proves the assertion (6.15).
Next we prove (6.16). From (6.17) and (6.12) we have
∫
Ek
Φ̺(y˜)dYk =
1
2πi
∫
Ca,b
Γ(r − s)∆2(s)(−s)
Γ(r + ̺+ 1− s)∆1(r − s)u
−s−1
∫
Ek
y˜r+̺−sdYkds
(6.18)
=
xk
ur+̺+1
k∑
j=0
(−1)k−j
(
k
j
)(
y +
j
k
)k
× 1
2πi
∫
Ca,b
Γ(r − s)∆2(s)(−s)
Γ(r + ̺+ k + 1− s)∆1(r − s)
((
y +
j
x
)
u
)r+̺−s
ds.
Replacing ̺ by ̺+ k + 1 and taking M = 1 in (3.13), we find that
1
2πi
∫
Ca,b
Γ(r − s)∆2(s)(−s)
Γ(r + ̺+ k + 1− s)∆1(r − s)
((
y +
j
x
)
u
)r+̺−s
ds
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∼
∞∑
m=0
b′jm
((
y +
j
x
)
u
)θ̺+ 12α− k+m2α
cos
(
h
((
y +
j
x
)
u
) 1
2α
+ cmπ
)
+O
(
(yu)r+̺−b
)
with certain real constants b′jm. Substituting this expression to (6.18), we get (6.16).
6.2 Proof of Theorem 7
Now we turn to the proof of Theorem 7. Let M ∈ [1,√N ] be a real number as is
chosen before, namely. M 6= µn for n = 1, 2, . . . and Eˆ(M) = 0 if b(n) ≥ 0 for all n or
Eˆ(M) ≪ Mσ∗b−1+ω0 otherwise. We always suppose that there are infinitely many n for
which b(n)≫ 1.
Recall the Tong-type identity:
I :=
∫
Ek
E̺
(
y +
∑k
j=1 yj
x
)
dYk =
∞∑
n=1
b(n)
µr+̺n
∫
Ek
f̺
((
y +
∑k
j=1 yj
x
)
µn
)
dYk.
In the right hand side we divide the sum over n into two parts, namely
I =
∑
µn≤M
+
∑
µn>M
=: S1(M) + S2(M).
We first treat S1(M). Let F (y˜) = f̺(y˜u). By Taylor’s formula we have
F (y˜) = F (y) + F ′(y1)(y˜ − y)
with some y ≤ y1 ≤ y˜. Then from the definition f̺(x) and (3.15) of Lemma 4 we have an
asymptotic expansion
F (y) ∼
∞∑
l=0
κl(yu)
θ̺−
l
2α cos(h(yu)
1
2α + clπ) +O((yu)
r+̺−b)(6.19)
and the upper bound
≪ (yu)θ̺
if we take b large. Furthermore since F ′(y1) = uf̺−1(y1u), we have
|F ′(y1)(y˜ − y)| ≪ u
x
(xu)θ̺−1
= x−2(xu)θ̺+
1
2α .
Take out the term corresponding to l = 0 in (6.19), we get
S1(M) =
∑
µn≤M
b(n)
µr+̺n
{
κ0(yµn)
θ̺ cos(h(yµn)
1
2α + c0π) +O((yµn)
θ̺−
1
2α )
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+O((yµn)
r+̺−b) +O
(
x−2(xµn)
θ̺+
1
2α
)}
=: R1(y;M) + V1 + V2 + V3.
The error term V2 can be negligible by taking b large. On the hand, by (B2), we have
V1 ≪ xθ̺−
1
2α
∑
µn≤M
|b(n)|µ−r−̺+θ̺−
1
2α
n(6.20)
≪ xθ̺− 12αMmax(σ∗b− r2− 34α− ̺2α+µ
′−µ
2α
,0) logAM.
Similarly we have
(6.21) V3 ≪ x−2+θ̺+
1
2αMmax(σ
∗
b−
r
2
+ 1
4α
− ̺
2α
+µ
′−µ
2α
,0) logAM.
Since M 6= µn for all n, it is easy to see that if K(u) is any continuously differentiable
function such that
K(u)Q∗(u)→ 0,
∫ ∞
u
Q∗(t)K ′(t)dt→ 0 (u→∞),
then ∫ ∞
M
K(u)d
∑
µn≤u
b(n) =
∫ ∞
M
K(u)dA∗(u).
So for S2(M) we can write
S2(M) =
∫ ∞
M
(
1
ur+̺
∫
Ek
f̺(y˜u)dYk
)
d
∑
µn≤u
b(n)
=
∫ ∞
M
(
1
ur+̺
∫
Ek
f̺(y˜u)dYk
)
dA∗(u)
=
∫ ∞
M
(
1
ur+̺
∫
Ek
f̺(y˜u)dYk
)
dQˆ(u) +
∫ ∞
M
(
1
ur+̺
∫
Ek
f̺(y˜u)dYk
)
dEˆ(u)
=
∫ ∞
M
Qˆ′(u)
ur+̺
∫
Ek
f̺(y˜u)dYkdu+
Eˆ(u)
ur+̺
∫
Ek
f̺(y˜u)dYk
∣∣∣∣∣
∞
u=M
−
∫ ∞
M
Eˆ(u)du
∫
Ek
d
du
(
f̺(y˜u)
ur+̺
)
dYk
=: S21(M) + S22(M)− S23(M).
We shall consider S21(M) first. From the definition of f̺,j(x), one easily checks that
d
du
f̺,j+1(yu) =
1
u
f̺,j(yu) (1 ≤ j ≤ k + 1).
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Let wj(u) be the functions defined by
w1(u) = Qˆ
′(u)u1−r−̺
and
wj+1(u) = w
′
j(u)u (j ≥ 1).
Then by repeated integration by parts and the definition of g̺,j we have
∫ M1
M
Qˆ′(u)
ur+̺
∫
Ek
f̺(y˜u)dYkdu =
k+1∑
j=1
(−1)j+1 wj(u)g̺,j(u)
∣∣∣M1
M
(6.22)
+ (−1)k+1
∫ M1
M
w′k+1(u)g̺,k+1(u)du.
Recall that Qˆ(u) is the sum of residues of of all poles of ψ(s)xss−1 except 0. Let γ be a
pole with order ν and γ0 the pole with the maximal real part. Then the residue at γ has
the form Qˆγ(u) = u
γP (log u), where P (u) is a polynomial of degree ν − 1. Let wj,γ(u) be
functions defined by the same way for Qˆγ(u). Then we see easily
w1,γ(u) = u
1−r−̺(γuγ−1P (log u) + uγP ′(log u)/u)
≪ uRe γ−r−̺ logν−1 u.
Similarly we have
wj,γ(u)≪ uRe γ−r−̺ logν−1 u
for j ≥ 2. Hence by (6.14), we have
wj,γ(M1)g̺,j(M1)≪MRe γ−r−̺1 (logM1)ν−1 x2k(xM1)θ̺−
k+j
2α .
Since k is chosen as (6.2), the exponent of M1 is negative, wj,γ(M1)g̺,j(M1), as well as
wj(M1)g̺,j(M1) tend to 0 when M1 →∞.
Next we consider the term with u =M . Applying (6.13) in this case, we get
|wj,γ(M)g̺,j(M)| ≤ |wj,γ(M)|
∫
Ek
|f̺,j(y˜u)|dYk(6.23)
≪MRe γ−r−̺(logM)ν−1 (xM)θ̺− 12α
= xθ̺−
j
2αMRe γ−
r
2
− 1+2j
4α
− ̺
2α
+µ
′−µ
2α (logM)ν−1.
For the last integral of (6.22) which corresponds to γ, (6.13) implies that
∫ M1
M
w′k+1,γ(u)g̺,k+1(u)du≪
∫ M1
M
uRe γ−r−̺(log u)ν−1 (xu)θ̺−
k+1
2α du(6.24)
= xθ̺−
k+1
2α MRe γ−
r
2
− 1
4α
− ̺
2
+µ
′−µ
2α
− k+1
2α (logM)ν−1.
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From (6.23) and (6.24) we get the estimate from the pole γ. It is easily seen that the term
j = 1 coming from γ0 gives the maximal estimate, namely we have
S21(M)≪ xθ̺−
1
2αMRe γ0−
r
2
− 3
4α
− ̺
2α
+µ
′−µ
2α (logM)A
′
with some integer A′. Now we note that Re γ0 ≤ σ∗b , hence S21(M) is absorbed into the
right hand side of (6.20).
Next we consider S22(M). By the trivial bound Eˆ(x)≪ xσ∗b+ε and (6.14), we see that
Eˆ(M1)
M r+̺1
∫
Ek
f̺(y˜M1)dYk ≪Mσ
∗
b−r−̺+ε
1 x
2k(yM1)
θ̺−
k
2α
The exponent of M1 is negative by (6.2), hence this term vanishes when M1 →∞.
Consider the term Eˆ(M)Mr+̺
∫
Ek
f̺(y˜M)dY . If we assume that b(n) ≥ 0(n ≥ 1), then from
Theorem 6 (ii) we can find M such that Eˆ(M) = 0, hence this term becomes zero. If we
assume the condition (B1), there exists M such that Eˆ(M)≪Mσ∗b−1+ω0 . Hence by (6.13)
S22(M)≪ xθ̺Mσ∗b−1+ω0−(r+̺)+θ̺
= xθ̺Mσ
∗
b−1+ω0−
r
2
− 1
4α
− ̺
2α
+µ
′−µ
2α .
We call the above estimate of S22(M) as R6(M).
Finally we consider S23(M). Divide the integral as
S23(M) =
(∫ N
M
+
∫ ∞
N
)
Eˆ(u)
∫
Ek
d
du
(
f̺(y˜u)
ur+̺
)
dYkdu =: S231 + S232.
To treat S231, we substitute Taylor’s formula for Φ̺(y˜) =
d
du
(
f̺(y˜u)
ur+̺
)
:
Φ̺(y˜) =
J∑
l=0
(
dl
dyl
Φ̺(y)
)
(y˜ − y)l
l!
+
dJ+1
dvJ+1
Φ̺(v)
∣∣∣∣
v=v0
(y˜ − y)J+1
(J + 1)!
,(6.25)
where v0 = y+ θ(y˜− y) with some 0 ≤ θ ≤ 1. Let V4 be the contribution in S231 from the
last error term of (6.25). From (6.16) and v0 ∼ y ∼ x, we have
V4 =
∫ N
M
Eˆ(u)du
∫
Ek
dJ+1
dvJ+1
Φ̺(v)
∣∣∣∣
v=v0
(y˜ − y)J+1
(J + 1)!
dYk
≪
∫ N
M
|Eˆ(u)|(xu)
θ̺+
1
2α
+J+1
2α
xJ+1ur+̺+1
1
xJ+1
du
≪
∫ N
M
|Eˆ(u)|(xu)
θ̺−
r
2
ur+̺+1
(xu)
r
2
+ 1
2α
(
(xu)
1
2α
x2
)J+1
du.
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Since u ≤ N = [x4α−1−ε] and J = [(4α2r + 4α)ε−1], it follows that
(ux)
r
2
+ 1
2α
(
(ux)
1
2α
x2
)J+1
≤ (x4α−1−εx) r2+ 12α
(
(x4α−1−εx)
1
2α
x2
)J+1
≤ x−ε( r2+ 12α ) ≤ 1.
Therefore
V4 ≪ xθ̺−
r
2
∫ N
M
|Eˆ(u)|u−r− 14α− ̺2α+µ
′−µ
2α
−1du.
Now by the assumption (B3) we get the upper bound of V4:
(6.26) V4 ≪ xθ̺−
r
2Mσ
∗
b+ω1−r−
1
4a
− ̺
2α
+µ
′−µ
2α
−1.
Next we treat the first J-terms of the Taylor expansion of Φ̺(y˜). Their contribution
to S231 is
J∑
l=0
x−l
l!
∫ N
M
Eˆ(u)
dl
dyl
Φ̺(y)du
∫
Ek
(y1 + · · ·+ yk)ldYk
=
J∑
l=0
c∗l x
−l
∫ N
M
Eˆ(u)
dl
dyl
Φ̺(y)du
=
J∑
l=0
J∑
m=0
Re
{
c∗l b
′
lm
∫ N
M
Eˆ(u)
(uy)θ̺+
1
2α
+ l−m
2α
(xy)lur+̺+1
e−ih(uy)
1
2α du
}
+O
(
J∑
l=0
∫ N
M
|Eˆ(u)|(ux)
θ̺+
l−J
2α
x2lur+̺+1
du
)
+O
(
J∑
l=0
x−l+r+̺−b−1
∫ N
M
|Eˆ(u)|u−1−bdu
)
.
The last O-term can be removed by taking b large. In the first O-term, the integrand can
be transformed into
|Eˆ(u)|(ux)
θ̺−
J
2α
ur+̺+1
(
(ux)
1
2α
x2
)l
.
Since (ux)
1
2α
x2
≤ 1, this O-term is bounded by
≪
J∑
l=0
∫ N
M
|Eˆ(u)|(ux)
θ̺−
J
2α
ur+̺+1
du≪ xθ̺− J2αMσ∗b+ω1− r2− 14α− ̺2α+µ
′−µ
2α
− J
2α
−1,
which is contained in the right hand side of (6.26). Combining these formulas we obtain
that
S231 =
J∑
l=0
J∑
m=0
Re
{
c∗l b
′
lm
∫ N
M
Eˆ(u)
(uy)θ̺+
1
2α
+ l−m
2α
(xy)lur+̺+1
e−ih(uy)
1
2α du
}
34
+O
(
xθ̺−
r
2Mσ
∗
b+ω1−r−
1
4a
− ̺
2α
+µ
′−µ
2α
−1
)
.
As for the double sum over l and m, let R2(y;M) denote the term corresponding to
l = m = 0 and R3(y;M) the term corresponding to l +m > 0. With the notation of the
function I(λ,M,N, y), we can express these terms as
R2(y;M) = y
θ̺+
1
2αRe
{
c00I
(
θ̺ +
1
2α
− r − ̺− 1,M,N, y
)}
,
R3(y;M) =
J∑
l=0
J∑
m=0
l+m6=0
Re
{
clmI
(
θ̺ +
1
2α
+
l −m
2α
− r − ̺− 1,M,N, y
)}
x−lyθ̺+
1
2α
−l+ l−m
2α .
Finally we consider S232. From (6.16) with H = k, we have∫
Ek
Φ̺(y˜)dYk =
k∑
j=0
{
k∑
m=0
Re
(
b′′jm
xk(y + jx)
k+θ̺+
1
2α
− k+m
2α
ur+̺+1−
1
2α
−θ̺+
k+m
2α
e−ih((y+
j
x
)u)
1
2α
)
+O
(
x2k+θ̺+
1
2α
− 2k+1
2α
ur+̺+1−
1
2α
−θ̺+
2k+1
2α
)}
+O
(
x2k+r+̺−bu−1−b
)
.
Substituting this expression to the definition of S232 and noting (6.4), the contribution
from the second O-term becomes
≪
∫ ∞
N
|Eˆ(u)| x
2k+θ̺+
k
α
u
r
2
+ 1
4α
+1+ ̺
2α
−µ
′−µ
2α
+ k
α
du
≪ x2k+θ̺+ kαNσ∗b+ω1−( r2+ 14α+1+ ̺2α−µ
′−µ
2α
+ k
α
),
≪ x(4α−1)(σ∗b+ω1)−2k+r−̺+2(µ′−µ)+ 2kα −2αr−4α.
The contribution from the last O-term is also negligible by taking b large. Combining
these, we deduce that
S232 =
k∑
j=0
k∑
m=0
Re
{
c′jm
∫ ∞
N
Eˆ(u)
xk(y + jx)
k+θ̺+
1
2α
− k+m
2α
ur+̺+1−
1
2α
−θ̺+
k+m
2α
e−ih((y+
j
x
)u)
1
2α du
}
(6.27)
+O
(
x(4α−1)(σ
∗
b+ω1)−2k+r−̺+2(µ
′−µ)+ 2k
α
−2αr−4α
)
.
The term of sum over j and m, which we denote by R4(y;M), can be expressed as
R4(y;M) =x
k
k∑
j=0
k∑
m=0
Re
{
c′lm
(
y +
j
x
)k+θ̺+ 12α− k+m2α
× I
(
−r − ̺− 1 + 1
2α
+ θ̺ − k +m
2α
,N,∞, y + j
x
)}
We call the sum of remaining terms (6.20), (6.21), (6.26) and (6.27) as R5(y;M). This
completes the proof of Theorem 7.
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7 Some estimates for the weighted integral of the error term
In this section we shall give several estimates involving the exponential integral I(λ,M,N, y)
defined by (6.1), which is closely related to the mean square bound (2.7) and important
in this paper. For convenience we use the notation
∫
(σ) f(s)ds =
∫ σ+i∞
σ−i∞ f(s)ds.
We first give the following preliminary lemma.
Lemma 7. Let x ≥ 1, 12 ≤ P ≤ P1 < P2 ≤ (1 + δ)P . We have∫ P2
P1
uλe±i(t log u−ux)du≪ x− 12P λ+ 12 (1 + |t|)−ε(Px)ε.(7.1)
Proof. Let f(u) = t log u− ux. Clearly
f ′(u) =
t
u
− x, f ′′(u) = − t
u2
.
First we suppose (1−δ)Px ≤ t ≤ (1+2δ)Px, we apply the second mean value theorem
and the second derivative test to get∫ P2
P1
uλe±i(t logu−ux)du≪ P λ max
P1≤P3≤P4≤P2
∣∣∣∣
∫ P4
P3
e±i(t logu−ux)du
∣∣∣∣(7.2)
≪ P λ max
P1≤u≤P2
√
u2
t
≪ x− 12P λ+ 12 ,
from which the assertion of the lemma follows in this case.
If (1 + 2δ)Px < t <∞ or −∞ < t < (1− δ)Px, by the first derivative test we get
∫ P2
P1
uλe±i(t log u−ux)du≪ P λ max
P1≤P3<P4≤P2
{∣∣∣∣ tP3 − x
∣∣∣∣
−1
,
∣∣∣∣ tP4 − x
∣∣∣∣
−1
}
(7.3)
≪ P λx−1(1 + |t|)−ε(Px)ε (or ≪ P λx−1).
The assertion of the lemma can be checked easily by the above two cases.
Lemma 8. Let M < N ≤ xA (A a fixed positive number), w be a real number and
0 < µn ≤ M2 . Then we have
∫ (1+δ)x
x
I(λ,M,N, y)yw cos
(
h(µny)
1
2α + c
)
dy ≪ xw+1− 34α+ε′ max
M≤P≤N
P λ+σ
∗+1− 3
4α .
(7.4)
Proof. From (2.7) we easily get (by using Cauchy’s inequality )
∫ T
−T
|ψ(σ∗ + it)|2 dt≪ T 1+ε,(7.5)
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∫ T
−T
|ψ(σ∗ + it)| dt≪
√
2T
∫ T
−T
|ψ(σ∗ + it)|2 dt≪ T 1+ ε2 ,
and (by using integration by parts)
∫ ∞
0
|ψ(σ∗ ± it)|
(1 + |t|)1+ε dt =
∫ t
0 |ψ(σ∗ ± iu)| du
(1 + |t|)1+ε
∣∣∣∣∣
∞
t=0
+ (1 + ε)
∫ ∞
0
∫ t
0 |ψ(σ∗ ± iu)| du
(1 + |t|)2+ε dt≪ 1.
(7.6)
By Perron’s formula and the residue theorem we have
Eˆ(u) = lim
T→∞
1
2πi
∫ σ∗b+ε+iT
σ∗b+ε−iT
ψ(s)
us
s
ds− Qˆ(u)
= lim
T→∞
1
2πi
∫ σ∗+iT
σ∗−iT
ψ(s)
us
s
ds,
since ψ(s)s−1 → 0 uniformly in the strip σ∗ ≤ Re s ≤ σ∗b as t→ ±∞ (also see page 357 in
Ivic´ [19]). Let 12 ≤ P < Q ≤ (1 + δ)P , then from (6.1)
I(λ, P,Q, y) =
∫ Q
P
uλe−ih(uy)
1
2α du lim
T→∞
∫ σ∗+iT
σ∗−iT
ψ(s)
us
s
ds(7.7)
= lim
T→∞
∫ σ∗+iT
σ∗−iT
ψ(s)
s
ds
∫ Q
P
uλ+se−ih(uy)
1
2α du
=
∫ σ∗+i∞
σ∗−i∞
ψ(s)
s
ds
∫ Q
P
uλ+σ
∗+ite−ih(uy)
1
2α du, (s = σ∗ + it),
where the inversion of order of two integrations is justified by (7.1) and (7.6).
Assume 0 < µn ≤ P2 , we get∫ (1+δ)x
x
I(λ, P,Q, y)ywe±h(µny)
1
2α dy(7.8)
=
∫ (1+δ)x
x
ywe±ih(µny)
1
2α dy
∫ σ∗+i∞
σ∗−i∞
ψ(s)
s
ds
∫ Q
P
uλ+σ
∗+ite−ih(uy)
1
2α du
=
∫ σ∗+i∞
σ∗−i∞
ψ(s)
s
ds
∫ Q
P
∫ (1+δ)x
x
ywuλ+σ
∗+itei(±h(µny)
1
2α−h(uy)
1
2α )dydu
=:
∫ σ∗+i∞
σ∗−i∞
ψ(s)
s
I1(s)ds,
where the inversion of order of the integrations is justified by (7.1) and (7.6). Set u
1
2α =
U,U0 = P
1
2α , U1 = Q
1
2α , hy
1
2α = Y,X0 = hx
1
2α and X1 = h ((1 + δ)x)
1
2α , hence
I1(s) =
(2α)2
h2α(w+1)
∫ U1
U0
U2α(λ+1+σ
∗+it)−1dU
∫ X1
X0
Y 2α(w+1)−1ei(±µ
1
2α
n −U)Y dY.(7.9)
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We write η = 2α(w + 1)− 1. Applying integration by parts we get
∫ X1
X0
Y ηei(±µ
1
2α
n −U)Y dY
=
1
(±µ
1
2α
n − U)i
(
Y ηei(±µ
1
2α
n −U)Y
∣∣∣∣
X1
X0
− η
∫ X1
X0
Y η−1ei(±µ
1
2α
n −U)Y dY
)
.
Substituting the above expression into (7.9) we obtain
I1(s)≪ Xη0 max
X0≤Y≤X1
∣∣∣∣∣
∫ U1
U0
U2α(λ+1+σ
∗)−1
±µ
1
2α
n − U
ei(2αt logU−UY )dU
∣∣∣∣∣ .
Now we apply the second mean value theorem and (7.1) to get
I1(s)≪ X
η
0
U0 ∓ µ
1
2α
n
max
X0≤Y≤X1,U0≤U∗≤U1
∣∣∣∣∣
∫ U∗
U0
U2α(λ+1+σ
∗)−1ei(2αt logU−UY )dU
∣∣∣∣∣
≪ X
η
0
U0
X
− 1
2
0 U
2α(λ+1+σ∗)− 1
2
0 (X0U0)
ε(1 + |t|)−ε
≪ xw+1− 34αP λ+1+σ∗− 34α (Px)ε(1 + |t|)−ε.
We substitute the above estimate into (7.8) and then use (7.6) to get
∫ (1+δ)x
x
I(λ, P,Q, y)ywe±ih(µny)
1
2α dy =
∫ σ∗+i∞
σ∗−i∞
ψ(s)
s
I1(s)ds
≪ xw+1− 34αP λ+1+σ∗− 34α (Px)ε
∫ ∞
−∞
|ψ(σ∗ + it)|
(1 + |t|)1+ε dt
≪ xw+1− 34αP λ+1+σ∗− 34α (Px)ε.
Now applying a simple splitting argument to the interval [M,N ] would suffice to complete
the proof of the lemma.
Lemma 9. Let 2(λ+ σ∗) 6= −1, M < N ≤ xA(A a fixed positive number) and δ > 0 with
(1 + δ)
1
α − 1 < 14 . Then we have∫ (1+δ)x
x
|I(λ,M,N, y)|2 dy ≪ x1− 1α+ε′ max
M≤P≤N
P 2(λ+σ
∗+1)− 1
α .(7.10)
Proof. From (7.7) we obtain
∫ (1+δ)x
x
|I(λ, P,Q, y)|2 dy(7.11)
38
=∫ (1+δ)x
x
dy
(∫
(σ∗)
ψ(s)
s
ds
∫ Q
P
uλ+σ
∗
ei
(
t log u−h(uy)
1
2α
)
du
)
×
(∫
(σ∗)
ψ(s¯1)
s¯1
ds¯1
∫ Q
P
vλ+σ
∗
ei
(
−t1 log v+h(vy)
1
2α
)
dv
)
=
∫
(σ∗)
∫
(σ∗)
ψ(s)ψ(s¯1)
ss¯1
dsds¯1 × I(s, s1),
where the inversion of order of the integrations is justified by (7.1) and (7.6), and we use
notation s = σ∗ + it, s1 = σ
∗ + it1 and
I(s, s1) :=
∫ (1+δ)x
x
dy
∫ Q
P
uλ+σ
∗
ei
(
t log u−h(uy)
1
2α
)
du
∫ Q
P
vλ+σ
∗
ei
(
−t1 log v+h(vy)
1
2α
)
dv.
Set h(uy)
1
2α = U, h(vy)
1
2α = V, P
1
2α = U0, Q
1
2α = U1, hy
1
2α = Y, hx
1
2α = X0, h((1 +
δ)x)
1
2α = X1, t2 = 2αt, t3 = 2αt1, µ = 2α(λ+ σ
∗ + 1)− 1 and β = −4α(λ+ σ∗)− 2α− 1.
We have
I(s, s1) =
(2α)3
h2α
∫ X1
X0
Y βei(t3−t2) log YG(Y ; t2, t3)dY,(7.12)
where
G(Y ; t2, t3) :=
∫ U1Y
U0Y
Uµei(t2 logU−U)dU
∫ U1Y
U0Y
V µei(−t3 logV+V )dV.
Since P < Q ≤ (1 + δ)P , so U0X0 < U1X1 ≤ (1 + δ) 1αU0X0 := (1 + δ1)U0X0. Here
note that 0 < δ1 = (1 + δ)
1
α − 1 < 14 .
To estimate I(s, s1) we need to consider the following four cases.
(Case 1). t2, t3 /∈ ((1− 2δ1)U0X0, (1 + 4δ1)U0X0). In this case applying (7.3) to estimate
the two integrals in G(Y ; t2, t3) we obtain
G(Y ; t2, t3)≪ max
X0≤Y≤X1
∣∣∣∣
∫ U1Y
U0Y
Uµei(t2 logU−U)dU
∣∣∣∣× maxX0≤Y≤X1
∣∣∣∣
∫ U1Y
U0Y
V µei(−t3 log V+V )dV
∣∣∣∣
≪ (U0X0)2µ(U0X0)2ε(1 + |t2|)−ε(1 + |t3|)−ε.
We substitute the above estimate into (7.12) to get
I(s, s1)≪ U2µ0 X2µ+β+10 (U0X0)2ε(1 + |t2|)−ε(1 + |t3|)−ε.(7.13)
(Case 2). t2 ∈ ((1− 2δ1)U0X0, (1 + 4δ1)U0X0), t3 /∈ ((1− 2δ1)U0X0, (1 + 4δ1)U0X0). If
|t2 − t3| ≤ δ1U0X0, then t2 < (1 − δ1)U0X0 or t2 > (1 + 3δ1)U0X0. Clearly the estimate
(7.13) also holds.
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Now we assume |t2 − t3| > δ1U0X0. Applying integration by parts to the variable Y
in (7.12) we get
h2α
(2α)3
I(s, s1) =
∫ X1
X0
Y βei(t3−t2) log YG(Y ; t2, t3)dY(7.14)
=
1
β + 1 + (t3 − t2)i
∫ X1
X0
G(Y ; t2, t3)dY
β+1+i(t3−t2)
=
1
β + 1 + (t3 − t2)i

 1∑
j=0
(−1)j+1Xβ+1j ei(t3−t2) logXjG(Xj ; t2, t3)
+
1∑
j=0
(−1)jUµ+1+it2j I1j +
1∑
j=0
(−1)jUµ+1−it3j I2j

 ,
where
I1j :=
∫ X1
X0
Y β+µ+1ei(t3 log Y−UjY )dY
∫ U1Y
U0Y
V µei(−t3 log V+V )dV
I2j :=
∫ X1
X0
Y β+µ+1ei(−t2 log Y+UjY )dY
∫ U1Y
U0Y
Uµei(t2 logU−U)dU.
Applying (7.2) to the first integral over U in G(Xj ; t2, t3), and (7.3) to the second
integral over V in G(Xj ; t2, t3) respectively, we obtain
G(Xj ; t2, t3)≪ (U0X0)µ+
1
2 (U0X0)
µ ≪ (U0X0)2µ+
1
2 , (j = 0, 1).(7.15)
Applying (7.3) to I1j one has
I1j ≪ Xβ+µ+20 max
X0≤Y≤X1
∣∣∣∣
∫ U1Y
U0Y
V µei(−t3 log V+V )dV
∣∣∣∣(7.16)
≪ Xβ+µ+20 (U0X0)µ ≪ Uµ0 Xβ+2µ+20 .
To treat I2j we define for j = 0, 1
X2j =
t2
Uj
−
√
X0
Uj
X3j =
t2
Uj
+
√
X0
Uj
.
First we consider the case when X0 ≤ X2j < X3j ≤ X1, we divide the interval [X0,X1]
into three subintervals and write
I2j =
∫ X2j
X0
+
∫ X3j
X2j
+
∫ X1
X3j
:= I3j + I4j + I5j .(7.17)
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We let κ = β + µ + 1 and H(Y, t2) :=
∫ U1Y
U0Y
Uµei(t2 logU−U)dU . It follows that from
integration by parts
I3j =
∫ X2j
X0
Y κH(Y, t2)e
i(−t2 log Y+UjY )dY(7.18)
=
∫ X2j
X0
Y κ+1
i(−t2 + UjY )H(Y, t2)de
i(−t2 log Y+UjY )
= I6j + I7j − I8j ,
where∗
I6j : =
Y κ+1
i(−t2 + UjY )H(Y, t2)e
i(−t2 log Y+UjY )
∣∣∣∣
X2j
X0
,
I7j : =
1∑
l=0
(−1)lUµ+1+it2l
∫ X2j
X0
Y κ+µ+1
i(t2 − UjY )e
i(Uj−Ul)Y dY,
I8j : =
∫ X2j
X0
(
(κ+ 1)Y κ
i(−t2 + UjY ) −
Y κ+1Uj
i(−t2 + UjY )2
)
H(Y, t2)e
i(−t2 log Y+UjY )dY.
By (7.2) we get
I6j ≪ Xκ+10 max
X0≤Y≤X2j
1
|t2 − UjY | × (U0X0)
µ+ 1
2
≪ Xκ+10
1√
X0U0
(U0X0)
µ+ 1
2 ≪ Uµ0 Xκ+µ+10 .
We also have
I7j ≪ Uµ+10
∫ X2j
X0
Xκ+µ+10
t2 − UjY dY ≪ U
µ
0X
κ+µ+1
0 log(U0X0).
Applying (7.2) to the integral H(Y, t2) in I8j we obtain
I8j ≪
∫ X2j
X0
(
Xκ0
t2 − UjY +
Xκ+10 U0
(t2 − UjY )2
)
(U0X0)
µ+ 1
2dY
≪ Uµ+
1
2
0 X
κ+µ+ 1
2
0
∫ X2j
X0
1
t2 − UjY dY + U
µ+ 3
2
0 X
κ+µ+ 3
2
0
∫ X2j
X0
1
(t2 − UjY )2 dY
≪ Uµ−
1
2
0 X
κ+µ+ 1
2
0 log(U0X0) + U
µ
0X
κ+µ+1
0 ≪ Uµ0Xκ+µ+10 .
Combining the above three estimates and (7.18) we have
I3j ≪ Uµ0 Xκ+µ+10 log(U0X0).(7.19)
∗In Tong’s paper[49], page 521, he missed the term I8j .
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Similarly to the estimate for I8j one has
I4j ≪
∫ X3j
X2j
Xκ0 (U0X0)
µ+ 1
2 dY ≪ (X3j −X2j)Uµ+
1
2
0 X
κ+µ+ 1
2
0(7.20)
≪
√
X0
U0
U
µ+ 1
2
0 X
κ+µ+ 1
2
0 ≪ Uµ0 Xκ+µ+10 .
Similarly to the estimate for I3j we can prove
I5j ≪ Uµ0 Xκ+µ+10 log(U0X0).(7.21)
Substituting (7.19), (7.20) and (7.21) into (7.17) we obtain when X0 ≤ X2j < X3j ≤ X1
I2j ≪ Uµ0 Xκ+µ+10 log(U0X0).
It remains to consider the other four cases: X2j < X3j ≤ X0 < X1, X2j ≤ X0 < X3j ≤ X1,
X0 ≤ X2j ≤ X1 < X3j and X0 ≤ X1 ≤ X2j < X3j . By a very similar approach to the case
X0 ≤ X2j < X3j ≤ X1, one may get the same estimate of I2j for the above four cases.
For example, when ≤ X2j ≤ X0 < X3j ≤ X1 we use decomposition
I2j =
∫ X1
X0
=
∫ X3j
X0
+
∫ X1
X3j
.
Hence we always have
I2j ≪ Uµ0 Xβ+2µ+20 log(U0X0).(7.22)
Since |t2 − t3| > δ1U0X0 and t2 ∈ ((1− 2δ1)U0X0, (1 + 4δ1)U0X0), it is easy to check
|t2 − t3| > (U0X0)1−2ε(1 + |t2|)−ε(1 + |t3|)−ε.
Substituting (7.15), (7.16) and (7.22) into (7.14), and noting the above estimate, in (Case
2) we finally obtain
I(s, s1)≪ U2µ0 X2µ+β+10 (U0X0)3ε(1 + |t2|)−ε(1 + |t3|)−ε.(7.23)
(Case 3). t2 /∈ ((1− 2δ1)U0X0, (1 + 4δ1)U0X0), t3 ∈ ((1− 2δ1)U0X0, (1 + 4δ1)U0X0).
We can use a similar approach as (Case 2) to estimate I(s, s1) and get the same
estimate as (7.23).
(Case 4). t2, t3 ∈ ((1− 2δ1)U0X0, (1 + 4δ1)U0X0).
Note that β +1+ i(t3− t2) 6= 0. We first transform I(s, s1) into the expression (7.14).
Then we use the same approach as I2j in (Case 2) to treat I2j and estimate I1j respectively.
Lastly by the second derivative test (7.2) to each integral in G(Xj ; t2, t3), we get
G(Xj ; t2, t3)≪ (U0X0)µ+
1
2 (U0X0)
µ+ 1
2 ≪ (U0X0)2µ+1, (j = 0, 1).
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Combining these estimates and (7.14) we obtain
I(s, s1)≪ U
2µ+1
0 X
β+2µ+2
0
1 + |t2 − t3| (U0X0)
ε
Now let h(Px)
1
2α = T . Note that 2µ + β + 1 = 2α − 2. Combining four estimates in
the above cases and (7.11) we get
∫ (1+δ)x
x
|I(λ, P,Q, y)|2 dy =
∫
(σ∗)
∫
(σ∗)
ψ(s)ψ(s¯1)
ss¯1
I(s, s1)dsds¯1(7.24)
≪ x1− 1αP µαT 3ε
∫ ∞
−∞
∫ ∞
−∞
|ψ(σ∗ + it)ψ(σ∗ − it1)|
(1 + |t|)(1 + |t1|)
dtdt1
(1 + |t|)ε(1 + |t1|)ε
+ x1−
1
2αP
2µ+1
2α T ε
∫ (1+4δ1)T
(1−2δ1)T
∫ (1+4δ1)T
(1−2δ1)T
|ψ(σ∗ + it)ψ(σ∗ − it1)|
tt1
dtdt1
1 + |t− t1|
=: x1−
1
αP
µ
αT 3εW1 + x
1− 1
2αP
2µ+1
2α T εW2.
It follows from (7.6) that
W1 =
∫ ∞
−∞
|ψ(σ∗ + it)|
(1 + |t|)1+ε dt×
∫ ∞
−∞
|ψ(σ∗ − it1)|
(1 + |t1|)1+ε dt1 ≪ 1.(7.25)
Making the change of variables t = u+ v, t1 = u− v, using Cauchy’s inequality and noting
(7.5), it is easy to check
W2 ≪ T−2
∫ 2T
0
∫ 2T
0
|ψ(σ∗ + it)ψ(σ∗ − it1)|
1 + |t− t1| dtdt1
(7.26)
≪ T−2
∫ T
−T
1
1 + |v|
(∫ 2T
0
|ψ(σ∗ + i(u+ v))ψ(σ∗ − i(u− v))|du
)
dv
≪ T−2
∫ T
−T
1
1 + |v|
(∫ 2T
0
|ψ(σ∗ + i(u+ v))|2du
∫ 2T
0
|ψ(σ∗ − i(u− v))|2du
) 1
2
dv
≪ T−1+ε
∫ T
−T
1
1 + |v|dv ≪ T
−1+2ε.
Now substituting (7.25) and (7.26) into (7.24) we get with ε1 =
3ε
2α∫ (1+δ)x
x
|I(λ, P,Q, y)|2 dy ≪ x1− 1α+ε1P µα+ε1 .(7.27)
Applying a simple splitting argument to the interval [M,N ] with M0 = M,Mr =
N,Mj+1 ≤ (1 + δ)Mj (j = 0, . . . , r− 1; r ≪ log x) and Cauchy’s inequality, it follows that
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from (7.27)
∫ (1+δ)x
x
|I(λ,M,N, y)|2 dy ≪
∫ (1+δ)x
x

r−1∑
j=0
|I(λ,Mj ,Mj+1, y)|


2
dy(7.28)
=
r−1∑
j=0
r−1∑
l=0
∫ (1+δ)x
x
|I(λ,Mj ,Mj+1, y)| |I(λ,Ml,Ml+1, y)| dy
≪
r−1∑
j=0
r−1∑
l=0
√∫ (1+δ)x
x
|I(λ,Mj ,Mj+1, y)|2 dy ×
∫ (1+δ)x
x
|I(λ,Ml,Ml+1, y)|2 dy
=

r−1∑
j=0
√∫ (1+δ)x
x
|I(λ,Mj ,Mj+1, y)|2 dy


2
≪ x1− 1α+ε1

r−1∑
j=0
M
µ
2α
+
ε1
2
j


2
.
Recall µ = 2α(λ + σ∗ + 1)− 1. Now Lemma 9 follows from (7.28) at once.
Lemma 10. Let 2(λ+σ∗) 6= −1, 2(λ+σ∗+1) < 1α ,M ≥ 1 , and δ > 0 with (1+δ)
1
α−1 < 14 .
Then we have ∫ (1+δ)x
x
|I(λ,M,∞, y)|2 dy ≪ x1− 1α+ε′M2(λ+σ∗+1)− 1α .(7.29)
Proof. We take Mj = M(1 + δ1)
j , (j = 0, 1, · · · , r − 1). The lemma is immediately
obtained from (7.28) and let r →∞.
Remark 11. In Tong’s original proof (similar to Lemma 9) he used the second mean value
theorem for complex integral, but we don’t. Moreover, in both Lemma 9 and Lemma 10
the condition 2(λ+ σ∗) 6= −1 is not essential. In fact, we can use the second mean value
theorem to remove this restriction.
8 The proof of Theorem 1
In this section we shall prove Theorem 1.
Suppose that L(s) ∈ Sθreal is a function of degree d ≥ 2 such that 0 ≤ θ ≤ 1/2 − 1/2d.
So L(s) satisfies the functional equation (1.1) in Section 1. We assume ∑Lj=1 βj is real
where βj are the constants in (1.2). From (2.3) and (3.3)–(3.6), we have obviously d =
2α, µ = µ′, ν = ν ′, λ = λ′, θ̺ = 1/2 − 1/2d + ̺(1 − 1/d). We also have ϕ(s) = L(s) and
ψ(s) = ωQ2s−1L(s), hence b(n) = ωQ−1a(n), λn = n and µn = Q−2n. Suppose that
1/2 ≤ σ∗ < 1 satisfies (1.4) and (1.5).
Suppose T is a large parameter and δ > 0 is a small positive constant. We shall
evaluate the integral
∫ (1+δ)T
T E
2(y)dy.
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8.1 Tong’s formula of E(y)
We first show that
(8.1)
∫ T
1
|E(y)|dy ≪ T 1+ d
2−1
2d2
+ε.
Since L(s) is a function in Sθreal of degree d, we have trivially that L(it)≪ (1+|t|)d/2+ε/2
and thus
(8.2)
∫ T
0
|L(it)|2dt≪ T d+1+ε.
From (1.4), (8.2) and Lemma 8.3 of Ivic´ [19] we get for 0 ≤ σ ≤ σ∗
(8.3)
∫ T
0
|L(σ + it)|2dt≪ T (d+1)(σ
∗−σ)
σ∗
+ σ
σ∗
+ε.
Define Eˆ(y) = A(y)− Ress=1L(s)yss−1. Then
E(y) = Eˆ(y)− L(0).
By Perron’s formula we have for some σ∗ < σ < 1 that
Eˆ(y) =
1
2πi
∫ σ+i∞
σ−i∞
L(s)yss−1ds.
From (8.3) and integration by parts we see that∫ ∞
−∞
|L(σ0 + it)|2|σ0 + it|−2dt≪ 1
for σ0 =
(d−1)σ∗+2σ∗ε
d . So we have
Eˆ(y) =
1
2πi
∫ σ0+i∞
σ0−i∞
L(s)yss−1ds.
Replacing y in the above formula by 1/y, and then using Parseval’s identity (see the
formula (A.5) of Ivic´ [19]) we have
1
2π
∫ ∞
−∞
|L(σ0 + it)|2|σ0 + it|−2dt =
∫ ∞
0
|Eˆ(1/y)|2y2σ0−1dy =
∫ ∞
0
|Eˆ(y)|2y−2σ0−1dy.
Thus we get for any D > 1 that∫ 2D
D
|Eˆ(y)|2dy ≪ D2σ0+1,
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which with Cauchy’s inequality gives∫ 2D
D
|Eˆ(y)|dy ≪ Dσ0+1.
By the splitting argument we get∫ T
0
|Eˆ(y)|dy ≪ T σ0+1.
Recalling E(y) = Eˆ(y)−L(0) and (1.5) we get
∫ T
0
|E(y)|dy ≪
∫ T
0
|Eˆ(y)|dy + T ≪ T σ0+1 ≪ T 1+ d
2−1
2d2
+ε,
namely (8.1) holds.
Now we use Theorem 7. Take ̺ = 0. From the first estimate of (1.3) we take ω0 =
θ + ε. From (8.1) we take ω1 = (d
2 − 1)/2d2 < 1/2. Suppose k > 1 is a large but fixed
integer which satisfies (6.2). Take x = T,N = [T 2d−1−ε]. M is a real number such that
T ε ≪M ≪ √N and Eˆ(M) = 0 if b(n) ≥ 0 (n ≥ 1) and Eˆ(M)≪Mθ+ε otherwise.
The truncated Tong-type formula of E(y) was given in Theorem 7. Since we are not
interested in the exact value of constants like κ0, we may assume Q = 1 for simplicity of
notation. Hence we may take µn = n in the rest of this section. Then from (6.5)–(6.11)
of Theorem 7 we have
(8.4) E(y) =
7∑
j=1
Rj(y),
where
R1(y) = κ0y
d−1
2d
∑
n≤M
a(n)
n
d+1
2d
cos
(
h(yn)1/d + c0π
)
,
R2(y) = y
d+1
2d Re
(
c00I
(
−3
2
+
1
2d
,M,N, y
))
,
R3(y) =
∑
0≤l,m≤J
l+m>0
Re
(
clmI
(
−3
2
+
1
2d
+
l −m
d
,M,N, y
))
T−ly−l+
1
2
+ 1
2d
+ l−m
d ,
R4(y) =
∑
0≤l,m≤k
Re
(
c′lmI
(
−3
2
+
1
2d
− k +m
d
,N,∞, y + l
T
))
T k
(
y +
l
T
)k+ 1
2
+ 1
2d
− k+m
d
,
R5(y)≪ T
1
2
− 3
2dMmax(
1
2
− 3
2d
,0) logA T + T−
3
2
+ 1
2dM
1
2
+ 1
2d
+ T−
1
2dMω1−1−
1
2d + T (2d−1)(1+ω1)−2k+1+4k/d−3d
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≪ T 12− 32dMmax( 12− 32d ,0) logA T,
R6(y)
{
= 0 if b(n) ≥ 0
≪ T 12− 12dMθ− 12− 12d+ε otherwise,
R7(y) = E(y)−
∫
Ek
E(y˜)dYk.
For simplicity, we write
E(y) = K1 +K2,
where
K1 = R1(y) +R2(y),
K2 = R3(y) +R4(y) +R5(y) +R6(y) +R7(y).
8.2 Evaluation of
∫ (1+δ)T
T
K21dy
In this subsection we shall evaluate
∫ (1+δ)T
T K
2
1dy.
We write
R21(y) = κ
2
0y
d−1
d
∑
n,m≤M
a(n)a(m)
(nm)
d+1
2d
cos
(
h(yn)1/d + c0π
)
cos
(
h(ym)1/d + c0π
)(8.5)
=
κ20
2
y
d−1
d
∑
n,m≤M
a(n)a(m)
(nm)
d+1
2d
(
cos
(
hy1/d(n1/d −m1/d)
)
+ cos
(
hy1/d(n1/d +m1/d) + 2c0π
))
=W1(y) +W2(y) +W3(y),
where
W1(y) =
κ20
2
y
d−1
d
∑
n≤M
a2(n)
n
d+1
d
,
W2(y) =
κ20
2
y
d−1
d
∑
n,m≤M
n 6=m
a(n)a(m)
(nm)
d+1
2d
cos
(
hy1/d(n1/d −m1/d)
)
,
W3(y) =
κ20
2
y
d−1
d
∑
n,m≤M
a(n)a(m)
(nm)
d+1
2d
cos
(
hy1/d(n1/d +m1/d) + 2c0π
)
.
For W1(y), we have∫ (1+δ)T
T
W1(y)dy =
κ20
2
∑
n≤M
a2(n)
n
d+1
d
∫ (1+δ)T
T
y
d−1
d dy(8.6)
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=
κ20
2
∞∑
n=1
a2(n)
n
d+1
d
∫ (1+δ)T
T
y
d−1
d dy +O(T 2−1/d+εM−1/d),
where in the last step we used the second estimate of (1.3).
By the first derivative test we have∫ (1+δ)T
T
W2(y)dy ≪ T 2−2/d
∑
n,m≤M
n 6=m
|a(n)a(m)|
(nm)
d+1
2d |n1/d −m1/d|
= T 2−2/d(Σ1 +Σ2),
say, where
Σ1 =
∑
n,m≤M
|n1/d−m1/d|≥(mn)1/2d/10d
|a(n)a(m)|
(nm)
d+1
2d |n1/d −m1/d|
,
Σ2 =
∑
n,m≤M
0<|n1/d−m1/d|<(mn)1/2d/10d
|a(n)a(m)|
(nm)
d+1
2d |n1/d −m1/d|
.
For Σ1 we have
Σ1 ≪
∑
n,m≤M
|n1/d−m1/d|≥(mn)1/2d/10d
|a(n)a(m)|
(nm)
d+2
2d
≪

∑
n≤M
|a(n)|
n
d+2
2d


2
≪M1−2/d+ε,
where we used the estimate
∑
n≤y |a(n)| ≪ y1+ε/2, which follows from the second estimate
of (1.3) and Cauchy’s inequality.
Next we consider the sum Σ2. By Lagrange’s mean value theorem we have |n1/d −
m1/d| ≫ n1/d−10 |n −m| for some n0 between n and m. If m,n are contained in the sum
Σ2, then m ≍ n and hence
|n1/d −m1/d| ≫ (mn)1/2d−1/2|m− n|.
Thus
Σ2 ≪
∑
n 6=m
|a(n)a(m)|
(nm)1/d|n−m|
≪
∑
n 6=m
1
|n−m|
{(
a(n)
n1/d
)2
+
(
a(m)
m1/d
)2}
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≪
∑
n 6=m
1
|n−m|
a2(n)
n2/d
≪
∑
n≤M
a2(n)
n2/d
∑
m6=n
1
|n−m|
≪M1−2/d+ε.
From the above two estimates we get
∫ (1+δ)T
T
W2(y)dy ≪ T 2−2/d+εM1−2/d.(8.7)
We have similarly that
∫ (1+δ)T
T
W3(y)dy ≪ T 2−2/d+εM1−2/d.(8.8)
From (8.5), (8.6), (8.7) and (8.8) we have
∫ (1+δ)T
T
R21(y)dy =
κ20
2
∞∑
n=1
a2(n)
n
d+1
d
∫ (1+δ)T
T
y
d−1
d dy(8.9)
+O(T 2−1/d+εM−1/d + T 2−2/d+εM1−2/d).
From (1.5) we have 2σ∗ − 1− 1/d < 0, so by Lemma 9 we have
∫ (1+δ)T
T
R22(y)dy ≪ T
d+1
d
∫ (1+δ)T
T
∣∣∣∣I
(
−3
2
+
1
2d
,M,N, y
)∣∣∣∣
2
dy(8.10)
≪ T 2−1/d+ε max
M≤P≤N
P 2σ
∗−1−1/d
≪ T 2−1/d+εM2σ∗−1−1/d.
By the definitions of R1(y) and R2(y) we have∫ (1+δ)T
T
R1(y)R2(y)dy
= Reκ0c00
∫ (1+δ)T
T
yI
(
−3
2
+
1
2d
,M,N, y
) ∑
n≤M
a(n)
n
d+1
2d
cos(h(yn)1/d + c0π)dy
= Reκ0c00(I1 + I2),
where
I1 =
∫ (1+δ)T
T
yI
(
−3
2
+
1
2d
,M,N, y
) ∑
n≤M/2
a(n)
n
d+1
2d
cos(h(yn)1/d + c0π)dy,
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I2 =
∫ (1+δ)T
T
yI
(
−3
2
+
1
2d
,M,N, y
) ∑
M/2<n≤M
a(n)
n
d+1
2d
cos(h(yn)1/d + c0π)dy.
By Lemma 8 we get
I1 =
∑
n≤M/2
a(n)
n
d+1
2d
∫ (1+δ)T
T
yI
(
−3
2
+
1
2d
,M,N, y
)
cos(h(yn)1/d + c0π)dy
≪
∑
n≤M/2
|a(n)|
n
d+1
2d
∣∣∣∣∣
∫ (1+δ)T
T
yI
(
−3
2
+
1
2d
,M,N, y
)
cos(h(yn)1/d + c0π)dy
∣∣∣∣∣
≪
∑
n≤M/2
|a(n)|
n
d+1
2d
T 2−3/2d+ε max
M≤P≤N
P σ
∗−1/2−1/d
≪
∑
n≤M/2
|a(n)|
n
d+1
2d
T 2−3/2d+εMσ
∗−1/2−1/d
≪ T 2−3/2d+εMσ∗−3/2d.
By Cauchy’s inequality
I2 ≪ T (V1V2)1/2,
where
V1 =
∫ (1+δ)T
T
∣∣∣∣I
(
−3
2
+
1
2d
,M,N, y
)∣∣∣∣
2
dy,
V2 =
∫ (1+δ)T
T

 ∑
M/2<n≤M
a(n)
n
d+1
2d
cos(h(yn)1/d + c0π)


2
dy.
By Lemma 9 we get
V1 ≪ T 1−2/d+εM2σ∗−1−1/d.
By using the same approach of
∫ (1+δ)T
T R
2
1(y)dy, we get
V2 ≪ T 1+εM−1/d + T 1−1/d+εM1−2/d.
Thus
I2 ≪ T 2−1/d+εMσ∗−1/2−1/d + T 2−3/2d+εMσ∗−3/2d.
From the estimates of I1 and I2 we get
(8.11)
∫ (1+δ)T
T
R1(y)R2(y)dy ≪ T 2−1/d+εMσ∗−1/2−1/d + T 2−3/2d+εMσ∗−3/2d.
Combining (8.9), (8.10) and (8.11) we get∫ (1+δ)T
T
K21dy =
κ20
2
∞∑
n=1
a2(n)
n
d+1
d
∫ (1+δ)T
T
y
d−1
d dy(8.12)
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+O(T 2−1/d+εM2σ
∗−1−1/d + T 2−2/d+εM1−2/d),
where we used the following estimates (since σ∗ ≥ 1/2)
T 2−1/d+εM−1/d ≪ T 2−1/d+εM2σ∗−1−1/d,
T 2−1/d+εMσ
∗−1/2−1/d ≪ T 2−1/d+εM2σ∗−1−1/d,
T 2−3/2d+εMσ
∗−3/2d ≪
(
T 2−1/d+εM2σ
∗−1−1/d
)1/2 (
T 2−2/d+εM1−2/d
)1/2
.
8.3 Upper bound of
∫ (1+δ)T
T
K22dy
By Cauchy’s inequality and Lemma 9, we have∫ (1+δ)T
T
R23(y)dy
≪
∑
0≤l,m≤J
l+m>0
T−2l
∫ (1+δ)T
T
y−2l+1+
1
d
+ 2l−2m
d
∣∣∣∣I
(
−3
2
+
1
2d
+
l −m
d
,M,N, y
)∣∣∣∣
2
dy
≪
∑
0≤l,m≤J
l+m>0
T−4l+1+
1
d
+ 2l−2m
d
∫ (1+δ)T
T
∣∣∣∣I
(
−3
2
+
1
2d
+
l −m
d
,M,N, y
)∣∣∣∣
2
dy
≪
∑
0≤l,m≤J
l+m>0
T−4l+1+
1
d
+ 2l−2m
d
+1− 2
d
+ε max
M≤P≤N
P 2σ
∗−1− 1
d
+ 2l−2m
d
= Σ3 +Σ4,
say, where
Σ3 =
∑
0≤l≤m≤J
l+m>0
T−4l+1+
1
d
+ 2l−2m
d
+1− 2
d
+ε max
M≤P≤N
P 2σ
∗−1− 1
d
+ 2l−2m
d ,
Σ4 =
∑
0≤m<l≤J
T−4l+1+
1
d
+ 2l−2m
d
+1− 2
d
+ε max
M≤P≤N
P 2σ
∗−1− 1
d
+ 2l−2m
d .
For Σ3 we have by (1.5) that
Σ3 ≪
∑
0≤l≤m≤J
l+m>0
T−4l+1+
1
d
+ 2l−2m
d
+1− 2
d
+εM2σ
∗−1− 1
d
+ 2l−2m
d
≪ T 2−1/d+εM2σ∗−1−1/d
∑
1≤m≤J
T−2m/dM−2m/d
+ T 2−1/d+εM2σ
∗−1−1/d
∑
1≤l≤J
T−4l+2l/dM2l/d
∑
l≤m≤J
T−2m/dM−2m/d
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≪ T 2−3/d+εM2σ∗−1−3/d.
For Σ4 we have (since σ
∗ ≥ 1/2 and recall N = [T 2d−1−ε])
Σ4 ≪
∑
0≤m<l≤J
T−4l+1+
1
d
+ 2l−2m
d
+1− 2
d
+εN2σ
∗−1− 1
d
+ 2l−2m
d
≪ T 2−1/d+εN2σ∗−1−1/d
∑
0≤m≤J
T−2m/dN−2m/d
∑
m+1≤l≤J
T−4l+
2l
d N
2l
d
≪ T 2−1/d+εN2σ∗−1−1/d.
From the above estimates we get∫ (1+δ)T
T
R23(y)dy ≪ T 2−3/d+εM2σ
∗−1−3/d + T 2−1/d+εN2σ
∗−1−1/d.(8.13)
By Cauchy’s inequality and Lemma 10, we get (recall that N = [T 2d−1−ε])
∫ (1+δ)T
T
R24(y)dy
(8.14)
≪
∑
0≤l,m≤k
T 2k
∫ (1+δ)T
T
(y +
l
T
)2k+1+
1
d
− 2k+2m
d
∣∣∣∣I
(
−3
2
+
1
2d
− k +m
d
,N,∞, y + l
T
)∣∣∣∣
2
dy
≪
∑
0≤l,m≤k
T 4k+1+
1
d
− 2k+2m
d
+1− 2
d
+εN2σ
∗−1− 1
d
− 2k+2m
d
≪ T 4k+2− 1d− 2kd +εN2σ∗−1− 1d− 2kd ≪ T 2− 1d+εN2σ∗−1− 1d .
For R5(y) we have trivially that∫ (1+δ)T
T
R25(y)dy ≪
{
T 1/2, if d = 2,
T 2−3/d+εM1−3/d, if d ≥ 3.
(8.15)
For R6(y) we have trivially that∫ (1+δ)T
T
R26(y)dy ≪ T 2−1/d+εM2θ−1−1/d+ε.(8.16)
Next we estimate
∫ (1+δ)T
T R
2
7(y)dy. Trivially we have∫ (1+δ)T
T
R27(y)dy ≪
∑
T≤n≤(1+δ)T+1
∫ n
n−1
R27(y)dy
≪
∑
T≤n≤(1+δ)T+1
∫ n−k/T
n−1
R27(y)dy +
∑
T≤n≤(1+δ)T+1
∫ n
n−k/T
R27(y)dy.
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It is easy to see that
R7(y) = E(y)−
∫
Ek
E(y˜)dYk =
∫
Ek
(E(y) −E(y˜))dYk.
Suppose n− 1 < y ≤ n. If n− 1 < y ≤ y˜ < n, then by the definition of E(u) we get
E(y˜)− E(y) = Q(y)−Q(y˜)≪ T−1 max
y≪u≪y˜
Q′(u)≪ T−1 logmL T ;
otherwise if y˜ ≥ n, then
E(y˜)− E(y) = Q(y)−Q(y˜) + a(n)/2≪ T−1 logmL T + |a(n)|.
Thus we have
∑
T≤n≤(1+δ)T+1
∫ n−k/T
n−1
R27(y)dy ≪ T−1 log2mL T,
∑
T≤n≤(1+δ)T+1
∫ n
n−k/T
R27(y)dy ≪ T−1 log2mL T + T−1
∑
n≪T
a2(n)≪ T ε.
Hence we get
(8.17)
∫ (1+δ)T
T
R27(y)dy ≪ T ε.
The first term in the right hand side of (8.13) is absorbed in the right hand side of
(8.15). Furthermore from the assumption M ≪ N1/2 and 1/2 ≤ σ∗ < 1/2+1/2d, we have
N2σ
∗−1−1/d ≪M2(2σ∗−1−1/d)
and also
M2θ−1−1/d ≪M2(2σ∗−1−1/d)
by θ < 1/2− 1/2d. Hence from (8.13)–(8.17) we have
∫ (1+δ)T
T
K22dy ≪ T 2−1/d+εM2(2σ
∗−1−1/d) +
{
T 1/2, if d = 2,
T 2−3/d+εM1−3/d, if d ≥ 3.
(8.18)
8.4 Proof of Theorem 1
Now we take M such that
M ≍ T 12d(1−σ∗)−1 ,(8.19)
and
Eˆ(M)
{
= 0, if b(n) ≥ 0 (n ≥ 1),
≪ T θ+ε, otherwise.
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By noting that σ∗ = 1/2 for d = 2, we can see easily that M ≪ N1/2 for any d ≥ 2.
Then the formula (8.12) becomes
(8.20)
∫ (1+δ)T
T
K21dy =
κ20
2
∞∑
n=1
a2(n)
n
d+1
d
∫ (1+δ)T
T
y
d−1
d dy +O(T
2− 3−4σ
∗
2d(1−σ∗)−1
+ε
).
From (8.18), (8.20) and Cauchy’s inequality we get
∫ (1+δ)T
T
K1K2dy ≪ T 2−1/d+εM (2σ∗−1−1/d) +
{
T ε, if d = 2
T 2−2/d+εM (1−3/d)/2, if d ≥ 3
(8.21)
≪ T 2− 3−4σ
∗
2d(1−σ∗)−1
+ε
,
where the last inequality follows from the choice of M (8.19). It is also seen easily that
∫ (1+δ)T
T
K22dy ≪ T 2−
3−4σ∗
2d(1−σ∗)−1
+ε
(8.22)
by (8.18) and the choice of M . Hence from (8.20), (8.21) and (8.22) we get
(8.23)
∫ (1+δ)T
T
E2(y)dy =
κ20
2
∞∑
n=1
a2(n)
n
d+1
d
∫ (1+δ)T
T
y
d−1
d dy +O(T
2− 3−4σ
∗
2d(1−σ∗)−1
+ε
).
Finally from (8.23) we get
∫ T
0
E2(y)dy =
∑
0≤j≤ logT
δ
∫ T
(1+δ)j
T
(1+δ)j+1
E2(y)dy +O(T 2δ)
=
∑
0≤j≤ logT
δ
κ20
2
∞∑
n=1
a2(n)
n
d+1
d
∫ T
(1+δ)j
T
(1+δ)j+1
y
d−1
d dy
+
∑
0≤j≤ log T
δ
O

( T
(1 + δ)j
)2− 3−4σ∗
2d(1−σ∗)−1
+ε

+O(T 2δ)
=
κ20
2
∞∑
n=1
a2(n)
n
d+1
d
∫ T
0
y
d−1
d dy +O
(
T
2− 3−4σ
∗
2d(1−σ∗)−1
+ε
)
.
8.5 Proofs of Corollaries 1 and 2
We first prove Corollary 1. Suppose that 0 ≤ θ ≤ 1/4 is a real number and L(s) ∈ Sθreal
is a function of degree 2. In this case it is well-known that
(8.24)
∫ T
0
|L(1/2 + it)|2dt≪ T 1+ε,
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namely, we have σ∗ = 1/2 < 3/4. So Corollary 1 follows from Theorem 1.
Next we prove Corollary 2. Suppose that 0 ≤ θ ≤ 1/3 is a real number and L(s) ∈ Sθreal
is a function of degree 3 which can be written as L(s) = L1(s)L2(s), where L1(s) ∈ Sθreal
is a function of degree 1 and L2(s) ∈ Sθreal is a function of degree 2. We can show that
(8.25)
∫ T
0
|L(5/8 + it)|2dt≪ T 1+ε.
Hence we can take σ∗ = 5/8 in (1.4) and the assertion (1.8) follows from Theorem 1.
Furthermore if we assume (1.9), we can show that
(8.26)
∫ T
0
|L(7/12 + it)|2dt≪ T 1+ε.
Hence we can take σ∗ = 7/12 in this case and we get a better assertion (1.10).
In order to prove (8.25) or (8.26), we follow a method of Ivic´ [22]. In [22], Ivic´ treated
the automorphic L-function attached to a cusp form over SL2(Z). Our proof for the
general case is due to Ivic´ with some modifications. So here we give a detailed proof.
Lemma 11. Let t1 < · · · < tR be real numbers such that T ≤ tr ≤ 2T for r = 1, 2, . . . , R
and |tr − ts| ≥ log4 T for 1 ≤ s 6= r ≤ R. Suppose V and 1≪M ≪ TC (C > 0) are large
parameters such that
T ε < V ≤
∣∣∣∣∣∣
∑
M<n≤2M
a(n)n−σ−itr
∣∣∣∣∣∣
with
(8.27)
∑
M≤n≤2M
|a(n)|2 ≪M1+ε,
then we have
R≪ (M2−2σV −2 + TV − 23−4σ )T ε
for 1/2 < σ ≤ 2/3.
Remark to Lemma 11. This is the case 1/2 < σ ≤ 2/3 of Lemma 8.2 of Ivic´ [19], where
Ivic´ supposed the condition a(n) ≪ M ε for M < n ≤ 2M. However we see easily from
Ivic´’s argument that this condition can be relaxed to the condition (8.27).
Lemma 12. Let 0 ≤ θ ≤ 1/3 be a fixed real number and let L(s) be an element of Sθreal
with degree 2. Then we have
(8.28)
∫ T
0
|L(σ + it)|1/(1−σ)dt≪ T 1+ε
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for 1/2 < σ < 2/3. Especially we have
(8.29)
∫ T
0
|L(5/8 + it)|8/3dt≪ T 1+ε.
Furthermore if we assume
(8.30)
∫ T
0
|L(1/2 + it)|6dt≪ T 2+ε,
we have
(8.31)
∫ T
0
|L(σ + it)|2/(3−4σ)dt≪ T 1+ε
for 1/2 < σ < 5/8. Especially we have
(8.32)
∫ T
0
|L(7/12 + it)|3dt≪ T 1+ε.
Proof. We follow the approach of Ivic´ [22]. Suppose T < t1 < t2 < · · · < tR < 2T such
that
(8.33) |L(σ + itr)| ≥ V ≫ T ε
and
|tr − ts| ≫ log4 T (1 ≤ r 6= s ≤ R).
Suppose that
L(s) =
∑
n≥1
a(n)n−s, Re s > 1.
From the formula (see (A7) of Ivic´ [19])
e−v = (2πi)−1
∫ b+i∞
b−i∞
Γ(w)v−wdw (b, v > 0),
we have
(8.34)
∑
n≥1
a(n)e−n/Y n−s =
1
2πi
∫ 2+i∞
2−i∞
Γ(w)Y wL(s+ w)dw,
where 1≪ Y ≪ TA is a parameter to be chosen later and A > 0 is an arbitrary constant.
Let s be any one of σ + itr with σ > 1/2 in (8.34). Moving the line of integration to
1/2 − σ in (8.34) we get by the residue theorem that
L(s) =
∑
n≥1
a(n)e−n/Y n−s − 1
2πi
∫ 1/2−σ+i∞
1/2−σ−i∞
Γ(w)Y wL(s+ w)dw +O(T−B),
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where B > 1 is a large fixed constant. So we get
L(σ + itr)≪
∣∣∣∣∣∣
∑
n≤Y log2 T
a(n)e−n/Y n−σ−itr
∣∣∣∣∣∣+ Y 1/2−σ
∫ log2 T
− log2 T
|L(1/2 + itr + iv)|dv + 1,
which implies that if (8.33) holds, we must have
V ≪
∣∣∣∣∣∣
∑
n≤Y log2 T
a(n)e−n/Y n−σ−itr
∣∣∣∣∣∣(8.35)
≪ log T max
N1≤
Y log2 T
2
∣∣∣∣∣∣
∑
N1<n≤2N1
a(n)e−n/Y n−σ−itr
∣∣∣∣∣∣
or
V ≪ Y 1/2−σ
∫ log2 T
− log2 T
|L(1/2 + itr + iv)|dv.(8.36)
Let A1 be the set of points tr which satisfy (8.35) and A2 the set of points tr which satisfy
(8.36). We also let R1 = |A1| and R2 = |A2|, whence R = R1 +R2.
For R1 we have
(8.37) R1 ≪ T ε(Y 2−2σV −2 + TV −2/(3−4σ))
by Lemma 11.
Now we are going to estimate R2. Since tr ∈ A2 satisfies (8.36) we have by Cauchy’s
inequality
V ≪ Y 1/2−σ log T
(∫ log2 T
− log2 T
|L(1/2 + itr + iv)|2dv
)1/2
.
Squaring both sides and summing up over tr ∈ A2, we get
R2 ≪ Y 1−2σV −2(log T )2
∑
tr∈A2
∫ log2 T
− log2 T
|L(1/2 + itr + iv)|2dv(8.38)
≪ Y 1−2σV −2(log T )2
∫ 2T+log2 T
T−log2 T
|L(1/2 + iv)|2dv
≪ Y 1−2σV −2T 1+ε,
where in the last inequality we used the mean square estimate (8.24) for L(1/2 + it) of
degree 2. Hence as a first estimate we get, from (8.37) and (8.38),
(8.39) R≪ T ε
(
Y 2−2σV −2 + TV −2/(3−4σ) + Y 1−2σV −2T
)
.
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We shall derive another estimate for R2. It is convenient to consider the conditional
case first, so we assume (8.30). This time we use Ho¨lder’s inequality in (8.36). Thus we
have
V ≪ Y 1/2−σ(log T )5/3
(∫ log2 T
− log2 T
|L(1/2 + itr + iv)|6dv
)1/6
,
and
R2 ≪ Y 3−6σV −6(log T )10
∑
tr∈A2
∫ log2 T
− log2 T
|L(1/2 + itr + iv)|6dv(8.40)
≪ Y 3−6σV −6(log T )10
∫ 2T+log2 T
T−log2 T
|L(1/2 + iv)|6dv
≪ Y 3−6σV −6T 2+ε.
Hence (8.37) and (8.40) give the second estimate
(8.41) R≪ T ε
(
Y 2−2σV −2 + TV −2/(3−4σ) + Y 3−6σV −6T 2
)
.
If V ≤ T (3−4σ)/4, we apply (8.39) with Y = T . Then
R≪ (Y 2−2σV −2 + TV − 23−4σ + TY 1−2σV −2)T ε
≪ (T 2−2σV −2 + TV − 23−4σ )T ε
≪ T 1+εV − 23−4σ
by recalling the condition V ≤ T (3−4σ)/4. Next if V ≥ T (3−4σ)/4, we apply (8.41) with
Y = T 2/(4σ−1)V −4/(4σ−1) + 1 and get
R≪ (Y 2−2σV −2 + TV − 23−4σ + T 2Y 3−6σV −6)T ε
≪ (TV − 23−4σ + T 4−4σ4σ−1V − 64σ−1 )T ε
≪ T 1+εV − 23−4σ
if T
5−8σ
4σ−1 ≤ V
4(5−8σ)
(4σ−1)(3−4σ) , which is true when V ≥ T (3−4σ)/4 and 1/2 < σ ≤ 5/8. Summing
up, if 1/2 < σ ≤ 5/8,
R≪ TV −2/(3−4σ)
holds true for all V , completing the proof of (8.31).
Next we shall prove (8.28). We use the fourth-power mean value theorem:
(8.42)
∫ T
0
|L(1/2 + it)|4dt≪ T 2+ε,
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which is known to be true unconditionally (see e.g. Kanemitsu, Sankaranarayanan and
Tanigawa [29]). By the similar way we have
(8.43) R≪ T ε
(
Y 2−2σV −2 + TV −2/(3−4σ) + Y 2−4σV −4T 2
)
from (8.42). If V ≤ T 1−σ, we take Y = T in (8.39) and get
R≪ T ε
(
T 2−2σV −2 + TV −2/(3−4σ)
)
≪ T 1+εV −1/(1−σ).
On the other hand if V ≥ T 1−σ, we take V = (TV −1)1/σ in (8.43) and get
R≪ T 2−2σ)/σV −2/σ + TV −2/(3−4σ) ≪ TV −1/(1−σ).
Therefore the estimate
R≪ T 1+εV −1/(1−σ)
holds true for all V for 1/2 < σ < 2/3. This completes the proof of (8.28).
Now we prove (8.25) and (8.26). Recall that L(s) = L1(s)L2(s), where L1(s) ∈ Sθreal
is a function of degree 1 and L2(s) ∈ Sθreal is a function of degree 2. By the work of
Kaczorowski and Perelli [27], it is known that the functions of degree one in the Selberg
class are the Riemann zeta-function ζ(s) and the shifts L(s+iϑ, χ) of Dirichlet L-functions
attached to primitive characters χ with ϑ ∈ R. So we have∫ T
0
|L1(5/8 + it)|8dt≪ T log4 T
and ∫ T
0
|L2(5/8 + it)|8/3dt≪ T 1+ε.
Hence by Ho¨lder’s inequality and (8.29)∫ T
0
|L(5/8 + it)|2dt =
∫ T
0
|L1(5/8 + it)L2(5/8 + it)|2dt
≪
(∫ T
0
|L1(5/8 + it)|2·4dt
)1/4(∫ T
0
|L2(5/8 + it)|2·4/3dt
)3/4
≪ T 1+ε.
Assume that (1.9) holds. Then by∫ T
0
|L1(7/12 + it)|6dt≪ T 1+ε
and ∫ T
0
|L2(7/12 + it)|3dt≪ T 1+ε
59
(this comes from (8.32)), we have∫ T
0
|L(7/12 + it)|2dt≪ T 1+ε
similarly. This completes the proof of Corollary 2.
9 Proofs of Theorem 2 and Theorem 3
We shall follow Heath-Brown’s argument [15] to prove Theorem 2 and Theorem 3. We
first quote some results from [15]. The following Hypothesis (H), Lemma 13 and Lemma
14 are Hypothesis (H), Theorem 5 and Theorem 6 of [15], respectively.
Hypothesis (H): LetM(t) be a real valued function, a1(t), a2(t), · · · , be continuous real
valued functions of period 1, and suppose there are non-zero constants γ1, γ2, · · · such that
lim
N→∞
lim sup
T→∞
1
T
∫ T
0
min

1,
∣∣∣∣∣∣M(t)−
∑
n≤N
an(γnt)
∣∣∣∣∣∣

 dt = 0.
Lemma 13. Suppose M(t) satisfies (H) and suppose that the constants γi are linearly
independent over Q. Suppose further∫ 1
0
an(t)dt = 0 (n ∈ N),
∞∑
n=1
∫ 1
0
a2n(t)dt <∞,
and there is a constant µ > 1 such that
max
t∈[0,1]
|an(t)| ≪ n1−µ,
lim
n→∞
nµ
∫ 1
0
a2n(t)dt =∞.
Then M(t) has a distribution function f(α) with the properties described in Theorem 2.
Lemma 14. Suppose M(t) satisfies (H) and that∫ T
0
|M(t)|Kdt≪ T
holds for some positive number K. Then for any real number k ∈ [0,K), the limit
lim
T→∞
1
T
∫ T
0
|M(t)|Kdt
exists.
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Suppose T ≤ y ≤ (1 + δ)T, define
M(y) = κ−10 (2π/h)−
d−1
2 y−
d−1
2 E((2π)dh−dyd),
an(y) =
qd(n)
n
d+1
2d
∞∑
m=1
a(nmd)
m
d+1
2
cos(2πym+ c0π),
and
γn = n
1/d,
where qd(n) is 1 if n is d-free and 0 otherwise.
It is easy to see that an(y) satisfies all conditions of Lemma 13 for any fixed constant
1 + 1/d < µ < 3/2 + 1/2d.
Now we suppose M0 ≍ T
d
2d(1−σ∗)−1 such that E(M0) ≪ T dθ+ε and N0 = T d(2d−1)−ε.
By (8.4) we have
M(y) =M1(y) +M2(y),
M1(y) =
∑
1≤n≤M0
a(n)
n
d+1
2d
cos
(
2πyn1/d + c0π
)
,
M2(y) = κ−10 (2π/h)−
d−1
2 y−
d−1
2
7∑
j=2
Rj((2π)
dh−dyd),
where Rj(y) is defined in Subsection 8.1.
It is easy to see that for any integer N1 ≤M0 we have
|M(y)−
∑
n≤N1
an(γny)|
≪
∣∣∣∣∣∣
∑
n≤M0
∗ a(n)
n
d+1
2d
cos(2πyn1/d + c0π)
∣∣∣∣∣∣+
∑
n≤N1
1
n
d+1
2d
∑
m>(M0n−1)1/d
|a(nmd)|
m(d+1)/2
+ |M2(y)|
≪
∣∣∣∣∣∣
∑
n≤M0
∗ a(n)
n
d+1
2d
cos(2πyn1/d + c0π)
∣∣∣∣∣∣+N1−1/d1 Mθ+1/2d−1/2+ε0 + |M2(y)|,
where
∑∗ means that n has a d-free kernel great thatN1, and for the sum involving a(nmd)
in the above formula we used the first estimate of (1.3) and the condition θ < 1/2− 1/2d.
Similarly to the approach of (8.9) we have
∫ (1+δ)T
T
∣∣∣∣∣∣
∑
n≤M0
∗ a(n)
n
d+1
2d
cos(2πyn1/d + c0π)
∣∣∣∣∣∣
2
dy
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≪ T
∑
n≤M0
∗ a2(n)
n
d+1
d
+
∑
n6=m
n,m≤M0
|a(n)a(m)|
(nm)
d+1
2d |n1/d −m1/d|
≪ T
∑
n>N1
a2(n)
n
d+1
d
+M
1−2/d
0 log
ηM0
≪ TN−1/d+ε1 +M1−2/d+ε0 .
LetM∗2(y) =
∑7
j=2Rj(y), thenM2(y) =M∗2((2π)dh−dyd). From (8.10), (8.13)–(8.17)
we get ∫ (1+δ)T
T
M∗22 (y)dy ≪
7∑
j=2
∫ (1+δ)T
T
R2j (y)dy ≪ T 1−
d+1−2dσ∗
2d(1−σ∗)−1
+ε
,
which combining a change of variable implies that
∫ (1+δ)T
T
M22(y)dy ≪ T 1/d−
d+1−2dσ∗
2d(1−σ∗)−1
+ε ≪ T−c
for some positive constant c > 0.
From the above estimates and Cauchy’s inequality we get
lim sup
T→∞
1
T
∫ 2T
T
∣∣∣M(y)− ∑
n≤N1
an(γny)
∣∣∣2dy ≪ N−1/d+ε1
and whence Hypothesis (H) follows. From Lemma 13 with µ = 5/4+3/4d we get Theorem
2.
From Theorem 1 and integration by parts we get easily that∫ T
0
(
y−
d−1
2d E(y)
)2
dy ≪ T,
hence Theorem 3 follows from Lemma 14 by taking M(y) = y− d−12d E(y).
10 Some applications of our main results
In this section we consider some applications of our results.
10.1 Some functions of degree 2
Example 1: The Dirichlet divisor problem. The first example is ζ2(s) ∈ S0real. Since
ζ2(s) =
∞∑
n=1
d(n)n−s Re s > 1,
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where d(n) is the divisor function, this is the Dirichlet divisor problem. This problem is
fundamental for all theory and hence has a long history. Let us review some of them.
Dirichlet first proved that the error term
∆(x) :=
∑′
n≤x
d(n)− x log x− (2γ − 1)x, x ≥ 2
satisfies ∆(x) = O(x1/2). The latest result is due to Huxley [17], who showed that
∆(x)≪ x131/416(log x)26947/8320 .
Crame´r [6] proved the classical mean-square result∫ T
1
∆2(x)dx =
(ζ(3/2))4
6π2ζ(3)
T 3/2 + F (T )
with F (T ) = O(T 5/4+ε). The estimate F (T ) = O(T 5/4+ε) was improved to O(T log5 T )
by Tong [49], from which the present work originates. Tong’s result was improved to
O(T log4 T ) by Preissmann [40], and recently to O(T log3 T log log T ) by Lau and Tsang
[34]. For the asymptotic formulae of higher power moments of ∆(x) see, for example, the
papers of Ivic´ and Sargos [24], Tsang [51] and Zhai [55]. For a survey of the Dirichlet
divisor problem, see for example, Kra¨tzel [31], Ivic´ [19] or Tsang [50].
Corollary 1 gives F (T ) = O(T 1+ε). Since our setting of the problem is of general
nature, it is weaker than the estimate of the form F (T )≪ T logc T, but is much stronger
than Crame´r’s result F (T ) = O(T 5/4+ε).
Example 2: The automorphic L-function attached to holomorphic cusp forms over
SL2(Z). Let f be a primitive holomorphic cusp form of weight k ≥ 1 for the full modular
group SL2(Z). (For the sake of simplicity we only consider the form for SL2(Z).) Let
(10.1) f(z) =
∞∑
n=1
λf (n)n
(k−1)/2e(nz),
where e(z) = e2πiz, be its normalized Fourier expansion at the cusp ∞. Then the auto-
morphic L-function
L(f, s) =
∞∑
n=1
λf (n)n
−s
is an L-function of degree 2 satisfying the functional equation
(2π)−s∆(s)L(f, s) = (−1)k/2(2π)−(1−s)∆(1− s)L(f, 1− s)
with the gamma factor ∆(s) = Γ
(
s+ k−12
)
. Deligne [7] proved that |λf (n)| ≤ d(n), so we
have L(f, s) ∈ S0real. It is well-known that
A(y) =
∑
n≤y
λf (n)≪ y1/3
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and (see Rankin [41] or Selberg [45])∑
n≤y
|λf (n)|2 = cfy +O(y3/5)
for some positive constant cf . Walfisz [53] proved that∫ T
1
A2(y)dy = CAT
3/2 +O(T log2 T )
holds for some positive constant CA > 0. From Corollary 1 we have a weaker result∫ T
1
A2(y)dy = CAT
3/2 +O(T 1+ε).
Example 3: The automorphic L-function attached to Maass forms for SL2(Z).
Let ϕ be a primitive Maass form for SL2(Z), which is an eigenfunction of the Laplace
operator with an eigenvalue λ = 1/4 + r2, where r ∈ R. Write its Fourier expansion at
infinity in the form
ϕ(z) =
√
v
∑
n∈Z\{0}
ρ(n)Kir(2π|n|v)e(nu) ( z = u+ iv, u ∈ R, v > 0),
where Kir is the modified Bessel function of the third kind. The corresponding automor-
phic L-function is
L(ϕ, s) =
∞∑
n=1
ρ(n)n−s,
which is a function of degree 2, entire on C, with the functional equation
π−s∆(s)L(ϕ, s) = (−1)δπ−(1−s)∆(1− s)L(ϕ, 1− s),
where ∆(s) = Γ ((s+ δ + ir)/2) Γ ((s+ δ − ir)/2) , and δ is the parity of ϕ defined by
δ = 0 if ϕ is even and δ = 1 if ϕ is odd. Kim and Sarnak [30] proved that
(10.2) |ρ(n)| ≤ d(n)n7/64.
The Rankin-Selberg method implies that
(10.3)
∑
n≤y
|ρ(n)|2 ≪ y.
So we have L(ϕ, s) ∈ Sθreal with θ = 7/64.
Hafner and Ivic´ [14] proved that
Ar(y) =
∑
n≤y
ρ(n)≪ y2/5.
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Meurman [37] proved that
Ar(y)≪ y
1+µ
3
+ε,
where µ ≥ 0 is any real number such that ρ(n)≪ nµ.
From Corollary 1 we get∫ T
1
A2r(y)dy = CArT
3/2 +O(T 1+ε),
where CAr > 0 is a positive constant.
10.2 Some functions of degree 3
Example 1: Let Dr denote the set of all Dirichlet L-functions corresponding to real
primitive Dirichlet characters, Dc denote the set of all Dirichlet L-functions corresponding
to complex primitive Dirichlet characters, f denote a primitive holomorphic cusp form and
ϕ denote a primitive Maass form for SL2(Z) for some fixed eigenvalue λ = 1/4+r
2(r ∈ R),
respectively. Define
D1f = {L(f, s)L(s, χ) : L(s, χ) ∈ Dr},
D1ϕ = {L(ϕ, s)L(s, χ) : L(s, χ) ∈ Dr},
D3r = {L(s, χ1)L(s, χ2)L(s, χ3) : L(s, χj) ∈ Dr, j = 1, 2, 3},
DrDcDc = {L(s, χ1)L(s, χ2)L(s, χ2) : L(s, χ1) ∈ Dr, L(s, χ2) ∈ Dc}.
Let L(s) denote any function in the set D1f ∪D1ϕ∪D3∪DrDcDc. It is easy to see that
L(s) is a function of degree 3, which satisfies the conditions of Corollary 2. We consider
only the case L(s) = L(s, χ)L(ϕ, s), where χ is a real primitive Dirichlet character modulo
some positive integer. Write
L(s) =
∑
n≥1
a(n)n−s, Re s > 1.
Then a(n) =
∑
d|n ρ(d)χ(n/d). From the estimate (10.2) we have a(n) ≪ d2(n)n7/64. By
Cauchy’s inequality we have
a2(n) ≤ d(n)
∑
d|n
ρ2(d),
which combining (10.3) gives∑
n≤y
a2(n)≪ yε/2
∑
dn≤y
ρ2(d)≪ yε/2
∑
n≤y
∑
d≤y/n
ρ2(d)≪ y1+ε,
where we used the bound d(n)≪ nε/2. Whence (1.3) holds.
As an analogue of the sixth moment of the automorphic L-function attached to a cusp
form [25], we have also ∫ T
1
|L(ϕ, 1/2 + it)|6dt≪ T 2+ε.
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This estimate can be proved by Jutila’s method analogously. So from Lemma 12 we have∫ T
1
|L(7/12 + it)|2dt≪ T 1+ε,
namely, (1.4) holds for σ∗ = 7/12, which obviously satisfies (1.5). So from Corollary 2 we
have ∫ T
1
E2(y)dy = CET
5/3 +O(T 14/9+ε),
where CE is a positive constant.
Example 2: Let K/Q be a number field of degree κ with discriminant dK . The
Dedekind zeta-function defined by
ζK(s) =
∑
a∈L\{0}
1
(Na)s
is an L-function of degree κ with the functional equation
(π−κ|dK |)s/2∆(s)ζK(s) = (π−κ|dK |)(1−s)/2∆(1− s)ζK(1− s)
with the gamma factor ∆(s) = Γr1+r2
(
s
2
)
Γr2
(
s+1
2
)
, where r1 is the number of real em-
beddings of K and r2 the number of pairs of complex embeddings so that κ = r1 + 2r2.
The Dedekind zeta-function ζK(s) has a simple at s = 1.
From now we suppose that κ = 3. Let EK(y) :=
∑
n≤y a(n)− λy, where a(n) denotes
the number of ideals in L of norm n and λ is the residue of ζK(s) at s = 1. Weber and
Landau showed that
EK(y) = O
(
y1/2
)
.
In 1964, Chandrasekharan and Narasimhan [3] studied the mean square of EK(y) and
proved ∫ T
1
E2K(y)dy = O
(
T 5/3 log3 T
)
.
In 1999, Y.-K. Lau [33] improved the above result to∫ T
1
E2K(y)dy = O
(
T 5/3 log2 T
)
.
Fomenko [10] followed Tong’s approach and proved that the asymptotic formula∫ T
1
E2K(y)dy = CKT
5/3 +O
(
T 8/5+ε
)
holds for some positive constants CK > 0 with the help of the estimate
(10.4)
∫ T
1
|ζK(σ + it)|2 ≪ T 1+ε
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with σ = 5/8.
When κ = 3, we can show that the Dedekind zeta-function ζK(s) can be written as
ζK(s) = ζ(s)L2(s) such that where L2(s) ∈ S0real is a function of degree 2 satisfying the
condition (1.9). When K/Q is a normal extension, from Lemma 1 of W. Mu¨ller [39] we
know that ζK(s) = ζ(s)L(s, χ1)L(s, χ1) for some primitive Dirichlet character χ1. So we
have ζK(s) = ζ(s)L2(s), where L2(s) = L(s, χ1)L(s, χ1) satisfies (1.9) via Meurman [38].
When K/Q is a not normal extension, from the formula (1) of Fomenko [10] we have
ζK(s) = ζ(s)L(s, F ), where F is a holomorphic primitive cusp form of weight 1 with
respect to Γ0(|dK |) and L(s, F ) is its corresponding automorphic L-function of degree 2.
We have the estimate ∫ T
1
|L(1/2 + it, F )|6dt≪ T 2+ε.
The proof is also due to Jutila [25], who proved it in the case of a holomorphic cusp form
F of even weight with respect to SL2(Z). His proof can be applied to L(s, F ), too.
From Lemma 12 we see that (10.4) holds for σ = 7/12. So from Corollary 2 we get
∫ T
1
E2K(y)dy = CKT
5/3 +O
(
T 14/9+ε
)
,
which is a slight improvement to Fomenko’s result.
10.3 Some examples of degree 4
Example 1. Let Dr denote the set of all Dirichlet L-functions corresponding to real
primitive Dirichlet characters, Dc denote the set of all Dirichlet L-functions corresponding
to complex primitive Dirichlet characters, f denote a primitive holomorphic cusp form and
ϕ denote a primitive Maass form for SL2(Z) for some fixed an eigenvalue λ = 1/4+r
2(r ∈
R), respectively. Define
D2f = {L(f, s)L(s, χ1)L(s, χ2) : L(s, χj) ∈ Dr, j = 1, 2},
D2ϕ = {L(ϕ, s)L(s, χ1)L(s, χ2) : L(s, χj) ∈ Dr, j = 1, 2},
D4r = {
4∏
j=1
L(s, χj) : L(s, χj) ∈ Dr, 1 ≤ j ≤ 4},
D2rDcDc = {L(s, χ1)L(s, χ2)L(s, χ3)L(s, χ3) : L(s, χ1), L(s, χ2) ∈ Dr, L(s, χ3) ∈ Dc},
(DcDc)2 = {
2∏
j=1
L(s, χj)L(s, χj) : L(s, χj) ∈ Dc, j = 1, 2}.
Suppose L(s) is any function in the set
D2f ∪ D2ϕ ∪ D4 ∪ D2rDcDc ∪ (DcDc)2 ∪ {L2(f, s),L2(ϕ, s),L(f, s)L(ϕ, s)}.
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Obviously L(s) is a function of degree 4. From Lemma 12 it is easy to see that
(10.5)
∫ T
1
|L(5/8 + it)|2dt≪ T 1+ε.
For the mean square of E(y) corresponding to L(s) we have
(10.6) T 7/4 ≪
∫ T
1
E2(y)dy ≪ T 7/4+ε.
The left inequality in (10.6) follows from Theorem 5 directly. The proof of the right
inequality in (10.6) is the same as the case k = 4 in Theorem 13.4 of Ivic´ [19] with the
help of (10.5). So we omit the details. We note that the upper bound in (10.6) is already
proved in Ivic´ [22] when L(s) = L2(f, s).
If we could find a number 1/2 ≤ σ0 < 5/8 such that∫ T
1
|L(σ0 + it)|2dt≪ T 1+ε,
then from Theorem 1 the asymptotic formula
(10.7)
∫ T
1
E2(y)dy = C4T
7/4 +O(T 7/4−δL)
would hold, where C4 > 0 and δL > 0 are positive constants. The formula (10.7) implies
that the estimate (10.6) is best possible.
Example 2: The error term in the Rankin-Selberg problem.
Let f be a primitive holomorphic cusp form of weight k for the full modular group
SL2(Z) and its normalized Fourier expansion at the cusp∞ can be written as (10.1). The
corresponding Rankin-Selberg zeta function defined by
L(f ⊗ f, s) =
∞∑
n=1
c(n)n−s, c(n) =
∑
m2|n
|λf (n/m2)|2, (Re s > 1)
is a function of degree 4 satisfying the functional equation
(2π)−2s∆(s)L(f ⊗ f, s) = (2π)−2(1−s)∆(1− s)L(f ⊗ f, 1− s)
with the gamma factor ∆(s) = Γ(s)Γ(s+ k − 1).
Rankin [41] and Selberg [45] proved independently that∑
n≤y
c(n) = Cfy + E(y), E(y) = O(y
3/5),
where Cf > 0 is a positive constant. From Deligne’s estimate |λf (n)| ≤ d(n) we have
(10.8) c(n) ≤ d2(n)d(1, 2;n) ≤ d3(n)≪ nε,
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where d(1, 2;n) =
∑
n=m2d 1 ≤ d(n). We write c(n) =
∑
n=m2d |λf (d)|2. By Cauchy’s
inequality we have
c2(n) ≤ d(1, 2;n)
∑
n=m2d
|λf (d)|4 ≪ nε
∑
n=m2d
|λf (d)|4,
where we used d(1, 2;n) ≪ nε. So we have∑
n≤y
c2(n)≪ yε
∑
m2d≤y
|λf (d)|4(10.9)
≪ yε
∑
m≤y1/2
∑
d≤y/m2
|λf (d)|4
≪ yε
∑
m≤y1/2
y/m2 ≪ y1+ε,
where we used the estimate in Lu¨ [35]∑
n≤y
|λf (n)|4 ≪ y.
The estimates (10.8) and (10.9) show that (1.3) holds.
Ivic´ [21] proved that ∫ T
1
E2(y)dy ≪ T 1+2β+ε,
where β = 2/(5 − 2µ(1/2)) with µ(1/2) satisfying ζ(1/2 + it) ≪ (|t| + 1)µ(1/2)+ε. Hux-
ley’s best bound[18] µ(1/2) ≤ 32/205 implies β ≤ 410/961 = 0.4266 · · · . The Lindelo¨f
Hypothesis implies β ≤ 0.4. In [20] Ivic´ even conjectured∫ T
1
E2(y)dy ≪ T 74+ε.(10.10)
The estimate (10.10), if it is true, is best possible. Since from Theorem 5 we have∫ T
1
E2(y)dy ≫ T 74 .
If we could find a σ0 <
5
8 such that∫ T
1
|L(f ⊗ f, σ0 + it)|2dt≪ T 1+ε,
then from Theorem 1 we would have the asymptotic formula∫ T
1
E2(y)dy = CfT
7
4 +O
(
T
7
4
−δf
)
for some positive constants Cf > 0, δf > 0.
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