As an introduction we present a new, elementary and constructive proof of the multisummability properties of formal solutions of linear ODE's at irregular singular points. This serves to illustrate the geometric approach to multisummation. Basic properties of multisums and the associated sheaves are derived. Next, we study Cauchy-Heine transforms in relation to multisummation and the Stokes phenomenon. We show how to construct multisums with a prescribed Stokes phenomenon, using the Malgrange-Sibuya isomorphism. Starting from the Stokes automorphisms we introduce the alien derivations of J. Ecalle and derive Ecalle's bridge equation for the general integral of linear ODE's. The main ideas are illustrated with some very simple examples.
Introduction.
Consider the differential equation (D): Dy = 0, where D is a linear differential operator of order n, with coefficients in C{z}. It has n independent formal solutions of the form:
l (z) (1) where ρ l ∈ C, q l ∈ z −1/p C[z −1/p ], andĥ l ∈ C[[z 1/p ]][log z] for some p ∈ N.
According to the main asymptotic existence theorem (cf. [26] ) there exists > 0 such that for every interval I ⊂ R with length |I| < and every l ∈ {1, . . . , n}, there exists a solution y l,I of (D) with the property that y l,I ∼ŷ l on I, i.e. In general, however, this solution is not unique. The object of exact asymptotics is to associate a unique "sum" with a given divergent power series.
Part of this work has been performed in the University of Southern California. The authors are indebted to the Department of Mathematics of USC and in particular Professor W.-A. Harris, Jr, for their hospitality and support. After the revision of this paper we learned that Professor Harris passed away. We express our deep feelings of sorrow at his decease.
For the class of divergent power series arising in the theory of analytic differential equations this can be achieved by means of a process called 'multisummation'. There exist two, essentially equivalent, approaches to the theory of multi-summability: The analytic approach, which is based on the use of Borel and Laplace transformations, and the geometric approach. In the latter, an important part is played by so-called (k-precise) quasi-functions: Analytic functions which are defined modulo functions with exponential decrease of some order (k). The term k-precise quasi-function was introduced by J.-P. Ramis in [24] . In this paper, we explain and develop the second approach.
The paper is organized as follows. In §1 we give an elementary and constructive proof of the multi-summability of the formal seriesĥ l in (1). This section serves as an introduction to and motivation of the geometric approach. In §2 we derive some basic properties of quasi-functions and multi-sums. §3 deals with Cauchy-Heine transforms in relation to multisummability and the Stokes phenomenon. Here, also the inverse problem is considered: To construct multi-sums with a prescribed Stokes phenomenon. In §4 we discuss the Stokes phenomenon in a fixed direction. In §5 we introduce Stokes automorphisms and give a definition of the alien derivations of J. Ecalle in terms of quasi-functions. The main ideas are illustrated in two very simple examples of linear differential equations.
Introductory example.
We begin by introducing some notation. Let k > 0. By A ≤−k , A <−k , A ≤k and A <k we denote the sheaves on R of holomorphic functions with at least exponential decrease of order k, with 'supra-exponential decrease of order k', with at most exponential growth of order k and with 'subexponential growth of order k', respectively, in some sector with vertex at the origin. More precisely, if I ⊂ R is an open interval, A ≤−k (I), A <−k (I), A ≤k (I) and A <k (I) are the sets of all functions f with the property that, for any closed interval I ⊂ I, there exists a positive number r such that f is holomorphic on the sector S(I , r) := {z : |z| < r, arg z ∈ I } of the Riemann surface of log z, and sup z∈S (I ,r) |f (z)|e c|z| −k < ∞ for some c > 0, for all c > 0, for some c < 0 and for all c < 0, respectively.
We consider the differential equation (D) with formal solutions (1) . For l, m ∈ {1, . . . , n}, let q ml = q m − q l . If q l ≡ q m , there exist κ ml ∈ 1 p N and ω ml ∈ C * such that q ml (z) = ω ml z −κ ml + o(z −κ ml ). . . , k r in order of increasing magnitude. It is known that one can associate a unique sum toŷ l and any nested multi-interval (I 1 , . . . , I r ), if |I j | > π/k j and I j does not contain Stokes pairs of level k j (cf. [22] , [2] , [5] , [21] ). Here we give another proof of this property based on the main asymptotic existence theorem mentioned above. Another proof based on this theorem has been given by M. van der Put (to appear). Similar ideas can be found in B. Malgrange [19] . From the main asymptotic existence theorem we first derive a fundamental system of normalized solutions, due in the generic case to G.D. Birkhoff [3] 
Proof. Let I := (a, b) be an interval that contains a Stokes direction θ ν and with |I| < as in the Introduction. Then it is well known and easy to see that y l,I ∼ŷ l on (θ ν−1 , θ ν+1 ). Denote y l,I byỹ
. . , n. Let ν ≥ ν 0 + 1 and suppose the construction of y (ν) l satisfying (2) has been performed up to ν − 1. Let I = (θ ν−1 , θ ν+1 ). Then there exist constants b h such that
since the solutions y
h with h ≺ l on I can be extended to a fundamental system by solutionsỹ (ν) h which dominate the lefthand side on (θ ν−1 , θ ν ). Therefore we choose
∼ŷ l on I and (2) holds up to ν. Thus we recursively obtain all y 
Moreover, if j ∈ {1, . . . , r} then w lj is uniquely determined byŷ l and the multi-interval (I 1 , . . . , I j ). In particular, w lr is an ordinary function which is a uniquely determined solution of (D) on I r .
Proof. It is sufficient to give the proof for the case that the intervals I j have Stokes directions as endpoints since otherwise we can enlarge I j to such intervals with the other assumptions remaining satisfied. Let I j = (a j , b j ), j = 1, . . . , r and I (ν) := (θ ν−1 , θ ν+1 ), ν ∈ Z. We use Lemma 1.3 with ν > ν 0 where θ ν 0 < a 1 . Let the linear operator M (ν) j on the solution space of (D) be defined by
except if (8) in which case we replace the righthand side of (7) by 0. Then (2) implies that
Define w
l , ∀ν ∈ Z with θ ν+1 ≥ b 1 and and from these by downward recursion in ν with a 1 < θ ν−1 < θ ν < b 1 :
We will show that there exist constants c m (ν) such that if θ ν > a 1 :
If m ∈ J(ν) then a p ≤ θ ν−1 and m ≺ l on I (ν) . Hence (4) follows from (11).
Since w
we obtain (5) from (11), (12) and (9) .
Proof of (11) 
and (11) follows. Next suppose (11) holds for some ν with [θ ν−1 , θ ν ] ⊂ I 1 . From (10) and (7) it follows that
where
We only have to show that the righthand side of (13) is a linear combination of y
Stokes pair which by assumption is not included in I s we have θ ν − π/k s ≤ a s and therefore λ ≺ l on (a s , θ ν ) and λ ∈ J(ν − 1).
Remains to consider the terms
. We have to show that for h in the sum in (7), so if
. From this and (15) we get h ≺ m ≺ l on (a, θ ν ), where
The uniqueness statement follows from the next Proposition 1.5. 
Proof. There exist constants c h,ν such that
In the last sum we have u 
Next we consider the Stokes phenomenon for multi-sums of formal solutions of (D). As we have seen above it is sufficient to consider multisums on intervals bounded by Stokes directions. 
Proof. We may assume that u 
, and except in case ν = µ = σ + 1 moreoverj = i. From (10) and (11) it follows that except in case ν = µ = σ + 1:
Next we consider (11) for u , h ∈ Λ, are linearly independent and the same holds for y
for ν < µ − 1 by means of (10) we now deduce (19) for I (ν) ⊂ I j ∩Ĩ j , j ≥ i if µ > σ + 1 and (17) follows.
In case ν = µ = σ + 1 we have i = r, j = r − 1 and thus v
m . From this and (7) we deduce in the same way as above v
Remark 1.8. Proposition 1.7 shows that the only contributions to the Stokes phenomenon come from solutions which have as exponential fac- [17] ). For calculations of the Stokes multipliers see [5] , [6] and Example 5.10.
The Stokes phenomenon of level k i occurs in general if in Proposition 1.7 the condition on I i ∩Ĩ i is replaced by: I i ∪Ĩ i contains exactly one Stokes pair {θ σ , θ µ } of level k i and this is a (s ≺ l)-Stokes pair for some s, θ σ ∈ I i . Without affecting the multisums we may replace I i by (θ α , θ µ ) andĨ i by (θ σ , θ β ) with suitable α, β such that α < σ, µ < β, in view of Proposition 1.5. Now again Proposition 1.7 is applicable. The case where there are more than one i with I i =Ĩ i can be reduced to the case with a single such i.
Some basic properties of quasi-functions and multisums.
In this section we introduce some notations that will be used throughout the paper. Unfortunately, there is no uniformity of notation in the existing literature on Gevrey series and functions and the like. Furthermore, we recall a number of known properties of quasi-functions and multi-sums and prove some new results of a rather technical nature (cf. [1] , [21] , [20] , [24] ). A k-precise quasi-function f on I is a section on I of the quotient-sheaf 
We say that f is bounded, has exponential growth of order l > 0, etc. if the functions f j , j ∈ J have this property. If, for all j ∈ J , f j ∈ A (k) (I j ) then the asymptotic expansion of f j is independent of j. This asymptotic expansion will again be denoted byf or J(f ).
k-precise quasi-functions with at most subexponential growth of order k, i.e. sections of the sheaf Q This proposition extends a result for ordinary functions (i.e. f ∈ A ≤−k (I)), due to Watson. In the present form it can be found in MalgrangeRamis [21] (lemme de Watson relatif) and Kostov [15] (cf. also Il'yashenko [11] ). We give another proof using the following proposition: Proposition 2.4. Let f be holomorphic and of exponential type in the neighborhood of ∞ in a sector S with vertex 0. Let the extended indicator function
Then H f is homogeneous of order 1 and convex on S. In particular:
This result can be deduced from the Phragmén-Lindelöf theorem as has been shown by E.G.F. Thomas (private communication). It also follows from the subharmonicity and homogeneity of H f (cf. [10, p. 313]). The restriction of H f to the unit circle is the usual indicator function.
Next consider the case that f ∈ A ≤1 /A <−1 (I) where I is an interval (a, b). Then we may define the extended indicator function for f as follows. Let I j = (a j , b j ), j = 1, 2 be intervals with nonempty intersection and such that f may be represented by functions [15] ). Thus we obtain a uniquely defined function on the sector S : −b < arg z < −a which is convex on overlapping subsectors of S and hence is convex on S. Moreover it is homogeneous of order 1. We denote this function byH f .
Proof of Proposition 2.3. We may assume k = 1 without loss of generality. ThenH f is defined on a sector S of opening > π andH f is negative and convex on S. From this it follows thatH f has to be a negative constant on lines which belong entirely to S. Since any pair of points in S can be connected by segments on such lines it follows thatH f is a negative constant in S. BecauseH f is homogeneous of degree 1 this has to be −∞. So by proposition 2.4 each of the representatives of f has supra-exponential decrease of order 1 and therefore f = 0.
Proof of Proposition 2.2. We may assume that k = 1. Suppose that f is represented by a function f 0 on I 0 . Let S 0 be the sector with z ∈ S 0 iff arg z ∈ I 0 . ThenH f 0 is negative in the direction −θ and since it is nonpositive on S 0 (by the assumption) and convex it has to be negative on S 0 . Hence f | I 0 ∈ A ≤−1 (I 0 ). Repeating this reasoning we obtain a chain of subintervals of I on which the representatives of f are sections of A ≤−1 . So f = 0. Lemma 2.5 ("Borel-Ritt", cf. [21] ). The mapping J :
is an isomorphism of sheaves of differential algebras and so is its "restriction" J :
The set of all k-precise quasifunctions on I will be denoted by
we denote the sets of k-precise quasifunctions on I that have subexponential growth of order l, exponential decrease of order l, that are Gevrey of order 1/l, etc.
The set of all (k 1 , . . . , k r )-sums on (I 1 , . . . , I r ) will be denoted by Σ k (I), where k = (k 1 , . . . , k r ) and I = (I 1 , . . . , I r ).
A formal seriesf of the form
] for all l and α, will be called k-summable on the multi-interval I, with k-sum (f 1 , . . . , f r ), iff αl is k-summable on the multi-interval I for each α ∈ J and each l ∈ {1, . . . , p},
is called an admissible multidirection with respect to k if, for j = 2, . . . , r,
we denote the set of all formal power series that are k-summable in the multi-direction d.
An 
The above definition of k-summability is easily seen to be equivalent to the following. 
By Proposition 2.2, this implies that f j = f j for all j ∈ {0, . . . , r}. Thus the quasi-functions f 0 , . . . , f r−1 are uniquely determined by f r . Therefore, we will sometimes simply denote the multi-sum (f 1 , . . . , f r ) by f r . More generally, suppose that I = (I 1 , . . . , I r ) is a nested multi-interval, 
with the property that
Proof. By means of induction on r − j we shall prove the existence and uniqueness of f j ∈ Q
For j = r this statement is true. Now suppose it is true for some j ≤ r. Then we have
Hence it follows that (f
Consequently, there exists a unique
for i ∈ J . Thus the statement is true for all j ∈ {0, . . . , r}. This implies that, for all j ∈ {1, . . . , r}, and i ∈ J ,
and thus
Hence the result follows. 
Proof. Let k r+1 = ∞. By assumption, there exists a positive number such that, for i ∈ {1, 2}, (
, where
. . , I i r ), i ∈ Z, with the property that
Proof. By means of induction on j one shows that, for all j ∈ {1, . . . , r} and all i ∈ Z,
and, consequently, by Proposition 2.3,
Hence the quasifunctions f i j can be glued together to an element of Q <k 1 k j+1 (∪ i∈Z I i j ) and the statement of the lemma follows immediately.
The following lemma is concerned with the Stokes phenomenon, i.e. the difference between two multi-sums of the same formal power series on different, overlapping, multi-intervals. It will be used in §4 and §5. Lemma 2.14. Let r ∈ N, 0 < k 1 < k 2 < · · · < k r+1 = ∞. Let i ∈ {1, . . . , r} and let I, I ∈ R r be two nested multi-intervals with the property that I j = I j and
and, for all j > i,
Proof. For all j ∈ {1, . . . , r} we have
and, for all j > 1,
By means of induction on j and Proposition 2.3 it is shown that, for all j ≤ i,
and f j = f j for all j < i, and
The remaining part of the lemma now follows easily.
In various applications (e.g. in the theory of linear differential equations, cf. §1) one deals with multi-summable formal power series having a finite number of singular directions of each level in any finite interval. In that case, each quasi-function in a multi-sum of the formal series possesses a finite representative, consisting of multi-sums of the same formal power series. 
Lemma 2.15. Let r
Proof. There exists a covering of I 1 by intervals . . . , N 1 , where M 1 and N 1 are integers with M 1 < N 1 , such that |I (ν) | > π/k r , I (ν) does not contain any Stokes pair of level k j for j = 2, . . . , r, a (ν) < a (ν+1) < b (ν) < b (ν+1) , and for all j ∈ {1, . . . , r} there exist integers M j and N j such that
Let ν ∈ {M 1 , . . . , N 1 } and let j be the largest integer such that I (ν) ⊂ I j . Then we define I 
h = I h and from Proposition 2.3 it then follows that f
Multisummability and Cauchy-Heine transforms.
Suppose we are given two open intervals I 1 and I 2 such that I 1 ∩ I 2 = ∅, and two analytic functions f 1 ∈ A (0) (I 1 ) and f 2 ∈ A (0) (I 2 ), admitting the same asymptotic expansionf as z → 0. Obviously, the difference f 1 − f 2 belongs to A <0 (I 1 ∩ I 2 ). Conversely, if we are given an interval I = (α, β) and a function f ∈ A <0 (I), we can construct two functions f 1 ∈ A (0) ((α, β + 2π)) and f 2 ∈ A (0) ((α − 2π, β)) with the property thatf 1 =f 2 and f 1 − f 2 = f . To this end, choose ρ ∈ C such that arg ρ ∈ I and f is holomorphic on (0, ρ). Now define f 1 and f 2 by
CH − ρ (f ) and CH + ρ (f ) are so-called Cauchy-Heine transforms of f . Note that CH − ρ (f )(z) = CH + ρ (f )(ze 2πi ). By deformation of the path of integration, the functions f 1 and f 2 can be continued analytically to elements of A((α − 2π, β)) and A((α, β + 2π)), respectively. With the aid of the expansion ∞ n=0 ζ −n−1 z n for (ζ − z) −1 , it can be shown that f 1 and f 2 admit an asymptotic expansion CH ρ (f ) = ∞ n=0 a n z n as z → 0, where
It is easily seen that [18, 23] ). In this section we derive similar results for multi-summable power series. To that end, we begin by studying Cauchy-Heine transforms of functions with properties that are characteristic of differences of multi-sums.
In this and the next section, we shall frequently use the symbols ± and ∓ to combine two statements: One statement is obtained by reading the upper signs, the other one by reading the lower signs. 
where |ρ| is sufficiently small and arg ρ ∈ I. By CH(f ) we denote the equivalence class modulo C{z} of the formal power series expansion of the function defined above. ((a, b) ) then ((a, b) ).
with the property that
Proof. Let f be represented by {f j } j∈J on a covering {I j } j∈J of I where J is an interval of Z containing 0, and
According to Lemma 3.2,
Let N ≥ 0, N ∈ J and define ρ N :=
Assume that also N + 1 ∈ J . Let ρ N be represented byρ N ∈ A (l) (Ĩ) on some intervalĨ ⊂ (a N +1 , b N + 2π) . Then F N may be represented onĨ by φ N +ρ N = φ N+1 +ρ N+1 whereρ N +1 := ψ N +ρ N , and soρ N +1 is a representative ofρ N +1 onĨ. Hence F N and F N +1 have a representative in common and so by quasi-analyticity N +1 ,b N +2π) . The sheaf property now implies that the functions F N with N ≥ 0 determine an element F ∈ A (k) /(A ≤−l (a 0 , b + 2π)) such that (20) holds.
In a similar way we may extend φ 0 to quasi-functions on intervals which start to the left of a 0 by choosing N ≤ 0, N ∈ J and
The corresponding F N with N < 0 can be pasted with those with N ≥ 0 to obtain
If the condition on f + is fulfilled then we may choose N such that 
If, in addition, for all j ∈ {1, . . . , r − 1} there exist b
(mod C{z}) (24) where in both sides we take the restriction to the intersection of the intervals on which the terms are well-defined.
Similarly, if for all j ∈ {1, . . . , r − 1} there exists a 
(mod C{z}) (25) where in both sides we take the restriction to the intersection of the intervals on which the terms are well-defined.
Proof. We may apply the previous lemma with
where φ r is a representative of CH + (f r ). Hence
With the aid of Proposition 2.2 we now deduce the first assertion.
Next let the assumptions concerning (24) be satisfied. Let
Then we may apply the preceding lemma with k :
2) we obtain (24) by addition. The proof of (25) is similar. H 1 (S 1 , A ≤−k ) , where S 1 denotes the unit circle. In the next two theorems we consider the restriction of this isomorphism to the set of multi-summable power series and give a characterization of its image in 
Proof.
.. ,kr) if and only if there exist
. . , N, with the following properties:
The Stokes phenomenon in the direction 0.
In the two remaining sections we shall restrict ourselves to the study of (k 1 , . . . , k r )-sums on multi-intervals (I 1 , . . . , I r ), where
]. Therefore, we introduce the following conventions. If r ∈ N and 0 < k 1 < · · · < k r are given, we write
We say that ( a (k 1 , . . . , k r )-sum on (I 1 , . . . , I r ) , where
j . Definition 4.1. By Σ ± we denote the differential algebra of all multi-sums in the direction ±, i.e. the set of f ∈ A 0 (A 0 denotes the stalk in O of the sheaf A) with the following property: There exist a positive integer r, positive numbers
such that f r = f . By Σ 0 we denote the differential algebra of all multi-sums in the direction 0.
By Σ <0 we denote the differential algebra of f ∈ A 0 with the following property: There exist a positive integer r, positive numbers
By Σ we denote the differential algebra of all formal power series that are multi-summable in the directions + and −, and by Σ 0 the differential algebra of multi-summable power series in the direction 0. By σ ± : Σ → Σ ± we denote 'multi-summation in the direction ±', i.e. σ ± (f ) is the multi-sum off in the multi-direction with components ±. We will write 
Proof. The first two statements follow immediately from Lemma 2.12 (cf. also [22, Lemma 10] ). Letf ∈ Σ. It is easily verified that, for j = 1, . . . , r,
The injectivity of σ is obvious. Now suppose f ∈ Σ <0 . By Corollary 3.5,
The above proposition shows that the Cauchy-Heine transformation is a device by which we can construct, modulo multi-summable power series in the direction 0, a formal power series with a prescribed Stokes phenomenon in the direction 0. In what follows we will consider subsets of Σ <0 , i.e. Stokes phenomena of a particular type. 
Proof. We prove the statements of the Proposition in the case of the upper signs. Suppose thatf is (k 1 , . . . , k r )-summable in every multi-direction θ l+ , with sum (
. From Lemma 2.14 we deduce that the quasi-functions we see that
Hence it follows that 
for all j > l + 1, and
.
In particular,
and, by Proposition 2.2, this implies that
. It remains to be proved that, for j ≤ l,
This follows easily from (26), (27) and the fact that 
Proof. According to Corollary 3.5 and Remark 3.6, CH(f ) ∈Σ and
The above statements now follow immediately from Proposition 4.4.
Stokes automorphisms and alien derivations.
A multi-summable formal power series gives rise to a non-trivial Stokes phenomenon if and only if it is divergent. Stokes phenomena can be used in the analytic classification of certain local objects, e.g. locally analytic differential equations. In many cases of interest, a detailed analysis of the Stokes phenomenon associated with such an object will yield a complete set of analytic invariants of this object (i.e. quantities that are invariant under an analytic change of variable).
There is another, essentially equivalent way to obtain these invariants. Suppose, for example, thatf = ∞ n=1 a n z n is a 1-summable power series. Then its formal Borel transform with respect to the variable z −1 : ∞ n=1 a n t n−1 Γ(n) defines the germ at O of an analytic function. This function can be continued analytically in any direction which is not a singular direction off . Similarly, with a (k 1 , . . . , k r )-summable power seriesf , one can associate r such analytic functions ϕ 1 , . . . , ϕ r . ϕ 1 is the formal Borel transform, with respect to the variable z −k 1 , off and the functions ϕ 2 , . . . , ϕ r are so-called accelerates of ϕ 1 . In many applications, the function ϕ j can be continued analytically along paths avoiding a certain discrete set of singular points whose arguments coincide with the singular directions of level k j of f . The singularities of the functions ϕ 1 , . . . , ϕ r determine the type of Stokes phenomenon and, in an appropriate context, the analytic invariants associated withf . In order to describe the nature of these singularities, J. Ecalle introduced the so-called alien derivations (cf. [8] ). In this section we give an alternative definition derived directly from the Stokes phenomenon. In the sequel we restrict ourselves to the Stokes phenomenon in the direction 0.
Example 5.1. Consider the locally analytic differential equation
where f ∈ C{z, y} such that f (0, 0) = 0 and ∂f ∂y (0, 0) = ω > 0. It possesses a unique formal solutionĥ ∈ C{z} 1 with singular direction 0. There exist formal power seriesĥ n ∈ C{z} 1 , n ∈ N, such that
where the series in the right-hand side converges if Re (1/z) is sufficiently small (cf. [7] ). σ + and σ − denote the multi-sums defined in the previous section (cf. Definition 4.1).
Example 5.2 (Laplace integrals). Let 1 , 2 and r be positive numbers,
Let φ be an analytic function on U . Then the Laplace transform of φ will be defined as follows (cf. [7] ). Let C be a contour in U from ∞ exp(
Here and in the following we apply a lemma of Ecalle which says that if a function ψ is analytic on a union Γ of finitely many unbounded contours in C which have asymptotes at ∞ then there exists an entire function E such that |ψ − E| is bounded on Γ (cf. [7] ; cf. also a lemma of Sato in [14] ). Choosing Γ = C and ψ = φ we see that
Variation of E gives a modification of this integral by elements of
which will be denoted by L C φ. By variation of η 1 , η 2 and C we obtain a quasi-function Lφ in A <1 /A <−1 ((−π/2, π/2)) which is called the Laplace integral of φ. Next suppose that there exists ω > 0 such that φ possesses analytic continuations φ − and φ + on U − := U ∪ (0, ω) ∪ S(− 2 , 0) and
where τ −ω is the shift operator over −ω: (τ −ω ψ)(t) := ψ(ω + t). By variation of C − and η 2 we obtain an extension of
). Moreover, we see that
Similarly we define f + starting from
) and (28) holds with the superscripts − replaced by +. Moreover,
Thus we have a Stokes phenomenon corresponding to the crossing of the positive axis between 0 and ω:
So
and
. In several applications -for example if φ is endlessly analytically continuable (cf. [7] ) -it turns out that f ω has similar properties as f , so that we may repeat the preceding procedure to get better approximations to f ± . For example ifω is the singularity of φ + − φ − next to ω on R + then in (30) we have in view of (29)
and so
These and other, similar, examples have motivated the following definitions. Definition 5.3. By T 0 we denote the set of formal series f of the form
and Ω 0 (f ) := {ω ∈ C : f ω = 0} is a discrete set with the property that {|Im ω| : ω ∈ Ω 0 (f )} and {−Re ω : ω ∈ Ω 0 (f )} are bounded above. Ω 0 (f ) will be called the support of f .
It is easily verified that T 0 is a differential algebra. For all f, g ∈ T 0 we have Ω 0 (fg) ⊂ Ω 0 (f) + Ω 0 (g) and
The unit element is the series f with support {0} and f 0 = 1 (mod A ≤−1 ). The zero element is the unique element with empty support. For all ω ≥ 0 we define a mapping S ω : 
Note that S 0 is the identity. (The mapping S ω is similar to, though not identical with the mapping S + ω defined in [12] .) By means of straightforward computations it can be shown that S is an injective differential algebra homomorphism. If f, g ∈ T 1 we have (S(fg)) ω = For all f ∈ S n we note Ω n (f ) := {ω ∈ [0, ∞) n : S ω f = 0}.
Furthermore, we define
{|ω| : ω ∈ Ω n (f )} is a discrete set and
By means of induction on n, one easily proves the following lemma.
Lemma 5.7. Let n ∈ N. f ∈ T n if and only if f ω ∈ S n for all ω ∈ Ω 0 (f ).
Similarly, f ∈ T if and only if f ω ∈ S for all ω ∈ Ω 0 (f ).
As y 2 r − y 1 r ∈ A ≤−k i (I r ) and e q l is of order κ l , it follows that u l = 0 for all l such that κ l < k i . From the fact that cos(arg ω l − κ l arg z) changes sign on I r if κ l = k r we infer that u l = 0 for all l such that κ l = k r as well. Consequently, By means of induction on r − j ∈ {0, . . . , r − i} one proves that u l = 0 for all l such that κ l = k i , and
Noting that cos(arg ω l − κ l arg z) changes sign on (−
) if κ l = k i and arg ω l ∈ 2πZ, we conclude that u l = 0 unless ω l > 0. The proof for the case that i = r is similar. Let q ml = −ω ml z −κ ml +q ml , where degq ml < deg q ml if q ml ≡ 0, otherwise ω ml = κ ml = 0. 
