The notion of Symmetric Non-causal Auto-Regressive Signals SNARS arises in several, mostly spatial, signal processing applications. In this paper we i n troduce a subspace tting approach for parameter estimation of SNARS from noise-corrupted measurements. We s h o w that the subspaces associated with a Hankel matrix built from the data covariances contain enough information to determine the signal parameters in a consistent m a nner. Based on this result we propose a MUSIC MUltiple SIgnal Classi cation-like methodology for parameter estimation of SNARS. Compared with the methods previously proposed for SNARS parameter estimation, our SNARS-MUSIC approach i s expected to possess a better trade-o between computational and statistical performances.
INTRODUCTION
SNARS applications include image reconstruction or deblurring, astronomical and seismic data processing, time series interpolation and spectral estimation, among others for details see 1, 2 and the references therein. Motivated by the practical relevance of SNARS, several papers in the recent signal processing literature have a ddressed the problem of estimating the parameters of this type of signals. The paper 2 proposed a Prediction Error Minimization PEM approach to SNARS parameter estimation. In the class of estimation methods based on second order statistics, the PEM is generally the most accurate one. However, the PEM requires a multidimensional search over the parameter space, a task for which there is currently no computationally convenient and reliable algorithm. Owing to the aforementioned drawback of PEM, the recent paper 1 made use of the Yule-Walker YW approach t o derive a computationally simpler SNARS parameter estimation method. However, the computational simplicity of the YW-based method of 1 is obtained at the price of a degraded statistical performance. In particular, unlike PEM, the This work has been supported in part by t h e S w edish Research Council for Engineering Sciences TFR.
latter approach violates the parsimony principle by e stimating the parameters in a redundant signal model.
In this paper we make use of a subspace-based approach to derive a MUSIC-like methodology for parameter estimation of SNARS. Compared with the aforementioned approaches, the SNARS-MUSIC has a numberofadvantages. First, it makes a better compromise between the computational and the statistical performances. More exactly, SNARS-MUSIC is usually much simpler as well as more reliable than PEM, at the price of only a slightly degraded statistical accuracy. Secondly, unlike YW and PEM approaches, the SNARS-MUSIC has a naturally associated procedure for order estimation, as explained in the sections to follow. where fwtg is a white noise sequence with zero mean and variance denoted by 2 w . We assume that wt and "t are uncorrelated with one another, E wt"s = 0 for all t s: 4 Hereafter, the symbol E stands for the statistical expectation operator. We also assume that the zeros of where fvtg is a zero mean white noise sequence with variance equal to 2 v . The problem of interest herein can now be stated as follows: estimate the SNARS parameters fb k g n k=0 , or essentially equivalent: estimate fd k g n k=1 and 2 , from a s a m p l e o f N noise-corrupted measurements fytg N t=1 . We will also brie y address the problem of estimating the signal order n. To s o l v e these estimation problems we make use of the ARMA model 11. The idea to employ the spectrally equivalent signal model 11 to solve the original parameter estimation problem was apparently used for the rst time in 2 . However, the parameter estimation methods devised in 2 are computationally complex. A computationally much s i m p l e r approach, which is also based on the ARMA model 11, has recently been proposed in 1 . However, the method in these references estimates the parameters in a nonparsimonious manner basically, it estimates the coecients of D 2 z instead of estimating the coe cients of Dz, and hence it can be expected to have a degraded statistical performance. The subspace based MUSIClike approach of this paper estimates the coe cients of Dz a n d 2 directly. Additionally, the SNARS-MUSIC, being a subspace tting approach, enjoys the excellent statistical accuracy of this class of parameter estimation methods see, e.g., 4, 5 . In what concerns the computational burden, SNARS-MUSIC requires a search o ver a t wo-dimensional space, which can be organized in an e cient manner as described in 6 .
SNARS HANKEL COVARIANCE MATRIX PROPERTIES
In this section we present a subspace property of the Hankel matrix built from the covariances of a SNARS. The SNARS-MUSIC parameter estimator, to be presented in the next section, is obtained in a straightforward manner from this property. Let rk = E ytyt k We can then estimate the rank of R from b R by using the rule T" recently introduced in 7 . The reader is referred to the cited reference for the details of the rank order estimation scheme.
The results of Theorem 3.1 also have a p o t e n tial for SNARS parameter estimation, as described in the next sections.
ESTIMATION OF THE COEFFICIENTS OF D
Clearly, the estimation of fd k g n k=1 can be reduced to the estimation of f p g n p=1 , the roots z n Dz 1 . By using the fact that rank R = n, we can write the singular value decomposition of R as 
ESTIMATION OF 2
It can be shown, that an estimate b 2 of 2 can be determined from a simple least-squares technique:
where the quantities fb 'kg are readily obtained from the estimates of fd k g we refer to 6 for the details on how to obtain fb 'kg. The interval for the index k con- 
