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Abstract—One of the serious obstacles to the applications of
speech emotion recognition systems in real-life settings is the
lack of generalization of the emotion classifiers. Many recogni-
tion systems often present a dramatic drop in performance when
tested on speech data obtained from different speakers, acoustic
environments, linguistic content, and domain conditions. In this
letter, we propose a novel unsupervised domain adaptation model,
called Universum autoencoders, to improve the performance of
the systems evaluated in mismatched training and test conditions.
To address the mismatch, our proposed model not only learns
discriminative information from labeled data, but also learns to
incorporate the prior knowledge from unlabeled data into the
learning. Experimental results on the labeled Geneva Whispered
Emotion Corpus database plus other three unlabeled databases
demonstrate the effectiveness of the proposed method when com-
pared to other domain adaptation methods.
Index Terms—Deep learning, domain adaptation, speech
emotion recognition, universum autoencoders (U-AE).
I. INTRODUCTION
D ESPITE remarkable advances in speech emotion recog-nition [1]–[3], robustness and generalization of emotion
recognition systems remain an open challenge [4]–[6]. The dif-
ficulty of the task arises from the enormous speech variability
that an emotion recognition system confronts when it is tested
with new speakers and environments. While it may be possi-
ble to gain access to all variations by collecting and annotating
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large amounts of emotional speech data that might be presented
to the system, such approaches are infamously time consuming
and expensive, and tend to fail when the target domain changes.
An appealing approach to enhancing the generalization in
speech emotion recognition is domain adaptation. In such
systems, the mismatch between the training and test data
is addressed by leveraging over prior knowledge found in
one source. Previous studies have proposed a variant of do-
main adaptation approaches with positive performance for
speech emotion recognition, including kernel mean match-
ing (KMM) [7], a Kullback–Leibler importance estima-
tion procedure (KLIEP) [8], shared-hidden-layer autoencoders
(SHLA) [9], Nonnegative matrix factorization [10], domain
adaptive least-squares regression [11], and PCANet [12]. These
domain adaptation methods usually adopt a hybrid framework
that combines features of unsupervised learning (e. g., autoen-
coders) and supervised learning [e. g., support vector machines
(SVM)]. The critical disadvantage of these existing methods is
that the unsupervised learning is prone to learn irrelevant repre-
sentations making the following supervised classifier unfavor-
able to its learning, due to the absence of the label information
of the task of interest.
In this letter, we propose a novel end-to-end domain adapta-
tion algorithm, called Universum autoencoder (U-AE), which
endows an unsupervised learning autoencoder with the super-
vised learning capability. Such additional supervised learning
capability enables this novel autoencoder to guide the learn-
ing toward the aim to improve the performance of systems.
Our approach is motivated by the observation that each emo-
tionally colored speech audio will contain common knowledge
of emotions that are similar to those in target speech audios.
Therefore, if we can exploit such knowledge from the unlabeled
data, then this knowledge can be incorporated into mitigating
the mismatch.
Our work is theoretically inspired by Universum learning
(U-learning) [13], [14], where unlabeled data, termed as Univer-
sum, were used as a penalty term of the standard SVM objective
function to enhance classification performance for digit recog-
nition. Extending this idea to a domain adaptation scenario, we
propose to add the margin-based loss introduced in U-learning to
a deep autoencoder, leading to reducing the inherent mismatch
between the training and test data by simultaneously learning
common knowledge from labeled and unlabeled data.
II. UNIVERSUM AUTOENCODERS
In U-AE, we are given a labeled training set of
N examples{(x1 ,y1), (x2 ,y2), . . . , (xN ,yN )}, where yi ∈
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Fig. 1. U-AE consist of the encoder, the decoder, and
the U-learning path. Given a labeled training set of N
examples{(x1 , y1 ), (x2 , y2 ), . . . , (xN , yN )} and an unlabeled dataset,
called the Universum U = {xN +1 , xN +2 , . . . , xN +M }, the objective
function L jointly minimizes the reconstruction error LRec and the U-learning
loss LU in the form of a combination of the L2 -margin loss and ε-insensitive
loss.
RK×1 , yi [k] = 1 when sample i belongs to class k, oth-
erwise yi [k] = 0, and K is the total number of classes.
In addition, we are given an unlabeled dataset, called the Uni-
versum U = {xN +1 ,xN +2 , . . . ,xN +M }. Clearly, as in domain
adaptation, we simply assume that the unlabeled data should be
potentially relevant to the test data if unlabeled data are to pro-
vide prior knowledge. For example, we would normally expect
that the unlabeled data and the test data come from the same
input spoken language type (e. g., German language) or speech
production modality (e. g., “normal phonated” speech), etc.
A. Encoder and the Decoder
As illustrated in Fig. 1, the U-AE model includes the en-
coder and thedecoder, which both consist of multiple feed-
forward neural network layers, resulting in an algorithm that has
the representational capability to discover intricate structures
in the input data in an unsupervised manner. The encoder takes
the input x and nonlinearly maps it to a hidden representation
hLe
hLe (W




WeL−1 · · · f (We1x) · · ·
))
(1)
where the matrix Wel corresponds to the parameters of the lth
layer, f(·) is a nonlinear activation function, such as the rectified
linear unit in this letter, and L represents the number of layers.
The decoder is required to reconstruct the input from the
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We define the reconstruction error as the sum of squared




‖xi − x̂i‖2 (3)
whose value is expected to be minimized during training. The
parameters W are determined by minimizing LRec(W).
Fig. 2. ε-insensitive loss function (U (x) = max(|x| − ε, 0)) penalizes
Universum examples that are far from the ε-insensitive zone. Here, it is shown
with ε = 0.2.
B. Universum Learning Path
In addition to the aforementioned reconstruction process, the
U-AE is equipped with theU-learning path, leading the autoen-
coder to efficiently learning from the labeled and unlabeled
data. The U-learning path derives from a Lu-layer feed-forward












) · · ·) (4)
where hu ∈ RK×1 represents the outputs from the last layer of
the U-learning path.
We apply a novel loss function to optimize the parameters
in the U-AE, which is originally used in U-SVM [14]. The loss
function is defined as the mixture of the L2-margin loss and ε-
insensitive loss. Here, the aim is to take advantage of the labeled
and unlabeled data.





max(ξ − yTi hui , 0)2 (5)
where the margin value ξ is a tuning-parameter, and C > 0 is a
regularization parameter controlling the effect of margin.
In neural networks, the weights are commonly learnt by the
backpropagation algorithm [15]. Hence, we need the gradients
from the L2 margin-based loss with respect to its input, which
is calculated as follows:
dL2
dhui
= −2C max(ξ − yTi hui , 0). (6)
For the unlabeled data, we adopt the ε-insensitive loss, de-
picted in Fig. 2, which is defined as follows:
U(hu,) = H−ε(hu,) + H−ε(−h)u,
= H−ε(|hu, |) =
K∑
k=1
max(|hu, [k]| − ε, 0) (7)
where the Hinge loss function H−ε(hu,) =
∑K
k=1
max(hu, [k] − ε, 0), and ε is a tuning-parameter. This
loss measures the real-valued output of our network on the
Universum examples and penalizes outputs that are far away
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From the theory of U-learning, the generalization of a classi-
fier can be enhanced by learning through contradictions [14].
Thus, the intuition behind the ε-insensitive loss is to find an
equivalence class with a large number of contradictions on the
Universum.
We add the ε-insensitive loss as a penalty term to the L2
margin-based loss function to form the total loss function of the
U-learning path. That is, we minimize
LU = CL2 + CuLu (9)
where the tuning-parameters C > 0 and Cu > 0 control the
tradeoff between minimization of classification errors on the
labeled data and maximization of the number of contradictions
on the Universum data.
C. Joint Objective
The final objective function is a convex linear combination
of the reconstruction error [i. e., (3)] and the margin-based loss
[i. e., (9)]
L = LRec + CL2 + CuLu . (10)
In this way, the U-AE makes full use of the available labeled and
unlabeled data (Universum) to learn a strong classifier with a
minimum reconstruction error as well as a minimum classifica-
tion error. Like the standard neural networks, the present model
can be optimized by the backpropagation algorithm.
Analogous to denoising autoencoders (see [5], [9], [16]), we
intentionally inject noise, such as additive Gaussian noise, into
the inputs so as to encourage the U-AE to learn meaningful rep-
resentations. Furthermore, batch normalization [17] is applied
for addressing the internal covariance shift issue.
III. EXPERIMENTS
A. Selected Data and Acoustic Features
To investigate the performance of the proposed method, we
consider a typical cross-domain speech emotion recognition
task, namely the cross-speech-mode task introduced as in the
Geneva Whispered Emotion Corpus (GeWEC) [18]. The se-
lected corpus provides normal and whispered paired utterances.
Two male and two female professional French-speaking ac-
tors in Geneva were recruited to speak eight predefined French
pseudowords with a given emotional state in both normal and
whispered speech modes. Speech was expressed in four emo-
tional states: angry, frightened, happy, and neutral. As a result,
GeWEC consists of 1280 instances in total. In our experiments,
the whispered speech GeWEC data are used for training while
the normal speech mode data are used for testing. In this setting,
the high mismatch between the training and test data appears to
lead a conventional emotion system to poor performance.
In addition, three publicly available and popular databases,
namely the Airplane Behavior Corpus (ABC) [19], the Berlin
EMOtional speech database (EMODB) [20], and the Speech
Under Simulated and Actual Stress (SUSAS) set [21] are chosen
as unlabeled training sets. Table I summarizes the properties and
statistics of the four databases (GeWEC, ABC, EMODB, and
SUSAS).
For acoustic features, we adopted the standardized fea-
ture set used in the INTERSPEECH 2009 Emotion Chal-
lenge [22], in which 12 functionals are applied to 2 × 16 acoustic
low-level descriptors including their first-order delta regression
coefficients. Thus, the total feature vector per utterance con-
tains 16 × 2 × 12 = 384 attributes. To ensure reproducibility,
the open source openSMILE toolkit version 2.0 [23] was used
with the predefined challenge configuration.
B. Experimental Setup
In the neural network learning process, we applied the Adam
optimization algorithm [24] with maximum 50 epochs to opti-
mize the parameters. For training the U-AE neural networks, we
injected Gaussian noise with a variance of 0.5 to generate the
corrupted input. We used grid search to search over the learn-
ing rate {0.1, 0.01, 0.001, 0.0001}, the number of hidden nodes
{100, 200, 500, 1 000}, C ∈ {0.01, 0.005, 0.001, 0.00001}, ε ∈
{0.005, 0.001}, and Cu ∈ {0.005, 0.001, 0.0001}. The margin
value ξ was fixed to 1 in the experiments. The number of hid-
den layers for the encoder and decoder is set to two while the
U-learning path has only one hidden layer. Each hidden layer
has the same hidden nodes. Input and target features are stan-
dardized to zero mean and unit variance on the training set. We
apply five-fold validation on the training set to parameter tun-
ing. Each experiment is repeated ten times with different seeds
for parameter installation and data selection.
We evaluate the performance by unweighted average recall
(UAR), which is often used as the challenges-recommended
measure for speech emotion recognition. In addition, signifi-
cance tests are conducted by computing a one-sided z-test.
C. Comparison to State-of-the-Art Methods
We compare our U-AE with the following methods.
1) SVM: A widely adopted system based on the chosen
acoustic features and the SVM classifier.
2) KLIEP [8] and
3) KMM [7]: Two representative covariate shift adaptation
methods, which were recently shown to yield impressive
performance improvement on the first speech emotion
challenge task [26].
4) SHLA [9]: A successful autoencoder-based domain adap-
tation method for emotion recognition.
5) MGD [18]: A recently published model based on the mod-
ified group delay (MGD) features that provides the state-
of-the-art performance on the GeWEC test set.
Table II summarizes the cross-domain recognition accuracy
of all algorithms over ten independent runs. As can be seen, the
previous domain adaptation algorithms such as KLIEP obtain
an increase in performance on the cross-domain task when com-
pared to the traditional methods such as SVM. This reveals that
domain adaptation can reduce the domain mismatch and im-
prove the generalization capacity of the emotion classifier [9].
Notably, our proposed U-AE method, which simultaneously ex-
ploits the labeled training data and the given unlabeled data
(e. g., ABC), performs better than all other methods. Specif-
ically, the U-AE method obtains an average UAR of 63.3 %
given the unlabeled ABC data, which is higher than the maxi-
mum average UAR (58.3 %) obtained by SHLA. It passes the
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TABLE I
SUMMARY OF THE FOUR CHOSEN DATABASES
Corpus Mode Language Type # Emotions # All h:mm #m #f Rec Rate (kHz)
GeWEC whispered/normal French acted 4 1 200 0:14 2 2 studio 16
ABC normal German acted 6 430 1:15 4 4 studio 16
EMODB normal German acted 7 494 0:21 5 5 studio 16
SUSAS normal English natural 4 3 593 1:01 4 3 noisy 8
Mode whispered/normal (speech production). Type of material (acted/natural). Number of emotion categories (# Emotions). Overall
number of turns (# All). Total audio time (h:mm). Number of female (# f) and male (# m) subjects. Recording (Rec) conditions
(studio/noisy).
TABLE II
AVERAGE UAR OVER TEN TRIALS ON THE GEWEC TEST SET
Method UAR [%]
Supervised methods:
SVM 54.1±0 . 0
MGD [18] 54.8±0 . 0
Domain Adaptation methods:
KLIEP [25] 56.7±0 . 6
KMM [7] 55.8±0 . 0
SHLA [9] 58.3±1 . 8
Our proposed method:
U-AE (+ABC) 63.3±1 . 2
U-AE (+EMODB) 62.0±1 . 2
U-AE (+SUSAS) 62.8±0 . 8
Unlabeled data are from either ABC, EMODB, or SUSAS. We compare
our proposed method with previously reported GeWEC test UARs and
other domain adaptation methods. Significant results are bolded. Names
of unlabeled data are in parentheses.
Fig. 3. Effect of the number of the labeled training data when different unla-
beled data (i. e., ABC, EMODB, or SUSAS) are used for training. The normal
supervised learning SVM and a semisupervised learning algorithm SSELM [27]
are used for comparison. (a) ABC. (b) EMODB. (c) SUSAS.
significance test at p < 0.05 and p < 0.001 against the SHLA
and MGD methods, respectively. These experimental results in-
dicate the effectiveness of using the concept of the simultaneous
reconstruction and U-learning for domain adaptation.
D. Performance Effect of Different Amount of Labeled Data
We further analyze the performance effect of using different
numbers of labeled training data. For comparison, the predomi-
nant supervised learning emotion recognition approach by SVM
is considered. Further, we believe that we should compare with
semisupervised learning algorithms that exploit information in
the unlabeled data. For this purpose, we compare with semisu-
pervised extreme learning machines (SSELM) [27]. In the anal-
ysis, we randomly selected a fixed number of labeled data from
the GeWEC whispered speech, and used them together with one
of the three unlabeled databases for the training. Fig. 3 presents
the experimental results.
From Fig. 3, we can find that increasing the number of the
labeled data leads to a consistent performance growth. The un-
labeled data, as expected, help the SSELM and U-AE methods
effectively improve the performance. Surprisingly, SSELM and
U-AE make use of only 100 labeled training examples together
with the unlabeled SUSAS data to obtain the UAR of 54.8 % and
59.3 %, respectively, which are even comparable to the SVM
UAR 54.1 % with the whole labeled data (640 examples). It can
be further observed that U-AE outperforms SSELM by a mar-
gin. This suggests that U-AE is able to achieve a more efficient
use of unlabeled data than the previous semisupervised learning
method in the context of domain adaptation.
IV. CONCLUSION
In this letter, we proposed Universum autoencoders, a novel
model for unsupervised domain adaptation in speech emotion
recognition and general related machine learning tasks. The
proposed autoencoder retains the representational capability
to discover the intrinsic structures in the input. Furthermore,
based on the concept of U-learning, the novel model leverages
the margin-based classification loss to exploit the prior knowl-
edge from unlabeled data in an attempt to regulate the learning
process. Cross-speech-mode experiments on the GeWEC data
present that the proposed method effectively and significantly
enhances the emotion recognition accuracy in mismatched con-
ditions when compared to other domain adaptation methods. In
future work, we plan to extend the proposed method to various
computational paralinguistics and further tasks.
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