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Abstract
The structured low-rank approximation problem for general affine structures, weighted 2-norms
and fixed elements is considered. The variable projection principle is used to reduce the di-
mensionality of the optimization problem. Algorithms for evaluation of the cost function, the
gradient and an approximation of the Hessian are developed. For m×n mosaic Hankel matrices
the algorithms have complexity O(m2n).
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1. Introduction
An affine matrix structure is an affine map from a structure parameter space Rnp to a space
of matrices Rm×n, defined by
S (p) = S0 +
np∑
i=1
pkSk, (S )
where Sk ∈ Rm×n. Without loss of generality, we can consider only the case m ≤ n. The struc-
tured low-rank approximation is the problem of finding the best low-rank structure-preserving
approximation of a given data matrix [1, 2].
Problem 1 (Structured low-rank approximation). Given an affine structure S , data vector pD ∈
Rnp , norm ‖ · ‖ and natural number r < min(m,n)
minimize
p̂∈Rnp
‖pD − p̂‖ subject to rank S (p̂) ≤ r. (SLRA)
In this paper, we consider the case of a weighted 2-norm, given by
‖p‖2W := p⊤Wp, W ∈ Rnp×np , (‖ · ‖2W)
where W is
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• either a symmetric positive definite matrix,
• or a diagonal matrix
W = diag(w1, . . . , wnp), wi ∈ (0;∞], (w→W)
where∞·0 = 0 by convention. A finiteness constraint ‖pD− p̂‖2W <∞ is additionally im-
posed on (SLRA). Problem (SLRA) with the weighted norm (‖ · ‖2W) given by (w→W)
is equivalent to (SLRA) with an element-wise weighted 2-norm
‖p‖2w =
∑
wi 6=∞
wip
2
i ,
and a set of fixed values constraints
(pD)i = p̂i for all i with wi =∞.
The structured low-rank approximation problem with the weighted 2-norm appears in signal
processing, computer algebra, identification of dynamical systems, and other applications. We
refer the reader to [1, 2] for an overview. In this paper, we consider general affine structures (S )
and, in particular, structures that have the form
S (p) = ΦHm,n(p), (ΦHm,n)
where Φ is a full row rank matrix and Hm,n is a mosaic Hankel [3] matrix structure.
Many data modeling problems can be reduced to (SLRA) with the structure (ΦHm,n) and
weighted norm, defined by (w →W), see [1, 4]. In data modeling, the number of rowsm usually
has the meaning of the model complexity and the number of columns n is of the same order as
the number of data points [2]. Typically, the case m ≪ n is of interest, i.e. approximation of a
large amount of data by a low-complexity model.
1.1. Mosaic Hankel structure
A mosaic Hankel matrix structure Hm,n [3] is a map defined by two integer vectors
m =
[
m1 · · · mq
] ∈ Nq and n = [n1 · · · nN ] ∈ NN (m,n)
as follows:
Hm,n(p) :=
Hm1,n1(p
(1,1)) · · · Hm1,nN (p(1,N))
...
...
Hmq,n1(p
(q,1)) · · · Hmq ,nN (p(q,N))
 , (Hm,n)
where
p = col(p(1,1), . . . , p(q,1), . . . , p(1,N), . . . , p(q,N)), p(k,l) ∈ Rmk+nl−1, (p)
is the partition of the parameter vector, and Hm,n : Rm+n−1 → Rm×n is the Hankel structure
Hm,n(p) :=

p1 p2 p3 · · · pn
p2 p3 .
. . pn+1
p3 .
. . ...
... pm+n−2
pm pm+1 · · · pm+n−2 pm+n−1

.
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Note that the number of parameters for (Hm,n) is equal to
np = N
q∑
k=1
mk + q
N∑
l=1
nl −Nq,
the number of columns is equal to
q∑
k=1
mk, and the number of rows is
N∑
l=1
nl.
The mosaic Hankel structure is a generalization of the block-Hankel structure, which is de-
fined as
Hm1,n1(C) :=

C1,:,: C2,:,: · · · Cn1,:,:
C2,:,: .
. . Cn1+1,:,:
... . .
. ...
Cm1,:,: Cm1+1,:,: · · · Cm1+n1−1,:,:
 , (Hm1,n1(C))
where C ∈ R(m1+n1−1)×q×N is a 3-dimensional tensor. Indeed, consider permutation matrices
Π(k,l) :=
[
Ik ⊗ e(1) . . . Ik ⊗ e(l)
]⊤
, (Π(k,l))
where ⊗ is the Kronecker product. Then the block-Hankel structure (Hm1,n1(C)) can be trans-
formed to a mosaic Hankel structure (Hm,n) by permutation of the rows and columns
Π(m1,q)Hm1,n1(C)(Π
(n1,N))⊤ = H[m1 ··· m1 ],[n1 ··· n1 ](p), (Hm1,n1(C)↔ Hm,n)
where p is defined as (p) with p(k,l)i := Ci,k,l (an unfolding of the tensor C).
1.2. Optimization methods and the variable projection
Problem (SLRA) is non-convex and except for a few special cases (e.g. for unstructured
matrices and Frobenius norm, for circulant matrices, and for some classes of square matrices,
see [5, 1]) has no closed-form solution.
Different optimization methods have been developed for different structures and approxima-
tion criteria, see [1] for a historical overview. Many optimization methods use the fact that the
rank constraint rank S (p̂) ≤ r is equivalent to existence of a full row rank matrix R ∈ Rd×m
satisfying RS (p̂) = 0, where d := m − r is the rank reduction in (SLRA). Problem (SLRA)
then can be rewritten (for weighted 2-norm) as
minimize
R∈Rd×m,p̂∈Rnp
‖pD − p̂‖2W subject to rankR = d and RS (p̂) = 0. (SLRAR)
Methods for (SLRAR) include Riemannian SVD [6], structured total least norm approach [7, 8],
and methods based on the variable projection principle. Note that most of the optimization
methods mentioned above were developed for the structured total least squares problem, which
is the problem (SLRAR) with an additional constraint
R =
[
X −Id
]
, X ∈ Rd×r. (STLS)
Most of the methods listed above were designed only for special cases of the weighted 2-norm
(‖ · ‖2W).
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The variable projection approach was proposed in [9] for separable nonlinear least squares
problems. Variable projection was first applied for some special cases of (SLRAR) [10, 11]. In
the variable projection approach, (SLRAR) is rewritten as
minimize
R∈Rd×m,rankR=d
f(R), where (OUTER)
f(R) :=
(
min
p̂∈Rnp
‖pD − p̂‖2W subject to RS (p̂) = 0
)
. (f(R))
The inner minimization problem (f(R)) is a least-norm problem [12] and has a closed form
solution. Therefore (SLRA) is reduced to optimization of (f(R)) on a space of dimension dm,
which is typically much smaller than the dimension np of the eliminated variable p̂.
The cost function f(R) depends only on the subspace spanned by the rows of the argumentR,
i.e. f(R1) = f(R2) if rowspanR1 = rowspanR2. Therefore, f(R) can be considered as a
function defined on the Grassmann manifold [13] of all d-dimensional subspaces of Rn, and
the problem (OUTER) is optimization on a Grassmann manifold. The optimization problem on
a Grassmann manifold can be either transformed to an optimization problem on an Euclidean
space (see [14]), or solved by iterations in tangent spaces (see, for example, [10, 13]). Therefore,
standard optimization routines can be used to minimize (OUTER).
The computation of the cost function has complexity O(n3) if the inner minimization prob-
lem (f(R)) is solved by general-purpose methods (e.g. the QR decomposition [15]). For analytic
computation of derivatives of f(R), which can speed up the convergence of local optimization
methods, only algorithms with complexity O(n3) were proposed in the case of general affine
structure [16].
In [11, 17] it was shown that for a class of structures the cost function (f(R)) and its gradient
can be evaluated inO(mn) flops, which leads to efficient local optimization methods for (SLRA).
The structures considered in [11, 17] are of the form [S (1) · · · S (q) ]⊤, where each block S (l)
is block-Toeplitz, block-Hankel or unstructured, and only whole blocks can be fixed. Only the
2-norm approximation criterion was considered and the constraint (STLS) on R was required.
1.3. Main results and composition of the paper
In this paper we show that the cost function f(R), its gradient and an approximation of
its Hessian can be evaluated in O(m2n) operations for structure (ΦHm,n) and element-wise
weighted 2-norm (that allows fixed values constraints). If the weights are block-wise (or only
whole blocks are fixed), the cost function and the gradient can be evaluated in O(mn) operations,
as in [18].
We develop algorithms for evaluation of f(R) and its gradient for general affine structure
and arbitrary weighted 2-norm. The structure of f(R) is derived in a similar way to [11], but
in contrast to [11, 17] we do not use a probabilistic interpretation of (SLRA). Instead, we show
how the matrix structure (S ) is mapped to the structure of the cost function. In addition, our
definition of the weighted 2-norm incorporates fixed values constraints, which also simplifies the
derivation of the cost function structure in this case.
We provide an explicit derivation of Gauss-Newton approximations of the Hessian of f(R),
for the general affine structure and weighted 2-norm. This derivation was omitted in [17] and
other papers, but was used in the computational routines in [18]. We provide two variants of
the approximation of the Hessian, based on two different representations of f(R) as a sum of
squares.
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The paper is organized as follows. In Section 2, we review some basic properties of affine
structures and (SLRA) in the weighted 2-norm. Section 3 covers the derivation of f(R) for the
general affine structure and weighted 2-norm. For block structures, the cost function is expressed
via cost functions for the blocks. Based on results of Section 3, we develop general-purpose al-
gorithms for evaluation of the cost function and its derivatives in Section 4. Finally, in Section 5,
we specialize the algorithms from Section 4 for mosaic Hankel structures and derive their com-
putational complexity. In Section 6, we discuss the conditions on S and r under which the
algorithms in the paper are applicable; we also discuss accuracy of the computations.
1.4. Notation
We use lowercase letters for vectors and uppercase letter for matrices (square matrices are
denoted by upright letters). By convention, blank elements in matrices denote zeros. Some of
the notation used in the paper is summarized in Table 1.
ai, Ai,j — elements of vectors and matrices.
k : l — the integer vector
[
k · · · l]; we also frequently use con-
vention i ∈ k : l to denote that an integer i satisfies
k ≤ i ≤ l.
aI , AI,J — sub-vectors and sub-matrices indexed by integer vectors; a
single colon stands for selecting all indices, e.g. A:,2 is the
second column of the matrix A.
0m×n — m× n matrix of zeros.
1m×n — m× n matrix of ones.
Im — m×m identity matrix
[
1
. . .
1
]
.
Jm — m×m shift matrix, i.e. Jm :=
[
0(m−1)×1 Im−1
0 01×(m−1)
]
.
e(i) — i-th unit vector.
col(v(1), . . . , v(N)) — concatenation of vectors v(1), . . . , v(N).
blkdiag(A1, . . . , AN ) — block-diagonal matrix composed of matrices A1, . . . , AN .
vecA — the column-wise vectorization of a matrix.
W−1 — either the inverse of W if W is nonsingular, or
diag(w−11 , . . . , w
−1
n ) if W = diag(w1, . . . , wn) and
wk ∈ (0;∞] (with the convention∞−1 = 0).
W−⊤ — the transpose of the inverse (i.e. (W−1)⊤).
LW — either the right Cholesky factor of W if W is positive defi-
nite, or diag(√w1, . . .√wn) if W = diag(w1, . . . , wn) and
wk ∈ (0;∞] (with the convention
√∞ =∞).
Table 1: Notation
2. Affine structures and weighted 2-norms
2.1. Basic properties
Affine structures can be defined in an equivalent to (S ) vector form
vec S (p) = vecS0 + SS p, (vec S )
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where SS is the matrix representation of the linear part of (S ) in the basis {e(i)(e(j))⊤}m,ni,j=1:
SS :=
[
vecS1 · · · vecSnp
]
. (SS )
Example 1. 2× 3 Hankel matrices H2,3(p) can be represented as (S ) with
S0 = 02×3, S1 =
[
1 0 0
0 0 0
]
, S2 =
[
0 1 0
1 0 0
]
, S3 =
[
0 0 1
0 1 0
]
, S4 =
[
0 0 0
0 0 1
]
.
In this case,
SS =

1
1
1
1
1
1
 .
Using (vec S ), it is easy to show that the Frobenius norm is a weighted 2-norm.
Note 1. Let (S ) be an injective map (which corresponds to linearly independent {Sk}npk=1 or
(SS ) with full column rank). Then
‖S (p̂)−S (pD)‖2F = ‖SS (p̂− pD)‖22 = ‖p̂− pD‖2W1 ,
where W1 = S⊤SSS is the Gramian of the system of matrices {Sk}npk=1.
Example 2. In Example 1, the Gramian S⊤
S
SS is diagonal, and the weighted norm correspond-
ing to the Frobenius norm is given by (w →W) with w = col(1, 2, 2, 1).
It is not difficult to show that the Frobenius norm in Note 1 can be replaced by any weighted
Frobenius norm (a weighted 2-norm of vec (S (p̂)−S (pD))).
2.2. From weighted 2-norm to 2-norm
Any (SLRA) problem with weighted 2-norm can be reduced to an unweighted (SLRA) prob-
lem. Consider the following change of parameters
p̂ = pD − L−1W ∆p. (∆p→ p̂)
We define the transformed structure in the vector form (vec S ):
vec S∆(∆p) := vec S (pD)− SSL−1W ∆p, (S∆)
By (vec S ), (S∆) satisfies
S∆(∆p) = S (p̂) (S∆ ↔ S )
for any ∆p. If W in (‖ · ‖2W) is positive definite, then by W = L⊤WLW we have that
‖p̂− pD‖2W = ∆p⊤L−⊤W WL−1W ∆p = ‖∆p‖22. (‖ · ‖W = ‖ · ‖2)
Note that (‖ · ‖W = ‖ · ‖2) does not hold for (w→W). Nevertheless, the following result holds.
Proposition 1. Any problem (SLRA) with (‖ · ‖2W) is equivalent to
minimize
∆p∈Rnp
‖∆p‖22 subject to rank S∆(∆p) ≤ r. (SLRA∆)
Proof. The proof is given in Appendix A.
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3. Variable projection
3.1. Variable projection for the weighted 2-norm
In this subsection, we derive an explicit expression for the cost function (f(R)) for the general
affine structure (S ) and weighted 2-norm (‖ · ‖2W). Consider the change of variables (∆p→ p̂).
By Proposition 1 and (S∆ ↔ S ), the optimization problem in (f(R)) is equivalent to
minimize
∆p∈Rnp
‖∆p‖22
subject to RS∆(∆p) = 0,
(LN∆)
By (S∆) and properties of the vectorization operator, (LN∆) can be rewritten as
minimize
∆p∈Rnp
‖∆p‖22
subject to G(R)∆p = s(R),
(LN)
where s(R) ∈ Rdn and G(R) ∈ Rdn×np are defined as
s(R) := vec (RS (pD)) = (In ⊗R) vec S (pD), (s(R))
G(R) := (In ⊗ R)SSL−1W =
[
vec (RS1) · · · vec
(
RSnp
)]
L−1W . (G(R))
Problem (LN) is a linear least-norm problem in a standard form [12, Ch. 6], and has a closed-
form solution. If G(R) is of full row rank, the solution of (LN) exists and is given by
∆p∗(R) = G⊤(R)Γ−1(R)s(R), (∆p∗(R))
f(R) := ‖∆p∗(R)‖22 = s⊤(R)Γ−1(R)s(R), (s⊤Γ−1s)
where
Γ = Γ(R) := G(R)G⊤(R) ∈ Rdn×dn. (Γ(R))
Note 2. If G(R) is not of full row rank but the problem (LN) is feasible, the solution of (LN) is
given by replacing the inverse of Γ with its pseudoinverse in (∆p∗(R)) and (s⊤Γ−1s).
In what follows, we assume that G(R) is of full row rank, which is equivalent to Γ(R) being
invertible. A necessary condition for this is
np ≥ nd, (NC)
i.e. the number of rows of G(R) should not exceed the number of its columns. We discuss the
invertibility conditions of Γ for mosaic Hankel matrices in Section 6.
Note 3. Since Γ is a polynomial matrix (in the entries of R), it can be inverted symbolically if
it is nonsingular at least for one R. In this case, Γ is infinitely differentiable for all R such that
Γ(R) is nonsingular [14].
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3.2. Block partitioning of Γ(R)
Next, we show how the computation of Γ can be simplified. Let us define
V = VS ,W := SSW
−1
S
⊤
S ∈ Rmn×mn. (V)
Consider the following block partitioning of Γ and V:
Γ(R) =
Γ#11(R) · · · Γ#1n(R)... ...
Γ#n1(R) · · · Γ#nn(R)
 , V =
V#11 · · · V#1n... ...
V#n1 · · · V#nn
 ,
where Γ#ij(R) ∈ Rd×d and V#ij ∈ Rm×m. Then, Γ#ij(R) and V#ij are related by
Γ#ij(R) := RV#ijR
⊤. (Γ#ij)
Indeed, from (Γ(R)) and (G(R)) and the fact that L−1W L−⊤W = W−1 we have that
Γ(R) = (In ⊗R)V(In ⊗R⊤) = blkdiag(R, . . . , R)V blkdiag(R⊤, . . . , R⊤),
which proves (Γ#ij).
Note 4. The structure of Γ is determined by the structure of V. For example, if V is block-
sparse, block-banded or block-Toeplitz, then Γ has the same structural property. The structural
properties of V depend on the matrix structure S and the weight matrix W.
A partition of type (Γ#ij) was derived in [11, 17] from statistical considerations for a class of
structures. Here we have derived it for general S andW via a series of algebraic transformations.
Example 3. In Example 2, G(R) has the form
G(R) =
R1,1 R1,2R1,1 R1,2
R1,1 R1,2
diag(1,√2,√2, 1)
for R ∈ R1×2. In addition, V has the form
VS ,W =

1
2 2
2 2
2 2
2 2
1

Examples 1 and 3 will be generalized in Section 5.1 to Hm,n with arbitrary m and n.
3.3. Variable projection for block matrices
In this subsection, we consider basic transformations of structures and derive the form of
(f(R)) for these transformed structures. First, we consider striped and layered block matrices.
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Lemma 1 (Striped structure). Let p = col(p(1), . . . , p(N)), with p(l) ∈ Rn(l)p and
S (p) =
[
S (1)(p(1)) · · · S (N)(p(N))] , (striped S )
be the striped structure, S (l) : Rn
(l)
p → Rm×nl . Then for S andW = blkdiag(W(1), . . . ,W(N)),
W(l) ∈ Rn(l)p ×n(l)p , we have that:
1. the cost function (f(R)) is equal to the sum
f(R) =
N∑
l=1
f (l)(R), (striped f )
where f (l) is the cost function (f(R)) for the structure S (l) and the weight matrix W(l);
2. the optimal correction ∆p∗(R) is the concatenation
∆p∗(R) = col
(
∆p(1)∗(R), . . . ,∆p(N)∗(R)
) (striped ∆p∗)
of the corrections (∆p∗(R)) for the structures S (l) and weight matrices W(l).
Proof. The inner minimization problem (LN∆) can be expressed as
minimize
∆p(l)∈Rn
(l)
p
N∑
l=1
‖∆p(l)‖22 subject to RS (l)∆ (∆p(l)) = 0, for l ∈ 1 : N.
This sum of squares is minimized by (striped ∆p∗), and its norm is given by (striped f ).
Lemma 2 (Layered structure). Let p = col(p(1), . . . , p(q)), with p(k) ∈ Rn(k)p and
S (p) =
S
(1)(p(1))
...
S (q)(p(q))
 ,
be a layered structure, S (k) : Rn
(k)
p → Rmk×n. Then for S andW = blkdiag(W(1), . . . ,W(q)),
W(k) ∈ Rn(k)p ×n(k)p we have that:
1. the G matrix is
G(R) =
[
G(1)(R(1)) · · · G(q)(R(q))] ,
where
R =
[
R(1) · · · R(q)] (R(k))
is the partition of R into R(k) ∈ Rd×mk ;
2. the Γ matrix is equal to the sum
Γ(R) =
q∑
k=1
Γ(k)(R(k))
of the matrices (Γ(R)) corresponding to (SLRA) with S (k) and W(k);
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3. the matrix (V) for S and W is composed of the blocks
V#ij = blkdiag(V
(1)
#ij , . . . ,V
(q)
#ij),
where V(k) is the matrix (V) for the structure S (k) and the weight matrix W(k);
4. the optimal correction ∆p∗(R) can be expressed as
∆p∗(R) = col
(
∆p(1)∗(R), . . . ,∆p(N)∗(R)
)
,
where ∆p(k)∗(R) := (G(k)(R(k)))⊤Γ−1(R)s(R).
Proof. It is sufficient to prove statement 1, which follows from
vec(RS∆(∆p)) =
q∑
k=1
vec
(
R(k)S
(k)
∆ (∆p
(k))
)
=
q∑
k=1
(
vec
(
R(k)S (k)(p
(k)
D
)
)−G(k)(R(k))∆p(k))
= vec
(
RS (pD)
)− [G(1)(R(1)) · · · G(q)(R(q))]∆p.
The other statements follow from (Γ(R)) and (V).
Next we examine the effect of left multiplication of the structure by a matrix of full row rank.
Lemma 3 (Multiplication by Φ). Let S be defined as
S (p) = ΦS ′(p),
where S ′ : Rnp → Rm′×n and Φ ∈ Rm×m′ is such that rankΦ = m ≤ m′. Then,
fS (R) = fS ′(RΦ).
Proof. This property is easily verified by rewriting the constraint in (f(R)) as
RS (p̂) = RΦS ′(p̂) = 0,
where rankRΦ = m.
4. Cost function and derivatives evaluation
In this section, we develop algorithms for computing the cost function (f(R)), optimal cor-
rection (∆p∗(R)) and their derivatives, for the general affine structure S . The algorithms can
be specialized for a specific class of structures by deriving the form of V#ij , as it will be done
in Section 5 for the mosaic Hankel structure.
In Section 4.1, we provide algorithms for evaluation of (f(R)), computation of the optimal
correction (∆p∗(R)), and computation of the gradient of (f(R)). In Sections 4.2 and 4.3, we
consider the following approximation of the Hessian of (f(R)). Let f(R) = ‖g(R)‖22, where
g(R) ∈ Rns with ns ≥ dm, and Jg be the Jacobian of g. Then, 2J⊤g Jg is an approximation
of the Hessian of f(R). Substituting this approximation in the Newton method is equivalent
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to performing Gauss-Newton iterations, and we will call it a Gauss-Newton approximation of
the Hessian. The Gauss-Newton approximation is frequently used in trust-region methods for
solving nonlinear least-squares problems, e.g. in the Levenberg-Marquardt algorithm [19]. In
Section 4.2, we consider the Jacobian of g(·) = ∆p∗(·), where ∆p∗(·) is defined in (∆p∗(R)).
In Section 4.3 we consider g(·) = L−⊤Γ s(·), where LΓ is the right Cholesky factor of Γ.
We will frequently use the following notation for the solution of the system Γy = s(R):
y = y(R) := Γ−1s(R), (y)
4.1. Cost function, correction and gradient
From (y) and (s⊤Γ−1s), the cost function (f(R)) can be represented as
f(R) = y⊤(R)s(R) = s(R)⊤y(R), (y⊤s)
and can be computed by Algorithm 1.
Algorithm 1 (Cost function evaluation).
Input: S , W, V#ij , pD, R
1: Compute (s(R)).
2: Compute (Γ#ij) using V#ij .
3: Compute (y).
4: Compute the cost function f(R) as (y⊤s).
Output: f(R)
The term ∆p∗(R) in (∆p∗(R)) can be evaluated by Algorithm 2.
Algorithm 2 (Correction computation).
Input: S , W, V#ij , pD, R
1: Perform steps 1–3 of Algorithm 1.
2: Set ∆p∗(R) = G⊤(R)y.
Output: ∆p∗(R)
Note 5. The optimal p̂ in (f(R)) can be computed by combining Algorithm 2 and (∆p→ p̂).
Instead of the gradient ∇f , for convenience, we use the matrix gradient ∇d×m f ∈ Rd×m,
defined as
vec(∇d×m f) := ∇f.
Proposition 2. Let Y ∈ Rd×n be the matrix constructed from the (y) as follows:
y = vecY. (Y )
Then the matrix gradient is given by
∇d×m(f) = 2YS ⊤(p)− 2
m∑
i,j=1
Y:,jY
⊤
:,iRV#ij . (∇d×m)
Proof. The proof is given in Appendix A.
From Proposition 2, the gradient can be computed by Algorithm 3.
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Algorithm 3 (Gradient evaluation).
Input: S , W, V#ij , pD, R
1: Perform steps 1–3 of Algorithm 1.
2: Compute the first term 2YS ⊤(pD) of the gradient (∇d×m).
3: Compute the second term of the gradient (∇d×m).
Output: ∇d×m f(R)
4.2. Approximation of the Hessian: Jacobian of ∆p∗
The following proposition gives an expression to compute the Jacobian of (∆p∗(R)).
Proposition 3.
• The Jacobian of (∆p∗(R)) is given by
∂∆p∗
∂Rij
= G⊤(R)Γ−1zij +
∂G⊤
∂Rij
y, (∂∆p∗/Rij)
where
zij :=
∂s
∂Rij
− ∂Γ
∂Rij
y. (zij)
• The vector zij can be expressed as
zij = (S
⊤(pD)):,j ⊗ e(i) −
(
(z
(1)
j )⊗ e(i) + z(2)ij
)
,
where
z
(1)
j :=
n∑
k=1
col
(
(e(j))⊤V#1kR
⊤Y:,k, . . . , (e
(j))⊤V#nkR
⊤Y:,k
)
, (z(1)j )
z
(2)
ij :=
n∑
k=1
Yi,k col
(
RV#1ke
(j), . . . , RV#nke
(j)
)
. (z(2)ij )
Proof. The proof is given in Appendix A.
Proposition 3 leads to the following algorithm.
Algorithm 4 (Jacobian evaluation).
Input: S , W, V#ij , pD, R
1: Perform steps 1–3 of Algorithm 1.
2: for j ∈ 1 : m do
3: Compute (z(1)j ).
4: for i ∈ 1 : d do
5: Compute (z(2)ij ) and (zij).
6: Set x← G⊤Γ−1zij .
7: Set ∂∆p
∗
∂Rij
← x+ ∂G⊤
∂Rij
y.
8: end for
9: end for
Output: Jacobian of ∆p∗(R)
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4.3. Using Cholesky factorization
In this section, we show that the cost function and an approximation of the Hessian can be
computed using the Cholesky factorization of Γ
Γ = L⊤ΓLΓ.
The Cholesky factorization yields a numerically reliable way [15, Ch. 4] to solve the system of
equations Γu = v, by using the following identity
Γ−1 = L−1Γ L
−⊤
Γ .
Algorithm 5 (Solve system Γu = v).
Input: Γ, v
1: Compute the Cholesky factor LΓ of Γ.
2: Solve L⊤Γ g = v and LΓu = g by backward substitution.
Output: u
Moreover, the cost function can be represented as
f(R) = ‖L−⊤Γ(R)s(R)‖22, (‖L−⊤Γ s‖22)
which leads to a more efficient algorithm for the cost function evaluation than Algorithm 1.
Algorithm 6 (Cost function evaluation using Cholesky factorization).
Input: S , W, V#ij , pD, R
1: Compute (s(R)).
2: Compute (Γ#ij) using V#ij .
3: Compute the Cholesky factor LΓ.
4: Solve L⊤Γ gs(R) = s(R).
5: Compute f(R) = ‖gs(R)‖22.
Output: f(R)
In addition, equation (‖L−⊤Γ s‖22) defines a representation of the cost function as a sum of
squares, which is more compact and easier to compute than (s⊤Γ−1s). Indeed, ∆p∗(R) ∈ Rnp ,
but gs(R) ∈ Rnd. However, the elements of the Jacobian of gs
∂gs
∂Rij
= L−⊤Γ(R)
∂s
∂Rij
+
∂L−⊤Γ(R)
∂Rij
s(R),
cannot be computed analytically due to the need of differentiation of L−⊤Γ . For this purpose the
pseudo-Jacobian, proposed in [20], can be used
∂(p)gs
∂Rij
:=
(
L−⊤Γ(R)
∂s(R)
∂Rij
− 1
2
L−⊤Γ(R)
∂Γ
∂Rij
Γ−1s(R)
)
. (∂(p)gs/∂Rij)
Note 6. In [20] it was shown that for functions of the form (s⊤Γ−1s), the pseudo-Jacobian J (p)g
yields the same stationary points of f(R) (i.e.,∇f = 2(J (p)g )⊤g) and provides an approximation
of the Hessian of f(R).
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It is easy to see that (∂(p)gs/∂Rij) and (zij) differ only by a constant factor in one summand.
Therefore,
∂(p)gs
∂Rij
= L−⊤Γ(R)z
(p)
ij ,
z
(p)
ij := (S
⊤(pD)):,j ⊗ e(i) − 1
2
(
(z
(1)
j )⊗ e(i) + z(2)ij
)
.
(z(p)ij )
The resulting algorithm is Algorithm 7.
Algorithm 7 (Pseudo-Jacobian evaluation).
Input: S , W, V#ij , pD, R
1: Compute steps 1–2 of Algorithm 3 using Algorithm 5.
2: for j ∈ 1 : m do
3: Compute (z(1)j ).
4: for i ∈ 1 : d do
5: Compute (z(2)ij ) and (z(p)ij ).
6: Solve L⊤Γ(R)∂(p)gs/∂Rij = z
(p)
ij .
7: end for
8: end for
Output: The pseudo-Jacobian J (p)gs
5. Weighted mosaic Hankel structured low-rank approximation problem
In this section, we establish the form of Γ(R), V#ij and f(R) for the structure (ΦHm,n) and
weight matrix
W = blkdiag(W(1,1), . . . ,W(q,N)). (blkdiagW)
In view of Lemmae 1–3, we can consider only the scalar Hankel structure.
5.1. Scalar Hankel matrices
Lemma 4. For the scalar Hankel structure, the matrix (SS ) has the following form
SHm,n :=

[
Im 0m×(np−m)
]
J0np[
Im 0m×(np−m)
]
J1np
...[
Im 0m×(np−m)
]
Jn−1np
 . (SHm,n )
Proof. Indeed, for a vector p = [p1 . . . pnp]⊤, we have[
Im 0(np−m)×m
]
Jknpp = pk+1:k+m. ([I 0]Jk)
Therefore, (vec S ) holds with (SHm,n ) and S0 = 0m×n.
14
Corollary 1. The matrix GHm,n for W = Im+n−1 and R ∈ Rm×d has the form
GHm,n(R) =

R:,1 R:,2 . . . R:,m
R:,1 R:,2 . . . R:,m
. . .
. . .
R:,1 R:,2 . . . R:,m
 ∈ Rnd×(m+n−1). (GHm,n )
We next consider the case of Hankel low-rank approximation with weighted 2-norm.
Proposition 4. For the scalar Hankel structure and weight matrix W, the blocks of (V) are
equal to
V#ij = (W
−1)i:i+m−1,j:j+m−1.
Proof. From (V) and (SHm,n), we have that
V#ij =
[
Im 0m×(np−m)
]
Ji−1np W
−1(J⊤np)
j−1
[
Im
0(np−m)×m
]
. (V#ij(Hm,n))
From ([I 0]Jk) one can verify that (V#ij(Hm,n)) corresponds an m×m submatrix of W−1.
We will call a symmetric matrix b-banded (b-block-banded) if all upper diagonals (resp.
upper block diagonals) starting from b-th are zero. (By convention, the main (block) diagonal is
the 0-th upper (block) diagonal.)
Corollary 2. 1. If W−1 is b-banded then V and Γ are (m+ b− 1)-block-banded.
2. If W−1 is Toeplitz then V and Γ are block-Toeplitz.
3. For the case (w→W) V and Γ are m-block-banded. In particular,
(a) For W = Inp , V#ij = Vj−i, where Vk := (J⊤m)k for k ≥ 0, and V−k = V⊤k . (In
this case, Γ and V are block-Toeplitz.)
(b) For W = diag(w1, . . . , wnp) (element-wise weights and fixed values),
V#ij =
{
diag(γi:i+m−1)(J
⊤
m)
j−i, for j ≥ i,
(V#ji)
⊤, for j < i,
where γi := w−1i .
5.2. The main theorem
By Lemma 1, we can consider only the layered Hankel structure
Hm,n(p) =
Hm1,n(p
(1))
...
Hmq,n(p
(q))
 , wherem = [m1 · · · mq] . (Hm,n)
Theorem 1. For the structure (Hm,n) and W = blkdiag(W(1), . . . ,W(q)), with (W(k))−1
being b(k)-banded, the following statements hold true:
1. the matrix Γ is µ-block banded with d× d blocks, with µ := maxk{mk + b(k) − 1};
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2. if (W(k))−1 are all Toeplitz, then Γ is block-Toeplitz;
3. for the case (w→W) and W(k) = diagw(k), w(k) ∈ Rn(k)p the matrices VHm,n and
ΓHm,n(R) are block-banded with block bandwidth
µ := max{ml}ql=1;
in particular,
(a) the matrices V#ij for j ≥ i can be expressed as
V#ij = diag
(
col
(
γ
(1)
i:i+m1−1
, . . . , γ
(q)
i:i+mq−1
))
(J⊤
m
)j−i, (V#ij(Hm,n))
where γ(k) = (w(k))−1 and Jm := blkdiag(Jm1 , . . . , Jmq);
(b) if the weights are constant for the blocks of (Hm,n), i.e.
w(l) ≡ ωl, where ωl ∈ R, (block-wise w)
then V is block-Toeplitz, i.e., V#ij = Vj−i, and
Γ#ij(R) = Γj−i, Γk = RVkR
⊤,
Vk = blkdiag(γ1Im1 , . . . , γqImq )(J
⊤
m
)k and γl := ω−1l .
Proof. Theorem 1 follows from Lemma 2 and Corollary 2.
5.3. Computational complexity of the algorithms for layered and mosaic Hankel structures
In this section, we assume that W is given by (w→W), and therefore Γ matrix is µ-block-
banded with µ = maxk{mk}. This case is implemented in the C++ solver of [4]. In our
complexity analysis, we count only the number of multiplications, since the number of additions
is typically less than the number of multiplications.
Lemma 5. For (Hm,n), the complexity of the steps in the Algorithm 5 is given by O(d3µ2n) for
step 1 and O(d2µn) for step 2.
Proof. Γ ∈ Rnd×nd is µd-banded, and the complexity of both steps is given in [15, Ch. 4].
Theorem 2. For (Hm,n), the complexity of the cost function evaluation using Algorithm 6 and
gradient evaluation using Algorithm 3 is O(d3µmn).
Proof. The proof is given in Appendix A.
Note 7. By Lemma 1, for the mosaic Hankel structure Hm,n the complexity of the cost function
and gradient evaluation is also O(d3µmn).
Note 8. The computation on the step 2 in the Algorithm 2 has complexity O(dmn).
Theorem 3. The computational complexity of Algorithm 4 (for the Jacobian) is O(d3m2n). The
computational complexity of Algorithm 7 (for the pseudo-Jacobian) is O(d3µmn).
Proof. The proof is given in Appendix A.
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Next, we show that the complexity is linear in m (for fixed d and n) for the cost function and
the gradient in the case (block-wise w). In the cost function evaluation, the most expensive step
is the Cholesky factorization, which can be performed in linear in m number of operations in this
case [21]. The computation of the gradient can be also simplified due to block-Toeplitz structure
of Γ.
Proposition 5. Let y, Y be defined as in (y), (Y ), and weights satisfy (block-wise w). Then the
gradient (∇d×m) can be simplified to
∇d×m(f) = 2YS ⊤(pD)− 2
(
N0RV0 +
∑
0<k≤min(n,µ)
(
NkRVk +N
⊤
k RV
⊤
k
))
,
where Nk := Y (J⊤n )k(Y )⊤.
Proof. The proof is given in Appendix A.
Using Proposition 5, the following theorem can be proved.
Theorem 4. For the case (block-wise w), the complexity of the cost function and gradient eval-
uation is equal to O(d3mn).
Proof. The proof is given in Appendix A.
Note 9. The computations can be further simplified for mosaic Hankel matrices (Hm,n) and
block-wise weights, which are constant along the block rows of the mosaic Hankel matrix, i.e.
w = col
(
w(1,1), . . . , w(q,1), . . . , w(1,N), . . . , w(q,N)
)
, where w(l,k) ≡ ωl, ωl ∈ R.
Let theΓ(l) be theΓ matrix for the structure Hm,nl , as in Lemma 1. Then all Γ(l) are submatrices
of Γ(lmax), where nlmax ≥ nl for all l. Therefore, only the Cholesky factorization of Γ(lmax)
needs to be computed.
Note 10. We have considered only the case when W is diagonal. However, by Theorem 1, Γ is
block-banded/block-Toeplitz if W−1 is b-banded. In this case the algorithms will have complexity
similar to that in Theorems 2–4, with an additional factor b.
Note 10 generalizes the results of [22], where this type of weights was first considered.
5.4. Numerical experiments
First, we consider a family of 2× 2 mosaic Hankel matrices
H[m1 m2 ],[n1 n2 ],m1 = 20,m2 = 22,
[
n1 n2
]
=
[
250, 255
]
+ 250k. (EX1)
In the case of 2-norm (W = Inp) we compute the cost function and its derivatives using the
SLRA package [4]. Hereafter, we use the term “element-wise variant” for the algorithms that
treat weights as different values (implemented in the WLayeredHankelStructure C++
class). We use the term “block-wise variant” for the algorithms that utilize Theorem 4 (block-
Toeplitz structure of Γ), and is implemented in the LayeredHankelStructure C++ class.
In these examples,we consider only the rank reduction d = 1 (r = m− 1).
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Figure 1: The number of columns n versus computation time t, log-log scale. Computation times are shown for the cost
function, gradient and pseudo-Jacobian, depending on n. “el” denotes element-wise variant and “bl” denotes block-wise
variant.
Fig. 1 shows the time needed for computation of the cost function, gradient and pseudo-
Jacobian for (EX1), with k ∈ 0 : 10. The computation time is plotted in logarithmic scale. In all
cases the computation time is bounded by a linear function in n. This empirical observation is in
agreement with Theorem 2 and Theorem 4.
Next, we show the computation time for varying m, for scalar Hankel matrices. In Fig. 2 the
computational time is plotted for element-wise and block-wise variants, as explained above.
1e−02 1e−01 1e+00 1e+01 1e+02
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0
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0
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p.jacobian, bl. 
5e−03 5e−02 5e−01 5e+00
10
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m
function, el.
gradient, el.
p.jacobian, el.
Figure 2: The number of rows m versus computation time t, log-log scale. Computation times are shown for the cost
function, gradient and pseudo-Jacobian, for the structure Hm,2000 . Top: block-wise variant, bottom: element-wise
variant.
Fig. 2 shows that the computational time for the cost function and the gradient is growing
faster than linearly in m (in contrast to Theorems 2 and 4). The computation of the pseudo-
Jacobian is also growing faster than quadratically in m (in contrast to Theorem 3). These effects
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can be expected because in the current version of the software [4] (7 March 2013) products by
V#ij matrices are implemented as products by precomputed matrices, and not as element-wise
products.
The examples in this section are reproducible and can be found in the directory
/test c/test speed
of the publicly available software package [4]. The results in this section were obtained on a
2.6GHz Intel Core i5 CPU with 4GB RAM, running under 64-bit Linux Mint Debian Edition.
6. Conditioning of Γ, solvability conditions, and accuracy of computations
It is important to know the condition number κ2(Γ) in order to use the methods of the paper.
Indeed, κ2(Γ) should be finite in order to apply the efficient algorithms of the paper (Γ should be
invertible). If Γ is invertible, then κ2(Γ) determines the accuracy of the computational process.
Next, we discuss the invertibility of Γ and the behavior of κ2(Γ) for mosaic Hankel matrices.
6.1. Invertibility of Γ
In this subsection, we investigate the conditions of invertibility of Γ for mosaic Hankel ma-
trices (Hm,n). By Lemma 1 it is necessary that G(R) is of full row rank for each Hm,nk . By
simple calculation of dimensions we have that the necessary condition (NC) is equivalent to
q∑
l=1
(ml + nk − 1) ≥ nkd ⇐⇒ (q − d)nk ≥ q −m,
which is satisfied if d ≤ q (and is equivalent to d ≤ q if m < nk − q for all k).
As it was noted in [4], the condition d ≤ q can always be satisfied in applications of mo-
saic Hankel (SLRA) to approximate realization, system identification and model reduction. In
particular, any Hankel (SLRA) can be reduced to an equivalent problem with d = 1.
Proposition 6. For the Hankel structure Hm,np−m+1, r < min(m,np −m+ 1) and pD ∈ Rnp ,
problem (SLRA) is equivalent to (SLRA) for the structure Hr+1,np−r, rank r and pD.
Proof. It is sufficient to show that if r < min(m,np −m+ 1)
rank Hm,np−m+1(p) ≤ r ⇐⇒ rank Hr+1,np−r(p) ≤ r,
which is a corollary of [23, Prop. 5.4].
The next proposition shows that for the general mosaic Hankel structure, if d ≤ q then Γ is
nonsingular for almost all R (is singular on a submanifold of smaller dimension).
Proposition 7. Let d ≤ q, and W be positive definite.
• If d = 1 then Γ(R) is nonsingular for all R ∈ R1×m \ {01×m}.
• If d > 1, there exists a permutation matrix Π ∈ Rm×m such that (Γ(R)) is nonsingular at
R =
[
X Id
]
Π for any X ∈ Rd×(m−d).
Proof. The proof is given in Appendix A.
Proposition 7 is an extended to the mosaic Hankel matrices Corollary 4.11 from [17].
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6.2. Accuracy of the computational process
The key computational procedure in evaluation of the cost function and its derivatives is
the solution of a system of equations Γu = v using Cholesky factorization. The accuracy of
this step depends on the condition number of Γ [15]. In what follows, we review some results
concerning conditioning of symmetric block-Toeplitz µ-block-banded Γ (the case of layered
Hankel structures with block-wise weights, see Theorem 1). For convenience, we denote by
Γ(n) the nd× nd Γ matrix.
Since Γ(n) is symmetric positive-semidefinite, κ2(Γ(n)) (the condition number for 2-norm)
is equal to the ratio of its extreme eigenvalues λmin(Γ(n)) and λmax(Γ(n)). The properties of the
eigenvalues of the matrices Γ(n) are determined by their generating function F : C → Cm×m,
defined as
F(z) =
µ∑
k=−µ
Γkz
k.
Since F(z) is Hermitian for all z and F is continuous on the unit circle T, we can define
aF := min
T
λmin (F(z)) ≥ 0, bF := max
T
λmax (F(z)) <∞.
The results of [24] imply that λmin(Γ(n))ց aF and λmax(Γ(n))ր bF, i.e. the eigenvalues
are in [aF; bF] and converge to the endpoints as n→∞. Therefore,
κ2(Γ
(n))ր bF
aF
.
If F(z) is positive definite on T, then κ2(Γ(n)) ≤ bF/aF <∞. Otherwise, κ2(Γ(n))→∞.
For simplicity, in what follows we consider the case d = 1. For Hankel structures we have
F(z) = R(z)R(z) = |R(z)|2 for z ∈ T, (FHm,n )
where R(z) = R1,1+R1,2z+ . . .+R1,mzm−1 is the characteristic polynomial of the difference
equation defined by R ∈ R1×m. By Lemma 2, in the general case of mosaic Hankel matrices
with block-wise weights wl, the function F is expressed as
F(z) =
q∑
k=1
w−1l |R(k)(z)|2 for z ∈ T. (FHm,n )
For Hankel structures, the condition number of Γ(n) tends to infinity if and only if R(z) has roots
on T. The growth rate is n2α [25], where α is the maximal root multiplicity on T. In Fig 3, we
plot the dependence of κ2 on n ∈ 100 : 1000 for K = 50 random instances of
R(z) =
4∏
k=1
(z − λk)(z − λk).
The roots λk are generated uniformly on the upper half of the unit circle, and the condition
number was computed by the function cond of Matlab. Fig. 3 shows that the matrices can be
very ill-conditioned. In most cases, we have κn grows as n2. In a few cases, the condition
number growth is similar to n4, which can be explained by the neighboring roots behaving as
multiple roots.
102 104 106 108 1010 1012 1014 1016
102
103
Figure 3: n (y-axis) versus κ2(Γ(n)) (x-axis), in log-log scale.
In the mosaic Hankel case, κ2(Γ(n)) is unbounded if and only if (FHm,n ) has zeros on T. If
only one block has a nonzero weight, then the function (FHm,n) is of form (FHm,n) and Γ(n)
has the same conditioning properties as that for the scalar Hankel structure. Otherwise, if at least
two blocks have weights wl <∞ (are not fixed), then all corresponding polynomials in (FHm,n )
need to have common zeros on T in order for F to have a zero on T.
In system identification—one of the main applications of (SLRA) [1]—the former case cor-
responds to output-error identification. The latter case corresponds to errors-in-variables system
identification. For several polynomials, it is less common (compared to a single polynomial) to
have approximately common zeros on or close to the unit circle. Therefore, errors-in-variables
identification with (SLRA) is typically better conditioned than output-error identification.
7. Conclusions
In this paper we considered the structured low-rank approximation problem for general affine
structures, weighted 2-norms and fixed values constraints. We used the variable projection prin-
ciple, which has many advantages when applied to (SLRA). The Γ matrix in (s⊤Γ−1s) is struc-
tured and its structure is determined by the original matrix structure. For the mosaic Hankel
structure (Hm,n), the Γ matrix is block-banded/block-Toeplitz, depending on the structure of the
weight matrix. This allows us to evaluate the cost function f(R) and its derivatives in O(m2n)
flops (O(mn) for the cost function and the gradient if Γ is block-Toeplitz). The approach in this
paper can be applied to other matrix structures S , where the structure of Γ (e.g. sparseness) can
be exploited for efficient computations.
Whenever possible, we considered the most general cases (structures, weights) and developed
the algorithms for the general affine structure. We showed how the cost functions for the blocked
structures (layered, striped) can be expressed through the cost functions of the blocks. This
allowed us to reduce the mosaic Hankel case to the scalar Hankel case and helped to simplify the
derivations of the algorithms and their complexities (compared to [11, 17]). We also considered
fixed values as a special case of the weighted norm, which also simplified treatment of this case.
The developed algorithms require invertibility of the Γ matrix. For affine structures, a nec-
essary condition of invertibility is np ≥ nd, which for mosaic Hankel matrices is satisfied if the
rank reduction d does not exceed the number of block rows q in (Hm,n). If the condition d ≤ q
is satisfied, the Γ matrix is nonsingular for a generic R.
The accuracy of the computations mainly depends on the conditioning of Γ. If Γ is block-
Toeplitz, the properties of its condition number can be expressed through its generating function.
Deeper investigation of properties of Γ, such as invertibility and conditioning, is a direction of
future research.
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Appendix A. Proofs
Proof of Proposition 1. If W is positive definite, then (∆p→ p̂) is an invertible transformation
and problems (SLRA∆) and (SLRA) are equivalent by (S∆ ↔ S ) and (‖ · ‖W = ‖ · ‖2).
Now consider the case when W is given by (w →W). We have that
L−1W = diag(
√
w1
−1
, . . . ,
√
wnp
−1),
where
√∞−1 = 0. Therefore, the parametrization (∆p→ p̂) keeps p̂k = (pD)k for fixed values
(k such that wk = ∞) and runs over all possible p̂k for other k. Therefore, all admissible p̂ for
(SLRA) (with fixed values constraints) can be parametrized as (∆p→ p̂).
Instead of (‖ · ‖W = ‖ · ‖2), in the case (w→W) we have that
‖∆p‖22 = ‖p̂− pD‖2W +
∑
{k: wk=∞}
(∆pk)
2, (A.1)
and by (S∆ ↔ S ) and (A.1), (SLRA∆) is equivalent to
minimize
∆p∈Rnp
(A.1) subject to rank S∆(∆p) ≤ r. (A.2)
It is straightforward that S∆(∆p) does not depend on ∆pk corresponding to the fixed values.
From the first-order optimality conditions of (A.2), all local minima of (A.2) must satisfy ∆pk =
0 for wk =∞. Hence, the local minima of (SLRA) coincide with the local minima of (A.2).
Proof of Proposition 2. First, note that if the differential of f is represented as
df(R,H) = tr(AH⊤),
where tr is the trace operator, then∇d×m(f) = A. From (y⊤s), the differential of f is given by
df(R,H) = 2y⊤ds(R,H)− y⊤dΓ(R,H)y. (df(R,H))
By (s(R)) and (Y ), the first term in (df(R,H)) is equal to
2y⊤ds(R,H) = tr
(
2Y (HS (pD))
⊤
)
= tr
(
2YS ⊤(pD)H
⊤
)
.
By (Γ#ij), the second term in (df(R,H)) is equal to
y⊤dΓ(R,H)y =
n∑
i,j=1
Y ⊤:,idΓ#ij(R,H)Y:,j
=
n∑
i,j=1
Y ⊤:,i (HV#ijR
⊤ +RV#ijH
⊤)Y:,j
=
n∑
i,j=1
tr
((
Y:,iY
⊤
:,jRV
⊤
#ij + Y:,jY
⊤
:,iRV#ij
)
H⊤
)
,
which in combination with V#ij = V⊤#ji yields (∇d×m).
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Proof of Proposition 3. The equation (∂∆p∗/Rij) can be obtained by differentiation of (∆p∗(R)).
The first summand in (zij) can be expressed as
∂s
∂Rij
= vec
(
e(i)(e(j))⊤S (pD)
)
= (S ⊤(pD)):,j ⊗ e(i).
The second summand is
∂Γ
∂Rij
y = col(a1, . . . , an), al ∈ Rd,
where
al =
n∑
k=1
∂Γl,k
∂Rij
Y:,k =
n∑
k=1
(
e(i)(e(j))⊤V#lkR
⊤ +RV#lke
(j)(e(i))⊤
)
Y:,k
=
(
n∑
k=1
(e(j))⊤V#lkR
⊤Y:,k
)
e(i) +
n∑
k=1
Yi,kRV#lke
(j).
Proof of Theorem 2. The complexities for each individual step of Algorithm 6 are given in Ta-
ble A.2. The complexities of the steps for Algorithm 3 are given in Table A.3.
1. Compute (s(R)) — O(dmn), since it is a multiplication of a d×mmatrix
R by m× n matrix S (p)
2. Compute (Γ#ij) — O(d2µmn). We need to compute µn matrices Γ#ij .
By Theorem 1, eachV#ij has≤ m nonzero elements,
and each Γ#ij needs d2m multiplications.
3. Compute LΓ — O(d3µ2n), by Lemma 5.
4. Solve L⊤Γ gs(R) = s(R) — O(d2µn), by Lemma 5.
5. Compute ‖gs(R)‖22 — O(nd).
Table A.2: Complexity of the steps of Algorithm 6
1. Steps 1–3 of Algorithm 1 — O(d3µ2n), see Table A.2.
2. Compute 2YS ⊤(pD) — O(nmd), since it is multiplication of a d × n matrix
by n×m matrix.
3. Compute the second term
of (∇d×m)
— O(dµmn). We need to compute 2µn products
Y:,jY
⊤
:,iRV#ij . By Theorem 1, V#ij has only one
nonzero diagonal and u := Y ⊤:,iRV#ij can be com-
puted in dm flops. The product Y:,ju takes dm flops.
Table A.3: Complexity of the steps of Algorithm 3
Proof of Theorem 3. For each (z(1)j ), due to block-bandedness of V, we need to compute 2µn
products of the form a⊤j,k,lY:,k, where
a⊤j,k,l := (e
(j))⊤V#lkR
⊤.
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By Theorem 1, each (e(j))⊤V#lk has at most one nonzero element, and computing a⊤j,k,l takes
d multiplications. Another d multiplications are needed to compute the inner product of aj,k,l
and Y:,k. The computation of (z(1)j ) is repeated m times, which leads to O(dµmn) complexity.
For each (z(2)ij ), we need to compute 2µn products of the form Yi,kRV#1ke(j), where each
product has complexity d, as in the previous step. The computation of (z(2)ij ) is repeated md
times, which leads to O(d2µmn) complexity.
For pseudo-Jacobian, we need to solvemd times the banded system with the Cholesky factor
L⊤R and zij , which has complexity O(d3µmn). For Jacobian, we also need to multiply each
Γ−1zij from the left by G⊤(R), which has complexity dmn by Note 8. Therefore, this step has
additional complexity O(d2m2n).
Proof of Proposition 5. The second term in (∇d×m) can be represented as
µ∑
k=−µ
min(n−k,n)∑
i=max(1−k,1)
Y:,i+kY
⊤
:,iRVk =
µ∑
k=0
n−k∑
i=1
Y:,i+kY
⊤
:,iRVk +
µ∑
k=1
n−k∑
i=1
Y:,iY
⊤
:,i+kRV
⊤
k .
It is easy to see that for k ≥ 0
n−k∑
i=1
Y:,i+kY
⊤
:,i = Y (J
⊤
n )
k(Y )⊤ = Nk.
Proof of Theorem 4. Since only µ matrices Γk need to be computed, step 2 of Algorithm 1 can
be performed in d2µm flops. For Cholesky factorization (Step 3) the algorithms exploiting the
Toeplitz structure [21] can be used. Their complexity is O(d3µn).
For computation of the gradient, we use Proposition 5. Each Nk can be computed in d2n
multiplications. The computation ofNkRVk has complexityO(d2m) due to sizes of the involved
matrices. Therefore the total complexity of Step 3 of Algorithm 3 if O(d3µn).
Proof of Proposition 7. By Lemma 1, we consider only the case of mosaic Hankel matrix Hm,n.
Since W is a positive definite matrix, by (G(R)) it is sufficient to prove that (In ⊗ R)SS is of
full row rank, therefore we may assume that V = Inp , without loss of generality. We can also
limit our consideration to the case when all mk are equal, by noting that
rankGHm,n(R) = rankGHm′,n(R
′),
where m′ :=
[
mmax · · · mmax
]
, mmax := maxml, and
R′ :=
[
0d×(mmax−m1) R
(1) · · · 0d×(mmax−mq) R(q)
] ∈ Rd×qmmax ,
where R(k) ∈ Rd×mk are defined in (R(k)).
Now we assume that m =
[
m1 · · · m1
]
. Let us consider R = QΠ(m1,q), where Π(m1,q)
is defined in (Π(k,l)). Then by (GHm,n ), we have that
GHm,n(R)Π
(m1+n−1,q) =
Q
(1) . . . Q(m1)
. . .
. . .
Q(1) . . . Q(m1)
 ∈ Rnd×np .
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where Q =
[
Q(1) Q(2) . . . Q(m1)
]
is the partition of Q into Q(k) ∈ Rd×q.
If d = 1, then the matrix GHm,n(R)Π(m1+n−1,q) is of full row rank for all nonzero Q.
For d ≥ 1, consider Q = [X Id]. Since d ≤ q, Q(m1) has the form Q(m1) = [∗ Id] and
GHm,n(R)Π
(m1+n−1,q) is of full row rank due to its row echelon form.
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