













年月 2008 8Lasso-Quantile Regression and its Application to a Non-life Insurance Problem 
 
 
We summarize the recent developments on the statistical method of Lasso-Quantile 
Regression and we apply it to a Non-life Insurance problem.  We discuss the 
asymptotic properties of the Quantile Regression estimator, the computational aspects 
related to the Linear Programming problem and the selection of Quantile regressors.  







෼Ґ఺ճؼ (Quantile Regression) ͷํ๏Λଛ֐อݥʹ͓͚ΔϦεΫཁҼͷσʔλ
ղੳ΁Ԡ༻ͨ͠ɽ෼Ґ఺ճؼʹ͓͚Δਪఆ໰୊Λେن໛ͳઢܗܭը໰୊ͱͯ͠໰୊Λ
































͸ɼ౷ܭֶͰ͸ݹ͔͘Β஌ΒΕ͍ͯΔ࠷খઈରภࠩ๏(Least Absolute Deviation Method,
ུͯ͠LAD๏)ͷൃలܕͱͯ͠ɼKoenker and Basssett [10]ʹΑͬͯఏএ͞Εɼൃలͯ͠
͍Δ౷ܭతϞσϧɼ౷ܭతํ๏Ͱ͋Δɽྫ͑͹ɼઢܗճؼϞσϧͷԼͰ͸ޡࠩͷઈରภࠩ














































ΕΔ) ଛࣦؔ਺Λ༻͍ͯ฼਺Λਪఆ͢Δͱɼ(0,1) ্ͷ೚ҙͷԼଆτ ఺ʹରԠ͢Δ৚݅෇෼
Ґ఺Λਪఆ͢Δ͜ͱ͕Ͱ͖Δɽ͜ͷ͜ͱ͔Β৚݅෇෼෍ͷதԝ஋ʹ͍ͭͯͷ౷ܭతਪ࿦͕
ՄೳͰ͋Δ͚ͩͰͳ͘ɼ͞Βʹ෼෍ͷ੄ͷڍಈʹ͍ͭͯ΋ɺͦͷϦεΫཁҼͷ౷ܭతղੳ




౷ܭత෼ੳͷର৅Ͱ͋ΔϦεΫΛؚΉม਺ Y Λ֬཰ม਺ͱߟ͑Δɽͦͯ͠, Y ͷมಈΛ
આ໌͢ΔϦεΫཁҼͱͯ͠ز͔ͭͷઆ໌ม਺Λߟ͑ɺઆ໌ม਺ϕΫτϧ X =( X1,...,X p) 
͕༩͑ΒΕͨ࣌ͷ֬཰ม਺ Y ͷ৚݅෇෼෍ؔ਺Λ P(Y ≤ y|X)=FY(y|X)ɼ৚݅෇ τ ෼Ґ
఺ΛQτ(Y |X) = inf{y|FY(y|X) ≥ τ} ͱ͢Δɽ͜ͷͱ͖෼Ґ఺ճؼϞσϧ͸
Qτ(Y |X)=α(τ)+β1(τ)X1 + ···+ βp(τ)Xp (1)
= α(τ)+X
 β(τ)
ͱදݱ͞ΕΔɽͨͩ͠β(τ)=( β1(τ),...,β p(τ))  ͸ఆ਺߲Λද͢฼਺α(τ)Λআ͘ະ஌฼਺
ϕΫτϧͰ͋Δɽ͜͜Ͱ֬཰ม਺ U Λ







FU(0) = P(Y ≤ α(τ)+X
 β(τ)) = τ (3)
ͱͳΔͷͰɼएׯͷ஫ҙ͕ඞཁͰ͋Δɽ
͜͜Ͱඃઆ໌ม਺ Y ͱઆ໌ม਺ϕΫτϧ X ʹ͍ͭͯޓ͍ʹಠཱͳ n ݸͷσʔλͷ૊͕
ಘΒΕΔঢ়گΛ૝ఆ͢Δɽ͞Βʹ y =( y1,...,y n)  Λඃઆ໌ม਺ϕΫτϧ (n × 1)ɼxi =






࣍ʹඃઆ໌ม਺ Y ͱઆ໌ม਺ϕΫτϧ X ͷn૊ͷσʔλΑΓ฼਺ϕΫτϧ ((p+1)×1)
(α(τ),β(τ) )  Λਪఆ͢Δ໰୊Λߟ͑Α͏ɽ͜ͷ໰୊ʹ͍ͭͯɼKoenker and Bassett [10]͸
ଛࣦؔ਺ͱͯ͠
L(u)=ρτ(u)=( τ − 1(u<0))u (4)







ρτ(yi − α − x
 
iβ) (5)
Λ࠷খԽ͢Δਪఆํ๏Λߟ࡯͢Δɽ͜ͷ࠷খԽ໰୊ͷղΛ(  α(τ),   β(τ) )  ͱද͢ɽ·ͨઆ໌Λ
ΑΓ༰қʹ͢Δҝʹɼఆ਺߲ΛؚΉઆ໌ม਺ϕΫτϧͷσʔλΛx∗
i =( 1 ,x 




ϧΛ δ(τ)=( α(τ),β(τ) ) ɼਪఆྔϕΫτϧΛ   δ(τ)=(   α(τ),   β(τ) )  ͱ͓ͯ͜͠͏ɽ෼Ґ




తੑ࣭Λൺֱత༰қʹಋ͘͜ͱ͕Ͱ͖ΔɽຊߘͰ͸֬཰ม਺ྻ (yi,xi)( i =1 ,···,n) ʹͭ
͍ͯ࣍ͷΑ͏ͳඪ४తͳਖ਼ଇ৚݅2 Λ༻͍Δɽ
(A1) ֬཰ม਺ྻ (yi,xi)( i =1 ,···,n) ͸ޓ͍ʹಠཱͰಉҰ෼෍ (i.i.d.) ʹ͕ͨ͠͏ɽ
(A2) xi Λॴ༩ͱ͢Δ ui ͷ৚݅෇෼෍ؔ਺ FU(·|xi) ͸ (xi ʹґଘ͠ͳ͍) ݪ఺ͷۙ๣্Ͱਖ਼
ͷີ౓ؔ਺ fU(·|xi) Λ΋ͭɽ͞Βʹ͜ͷۙ๣্Ͱɼs  → fU(s|xi) ͸ (xi ʹ͍ͭͯҰ༷
ʹ)࿈ଓͱͳΔɽ
(A3) ߦྻC =E [ x∗
ix∗ 
i ] ͸ਖ਼ఆ஋ߦྻͱͳΔɽ



























ͳ͓ɼҎ্ͷઆ໌Ͱ͸આ໌ม਺ xi ͕֬཰తͰ͋Δ৔߹Λѻ͕ͬͨɼxi ͕ඇ֬཰తม਺Ͱ
͋Δ৔߹ʹ͸৚݅
(A1)’ ֬཰ม਺ྻ ui (i =1 ,...,n) ͸ޓ͍ʹಠཱʹಉҰ෼෍ (i.i.d.) ʹ͕ͨ͠͏ɽ
(A2)’ ui ͷ෼෍ؔ਺ FU ͸ݪ఺ͷۙ๣Ͱ࿈ଓ͔ͭਖ਼ͳີ౓ؔ਺ fU Λ࣋ͭɽ







































ͱͳΔɽ͜ͷؔ܎Λ্ख͘ར༻ͯ͠Siddiqui [21]͸ඃઆ໌ม਺ Y ͷܦݧ෼෍ؔ਺   Fn Λ༻
͍ͯs(τ)Λ
  sn(τ)={   F
−1
n (τ + hn) −   F
−1
n (τ − hn)}/2hn (10)
ʹΑΓਪఆ͢Δ͜ͱΛఏҊ͍ͯ͠Δɽ͜͏ͨ͠ਪఆํ๏Λ઴ۙతʹਖ਼౰Խ͢Δʹ͸όϯυ













ΛఏҊ͍ͯ͠Δɽ͜͜Ͱ α ͸༗ҙਫ४ɼΦ(·) ͸ඪ४ਖ਼ن෼෍ͷ෼෍ؔ਺ɼzα ͸ Φ(zα)=
1 − α/2 ΛΈͨ͢఺ͱ͢Δɽ͜͜Ͱ s(τ) ͱ s  (τ) ʹ͍ͭͯ͸ྫ͑͹ܦݧ෼෍ؔ਺Λར༻͠
ͯਪఆ͢Δ͜ͱ͕ՄೳͰ͋Δɽs(τ) ͱ s  (τ) ʹؔͯ͠͸Ұகਪఆྔ͑͞ߏ੒Ͱ͖Ε͹Α͍
͜ͱʹ஫ҙ͢Δɽ




3ྫ͑͹ઈରภࠩ࠷খԽ໰୊ʹ͍ͭͯ͸ Amemiya [1]4 અͷઆ໌͕ඪ४తͰ͋Ζ͏ɻಛʹධՁؔ਺͕ತؔ




ͭ·Γઈରภࠩ࠷খԽ (LAD) ճؼʹ͍ͭͯ͸ݹ͔͘Βݚڀ͞Ε͍ͯΔɽྫ͑͹ Barrodale
and Roberts [2]͸LAD ճؼͷੑ࣭Λར༻͠ɼ୯ମ๏ (simplex method)Λ༻͍ͯ࠷దԽ໰
୊Λޮ཰తʹղ͘ํ๏ΛఏҊ͍ͯ͠Δɽ൴ΒͷΞϧΰϦζϜ͸ͦͷޙɼ୯ମ๏Λ༻͍ͯ෼
Ґ఺ճؼ໰୊Λղ͘৔߹ʹ΋޿͘࢖ΘΕΔΑ͏ʹͳ͍ͬͯΔɽ͞Βʹઢܗܭը๏ʹ͓͍ͯ









   
min τ1 
nu +( 1− τ)1 
nv
subject to y − 1nα − Xβ = u − v,
u ≥ 0n, v ≥ 0n
ͱͯ͠දݱͰ͖Δɽ͜͜Ͱ 0n ͱ 1n ͸ͦΕͧΕ 0 ͱ 1 Λ n ݸฒ΂ͨϕΫτϧͰ͋ͬͯɼ
X =[ x1 ···xn]  Ͱ͋Δɽओ໰୊Ͱ͸Pqr ͷ໨తؔ਺Λ (α,β ,u ,v )  ͱ͍͏2n+ p+1ݸͷ





u(h)=v(h)=0p+1, u(¯ h)=( y − X





  =( x
∗
i)i∈h, y(h)=( yi)i∈h,h ⊂{ 1,...,n},
K = {h ⊂{ 1,...,n}|rankX









   
 
max y d
subject to 1 
nd =0 ,
X d = 0p,
d ∈ [τ − 1,τ]n
Ͱ༩͑ΒΕΔ (Koenker [9] ͷ Theorem 2.1 Λࢀর) 5ɽ͜͜Ͱม਺Λఆٛ͠௚͠ɼa = d +











subject to 1 
na =( 1− τ)n,
X a =( 1− τ)X 1n,
a ∈ [0,1]n
4͜͏ͨ͠໰୊ʹ͍ͭͯ͸ྫ͑͹ Portnoy and Koenker [18] Λࢀর͞Ε͍ͨɽ
5ઢܗܭը๏ʹ͓͚Δओ໰୊ͱ૒ର໰୊ͷఆࣜԽ΍૒ରఆཧ (duality theorem) ʹ͍ͭͯ͸஛಺ [22] 5 ষ
ͷઆ໌͕෼͔Γ΍͍͢ɽ

















ྫ͑͹n =3 ,000ɼp =8ͱͨ͠৔߹ʹ͸ղ͕มԽ͢Δճ਺͸໿ 6,000 ճͩͬͨɽ·ͨ p ͸
ม͑ͣʹ n =1 0 ,000 ͱͨ͠৔߹͸໿ 20,000 ճͷղͷมԽ͕֬ೝ͞Εͨɽn ͕͜ͷఔ౓ͷ







Lasso (least absolute shrinkage and selection operator)๏͸ Tibshirani [23]ʹΑΓఏҊ͞
Εͨ౷ܭతख๏Ͱ͋Γɼ΋ͱ΋ͱͦͷ։ൃͷ໨త͸ɼճؼ෼ੳʹ͓͚Δ༧ଌਫ਼౓ͷվળͱม
਺બ୒Ͱ͋ͬͨɽLasso ͸Ϟσϧͷఆ਺߲Ҏ֎ͷύϥϝʔλʹઈର஋ (L1) ϊϧϜͷേଇΛ
͚ͭͯ࠷খೋ৐ਪఆΛద༻͢Δख๏Ͱ͋Δɽ͢ͳΘͪɼLassoਪఆྔ(  αlasso(λ),   βlasso(λ) ) 
6಺఺๏ʹ͍ͭͯ͸খౡɾ౔԰ɾਫ໺ɾ໼෦ [13] Ͱ෼͔Γ΍͘͢આ໌͞Ε͍ͯΔɽ୯ମ๏͕࣮ߦՄೳଟ໘
ମͷ௖఺Λ୧Γͳ͕Β࠷దղΛ୳ࡧ͢Δ͜ͱʹର͠ɼ಺఺๏Ͱ͸ଟ໘ମͷ಺෦Λ௨ͬͯ࠷దղΛ୳͢ɽ














|βj|,λ ≥ 0 (12)
ͷ࠷దղͱͯ͠ఆٛ͞ΕΔɽ͜͜Ͱ λ ͸νϡʔχϯάɾύϥϝʔλͱݺ͹Ε͍ͯΔɽ(12)
ࣜΛλ ܗࣜͷ Lasso ͱݺ΅͏ɽλ ܗࣜʹରͯ͠ t ܗࣜͷ Lasso ΋ఆ͓ٛͯ͜͠͏ɽt ܗࣜͷ













|βj|≤t, t ≥ 0.
λ ܗࣜͱ t ܗࣜͷ࠷খԽ໰୊͸਺ֶతʹ͸ಉ஋Ͱ͋Δɽ
Lasso๏ͱྨࣅͷ౷ܭతํ๏ͱͯ͠͸ Ridgeճؼ๏͕ݹ͔͘Β஌ΒΕ͍ͯΔɽRidgeճؼ
๏͸േଇ෇͖࠷খೋ৐๏ͱ͍͏ҙຯͰ͸ Lasso ๏ͱྨࣅͷ౷ܭతํ๏ͱݟͳ͢͜ͱ͕Ͱ͖





















































nu +( 1 − τ)1 
nv
subject to y − 1n(α+ − α−) − X(β+ − β−)=u − v,
1 
p(β+ + β−) ≤ t,
α+ ≥ 0,α − ≥ 0,
β+ ≥ 0p, β− ≥ 0p,
u ≥ 0n, v ≥ 0n
ͱͯ͠දݱͰ͖Δɽ ɽ
Lasso ෼Ґ఺ճؼͷ৔߹ʹ͸࠷ऴతʹνϡʔχϯάɾύϥϝʔλ t ΛબͿඞཁ͕͋Δͷ
Ͱɼ͢΂ͯͷ t ≥ 0 ʹରͯ͠ਪఆ஋Λܭࢉ͢Δඞཁ͕͋Δɽ͜ͷ໰୊ʹ͍ͭͯ͸ɼྫ͑͹
Kato [7]͸ύϥϝτϦοΫ୯ମ๏ΛϕʔεʹղͷύεΛޮ཰తʹܭࢉ͢ΔΞϧΰϦζϜΛ









Criterion, Koenker et al. [12]) ΍GACV (Generalized Approximate Cross Validation, Yuan
[24]) ͳͲ͕ఏҊ͞Ε͍ͯΔɽ·ͨɼSIC ͷެࣜʹ͓͍ͯϖφϧςΟ߲ʹ͓͚Δ logn Λ 2


















i=1ρτ(yi − x∗ 
i   δ(τ,t))
















Ͱ༩͑ΒΕΔɽ͜͜Ͱdf (t)͸Ϟσϧͷࣗ༝౓(degrees of freedom)ɼ·ͨ͸༗ޮύϥϝʔλ
਺(eﬀective number of parameters)ͱݺ͹ΕɼνϡʔχϯάɾύϥϝʔλtʹΑͬͯίϯτ
ϩʔϧ͞ΕΔϞσϧͷෳࡶ͞Λද͢ࢦඪͰ͋Δɽ͜ͷϞσϧͷࣗ༝౓ʹؔͯ͠͸ Efron [3]
10͕ٞ࿦͍ͯ͠Δ͕ɼYuan [24] ͓Αͼ Li and Zhu [15]͸Ϟσϧ   fτ,t(xi)=  α(τ,t)+x 
i  β(τ,t)
ʹରͯ͠
  df (t)=
n  
i=1
∂   fτ,t(xi)
∂yi
(19)




∂   fτ,t(xi)
∂yi
=# {j |   δj(τ,t)  =0 } (20)
͕੒Γཱͭ͜ͱΛ͍ࣔͯ͠Δɽ͜͜Ͱɼӈล͸Ϟσϧ   fτ,t ʹؚ·ΕΔύϥϝʔλͷݸ਺Λ
ද͍ͯ͠ΔͷͰɼ௚؍తʹ΋Ϟσϧͷෳࡶ͞Λද͢ࢦඪͱͯ͠ద੾ͳ΋ͷͰ͋Δͱݟͳͤ
Α͏ɽͦ͜Ͱ(20) ͷӈลͷ஋Λࣗ༝౓ df (t) ͷਪఆ஋ͱͯ͠࠾༻͠Α͏ɽ
͜͜Ͱྫ͑͹ɼSICʹج͍ͮͯνϡʔχϯάɾύϥϝʔλΛબ୒͢Δ͜ͱΛߟ͑Α͏ɽ͢
ͳΘͪ
ˆ t = argmin
t≥0
SIC(t) (21)
ͱͳΔ ˆ tΛ༻͍ɼ  δ(τ,ˆ t)Λ࠷ऴతͳਪఆ஋ͱ͢Δ͜ͱɼ͕ߟ͑ΒΕΔɽͳ͓σʔλΑΓ ˆ tΛ





i   δ(τ,t))
͸ t ʹؔͯ͠୯ௐݮগͱͳΔɽͦ͜Ͱ   df (t) ͷ t ͷؔ਺ͱͯ͠ͷڍಈΛߟ͑Δͱɼਖ਼ଇԽ
ܦ࿏ (ύε){  δ(τ,t),t ≥ 0} ͸ t ʹؔͯ۠͠෼తʹઢܗɼ͢ͳΘͪ 0=t0 <t 1 < ··· <
tK =
 p
j=1 |  βj(τ)| ͕ଘࡏ͠ɼ{  δ(τ,t),t ∈ [tk−1,t k]} ͸   δ(τ,tk−1) ͱ   δ(τ,tk) Λઢܗʹ݁
Μͩܦ࿏ʹ౳͍͠ɽͨͩ͠ɼ  βj(τ) ͸ແ੍໿ͷ΋ͱͰͷ෼Ґ఺ճؼਪఆ஋Ͱ͋Δɽ͜ͷͱ
͖ɼ(20) Ͱ༩͑ΒΕΔ   df (t) ͷ஋͸ t ∈ (tk−1,t k) ͷͱ͖ҰఆͰ͋Γɼt ↑ tk ͷͱ͖Ұఆ
͔ɼ1 ݮΔ͔ͷ͍ͣΕ͔Ͱ͋Δɽ͍ͣΕͷ৔߹ʹ΋   df (t) ≥   df (tk), (t ∈ (tk−1,t k]) ΑΓ
SIC(t) ≥ SIC(tk),t ∈ (tk−1,t k] ͕੒Γཱͭ͜ͱ͕Θ͔Δɽ͕ͨͬͯ͠




ͳΔ ˆ k Λબ΂͹ɼˆ t = t



























• Pay: ΫϨʔϜֹʢอݥ੥ٻֹʣ ɽ
• Male: உੑͳΒ͹ 1ɼͦͷଞ͸ 0ɽ
• Car3: ༻్ंछ͕ࣗՈ༻ී௨৐༻ं (3 φϯόʔ) ͳΒ͹ 1ɼͦͷଞ͸ 0ɽ
• Holiday: ࣄނ͕ى༵ͬͨ͜೔͕౔೔ͳΒ 1ɼͦͷଞ͸ 0ɽ
• Midnight: ࣄނ͕ىͬͨ࣌ؒ͜ଳ͕ 23 ͔࣌ 5 ࣌·ͰͷؒͳΒ͹ 1ɼͦͷଞ͸ 0ɽ
• Age20s: ӡసऀ೥ྸ͕ 20 ࡀ୅ͳΒ͹ 1ɼͦͷଞ͸ 0ɽ
• Age40s: ӡసऀ೥ྸ͕ 40 ࡀ୅ͳΒ͹ 1ɼͦͷଞ͸ 0ɽ
• Gold: ΰʔϧυ໔ڐॴ࣋ऀͳΒ͹ 1ɼͦͷଞ͸ 0ɽ
• IUnlim: ର෺อݥֹۚ (ࣄނ͕ൃੜͨ͠৔߹ʹଛ֐อݥձ͕ࣾࢧ෷͏อݥۚͷݶ౓ֹ) ͕ແ੍
ݶͳΒ͹ 1ɼͦͷଞ͸ 0ɽ
8ଛ֐อݥྉ཰ࢉग़ػߏͷ HPʢhttp://www.nliro.or.jp/ʣ্Ͱެ։͞Ε͍ͯΔɽ
12ද 1: ΫϨʔϜֹ (Pay) ͷهड़౷ܭྔ
࠷খ஋ ඪ४ภࠩ 1st-Qu தԝ஋ ฏۉ 3rd-Qu ࠷େ஋ ࿪౓ ઑ౓
0.101 2.544 0.696 1.361 2.088 2.527 43.58 43.98 4.795
• IUplim500: ର෺อݥֹ͕ۚ 500 ສԁҎԼͳΒ͹ 1ɼͦͷଞ͸ 0ɽ







(23) Qτ(Pay|x)=β0(τ)+β1(τ)Male + β2(τ)Car3 + β3(τ)Holiday + β4(τ)Midnight
+ β5(τ)Age20s + β6(τ)Age40s + β7(τ)Gold + β8(τ)IUnlim + β9(τ)IUplim500.
ͱද͓ͯ͜͠͏ɽզʑ͸౷ܭϞσϧ (23) Λ༻͍ͯओʹ෼Ґ఺ τ ∈ (0,1) શମͷ܏޲ɼதҐ














ij =1 , (j =1 ,...,p) (24)
ͱӠ͏ม׵ʹΑΓઆ໌ม਺ͷج४ԽΛߦͬͨɽຊߘͰ͸ओʹτ =0 .5ɼ0.95 ʹ͍ͭͯLasso
෼Ґ఺ճؼΛߦͬͨσʔλ෼ੳͷ݁ՌΛઆ໌͢Δ͕ɼͦΕͧΕͷ෼Ґ఺τ ʹର͠ਤ12ɾਤ 13




෼Ґ఺ճؼͷਪఆ݁ՌΛݟ͓ͯ͜͏ɽද 3 ͸࠷খೋ৐๏ʹΑΔճؼ෼ੳͷ݁Ռͱ τ =
0.05,0.1,0.5,0.9,0.95ʹ͍ͭͯͷ෼Ґ఺ճؼͷ݁ՌͰ͋Γɼ਺ࣈͷ্ଆ͕ύϥϝʔλͷਪఆ






































ม਺໊ ݅਺ʢݻମ਺ʣ ฏۉ தԝ஋ ࠷େ஋ ඪ४ภࠩ
Male 3252 2.250 1.449 43.58 2.764
Car3 1714 2.343 1.479 43.58 3.059
Holiday 1758 2.258 1.468 28.35 2.580
Midnight 328 3.216 1.872 34.40 4.194
Age20s 1282 2.257 1.546 27.13 2.567
Age40s 1063 1.876 1.247 18.42 2.017
Gold 2568 1.958 1.286 33.24 2.335
IUnlim 5367 2.071 1.352 43.58 2.526
IUplim500 86 2.477 1.514 19.84 3.224
14ͷྖҬ͕ͦͷ 90%৴པ۠ؒͰ͋Δɽ͜ΕΒͷਪఆ݁ՌΛ౿·͑ͯ௨ৗͷઢܗճؼ෼ੳʹͭ





















ϨʔϜֹ෼෍͸Լଆ͔Βதԝɼͦͯ͠ τ =0 .8 ෇ۙʹ͔͚ͯਖ਼Ͱ༗ҙͱͳ͍ͬͯΔ͜ͱ͕
෼͔ͬͨɽ͔͠͠ɼ্ଆ෼Ґ఺ΛΈΔͱ༗ҙੑ͸ࣔ͞ͳ͍΋ͷͷෛͷ஋Λͱ͍ͬͯΔɽ͜
ͷ͜ͱ͔ΒɼͦͷΫϨʔϜֹ෼෍͸ฏۉతʹӈΑΓ͕ͩɼӈ੄͸ް͘ͳ͍ͱ͍͑ΔͰ͋Ζ
͏ɽ࣍ʹ 40 ࡀ୅ΛݟͯΈΑ͏ɽ30 ࡀҎ্ͷӡసऀʹ͍ͭͯ͸͠͹͠͹อݥֹ͕ۚ҆͘ͳ
Δ܏޲͕͋Δɽզʑͷ෼ੳ݁ՌΛݟͯΈΔͱ࠷খೋ৐๏Ͱ͸ 40 ࡀ୅ͱ͍͏ཁҼ͸ෛͰ༗
























෺อݥֹ͕ۚ 500 ສԁҎԼͷඃอݥऀʹ͍ͭͯ͸θϩͰͳ͘ͳΔ࠷ॳͷ t ͕ଞʹൺ΂େ͖
͍͜ͱΛΈΕ͹ɼ༗ҙ͔൱͔ʹ͍ͭͯͷΑΓ৻ॏͳٞ࿦͕ඞཁͰ͋Ζ͏ɽҎ্ͷٞ࿦͔Β
൑அ͢Ε͹ɼಛʹਂ໷ม਺ͱஉੑม਺͸ϦεΫཁҼͱͯ͠ॏཁͰ͋ΔͱӠ͑ΔͰ͋Ζ͏ɽ










֦ͯେͨ͠άϥϑΛܝࡌ͓͍ͯͨ͠ɽ͜͜Ͱબ୒͞Εͨ෼Ґ఺ճؼϞσϧΛද4 ͱද 5 ʹ
·ͱΊ͓͍ͯͨɽτ =0 .5 ͷέʔεͰ͸ GACV ͱAIC ͸ͱ΋ʹӈ୺ͷ t ʹ͓͍ͯ࠷খ஋Λ
ͱ͍ͬͯΔɽ·ͨɼτ =0 .95 ͷέʔεͰ͸͢΂ͯͷن४ͷԼͰಉ͡Ϟσϧ͕બ୒͞Εͨɽ
զʑͷ෼ੳʹΑΓ SICબ୒͞Εͨ෼Ґ఺ճؼϞσϧ͸ແ੍໿Ϟσϧʹ͓͍ͯ༗ҙͰͳ͍




9ਤ 12ɾਤ 13 Ͱ͸਺஋͸ t Λಈ͔ͨ͠ͱ͖ͷ֤ม਺ͷ܎਺ਪఆ஋ͷมԽΛ͍ࣔͯ͠Δɽt =0ͷ࣌͸͢΂
ͯͷਪఆ஋͸ 0 ͱͳΓɼt ͷ஋͕େ͖͘ͳΔʹͭΕ੍໿͕؇͘ͳͬͯਪఆ஋͕ 0 ͔Β཭Ε͍ͯ͘ɽӈ୺ʹ͓
͚Δਪఆ஋͸੍໿͕ͳ͍৔߹ͷਪఆ஋ʹҰக͍ͯ͠Δɽ
16ද 3: ෼Ґ఺ճؼͷ݁Ռ

























































































































ද 4: બ୒͞ΕͨϞσϧ(τ =0 .5)
SIC GACV & AIC











17ද 5: બ୒͞ΕͨϞσϧ (τ =0 .95)
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A.1 ఆཧ1ͷূ໌















i φ) − ρτ(ui)} (25)
=: Sn(φ)
ͱදݱ͞ΕΔͷͰɼ  δ(τ) − δ(τ) ͸ Sn(φ) ͷ࠷খԽ఺ͱͳΔɽ࣍ʹ Sn(φ) ͕͋Δؔ਺ S(φ)
ʹ֬཰ऩଋ͠ɼऩଋઌ S(φ) ͸φ = 0ͰҰҙͳ࠷খԽ఺Λ࣋ͭ͜ͱΛࣔ͢ɽ͜͜Ͱ Knight
ͷ౳ࣜ (Knight [8])
ρτ(u − v) − ρτ(u)=−v{τ − 1(u<0)} +
  v
0


















{1(ui ≤ s) − 1(ui ≤ 0)}ds
=: S1n(φ)+S2n(φ)
ͱల։͢Δɽͨͩ͠E[τ −1(ui ≤ 0)|xi]=0Ͱ͋Γɼ৚݅(A3)ΑΓ֤߲ͷ෼ࢄ͕༗ݶͱͳ





   x∗ 
i φ
0































i φ  =0ͳΔφ ʹରͯ͠ɼ




{FU(s|xi) − FU(0|xi)}ds > 0 (30)
ͱͳΔɽ·ͨ৚݅ (A3) ΑΓɼa.s.(almost surely) Ͱ x∗ 
i φ =0ͳΔ φ ͸ φ = 0 ͷΈͰ͋Δ
͔Βɼφ = 0͸ S(φ) ͷҰҙͳ࠷খԽ఺ͱͳΔɽ
࣍ʹ Sn(φ) ͷ࠷খԽ఺ φ =   δ(τ) − δ(τ) ͕ S(φ) ͷҰҙͳ࠷খԽ఺ φ = 0 ʹ֬཰ऩଋ
͢Δ͜ͱΛࣔ͢ɽ >0 Λ೚ҙʹݻఆ͢ΔͱɼSn(φ) ͸ತؔ਺Ͱ͋Δ͔Βɼ h  =1ͳΔ









Sn(lh) ≥ Sn( h)
ͱͳΔɽͦ͜Ͱ Δn(φ)=Sn(φ) − S(φ) ͱ͓͚͹ɼ্ͷෆ౳͔ࣜΒ
 
l
{Sn(lh) − Sn(0)}≥Sn( h) − Sn(0)
= {S( h) − S(0)}−{ Δn( h) − Δn(0)}
21͕ಘΒΕΔɽ͕ͨͬͯ͠  h  =1ͳΔ h ∈ Rp+1 ͱ l> ʹର͠
 
l
{Sn(lh) − Sn(0)}≥η − 2Δn (31)
͕੒Γཱͭɽͨͩ͠ɼ͜͜Ͱ η = inf h =1 |S( h) − S(0)|ɼΔn = sup 
￿ ≤  |Δn(φ)| Ͱ͋
Δɽ·ͨ φ = 0 ͸ S(φ) ͷҰҙͳ࠷খԽ఺Ͱ͋ΔͷͰ η>0 ͱͳΔ͜ͱʹ஫ҙ͢Δɽ͍·
φ =   δ(τ) − δ(τ) ͸Sn(φ) ͷ࠷খԽ఺Ͱ͋Δ͔Βɼ   δ(τ) − δ(τ)  > ͳΒ(31) ࣜͷӈล͸
ෛͱͳΔɽ͢ͳΘͪɼ
 
   δ(τ) − δ(τ)  > 
 




   δ(τ) − δ(τ)  > 
 














































n) − 1(ui ≤ 0)}ds
=: Z1n(φ)+Z2n(φ)








































































































































































n) − 1(ui ≤ 0)}
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͕ࣔ͞Εͨɽ͜͜ͰD͸ਖ਼ఆ஋ߦྻ͔ͩΒɼ  Zn(φ)ͷҰҙͳ࠷খԽ఺͸φ = D−1Wn Ͱ༩





i{τ − 1(ui < 0)} Ͱ͋Δɽ͜ͷͱ͖ɼิ୊ (1(6.2
















n{  δ(τ) − δ(τ)} = D
−1Wn + op(1) (38)
ΛಘΔɽ࠷ޙʹத৺ۃݶఆཧΑΓ
Wn










ͱݺͼɼ͜ͷิ୊Λ࢖ͬͯ LAD ਪఆྔͷ઴ۙ෼෍ͷূ໌Λ༩͍͑ͯΔɽิ୊ 1 ͷূ໌ͱ
ͯ͠͸ɼର֯ઢ࿦๏Λ༻͍ͯ Rockafellar [20]ͷ Theorem 10.8 ʹؼணͤ͞Δํ๏΋ߟ͑Β
ΕΔ͕ɼ͜͜Ͱ͸Pollard [17]ʹै͍ࣗݾॆ଍తͳূ໌Λ༩͑Δɽ
24ิ୊ 1. gn : Rd → R ΛϥϯμϜͳತؔ਺ྻͱ͢Δɽg : Rd → R Λඇ֬཰తͳؔ਺ͱ͠ɼ
֤u ∈ Rd ʹରͯ͠ɼgn(u)
p
→ g(u)͕੒Γཱ͍ͬͯΔͱ͢Δɽ͜ͷͱ͖ɼg ͸ತؔ਺Ͱ͋ͬ







ূ໌. ؆୯ͷͨΊ d =1 ɼK =[ 0 ,1] ͷ৔߹Λࣔ͢ (Ұൠͷ৔߹΋ه߸͕ΑΓෳࡶʹͳΔ͕
΄΅ಉ༷ʹূ໌Ͱ͖Δ)ɽ >0Λ೚ҙʹݻఆ͢Δɽ·ͣg(u)͸ತؔ਺͔ͩΒɼಛʹ࿈ଓؔ
਺Ͱ͋Δ (෱ౡ [5]ࢀর)ɽ͕ͨͬͯ͠ɼg(u) ͸[0,1] ্ͰҰ༷࿈ଓͰ͋Δ͔Βɼk ∈ N Λे
෼େ͖͘ͱΕ͹ɼ|u−v| < 1/k ͳΔu,v ∈ [0,1] ʹରͯ͠|g(u)−g(v)| < ͕੒Γཱͭɽͦ
͜Ͱɼ[0,1] ۠ؒΛ k ݸͷ۠ؒ
[0,1/k], [1/k,2/k], ... ,[(k − 1)/k,1] (41)







|gn(u) − g(u)| >C  
 
=0 (42)
















{gn(u) − g(u)} < −C2 
 
=0 . (44)
ͨͩ͠ɼC1ɼC2 ͸  ʹΑΒͳ͍ਖ਼ͷఆ਺Ͱ͋Δɽ







ͱॻ͘ɽͨͩ͠ α ∈ [0,1] Ͱ͋Δɽ͢Δͱ gn(u) ͸ತؔ਺Ͱ͋Δ͔Βɼ
gn(u) ≤ αgn((j − 1)/k)+( 1− α)gn(j/k)
= g(u)+α{gn((j − 1)/k) − g(u)} +( 1− α){gn(j/k) − g(u)}
≤ g(u)+α{|gn((j − 1)/k) − g((j − 1)/k)| + |g((j − 1)/k) − g(u)|}
+( 1− α){|gn(j/k) − g(j/k)| + |g(j/k) − g(u)|}
≤ g(u) + max{|gn((j − 1)/k) − g((j − 1)/k)|,|gn(j/k) − g(j/k)|} +  
25͕੒Γཱͭɽ࠷ӈลͷୈ 2 ߲ͱୈ 3 ߲͸ u ʹґଘ͠ͳ͍͔Βɼ
sup
u∈[(j−1)/k,j/k]
{gn(u) − g(u)}≤max{|gn((j − 1)/k) − g((j − 1)/k)|,|gn(j/k) − g(j/k)|} +  




















ͨͩ͠ɼβ ∈ [1/2,1] Ͱ͋Δɽgn(u)͸ತؔ਺Ͱ͋Δ͔Βɼ
gn(j/k) ≤ βgn(u)+( 1− β)gn((j +1 ) /k)
ΑΓɼ
βgn(u) ≥ gn(j/k) − (1 − β)gn((j +1 ) /k)
= g(j/k)+{gn(j/k) − g(j/k)}−(1 − β)g((j +1 ) /k)
ɹɹɹɹɹɹ − (1 − β){gn((j +1 ) /k) − g((j +1 ) /k)}
= βg(u)+{g(j/k) − g(u)} + {gn(j/k) − g(j/k)}
− (1 − β){g((j +1 ) /k) − g(u)}−(1 − β){gn((j +1 ) /k) − g((j +1 ) /k)}
≥ βg(u) −| gn(j/k) − g(j/k)|−| gn((j +1 ) /k) − g((j +1 ) /k)|−2 
ΛಘΔɽβ ≥ 1/2 Ͱ͋Δ͜ͱʹ஫ҙ͢Δͱɼ
inf
u∈[(j−1)/k,j/k]
{gn(u) − g(u)}≥− 2|gn(j/k) − g(j/k)|−2|gn((j +1 ) /k) − g((j +1 ) /k)|−4 











































































ਤ 4: ࣗՈ༻ී௨৐༻ं (3 φϯόʔ)









































































ਤ 7: ೥ྸ͕ 20 ࡀ୅






































ਤ 8: ೥ྸ͕ 40 ࡀ୅



















































































ਤ 11: ର෺อݥֹ͕ۚ 500 ສԁҎԼ

































514 3 2 7 69 8
ਤ 12: Lasso ෼Ґ఺ճؼͷ݁Ռ(τ =0 .50)






































41 83 2 7 9 5 6
ਤ 13: Lasso ෼Ґ఺ճؼͷ݁Ռ(τ =0 .95)












SIC for Quantile−Lasso (τ=0.5)
SIC 







GACV for Quantile−Lasso (τ=0.5)
GACV 










AIC for Quantile−Lasso (τ=0.5)
AIC 
ਤ 14: Lasso ෼Ґ఺ճؼ (τ =0 .5) ʹ͓͚ΔϞσϧબ୒ن४ͷ஋ɿ্ஈࠨɿSICɼ্ஈӈɿ
GACVɼԼஈɿAIC








SIC for Quantile−Lasso (τ=0.95)
SIC 











SIC for Quantile−Lasso (τ=0.95)
SIC 
ਤ 15: Lasso ෼Ґ఺ճؼ (τ =0 .95) ʹ͓͚ΔSIC ͷ஋ɿӈ͸େ͖͍t ʹର͢ΔSIC ͷ஋









GACV for Quantile−Lasso (τ=0.95)
GACV 












GACV for Quantile−Lasso (τ=0.95)
GACV 
ਤ 16: Lasso ෼Ґ఺ճؼ (τ =0 .95) ʹ͓͚Δ GACV ͷ஋ɿӈ͸େ͖͍ t ʹର͢Δ GACV
ͷ஋









AIC for Quantile−Lasso (τ=0.95)
AIC 












AIC for Quantile−Lasso (τ=0.95)
AIC 
ਤ 17: Lasso ෼Ґ఺ճؼ (τ =0 .95) ʹ͓͚Δ AIC ͷ஋ɿӈ͸େ͖͍t ʹର͢ΔAIC ͷ஋
34