In this paper, we study a new stochastic submodular maximization problem with state-dependent costs and rejections. The input of our problem is a budget constraint B, and a set of items whose states (i.e., the marginal contribution and the cost of an item) are drawn from a known probability distribution. The only way to know the realized state of an item is to probe the item. We allow rejections, i.e., after probing an item and knowing its actual state, we must decide immediately and irrevocably whether to add that item to our solution or not. Our objective is to maximize the objective function subject to a budget constraint on the total cost of the selected items. We present a constant approximate solution to this problem. We show that our solution is also applied to an online setting.
Introduction
In this paper, we study a new stochastic submodular maximization problem. We introduce the state-dependent item costs and rejections into the classic stochastic submodular maximization problem. The input of our problem is a budget constraint B, and a set of items whose states are drawn from a known probability distribution. The marginal contribution and the cost of an item is dependent on its actual state. We must probe an item in order to reveal its actual state. Our model allows rejections, i.e., after probing an item and knowing its actual state, we must decide immediately and irrevocably whether to add that item to our solution or not. Our objective is to select a group of items that maximize the objective function subject to a budget constraint on the total cost of the selected items. We present a constant approximate solution to this problem. Perhaps surprisingly, we show that our algorithm can also be applied to an online setting described as follows: Suppose there is a sequence of items arriving with different states, on the arrival of an item, we must decide immediately and irrevocably whether to select it or not subject to a budget constraint, and the objective is to maximize the objective function. For this online decision problem, our algorithm achieves the same approximation ratio as obtained under the offline setting. 00(0), pp. 000-000, c 0000
Related works. Stochastic submodular maximization has been extensively studied recently (Golovin and Krause 2011 , Chen and Krause 2013 , Fujii and Kashima 2016 .
However, most of existing works assume that the cost of an item is deterministic and preknown. We relax this assumption by introducing the state-dependent item costs to our setting. In particular, we assume that the actual cost of an item is decided by its realized state. We must probe an item in order to know its state. When considering linear objective function, our problem reduces to the stochastic knapsack problem with rejections (Gupta et al. 2011) . Gupta et al. (2011) gave a constant approximate algorithm for this problem. Recently, (Fukunaga et al. 2019 ) studied the stochastic submodular maximization problem with performance-dependent costs, however, their model does not allow rejections. Therefore, our problem does not coincide with their work. Moreover, it is not immediately clear how to extend their algorithm to online setting. Our work is also closely related to submodular probing problem (Adamczyk et al. 2016) , however, they assume each item has only two states, i.e., active or inactive, we relax this assumption by allowing each item to have multiple states and the item cost is dependent on its state. Furthermore, their model does not allow rejections, i.e., one can not reject an active item after it has been probed.
Preliminaries and Problem Formulation
Lattice-submodular functions Let [I] = {1, 2, · · · , I} be a set of items and [S] = {1, 2, · · · , S} be a set of states. Given two vectors u,
define 1 i as the vector that has a 1 in the i-th coordinate and 0 in all other coordinates. consider an arbitrary set of item-state pairs
It is easy to verify that if f is monotone and lattice-submodular, then h is monotone and submodular. Given an I × S matrix x, we define the multilinear extension H of h as:
The value H(x) is the expected value of h(R) where R is a random set obtained by picking each element (i, s) independently with probability x is .
Adaptive Policy and Problem Formulation The input of our problem is a budget constraint B, and a set of items. The only way to know the state of an item is to probe the item. We allow rejections, i.e., after probing an item and knowing its state, we must decide immediately and irrevocably whether to pick that item or not. We model the adaptive strategy of probing/picking items through a policy π. Formally, a policy π is a function that specifies which item to probe/pick next based on the observations made so far. Consider an arbitrary policy π, assume that conditioned on φ = ζ, π picks a set of items (and
Our goal is to identify the best feasible policy that maximizes its expected utility. max π f (π) subject to π is feasible.
Algorithm Design
We next describe our algorithm and analyze its performance. Our algorithm is based on the contention resolution scheme (Chekuri et al. 2014) , which is proposed in the context of submodular maximization with deterministic item cost. We extend their design by considering state-dependent item cost and rejections. Our algorithm, called StoCan, is composed of two phases. 00(0), pp. 000-000, c 0000
The first phase is done offline, we use the continuous greedy algorithm (Algorithm 1) to compute a fractional solution over a down monotone polytope. The framework of continuous greedy algorithm is first proposed by Calinescu et al. (2011) in the context of submodular maximization subject to a matroid constraint. In particular, Algorithm 1 maintains an I × S matrix y(t), starting with y(0) = 0. Let R(t) contain each (i, s) independently with probability y is (t). For each (i, s)
, estimate its weight ω is as follows
Solve the following linear programming problem LP and obtain the optimal solution x LP , then update the fractional solution at round t as
ω is x is subject to:
After 1/δ rounds, y(1/δ) is returned as the final solution. In the rest of this paper, let y denote y(1/δ) for short.
In the second phase, we implement a simple randomized policy based on y. Our policy randomly picks a policy from π small (Algorithm 2) and π large (Algorithm 3) with equal probability to execute. If π small is picked, we discard all large items whose cost is larger than B/2 (Line 5 in Algorithm 2), and add the rest of items according to the corresponding distribution in (scaled) y (Line 8 in Algorithm 2) . If Algorithm π large is picked, we discard all small items whose cost is no larger than B/2 (Line 5 in Algorithm 2), and add the rest of items according to the corresponding distribution in (scaled) y (Line 8 in Algorithm 3).
We next provide the main theorem of this paper.
Theorem 1 Let π * denote the optimal policy, the expected utility achieved by StoCan is at lest
f (π * ).
Theorem 1 follows from Lemma 1, 2, 3, and 4, which will be proved later. Based on Lemma 3 and 4, we have
. Together with Lemma 2, we
. Because H(y) ≥ (1 − 1/e)f (π * ) as proved in Lemma 1,
f (π * ). Since StoCan randomly picks one policy from π small and π large to execute, the expected utility of StoCan is at least
Next we focus on proving the above four lemmas.
Algorithm 1 Continuous Greedy
2: while t < 1 do
3:
Let R(t) contain each (i, s) independently with probability y is (t).
4:
For each (i, s)
Solve the following linear programming problem and obtain the optimal solution x LP 6:
LP:
Let y is (t + δ) = y is (t) + x LP is ;
8:
Increment t = t + δ; if the remaining budget is no less than c i (s) then 8:
add (i, s) to G with probability y is /4p i (s); if the remaining budget is no less than c i (s) then 8:
add (i, s) to G with probability y is /4p i (s);
of (i, s) with respect to V and y(t), respectively. We next bound the increment of H(y(t)) during one step of Algorithm 1.
The first inequality is proved in (Calinescu et al. 2011) . The third inequality is due to x LP is an optimal solution to LP. Then this lemma follows from the standard analysis on submodular maximization.
Given the fractional solution y returned from Algorithm 1, we next introduce two new fractional solutions y and y. Define y is = y is if c i (s) ≤ B/2, otherwise, y is = 0. Define
Due to the submodularity of h, we have the following lemma.
Lemma 2 H(y) + H(y) ≥ H(y)
We next bound the expected utility achieved by π small .
Proof: Consider a modified version of π small by removing Line 8, i.e., after probing an item the remaining budget, otherwise, discard i. Denote by G ′ the returned solution from the modified π small . It is easy to verify that for each (i, s) with c i (s) ≤ B/2, the probability 
Next we focus on proving that
This lemma follows from (4) and (5).
Recall that if the remaining budget is no less than c i (s), π small adds (i, s) to G.
Because y is a feasible solution to LP, y is also a feasible solution to LP, it implies that S] y is c i (s)/4 ≤ B/4. According to Markov's inequality, the probability that the remaining budget is less than B/2 is at most 1/2. Because we assume c i (s) ≤ B/2, the probability that the remaining budget is less than c i (s) is at most 1/2. Thus, the probability that (i, s) is included in G is at least y is /8.
Notice that (6) implies (5) 
We first give an lower bound on
. Let e (i,s)∈G ′ denote the event that (i, s) is included in G ′ and e (i,s)∈G denote the event that (i, s) is included in G.
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The first inequality is due the submodularity of f . The second inequality is due to the assumption that c i (s) ≥ c i (s ′ ) for any i ∈ I and s, s ′ ∈ [S] such that s ≤ s ′ , and KFG inequality.
We next given an upper bound on
Now consider the second option π large . In the following lemma, we prove that the expected utility achieved by π large is at least H(y)/8.
Proof: Because y is a feasible solution to LP, y is also a feasible solution to LP, it implies S] y is c i (s)/4 ≤ B/4. Since we only consider those (i, s) whose cost is larger than B/2, the probability that G = ∅ is at least 1/2. Consider any (i, s), conditioned on G[i − 1] = ∅, the probability that (i, s) is included in G is at least y is /4. Thus, the probability that (i, s) is included in G is at least y is /8. Recall that π large only picks large items, G contains at most one item (and its state) due to budget constraint. Thus, the expected util-
. Due to the submodularity of h and 
Discussion on Online Setting
One nice feature about StoCan is that the implementation of π small and π large does not require any specific order of items. Therefore, StoCan can also be applied to an online setting described as follows: Suppose there is a sequence of items arriving with different states, on the arrival of an item, we observe its state and decide immediately and irrevocably whether to select it or not subject to a budget constraint. Similar to the offline setting, StoCan first computes y using Algorithm 1 in advance, then randomly picks one policy from π small and π large to execute. Notice that the online version of π small and π large probes the items in order of their arrival. It is easy to verify that this does not affect the performance analysis of StoCan, i.e., our analysis does not rely on any specific order of items, thus StoCan achieves the same approximation ratio as obtained under the offline setting.
Conclusion
In this paper, we study the stochastic submodular maximization problem with statedependent costs and rejections. We present a constant approximate solution to this problem. We show that our solution is also applied to an online setting.
