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Corn kernel quality evaluation is a trivial task for experienced farmers and
agriculture researchers, but it becomes tricky if we try to develop a computer
vision based automatic solution. In this thesis, we present two approaches for
this problem, briefly introduce the datasets corresponding to each method
and compare the accuracy between them. We attack the corn kernel qual-
ity evaluation problem by two different methods: (1) Evaluate the quality
based on the percentage of good corn kernels within the scope by a “per-
centage” classifier trained with multi-class support vector machine (SVM).
(2) Evaluate the quality by a good corn kernel detector trained with multi-
ple state-of-the-art detectors, specifically Faster R-CNN and Retinanet. We
collected two databases for both methods separately: (1) Images of many
corn kernel batches containing different percentages of good corn kernels vs.
foreign matter randomly placed on a flat surface were taken as both training
and testing data for multi-class SVM. (2) Reuse the images taken for the
SVM dataset and add bounding box annotations to each image following
the Microsoft COCO fashion. Our experiments show that multi-class SVM
reaches a rank-1 accuracy of 78%, while the deep learning detectors achieved
96% precision. While the multi-class SVM approach shows good classifi-
cation results, deep learning models provide more precise detection results.
Unfortunately, previous works are all based on lab environments and there
is no benchmark available in this field. Therefore, we consider our work as a
baseline for corn kernel quality evaluation.
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Corn is one of the most important agricultural products in the United States
and around the world. Sprawling across the Midwest and Great Plains,
the American “Corn Belt” is a massive thing. You can drive from central
Pennsylvania all the way to western Nebraska, a trip of nearly 1,500 miles,
and witness it in all its glory. No other American crop can match the sheer
size of corn. In the U.S., corn uses more land than any other crop, spanning
some 97 million acres, an area roughly the size of California. U.S. corn also
consumes a large amount of our freshwater resources, including an estimated
5.6 cubic miles per year of irrigation water withdrawn from America’s rivers
and aquifers. Therefore, any loss in quality of corn kernels results in a direct
financial loss in the agriculture industry.
The corn kernel quality loss starts at a very early stage. The high-speed
threshing action of the mechanical harvesting damages the protection layer of
the corn kernel, which reduces the overall corn kernel strength. Furthermore,
physical damage could be caused by handling and transporting processes
because of the initial damage. The poor drying and storage conditions might
aggravate the quality loss in terms of mold and insect infestation. According
to the United States Department of Agriculture (USDA), corn kernels are
graded based on the level of this damage and the percentage of damaged
kernels among a standard batch size. A detailed corn kernel grade [1] and
its corresponding damage level is shown in Table 1.1. As a result, high levels
of damage significantly lower the corn kernel grade and the market value.
Therefore, an automatic quality evaluation system is important. We discuss
the key quality factors in the next two sections.
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U.S. No.1 56.0 14.0 2.0 3.0 0.1
U.S. No.2 54.0 15.5 3.0 5.0 0.2
U.S. No.3 52.0 17.5 4.0 7.0 0.5
U.S. No.4 49.0 20.0 5.0 10.0 1.0
U.S. No.5 46.0 23.0 7.0 15.0 3.0
1.1 Physical Damage
In order to have a comprehensive understanding of corn kernel physical dam-
ages, we need to recognize composition of corn kernel as shown in Fig 1.1.
Figure 1.1: Composition for healthy corn kernel. (Source from google)
As we mentioned earlier, the initial damage to corn kernel pericarp is
mainly caused by mechanical harvesting. Further handling and processing
steps significantly contribute to the physical damage. This damage can be
categorized as follows: broken kernels; chipped (loss of part of pericarp and
endosperm exposed as white floury color, but retaining the overall kernel
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shapes); and starch-cracked (open pericarp and exposed endosperm). These
damage categories along with foreign matter are considered as the BCFM
(broken corn and foreign material) fraction of the corn. As shown in Table
1.1, a fraction greater than 2.0% of the sample batch failed to be categorized
into U.S. Grade No.1, which could not be sold as human food. Therefore,
large amounts of the BCFM significantly reduce the market value.
1.2 Mold Contamination
Mold damage is the most common type of damage recognized in the stor-
age process by official grades shown in Table 1.1. Christensen in [2] stated
that mold readily invades high-moisture, externally-damaged corn kernel by
penetrating the open endosperm. Christensen also states that mold con-
tamination and microbial-spoilage are major problems with natural-air or
low-temperature drying, especially in the top layers of the bin. Aflatoxin,
a toxic and carcinogenix metabolite, is produced under undesired storage
conditions which is harmful [2] to cattle, swine, and poultry. Furthermore,
Freeman in [3] stated that mold contaminated corn kernels yield low amounts
and inferior quality oil. Therefore, mold damage is as important as physical
damage to corn kernels during quality inspection procedures.
1.3 Quality Evaluation
In order to classify corn kernels into different grades, we need to consider
the percentage of both physical damage and mold contamination within a
certain batch during quality evaluation. Although computer vision is a well-
developed field, quality evaluation methods for corn kernels are still largely
manual and indirect. Many previous works are under lab environments which
results a limitation for real-world applications. So we consider real world
challenges for our computer vision based evaluation system as follows:
1. Non-uniform light condition (consider as noise)
2. High density of corn kernels with a very similar shape
3. Exact segmentation for each corn kernel is tough to obtain
Because of the lack of computational power and a good way to classify
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good corn kernels out of a packed batch of corn kernels, many methods
require separating corn kernels in a sparse density. However, this is not a
use case in reality because the separate operation will actually slow down
the evaluation process. The ideal way is to take an image of the dense corn
kernel batches and determine how many good corn kernels are in the batch,
from there, then determine the percentage of good corn kernels in the area.
Path 1: To achieve an accurate prediction on a batch of dense corn kernels
is not an easy task. With traditional computer vision approaches (i.e. fea-
ture extraction from various processed images followed by machine learning),
one could hardly achieve a robust classifier or detector. Instead of directly
classifying an image patch as good corn kernel or using a detector to find
image patches that look like good corn kernels, one can look at the input
image as a whole and determine the percentage of the good corn kernels as
an impression according to a dataset of images with different percentages of
good corn kernels. An SVM classifier could be used to learn the mapping
function between the extracted feature vector and corresponding percentage
label (as a number).
Path 2: Powered by GPU computing, deep neural networks are good at
learning a transform from image patch to correct label directly. A good
neural network detector eliminates a lot of the hassle of constructing a perfect
feature vector for different input images and has more tolerance to random
noise while the images were taken. Through this path, one could build such
a robust good corn kernel detector and calculate the area ratio between good
kernels vs. field of view.
1.4 Problem Formulation
As discussed in the previous section, we formulate the corn kernel quality
evaluation problem in two paths. In this thesis, we are going to present the
detail of each path, show the implementation and compare their performance.
The corn quality evaluation system takes corn kernel images as input and
determines the percentage of good corn kernels within the batch. Generally,
two approaches can be used to get our desired output:
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1.4.1 Path 1: Feature Extraction + SVM
In order to achieve good results with this approach, one needs to handcraft
good features and select a good traditional machine learning classifier (SVM
in our case). Different handcrafted features yield very different results. Es-
tablish a dataset (predefined dataset in Chapter 3) based on the percentage
of good corn kernels within the field of view, extract necessary features and
train a classifier to determine whether the new image corresponds to certain
percentage/grade.
We calculate the ramp transform [4] (1 channel), edge detection [5] (1
channel), convex hull [6] (1 channel), watershed segmentation [7] (3 chan-
nels) along with color information (3 channels) as feature maps for input
images, then draw vertical, horizontal and diagonal lines from these feature
maps. Stack them into a 2-dimensional feature vector. A multi-class SVM
classifier then takes this feature vector as input and outputs a correspond-
ing percentage class label (50%-100%) as the impression of the percentage of
good kernels within the testing batch.
Edge detection, convex hull, and watershed segmentation functions are
fine-tuned based on our training dataset; these algorithms are variant to
object scale because of the fixed filter kernel size. Our training dataset
was taken within a range of 30 to 50 centimeters from the surface of the
object. During inference, the same distance range is required to achieve
good prediction.
1.4.2 Path 2: Neural Network Detectors
This approach is more flexible. In order to build a detector, convolution
neural network [8, 9, 10, 11, 12] layers were used to extract features. Label
a corn kernel dataset with bounding boxes in training images and build a
detector based on the labeled images. Then statistically count the good
kernels, broken kernels and molded kernels, and calculate the percentage of
good corn kernels based on the field of view.
We label the good corn kernels in training dataset with rectangle bounding
boxes defined by 4 integers: bbox = [x, y, h, w], where x is the bounding box
left upper horizontal coordinate, y is the vertical coordinate, h is the height of
the bounding box, w is the width of the bounding box. We can consider the
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detector as two networks, a region proposal network and a classification net-
work. The region proposal network learns a way to draw good image patches
from the image, and the classification network learns an identity mapping




Dating back to the 1980s, researchers have tried to use automatic computer
vision systems to evaluate agriculture and food products. A handful of meth-
ods have been introduced using either machine learning methods [13, 14], by
extracting features for training purpose, or neural network [15, 16, 17, 18, 19]
approach by training a classification model with segmented image data. Most
of this work involved a complicated data sample collection process (lighting
chamber, convert belt, carefully calibrated camera system, etc.). As early as
in 2009, the Mythbusters demo of GPU by Nvidia encouraged the develop-
ment of the convolutional neural network. In 2015, some brilliant ideas such
as Resnet-50 and Resnet-101 [8] have proved to be among the best inter-
preters. Since 2015, state-of-the-art detectors [9, 10, 20, 12] were built based
on well-designed backbones [8, 21]. We are inspired and motivated by some
of these previous works which we will discuss briefly in this chapter.
2.1 SVM and Computer Vision Approaches
In order to detect the broken corn kernels, we need to extract features and
train a classifier according to shape information of kernels. Laykin et al.
in [13] have described a system to automate the tomato inspection process,
which captures images of the whole view of the underlying tomato using color
cameras. The system extracts color, color homogeneity, bruise and shape
features. It can detect the stem and remove it from the image. In their
experiment, they recorded different stages of the tomato color development
and the quality grade of each tomato was judged by two experts. The verdict
of the two judges was used as a benchmark to evaluate the reliability of
the system. They also studied the change in color homogeneity between
the harvest date and after storage. Inspired by their segmentation work for
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tomatoes, we extract effective shape features for SVM training, which will be
discussed in Chapter 4. Instead of using a chamber image collecting system
as described in [13], we relax the image data constraint by providing a robust
shape feature extraction method.
Detection of mold contamination of corn kernel highly depends on color
information since the mold damaged kernels have darker (blue, purple or
even black) appearance instead of yellow. Du and Sun in [14] showed the
effectiveness of SVM classification based on color information. They devel-
oped an automated classification system of pizza sauce spread using color
information and support vector machines (SVM) to characterize pizza sauce
spread with low dimensional color features. The image is transformed from
RGB to HSV color space. The algorithm accurately and efficiently charac-
terizes target features in color space from a set of training data for the color
classification.
Artificial neural network (ANN) has been applied in almost every aspect
of food science, and it is a useful tool for performing food safety and qual-
ity analyses. For instance, [22] developed a feed-forward back-propagation
ANN classifier to sort cherries with and without pits using a transmission
hyper-spectral imaging system. The images were acquired in four orienta-
tions before and after pits were removed. Additional cherries were bruised
and then subjected to two different post-bruising treatments in order to study
the bruising effect on pit detection. Single spectra obtained from a specified
spatial location of the image and selected regions of interest (ROIs), both
covering the spectral region between 692 nm and 856 nm, were compared as
inputs for the ANN. To reduce the data dimensionality, principal component
analysis (PCA) was applied to the ROI data and only score spectra of the
first PC were used as inputs of the ANN. A computer vision based back-
propagation neural network (BPNN) system on date grading and sorting
systems was reported by Ohali [16] to classify the dates into three categories
according to their size and shape. From the segmented image, the size is
estimated by calculating the area covered by the fruit in the segmented im-
age. The classification results show that the proposed system can sort 80%
of dates accurately. However, in this study, grades were based on human per-
ception, and the classification accuracy might not be objective. This method
is also limited to evaluate one target (date in their case) at a time, which is
not useful in practice.
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Steenhoek et al. [19] developed a computer vision system to evaluate blue-
eye mold and germ damage in corn grading. An ANN was used in the system
to achieve classifications with accuracies of 92% and 93% for sound and dam-
aged categories, respectively. Although the reported accuracy is satisfying,
they apply a chamber image collecting system even with fluorescent lighting
shooting at corn kernels. Since the chamber setup was applied, they can
only evaluate one corn kernel at a time, which did not make the evaluation
process any easier.
In order to evaluate four classes of table olives depending on the defects
on the surface of the fruits, Diaz et al. [17] developed a neural network
classification system based on resilient back-propagation, which was able to
adapt its structure in a fast and safe way. The olives of the first and the third
grades are classified perfectly, while the second and the fourth ones have a
failure rate of 8.9% and 6.7%, respectively.
Probabilistic neural network (PNN) has also been applied for fine-grained
grade classification agriculture products. Tuates and Ligisan [18] extracted
color and shape features as input to a PNN and predicted the six quality
categories of brown rice: sound, chalky/immature, damaged, red, paddy
and yellow fermented. The authors stated that they transferred images from
RGB to L*a*b color space and use statistics range, mean, standard deviation
and median as color features. However, they used a digital scanner for data
collection with brown rice well-separated. Moreover, they lost many features
by using extracted features as input to a PNN instead of original image data.
2.2 Machine Learning Approaches
We are lucky to live in today’s world: “With Artificial Intelligence, we have
the power over than the entire generations before us at our fingertips.” - Intel
advertisement punch line. With deep learning, we are able to develop efficient
and robust classifiers and detectors that outperform the hand-crafted image
feature extraction methods.
VGG[21] networks were popular as classifiers before 2015 with the proof
of capability on ImageNet [23] challenge. However, because of their plain
network design, VGG networks were soon defeated by Residual Networks
(Resnet) [8] by K. He. et al. in late 2015. They raised a degradation problem
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for deeper plain networks such as VGG and introduced Residual Network by
adding skip connections to a plain network. By this modification, instead
of hoping each few stacked layers to learn a identity map, they explicitly
let those layers fit a residual mapping. They claimed that learning better
networks is NOT as easy as stacking more layers. In the same year, they
claimed the first place in the ImageNet [23] challenge; since then, Resnet was
used as a backbone for most state-of-the-art detectors.
On top of Resnet serving as the classifier, a series of well-functioning two-
stage detectors was invented and one of the popular approaches is to use
another network to serve as a region proposal: Fast R-CNN [9], Faster R-
CNN [10], Mask R-CNN [24]. The region proposal networks (RPN) [10]
create anchors as center of bounding box and draw regions with different
aspect ratios from the images based on anchor positions. Fast R-CNN [9] was
proposed in 2015 by R. Girshik et al. They adopted RPN to provide image
patches as input to a classifier. RPN is trained through backpropagation and
stochastic gradient descent (SGD) with respect to a regression loss defined
by the robust loss function [9] (smooth L1). The robust loss function can
be simply thought of as bounding box regression from an anchor box to a
nearby ground-truth box. Faster R-CNN, proposed by S. Ren et al. in 2016,
adopted a more efficient training scheme: instead of having a region proposal
network before the classifier, they used Resnet as CNN feature layers and
shared by RPN and Fast-RCNN. A 4-step alternating training was adopted:
1. Initialize with an ImageNet pre-trained model and fine-tune end-to-end
for the RPN task; 2. Train a separate detection network also initialized
by ImageNet pre-trained models; 3. Use detector network to initialize RPN
training, fix the shared convolution layers and only fine-tune the layers unique
to RPN; 4. Keep the shared convolution layers and only fine-tune the layers
unique to detection network. Finally, alternate between step 3 and 4 until
convergence. Mask R-CNN [24] was later introduced and achieved better
performance by adding object segmentation into consideration. All these
two-stage detectors achieved the state-of-the-art performance in COCO 2016
challenge. However, the complexity of two-stage networks limits their usage
on real-time applications. Therefore, one-stage detectors were proposed with
comparable performance in early 2017.
In early 2016, Single Shot Detection (SSD) [20] and You-Only-Look-Once
(YOLO) [25] have renewed interest in one-stage detectors. These detectors
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have been tuned mainly for efficiency and their performance is not compara-
ble with two-stage detectors. SSD has a 10-20% lower average precision (AP),
while YOLO focused on a even more extreme speed/performance trade-off.
Feature Pyramids Network (FPN) [11] by Lin et al. is one of the one-stage
detectors with comparable performance with two-stage networks mentioned
above. In the paper, they proposed a standard convolution network with a
top-down pathway and lateral connections so the network constructs a rich,
multi-scale feature pyramid efficiently from a single input image. Each level
of the pyramids can be used for detecting objects at different scale. FPN
improves multi-scale predictions from fully convolutional networks such as
RPN used by Fast R-CNN and Faster R-CNN. Different from a two-stage
network which solves class imbalance problem by reducing the nearly infinite
set of possible object locations down to 1 2k using RPN, FPN did not address
this class imbalance problem.
Lin et al. [12] address the class imbalance problem in one-stage detectors
by defining a focal loss function instead of cross-entropy loss. They proposed
a state-of-the-art one-stage network call Retinanet with FPN as its back-
bone. They claimed the large class imbalance encountered during training of
dense detectors overwhelms the cross-entropy loss. Easily classified negative
examples comprise the majority of loss and dominate the gradient. They
proposed a focal loss that down-weights easy examples and focuses training
on hard negatives.
In this work, we focus on implementing and comparing results between a
two-stage detector and a one-stage detector by building a custom corn ker-
nel detector, which serves as a crucial part of corn kernel quality evaluation.
Following the work of Faster R-CNN and Retinanet, we conducted multi-
ple training and successfully built a corn kernel detector with 75% average




As discussed in Chapter 1, we propose two pipelines to solve corn kernel
quality evaluation. We present two datasets for different training purposes
in this chapter and discuss how to prepare them: SVM Percentage Dataset
and COCO [26] style bounding box data. SVM and neural network training
are very different from each other. Multi-class SVM requires us to extract
efficient features from the image data as a pre-processing while Neural Net-
work could take original RGB segmented image data and extract features
based on pre-trained feature extractor. In order to take full advantage of
both training procedures, we define our dataset as follows:
1. SVM Percentage Dataset: We pre-define good corn kernel percentage
based on the number of good corn kernels vs. the number of total
corn kernels. Images (4032x3024) were taken from top of corn kernels
at different distances between camera lens and object (30, 40, 50 cm)
for each percentage level (< 60, 60, 70, 80, 90, 100%). Six images were
taken for each configuration with different levels of ISO (500, 1000)
and different shutter speeds (1/6, 1/12, 1/24 seconds). We prepared
108 images and assigned percentage labels according to percentage pa-
rameters. For the set less than 60%, we simply assign “unqualified”
label.
2. COCO style bounding box Dataset: We kept using the 108 images
data obtained from SVM Percentage Dataset. We cropped the original
images (4032x3024) into 12 patches and obtained 565 effective patches
with corn in field-of-view. Then we used labeling tool to manually label
good corn kernels for each image patch. The labeling tool records the
bounding box coordinates as ground-truth and saves information to
xml tree structure. Finally, we transformed the structure into COCO
[26] JSON style for training.
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The chapter will discuss the details of preparing for both datasets.
3.1 Data Preparation for Multi-class SVM
Consider the automatic corn kernel quality evaluation system in the real
world with the least supervision required from the users (farmers). The
system has several key challenges (as shown in Fig. 3.1):
• Lighting conditions are non-uniform.
• High density of corn kernels with a very similar shape.
• Unsupervised corn kernel sample is usually mixed with foreign material.
• Exact segmentation for each corn kernel is difficult to obtain.
Figure 3.1: A single batch of corn kernel in real world case.
With the above challenges in the real world, most of the methods proposed
in the past failed because of the lack of a suitable database for learning
purpose. As shown in Fig. 3.1, a random batch of corn kernel sample contains
a certain amount of foreign material. Therefore, a sieve process is necessary
to eliminate foreign material with sizes very different from corn kernels. A
traditional commonly used two-level sieve is applied as the first step in our
pipeline (as shown in Fig. 3.2).
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Figure 3.2: Traditional two-level sieve commonly used in agriculture.
(a)
(b)
Figure 3.3: (a) Filtered batch of corn kernel. Golf ball in the scope is for
calibration purpose. (b) Gray-scale image after bilateral filter with smoothed
corn kernel surface region and sharp edges, bilateral filtered result for Fig.3.3a.
According to our experiments, a random batch of corn sample is filtered
very well after the two-level sieve and would appear as shown in Fig. 3.3a.
We follow the two-level sieve process and obtain only corn kernel pieces.
Then we randomly spread the corn kernels on a plain surface. We prepare
the input to the automatic database generation in the form as shown in Fig.
3.3a.
A handful of corn kernels is obtained through the sieve, and we can control
our ratio of good corn kernels vs. foreign matter and broken/mold kernels
ratio precisely. For each level of percentage, we simply add more foreign
matter and broken/mold kernels into a batch of good corn kernels. Then
shake the batch to reach a random layout. Images were then taken according
to configuration parameters defined earlier in this chapter. As shown in Fig.
3.4, two sets of data with a different camera to object distances are presented.
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(a) (b)
Figure 3.4: Examples of SVM percentage dataset: column (a) shows 100%, 90%,
80% and unqualified data with 1/12 sec shutter speed, 1000 IOS and 30 cm from
the object; column (b) shows data of corresponding percentage and same camera
configurations, but images were taken 50 cm from the object.
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3.2 Data Preparation for Retinanet - Microsoft COCO
Format
To prepare the dataset for neural network approach, we are following Mi-
crosoft COCO [26] dataset format. Since the detection of many objects such
as corn kernels is highly dependent on contextual information, it is important
that the detection dataset contains objects in a natural environment. In our
dataset, we obtained images rich in contextual information by control differ-
ent light conditions and object size under lab environment (as discussed in
the previous section). Recall that each image has a dimension of 4032x3024,
we crop each image into 12 patches (1008x1008) and collect 565 patches, and
each patch has least 1 corn kernel in it.
For each image patch, we assign bounding box as ground truth to good corn
kernels. Although good segmentation is always desired in order to achieve ex-
cellent detection results, localization bounding box would also provide enough
information to build a robust detector. Detecting an object requires both
specifying the correct class, and localizing it in the image. The location of
an object is typically represented by a bounding box:
bbox = [x1, y1, x2, y2] (3.1)
where (x1, y1) is the coordinate of the upper left corner of the bounding box,
(x2, y2) is the coordinate of the lower right corner of the bounding box. In
some cases, a more general representation for bounding box was used:
bbox∗ = [x1, y1, height, width] (3.2)
where height = y2 − y1, width = x2 − x1.
In our implementation, we adopted Eqn. 3.2 to represent bounding boxes,
and assign each bounding box with corresponding class. Annotation for each
image patch records all the bounding boxes, and labels were store in a tree
structure:
• < Annotation >
– < name > example.png < /name >
– < size >
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∗ < height > 1008 < /height >
∗ < width > 1008 < /width >
∗ < channel > 3 < /channel >
– < /size >
– < bbox1 >
∗ < x1 > x1 < /x1 >
∗ < y1 > y1 < /y1 >
∗ < height > h < /height >
∗ < width > w < /width >
– < /bbox1 >
– < bbox2 >
– ...
– < bboxN >
• < /Annotation >
For the last step, we combine all annotation trees into one JSON file and
assign each training image patch with an image id for training use. Bounding
boxes were then registered to corresponding image id using a dictionary data
structure. Some labeled examples are shown in Fig. 3.5.
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In this section, we discuss the pipeline of using the dataset presented in Sec.
3.1. First, we pre-process an image as a whole, then obtain the edge, struc-
ture, contours and color information as feature maps by applying multiple
image processing algorithms. We select random lines on image dimension
from all feature maps, then use pixels values to form feature vectors. Finally,
a multi-class SVM was trained as a good corn kernel percentage classifier.
4.1.1 Image De-noise






I(xi)fr(||I(xi)− I(x)||)gs(||xi − x||) (4.1)




fr(||I(xi)− I(x)||)gs(||xi − x||) (4.2)
ensures that the filter preserves the image energy and
• Ifiltered is the filtered image;
• I is the original image to be filtered;
• x are the coordinates of the current pixel to be filtered;
• Ω is the window centered in x;
• fr is the range kernel for smoothing differences in intensities;
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• gs is the spatial kernel for smoothing differences in coordinates;
• Both fr and gs functions can be a Gaussian function.
The assumption of slow spatial variations fails at edges, which are conse-
quently blurred by linear low-pass filtering. How can we prevent averaging
across edges, while still averaging within smooth regions? Many efforts have
been devoted to reducing this undesired effect. Bilateral filtering is a simple,
non-iterative scheme for edge-preserving smoothing.
As the first step of our proposed pipeline, bilateral filter takes RGB color




In [4], Akbas and Ahuja used gray-level intensity and contrast as the low-
level properties to define and detect low-level image structures. An image
region is defined as connected pixels surrounded by ramp discontinuities.
They model the ramp discontinuity with strictly increasing (or decreasing)
intensity profiles. Then a ramp transform gives each ramp discontinuity a
magnitude, which allows us to achieve a multiscale segmentation by progres-
sively removing boundaries whose ramp magnitude is less than the current
scale of analysis. Finally, a segmentation tree is built based on their recursive
containment relations.
(a) (b)
Figure 4.1: (a) 1D Ramp Function. (b) 1D Ramp Transform of f(x). From [4].
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As shown in Fig. 4.1a, a discontinuity between e1 and e2 describes a
ramp characteristic as strictly increasing profile. The width of the ramp
is |e1 − e2| and magnitude is |f(e1) − f(e2)|. The quality of the ramp is
defined as |f(e1)−f(e2)||e1−e2| , and the point-magnitude (i.e. ramp transform) of
the ramp is defined as: Ci = |f(i + a) − f(i − a)|, where a is defined as
a = min{|i− e1|, |i− e2|}.
Assume a 2D image is represented by I. An infinite number of lines pass
through a pixel i, i ∈ I. So we represent each line with a angle variable
θ ∈ [0, 2π) with respect to the horizontal line of image I. Ideally, we could
define Ci = maxθc
θ
i . In [4], a weighted least-square (WLS) estimation using
ramp quality as weights is applied in order to yield more accurate Ci robust
















where qθi is the ramp quality, and c
θ
i is the point-magnitude corresponding to
each line at angle θ.
Watershed Segmentation
Following the popular watershed segmentation algorithm [7], we obtain wa-
tershed segmentation as shown in Fig. 4.2a.
We also show the segmentation result overlapping with the filtered gray-
scale image to double check the accuracy visually in Fig. 4.2b. Now, each
(a) (b)
Figure 4.2: (a) Watershed segmentation example result for Fig. 3.3b. (b)
Watershed segmentation example result overlapping with Fig. 3.3b.
segmentation is represented as binary masks. Some of the segmentation
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showing in Fig. 4.2b are not corn kernels. After careful experiments and
parameter fine tuning, true negative and false positive segmentations still
exists. Therefore, we need to drop those true negative and false positive seg-
mentation with the segmentation shape information. Specifically, we apply
convex hull analysis followed by an SVM classifier to select the true positive
results.
Contour Analysis
Following the algorithm in [27], we use the binary masks obtained from
Watershed to construct contours, as shown in Fig. 4.3.
Figure 4.3: Example contours obtained from corn kernel images.
Convex Hull Analysis
Since we spread the corn kernels randomly on a plain surface with a great
tolerance of kernels overlapping with each other, the segmentation results
from the previous step contain fragments of corn kernels occluded at the
bottom. Following Jarvis’ algorithm [28], for each segmentation piece, we
calculate number of white pixels, Areaseg (considered as true segments in the
previous step), and compute area (number of pixels) convex hull, Areaconvex.
Then we obtain the ratio of these two areas as rArea =
Areaconvex
Areaseg
. If rArea >
rthreshold the segmentation piece is considered as true segmentation, otherwise
as false segmentation, as shown in Fig. 4.4.
Then we filter the false segmentation by thresholding the convex hull area
to construct a new binary map with only true segmentation. The contour
features combined with convex hull features intuitively tell the classifier the
shape difference between positive and negative samples.
Based on the feature maps we obtained above, we construct the feature
vector.
22
Figure 4.4: Visualized example of convex hull analysis result: False segmentation
vs. true segmentation
4.1.3 Feature Vector
From the feature maps extracted in Sec. 4.1.2, we can construct our feature
vector. The feature vector is formed by K vectors where K is the number of
pixels picked from each image. The feature vector for each pixel i is a 7-entry
array defined as follows:
feati = [R,G,B, rampi, cannyi, contouri, convexi] (4.4)
in which R,G,B are the color channel value, rampi, cannyi, contouri, convexi
are the value of pixel i in each feature map. Each channel of the feature vector
is normalized in range [0, 1].
4.1.4 Feature Based Multi-class SVM Classification
SVM supports both regression and classification tasks and can handle mul-
tiple continuous and categorical variables [29]. For categorical variables a
dummy variable is created with case values as either 0 or 1. To construct an
optimal hyper-plane, SVM employs an iterative training algorithm, which is
used to minimize an error function.









which is subject to the constrains:
yi(w
Tφ(xi) + b) ≥ 1− ξi, andξi ≥ 0, i = 1, ..., N (4.6)
where C is the capacity constant, w is the vector of coefficients, b is a con-
stant, and ξi represents parameters for handling non-separable data (inputs).
The index i labels the N training cases. Note that yi = {1, 1} represents the
class labels and xi represents the independent variables. The kernel φ is
used to transform data from the input (independent) to the feature space. It
should be noted that the larger the C, the more the error is penalized. Thus,
C should be chosen with care to avoid over fitting.
In our pipeline, we adopted a one-against-one method [30] to train the
multi-class SVM. k(k − 1)/2 binary classifiers were constructed where each
one was trained on data from two classes. Classification between each two










ij ≥ 1− ξijt , if yt = i,
(wij)Tφ(xt) + b
ij ≤ 1 + ξijt , if yt = j,
ξijt ≥ 0
(4.7)
Different voting strategies can be applied after all k(k − 1)/2 binary clas-
sifiers are constructed. We adopted a ”Max Wins” rule presented in [31],
that if the sign of (wij)Tφ(xt) + b
ij says x is in the ith class then the vote for
class i increased by 1, otherwise vote for class j increased by 1. Then our
prediction for x goes with the largest voting class.
4.2 Faster R-CNN - A Two-stage Network
From 2015 to present, a series of interesting work has been done based on
region proposal followed by classification method. In our implementation for
corn kernel detector, we adopted the latest work, Faster R-CNN [10]. In this
section, we discuss the advantages and disadvantages of this series of work
and show how they work. The central idea of these works is to get object
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Figure 4.5: Fast R-CNN network architecture [9].
proposals from an image and train a classifier to refine the proposals. The
location of the detected object is then been finalized by the coordinates of
refined bounding box proposal.
Region based Convolutional Neural Network (R-CNN)
As the baseline of this series of work, R-CNN [32] achieves excellent detec-
tion accuracy by using a convolutional network to classify object proposals.
However, the inefficient pipeline causes R-CNN a few drawbacks and makes
it hard to apply to real applications.
1. Training is a 3-stage process. 1) R-CNN first fine-tuned the convolution
network on object proposals against class label by cross-entropy (log)
loss. 2) Then they fit SVMs to convolution network feature and replace
the classifier obtained from step 1 (i.e. these SVMs work as detectors).
3) In the last step, learn regression for bounding box with the detector
obtained from step 2.
2. Training is expensive in space and time. During SVM and bounding
box regression training, features are extracted for each object proposal
in each image. All features are then stored onto disk and require hun-
dreds of gigabytes of storage.
3. Inference is slow. Because of the features extraction mechanism, detec-
tion on 1 image needs 40+ second on single GPU.
4.2.1 Fast R-CNN
An efficient way of feature extraction (as shown in Fig. 4.5) was proposed
right after R-CNN was published in 2015. They take the entire image and
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a set of object proposals as inputs. The pipeline first feed the whole image
through several convolution (conv) and max pooling layers to generate a conv
feature map. Then a fixed-length feature vector is extracted for each object
proposal’s projection on the conv feature map. Each feature vector is then
been fed into a sequence of fully connected (fc) layers and been branched
into two output layers as classification and bounding box regression losses:
1. Classification: softmax probability estimation over each object class
plus a reference “background” class.
2. Bounding box Regression: set of 4 real-valued numbers for each of the
object classes.
RoI Pooling Layer
The RoI pooling layer, as stated in [9], takes the object proposal coordi-
nates and projects the region into a RoI on feature map of the whole image.
Then it uses max pooling to convert the RoI feature map into a small feature
map with fixed spatial kernel of H ×W (e.g., 7× 7), where H and W are the
kernel size. Each RoI is defined by its top-left corner position, height and
width on the feature map.
Max pooling divides the h×w RoI region into approximately h/H×w/W
by the H ×W grid of sub-windows. Then it max-pools the values in each
sub-window to corresponding output grid. The pooling action is applied
independently to each feature map channel as a standard max-pooling.
Loss Functions
Fast R-CNN branched the fc layer into 2 sibling outputs. The first (clas-
sification) outputs a discrete probability distribution over K + 1 object class
for each RoI, p = (p0, p1, ..., pK). The probability distribution p is computed
by a softmax over K + 1 outputs of the fc layer. The second (bounding box
regression) outputs a regression offset as shown in Eqn. 4.8







for each object class. Following the parameterization defined in [33], train-
ing RoI of size N comes in the form of pairs (P k, Gk)k=1,...,N , where P
k =
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h ) specifies the pixel center coordinates of proposal P
k’s bound-
ing box along with P k’s width and height in pixels. Each ground truth
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A transform is learned during the back-propagation of convolution net-





k). The first two functions specify a scale invariant translation
of the center of proposal bounding box P k, while the last two specify the log-
space translation of width and height of proposal bounding box P k. Then
apply these functions to obtain the predicted ground truth bounding box Ĝk
as shown in Eqn. 4.13-4.16:
Ĝkx = P
k
w ∗ dx(P k) + P kx (4.13)
Ĝky = P
k
h ∗ dy(P k) + P ky (4.14)
Ĝkw = P
k
w ∗ exp(dw(P k)) (4.15)
Ĝkh = P
k
h ∗ exp(dh(P k)) (4.16)
In Fast R-CNN [9] design, each RoI is labeled with a ground-truth class
label u and a ground-truth bounding box regression target v. The authors
defined a two-term loss function to jointly train classification and bounding
box regression:
L(p, u, tu, v) = Lcls(p, u) + λ[u ≥ 1]Lloc(tu, v) (4.17)
in which Lcls(p, u) = −log(pu) is the cross entropy loss for true class label u.
The bounding box regression loss is defined by the second term in Eqn.
4.17 over the ground-truth v and predicted bounding box by the translation
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i − vi) (4.18)
in which
smoothL1(x) =
0.5x2 if |x| < 1|x| − 0.5 otherwise (4.19)
is a robust L1 loss that is less sensitive to outliers. The hyper-parameter λ in
Eqn. 4.17 controls the balance between two loss terms. In the case presented
in [9], they use λ = 1.
4.2.2 Region Proposal Network (RPN)
The key contribution of Faster R-CNN [10] is the invention of a region pro-
posal network (RPN) that shares computation with a Fast R-CNN detector.
RPN takes an image of arbitrary size and outputs a set of bounding box
object proposals, each with an objectness score, as shown in Fig. 4.6.
RPN uses two simple yet brilliant ideas to generate region proposals: small
sliding network on feature maps and anchors. By sliding a small network
over the last shared convolution layer, region proposals are generated. Such
a small network takes n × n spatial windows on feature map as input and
maps them to a lower dimension feature followed by ReLU [34], as shown
in Fig. 4.7 as a single position case. The feature for each proposal is then
branched into two outputs for classification and bounding box regression,
same as the structure of Fast R-CNN shown in Sec. 4.2.1. Instead of taking
the entire image and a set of object proposals in Fast R-CNN [9], Faster
R-CNN generates region proposal by operating a small network in sliding
window fashion.
Anchors
As shown on the right column of Fig. 4.7, a maximum number of k anchor
boxes can be generated at each sliding window position simultaneously. So
there are k sets of coordinates, a total of 4k outputs for bounding box regres-
sion layer (reg layer). The classification layer (cls layer) outputs 2 probability
scores of being an object or not for each proposal, a total of 2k outputs. The
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Figure 4.6: Faster R-CNN network architecture [10]. RPN and Fast R-CNN
shares the same conv layers to achieve efficient and robust detection.
Figure 4.7: Sliding window subnetwork architecture [10]. Anchor boxes map into
lower dimensional feature after intermediate layer and branch into two outputs
for classification and bounding box regression.
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k proposal bounding box are translations of k reference boxes, which are
defined as Anchors. Three scales (32, 64, 128) and three aspect ratios (1,
2, 0.5) are used to generate anchor bounding boxes at each sliding window
position. Nine anchor boxes are generated in each sliding window position
and H×W×9 anchor boxes are generated for a H×W feature map. Thanks
to the design of anchors, one can predict various scales of object proposals
from the features of a fixed size.
4.2.3 Faster R-CNN Loss Function
During RPN training, we assign a binary class label to each anchor as being
an object or not. The anchors are separated into three sets based on their
overlap region with ground truth. Overlap region is measure by Intersection
over Union (IoU) as defined in Eqn. 4.20. As proposed in [10], the label
assignment rules are the following:
1. Positive Assignment 1: Anchor/anchors with the highest IoU with a
ground-truth bounding box.
2. Positive Assignment 2: Anchor that has an IoU over 0.7 with any
ground-truth bounding box. (Sufficient)
3. Negative Assignment: Anchor/anchors has an IoU less than 0.3 for all
ground-truth bounding box.
4. Neutral Ignore: For anchors assigned neither positive nor negative,





in which bboxanchor, bboxgroundtruth are bounding box for anchor and ground
truth respectively.
Following the loss function defined by Fast R-CNN in [9], Faster R-CNN
















in which i is the index of anchors in a mini-batch, pi is the predicted proba-
bility of anchor i being an object, p∗i is 1 if anchor is positive and 0 if anchor is
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negative based on ground-truth label, ti contains the coordinates of the pre-
dicted bounding box, t∗i is that of the ground-truth bounding box associated
with a positive anchor.
Classification loss, first term in Eqn. 4.21, is simply defined by cross
entropy (log) loss between two classes, while bounding box regression loss,
second term in Eqn. 4.21, is defined by SmoothL1 loss in Eqn. 4.19. The
two loss terms are normalized by Ncls and Nreg and weighted by a balance
term λ. During implementation, Lcls is normalized by the mini-batch size,
Lreg is normalized by the H ×W × 9 of anchor locations. λ is a rounded
ratio: Nreg
Ncls
that balancing the two losses.
4.2.4 Faster R-CNN Training: Network Sharing Mechanism
Recall that Faster R-CNN is efficient because of the network sharing mecha-
nism. During implementation, the network sharing happened during a 4-step
alternating training:
1. Train RPN described in Sec. 4.2.2. Weights of this network were
initialized by pre-trained ImageNet [23] model, and fine-tuned end-to-
end for region proposal task.
2. Train Fast R-CNN detector using the proposal generated by RPN
trained in step 1.
3. Initialize the RPN training with the detector network parameters, fix
the parameters for shared convolution layers and only fine-tune the
layers unique to RPN.
4. Fix the shared convolution layers and fine-tune the layers unique to
Fast R-CNN.
Step 3 and 4 ensure that the convolution layers will be shared between RPN
and Fast R-CNN.
Our implementation of training for the corn kernel detector followed the
design of Faster R-CNN. Some changes were made to achieve better detection
results. Instead of using fully connected convolution layers as shared network,
Resnet101 [8] was adopted as shared layers. Other minor changes will also
be pointed out in Chapter 5.
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4.3 Retinanet - A One-stage Network
Different from Fast R-CNN and Faster R-CNN performed in a two-stage
training mechanism, Retinanet adopted Feature Pyramids Networks (FPN)
[11], a semantic and multi-scale feature architecture, as backbone. Clas-
sification and bounding box regression is performed with a subnetwork at
each feature level to achieve a one-stage training mechanism. As a result,
Retinanet [12] achieves better performance with less inference time and com-
putational power.
4.3.1 Feature Pyramids Network
Although the multi-scale anchor proposals provided by RPN provide scale-
invariant proposals [10], the label assignment rule is hard on small objects
with low IoU scores and objects with different scales. Feature Pyramids
Networks (FPN) takes advantage of a convolution network’s feature pyramids
hierarchy, which has semantics from low to high levels. Each level of the
pyramids can be used for detecting objects at different scale. Design detail
of FPN and its application to RPN is discussed in this section.
FPN takes an image of arbitrary size as input and outputs multiple scales of
feature maps at multiple levels of pyramids with sizes proportional to input.
Because this operation is independent of the backbone convolution network,
FPN can be easily applied to any well-performed detector architecture. In
this thesis, we only focus on using Resnet101 [8]. As shown in Fig.4.8, the
architecture of FPN contains two pathways: a bottom-up pathway and a
top-down pathway with lateral connections.
Bottom-up Pathway
The bottom-up pathway is simply the feed forward Resnet101 [8] that gen-
erates a pyramid’s hierarchy of multi-level feature maps with a scaling factor
of 2 between adjacent levels. In most convolution networks (e.g. Resnet101),
many layers outputting feature maps of the same size represent one stage
of the network. Output of the last layer of each stage is chosen as feature
maps in FPN, since the feature output from the deepest layer in each stage is
the strongest. Specifically for Resnet101, feature output by the last residual
block of each stage can be denoted as Ci. The original FPN uses level 2− 5,
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Figure 4.8: FPN architecture [11]. An illustration for bottom-up and top-down
pathways.
which is denoted as {C2, C3, C4, C5} for conv2, conv3, conv4, conv5 outputs,
with strides of 4, 8, 16, 32 respectively.
Top-down Pathway
The top-down pathway creates higher resolution features by up-sampling
feature maps from higher pyramid levels. The up-sampled features are coarse
in spatial while stronger in semantic. Each of these features were then merged
with feature map from bottom-up pathway at every level by lateral connec-
tions, as shown in Fig. 4.8. Bottom-up feature maps went through a 1 × 1
convolution layer to reduce channel dimensions and merge with up-sampling
feature maps by element-wise addition. The merge operation is essential
since feature maps share the same size at each pyramid level. In [11], nearest
neighbor up-sampling with a factor of 2 was applied for simplicity. Finally,
a 3 × 3 convolution layer (anti-aliasing purpose) is applied on each merged
feature map to generate final feature map. As shown in Fig. 4.8, the final
feature maps used for prediction can be represented as P2, P3, P4, P5 corre-
sponding to the pyramids hierarchy feature map {C2, C3, C4, C5}.
FPN for RPN
Recall that RPN proposed sliding window sub-networks and the concept
of anchors and the same strategy can be applied to feature maps output by
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FPN architecture. In [11], Lin et al. adapt RPN by replacing the single-scale
feature map with FPN feature maps at several levels. A head of identical
design subnetwork (3 × 3conv layer and two sibling 1 × 1conv layers) is
attached to each level of FPN feature map. Because the 3 × 3conv layer
runs through all positions on all levels, multi-scale anchor proposal is not
necessary to detect objects with different scales. Formally, in [11], anchor
areas are defined as {322, 642, 1282, 2562, 5122} pixels on {P2, P3, P4, P5, P6}
respectively. Same aspect ratio as RPN [10] was used, (1.0, 2.0, 0.5), and
a total of 15 anchors over the entire pyramids for a single position. Label
assignment for anchor proposals during training follows the assignment rule
defined in Faster R-CNN (Sec. 4.2). Since all sub-networks follow the same
design, which shares the same classifier and bounding box regressor, FPN
used a fixed 256-channel as all sub-networks outputs.
4.3.2 FPN for Retinanet
Retinanet [12] adopted FPN as backbone. Different from FPN, Retinanet
extracts feature maps from level 3 to level 7 (i.e. {P3, P4, P5, P6, P7}) with
anchor areas from 322 to 5122 respectively. They used higher pyramid levels
as feature maps to enhance the large object detection. In order to have wilder
range of scale coverage than proposed anchors in FPN [11], they add anchors
of size {20, 2 13 , 2 23} of each original aspect ratio {1.0, 2.0, 0.5}.
In [12], label assignment rule is slightly different from RPN [10]; each
anchor goes through the sub-networks and is assigned a length K (number of
object categories) one-hot vector for classification and 4-vector box regression
targets. The label assignment rules stated in [12] are the following:
1. Positive Assignment: Anchor that has an IoU > 0.5 with any ground-
truth bounding box. (Sufficient)
2. Negative Assignment: Anchor/anchors has an IoU ≤ 0.4 for all ground-
truth bounding box.
3. Neutral Ignore: For anchors assigned neither positive nor negative,
simply ignore those anchors.
Since each anchor is assigned to at most one ground-truth bounding box,
a corresponding entry in the one-hot vector is set to 1 and 0 for all other
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Figure 4.9: Impact of Focal Loss on class imbalance training compared to cross
entropy loss on [12]. An experiment result comparison.
entries. Bounding box regression is computed based on the offsets between
each anchor and its corresponding ground-truth bounding box. A classifi-
cation and bounding box regression subnetwork structure is shown in Fig.
4.9.
Class Imbalance and Focal Loss
In [9, 10], a cross entropy loss was adopted for class label classification with
a binary label {−1, 1}. A binary classifier is by default initialized to have
equal probability of assigning both labels. Such a binary classifier could be
dominated by the frequent class during the early stage of training, as stated
in [12]. In their experiment shown in Fig. 4.10, Focal Loss can enhance
the dense object detection when a vast number of background objects are
present.
In [12], Lin et al. proposed Focal Loss to address this class imbalance
situation when there is an extreme imbalance between foreground and back-
ground classes (e.g. 1:1000). Focal loss is defined on top of cross entropy loss
with an emphasis on easy foreground examples. By definition, cross entropy
loss for binary classification can be written as follows:
CE(p, y) =
−log(p) if y = 1−log(1− p) otherwise (4.22)
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Figure 4.10: Impact of Focal Loss on class imbalance training compared to cross
entropy loss on [12]. An experiment result comparison.
in which y is the binary class label, and p is the probability estimation of an
object with positive label. For convenience, we define pt:
pt =
p if y = 11− p otherwise (4.23)
then CE(p, y) = CE(pt) = −log(pt).
During implementation, a balancing term αt ∈ [0, 1] is usually added to
cross entropy loss:
CE(pt) = −αtlog(pt) (4.24)
In [12], Lin et al. found that the α balancing term in cross entropy ad-
dresses the positive/negative imbalance problem but cannot balance the dif-
ferential between hard and easy examples. Therefore, they proposed to mod-
ify the cross entropy loss by down-weight on easy examples and focusing
training on hard examples. The proposed loss can derived as following:
FL(pt) = −αt(1− pt)γlog(pt) (4.25)
where γ is the modulating factor, αt is the balancing term. In [12], exper-
iments are conducted and {γ = 2, αt = 0.25} combination yield the best




5.1 Multi-class SVM - Benchmark
The multi-class SVM discussed in Chapter 4 was applied to the dataset pre-
sented in Sec. 3.1 to conduct the experiment. Following the one-against-one
multi-class SVM pipeline, we trained a binary SVM classifier between each
class among the percentage level class labels (100%, 90%, 80%, 70%, 60%, <
60%). As a result, 15 binary SVM classifiers were trained and also used
during the testing phase.
During testing, each input image is fed to all classifiers. Each classifier
returns a vote on one of the two classes. Then we accumulate votes from all
classifiers and use the max-voting class as our final predict class. As shown in
Table 5.1, we got an average of 78% accuracy on percentage level prediction.
The “Unqualified” (< 60%) class has the best accuracy.
The classifier is a little bit confused with the higher percentage level classes
since they are more likely to misclassify 100% and 90% purity levels (with
an error of 12%).
Table 5.1: Confusion matrix for multi-class SVM classification performance
on corn quality estimation.
Labels 100% 90% 80% 70% 60% < 60%
100% 0.73 0.12 0.08 0.04 0.03 0.0
90% 0.12 0.76 0.07 0.03 0.01 0.01
80% 0.08 0.07 0.75 0.05 0.03 0.02
70% 0.04 0.03 0.05 0.79 0.06 0.03
60% 0.03 0.01 0.03 0.06 0.79 0.08
< 60% 0.0 0.01 0.02 0.03 0.08 0.86
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Table 5.2: AP and AR results for Retinanet with (γ = 2, α = 0.25),
(γ = 5, α = 0.25) and Faster R-CNN with cross-entropy loss, γ = 2,
α = 0.25 focal loss. Each configuration is trained with two types of learning
schedule (1x, 2x), where 1x starts with a base learning rate of 0.0025 and
decreases with a factor of 10 at 60k and 80k iteration and ends at 90k while
2x starts with the same learning rate and decreases with a factor of 10 at
120k and 160k iteration and ends at 180k. AP50 is the average precision for
IoU∈ [0.5, 0.95], AP75 is the average precision for IoU∈ [0.75, 0.95] and AP




Focal γ AP AP50 AP75 AR
Retinanet 1x 2 69.7% 95.5% 89.0% 4.5%
Retinanet 2x 2 68.0% 94.0% 86.6% 4.5%
Retinanet 1x 5 69.4% 95.4% 88.0% 4.5%
Retinanet 2x 5 69.2% 95.6% 88.2% 4.4%
Faster R-CNN 1x 0 67.8% 94.1% 86.8% 4.4%
Faster R-CNN 2x 0 68.5% 94.6% 87.2% 4.4%
Faster R-CNN 1x 2 71.1% 96.8% 89.1% 4.3%
Faster R-CNN 2x 2 70.3% 95.4% 88.4% 4.4%
5.2 Deep Learning Approaches
Different from the SVM approach, which classifies input image directly to a
class of percentage, the deep learning approach focuses on detecting multi-
scale, multi-orientation good corn kernels. So our evaluation will focus on
the performance of the detector. A robust good corn kernel detector can be
used to achieve an accurate estimation of corn kernel quality.
Among the deep learning detection algorithms presented in Chapter 4, ac-
cording to their reported results on Microsoft COCO [26] dataset, Retinanet
[12] achieved 36.0% average precision (AP) and Faster R-CNN [10] reached
38.5% AP. Both models used ResNet101 as backbone and FPN as feature
map structure.
We comprehensively evaluate Faster R-CNN [10] and Retinanet [12] meth-
ods based on the corn kernel dataset presented in Sec. 3.2. The programs
are implemented and modified based on Detectron [35] on Caffe2 platform
developed by Facebook. We conducted experiments configured with two dif-
ferent learning schedules and two different types of classification loss to each
architecture.
We evaluate our detector based on two types of metrics: (1) average preci-
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Table 5.3: Counting error results for Retinanet with (γ = 2, α = 0.25),
(γ = 5, α = 0.25) and Faster R-CNN with cross-entropy loss, γ = 2,











Retinanet 1x 2 10.56% 21 hrs 0.05s
Retinanet 2x 2 11.27% 42 hrs 0.05s
Retinanet 1x 5 11.25% 21 hrs 0.05s
Retinanet 2x 5 11.42% 42 hrs 0.05s
Faster R-CNN 1x 0 9.79% 22.4 hrs 0.08s
Faster R-CNN 2x 0 10.32% 45 hrs 0.08s
Faster R-CNN 1x 2 7.89% 22.4 hrs 0.08s
Faster R-CNN 2x 2 9.86% 45 hrs 0.08s
sion (AP) and average recall (AR) (as shown in Table 5.2) and (2) counting
error (as shown in Table 5.3). The first metric is quite standard, while the
second metric measures the count of good corn kernels in an image compared
with the count in the ground-truth.
The training and inference are performed on a Linux server with 2 GTX
1080ti (12GB memory each) GPUs bridged with SLI. Resources needed to run
the experiments are shown in Table 5.3. Retinanet is trained and inferences
slightly faster than Faster R-CNN.
Retinanet
Since we are focusing on smaller objects, corn kernels, we used the feature
map {P2−P6} from FPN instead of {P3−P7} mentioned in Sec. 4.3. In [12],
they adopted pyramid level 7 (a higher dimension feature map) to enhance
the large object detection, which is not the case for our task. Therefore,
our adjustment to the FPN level fits the application better and yields better
performance.
Faster R-CNN
With Faster R-CNN as our detector, class imbalance problem still exists.
Motivated by the performance enhancement by focal loss in Retinanet, we
also adopted focal loss in Faster R-CNN to address the class imbalance issue,
by replacing the cross-entropy loss of classification subnetwork with a focal
loss of γ = 2. By adding the focal loss to the architecture, the model has 2−
3% improvement in precision and 2− 3% improvement in counting accuracy.
39
Training Tricks
In all the experiments, we applied some tricks to establish training stability
and efficiency. Girshick et al. [35] trained the model on 8 Tesla P100 (24GB
memory each) GPUs with a starting learning rate of 0.02 and batch size of
32 (4 images on each GPUs). In our case, we used 2 GPUs, each with half of
the Tesla P100’s memory. Therefore, we established our training on 2 GPUs
with a minibatch size of 4 and 2 images on each GPU. According to the
linear scaling rule stated in [36]: When the minibatch size is multiplied by
k, multiply the learning rate by k. Limited by our hardware, we only have 1
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of the original dataset so the starting learning rate was adjusted to 0.0025.
When large mini-batches are used, the linear scaling rule in [36] would
fail at the beginning of training since the network is changing so rapidly.
Therefore, Goyal et al. [36] also suggested using a warm-up learning rate
at the beginning of the training. In our implementation, we used gradual
warm-up for the first 500 iterations of training, from [0, 0.0025] with a step
increase of 5e−6 at each iteration.
Results Comparison
According to our experimental results reported in Table 5.2 and Table 5.3.
Faster R-CNN with a focal loss of γ = 2 achieved the top performance in both
metrics: highest AP and lowest counting error. During our experiments, we
proved that focal loss can be applied to Faster R-CNN or other architectures
to address the class imbalance issue, thus enhancing the detection results. In
order to more intuitively get the detection performance, we present visualized
detection results inferenced by different models. Each result is also compared
with ground-truth bounding boxes, as shown in Fig. 5.1.
In Fig. 5.1, the left two columns are generated by Fast R-CNN (with
and without focal loss) and the right two columns are generated by Reti-
nanet (γ = 2, γ = 5). On each detection result visualization, ground-truth
is marked with green bounding box and detection results are marked with
circles centered at the center location of each detected object with a radius
of 40 pixels. According to detection results, Faster R-CNN with a focal loss
(first column) is doing a better job than the other three competitors. It is
robust to image cropping, scaling, lighting and resolution. Overall, each one
of these algorithms works well, Faster R-CNN is more robust at guessing the
part of the corn kernels that have been cropped by the edges of images.
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(a) (b) (c) (d)
Figure 5.1: Detection result comparison between different models. Each column
presents detection results from one model and only 1x models are shown here.
Column (a) shows the detection by Faster R-CNN with focal loss, column (b)
shows the detection by Faster R-CNN with no focal loss, column (c) shows the
detection by Retinanet with γ = 2 and column (d) shows the detection by




In this paper, we presented multiple solutions to evaluation corn kernel qual-
ity. The multi-class SVM method gives a good estimate of corn kernel quality
as a level class based on the percentage of good corn kernels in a batch. How-
ever, the methods cannot be applied very well on random corn kernel images.
This is because our features provided to the SVM classifier are fine-tuned by
a series of image processing algorithms. So when the input image has a wide
range of scale change, the classifier would easily fail. On the other hand,
machine learning approaches are very robust to object scale. We tested our
best detector on random corn kernel images from the internet, and it still
performed very well. With such a robust detector, we could then use the
count of good corn kernels along with field-of-view area to compute the fi-
nal corn kernel quality. We have proven the capability to train an excellent
corn kernel detector with multiple machine learning architecture. Our exper-
iments also showed a marginal precision improvement by adding focal loss to
Faster R-CNN.
This work can be considered as a benchmark for corn kernel detection
and quality analysis. We proposed a traditional computer vision pipeline,
reviewed the most advanced detectors to date, adopted the state-of-the-art
detectors to build a machine learning pipeline and achieved some enhance-
ment by combining some brilliant ideas.
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