Abstract. In this paper, we consider a three-dimensional transient inverse heat conduction problem arising in pool boiling experiments. The surface heat flux is estimated from pointwise temperature observations inside a heater. Regularized solutions for this ill-posed problem are obtained by Tikhonov regularization and conjugate gradient methods together with a discrepancy stopping rule. The nonuniqueness of solutions resulting from the limited number of observations is addressed by regularizing the problem in an appropriate norm. For a numerical solution of the governing partial differential equation, a space-time finite element method is used, and several aspects of an efficient implementation, including a multilevel optimization strategy, are discussed. The overall procedure is finally applied to the reconstruction of local boiling heat fluxes from experimental data.
Introduction
Boiling heat transfer is an important process with many technical applications in chemical engineering, in the power or steel industries, and other related fields. The mechanistic understanding of boiling processes is however still not complete, especially at high heat fluxes [26] . During the past decades, many investigations of boiling phenomena have been conducted, regarding the macro-and microscopic as well as the molecular scale [25, 2, 24, 9, 8, 28, 29, 34] ; however, existing models are typically only valid for one of the boiling regimes. Predictive methods that capture major physical effects and allow a reliable prediction of boiling heat transfer along the entire boiling curve are still not available.
The identification of local heat fluxes at the boiling surface is a fundamental ingredient for the understanding of boiling phenomena. Previous research in this direction has mainly been devoted to experimental investigations on a mesoscopic scale resulting in averaged heat flux information at the boiling surface, but only few publications deal with the systematic determination of local boiling heat fluxes. The reconstruction of the surface heat flux from interior temperature observations belongs to the class of ill-posed inverse heat conduction problems (IHCPs) [3, 1] , which have been studied intensively over the last decades. In order to cope with the inherent illposedness, solution strategies are typically based on so-called regularization methods [12] , such as Tikhonov regularization [36] , space marching [31] , function specification [3] , or iterative methods [23] . Due to the high complexity, only a few publications are available for IHCPs in three dimensions [37, 20, 6, 15, 27] . In previous work [27, 18] , we investigated the numerical reconstruction of local boiling heat fluxes from experimental temperature measurements. In [18] , we simplified the model geometry, which allowed to interpolate data and solve the governing partial differential equations on a simplified domain. The inverse problem was then solved by a least-squares approach, and the L-curve method [17] was used as a heuristic regularization parameter choice strategy.
In this work, we study the determination of local heat fluxes from temperature measurements, both, analytically and numerically. We consider a realistic measurement setup, formulate and analyze the inverse problem, and discuss in detail its efficient numerical solution by space-time finite element methods. Finally, our approach is validated in numerical tests, and applied to real measurements. Compared to our previous work, the total computation time for the solution of the inverse problem is reduced considerably. We think that this will be of great importance when integrating the reconstruction of local heat fluxes with model selection or parameter estimation in boiling heat transfer modeling, which we consider as a long term goal.
The present paper is organized as follows: In Section 2, we introduce the pool boiling experiment and the partial differential equations describing the physics of the system. A detailed mathematical formulation, and results concerning the ill-posedness of the inverse problem and its regularization are presented in Section 3. The efficient numerical realization is discussed in Section 4, and Section 5 summarizes numerical results for some test problems and for the reconstruction from experimental data. Conclusions and an outlook are given in the final section.
Experimental setup and governing equations
The estimation of local boiling heat fluxes requires adequate temperature measurements near the boiling surface. We shortly present details of a reference experimental setup, introduce the governing equations, and discuss the assessment of measurement inaccuracies from experimental data.
Experimental setup
In this work, we utilize data that have been obtained in pool boiling experiments carried out at TU Berlin by Auracher and co-workers [5] . Some details of the experimental setup are displayed in Figure 1 . The core of the heater is made of high purity copper. It Figure 1 . Experimental setup of the test heater and schematic setup of the microthermocouples (adopted from [26] and [5]) consists of a cylindrical part (35 mm diameter, 5 mm height) at the top, and a flat part (38 mm × 38 mm, 2 mm high) with cut off edges at the bottom. The known heat flux input q H is provided by a resistance heating foil, which is mounted at the bottom of the heater. For electrical insulation, a 0.25 mm thin sheet of aluminum nitride is located between the resistance foil and the heater. High resolution temperature measurements are taken by a 6 × 6 microthermocouple (MTC) array at an 1 mm × 1 mm area located 3.6 µm below the center of the boiling surface Γ B . For additional measurements, a few MTCs are distributed on further locations at the cross-section 3.6 µm below Γ B . Each thermocouple consists of an insulated constantan wire (38 µm diameter) which is embedded in the heater, cf. Figure 1 (right) . A copper layer of 2.5 µm thickness is sputtered on the top surface of the wire to create a T-type thermocouple. The MTCs have no significant influence on the surface characteristics of the temperature field, and are able to provide accurate temperature measurements with high temporal resolution [5] . To avoid oxidation and corrosion, the boiling surface is coated with a gold layer of 1 µm thickness, which is separated from the copper core by a titanium layer of 0.1 µm thickness acting as diffusion resistance layer.
Governing equations
The temperature evolution inside the heater is governed by the heat equation
where Ω represents the domain of the heater, and (0, t f ) is the time interval in which the experiment takes place. Moreover, ρ, c p and λ denote the density, the heat capacity and the heat conductivity of the materials, respectively. Since the heater is made up of different materials, these parameters are space dependent functions. The temperature fluctuations during the experiment are sufficiently small, so we consider the parameters to be independent of the temperature. At initial time t = 0, we have
where Θ 0 is the initial temperature distribution. At the boundary ∂Ω = Γ A ∪ Γ H ∪ Γ B , we assume that the heat flux is given by
The boundary heat flux q takes different values at different parts of the boundary. Due to the experimental configuration, we assume adiabatic boundary conditions q| Γ A = 0 at the lateral boundary Γ A , and a known heat flux q| Γ H = q H at the heating plane Γ H . The heat flux q| Γ B = q B at the boiling surface Γ B is unknown, and shall be reconstructed from the temperature measurements provided by the MTCs.
Assessment of measurement inaccuracies
For the systematic reconstruction of the boiling heat flux q B from additional temperature measurements, some bound on the measurement errors is required, cf. [30, 12] . The general reliability of microthermocouple sensors has been investigated in detail in [5] . Hence, we may assume that only small perturbations are present in the temperature recordings. In Figure 2 , we display examples of such data. The large temperature Figure 2 . Examples of experimental temperature measurements at 4 MTCs drops are induced by the boiling process, while the tiny fluctuations might be due to measurement errors. From the preprocessing of the available data, we worked out an upper bound of approximately 0.025 K for the small fluctuations, which will serve as an estimate of the data noise level in the subsequent sections.
Mathematical formulation
Equations (1)- (3) establish an affine-linear, thus nonlinear relation between the heat flux q| Γ B at the boiling surface and the resulting temperature distribution Θ, which can be linearized by homogenization in the following way: Let T d be the solution of (1)- (3) with initial condition T d (x, 0) = Θ 0 (x), and boundary heat fluxes q = q H at Γ H , q = 0 at Γ A , and q = q * B at Γ B . Here, q * B is some a-priori guess for the heat flux at the boiling surface Γ B . Since T d does not depend on unknown quantities any longer, it can be precomputed. Next we define
which by linearity of the parabolic equation (1) solves
with homogeneous initial and boundary conditions
and inhomogeneous boundary conditions at the boiling surface
Here, q = q B − q * B denotes the unknown part of the heat flux at the boiling surface, i.e., the quantity which we aim to determine from additional temperature measurements. Note that T depends linearly on the heat flux q at the boiling surface Γ B now.
Forward problem
Equations (5)- (7) relate the heat flux q at the boiling surface to the resulting temperature distribution T in the domain Ω. The temperature is measured at locations x ∈ M ⊂ Ω. In reality, M consists of finitely many points (small areas of the MTCs), but for analytical investigations, we also consider the case that the temperature can be measured on a smooth two-dimensional manifold, e.g., a cross section of Ω. We will refer to the latter case as idealized measurements. Since the time resolution of the available measurements is very high, we assume for simplicity that measurements can be taken at any time instance t ∈ (0, t f ). In the following, we consider
as function space for the boiling heat fluxes, and we utilize the space
for the measurements. If temperatures are available only at finitely many locations, we also write
With these definitions, we define the forward operator
that maps boiling heat fluxes q onto temperature measurements T m := T | M . The following result follows readily from standard regularity results for the solutions of parabolic partial differential equations.
Theorem 1 Let X and Y be defined as above. Then the operator K : X → Y is linear, bounded and compact.
Inverse problem
Let us consider the inverse problem
where T δ m ∈ Y are the perturbed measurements. We denote by T m the unperturbed data corresponding to the true heat flux, and assume that a bound on the data noise is available, i.e.,
for some δ > 0; see Section 2.3. As a consequence of the compactness of the operator T we obtain:
Theorem 2 The inverse problem (11) is ill-posed.
Let us next consider the question of uniqueness, which can only hold, if infinitely many data are available.
Theorem 3 Let M ⊂ Ω denote a cross section of Ω, such that M together with Γ A and Γ H defines a closed surface in R 3 enclosing some part Ω 1 ⊂ Ω, i.e., ∂Ω 1 = (Γ A ∪Γ H ∪M)∩Ω 1 . Then q is uniquely determined from measurements of the temperature T at M.
Proof. Knowing the additional data T m = T | M , we can set up an initial-boundary value problem (similar to the forward problem) on Ω 1 × (0, t f ). This problem has a unique solution and allows to determine T and ∂T ∂n on M. The problem of determining q then corresponds to an inverse problem for a parabolic equation on (Ω \ Ω 1 ) × (0, t f ) with given initial conditions and overdetermined boundary data on M, which is known to have a unique solution [22] .
2
In case of only finitely many measurement locations, uniqueness does no longer hold, and one has to select one specific solution, e.g., the one with minimal norm, cf. [12] .
Theorem 4 Let T m = Kq † denote the unperturbed data. Then there exists a unique element q † satisfying Kq † = T m and q † X = min{ q X : q ∈ X } called minimum-norm solution.
Remark 5 If the solution to the inverse problem is unique, then it is also the one with minimum norm. By minimizing q − q * instead of q , it is possible to include an a-priori guess q * in the definition of the minimum-norm solution. Note, that we already included the a-priori guess when linearizing the problem at the beginning of Section 3.
Below, we will sometimes use a stronger norm Lq to enforce uniqueness. Here, L is typically some differential. q † is then called weighted minimum-norm solution. Both, the norm as well as q * have to be chosen in order to reflect all available a-priori knowledge on the solution, and this choice may have significant influence on the results; see the numerical studies in Section 5.1.
Regularization
Since only perturbed measurements T δ m are available, the inverse problem (11) has to be solved by some regularization method. For ease of presentation, we confine ourselves to Tikhonov regularization [35, 13] in the sequel, but our considerations hold for more general regularization methods, e.g., linear iterative methods, and conjugate gradient type methods, see for instance [12] . A generalization in this direction is discussed in Section 3.4. For α > 0, we define the regularized approximate solution by
where K * : Y → X denotes the adjoint operator of K with respect to the spaces X and Y, and L is some operator defining the norm for the regularization. Typically, L will be either the identity, or some differential operator. In the sequel, we tacitly assume that L * L is at least densly defined and bounded from below.
Theorem 6
Assume that Kq = T m has a solution in X := {q ∈ X : Lq < ∞}. If α ∼ δ or α is chosen by the discrepancy principle,
then the regularized approximations q δ α converge with δ → 0 towards the weighted minimum-norm solution, i.e., the least squares solution q † with minimal norm Lq † . 
which is the form in which Tikhonov regularization was introduced originally [35] . Finally, one can show by simple manipulations that
Noting that K is the adjoint of K with respect to the spacesX and Y, one observes that (13) amounts to standard Tikhonov regularization for the problemKq = T δ m , wherē K :X → Y denotes the restriction of K toX , i.e.,K = K onX ; we refer to [12, 11] for details.
Remark 8 Even in the case of idealized data, the problem under consideration is severely ill-posed, and one can obtain at most logarithmic convergence rates [19] . Since in practice only limited data are available, and only slow convergence can be expected, we do not consider the issue of convergence rates any further here.
Iterative regularization
Due to the complexity of the problem under investigation, a solution of the inverse problem can in principle only be realized by some iterative method. Instead of solving (13) by some iterative scheme, one can as well use the stabilizing property of iterative methods themselves, e.g., solve (13) with α = 0 by a conjugate gradient method and appropriate stopping rule. The convergence results of Theorem 6 carry over almost verbatim [12] . As iterative solution method, we consider the conjugate gradient method applied to the normal equations (CGNE), which can be shown to be optimal in a sense specified below, cf. [16, 10] .
Algorithm 1 (CGNE) Let q 0 ∈X be given.
* denotes the adjoint of K with respect to the spacesX and Y; see also Remark 7. The following optimality property of conjugate gradient methods is well-known, and it is the reason why we consider this method here.
} denote the kth Krylov subspace. Then q k defined by Algorithm 1 is optimal in the sense
Hence, the CGNE method requires the fewest iterations under a large class of iterative methods, until the discrepancy principle is reached. The following theorem summarizes the regularizing properties of the CGNE method, see [16, 12, 10] .
Theorem 10 Let q k be defined as in Algorithm 1. If the iteration is stopped according to the discrepancy principle
Note that tshe norm Lq used for regularization enters the method via the definition of the adjoint K := (L * L) −1 K, see Remark 7 and [10] for details.
Adjoint problem
For the implementation of the iterative methods, we require the application of the forward and adjoint operators K and K . Let us shortly sketch, how the application of the adjoint operator, i.e., the operaton s = K d can be realized.
Theorem 11
For given d ∈ Y, let ψ denote the solution of the adjoint equation
with homogeneous terminal value and boundary conditions
is given as solution of the variational problems (Ls(t), Lh) X = (ψ(t), h) X for t ∈ (0, t f ). The right hand side f in (15) 
Numerical realization
In this section, we discuss the discretization of the forward and the adjoint problems via space-time finite element methods, and we sketch a multilevel strategy for solving the inverse problem.
Triangulation of the domain
As a first step, we generate a partition of the domain Ω, i.e., the test heater depicted in Figure 3. A triangulation E h = {E} of the boiling surface Γ B into triangles E can be constructed easily. Each surface triangle can then be extruded into a small prism in order to mesh the (thin) gold layer on top of the heater. The remaining part of the domain is then be partitioned with tetrahedral elements yielding a hybrid mesh T h = {T } for Ω. Since the forward problem has non-zero boundary data only at the top surface, and since the right hand side of the adjoint problem is non-trivial only near the small measurement area close to the top surface, we use non-uniform mesh grading towards this region of interest. All finite element meshes are generated with the open source software NETGEN [33] . The time domain is subdivided into small time intervals (t j−1 , t j ], j = 1, . . . , n with 0 = t 0 < t 1 < . . . < t n = t f . We restrict ourselves to a constant time step below, i.e., t j = j · τ with τ = t f /n in our test examples, which on the one hand reflects the uniform sampling rates at which temperature measurements are taken, and on the other hand helps to increase the computational performance, see Remark 12.
Finite element discretization of the forward and adjoint equation
For the discretization of the partial differential equations (5) and (15) governing the forward and adjoint problems, we use a conforming finite element discretization with piecewise polynomial functions in spatial direction, and a discontinuous Galerkin method with piecewise constant functions in time [14] . This space-time discretization is well studied for optimal control problems governed by parabolic equations [4] , and allows to derive exact discrete gradients. The functions of the finite element space have the form
where χ j = χ (t j−1 ,t j ] denotes the characteristic function of the jth time interval, and the functions U j belong to
with k ≥ 1 denoting the polynomial degree of the ansatz functions. For discretization of the boiling heat flux we utilize the corresponding trace space, i.e., the boiling heat flux q is approximated by functions
with Q j ∈ X h defined by
The fully discrete scheme for the forward problem can be written as follows:
Algorithm 2 (Forward problem) Set U 0 = 0 and find U j ∈ V h , j = 1, . . . , n such that
for all V ∈ V h and j = 1, . . . , n. Here and below, we use the notation ·, · to denote the scalar product in L 2 . Identifying the finite element functions U j with their coordinate vectors, we obtain the sequence of linear equations
Once the solution U = {U j } n j=1 of the forward (sensitivity) problem has been computed, the values at the measurement points can be determined easily by interpolation.
In a similar way, we obtain the variational form for the adjoint equation.
Algorithm 3 (Adjoint problem) Set W n+1 = 0 and find W j ∈ V h , j = n, . . . , 1 such that
for all V ∈ V h and j = 1, . . . , n. Here, F j , V is defined by
with f as in Theorem 11. The corresponding discrete system reads
In order to compute the the discrete gradient s = K d, additional problems at the boiling surface Γ B have to be solved: Let X j denote the restriction of W j to the boundary Γ B and define S j ∈ X h by
This yields a sequence of linear equations
and the finite element approximation for the gradient direction s = K d is given by S j ∈ X h .
Remark 12
Since the time step τ is fixed and the finite element spaces do not change over time, the system matrices have to be assembled only once. Moreover, it suffices to factorize the matrices [A h + τ B h ] before the time loop is entered. This allows to solve the transient equations very fast, even if many time steps are used. The same holds true for the matrices [G h + H h ], which have to be factorized for computing the gradients.
Coarse discretizations and a multilevel approach
For a further acceleration of the numerical solution of (11), we consider a multilevel approach. Assume that a sequence of meshes T l h and step lengths τ l , l = 1, . . . , L are given. On each level l, we solve the inverse problem K l h q l = T δ m approximately with a-priori guess q * ,l being the solution of the previous level. The heuristics behind this approach are clear. If q l is already a good approximation for the solution of the inverse problem, one can use this information also on the next finer level, e.g., as the initial value in Algorithm 1. Then fewer iterations should be required to solve the problem approximately on the finer level. The maximal number of levels will be chosen such that the discretization error of the forward problem is in the order of the data error δ.
Remark 13
While the derivation of an appropriate stopping criterion at the lth level is easy for the iterative solution of the Tikhonov regularization method, the construction of appropriate stopping rules for purely iterative methods is more involved. We refer to [32] for details and convergence proofs for a class of multilevel iterative regularization methods. For our numerical tests below, we utilize the following modified discrepancy principle: For t ∈ (t j−1 , t j ] and i ∈ 1, . . . , m define T
which corresponds to a projection of the data T δ m onto the finite element space. We then propose to stop the CGNE iteration at level l as soon as the iterate q l k satisfies
The iterates obtained with Algorithm 1 at discretization level l are not changed, if one replaces the measured data T δ m by the projected data T δ,l m . The latter can however be utilized in the discrepancy principle. A detailed analysis of multilevel iterative regularization with such a choice of stopping criterion will be part of future research, and is not in the scope of this paper.
Results
In this section, we apply the algorithms discussed in the previous sections to the inversion of data obtained with the experiments described in Section 2. We start with validating our algorithm on synthetic data. We utilize these test cases also to obtain some insight in what kind of results can actually be expected for limited data, and how the norm used for regularization influences the results. In Section 5.2, we then solve the inverse problem with real data and compare with results obtained in previous work [18] .
A case study
For validation of our algorithms, we first consider a model problem with synthetic data. In the forward model (5)- (7), we utilize the parameters ρ = 1 kg mm −3 , c p = 1 J kg −1 K −1 and λ = 1 W mm −1 K −1 , and we define the exact boiling heat flux to be
Herex ∈ R 2 denote the two-dimensional spatial coordinates at the boiling surface. The centerx c and the matrix A p describing the geometry of the Gaussian peaks are slightly varied in our tests (CS1)-(CS3). As simulation time horizon we choose t f = 4 ms, and we use equidistant time steps of τ = 0.01 ms, both, for the time discretization and for sampling the data. For generation of the data as well as for solving the inverse problem, a mesh with 19,375 vertices and 74,558 elements is used. Since variations in the temperature are only due to variations of the heat flux at the boiling surface, the mesh is a-priori chosen to be finer at Γ B , and even finer in the region of interest, where the temperature sensors are located, see Figure 4 . The noise-free temperature measurements are generated by solving (5)- (7) with q = q ex numerically using piecewise quadratic polynomials for the spatial discretization. To avoid inverse crimes [7] , the inverse problem is solved using only polynomials of order 1. All numerical tests are realized in the open source finite element code NETGEN/NgSolve [33] .
The exact solutions of the case studies vary in location, orientation, and size of the inhomogeneous boiling heat flux; in particular, the areas where q differs significantly from 0 get smaller from (CS1) to (CS3). In Figure 5 , we display the reconstructed heat fluxes at the boiling surface at t = 2. In all three test cases, the reconstructions are obtained by reducing the squared residuals in Algorithm 1 to 10 −6 . The results obtained with regularization in the stronger H 1 -norm (q 2 in Figure 5 ) are clearly superior to those with only L 2 regularization (q 1 in Figure 5 ). 
Remark 14
As can be seen from the reconstructions, regularization with a stronger norm has some smoothing effect. Also, in case of incomplete data, the reconstructions depend on the norm used for regularization, cf. Section 3. In previous work [18] , uniqueness of the reconstructions was obtained by interpolation in the data space. This approach can however not be generalized easily to realistic complex geometries considered here.
In Table 1 , we compare the exact heat fluxes with the reconstructions using different regularization norms. For assessing the reliability of the reconstructions, we compare extremal and mean heat fluxes. From the reconstructions obtained in these test cases, we conclude that regularization in the H 1 -norm gives more reliable results than the L 2 -norm case. In particular, the correlation between results and the position of the measurement locations is reduced drastically. We therefore consider only regularization with the stronger norm in the sequel. Table 1 . Quantitative study of heat flux reconstructions for three different scenarios, see also Figure 5 . The extreme values of the reconstructions q 2 based on H 1 -norm regularization are much more reliable than q 1 obtained with L 2 -norm regularization; the reconstructions of the total respectively mean fluxes are comparable for both variants.
Estimation with real experimental data and comparison with previous results
Let us now return to the pool boiling experiment [5] described in detail in Section 2. The available measurement data at the MTCs have been taken with a sampling frequency of 25 kHz [26] , which corresponds to a time step size of 0.04 ms. The total observation time is 30 ms, which amounts to 750 time steps. For the numerical solution, the following values for density, thermal capacity, and thermal conductivity have been used [21] :
, and λ C = 393 W m −1 K −1 for copper, and
, and λ G = 311 W m −1 K −1 for gold. The inverse problem is then solved by the CGNE method using the multi-level strategy outlined above with three nested meshes as depicted in Figure 6 . The iterations at the individual levels are stopped according to Remark 13 with τ = √ 2 and noise level δ = 0.025 K, which was estimated from the data in Section 2.3. The nu- merical solution of the inverse problem required 76, 16, and 12 CGNE iterations on the different levels; the corresponding computational times were 93, 172, 1916 seconds on a standard 2GHz laptop. Although less iterations are required on the finer levels, most of the computing time is actually spent for the solution on the finest level. In comparison with a single-level strategy starting directly at the finest level (44 CGNE iterations), the computational time could be reduced by 68 %. We would like to mention that the resolution of the finest mesh is most probably already too fine, i.e., approximately 10 elements are placed between two measurement locations. This issue can and will be examined in future work by applying a-posteriori error estimators.
In the following, we display the results of our computations, and we compare with the reconstructions obtained in [18] for the same data, but with a simplified model. There, the computational domain was restricted to a small volume around the measurement locations, and artificial boundary conditions were introduced. In Figure   Figure 7 . Estimated heat fluxes above selected inner positions of the central 6 × 6 MTC array. Solid line: [18] ; dash-dot line: present study.
7 we plot the evolution of the reconstructed heat fluxes on top of selected inner MTCs of the 6 × 6 MTC array: Both approaches (the one considered here, and the one of [18] using a simplified model) yield heat fluxes of approximately the same magnitude. As illustrated in Figure 8 , the reconstructions differ considerably only at the boundary of the 6×6 MTC array. We assume that this is a result of the model error introduced in [18] by restricting the domain and imposing artificial boundary conditions. In particular, the time intervals, where negative heat fluxes are estimated are mostly reduced by the current approach, and we think that the heat fluxes above the MTCs 1-6, 7,12,18, 19, 24, 25, 30, 31-36 are reconstructed more reliably now. Additional results are displayed in Figure 9 for the temporal evolution of the estimated heat fluxes on top of MTCs 37-44, and in Figure 10 The squares in the lower line correspond to the computational domain used in [18] .
As a final remark, let us mention that the experimental data correspond to an operating point of the heater located in the transition boiling part of the boiling curve (point 3 in Figure 11 ). While the macroscopic heat flux at this operating point is around Figure 11 . Boiling curve of isopropanol at P sat = 0.1 MPa showing the operating point used in this study [5] .
0.108 MW m −2 , the peak value of the estimated local boiling heat flux is approximately 100 times bigger, which can be explained by liquid rewetting of highly superheated and vapor-covered surface spots. The local boiling heat fluxes for other representative operating points in the different boiling regimes have also been estimated. Because of space limitations, we do not show them here.
Conclusions
In this work, we presented analytical and numerical investigations concerning threedimensional inverse heat conduction problems stemming from pool boiling experiments. According to our analytical investigations, the inverse problem is ill-posed, and we utilized iterative regularization methods for the stable solution. The assessment of the noise level and appropriate stopping rules for iterative regularization by conjugate gradient methods were investigated. Additionally, the discretization of the governing partial differential equations by space-time finite element methods, and details concerning the their efficient implementation were discussed. The numerical approach was validated on simulated data, and also utilized for the inversion of high resolution experimental data. In comparison to previous work, we considered real complex geometries, and we could improve the performance of the reconstructions considerably. The investigated solution algorithms enable a systematic and efficient reconstruction of local instantaneous heat flux distributions for different regimes along the entire boiling curve in pool boiling systems.
Some questions that were explicitly excluded from our discussion here, but will be investigated in future work, include the detailed analysis of the proposed multilevel strategy and the utilization of a-posteriori error estimators for the assessment of discretization errors. Further research shall also be devoted to the combination of the results presented here with model selection and parameter estimation techniques for identifying the relevant mechanisms in pool boiling.
