In this paper, we consider the surplus process of the classical continuous time risk model containing an independent diffusion (Wiener) process. We generalize the defective renewal equation for the expected discounted function of a penalty at the time of ruin in Garber and Landry [Insurance: Math. Econ. 22 (1998) 263]. Then an asymptotic formula for the expected discounted penalty function is proposed. In addition, the associated claim size distribution is studied, and reliability-based class implications for the distribution are given.
Introduction
In the classical continuous time risk model, the number of claims is assumed to follow a Poisson process {N(t) : t ≥ 0} with parameter λ. The individual claim sizes X 1 , X 2 , . . . , independent of N(t), are positive, independent and identically distributed random variables with common distribution function (df ) P (x) = Pr(X ≤ x) and moments p j = ∞ 0 x j dP (x) for j = 0, 1, 2, . . . . The aggregate claims process {S(t) : t ≥ 0}, where S(t) = X 1 + X 2 + · · · + X N(t) (with S(t) = 0 if N(t) = 0) denotes the aggregate claims up to time t, is a compound Poisson process with parameter λ. The surplus of the insurer at time t is U(t) = u + ct − S(t), t ≥ 0, (1.1) where u = U(0) is the initial surplus, c = λp 1 (1 + θ) is the constant rate per unit time at which the premiums are received, and θ > 0 is the relative security loading. Let T = inf{t : U(t) < 0} be the time of ruin (the first time that the surplus becomes negative). Two important non-negative random variables in connection with the time of ruin T are |U(T )|, the deficit at the time of ruin, and U(T −), the surplus immediately before the time of ruin, where U(T −) is the left limit of U(t) at t = T . Gerber and Shiu (1998) (see also Lin and Willmot, 1999 ) considered a function associated with a given penalty function w and the joint distribution of T , U(T −) and |U(T )| as follows. For δ ≥ 0, define is a special case with w(x, y) = 1 and δ = 0. Gerber and Shiu (1998) then derived a defective renewal equation based on (1.1) for φ 0 (u) as follows: 4) where ρ 0 = ρ(δ, 0) is the unique non-negative root of Lundberg's equation Gerber (1970) extended the classical risk model (1.1) by adding an independent diffusion (or Wiener) process to (1.1), so that
δT w(U (T −), |U(T )|)I (T <
where σ > 0 and {W (t) : t ≥ 0} is a standard Wiener process that is independent of the compound Poisson process {S(t) : t ≥ 0}. In this case, the definition of the time of ruin becomes T = inf{t : U(t) ≤ 0} due to the oscillation character of the added Wiener process. Based on the same model (1.6), Dufresne and Gerber (1991) studied ψ d (u), the probability of ruin caused by oscillation, ψ s (u), the probability of ruin caused by a claim, and ψ(u), the probability of ruin caused by either oscillation or a claim, and proposed corresponding defective renewal equations, respectively. Wang (2001) proved that ψ d (u) and ψ s (u) are twice continuously differentiable if P (x) is continuous, and gave the explicit expressions for ψ d (u) and ψ s (u) when the claim size is exponentially distributed. Gerber and Landry (1998) generalized the discussion of Dufresne and Gerber (1991) based on (1.6) by considering a penalty scheme which is defined by a constant w 0 and a non-negative function w(−y), y > 0. Then the penalty due at ruin is w 0 if ruin occurs by oscillation and w(U (T )) if ruin is caused by a claim. They stated that the expected discounted penalty function φ(u) is
where
is the Laplace transform or the expectation of the present value of the time of ruin T due to oscillation. Note that
Then it can be shown that φ d (u) satisfies the defective renewal equation (see Gerber and Landry, 1998) 
is the unique non-negative root of a generalized Lundberg's equation
with ρ(0, D) = 0. Note that g(y) dy is the discounted probability that the first record low caused by a claim is between u − y and u − y − dy. They also demonstrated by a probabilistic interpretation that φ(u) in (1.7) satisfies the defective renewal equation
See also Wang and Wu (2000) . Note that g(y) can be written as
, the convolution of functions h and γ , where
and
(1.14)
A generalized defective renewal equation
In this section, we are going to further generalize the expected discounted penalty function (1.7) to the following based on the model (1.6) by involving both the random variables, |U(T )|, the deficit at the time of ruin, and U(T −), the surplus immediately before the time of ruin, and then derive the corresponding defective renewal equation, i.e.,
We first deal with the simpler case φ w (u) where the penalty at ruin is w(U (T −), |U(T )|) if ruin is caused by a jump. To derive the defective renewal equation for (2.2) , consider the infinitesimal time interval between 0 and t. The discount factor for the interval [0, t] is e −δ t = 1−δ t +o( t) where o( t) means lim →0 o( t)/ t = 0. The process {S(t) : t ≥ 0} will have one claim with probability λ t, no claims with probability 1 − λ t, and more than one claim with probability o( t). By conditioning on this, the amount of the claim (if it occurs) and the value of W ( t), we have that
First we expand φ w (u + c t + σ W ( t)) in a Taylor's series about u to the term of φ w (u) to get
where φ (k) w (u) is the kth derivative of φ w at u, and u * is between u and u + c t + σ W ( t). From the facts that
Substituting this in (2.3), dividing by t, and letting t → 0 gives
Then taking Laplace transforms on both sides yields
Assume lim u→∞ e −ξu φ w (u) = 0 and lim u→∞ e −ξu φ w (u) = 0, then using φ w (0) = 0 and integration by parts, one has
, and hence
Because ρ satisfies generalized Lundberg's equation (1.11) , letting ξ = ρ in (2.6) leads to Dφ w (0) = λω(ρ). Substitute λ + δ for Dρ 2 + cρ + λp(ρ); then (2.6) can be written as
The preceding equation implicitly gives the Laplace transform of
(the Laplace transforms of both g(y) and g ω (u) are given later in (2.14) and (2.17), respectively) where
The uniqueness of the Laplace transform gives the following theorem.
Note that we use the Laplace transform approach with the assumptions lim u→∞ e −ξu φ w (u) = 0 and lim u→∞ e −ξu φ w (u) = 0 for any ξ > 0 to prove Theorem 1. However, Theorem 1 can also be shown by an alternative approach (see Gerber and Landry, 1998 or Gerber and Shiu, 1998) with the looser assumptions lim u→∞ e −ρu φ w (u) = 0 and lim u→∞ e −ρu φ w (u) = 0. In fact, w(x, y) is independent of the initial surplus u in most applications, which implies lim u→∞ e −ρu φ w (u) = 0 and lim u→∞ e −ρu φ w (u) = 0. With the definitions of γ (s) and γ ω (s) in (1.14) and (2.9), respectively, Eq. (1.4) can be rewritten as
Now combining (2.10) with (1.9) leads to the following defective renewal equation (2.12) for (2.1), which is more general than the defective renewal equation (1.12) (i.e., Eq. (26) in Theorem 3 of Gerber and Landry (1998)) for (1.7).
Theorem 2. For
Moreover, g(y) and g ω (u) can be re-expressed as follows for further applications, in particular the limiting behavior of φ(u) in (2.12) as D → 0. 
13) and the Laplace transform of g(y) is
Similarly, reversing the order of integration gives
Since ρ satisfies (1.11), the numerator can be expressed as
Comparing Eq. (2.8) with Eq. (1.10), we find that g ω (u) has the same form as g(y) except that g ω (u) and g(y) have the different innermost integrands ω(x) dx and dP (x), respectively. Hence, we also have the following corollary. 
17)
Intuitively, one can conceive that when D → 0, then σ W (t) → a degenerate random variable with value zero since σ W (t) ∼ N(0, σ 2 t) = N(0, 2Dt). Therefore, as the surplus process (1.6) containing an independent diffusion (or Wiener) process approaches the classical surplus process (1.1), so does corresponding defective renewal equation. That is, the defective renewal equation (2.10) for φ w (u) defined in (2.2) based on the model (1.6) reduces to (2.11) for φ 0 (u) defined in (1.2) based on the model (1.1) as D → 0, which can be proved by (2.15) and (2.18). Moreover, from (1.9) when
If we take Laplace transforms on both sides, then when D → 0, the continuity theorem (see Feller, 1971, p. 431) 
Therefore, we obtain the following theorem.
Theorem 3. For u > 0, if D → 0, then for fixed t, σ W (t) ∼ N(0, 2Dt) → a degenerate random variable with value zero; U(t) = u + ct − S(t) + σ W (t) → U(t)
= u + ct − S(t); λp(ξ ) = λ + δ − cξ − Dξ 2 → λp(ξ ) = λ + δ − cξ, Lundberg s equation; ρ → ρ 0 ; φ w (u) = φ w * (h * γ )(u) + h * γ ω (u) → φ 0 (u) = φ 0 * γ 0 (u) + γ ω,0 (u); φ d (u) = φ d * (h * γ )(u) + e −bu → 0; φ(u) = w 0 φ d (u) + φ w (u) → φ 0 (u), independent of w 0 .
Asymptotic formula
In this section, we will study the adjustment coefficient and the asymptotic formula for φ(u) in (2.12). The formula, as shown later, extends Eqs. (4.10) and (4.15) of Gerber and Shiu (1998) .
Recall from (1.11) that ρ ≥ 0 satisfies generalized Lundberg's equation λp(ξ ) = λ + δ − cξ − Dξ 2 . If we define Moreover, since the concave parabola τ (ξ) is under the decreasing straight line λ+δ −cξ , we get that
Letφ w (ξ, δ) = ∞ 0 e −ξu φ w (u) du. Multiplying (2.10) by e −ξu and then integrating from u = 0 to ∞ yields
From (2.14), we get after some algebrã
Combining this with (2.17), (3.3) 
To obtain the asymptotic formula for φ(u) satisfying (2.12) (or φ w (u) satisfying (2.10)), we seek κ > 0, called the adjustment coefficient, such that ∞ 0 e κx g(x) dx =g(−κ, δ) = 1, or equivalently λp(−κ) = τ (−κ) by (3.5) . Therefore, −κ = −κ(δ, D) is exactly ξ 2 , the unique negative root of (3.1), which has been mentioned by Gerber and Landry (1998) as well. (3.6) where
Since φ(u) satisfies the defective renewal equation (2.12) , the renewal theorem (see Feller, 1971, p. 362) implies that
Then replacingg ω (−κ, δ) by ( Note that when D = 0, then ρ = ρ 0 , κ = κ 0 = κ(δ, 0) and (3.6) reduces to (4.10) of Gerber and Shiu (1998) , which agrees with the fact that the defective renewal equation (1.4) is a special case of (2.12).
Corollary 2. For
where −p (−κ) = ∞ 0 x e κx dP (x) and −κ is the unique negative root of (3.1).
Proof.
If w(x, y) = 1, the first term of the numerator of (3.6) becomes
since both ρ and −κ satisfy (3.1). Then (3.7) is easily obtained after some rearrangement.
u , which is exactly Eq. (4.15) of Gerber and Shiu (1998).
The associated claim size distribution
Properties of the solution of the defective renewal equation depend heavily on those of the associated claim size distribution, as discussed in detail by Lin and Willmot (1999) . We consider this issue in the present situation.
Recall that g(y) dy in (1.9), (2.10) and (2.12) is the discounted probability that the first record low caused by a claim is between u−y and u−y−dy. Setting ξ = 0 in (2.14) leads to 1) or equivalently
with β = c/λp 1 − 1 = θ when δ = 0. Moreover, we denote β 0 for the case D = 0, i.e.,
From this and (4.1), we obtain
(we use ଙ for the convolution of probability distribution functions to distinguish it from * which is for the convolution of functions) where
is an exponential distribution function with
is the probability density function), and
is also a distribution function with
Then (1.10) and (4.1) yield Lin and Willmot (1999) 4) to show that 5) and
Clearly, when δ = 0 then ρ = ρ 0 = 0, which implies that
. Therefore, Γ (or Γ 0 ) can be viewed as a generalization of equilibrium distributions in that if δ = 0, Γ (or Γ 0 ) is the survival function of the equilibrium distribution P . The Laplace transform of Γ (x) is (e.g. Lin and Willmot, 1999, Eq. (3.1) )
.
It follows easily from the convolution formula (4.2) that (4.2) and the commutative property of convolution. An alternative form forḠ(x) is
Note that when D → 0, g(y) → γ 0 (y) by (2.15), and hence
With G(y) defined, (2.10) can be written as
Now we have an expression for the moments of G(x) as follows from the following lemma. 
Proof. Lin and Willmot (1999) showed that the moments of Γ 0 (x) for ρ 0 > 0 are given by
From (2.13) and (4.6) and
We change the order of integration,
Reliability-based class implications
Before introducing reliability-based classifications of distributions, we would like to define the failure rate and the mean residual lifetime of a distribution as follows. If the distribution function P (x) is absolutely continuous, the failure rate (hazard rate) of P (x) is defined as
and the mean residual lifetime of the distribution function P (x) (this does not require absolute continuity for its existence) is defined by
Now we briefly review various reliability-based classifications of distributions (see Pellerey, 1993, 1994 for further details). The distribution function P (x) is IFR (increasing failure rate) if h P (x) is non-decreasing in x, or equivalentlyP (x + y)/P (x) is non-increasing in x for fixed y ≥ 0; DMRL (decreasing mean residual lifetime) if r P (x) is non-increasing in x, or equivalentlyP 1 (x + y)/P 1 (x) is non-increasing in x for fixed y ≥ 0 (i.e., P 1 (x) = x 0P (y) dy/p 1 is IFR); UBA (used better than aged) if r P (x) satisfies r P (∞) = lim x→∞ r P (x) ∈ (0, ∞) and P (x + y) ≥P (y) e −x/r P (∞) for all x ≥ 0 and y ≥ 0, or equivalently h P (x) ≤ h P (∞) where h P (∞) ∈ (0, ∞); UBAE (used better than aged in expectation) if r P (x) satisfies r P (x) ≥ r P (∞) where r P (∞) ∈ (0, ∞); NBU (new better than used)
ifP (x + y) ≤P (x)P (y) for all x ≥ 0 and y ≥ 0; 2-NBU (2-new better than used) ifP 1 (x + y) ≤P 1 (x)P 1 (y) for all x ≥ 0 and y ≥ 0 (i.e.,P 1 (x) is NBU); NBUC (new better than used in convex ordering) ifP 1 (x + y) ≤P 1 (x)P (y) for all x ≥ 0 and y ≥ 0; NBUE (new better than used in expectation) if r P (x) ≤ r P (0), or equivalentlyP 1 (x) ≤P (x) for x ≥ 0.
The following diagram lists the implications of the classes of the distributions.
Note that the implications DMRL ⇒ UBA ⇒ UBAE hold, provided the mean residual lifetime r(∞) ∈ (0, ∞); the former implication was shown recently by Willmot and Cai (2000) . Applications of reliability classifications in risk theory have been found, such as Alzaid (1994), Willmot (1997) , Willmot and Lin (1998, 2000) , Lin and Willmot (1999) , and Willmot and Cai (2000) .
Similar to r P (x), the mean residual lifetime of the distribution Γ (x) is defined by Similar to Lin and Willmot (1999) , and Willmot and Cai (2000) , which involve class implications between P (x) and Γ 0 (x), we have the following theorem regarding class implications between P (x) and G(x) = H ଙΓ (x).
Theorem 5. The following class implications hold:

