We study the proper learnability of axis-parallel concept classes in the PAC-learning and exactlearning models. These classes include union of boxes, DNF, decision trees and multivariate polynomials.
1. C is α-properly exactly learnable (with hypotheses of size at most α times the target size) from membership and equivalence queries. 2. C is α-properly PAC learnable (without membership queries) under any product distribution. 3. There is an α-approximation algorithm for the MINEQUIC problem (given a g ∈ C find a minimal size f ∈ C that is logically equivalent to g).
In particular, if one has polynomial time complexity, they all do. Using this we give the first proper-learning algorithm of constant-dimensional decision trees and the first negative results in proper learning from membership and equivalence queries for many classes. For axis-parallel concepts over a nonconstant dimension we show that with the equivalence oracle (1) ⇒ (3). We use this to show that (binary) decision trees are not properly learnable in polynomial time (assuming P =NP) and DNF is not s ε -properly learnable (ε < 1) in polynomial time even with an NP-oracle (assuming Σ P 2 = P NP ). Keywords: PAC learning, exact learning, axis-parallel objects, minimizing formula size, Boolean formulas.
Introduction
We study the proper learnability of axis-parallel concept classes in the PAC-learning model and in the exact-learning model with membership and equivalence queries. A class N n m -P Φ of axisparallel concepts is a class of Boolean formulas φ(T 1 , T 2 , . . . , T t ) where φ is from a class of Boolean formulas Φ (such as monotone clauses, decision trees, etc.) and {T i } are boxes in N n m , where
The term α-proper learning refers to learning where the final hypothesis and the intermediate hypotheses used by the learner for equivalence queries, have size (number of boxes T i ) at most α times the size of the target formula. A class is properly learnable if it is 1-learnable. Table 1 summarizes the results for the n-dimensional Boolean case. Schapire and Sellie (1993) Table 1: Result summary for the Boolean domain (m = 2). Hellerstein et al. (1996) show that proper learnability of a class C, using a polynomial number of membership and equivalence queries is possible in a machine with unlimited computational power if and only if C has polynomial certificates. They also show that if C has a polynomial certificate then C is properly learnable using an oracle for Σ P 4 (the class Σ P 4 contains all languages of the form {s | ∃w∀x∃y∀z φ (s, w, x, y, z) } where φ is a predicate computable in time polynomial in |s|). They then give a polynomial-size certificate for CDNF (a polynomial-size DNF that has a polynomialsize CNF). This implies that CDNF is properly learnable using an oracle for Σ P 4 . For DNF, decision trees (DT), disjoint DNF (DNF where the conjunction of every two terms is 0) and multivariate polynomials with nonmonotone terms (MP), it is not known whether they have polynomial certificates. Therefore it is not known if they are properly learnable. showed that DNF is not properly learnable unless P=NP. On the other hand, Bshouty et al. (1996) show that any circuit is (nonproperly) learnable with equivalence queries only and the aid of an NP-oracle. The best algorithm today for learning DNF runs in time 2Õ (n 1/3 ) (Klivans and Servedio, 2001 ). Recently, Hellerstein and Raghavan (2002) show that DNF has no polynomial certificate and is not f (n)-properly learnable for any f (n) = o( √ n/ log n).
Upper
CDNF, decision trees, disjoint DNF and multivariate polynomials over N n 2 are (nonproperly) learnable in polynomial time from membership and equivalence queries (Bshouty, 1995; Bergadano et al., 1996; Beimel et al., 2000) . Multivariate polynomials with monotone terms (MMP) are properly learnable (Schapire and Sellie, 1993) .
In this paper we use a new technique for finding negative results for learning from membership and equivalence queries (see Theorem 5). We use Theorem 5 and the result of Zantema and Bodlaender (2000) to show that if a decision tree over N n 2 is properly learnable from membership and equivalence queries then P=NP. We then use the result of Umans (1999) and show that if DNF over N n 2 is s ε -properly learnable with an NP-oracle, where s is the size of the DNF, then Σ P 2 = P NP (the class Σ P 2 contains languages of the form {x | ∃y∀z φ(x, y, z)} where φ is a predicate computable in time polynomial in |x|). We show our results are still true even if the learner can use other oracles such as subset, superset, disjointness, etc. Therefore, if P =NP then decision trees and DNF are not properly learnable from membership and equivalence queries (and all the other oracles defined in Subsection 2.3).
We then consider classes over N n m where the dimension n is constant. Table 2 : Our results for constant dimension (n constant).
For axis-parallel classes over a constant dimension we show that these classes have polynomial certificates. Therefore by the result of Hellerstein et al. (1996) , they are properly learnable from membership and equivalence queries using the Σ P 4 oracle. We further investigate the learnability of these classes and show that an NP-oracle is sufficient for proper learnability. We also show that the following problems have time complexities within a polynomial factor (in the size of the target) of each other.
1. C is α-properly exactly learnable from membership and equivalence queries.
2. C is α-properly PAC learnable (without membership queries) under any product distribution.
3. There is an α-approximation algorithm for the MINEQUIC problem (given a g ∈ C find a minimal size f ∈ C that is equivalent to g).
4
. C is exactly learnable with a learning algorithm that uses all the queries (membership and nonproper equivalence, subset, superset, etc.) and outputs a hypothesis that has size at most α times the target size.
There are some surprising results that follow from this. The first is (1)⇒(2). It is known that (proper) learnability from equivalence and membership queries implies (proper) learnability in the PAC model with membership queries (Angluin, 1987) . Here we show that in the case of finitedimensional space and for the product distribution we can change a learner that depends on membership queries, to a learner that learns without membership queries. Another surprising result that we show from this is: a decision tree over any constant dimension is properly learnable from membership and equivalence queries. This contrasts with the Boolean case for which proper learning is NP-hard. Then we show that decision trees over N n m for constant n are properly PAC learnable under any distribution.
Our result also shows that union of disjoint DNF in two dimensions has a polynomial-time proper-learning algorithm. On the other hand, union of boxes and disjoint union of boxes over dimensions greater than two are properly learnable if and only if P=NP. Union of boxes is logtproperly learnable where t is the number of boxes, and XOR of boxes is α-properly learnable for some constant α.
All the results in the literature for domains of constant dimension are for nonproper learning of the above classes in the exact-learning model and there were no negative results for proper learning of these classes from membership and equivalence queries. Chen and Maass (1994) give a proper exact learning of one box from equivalence queries. Beimel and Kushilevitz (1998) show that N n m disjoint DNF is (nonproperly) learnable from membership and equivalence queries, for any dimension n. The output hypothesis is represented as a N n m multiplicity automaton. Since N n m multiplicity automaton contains the class of N n m multivariate polynomials (Beimel et al., 2000) , the class of N n m multivariate polynomials is (nonproperly) learnable in polynomial time from membership and equivalence queries. give a learning algorithm that O(d lnt)-properly learns a union of t boxes in d-dimensional space. This result is also implied by our work.
There are many algorithms in the literature that learn a union of boxes in constant-dimensional space (Chen and Homer, 1996; Maass and Warmuth, 1998) , and even any combination of thresholds in constant-dimensional space from equivalence queries only (Ben-David et al., 1997; Bshouty, 1998) . All of these algorithms are nonproper and return hypotheses that may be arbitrarily large.
Preliminaries
In this section we give some definitions and notation that we will use in the rest of the paper. We also give some preliminary lemmas that will be used in subsequent sections.
Learning Models
The learning criteria we consider are exact learning and PAC learning. (where N m = {0, 1, . . . , m − 1}), which has a formula representation in a class C of formulas defined over the variable set V n = {x 1 , . . . , x n }. The goal of the learning algorithm is to halt and output a formula h ∈ C that is logically equivalent to f .
To gain information about f , an exact-learning algorithm might make a membership query by sending an assignment a ∈ N n m to a membership oracle MQ f which returns the value MQ f (a) = f (a). The learning algorithm may also perform an equivalence query by sending a hypothesis h ∈ C to an equivalence oracle EQ f which returns either "YES", signifying that h is logically equivalent to f , or a counterexample b such that h(b) = f (b).
We say that a class C of Boolean functions is α-properly exactly learnable in polynomial time from membership and equivalence queries if there is a polynomial-time algorithm A such that for any f : N n
• A makes a polynomial number of membership and equivalence queries (polynomial in n, log m and | f |),
• all hypotheses h ∈ C that A uses for equivalence queries, have size at most α times the size of f ,
• A outputs a hypothesis h ∈ C that is logically equivalent to f , and has size at most α times the size of f .
If α = 1, we omit the α and simply say that C is properly exactly learnable.
The PAC-learning model is as follows. There is a distribution D defined over the domain N n m . The goal of the learning algorithm is to halt and output a formula h that is ε-close to f with respect to the distribution D, that is, Pr
We say that h is an ε-approximation of f with respect to the distribution D. In the PAC or example query model, the learning algorithm asks for an example from the example oracle, and receives an example (a, f (a)) where a is chosen from N n m according to the distribution D. We say that a class of Boolean functions C is α-properly PAC learnable under the distribution D in polynomial time if there is an algorithm A, such that for any f ∈ C over V n and any ε and δ, algorithm A runs in polynomial time, asks a polynomial number of queries (polynomial in n, log m, 1/ε, 1/δ and the size of the target function) and with probability at least 1 − δ outputs a hypothesis h ∈ C that is an ε-approximation of f with respect to the distribution D. The size of h is at most α times the size of f . It is known (Angluin, 1987) that if a class C is α-properly exactly learnable in polynomial time from equivalence queries (and membership queries) then it is α-properly PAC learnable (with membership queries) in polynomial time under any distribution D.
where each D i is a distribution over N m . [ 
Axis-Parallel Concept Classes
is an N 3 11 term. Note that the conjunction of a term with literals of the form [
, is logically equivalent to the term itself. Thus we may write
. Therefore, every term N n m term can be written as
Geometrically, each term T corresponds to a box in n-dimensional space. That is, the points x ∈ N n m on which T (x) = 1 fall within an n-dimensional box whose sides are parallel to the axes. For this reason, the classes built from these terms will be called axis-parallel concept classes. 
where T R is the right subtree of the root (that is, the subtree of the right child of the root with all its descendents).
where T L is the left subtree of the root. If T is a leaf then f T (a) is the label of this leaf.
In general, for every set of Boolean functions Φ (e.g., XOR, OR, etc.) and property function P t : (N n m -term) t → {0, 1} that is computable in polynomial time, (e.g., P t (T 1 , . . . , T t ) = 1 if T 1 , . . . , T t are pairwise disjoint) we can build a concept over N n m as follows. We define the axis-parallel concept class P Φ[N n m ] to be the set of all φ(T 1 , . . . , T t ) where φ ∈ Φ and {T i } are N n m terms with
, · · · } be the set of monotone clauses and define the property function P t such that P t (T 1 , . . . , T t ) = 1 if and only if
m ] is the set of unions of disjoint rectangles in two-dimensional space.
The size of a formula f ∈ P Φ[N n m ], which we will denote size P Φ ( f ), will be defined to be the
1. For the class of decision trees, the size will be the minimum number of non-leaf nodes used by an N n m decision tree equivalent to f . Our main result uses a technique in which we compress the domain of a function in an attempt to extract its main features. That is, we will map a function f : 
under monotone projection if for any monotone projection M whenever P (T 1 , . . . , T t ) = 1 we also have P (T 1 M , . . . , T t M ) = 1. A class with the property that the boxes be equilateral is an example of a class not closed under monotone projection.
To map functions on compressed domains to functions on larger domains, we define the dual monotone projection . For a monotone projection M :
The monotone projection that we will use in this paper is the lattice projection . Since it will be used for classes of constant dimension, we will use d for the dimension n.
Notice that a lattice represents a subsampling of the domain, in which only certain rows (those in L i ) are represented for each dimension i.
where φ ∈ Φ and
Note that ⌊a⌋ L i is a monotone projection, while ⌈b⌉ L i is its dual monotone projection. For an assign-
Some useful properties of the lattice projection are given by the next lemma.
If for every i and k we have
which is also the corresponding literal in f L (⌊u⌋).
Since the lattice projection does not increase the number of terms (although it may render some terms redundant), (2) follows.
For item (3), note that the lattice projection does not change the domain. Also, if P t (T 1 , . . . ,
It is not necessary that each dimension have the same size. All the results in this paper are also true for the class
Constructiveness Assumption: We assume that there is an algorithm "Construct" such that for any exists such a formula, and returns "error" otherwise. Such algorithms exist (and are in fact very trivial) for all the classes presented in this paper.
Oracles
In addition to the example, membership and equivalence oracles, we will also consider the following oracles defined by Angluin (1987) .
• Subset oracle. Sub f (h) for h ∈ C. This oracle returns 'YES' if h ⇒ f and returns a counterexample a such that h(a) = 1 and f (a) = 0 otherwise.
• Superset oracle. Sup f (h) for h ∈ C. This oracle returns 'YES' if h ⇐ f and returns a counterexample a such that h(a) = 0 and f (a) = 1 otherwise.
• Disjointness oracle. Dis j f (h) for h ∈ C. This oracle returns 'YES' if h ∧ f = 0 and returns a counterexample a such that h(a) = 1 and f (a) = 1 otherwise.
• Exhaustiveness oracle. Exh f (h) for h ∈ C. This oracle returns 'YES' if h ∨ f = 1 and returns a counterexample a such that h(a) = 0 and f (a) = 0 otherwise.
Given a set of oracles O, we say that O is easy (resp. NP-easy) for C if every oracle in O can be simulated in polynomial time for C (resp. simulated in polynomial time using an NP-oracle), where the simulation uses the target function f . Proof. Suppose we have a target f and wish to simulate an oracle R f (h). Given a hypothesis h, we take all the literals [x i Qa] for Q ∈ {≥, <} in the terms of the target f and the formula h. Let A be the set of all the a's in those terms and the two constants 0 and m. Suppose A = {0 = a 1 < a 2 < · · · < a t = m}. Notice that t ≤ 2d(s h + s f + 2) where s h and s f are the number of terms in h and f , respectively. It is easy to see that the functions h and f are constant functions 0 or 1 in each subdomain
. Thus we only need to compare f and h on a single point in each subdomain. The number of subdomains is (t − 1) d which is polynomial for any constant d. 2
Polynomial Certificates
Following the definition of Hellerstein et al. (1996) , the class C = P Φ[N n m ] has polynomial certificates if for every f ∈ C of size t there are q = poly(t, n) assignments A = {a f 1 , . . . , a f q } such that for every g ∈ C of size less than t, g is not consistent with f on A. That is, g(a) = f (a) for some a ∈ A.
m ] is closed under monotone projection then it has polynomial certificates.
Since g is consistent with f on L, by Lemma 1 parts 1 and 4, we have
. Therefore, by Lemma 1 part 2 we have size
It follows from Hellerstein et al. (1996) 
m ] is closed under monotone projection then C is learnable from membership and equivalence queries using an oracle for Σ P 4 . In this paper we will show that an NP-oracle is sufficient.
Approximation Algorithms
We assume the reader is familiar with approximation algorithms, α-approximation and some of the basic concepts in approximation theory and complexity theory. For a problem in which we seek to minimize the size of a formula equivalent to a function f , an α-approximation algorithm (for α ≥ 1) returns a formula h ≡ f that has size at most α times the size of the smallest formula equivalent to f . Given a class C = P Φ[N n m ], we define the optimization problem Minimal Equivalent Formula (MINEQUI C) to be the following.
MINEQUIC

Given a formula f
∈ C = P Φ[N n m ].
Find a minimal size h ∈ C that is equivalent to f .
We expect an algorithm for MINEQUIC to run in time polynomial in n and the size of f .
In some cases the function f is given as an n-dimensional m 1 × m 2 × · · · × m n matrix and an algorithm is expected to find a minimal size h ∈ C in time polynomial in ∏ m i . We call the matrix the unary representation of f . Then MINEQUIC for unary inputs is defined as follows.
MINEQUIC U Given an m 1 × · · · × m n matrix A representing a formula in C
= P Φ[N m 1 × · · · × N m n ].
Find a minimal size h ∈ C that represents A.
A generalization of this problem is the MINEQUI ⋆ C U problem. For MINEQUI ⋆ C U the input is given in its unary representation, but the matrix may contain ⋆ entries which denote unspecified values.
MINEQUI
⋆ C U Given an m 1 × · · · × m n matrix A with entries 0, 1 and ⋆, representing a function in C =
Find a minimal size h ∈ C that is equivalent to f on the specified values.
Another problem that is related to the latter problem is the minimal-size consistency problem.
Find a minimal-size h ∈ C that is consistent with S. That is, h(a i ) = f (a i ) for all i.
Some of these problems appear in the literature. For example, MINEQUI N 2 m DNF U is the task of covering orthogonal polygons by rectangles. MINEQUI N 2 m Disj-DNF U is the problem of partitioning orthogonal polygons into rectangles.
Next we show that MINEQUIC and MINEQUI C U are equivalent for the constant-dimensional domain.
Lemma 4 Let C = P Φ[N d m ] for a constant d, be closed under monotone projection. Then
MINEQUI C has a polynomial-time α-approximation algorithm if and only if
MINEQUI C U has a polynomial-time α-approximation algorithm.
MINEQUI ⋆ C has a polynomial-time α-approximation algorithm if and only if MINEQUI
⋆ C U has a polynomial-time α-approximation algorithm.
Proof. We prove (1). The proof of (2) is similar. Let A be a polynomial-time α-approximation algorithm for MINEQUIC U . We will describe an approximation algorithm B for MINEQUI C. Let
builds the sets 
Algorithm B then uses the inverse M − and returns
Since C is closed under monotone projection and M − is a monotone projection we know that
We also have by Lemma 1,
Finally, we have
For the other direction, suppose that we have an algorithm for MINEQUI C. Given an m 1 × · · · × m d matrix A, by the constructiveness assumption we can build a formula
that represents A in time poly(∏ m i ) and then using the algorithm for MINEQUIC we get the desired representation. 2
Approximation Algorithms and Learning
In this section we show the connection between approximation and learning.
Theorem 5 If C is α-properly exactly learnable from a set O of oracles and O is easy (resp., NPeasy) for C then MINEQUIC has an α-approximation algorithm (resp., with the aid of an NPoracle).
Proof. Let A be a learning algorithm that uses the oracles in O to learn a hypothesis of size at most α times the size of the target. Since O is easy for C, all the oracles in O can be simulated in polynomial time for C. So we can run algorithm A and simulate all the oracles in polynomial time.
Since the learning algorithm is α-proper, the output hypothesis has size less than α times the size of the target. 2
The next theorem follows from Lemma 4 and the Occam Theorem (Blumer et al., 1987) , which shows that one can PAC learn by taking a sufficiently-large (but polynomial) sample and finding a hypothesis consistent with the sample. 
C is α-properly PAC learnable.
2. There is an α-approximation algorithm for MINEQUI ⋆ C.
3. There is an α-approximation algorithm for MINEQUI ⋆ C U .
We now demonstrate a connection between α-proper learning in the PAC and exact models, and α-approximation of MINEQUIC, for classes of constant dimension. 
C is α-properly exactly learnable from membership and equivalence queries.
C is α-properly PAC learnable (without membership queries) under any product distribution.
3. There is an α-approximation algorithm for the MINEQUI C problem.
Proof. We first show (1) ≡ (3). By Theorem 5 and since by Lemma 2 the oracles are easy, we have
(1) ⇒ (3). Now we show (3) ⇒ (1). Let A be an α-approximation algorithm for MINEQUIC. Let f = φ(T 1 , . . . , T t ) be the target function where φ ∈ Φ, f ∈ P Φ[N d m ] and
We now give a learning algorithm that uses a technique similar to one used by . However, where that learning algorithm was nonproper, ours is α-proper. This learning algorithm works as follows.
The elements of L k are sorted in an increasing order: 
(the class is closed under monotone projection), we can use algorithm A and construct a formula h that is equivalent to f L and has size at most α times the size of f L . Since the size of f L is at most the size of f , the size of h is at most α times the size of f .
After we construct h ≡ f L (x), we ask the equivalence query EQ(h(x)). Let v be the coun-
, the straight line that connects the two points v and ⌊v⌋ L hits the "boundary" of f . Now we give an algorithm to find a point close to this boundary and using this point we will add a new point to the lattice L that is equal to one new a i, j or b i, j .
The algorithm works as follows. It first finds the smallest value k (or some k using binary search) such that
. Then (again with a binary search) the algorithm finds an integer c such that
Now we prove the following.
Claim 8 We have c ∈ {a
Here v i are constant so the function θ is a function on one variable x k . So θ(x k ) = φ(T 1 , . . . ,T m ) where eachT i is either 0, 1 or 
We add c to L k and update the table by adding all the missing values f (v) where v ∈ L 1 ×· · ·×L d . We now show that this algorithm runs in polynomial time. Notice that the number of equivalence queries is at most
and the number of membership queries is at most the size of the table which is (2t + 1) d plus the number of membership queries needed for the binary search. We do one binary search for each equivalence query. Therefore the algorithm uses at most (2t + 1) d + (2t + 1)d 2 log m membership queries.
We now give the proof that (2) is equivalent to (3). To prove (2) ⇒ (3), we use the following standard argument (see for example Haussler et al., 1991) . Suppose C is α-properly PAC learnable under any product distribution. We show that (3) is true for MINEQUIC U . Then by Lemma 4 the result follows. Let A be an
The hypothesis we get is consistent with A with probability at least 1 − δ and has size at most α times the target size.
To prove (3) ⇒ (2), let A be an α-approximation algorithm for MINEQUI C. Let r(1/ε, 1/δ) be the number of examples needed to learn C, assuming we have unlimited computational power. This r is polynomial and can be upper bounded by the VC-dimension Theorem (Blumer et al., 1989) .
Let B be a polynomial-time (nonproper) PAC-learning algorithm for C under any distribution D.
Such an algorithm exists (Bshouty, 1998) . The idea of the proof is very simple. Since we cannot use membership queries, we learn a nonproper hypothesisĥ that is close to the target function f and then useĥ for membership queries. We do that by first running B to nonproperly learn the target function with a small error. Algorithm B will output some hypothesisĥ. Then we use the hypothesiŝ h to simulate membership queries of f . We show that if the distribution is the product distribution then with high probabilityĥ simulates membership queries of f .
We define the following algorithm to learn f .
Proper Learning
Letĥ be the output hypothesis.
Run A on A and let
In algorithm Proper Learning, step 1 learns some functionĥ. Steps 2-3 take examples and build a lattice L. Since we do not have membership queries to find the value of the target on this lattice we use insteadĥ to find the values. Steps 4-6 build a consistent hypothesis.
We now show that with probability at least 1 − δ all of the membership queries that are simulated byĥ give a correct answer. Notice that since the distribution is the product distribution, x
Since the learning algorithms B and A also have failure probability at most δ/3, we are guaranteed that algorithm Proper Learning succeeds with probability at least 1 − δ. This completes the proof of Theorem 7. 2
As a corollary, it follows that for classes with constant dimension that are closed under monotone projection, a Σ P 4 oracle is not required for proper learning. An NP-oracle is sufficient.
for a constant d be closed under monotone projection. Then C is properly learnable from membership and equivalence queries using an oracle for NP.
Proof. Since MINEQUIC U can be solved in polynomial time using an NP-oracle, by Theorem 7, C is properly learnable from membership and equivalence queries using an oracle for NP.
2
for a constant d be closed under monotone projection. Consider these problems:
1. C is exactly learnable with a learning algorithm that uses oracles that are easy for C, and outputs a hypothesis of size at most α times the target size.
2. C is exactly learnable with a learning algorithm that uses equivalence queries only. The hypotheses given to the equivalence oracle may have size larger than α times the target size, but the output hypothesis has size at most α times the target size.
Since all the oracles for C = P Φ[N d m ] are easy, both problems give an α-approximation algorithm for MINEQUIC. Therefore they are equivalent to the problems in Theorem 7.
This shows that a negative result for the α-approximation of MINEQUIC will give a negative result for the α-proper learnability of C from all of the oracles mentioned in Section 2.3.
Positive and Negative Results for Proper Learning
In this section we will prove positive and negative results for the α-proper learning of different axis-parallel classes.
Decision Trees
In this subsection we give our results for decision trees.
We first show the following.
Lemma 10 The class of decision trees is easy for all the oracles.
Proof. For any φ : {0, 1} 2 → {0, 1}, and decision trees T f for f and T g for g,
) (for example, φ may compute the XOR of the two trees). We show that for any such φ, there is a polynomial-time algorithm A such that A can decide in polynomial time if φ( f , g) ≡ 0 and if φ( f , g) ≡ 0 then A finds an assignment x 0 such that φ( f (x 0 ), g(x 0 )) = 1.
The algorithm takes the decision tree T f and replaces each leaf v in T f by a decision tree T v g ≡ T g . It then takes each leaf u in T v g and labels it with φ(l v , l u ) where l v is the label of v in T f and l u is the label of u in T v g . It is easy to see that this new tree computes φ( f , g). We will call this tree T ′ . Each path in the tree T ′ from its root to a leaf labeled with 1, defines a term. If all such terms are identically 0 then there is no assignment that gives value 1 in T ′ and therefore φ( f , g) ≡ 0. Otherwise, there is a term that is 1 for some assignment x 0 and then the algorithm returns x 0 .
Theorem 11
If there is a proper-learning algorithm for N n 2 decision trees from membership and equivalence queries (and other oracles) then P = NP.
Proof. Decision tree is easy for all the oracles. Then, this result follows from Theorem 5 because MINEQUI N n 2 decision tree is NP-complete (Zantema and Bodlaender, 2000) . Proof. The same algorithm above will also solve MINEQUI ⋆ C U . By Theorem 6 the result follows. 
DNF and Union of Boxes
In this subsection we give the results for DNF, union of boxes and disjoint union of boxes. We first prove the following. , allowing the O(ln(2t) 2d )-approximation algorithm for Set Cover to be used. Part 2 uses the result that MINEQUI N 2 m DNF U is NP-complete and does not admit an approximation scheme unless P=NP (Berman and DasGupta, 1992 Proof. This follows from Theorem 7 and Lemma 4, and the fact that MINEQUI N d m disjoint DNF U is the same as the problem of partitioning a (set of) orthogonal polygons into a minimum number of boxes. This problem is in P for dimension d = 2 (Lipski Jr. et al., 1979) , and NP-complete for dimension d = 3 (Dielissen and Kaldewaij, 1991) . 2
Multivariate Polynomials and XOR of Boxes
In this subsection we investigate the learnability of multivariate polynomials. For multivariate polynomials with monotone terms we have the next theorem. We change each term to a sum of almost-monotone terms as follows:
So f is a sum of at most 2 d−1 t almost-monotone N n m terms. 2
Conclusion and Open Problems
We have shown that for axis-parallel concept classes C with constant dimension, α-proper learning in the exact model with membership and equivalence queries, and α-proper PAC learning with just example queries, are roughly as hard as finding an α-approximation algorithm for the MINEQUIC problem. This allows us to apply some positive and negative results in approximation to the learning of axis-parallel concepts. For axis-parallel concept classes C with variable dimension, we show that an α-proper-exact-learning algorithm for C can be used to give an α-approximation algorithm for MINEQUIC. Thus any negative results for the α-approximation of MINEQUIC, gives a negative result for α-proper exact learning of C.
Several problems remain open. It is unknown whether one can properly-learn Disj-DNF with variable dimension, given the aid of a Σ P 4 oracle. We also do not yet know of any value of α such that Disj-DNF for dimension greater than two is not α-properly learnable unless P = NP. For multivariate polynomials with variable dimension, it remains open whether there is an α such that MP is not α-properly learnable unless P = NP.
