In this paper we present a parallel 
introduction
Graph partitioning i s an important problem that has extensive applications in many areas, including scientific computing, VLSI design, task scheduling, geographical information systems, and operations research. The problem is to partition the vertices of a graph in p roughly equal parts, such that the number of edges connecting vertices in different parts is minimized. The efficient implementation of many parallel algorithms usually requires the solution to a graph partitioning problem, where vertices represent computational tasks, and edges represent data exchanges. A g-way partition of the computation graph can be used to assign tasks to p processors. Because the partition assigns equal number of computational tasks to each processor the work is balanced among p processors, and because it minimizes the edgecut, the communication overhead is also minimized. For example, the solution of a sparse system of linear equations Ax = b via iterative methods on a parallel computer gives rise to a graph partitioningproblem. A key step in each iteration of these methods i s the multiplication of a sparse matrix and a (dense) vector. Partitioning the graph that corresponds t~ matrix A, is used to significantly reduce the amount of communication [ 181. If parallel direct methods are used to solve a sparse system of equations, then a graph partitioning algorithm can be used to compute a fill reducing ordering that lead to high degree of concurrency in the factorization phase [18, 6] . The graph partitioning problem is "-complete. However, many algorithms have been developed that find a reasonably good partition. Spectral partitioning methods [2 1, 1 11 provide good quality graph partitions, but have very high computational complexity. Geometric partition methods [9, 201 are Some of these multilevel schemes [4,111,14, 15,131 provide excellent (even better than spectral) graph partitions. Even though these multilevel algorithms are quite fast compared with spectral methods, perfoming a multilevel partitioning in parallel i s desirable for many reasons including adaptive grid computations, computing fill reducing orderings for parallel direct factorizations, and taking advantage the agregate amount of memory available on parallel computers.
Significant amount of work has been done in developing parallel algorithms for partitioning unstructured graphs and for producing fill reducing orderings for sparse matrices [2, 5 , 8, 7, 121 . Only moderately good speedups have been obtained for parallel formulation of graph Partitioning algorithms that use geometric methods [9, 5] despite the fact that geometric partitioning algorithms are inherently easier to parallelize. All parallel formulations presented so far for spectral partitioning have reported fairly small speedups [2, 1, 121 unless the graph has been distributed to the processors so that certain degree of data locality is achieved 611.
In this paper we present a parallel formulation of a graph partitioning and sparse matrix ordering algorithm that is based on a multilevel algorithm we developed recently [14] . A key feature of our parallel formulation (that distinguishes it from other proposed parallel formulations of multilevel algorithms 12, 1, 221) is that it partitions the vertices of the graph into f i parts while distributing the overall adjacency matrix of the graph among all p processors. As shown in [161, this mapping is usually much better than onedimensional distribution, when no partitioning information about the graph is known. Our parallel algorithm achieves a speedup of up to 56 on 128 processors for moderate size problems, further reducing the already moderate serial Fun time of multilevel schemes. Furthermore, the quality of the produced partitions and orderings are comparable to those produced by the serial multilevel algorithm that has been shown to outperform both spectral partitioning and multiple minimum degree [ 141. The parallel formulation in this paper is described in the context of the serial multilevel graph partitioning algorithm presented in [ 141. However, nearly all of the discussion in this paper is applicable to other multilevel graph partitioning algorithms [4, 11, 151. 
Multilevel Graph Partitioning
The p-way graph partitioningproblem is defined as follows: Given a graph G = ( V , E ) with IVI = n, partition V into p subsets, VI, VZ, . . . , V, such that Vi f l vj = 0 fori f j , lVil = n / p , and Ui Vi = V , and the number of edges of E whose incident vertices belong to different subsets is minimized. A p-way partition of V is commonly represented by a partition vector B of length n, such that for every vertex U E V , P [ v ] is an integer between 1 and p , indicating the partition at which vertex v belongs. Given a partition R , the number of edges whose incident vertices belong to different subsets is called the edge-cut of the partition.
The p-way partition problem is most frequently solved by recursive bisection. That is, we first obtain a 2-way partition of V , and then we further subdivide each part using %way partitions. After log p phases, graph G is partitioned into p parts. Thus, the problem of performing a p-way partition is reduced to that of performing a sequence of 2-way partitions QT bisections. Even though this scheme does not necessarily lead to optimal partition [15] , it is used extensivety-due to its simplicity [6].
The basic idea behind the multilevel graph bisection algorithm is very simple. The graph G is first coarsened down to a few hundred vertices, a bisection of this much smaller graph is computed, and then this partition is projected back towards the original graph (finer graph), by periodically refining the partition. Since the finer graph has more degrees of freedom, such refinements usually decrease the edge-cut. This process, is graphically illustrated in Figure 1 . The reader should refer to 2141 for further details.
Parallel Multilevel Graph Partitioning Algorithm
There are two types of parallelism that can be exploited in the g-way graph partitioning algorithm based on the multilevel bisection algorithms. The first type of parallelism is due to the recursive nature of the algorithm. Initially a single processor finds a bisection of the original graph. Then, two processors find bisections of the two subgraphs just, created and so on. However, this scheme by itself can use only up to log p processors, and reduces the overall run time of the algorithm only by a factor of O(1ogp). We will refer to this type of parallelism as the parallelism associaited with the recursive step.
The second type of parallelism that can be exploited is during the bisection step. In this case, instead of performing the bisection of the graph on a single processor, we perform it in parallel. We will refer to this type of parallielism as the parallelism associated with the bisection step. By parallelizing the divide step, the speedup obtained by the parallel graph partitioning algorithm is not bounded by O(log p ) , and can be significantly higher than that.
The parallel graph partitioning algorithm we describe in this section exploits both of these types of parallelism. Initially all the processors cooperate to bisect the original graph C, into Go and GI Then, half of the processors bisect GQ, while the other half of the processors bisect G1 This step creates four subgraphs Goos G Q~, Glo, and G11. Then each quarter of the processors bisect one of these subgraphs and so on. After log p steps, the graph G has been partitioned into p parts.
In the next three sections we describe how we have parallelized the three phases of the multilevel bisection algorithm,
Coarsening Phase
During the coarsening phase, a sequence of coarser graphs is constructed A coarser graph G I +~ = (&+I, E1+1) is constructed from the finer graph GI = (Q, El) by finding a maximal matching A41 and contracting the vertices and edges of GI to form &;I+ I . This is the most time consuming phase of the three phases; hence, it needs be parallelized effectively. Furthermore, the amount of communication required during the contraction of GI to form G1+1 depends on how the matching is computed.
On a serial computer, computing a maximal matching can be done wry efficiently using randomized algorithms. However, computing a maximal matching in parallel, and particularly on a distributed memory parallel computer, is hard. A direct parallelization of the serial randomized algorithms or algorithms based on depth first graph traversals require significant amount of communication. Communica-tion overhead can be reduced if the graph is initially partitioned among processors in such a way so that the number of edges going across processor boundaries are small. But this requires solving the p-way graph partitioning problem, that we are trying to solve in the first place.
Another way of computing a maximal matching is to divide the n vertices among p processors and then compute matchings between the vertices locally assigned within each processor. The advantages of this approach is that no communication is required to compute the matching, and since each pair of vertices that gets matched belongs to the same processor, no communication is required to move adjacency lists between processors. However, this approach causes problems because each processor has very few nodes to match from. Also, even though there is no need to exchange adjacency lists among processors, each processor needs to know matching information about all the vertices that its local vertices are connected to in order to properly form the contracted graph. As a result significant amount of communication is required. In fact this computation is very similar in nature to the multiplication of a randomly sparse matrix (corresponding to the graph) with a vector (corresponding to the matching vector).
In our parallel coarsening algorithm, we retain the advantages of the previous scheme, but minimize its drawbacks by computing the matchings between groups of n/@ vertices. This increases the size of the computed matchings, and also, as discussed in Having distributed the data in this fashion, the algorithm then proceeds to find amatching. This matching is computed by the processors along the diagonal of the processor-grid. In particular, each processor Pi,i finds a heavy-edge matching Mh using the set of edges it stores locally. The union of these f i matchings is taken as the overall matching MO. Since the vertices are split into f i parts, this scheme finds larger matchings than the one that partitions vertices into p parts.
The coarsening algorithm continues until the number of vertices between successive coarser graphs does not substantially decrease. Assume that this happens after k coarsening levels. At this point, graph Gk = (Vk, Ek) is folded into the lower quadrant of the processor subgrid. The coarsening algorithm then continues by creating coarser graphs. Since the subgraph of the diagonal processors of this smaller processor grid contains more vertices and edges, larger matchings can be found and thus the size of the graph is reduced further. This process of coarsening followed by folding continues until the entire coarse graph has been folded down to a single processor, at which point the sequential coarsening algorithm is employed to coarsen the graph.
Since, between successive coarsening levels, the size of the graph decreases, the coarsening scheme just described utilizes more processors during the coarsening levels in which the graphs are large and fewer processors for the smaller graphs. As our analysis in 1161 shows, decreasing the size of the processor grid does not affect the overall performance of the algorithm as long as the graph size shrinks by a certain factor between successive graph foldings.
Initial Partitioning Phase
At the end of the coarsening phase, the coarsest graph resides on a single processor. We use the Greedy Graph Growing (GGGP) algorithm described [14] to partition the coarsest graph. We perform a small number of GGGP runs starting from different random vertices and the one with the smaller edge-cut is selected as the partition. Instead of having a single processor performing these different runs, the coarsest graph can be replicated to all (or a subset of) processors, and each of these processors can perform its own GGGP partition. We did not implement it, since the run time of the initial partition phase is only a very small fraction of the run time of the overall algorithm.
Uncoarsening Phase
During the uncoarsening phase, the partition of the coarsest graph G, is projected back to the original graph by going through the intermediate graphs G,-1 G,-2, I . . GI. After each step of projection, the resulting partition is further refined by using vertex swap heuristics (based on KernighanLin [17] ) that decrease the edge-cut 1141.
For refining the coarser graphs that reside on a single processor, we use the boundary Kernighan-Ein refinement algorithm (BKLR) described in [14]. However, the BKLR algorithm is sequential in nature and it cannot be used in its current form to efficiently refine a partition when the graph is distributed among a grid of processors [8]. In this case we use a different algorithm that tries to approximate the BKLR algorithm but is more amenable to parallel computations. The key idea behind our parallel refinement algorithm is to select a group of vertices to swap from one part to the other instead of selecting a single vertex. Refinement schemes that use similar ideas are described in [5];. However, our algorithm differs in two important ways from the other schemes: (i) it uses a different method for selecting vertices; (ii) it uses a two-dimensional partition to minimize communication.
The parallel refinement algorithm consists of a number of phases. During each phase, at each diagonal processor a group of vertices is selected from one of the two parts and is moved to the other part. The group of vertices selected by each diagonal processor corresponds to the vertices that lead to a decrease in the edge-cut. This process continues by alternating the part from where vertices are moved, until either no further improvement in the overall edge-cut can be made, or a maximum number of iterations has been reached. In our experiments, the maximum number of iterations was set to six. Balance between partitions is maintained by (a) starting the sequence of vertex swaps from the heavier part of the partition, and (b) by employing an explicit balancing iteration at the end of each refinement phase if there is more than 2% load imbalance between the parts of the partition.
Our parallel variation of the Kemighan-Lin refinement algorithm has a number of interesting properties that positively affect its performance and its ability to reline the partition. First, the task of selecting the group of vertices to be moved from one part to the other is distributed among the diagonal processors instead of being done serially. Secondly, the task of updating the internal and external degrees of the affected vertices is distributed among all the p processors. Furthermore, by restricting the moves in each phase to be unidirectional (i.e., they go only from one partition to other) instead of being bidirectional (Le., allow both types of moves in each phase), we can guarantee that each1 vertex in the group of vertices being moved reduces the edge-cut.
In the serial implementation of BKLR, it is possible to make vertex moves that initially lead to worse partition, but eventually (when more vertices are moved) better partitionis obtained. Thus, the serial implementation has the ability to climb out of local minima. However, the parallel refinement algorithm lacks this capability, as it never moves vertices if they increase the edge-cut. Also, the parallel refinement algorithm, is not as precise as the serial algorithm as it swaps groups of vertices rather than one vertex at a time. However, our experimental results show that it produces results that are not much worse than those obtained by the serial algorithm. The reason is that the graph coarsening process provides enough global view and the refinement phase only needs to provide minor local improvements.
Experimental Results
We evaluated the performance of the parallel multilevel graph partitioning and sparse matrix ordering algorithm on a wide range of matrices arising in finite element applications. The characteristics of these matrices are described in Table 1 . O w e implemented our parallel multilevel algorithm on a 128-processor Cray T3D parallel computer. Each processor on the T3D is a 15OMhz Dec Alpha chip. The processors are interconnected via a three dimensional torus network that has a peak unidirectional bandwidth of 150Bytes per second, and a small latency. We used SHMEM message passing librwy for communication. In our experimental setup, we obtained a peak bandwidth of90MBytes and an effective startup time of 4 microseconds. Since, each processor on the T3D has only 64MBytes of memory, some of the larger matrices could not be partitioned on a single processor. For this reason, we compare the parallel run time on the T3D with the Hun time of the serial multilevel algorithm running on a SGI Challenge with 1.2GBytes of memory and 15OMHz Mips R4400. Even though the RMOO has a peak integer performance that is 10% lower than the Alpha, due to the significantly higher amount of secondary cache available on the §GI machine (1 Mbyte on SGI versus 0 Mbytes on T3D processors), the code running on a single processor T3D is about 15% slower than that runninig on the SGI. The computed speedups in the rest of this sectiion are scaled to take this into account1 I All times reported are in seconds. Since our multilevel algorithm uses randomization in the coarsening step, we performed all experiments with a fixed seed.
Graph Partitioning
The performance of the parallel multilevel algorithm for the matrices in Table 1 is shown in Table 2 for a g-way partition on p processors, where p is 16, 32, 64, and 128. The performance of the serial multilevel algorithm for the same set of matrices running on an SGI is shown in Table 3 .
For both the parallel and the serial multilevel algorithm, the edge-cut and the run time are shown in the corresponding tables. In the rest of this section we will first compare the quality of the partitions produced by the parallel multilevel algorithm, and then the speedup obtained by the parallel algorithm. Figure 2 shows the size of the edge-cut of the parallel multilevel algorithm compared to the serial multilevel algorithm. Any bars above the baseline indicate that the parallel algorithm produces partitions with higher edge-cut than the serial algorithm. From this graph we can see that for most matrices, the edge-cut of the parallel algorithm is worse than that of the serial algorithm. This is due to the fact that the coarsening and refinement performed by the parallel algorithm are less powerful. But in most cases, the difference in edge-cut is quite small. For nine out of the ten matrices, the edge-cut of the parallel algorithm is within 10% of that of the serial algorithm. Furthermore, the difference in quality decreases as the number of partitions increases. The only exception is 4ELT, for which the edge-cut of the parallel 16-way partition is about 27% worse than the serial one. However, even For this problem, when larger partitions are considered, the relative difference in the edge-cut decreases; and for the of 128-way partition, parallel multilevel does slightly better than the serial multilevel. Figure 3 shows the size of the edge-cut of the parallel algorithm comp,ared to the Multilevel Spectral Bisection algorithm (MSB) [3] . The MSB algorithm is a widely used algorithm that has been found to generate high quality partitions with small edge-cuts. We used the Chaco [lo] graph partitioning package to produce the MSB partitions. As before, any bars above the baseline indicate that the parallel algorithm generates partitions with higher edge-cuts. From this figure we see that the quality of the parallel algorithm shown for 16, 32, 64, and 128 processors. Tp is the parallel run time for a p-way partition on p processors. EC, is the edge-cut of the p-way partition, and S is the speedup over the serial multilevel algorithm. Table 3 : The performance of the serial multilevel graph partitioning algorithm on an SGI, for 16-, 32-, 64-, and 128-way partition. T, is the run time for a p-way partition, and EC, is the edge-cut of the p-way partition. is almost never worse than that of the MSB algorithm. For eight out of the ten matrices, the parallel algorithm generated partitions with fewer edge-cuts, up to 50% better in some cases. On the other hand, for the matrices that the parallel algorithm performed worse, it is only by a small factor (less than 6%). This figure (along with Figure 2 ) also indicates that our serial multilevel algorithm outperforms the MSB algorithm. An extensive comparison between our serial multilevel algorithm and MSB, can be found in [ 141. Tables 2 and 3 also show the run time of the parallel algorithm and the serial algorithm, respectively. A number of conclusions can be drawn from these results. First, as p increases, the time required for the p-way partition on p-processors decreases. Depending on the size and characteristics of the matrix this decrease is quite substantial. The decrease in the parallel run time is not linear to the increase in p but somewhat smaller for the following reasons: (a) As p increases, the time required to perform the p-way partition also increases; (there are more partitions to perform). (b) The parallel multilevel algorithm incurs communication and idling overhead that limits the asymptotic speedup bo 0 ( , J$ unless a good partition of the graph is available even before the partitioning process starts 1161.
Sparse Matrix Ordering
We used the parallel multilevel graph partitioning algorithm to find a fill reducing ordering via nested dissection. The performance of the parallel multilevel nested dissection aL gorithm (MLND) for various matrices is shown in Table 4 .
For each matrix, the table shows the parallel run time and the number of nonzeros in the Cholesky factor L of the resulting matrix for 16, 32, and 64 processors. On p processors, the ordering is computed by using nested dissection f~r the first log p levels, and then multiple minimum degree [ 191 (MMD) is used to order the submatrices stored locally on each processor. Figure 4 shows the relative quality of both serial and par- Tp is the run time in seconds and jLI is the number of nonzeros in the Cholesky factor of the matrix.
allel MLND versus the MMD algorithm. These graphs were obtained by dividing the number of operations required to factor the matrix using MLND by that required by MMD. Any bars above the baseline indicate that the MLNI) algorithm requires more operations than the MMD algorithm.
From this graph, we see that in most cases, the serial IMLND algorithm produces orderings that require fewer operations than MMD. The only exception is BCSSTK32, for which the serial MLND requires twice as many operations.
Comparing the parallel MLND algorithm against the serial MLND, we see that the orderings produced by the parallel algorithm requires more operations (see Figure 4) . However, as seen in Figure 4 , the overall quality of the parallel MLND algorithm is usually within 20% of the serial ILlLND dgorithm. The only exception in Figure 4 i s SHELL93. Also, the relative quality changes slightly as the number of processors used to find the ordering increases. Comparing the run time of the parallel MLND algorithm (Table 4) with that of the parallel multilevel partitioning algorithm ( Table 2 ) we see that the time required by ordering is somewhat higher than the corresponding partitioning time. T h i s is due to the extra time taken by the approximate minimum cover algorithm and the MMD algorithm used during ordering. But the relative speedup between 16 and 64 processors for both cases are quite similar.
