ABSTRACT The emergence of future 5G technologies has given cloud radio access networks (C-RANs) considerable attention. In the C-RANs, distributed remote radio heads (RRHs) are connected to centralized baseband units (BBUs) which have high capacity processors through radio links to forward radio signals from users. For the BBU pool to control energy consumption and user satisfaction levels, reinforcement learning techniques become the best option. In this paper, we propose an autonomous cell activation framework and customized physical resource allocation schemes to balance energy consumption and QoS satisfaction in wireless networks. We formulate the cell activation problem as a Markov decision process and set up a relational reinforcement learning model based on online k-means clustering and anchor-graph hashing (AGH) to satisfy the user QoS demand and to achieve low energy consumption with the minimum number of the active RRHs under varying traffic demand and user mobility. The extensive simulations are conducted to show the effectiveness of our proposed solution under a mobility scenario compared with the state-of-theart schemes.
I. INTRODUCTION
Research on the fifth-generation (5G) mobile cellular communication technology indicates that the traffic density in crowded cities or hotspot areas will reach 20∼Tbps/km 2 in the near future. It is expected that by 2020, mobile internet will need to be delivering 1GB of personalized data per user per day. Furthermore, traffic by 2030 is predicted to be up to 10,000 times greater than in 2010 and 100 Mbps end-user services will have to be supported [1] . To be able to support such demand, future mobile cellular networks are expected to be deployed in a very dense and multi-layered way. However, this triggers a proportional consumption on energy. From the perspective of network operators, the increasing energy costs cannot sustain future network operations in 5G networks. From the environmental point of view, ''greenness'' can be more meaningful with a comprehensive
The associate editor coordinating the review of this manuscript and approving it for publication was Zhenyu Xiao. evaluation that includes both energy savings and network performance, which are the basis for energy efficiency (EE) metrics. Cloud radio access network (C-RAN) has been proposed and regarded as a promising concept in the information and communications technology (ICT) area, where base-band units (BBUs) and radios are separated [2] . Heterogeneous cloud radio access networks (H-CRANs) are considered as one of the most promising architectures to obtain a better performance in terms of efficiency, expansibility, elasticity, stability and expenditure to meet the traffic volume requirement of 5G [3] . All digital signal processing (DSP) processors are moved into a central BBU pool in the cloud, and the distributed remote radio heads (RRHs) take the responsibility of compressing and forwarding the received radio signals from mobile users to BBUs through radio links. This will reduce the overall capital expenses and operational expenses of network operators and make large-scale high-density network deployments possible. The centralized architecture of the H-CRAN makes it easy to collect and analyze statistics data of runtime system, as it motivates us to seek state-of-theart autonomous schemes for network energy management. H-CRANs are predicted to solve the EE problems in the future generation wireless networks by alleviating interference and improving the cooperative processing gains through cloud computing.
To efficiently solve this problem, joint cell activation, user association and EE resource allocation are formulated as a convex optimization problem in traditional model-based methods [4] , [5] , [12] , [15] , [19] . However, reinforcement learning (RL) has been advocated as a promising technique in resource management, which is features as model-free [6] . Unlike most of the traditional model-based methods for EE solutions optimizing a certain objective for the current timeslot (or time frame), model-free methods make a sequence of decisions to minimize total energy consumption while satisfying quality of service (QoS) demand of user equipment (UEs) for the whole operational period in real time. In the context of C-RAN architecture, the agent can be trained through each learning stage and then update the trained data to determine the state of each RRH in each decision epoch to implement continuous control. In this way, cell activation technique does not rely on the physical resource allocation customized for rate, delay and jitter optimization in the C-RAN system. In order to satisfy user requirements on QoS, RL agents survey the entire network taking into account every possible state. For dynamic radio environment, the agent selects the most appropriate policy for cell activation in real time as network conditions change periodically.
Most traditional RL approaches prefer discrete state space resulting in poor scalability in large and complicated state space. This is so because, such approaches take network statistics in the form of vectors as inputs and the storage space increases exponentially with the state size. Large state-action space makes exploration difficult in practice [7] . We introduce an advanced feature extraction in the form of a relational matrix for modeling the relationship among RRHs and UEs, which is known as relational RL technique [8] . Since a matrix cannot be used as input for the RL agent, we convert the relational matrix into a hash code. Due to the mapping of binary states to binary actions, function mapping based on deep neural network tends to be unreliable. We introduce offline anchor graph hashing (AGH) to compress the large state space. However, offline AGH has fixed number of anchors. In a dynamic environment, the anchors in AGH may need to be updated due to changes in traffic distribution. We therefore use online k-means clustering to update the anchors autonomously. The main contributions of this paper can be summarized as:
-We propose a relational reinforcement learning-based framework of autonomous cell activation and customized resource allocation in C-RAN. In order to balance EE and QoS optimization, a common template for customized resource allocation is established for both rate-constrained and delay-constrained users, but unified with aggregated QoS satisfaction.
-An AGH-based relational RL model is proposed considering varying resource demand, traffic profile, user mobility and increasing the number of anchors periodically. The relational RL model considers the RRHs and UEs as objects and makes a matrix the input to the agent, which is very different from traditional reinforcement learning scheme, with a vector of network statistics as input. AGH reduces the size of state space.
-We present two versions of AGH-based relational RL model. Offline AGH works with a fixed set of anchors, while online AGH can autonomously tune the number of anchors in a dynamic environment. In online k-means clustering, the online training is an additional feature similar to deep neural networks.
-Comprehensive simulations are conducted to verify the significance of the proposed work. Simulation results show that the AGH-based relational RL is better and converges even in mobility scenarios. Meanwhile, the online k-means clustering can improve the performance of robustness in an adaptive manner with changes in network environment.
The remainder of this paper is organized as follows. In Section II, we present closely-related works. Section III presents the system model in terms of network model, traffic model, power model and utility model. Section IV provides the AGH-based relational RL framework of autonomous energy management. Simulation results are discussed in Section V. We conclude this work in Section VI.
II. RELATED WORKS
Energy-efficient resource management has been widely investigated. Authors in [9] studied energy efficient wireless communications and identified energy-efficient resource allocation as one of the key challenges of 5G technology. In C-RAN, baseband and processing functionality of a network are virtualized and shared among physical units. This architecture improves EE in the sense that the RRHs have fewer functions. In [10] , the authors jointly considered RRH selection and power minimization as the radio resource allocation problem in group sparse beamforming for green C-RAN. The authors extended their work to reduce the computation complexity in selecting RRH using Lagrangian dual methods in [11] . By minimizing the total power consumption in the network, they proved that higher EE was dependent on the user target transmission rate. In [2] , Luo et al. proposed a joint user association and beam-forming design for energy consumption minimization and interference management in C-RAN. A framework of energy efficient global radio resource management was proposed in heterogeneous wireless networks in [12] . With stochastic arrivals of known rates intended for users, the smallest set of BSs was activated with jointly optimized user association and spectrum allocation to stabilize the network first and then minimize the delay. In [13] , the effect of optimizing datasharing and the compression on EE were studied in C-RAN. By minimizing the total power consumption in the network, they proved that higher EE was dependent on the user target rate. Authors in [14] also proposed an enhanced soft fractional frequency reuse scheme. In this scheme, they formulated a joint optimization problem with resource block assignment and power allocation for interference mitigation in order to maximize EE performance in H-CRANs.
Cell activation and user association mechanisms in green cellular network have been investigated. The problem of energy efficiency in the HetNet scenario was formulated as an optimization model and a greedy algorithm to power on-off of network cells was devised based on the simulated annealing search approach in [15] . Due to the computation complexity of centralized model, authors proposed a low-complexity flow scheduling algorithm to compensate for energy consumption introduced by the increasing dimension of ultra-dense nodes in [16] . In [4] , authors studied the user association problem aiming at maximizing the EE of the network for the downlink of heterogeneous networks (HetNets). Trade-offs between QoS and EE for users with different traffics were presented and analyzed in [17] . The goal of minimizing the system energy consumption and also maximizing the ratio of the peak-signal-to-noise-ratio was considered in [5] but only for QoE-aware energy eficiency and QoE-aware spectral eficiency. To solve the long-term time scale problem sub-optimally, two different greedy algorithms called GON and GOFF were proposed that balance the load distribution costs each time the BSs are powered on and off [18] . Authors in [19] presented a good analytical basis in evaluating the tradeoff between the need to minimize the transmission delay and network energy consumption.
Reinforcement learning can be widely utilized in many applications with different optimization objectives, such as resource allocation in data centers, residential smart grid, embedded system power management and autonomous control [20] . The authors in [21] developed a framework for solving the overall physical resource allocation and power management problem in cloud computing systems using deep reinforcement learning. Shams et al. proposed a Q-learningbased algorithm to achieve both energy efficiency and overall data rate in [22] .
To the best of our knowledge, there is lack of solutions to capture dynamic topology, traffic distribution and the user mobility information with relational RL techniques. Table 1 summarizes some closely-related works. In this paper, by the abstraction of UE-RRH association matrix as anchor graph and by capturing dynamic traffic load, network topology and user mobility, the power manager adopts a relational RL technique to adaptively determine the suitable actions for turning on/off of the RRHs reducing the power consumption while keeping QoS satisfaction simultaneously.
III. SYSTEM MODEL A. SYSTEM ARCHITECTURE
The system of autonomous cell activation and customized physical resource allocation for energy consumption and QoS optimization is made up of a macro base station (MBS), a group of BBUs, several RRHs and UEs. The RRHs underlay the MBS in a same spectrum resource pool and all DSP processors are moved into a centralized BBU pool in the cloud. The interference between MBS and RRHs can be suppressed by advanced multiple-input and multiple-output (MIMO) techniques and interference mitigation techniques. The MBS is linked to the BBU pool by the backhaul interface for control message exchange whiles the RRHs are connected by the fronthaul interface for compressing and forwarding the received radio signals from mobile users to BBUs forming a coordinated multipoint processing (CoMP). This greatly increases the capacity and time delay constraints on the fronthaul links of the network efficiently by having the MBS and several RRHs cooperate in their transmissions. Distributed RL agents are deployed on each BBU pool, which control the cell activation dynamically and the UEs are connected to the RRHs. The UEs and RRHs report their state information (SI) to the RL agent in the BBU pool. The SI includes UE-RRH association, received signal strength, achieved data rate and delay, traffic arriving rate of the UEs and traffic load on each RRH.The traffic arriving rate of each UE, which depends on the type of application the UE is subscribed to, is available to the BBU cloud. In a case where this information is not accessible, the service provider can report such kind of information to the BBU cloud. The cell activation process is performed by the RL agent by way of sending an on or off switching decision to the RRHs. The RL agent monitors the mobility of the UEs and how they affect its decisions. The reward that is calculated by the RL agent combining user satisfaction and power consumption of all RRHs in a centralized manner, is stored in each BBU cloud and made available to every RRH in the cloud. The proposed framework of energy management has three hierarchies as shown in Fig. 1 . A similar C-RAN system architecture can be found in [14] . Firstly, user association between UEs and RRHs is established via user admission control. Then, the RL agent executes cell activation using the relational RL technique to select the active RRH set. The RL agent dynamically monitors changes in user population, user association, traffic load distribution, QoS demand and energy cost caused by the dynamics of the mobile environment. Lastly, the physical resource allocation module tries to satisfy the QoS requirement of UEs with the specific action from the RL agent, which results in the active RRH set. The result of resource allocation serves as the reward which is fed back into the relational RL-based cell activation module. Once convergence is achieved, the RL agent autonomously outputs the best decision on actions to the environment. For simplicity, we summarize all the notations used in this paper as listed in Table 2 .
B. NETWORK MODEL
Let j ∈ J = {1, 2, . . . , |J |} be a set of RRHs. For each RRH j ∈ J, a set of UEs ∈ I = {1, 2 . . . , |I |} are connected to it. Each UE is subscribed to a specific application k ∈ K = {1, 2 . . . , |K |} which has a unique traffic arriving rate λ k ij . The system bandwidth for RRH j is denoted by B Hz and its total transmission power consumption is P t j watts. In the system model, the path-loss is calculated as follows [13] 
where F is the frequency band and d ij is the distance between UE i and RRH j. We consider the channel model [10] as
where PL(d ij ) is the path loss, b ij is the antenna gain and ζ is the shadowing small-scale fading. The shadowing smallscale fading ζ is assumed as a Gaussian random variable with zero mean and standard deviation δ equal to 8dB [23] . One major use case of H-CRAN is the ability to coordinate transmission among RRHs forming a CoMP. Therefore, we classify the UEs into two groups, normal users and edge users. The edge users are defined as the 10% of all UEs, who have the lowest signal-to-interference-plus-noise-ratio (SINR) and will be served in CoMP transmission mode. We assume that, a normal user is associated with only one RRH for transmission whiles an edge user is associated with more than one RRH for transmission via beamforming. Without loss of generality, we consider downlink transmission for UEs in rate and delay calculations [13] . The SINR experienced by UE i associated with RRH j is given by
where g ij is the channel gain from RRH j to UE i, w ij is the beamforming weight from RRH j to UE i and σ 2 is the power spectral density of additive white Gaussian noise. With known channel bandwidth B and SINR, the maximum data rate can be calculated [13] . From equation (3), achieved data rate r ij of UE i connected to RRH j is given as
where B is the channel bandwidth. We choose the theoretical Shannon-bound formula to calculate the maximum data rate for correctness of obtaining numerical results [12] . The traffic arriving rate of UE i subscribed to application k on RRH j is denoted by λ k ij , which is dependent on the application type. The traffic load ρ j on RRH j is defined as the sum of the achieved data rates of the UEs connected to the RRH, which can be expressed as ρ j = i k x ij r k ij , where x ij denotes an association indicator between UE i and RRH j. If x ij = 0, there is no association between the UE and RRH; otherwise, x ij = 1. The service time of QoS traffic for UE i associated with RRH j is t ij =
, where r * ij denotes the normalized achievable rate with respect to the average packet length. Note that the packet length for UE i is independent and exponentially distributed with the mean packet size (Ł) in bits. Based on M\M\1 queuing theory, the average delay experienced by UE i on RRH j is
C. TRAFFIC MODEL
The system load is dependent on the traffic arriving rate, user population and the on-off mode of RRHs. Due to the dynamics in user behaviors on traffic pattern, analytical model is intractable. We therefore adopt a data-driven model from the EU FP EARTH project [24] . In our scenario, we monitor the spatial-temporal traffic distribution in the network over a 24-hour period. Peak traffic is experienced at noon hours while at night, the traffic is very low. We assume that the period is long enough so that the traffic load profile in one period repeats in the next period. In mobile environment, the type of active UEs, their mobility pattern, user population, geo-location distribution and environment noise vary over this period. Without loss of generality, an ideal traffic profile is adopted based on the daily trapezoidal traffic pattern [16] . Given a time t = {1, 2, 3, . . . , T }, the traffic model is defined with the angular coefficient v where T represents a 24-hour scan period, v represents the slope and f (t) is a normalized value between 0 and 1 as
If v is equal to 1/10, then we move the f (t) to f (t) + 4, which is close to the on-site measurements in [24] .
D. POWER CONSUMPTION MODEL
To make a correct estimation of the RRH energy consumption, we need to consider two types of power consumption, i.e. constant power, which is generated by the always-on components of the RRHs, e.g. transceivers and power supply, and power due to the traffic load which comes from the power amplifier [25] . The power amplifier is a loaddependent component. The load on an RRH is determined by the number of users and packet arriving rate in the RRH's coverage. The power consumption of the load-dependent components determines the power consumption for a specific hour. We define the total power consumption for each RRH at time t as follows
where P c j denotes the constant power consumption for active RRHs, P l j denotes the load-aware transmit power of RRH j for transmission which depends on the load and ρ * j is the normalized traffic load on RRH j at time t. P s j is the constant power consumption for sleeping RRHs. To calculate the total energy consumption of each RRH, we multiply the total power consumption P t j of the RRH by the time t in hours. In the H-CRAN architecture, inactive RRHs are put to sleep in order to conserve energy. The H-CRAN control unit dynamically optimizes the total expected and cumulative energy during the entire operational period instead of the instantaneous energy consumption in a decision period. Our proposed online relational RL-based cell activation scheme is able to provide flexibility for managing energy consumption in the network.
E. UTILITY MODEL
Based on the objective of the proposed scheme, we can know the precondition of minimizing energy consumption of the C-RAN is to ensure that we satisfy the QoS requirement of UEs. To ensure UE satisfaction, the required transmission rate and delay should be guaranteed. Due to the dynamics in UE behavior, traffic demand per connection and service elasticity, we model the utility with a sigmoid function.
The utility function maps the perceived achievable rate with the level of UE satisfaction [26] . The user satisfaction on rate is used to define when the minimum achievable rate of a user is achieved. The satisfaction of UE i on rate is
where r min i is the minimum rate requirements of UE i and η is a constant which determines the shape of the satisfactory curve. In addition, r i is the transmission rate for UEi. It is easy to verify that: 1) ξ (r i ) is a monotonic increasing function with respect to r i , because individual users will feel more satisfied if they receive higher throughput above their minimum demand and vice versa; 2) ξ (r i ) of each UE i is scaled between 0 and 1, i.e. ξ (r i ) ∈ [0, 1]. Similarly, satisfaction on delay defines when the maximum tolerant delay requirement of a user is not exceeded. The satisfaction on delay is given mathematically as
where τ max i is the maximum tolerant packet delay, which is required to satisfy the upper bound delay for UE i.
F. PROBLEM FORMULATION
In this section, we formulate the energy optimization problem in H-CRAN with a revised Q-learning agent for autonomous cell activation, illustrated in Fig. 2 . Most of the existing works take one-dimensional vectors as states for the Q-learning agent, which include very little information about network dynamics [7] . In order to capture spatial-temporal dynamics in a mobile environment, we use a graph, defined as a relational matrix, which has more information such as the association between UEs and RRHs, the arriving rates of traffic, the transmission rates of UEs and UE satisfaction. However, the state space size is very large, which makes it difficult for the Q-table to converge. Anchor graph clustering is used to reduce the state space size and anchor graph hashing is employed to map the graphs to hash codes. Offline anchor graph clustering is used to compress the large sample size before hash mapping. However, when the training samples are not enough and new samples are added to the environment, online anchor graph clustering is necessary. Online anchor graph clustering updates the training samples and forms more clusters and anchors. The discrete characteristics of hash code match the RL agent very well. With the output action of RL agents, the customized physical resource allocation is done to generate the report of UE satisfaction and energy calculation, which are the rewards that are fed back to the RL agents.
G. OFFLINE ANCHOR GRAPH CLUSTERING
In our scenario, we define the network graph by a relational matrix Y between UEs and RRHs, which may include the association relationship between the UEs and RRHs as well as the subscription relationship, UE traffic arriving rate, UE transmission rate and even delay, which reflect the dynamics caused by UE mobility and noise in the radio environment.
Definition 1 (Relational Matrix): Mathematically, we define relationships between all |I | UEs and |J | RRHs as a matrix Y ∈ R |I |×|J | which is a relational matrix as
The entries y ij could be the arriving rate of traffic λ k ij , UE transmission rate r ij , satisfaction ξ (·) or the transmission rate to traffic arriving rate ratio r ij /λ k ij . The λ k ij is the traffic arriving rate between UE i, who is assumed to subscribe to the application k and RRH j. Let an entry be represented as
where x ij is a binary association indicator between an RRH and a UE, in that, x ij = 1 means there is a connection between UE i and RRH j and x ij = 0 means otherwise. Therefore, the sum of all the traffic load of UEs on RRH j can be denoted by ρ j . The relational matrix is a sparse matrix of which each column contains only one nonzero entry, except for at most 10% of UEs in CoMP. Then, we flatten the relational matrix Y to a one-row vectors as a single sample. We then stack all of the individual one-row vectors together to obtain a training set matrixS ∈ R |U |×|I |×|J | , where |U | is the number of training set samples and |I | × |J | is the number of elements in one-row vectors. Since the original volume of raw topology samples is very large, we introduce an offline anchor graph clustering method to compress the sample size before hash mapping. When new samples arrive, the online anchor graph clustering updates the state space by forming more clusters thereby, increasing the initial number of anchors. Anchor graph is a kind of graph that basically defines the similarities between two vertices: data points and anchors [27] . An anchor graph uses a small set of m points called anchors to approximate the data structure of neighboring nodes or sample points u. An anchor graph is normally undirected, that is, there is no distinction between the two vertices associated with each edge.
1) STATE SPACE DISCRETIZATION
We discretize the state space based on the centroids and then partition the centroids based on k-means algorithm. With clustered centroids as anchor nodes, we partition |U | sample points into |M | clusters.
Definition 2: Given |M | centroids in a continuous state space asS = {s m |m = 1, 2, . . . ., |M |}, the state space can be partitioned into |M | clusters. The partitions of state space is S = s u |s u ∈ R d , u = 1, 2, . . . ., |U | , where the continuous state space region for a cluster centroids m is expressed as
S denotes the original continuous state space,S is the discrete state space,s u is a specific state of all training samples inS ands m represents is a specific state of anchor nodes inS. Each anchor node has a length of |I | × |J |.
2) OFFLINE K-MEANS BASED CENTROID PARTITIONING
From Algorithm 1, we initially predefine the maximum number of cluster centroids |M |, the threshold δ of the distance between a new centroid and a previous centroid and the maximum number of iterations MaxIter. Then we obtain the continuous state setS and randomly select a states u from the setS as the first centroids 0 . While the current number of centroids m is less than |M |, we compute the distance D(s) between each continuous states u and the closest centroids m . Then, we compute the probability P(s) of each continuous states u to be selected as the next centroid by the formula With all of the previous centroids determined in line 4-9, we update the centroids for each cluster in line 10-17. Firstly, we distribute each continuous samples u to its nearest centroid based on the distance D(·) between eachs u and its cluster centroids m . Then, we update the cluster centroids m of each cluster and Z um . This process is repeated, until the distance D c reaches the threshold δ and MaxIter is attained. Lastly, we approximate the adjacency matrix C using equation (15) and perform offline hash mapping on each centroids m using equation (16) . This offline k-means clustering is performed on the |U | training samples to obtain |M |(|M | |U |) cluster centroids with m as anchors as
This makes clustering very fast, thus speeding up training significantly.
H. ANCHOR GRAPH HASHING
After creating clusters with identified anchor graphs, we map the clusters to hash codes by anchor graph hashing.
Definition 3 (True Adjacency Matrix):
Let the true adjacency matrix be noted by the matrix C as
where c ij is the similarity between u i and u j , i, j ∈ [1, |U |].
An adjacency matrix is a matrix such that its elements are values other than zero when there is an edge between two vertices, and zero when there is no edge. The true adjacency matrix C is approximated toĈ to reduce the computational complexity using equation (15) 
where
Theorem 1 (Offline Hash Mapping): Given u training samples and truncated adjacency matrix Z , binary hash codes is mapped from the spectral embedding matrix V , which is calculated as follows
Proof: The resulting graph Laplacian of the anchor graph is given by
where I is an identity matrix. We solve the eigenvectors of C by utilizing its low-rank property asĈ
T . We solve the eigenvalue system of
Lastly, we obtain the desired spectral embedding matrix V as;
. . , β r ) ∈ R m×r and n m = √ u/β m −1/2 ϕ m . Therefore, we make a summary of offline training algorithm for anchor graph hashing based on the above in Algorithm 1.
Online Hash Function Mapping: Equation (16) generates hash codes only for the available points during training. Therefore, a general hash function is needed in order to predict the hash code of any incoming sample points. We generalize the eigenvectors of the anchor graph Laplacian to the
such that the hash functions can be defined as
.We then create the ''out-of-sample'' extension V to their corresponding eigen-functions using the Nyström method in [28] . The online hashing will be included in the revised Q-learning.
I. REVISED Q-LEARNING
Reinforcement learning is the form of machine learning technique whereby an agent interacts solely with an environment, without requiring additional information about the environment except for awareness of the environment states, possible (enabled) actions from its current state, and the obtained rewards after performing a specific action [29] . There are a number of reinforcement learning technique variations such as Q-learning, deep Q-learning and double Q-learning. Q-learning is a model-free reinforcement learning algorithm for discrete state spaces. Because of the discrete characteristics of state feature extraction with hash codes in our scenario, Q-learning is adopted. Firstly, we begin to model the cell activation problem in H-CRAN as a Markov decision process (MDP).
1) MARKOV DECISION PROCESS
The interaction between the Q-be represented as a tuple, M = S, A, R (s, a) , S , where S represents the set of possible states, A is the set of actions, R(s, a) represents the reward achieved when an action a, in state s, is selected and s is the next state. At any stage t with a traffic load state s (t) , the reinforcement learning agent chooses an action a (t) that either turns on or off an RRH. Let U s (0) , s (1) , . . . · ·, s (t) , a (t) represent a markov chain utility. Since future rewards are unpredictable, the long-term reward of state s (t) at stage t is the sum of discounted rewards which is given by
where γ is the discount factor ranging from 0 to 1. If γ = 0, it means we only care about the current reward. 0 < γ ≤ 1 indicates that we care about future rewards. We denote the state-value function of an arbitrary policy at the stage t as
The resource image state s (t) transforms into s (t+1) at stage (t + 1) with a transition probability as
The goal of MDP is to find an optimal policy π * to maximize future reward of the decision agent. A policy is a mapping from states to actions. From Markov property, the policy π can be further expressed as
where U π (s ) is the expected utility given the optimal policy. The state-value function for optimal policy based on the Bellman's equation [6] is given as
where R(s (t) , a (t) ) is the present reward, γ is the discount factor, U π (s) and U π (s ) are the present and future utility.
2) REVISED Q-LEARNING FRAMEWORK
The offline anchor graph clustering generates cluster centroids i. 
State(s):
As mentioned above, the purpose of Q-learning is to minimize the number of active RRH while satisfying the QoS of UEs. The components of the state space are obtained from the anchor graph hashing discussed in Theorem 1. The relational matrix generated from anchor graph hashing are converted into hash codes which are fed into the RL agent in the BBU cloud as input states. The state space for offline training is obtained from the desired spectral embedding matrix V in equation (16) which has m states and r bits for each hash code. The size of the Q-table is dependent on m i.e. an increase in m increases the state space size. For online Q-learning, we resort to a general hash function H k (s) to cluster a new state samples to the closest anchor graph hash code H k (s * ).
Action(a): The action to be performed is the switching decision that is made by the agent on the RRHs. Each RRH corresponds to two actions, switching on or off. For any RRH j, the actions can be represented as a j ∈ {0, 1}, a j = 0 indicates switching off RRH j to turn it to sleep, and a j = 1 indicates switching on RRH j to turn it on. We assume that the system begins at stage t with a resource image state of s (t) . The agent can select an action based on two objectives: exploration and exploitation. The learning agent chooses an action a (t) in the state s (t) of the stage t with a Boltzmann distribution probability [30] 
where θ is a positive parameter called temperature and p(s (t) , a (t) ) denotes the possibility that the agent selects action a (t) at state s (t) . The action is updated after each stage.
Reward(R):
Reward is the feedback received from the environment after performing an action in a specific state. Therefore, the reward needs to reflect the purpose of the Q-learning algorithm. In our case, the reward is a function of the average QoS satisfaction of the UEs and energy consumption of the system. Since the optimal strategy of Q-learning is to find the action with the maximum Q-value in the Q-table for each state, we define the reward as follows
where E is the number of active RRHs, ξ (·) [0, 1] is an indicator for the QoS satisfaction of UEs, with utility function defined in (8) or (9) and ω > 0. The optimal strategy, denoted by π * is used to maximize the action-value function of each state, s. The optimality equation in terms of Q only can be expressed with equation (21) as
The Q-learning agent learns the optimal Q-values in an iterative manner based on information available in the BBU cloud. The value iteration Q-learning process can be expressed as
By iterating and updating the Q(s (t) , a (t) ) over a sufficient period, while adjusting the learning rate γ , Q(s (t) , a (t) ) is guaranteed to converge at Q π * (s (t) , a (t) ).
The proposed algorithm framework is summarized in detail in Algorithm 2 as follows: In step 1, in line 1-2, UEs request for admission and initial association via the RRHs from the BBU pool. In step 2, from line 5-13, the Q-table is initialized and updated for each decision epoch as the environment changes in an online learning process by online k-means clustering. If the distance between the continuous states u and a cluster centroids m exceeds the distance threshold q d , and the number of current cluster centroids is less than the maximal cluster centroid |M |, we update the cluster centroid and the Q-table. Otherwise, we adjust the location of the cluster centroid using Eqn. (12) . An incoming state space is compared with a general hash function (H k (s)) and the closest is selected as the hash code for the incoming state. For any stage t, the selected hash code is fed into the Q-learning agent as input states. As learning is in process, the agent explores the environment by selecting random actions. The agent chooses an action a (t) at stage t with a probability as shown in equation (22) . After some time, the agent selects actions based on its past experience by selecting an action with the maximum Q-value. In step 3, in line 22-25, UEs will be re-associated and allocated with resources based on the set of active RRHs for rate in (8) or delay in (9) . Lastly, we observe the reward r (t) and the next state s (t+1) of stage t and update the Q-table using equation (25) . The process is iterated until the Q-table converges.
J. CUSTOMIZED PHYSICAL RESOURCE ALLOCATION
The physical resource allocation could be formulated as an optimization problem and an optimal beamforming solution can be derived by maximizing the aggregate QoS satisfaction of UEs. A unified design of physical resource allocation models is given in (26) , which could be customized for different operators. The objective function is expressed as max i∈I η i ξ i (·) (26) such that;
where η i > 0 is the weighting factor for UE i ∈ I , ξ (·) denotes the satisfaction of UE i, which is customized for rate as ξ (r i ) or delay as ξ (τ i ), w is the beam forming vector/optimization variable, P t max represents the maximum transmission power and th is the interference threshold. Constraint (26a) ensures that, the sum of transmit power of UEs does not exceed the maximum transmission power. Constraint (26b) ensures that the sum of the received interference power of UEs does not exceed the interference threshold. For the rate constraint users, the satisfaction on rate follows the form of (8) as ξ (r i ). For the delay constraint users, the satisfaction on delay is in the form of (9) as (τ i ) . The objective of our function is to maximize user satisfaction, which can be transformed into a convex optimization problem known as second order cone optimization problem. The second order cone optimization problem can be solved efficiently using an existing method in [31] .
K. CONVERGENCE ANALYSIS
After k-means clustering, we formulate the problem as an MDP. Let us denote optimal Q-functions for continuous states and clustered discretized states as Q * (s, a) and Q * (s, a) respectively. We theoretically show that our proposed revised Q-learning algorithm will converge to an optimal solution of Q-learning for the raw data samples before clustering. Assuming that compactness and Lipschitz continuity holds, then the Q-value function of the continuous dynamic programming for the raw data samples satisfies the inequality, ∀s,s ∈ S.
where α (t) is a positive constant. Considering the distance d s ∀s,s ∈ S and assuming that compactness and Lipschitz continuity hold, the following inequality holds.
where d s = min s − s is referred to as the hamming distance for all continuous states. Likewise, the Q-learning for continuous dynamic programing converges to the optimal solution when the number of steps is replaced with infinity for both continuous and anchor nodes respectively [32] . This proves, ∀s ∈ S, it sufficiently converges to Q * (s, a) with d s , hence proven. Theorem 2: If continuous stochastic optimal problem satisfies the compactness and Lipschitz continuity and when Q (t) (s, a) is updated by equation (25), then after deriving the states, for each s ∈ S, Q (t) (s, a) converges to the optimal solution Q * (s, a) as the distance between state-action pairs and centroid is zero and t approaches infinity (t → ∞) i.e.
Proof: If compactness and Lipschitz continuity holds and under the assumption that lim
holds for ∀s ∈ S [32] , then ∀ε 1 (0 < ε 1 < ε), there exists a δ > 0 such that if (d s ) < δ, ∀s,s ∈ S and a ∈ A(s)
where Q * (s, a) is the optimal Q-value for the clustered state. If Q-learning converges and t → ∞, then Q (t) (s, a) in equation (25) converges to Q * (s, a) with probability 1 for every s ∈ S. By the Q-learning solution for discrete dynamic programming [32] , it can be shown that for every s ∈ S i (i = 1, 2 . . . ·, |M |) .Q (t) (s, a) also converges to Q * (s, a) with probability 1. Furthermore, if compactness and Lipschitz continuity hold, ∀ε 2 (0 < ε 2 < ε − ε 1 }), there exists a N i such that if k > N i , then the following equation holds for every ∀s,s ∈ S and a ∈ A(s),
Therefore, from (30), (31), for an arbitrary ε > 0, there exist
Therefore, P Q (t) (s, a) − Q * (s, a) < ε = 1, this implies that equation (29) holds.
IV. PERFORMANCE EVALUATION A. SCENARIO CONFIGURATION
In this section, online AGH-based RL (online AQL) scheme is compared with vector-based pure Q-Learning (VQL) [7] , and offline AGH-based RL (offline AQL). We conducted our simulation in MATLAB. Three essential performance criteria are considered in evaluation, that is; the convergence rate, the total energy consumption, and the satisfaction of UEs. We evaluate the performance of our scheme considering the effect of dynamics in user mobility, number of anchors and changes in traffic load. It is assumed that the BBU initially manages a maximum of 3 RRHs. The system bandwidth of RRHs is set at 20MHz. The main RF factors for the UE performance of LTE are defined on the basis of 3GPP specifications with a major RF parameter as reference sensitivity. The threshold of UE sensitivity is set at −120dBm for edge UEs [33] . The number of UEs ranges from 0 to 32 in each C-RAN according to the traffic model profile [16] . The rate or delay demand is equal for each of the UEs. The 10% of UEs with the lowest signal strength is considered as edge UEs in CoMP. The energy consumption largely depends on traffic load and the active duration of RRH, based on the power model for the active and idle states respectively [25] . The value of ∈ is 0.01 in the ∈-greedy policy, which is defined as the probability by which an agent takes a random action promoting exploration instead of an action determined by the maximum of the Q-value of the next state. We clarify the typical simulation parameters for system and algorithms as summarized in Table 3 .
B. CONVERGENCE ANALYSIS
This subsection compares the convergence rates of the offline AQL, VQL, and the proposed online AQL method in this paper. The analysis is performed under a static scenario without mobility and the traffic changes per hour based on the traffic profile model. The reward R(s, a) is deterministic and chosen as the average satisfaction of all users. The value of the input parameters used for numerical tests with the algorithm is rate (r). From Fig. 3 , it can be observed that the online AQL algorithm converges faster than the other algorithms. The offline A1QL algorithm and VQL algorithm could not learn well the behavior of the system at the very onset and experienced fluctuations in energy consumption and satisfaction. Fig. 3 shows that, the online AQL consistently realizes the best performance. It can be observed that offline AQL converges much slower due to the fact that it has a fixed number of anchors. Online AQL algorithm converges faster, around day 300, because the state space has been reduced by means of the AGH and new anchors are added during the learning process. For energy consumption, it can be noted that the online AQL algorithm converges to near optimal values compared with the offline AQL algorithm and the VQL algorithm. This is due to the fact that our proposed algorithm is able to increase the number of anchors leading to its higher accuracy. For VQL, there exist fluctuations in the curves due to its inability to learn from large states space, with states defined as a load vector and resorts to random policy selection.
C. ALGORITHM COMPARSION
In this simulation, we compare our proposed AQL algorithm with VQL, simple on-off (baseline) and greedy algorithms based on energy consumption and satisfaction metrics. We configure 18 RRHs which can be considered as 6 clusters with 3 RRHs each in a coverage area of 400m-by-600m. The user demand of the individual UEs do not change but the total user demand changes based on the traffic model of 24-hours-in-a-day. Considering one hour as a decision cycle, we observe the performance in 24 periods/hours based on the above-mentioned evaluation metrics. In the following results, we present the variation of the number of active RRHs against the variation in the UE population. Fig. 4(a) shows the normalized total energy consumption of RRHs over the last 10 episodes of the simulation time. The figure illustrates the normalized total energy consumption of RRHs in each hour of the day with respect to the traffic load. An increase in the traffic load corresponds to an increase in the normalized total energy consumption of RRHs since an increase in capacity requires more RRHs to meet the QoS satisfaction requirement of the users. As illustrated, the baseline algorithm has the highest energy consumption in each hour. The greedy algorithm achieves the second highest energy consumption level. The AQL algorithm outperforms VQL scheme both under light-load and heavy-load scenarios in terms of energy consumption minimization.The performance of VQL indicates that more RRHs are turned on to satisfy QoS requirements of users. The AQL responds accurately to the traffic load pattern with fewer number of RRHs. The lowest energy consumption level in AQL indicates lowest power consumption.
We run a simulation to observe the performance of the four algorithms based on QoS satisfaction. Fig. 4(b) shows the algorithm comparison among the four schemes. As shown in Fig. 4(b) , the baseline and greedy algorithms have lower satisfaction levels compared with the VQL and AQL algorithms. For these algorithms, there is a constraint that the user QoS satisfaction needs to be achieved first before association. This is the reason why the satisfaction levels of the baseline and the greedy algorithms are 0.5 at light load. At heavy load, some users are rejected since their requirements cannot be met, hence, the average satisfaction drops below 0.5. As shown in the figure, the VQL and AQL schemes use as much radio resource available to satisfy UEs. The VQL scheme turns on many RRHs to achieve higher satisfaction. The AQL algorithm balances satisfaction and energy consumption with the minimum number of RRHs possible. With fewer number of RRHs, AQL can achieve higher satisfaction levels than the VQL in hour 20-24, where the network is under heavy load. For baseline and greedy schemes, it is observed that the QoS requirements of all UEs are satisfied under light network load. At hour 1-19, the satisfaction rate is 50%. As the network load increases further, say at hour 20-24, the satisfaction of the UEs begins to drop to as low as 35% at hour 23. It is concluded that, our proposed scheme is best in balancing energy consumption and QoS satisfaction compared with the other schemes. The general greedy algorithm is inspired by the mathematical background of sub-modularity maximization problem which decouples the energy management problem into two sub problems; energy-efficient user association and energy-efficient BS operation [19] . The greedy algorithm is also based on static policy. That is to say, after scheduling of the UEs, no feedback is returned to the algorithm concerning the energy consumption states of the RRHs. Since there is no feedback, the optimal solution may not be achieved. The simple on-off scheme is the baseline which only considers the nearest RRH which can guarantee the QoS requirements of the UEs to associate with. If the nearest RRH cannot satisfy the UEs' demand, more RRHs are turned on. This does not take into consideration the optimality of the solution.
D. EFFECT OF ANCHOR GRAPH HASHING
In this simulation, we observe the satisfaction and energy consumption based on number of clusters. The satisfaction is dependent on the amount of resource available to the user but independent on the energy consumption. When the level of satisfaction decreases, more RRHs should be activated as ''ON'' to satisfy users' QoS with more available resource. Otherwise, more RRHs should be turned off to minimize energy consumption. Fig. 5 shows the energy consumption and satisfaction curves using hash lookup within a hamming radius of 2. When longer codes are used, the radius of clusters will be larger due to increased sparsity of the relational matrix. The increase in bits reduces the accuracy of online AQL significantly. It can be observed that energy consumption increases as the length of the hash code increases. We can conclude that inaccurate prediction can lead to poor energy consumption. However, the effect of the number of clusters cannot be ignored. The graphs reveal that the number of clusters has an impact on energy consumption and user satisfaction. From Fig. 5 , it can be observed that a smaller number of clusters consumes a substantially higher amount of energy as the length of the hash code increases. Using the preference of the users, the clustering module was trained to obtain the required centroids. With respect to the length of hash codes, the number of clusters was observed to determine the ideal number of clusters which can achieve minimum energy consumption and highest satisfaction ratios. 300 clustered network tends to have relatively lower energy consumption even for longer hash codes. However, the performance of 30 and 150 clusters improves rapidly as the hash code length reaches 23 and 26 respectively. We argue that the improved performance is due to the learning algorithm reaching its optimal solution. Therefore, to ensure long term efficient energy consumption, the hash codes should be long enough such that the online AQL agent can learn to gain better knowledge over the state to find proper resource allocation strategy.
We compare the convergence of online AQL on energy consumption of all anchors with different values of r. Fig. 6(a) shows all values of r converge in terms of energy consumption which confirms that the said algorithm converges. Also, it shows the online AQL converges faster. When r = 5 and 10, it converges before the 100th simulation time, while values 15 and 20 converges after the 200th simulation time, with values 25 and 30 converging close to the 300th simulation time. This implies that smaller value of r in online AQL reduces the sparsity in the adjacent matrix which preserves similarity in Hamming space. Furthermore, smaller values of r e.g. 5, 10 and 15 have less fluctuation when they converge. This shows that setting the value of r as small as possible improves the accuracy of the learning process. The impact on satisfaction as shown in Fig. 6(b) shows a similar pattern in terms of rate of convergence and fluctuations in the curve but all values of r are able to achieve a desirable satisfaction level (above 0.5). The proposed online AQL can learn the exact behavior of the network. Therefore, choosing the appropriate length of hash codes can minimize the energy cost but also ensures user satisfaction.
E. EFFECT OF ONLINE K-MEANS
In this simulation, we observe the effect of the initial anchor number on the performance of offline AQL algorithm and the proposed online AQL algorithm. Fig. 7 and Fig. 8 show the impact of the initial anchor number on energy consumption and minimum user satisfaction in offline AQL and online AQL respectively with a decision epoch of 60 minutes and a hash code length r of 15 bits. From Fig. 7 , it is shown that with an initial anchor number of 20, the AQL algorithm converges at day 600 for both energy consumption and satisfaction. At M = 100, the algorithm's behavior is similar to the previous initial anchor number, however, convergence is achieved faster. At M = 200, the algorithm achieves convergence at day 200 and the convergence curve is the smoothest among the three initial number of anchors.
The satisfaction level of the offline AQL algorithm is below 0.5. From Fig. 8 , it is observed that with the initial anchor number of 20, the proposed online AQL algorithm converges at day 800 and has a better level of satisfaction than the offline AQL algorithm's performance. Similarly, at M = 100 and M = 200, the online AQL algorithm has a better level of satisfaction than in offline AQL. It can be concluded that the offline AQL algorithm maintains a fixed number of anchors throughout the learning period. Conversely, in online AQL, the algorithm increases the number of anchors when new anchors are available during the learning period. The increase in initial number of anchors makes it realize a better performance than the offline AQL algorithm. Fig. 9, Fig. 10 and Fig. 11 show the performance of energy consumption and satisfaction generated by dynamic states given varying decision epoch and mobility epoch for three algorithms, online AQL, VQL and offline AQL for the first 1500 days. The mobility epoch is the interval during which the user distribution changes. User mobility is based on the random walk model. The users in the system may vary in accordance with the traffic model. It should be noted that the traffic changes every hour based on daily traffic model. The VQL algorithm represents the traffic load on each RRH as a vector and cannot capture the user mobility information. During this time, the learning agent makes different decisions as to the number of active RRHs based on the traffic model. We notice that the decision epoch chosen has a strong impact on satisfaction. From Fig. 9 , it is observed that the online AQL algorithm achieves convergence faster at decision epoch 10, compared with 30 and 60. Due to strict constraints on satisfaction for each user, decision epoch of 30 and 60 can only achieve better convergence given a longer period of time to train. This shows that, with lower decision epoch, the agent is able to capture the user mobility effectively in order to ensure all users are satisfied at any point in time. Given an appropriate decision epoch, online AQL can ensure all users are satisfied at acceptable energy consumption levels. Under the same conditions, VQL fails to match the performance of the proposed algorithm. Fig. 10 shows the convergence of VQL for two use cases i.e. decision epoch = 10, mobility epoch = 10 use case and decision epoch = 10, mobility epoch = 5 use case. Although VQL converges fast in Fig. 3 , it is no longer so under varying user mobility which is because of the state definition as load vector stated previously. Fig. 11 shows the results of an offline AQL algorithm. Based on our observation, offline AQL converges fast when the decision epoch is set to 10 and achieves the worst energy consumption level in the whole system. When the decision epoch is set at 30 or 60, offline AQL needs more energy expense to satisfy all of the users on QoS in the common mobility scenarios. It can be concluded that the average energy consumption and satisfaction levels of the proposed online AQL algorithm are better than the offline AQL and VQL algorithms.
F. EFFECT OF DECISION EPOCHS

V. CONCLUSION
In this paper, we proposed a relational reinforcement learning based framework of autonomous cell activation and customized physical resource allocation to balance energy consumption and QoS satisfaction in C-RANs. An RL model was established by exploiting the relation model via AGH proposed to balance user QoS satisfaction and energy consumption with minimum number of active RRHs under varying traffic demand and user mobility. The proposed scheme was compared with VQL, greedy algorithm, baseline and offline k-means version of AGH-based RL methods. Simulation results showed that the proposed AGH of relational RL scheme achieves the best performance in terms of balancing QoS satisfaction and energy consumption under mobility scenario and can converge at a moderate rate. The online AGH-based RL also achieves dynamic change in anchors to capture the dynamics for realistic scenarios.
