This paper deals with techniques that have been used for bone fracture detection in the past few years. The authors have made attempts to survey papers from different modalities. This led us to study techniques that have been applied to images obtained from different modalities like X-ray, CT, MRI and ultrasound. The methods have been documented in a way that aids ease of interpretation. The paper is the first of its kind to survey fracture detection techniques across different modalities. The study will help the reader in designing computer aided diagnosis (CAD) systems in the field of medical imaging.
INTRODUCTION
The field of medical imaging has been witnessing advances not only in acquisition of medical images but also in its techniques of interpretation. In particular the research is on to interpret and diagnose ailments from medical images with minimum aid from medical experts [1] . Such systems called Computer aided diagnosis (CAD) systems can prove very useful to analyze large volumes of medical data, as well as improve the accuracy of interpretation while reducing time for diagnosis [2] [3] .
The following study explains the methods involved in designing CAD systems for bone fracture detection. The section has been divided into 4 sub-sections based on X-ray, CT, MRI and Ultrasound modalities. A total of 12 general techniques (which includes 7 techniques for X-ray images,3 for CT, 1 for MRI and 1 for ultrasound images) from 29 papers have been surveyed.
METHODS
The section has been organized based on the modality to which the method has been applied. This will help the reader in understanding the potential and amount of research that have been carried in that field. An attempt has been made in providing vivid and crisp technical details of each paper, for the benefit of researchers new to this field. [4] Y Jia and Y Jiang present a method that outlines fractured bones in an X-ray image of a patient's arm within casting materials, and displays the alignment between the fractured bones. A geodesic active contour model with global constraints is applied to segment the bone region. A prior shape is collected and used as a global constraint of our model. A maximum-likelihood function is derived to provide feedback for each evolving process. Experimental results show that the method produces the outlines of the fractured bones on the low contrast X-ray images robustly and accurately. [5] JIAN LIANG et al. have proposed morphological method to identify fractures in tibia bones. Before segmentation, the original image is dynamically divided into several intervals to help find out the smallest interval with the target. The small regions are then automatically thresholded using Otsu method .To promote the accuracy of segmentation and to avoid over or under segmentation, the segmentation result obtained is examined using statistical method. Depending on the test results the segmented image is adjusted .After the second segmentation, the steps of verification and adjustment are required to repeat till the test result conforms to any one of the stopping conditions. When the segmentation is finished, the target image will no long have tough areas. This is followed by mathematical morphology to extract the target border and cover the boundary of fractures. Then by superposing the target border image and covering the extracted skeleton, the precise location of fractures can be recognized. [6] Martin Donnelley et al. developed a method of automatically detecting fractures in long bones. First the edges are extracted from the x-ray image using a non-linear anisotropic diffusion method (the affine morphological scale space) that smoothes the image without losing critical information about the boundary locations within the image. Then a modified Hough transform with automatic peak detection is used to determine parameters for the straight lines that best approximate the edges of the long bones. The parameters used to approximate the long bone edges are then used for centreline approximation, diaphysis segmentation and fracture detection in the segmented region. [7] Syiam et al. have proposed an adaptive interface agent, called the AdAgen that collaborates with trained agents using neural network to build the software interface agent to detect fractures in long bone. The simulation results have shown how the neural network of the collaborating agents can help maintain the performance for automatic detection of fractures in leg radiograph.
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Classifiers
[8]- [19] describe classifiers implemented for fracture detection. They are listed below:- 5. Bayesian and SVM [13] 6. NSA and Bayesian [13] 7. NSA and SVM [13] where NSA (Neck shaft angle) represents a binary classifier adopted from the paper [17] .
Standard Classifiers
The features used by one or more of the above classifiers are as follows:- [20] ZHENG wei et al. deal with the problem of automatic interpretation of fracture injury site in femur bones by converting it to bone shape identification problem. Depending on the shape of the bone segment, the fractures locations can be identified as -the proximal, middle or the distal part of femur bone. The algorithm conducts vertically integral projection for each pre-processed bone region in X-ray image, and combines the projection curves. After that, the Muller AO coding standing for the fracture injure site is judged based on analysis of subsection variances of curves. If the variance ratio is greater than a fixed value, the program output a numeric code "1", if the variance ratio is less than a fixed value, the program output a numeric code "3". Otherwise, the program output a numeric code "2". Then the fracture injury site is automatically interpreted according to the code matching rules DWT is applied to windows extracted from the extracted from the ring as defined by prior automated region segmentation. The chosen wavelet coefficient is used to reconstruct an image that highlights the bone boundary. This is followed by morphological operations on its binary image. The bone boundaries of the ring are then traced using the 8-neighborhood of each edge pixel and returned as a matrix of pixel positions. If there is no fracture, the window will contain a single uninterrupted boundary; otherwise there will be multiple boundaries depending on the types and number of fractures. [22] The paper introduces a procedure for crack detection in X-ray image, which is based on the minimization of a fuzzy measure. The image histogram is divided into three fuzzy subsets using iterative approach to obtain subsets parameters. The obtained parameters were used as initial estimates and each pixel in the fuzzy regions were classified as belonging to one of the sub-sets by minimizing the fuzzy index. After segmenting the image into three regions, the background and skin regions are removed to detect the cracks in the bone region.
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A binary image thus obtained contains cavities or holes. A hole-filling step utilizing the morphological operation is then applied to the binary image to fill these spots and create a temporary image. The temporary image is subtracted by the original binary image to isolate the small spots. Morphological filtering functions (erosion followed by dilation) are then used to screen noise or undesirable spots using the iteration number as an operational parameter. The morphological operation can eliminate or maintain the spots on the image according to their area size. This is done to identify possible infestation sites among small spots segmented from the binary image. The output of this process is a binary image containing the crack [25] This paper proposes an automated method of pelvic fracture detection from volumetric CT images. A coarse-tofine strategy is adopted for that purpose. During the coarse fracture localization phase, a potential region containing the fracture is identified first using average intensity and sum of mean curvatures for valleys. In the precise detection phase, the above region is modelled as a weighted graph and a fracture is modelled as a minimum cut in this graph. An additional localizing algorithm models the same fracture as a valley, based on the signs of the mean and Gaussian curvature. A joint decision process based on the output of the above algorithms is used to identify the fracture voxels.
Using two stage identification process
[26] In the first phase, the hairline fractures are coarsely localized using statistical correlation and by exploiting the bilateral symmetry of the human mandible. In the second phase, the fractures are precisely identified and highlighted using a Markov Random Field (MRF) modelling approach coupled with Maximum A Posterior probability (MAP) estimation. Gibbs sampling is used to maximize the posterior probability.
Weighted flow network
Since a hairline fracture is essentially a discontinuity in the bone contour this paper [27] models it as a minimum cut in an appropriately weighted flow network. The flow network is constructed based on the geometry of the human mandible and some prior knowledge of the fracture pattern. A simple capacity function is used to compute the edge weights. The
Edmonds-Karp refinement of the classical Ford-Fulkerson algorithm is employed on the 2D flow network to obtain a minimum cut. The minimum cut correctly identifies a fracture in the proposed 2D flow network. 
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In this paper [29] , Ilker Hacihaliloglu et al. present an intensity invariant three dimensional (3D) local image phase features, obtained using 3D Log-Gabor filter banks, for extracting ridge like features (similar to those that occur at soft tissue and bone interfaces) from 3D US (ultrasound) volumes. Specifically, they constructed a 3D local phase symmetry measure which produces strong responses at bone surfaces and suppresses responses elsewhere. They quantitatively investigated the accuracy of their technique in localizing bone surfaces and assessed the technique's ability to resolve displaced bone fragments. The study is therefore the first of its kind to show that bone surfaces and fractures can be accurately localized using local phase features computed directly from 3D ultrasound image volumes.
CONCLUSIONS
The fracture detection techniques discussed above have been applied to different bones in the human body. This is illustrated in Fig 1 below . Among the four modalities discussed (X-ray, CT, MRI, Ultrasound), X-ray diagnosis is commonly used for fracture detection unless the fracture is complicated (E.g. stress fractures) in which case a CT,MRI or ultrasound may be needed for further diagnosis and operation [30] .
Among the fracture detection techniques discussed, fracture detection using classifiers in X-ray images appears promising. However there is a need to accurately detect fractures using minimum and computationally less expensive features and classifiers. Features that complement each other should be used. This can be achieved by performing relevance and redundancy analysis of classifiers [31] , where optimal features can be selected from the original high dimensional feature set. This will help in achieving higher accuracy and better computational complexity.
Based on the study conducted, a major challenge in fracture detection systems is designing CAD systems that can handle fractures in any bone of the body for a given modality.
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