The main purpose of this paper is to discuss a numerical method, of which a truncation method is a special case, for computing singular minimizers of integrals in the calculus of variations. The idea of trying to find a particular method for detecting singular minimizers is motivated by the so called Lavrentiev phenomenon [1 -5].
§1. Introduction
The main purpose of this paper is to discuss a numerical method, of which a truncation method is a special case, for computing singular minimizers of integrals in the calculus of variations. The idea of trying to find a particular method for detecting singular minimizers is motivated by the so called Lavrentiev phenomenon [1 -5] .
Consider the problem of minimizing I(u) = It is easy to see that the unique minimizer of I in A isû = x 1/3 and that I(û) = 0. It was shown by Manià [2] that the Lavrentiev phenomenon occurs in the problem, i.e. (0, 1) converging almost everywhere toû. It is easily seen from (1.3) and (1.4) that any numerical method based on a sufficiently accurate computation of I(u i ) for Lipschitz functions u i will fail both to locateû and to produce the correct minimum value of I in A.
The existing numerical methods, which can avoid Lavrentiev phenomenon and detect singular minimizers, can be found in [4, 6] . To apply truncation methods to compute singular minimizers was suggested by J.M.Ball.
In this paper, a numerical method with a more general form, which includes truncation methods as special cases, is described ( §3). As a theoretical base of the method, some lower semicontinuity theorems [7] are given in §2. Approximation properties and convergence theorems of the method are established in §3. In §4, I describe 2 truncation methods as examples of the method given in §3. In §5, I show the results of a numerical example. §2. Lower semicontinuity theorems
Let Ω ⊂ R n be bounded and open.
Throughout the rest of this paper denotes the weak convergence of sequences. The following theorems are special cases, where u and P are related by P = Du, of a general lower semicontinuity theorem given by Li [7] .
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for each l and any fixed K > 0, where
§3. The method and its properties
Assume for simplicity that Ω ⊂ R n is a polyhedron and ∂Ω 0 ⊂ ∂Ω, where ∂Ω is the boundary of Ω, consists of faces of the polyhedron. Let T h be regular triangulations of Ω with h being the mesh size [8] . Let
(3.1)
Our method for computing the minimizers of
Proof.
On the other hand, let
Then, by (c ), for any > 0 and δ > 0 there exists M ( , δ) > 1 such that
we have
We claim that for any > 0 and M > 0 there exists h( , M ) > 0 such that
Suppose otherwise. Then, there would be 0 > 0, M 0 > 0 and a decreasing sequence {h j } with lim j→∞ h j = 0 such that
By (3.2), we may assume
Thus by (a)
On the other hand, by (b)
By (3.2), the right hand side of (3.7) is uniformly integral continuous. Hence by (3.6) and (3.7),
This is a contradiction. (3.3) now follows from (3.4) and (3.5).
As a direct corollary of lemma 3.1, we have 
Now, we can prove the following convergence theorem for the method.
(Ω); (c ) There exists a sequence of compact subsets Ω l in Ω such that
for each l and any fixed K > 0, where (Ω; R m ). From (3.9), it follows that u = u 0 on ∂Ω 0 , i.e. u ∈ A(u 0 ; ∂Ω 0 ).
By theorem 2.2, we have
(3.13)
It follows from (c ) that f M also satisfy (c ) in lemma 3.1. Hence by theorem 3.1, we have
(3.14)
Combining (3.13) and (3.14), we have (3.12).
Remark. If (c ) is replaced by (c) in theorem 3.2, the conclusion of the theorem still holds. §4. Truncation methods
To apply the results in §2 and §3, we need to find an appropriate sequence of functions {f M }. We may use the truncation method to construct such sequences.
Let 1 < p < ∞ and definē
Let {ᾱ M } be an increasing sequence satisfyinḡ 
where g K is defined as in (iv). For any δ > 0 and K > 1, it follows from (4.5) that there exists
where
By (4.4) and (4.8),
) and by (4.4), (4.6), (4.7) and (4.9), we have Let Ω, ∂Ω 0 and T h be the same as in §3. Let 
(1) follows from a similar argument as in lemma 3.1. (2) follows from a similar argument as in theorem 3.2.
Remark. Take Ω = (−1, 1) × (0, 1), and 
