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KA posteriori error estimation techniques in practical
finite element analysis
Thomas Grätsch, Klaus-Jürgen Bathe
Department of Mechanical Engineering, Massachusetts Institute of Technology, 77 Massachusetts Avenue, Room 3 356,Cambridge, MA 02139, USAIn this paper we review the basic concepts to obtain a posteriori error estimates for the finite element solution of an
lliptic linear model problem. We give the basic ideas to establish global error estimates for the energy norm as well as
oal oriented error estimates. While we show how these error estimation techniques are employed for our simple modelem, the emphasis of the paper is on assessing whether these procedures are ready for use in practical linear finite
nt analysis. We conclude that the actually practical error estimation techniques do not provide mathematically
n bounds on the error and need to be used with care. The more accurate estimation procedures also do not proide proven bounds that, in general, can be computed efficiently. We also briefly comment upon the state of error esti
ations in nonlinear and transient analyses and when mixed methods are used.
eywords: Finite element analysis; A posteriori error estimation; Goal oriented error estimation; Dual problem; Practical procedures1. Introduction
The modeling of physical phenomena arising in engi
neering and the sciences leads to partial differential
equations in space and time, expressing the mathemati
cal model of the problem to be solved. In general, ana
lytical solutions of these equations do not exist, hence
numerical methods such as the finite element method
are employed. A major feature of numerical methods
is that they involve different sources of numerical errors
[1,2]. The focus of this paper is only on the discretization
error which is due to the finite element (polynomial)
approximation of the solution. Hence, we assume that
an appropriate mathematical model has been chosen
and, even for this case, we are only concerned with
one specific error, namely the discretization error arising
in the finite element solution of this model.
Since the late 1970s several strategies have been
developed to estimate the discretization errors of finite1element solutions. Basically, there are two types of error
estimation procedures available. So called a priori error
estimators provide information on the asymptotic
behavior of the discretization errors but are not designed
to give an actual error estimate for a given mesh. In con
trast, a posteriori error estimators employ the finite ele
ment solution itself to derive estimates of the actual
solution errors. They are also used to steer adaptive
schemes where either the mesh is locally refined (h ver
sion) or the polynomial degree is raised (p method).
Most a posteriori error estimators developed prior to
the mid 1990s focused on the global error in the energy
norm. Then recently the theory was extended to estimate
the error in particular quantities of interest. To under
stand the importance of this extension it must be
realized that many local or global quantities of inter
est such as deformations, stresses, drag and lift coeffi
cients or the heat transfer of a structural part can be
obtained by applying a linear functional to the solution.
This new development is commonly referred to as goal
oriented error estimation since the aim is to provide
error estimates and error bounds for particular quanti
ties of interest.
In the following we will use the words ‘‘error esti
mates’’ and ‘‘error bounds’’. An error estimate denotes
a quantity that is an approximation to the actual un
known error, whereas upper and lower error bounds
are quantities that are always larger resp. smaller than
the actual unknown error. Hence, error bounds can be
guaranteed but still be inaccurate, whereas an error esti
mate should be accurate although, in general, it over or
underestimates the true error.
Today, a posteriori error estimates are well developed
for a large class of simple linear elliptic model problems.
The crucial question is whether these procedures are also
effective in practical solutions such as in the linear anal
ysis of geometrically complex 2D, 3D and shell problems,
and in the analysis of problems including nonlinear ef
fects, time dependent loads or multi physics phenomena.
From a practical point of view, there is much interest in
reliable and efficient methods to estimate the error in
complex analyses. In this context we shall consider reli
ability to mean that the error estimates can be expected
to be accurate, and efficiency to mean that the computer
time to obtain these estimates is small when compared to
the total processing time used. In reviewing the state of a
posteriori error estimators, we will conclude that efficient
error estimates still need to be used with care because
they are generally not based on guaranteed error bounds.
In fact, nearly guaranteed error bounds are still quite
expensive to evaluate for complex problems and are fre
quently not yet available.
The outline of the paper is as follows: We start with a
summary of some basic requirements for an error esti
mator and give a simple schematic example to indicate
what an ideal error estimator would give in practical
engineering analysis. Next, we consider an elliptic linear
model problem for which explicit and implicit error esti
mators as well as recovery based error estimators for the
global energy norm are presented. We then introduce for
the same model problem goal oriented error estimators
which can be used to estimate the error in the calculation
of arbitrary quantities of interest. For both, the global
energy and goal oriented error estimators, we give some
concluding remarks on the application of these methods
in the solution of complex but linear problems. Further
more, we briefly comment upon error estimation tech
niques in nonlinear and time dependent analyses as
well as in the use of mixed methods. Then we present
some demonstrative numerical solutions. Finally, we
conclude with some general suggestions on future devel
opments and open issues.
The theory of error estimation is large and this paper
only presents some experiences. Indeed, we only aim to
provide the reader with the main ideas of a posteriori2error estimation and a state of the art assessment
regarding the use of these procedures when applied to
practical problems. For more details on finite element
error estimation procedures, and additional views and
approaches, see for example Verfu¨rth [3], Estep et al.
[4], Ainsworth and Oden [5], Babusˇka and Strouboulis
[6], and the references therein.2. Requirements for an error estimator
The main purpose of any a posteriori error estimator
is to provide an estimate and ideally bounds for the solu
tion error in a specified norm or in a functional of inter
est if the problem data and the finite element solution
are available. Some characteristics of an effective error
estimator include:
• The error estimate should be accurate in the sense
that the predicted error is close to the actual
(unknown) error.
• The error estimate should be asymptotically correct
in the sense that with increasing mesh density the
error estimate should tend to zero at the same rate
as the actual error.
• Ideally, the error estimator should yield guaranteed
and sharp upper and lower bounds of the actual error.
• The error estimator should be computationally sim
ple, with the error estimate (and bounds) inexpensive
to compute when measured on the total computa
tions of the analysis.
• The error estimator should be robust with regard to a
wide range of applications, including nonlinear
analysis.
• An implementation of the error estimator should be
possible to steer an adaptive refinement process with
the error estimate used to optimize the mesh with
respect to the goal of the computation.
Of course, an ideal error estimator that meets all
these requirements is not yet available. But even for lin
ear problems, it is in general not possible to provide
inexpensively computable and guaranteed error bounds
which would be of much practical interest. To illustrate
the requirements, we consider the static analysis of a
plate with a hole acted upon by a longitudinal tensile
load (see Fig. 1) where one fourth of the plate is shown.
Ideally, the application of error estimation procedures
should result with little computational cost in an
accurate error estimate, based ideally on sharp and guar
anteed maximum absolute error bounds, for the dis
placements and the stresses at every point of the
structure (i.e. for every quantity of interest) which we
call the ‘‘ideal error estimator solution’’ in finite element
analysis. With the ideal error estimator solution avail
able, the analyst could refine the mesh in those regions
Fig. 1. The ideal error estimator solution in finite element analysis: guaranteed maximum absolute error bounds at every point of the
structure. Not available yet.where the error is large in order to obtain an efficient
mesh and be certain about the accuracy of the solution
for any mesh used.
Of course, a key requirement for this error estimator
to be useful in engineering practice is that the computa
tional cost of the error estimate (and ideally the error
bounds) must be much smaller than the added computa
tional cost to simply use a very fine mesh.
Today, even when considering only linear analysis,
we are far from the ideal error estimator solution, since
either error bounds for quantities of interest are guaran
teed but expensive to compute or (mostly) not comput
able at all, or they are computable but not guaranteed.
Also, the efficient computation of accurate and nearly
guaranteed error bounds achieved in the solution of sim
ple model problems may actually be very expensive for
complex engineering problems. Note that global error
estimates for the energy norm consider only the error
in the global energy norm and do not provide any local
information.
In engineering practice, error measures are not yet
much used and there are only a few contributions that
address the application of effective error estimation pro
cedures in the solution of complex problems of practical
interest. We mention these contributions below.3. Model problem
The elliptic linear model problem is Poissons equa
tion on a bounded, polyhedral and two dimensional do
main X 2 R2 with Lipschitz boundary C CD [ CN
where CD and CN are the Dirichlet and Neumann3boundaries, respectively. The boundary value problem
consists of finding the solution u that satisfies
Du ¼ f on X; u ¼ 0 on CD;
n  ru ¼ g on CN ð1Þ
The data are assumed to be sufficiently smooth, that is,
f 2 L2(X), g 2 L2(CN) and n is the unit outward normal
vector to C. An equivalent formulation of the boundary
value problem is the variational formulation seeking
u 2 V such that
aðu; vÞ ¼ lðvÞ 8 v 2 V ð2Þ
where the trial and test space V is the usual Sobolev
space of functions from H1(X) whose trace vanishes on
the Dirichlet part of the boundary
V ¼ fv 2 H 1ðXÞ : v ¼ 0 on CDg ð3Þ
The form a(u,v) is assumed to be a V coercive bilinear
form on V(X) · V(X) and the linear functional l(v) is
an element of the dual space V 0(X)
aðu; vÞ ¼
Z
X
ru  rvdX
lðvÞ ¼
Z
X
fvdXþ
Z
CN
gvds ð4Þ
Associated with the bilinear form is the energy norm
defined by
kvkE ¼ aðv; vÞ
p
ð5Þ
As is well known, the existence and uniqueness of the
variational solution is provided by the Lax Milgram
theorem which requires the bilinear form to be bounded
and elliptic on V(X) · V(X)
j aðv;wÞ j6 MkvkV kwkV 8v;w 2 V  V ð6Þ
aðv; vÞP akvk2V 8v 2 V ð7Þ1 Throughout this paper we use c as a generic constant,
which thus may take different values in successive occurrences,
even in the same equation.where M and a are positive constants independent of v
and w.
While we consider here a model problem with a sca
lar for solution, the concepts given in the paper are, of
course, also applicable to the general linear elasticity
problem by using the appropriate vectors of solution
variables and the corresponding solution spaces. Indeed,
in the example solutions in Section 9, we only consider
more general elasticity problems.
3.1. Finite element approximation
The finite element formulation is based on the Bub
nov Galerkin procedure where Vh  V is assumed to
be a finite element subspace consisting of cellwise poly
nomial functions of order p over the finite element par
tition Th. The partition, or simply mesh, formed by the
union of all elements, is assumed to coincide exactly with
the domain X and any two elements are either disjoint or
share a common edge. Of course, the boundary of each
element is also assumed to be Lipschitz continuous.
Then the finite element approximation means to find a
function uh 2 Vh such that
aðuh; vhÞ ¼ lðvhÞ ð8Þ
for all test functions vh 2 Vh  V. The error of the finite
element approximation denoted by eh u uh satisfies
the error representation
aðeh; vÞ ¼ aðu; vÞ aðuh; vÞ
¼ lðvÞ aðuh; vÞ ¼ RhðvÞ 8v 2 V ð9Þ
which is the basis for a large class of error estimators
using the energy norm. Here, RhðÞ is called the residual
functional or the weak residual. If in (9) the choice of
test functions is restricted to the finite element space,
the fundamental Galerkin orthogonality condition fol
lows [1,7,8]
aðeh; vhÞ ¼ RhðvhÞ ¼ 0 8vh 2 V h ð10Þ
Assuming that the bilinear form is positive definite it fol
lows that
kRhkV 0 ¼ sup
v2V ðXÞ
j RhðvÞ j
kvkE
¼ kehkE ð11Þ
where kRhkV 0 denotes the norm of the residual in the
dual space V 0(X).43.2. A priori error estimates
A priori error estimates provide useful information
on the asymptotic behavior of the approximation. The
most important property of any conforming finite ele
ment formulation based on a symmetric bilinear form
is the optimality condition
ku uhkE ¼ min ku vhkE 8vh 2 V h ð12Þ
which states that there is no ‘‘better’’ approximation in
the finite element space Vh (i.e., that is closer to the exact
solution) than the finite element solution itself, if the dis
tance is measured in the energy norm [1]. For both sym
metric and nonsymmetric variational problems there is
another optimality condition called Ce´as Lemma which
asserts that for elliptic bilinear forms it holds
ku uhkV 6
M
a
inf
vh2V h
ku vhkV ð13Þ
where M and a are the constants defined in (6) and (7).
Basically, Ce´as Lemma asserts that the error of the
finite element solution measured in the V norm is of
the same order as the interpolation error. Choosing
V  H1 and employing interpolation estimates it turns
out that the error measured in the H1 norm is of the
order O(hp)
ku uhkH1ðXÞ 6 chpkukHpþ1ðXÞ ð14Þ
where c is a stability and interpolation constant which
does not depend on the actual Ansatz (interpolation)
space 1 and h denotes the maximum of all element sizes.
Furthermore, we have for the error in the L2 norm
ku uhkL2ðXÞ 6 chpþ1kukHpþ1ðXÞ ð15Þ
which means that the convergence rate for the solution
itself is O(hp+1) [1].4. Global error estimates for the energy norm
In this section, we present various error estimators
for the global error in the energy norm of the above
mentioned elliptic model problem when a specific (not
very fine) mesh has been used. Of course, it is always
possible to solve problems (8) or (9) very accurately
using a very fine mesh and then the (almost) exact error
can be calculated. However, instead, we want to estimate
the discretization error while not knowing the exact
solution.
In order to evaluate the accuracy of any error esti
mate, we use the effectivity index defined by
k ¼ EhkehkE
ð16Þ
with Eh denoting an estimate for the error in the energy
norm. The effectivity index represents the degree of over
or underestimation and should be ideally close to 1.0.
Error estimators that are based directly on the finite
element approximation and the data of the problem are
usually referred to as explicit error estimators. In con
trast, implicit error estimators require the solution of
auxiliary local boundary value problems. Hence, explicit
error estimators in general require less computational ef
fort than implicit schemes, but they involve compro
mises in robustness and accuracy. A third class of
error estimators are the recovery based error estimators.
The main idea of these error estimators is to smooth the
gradients of the solution and compare the unsmoothed
and the smoothed gradients in order to assess the
solution error.4.1. Explicit error estimators
Explicit error estimators involve a direct computa
tion of the interior element residuals and the jumps at
the element boundaries to find an estimate for the
error in the energy norm, see the fundamental work of
Babusˇka and Rheinboldt [9,11], Babusˇka and Miller
[10] and Kelly et al. [12]. The starting point is the error
representation
aðeh; vÞ ¼ lðvÞ aðuh; vÞ 8v 2 V ð17Þ
which holds true for arbitrarily chosen test functions
v 2 V. If the domain integral is split into the contribu
tions from each element, (17) can be rewritten for our
model problem as
aðeh; vÞ ¼
X
K2Th
Z
K
fvdXþ
Z
oK\CN
gvds

Z
K
ruh  rvdX

8v 2 V ð18Þ
where K denotes the volume of an element inTh and oK
denotes its boundary. Applying integration by parts to
the last term in (18) and rearranging terms leads to
aðeh; vÞ ¼
X
K2Th
Z
K
RvdXþ
X
c2oTh
Z
c
Jvds 8v 2 V ð19Þ
where R is the interior element residual
R ¼ f þ Duh in K ð20Þ
and J is the jump of the gradient across the element
edge c
J ¼
ðn  ruh þ n0  ru0hÞ if c 6 C
g n  ruh if c  CN
0 if c  C
8><
>: ð21ÞD
5where on interelement edges, c 6 C, the edge c separates
elements K and K 0.
Next, we utilize the Galerkin orthogonality condition
(10) to introduce the interpolant Ihv into (19) which
results in
aðeh; vÞ ¼
X
K2Th
Z
K
Rðv IhvÞdX
þ
X
c2oTh
Z
c
Jðv IhvÞds 8v 2 V ð22Þ
Applying the Cauchy Schwarz inequality elementwise
yields
aðeh; vÞ 6
X
K2Th
kRkL2ðKÞkv IhvkL2ðKÞ
þ
X
c2oTh
kJkL2ðcÞkv IhvkL2ðcÞ ð23Þ
According to results of interpolation theory we have
kv IhvkL2ðKÞ 6 chKkvkH1ð~KÞ ð24Þ
kv IhvkL2ðoKÞ 6 c hK
p
kvkH1ð~KÞ ð25Þ
where hK is the diameter of the element K. The symbol ~K
denotes the subdomain of elements sharing a common
edge with K and c is an unknown interpolation constant
which depends for our model problem on the shape of
the elements. Using these estimates in (23) leads to
aðeh; vÞ 6 ckvkH1ðXÞ
X
K2Th
h2KkRk2L2ðKÞ þ
X
c2oTh
hKkJk2L2ðcÞ
( )1=2
ð26Þ
Employing the inequality kvkH1ðXÞ 6 ckvkE and substi
tuting eh in place of v yields the final error bound
kehk2E 6 c
X
K2Th
h2KkRk2L2ðKÞ þ
X
c2oTh
hKkJk2L2ðcÞ
( )
ð27Þ
where apart of the constant c all quantities on the right
hand side of (27) can be calculated explicitly. In practice
(27) is regrouped as
kehk2E 6
X
K2Th
c1h
2
KkRk2L2ðKÞ þ c2hKkJk2L2ðoKÞ
n o
ð28Þ
where the constant c is split into contributions c1 and c2
corresponding to the element residual and the jump
terms, respectively. We also note that on interelement
boundaries oK 6 C the jump J is multiplied by the factor
1/2 to distribute the error equally onto the two elements
sharing the common edge.
The expression in (28) directly leads to a local error
indicator gK defined by
kehk2E 6 ðEhÞ2 ¼
X
K2Th
g2K
with g2K ¼ c1h2KkRk2L2ðKÞ þ c2hKkJk2L2ðoKÞ ð29Þ
Of course, the constants c1 and c2 in (29) are in general
unknown. However, research has been conducted to
evaluate these constants for specific problems consid
ering more general cases than our model problem but
the values obtained are related to worst case scenarios
and the error bound is generally not sharp. For instance,
Johnson and Hansbo solve in [13] an additional eigen
value problem in order to obtain computable values
for the constants. In case of shell elements, the residual
terms in (28) consist of bending, membrane and shear
parts so that different weighting factors for each of these
parts have to be applied (see e.g. Ref. [14]) and specific
care is necessary regarding the ‘‘locking’’ phenomenon
[1]. For general linear elastic analysis, the constants
are unknown and cannot be calculated with a reasonable
computational effort. However, we should point out that
using (23) instead of (22) has significant consequences
regarding the accuracy of any subsequent error estimate
or bound, since the cancellation of errors over the do
main is lost and usually results in severe inaccuracy of
the error estimate and bound. Therefore, it is hardly
an important issue to obtain the best possible constants
in (27) (29).
Although the exact constants are not known, the
error indicators defined in (29) with approximate con
stants might be used for driving mesh adaptivity. Given
the estimate Eh for the error in the energy norm, the
relative error is calculated from
erel ¼ kehkEkukE
 EhkuhkE
ð30Þ
One strategy is to enrich the finite element space if the
relative error erel exceeds a specified tolerance, say
ctol 0.01. The mesh is considered optimal when the
contribution of each element to the total error is about
the same so that the following ratio indicates if a single
element is to be refined or not
nK ¼
m  gK
ctol  kuhkE
¼
> 1 refine element
< 1 enlarge element
¼ 1 no change
8><
>: ð31Þ
where m is the number of elements used. To avoid over
refinement due to overestimation, it is commonly used
practice that per refinement step only some percentage
of those elements which exceed the ratio nK>1 is refined.4.2. Implicit error estimators
Implicit error estimators involve the solution of aux
iliary boundary value problems whose solution yields an
approximation to the actual error. The interest in impli
cit schemes stems from the fact that in explicit schemes
the whole information for the total error is obtained
only from the given solution, when it might be possible6to obtain more accurate information on the error by
solving additional auxiliary problems.
The boundary value problems to be solved are local,
which means that they are posed either on a small patch
of elements (subdomain residual method) or even only
on one single element (element residual method). In gen
eral, a drawback of the subdomain residual method can
be that solving the local problems is rather expensive,
since each element is considered several times. On the
other hand, the element residual method needs to
approximate the prescribed Neumann boundary data
on each single element.
4.2.1. Element residual method
In the element residual method (see Bank and Weiser
[15]), we define by eK u uh the local error on a single
element K that satisfies for our model problem the var
iational problem
aðeK ; vÞK ¼
Z
K
RvdXþ
Z
oK
ou
on
ouh
on
 
vds 8v 2 V K
ð32Þ
In (32) the subscript K denotes the restriction of the
bilinear form to a single element where the trial and test
space is defined by
V K ¼ fv 2 H 1ðKÞ : v ¼ 0 on oK \ CDg ð33Þ
In order to impose the correct boundary conditions we
have to check whether the boundary oK of the single ele
ment intersects a portion of the boundary C of the do
main X. On the Dirichlet part of the boundary the
contribution to the local error is zero. Clearly, on the
Neumann part of the global boundary, the true flux in
(32) equals the prescribed data g. If the element bound
ary matches an interelement boundary, the true flux, of
course, is unknown. Therefore, an approximation to the
true flux is taken from the finite element solution
ou
on
 ouh
on
¼ 1
2
n  ðruh þru0hÞ ð34Þ
where $u0h denotes the gradient in element K
0 sharing a
common edge with element K. Hence, the idea is to aver
age the discontinuous finite element flux at interelement
boundaries to find an approximation to the true flux.
Then the local problem means to find a function fK 2 VK
that satisfies
aðfK ; vÞK ¼
Z
K
RvdXþ
Z
oK
ouh
on
ouh
on
 
vds 8v 2 V K
ð35Þ
With the solutions fK of the single elements known, the
error is estimated using
kehk2E  ðEhÞ2 ¼
X
K2Th
g2K with g
2
K ¼ kfKk2E ð36Þ
Unfortunately, the existence and uniqueness of the var
iational problem (35) is not guaranteed due to the possi
ble incompatibility of the prescribed Neumann data. To
overcome this drawback several techniques have been
proposed. For instance, the problem is reformulated
over a subspace ~V K  V K for which the local bilinear
form a(., .)K is elliptic. Another approach employs equil
ibrated boundary data so that the local problems remain
well posed and therefore the consistency of the estimator
is recovered (see e.g. Refs. [5,6]). It should be noted that,
in this approach, an upper error bound can easily be ob
tained using the Cauchy Schwarz inequality. However,
the upper estimate of the error is only guaranteed if
the local problems are computed exactly. If not, the esti
mator could underestimate the error [6], but in [16] it is
shown that the error arising in the approximation of the
local problems can be estimated with explicit estimation
schemes.
4.2.2. Subdomain residual method
The basic idea of the subdomain residual method is
to decompose the global residual Eq. (17) into a number
of local problems on small element patches with homo
geneous Dirichlet boundary conditions [9,11,17]. Re
cently, new versions of the subdomain residual method
have been proposed which are more flexible in the choice
of the boundary conditions (see Refs. [18 21]). In the
approach of Prudhomme et al. [21], the subdomain
residual method starts with the fundamental error
representation (17) and utilizes the partition of unity
property of the shape functions. Consider that in our
model problem for a mesh of n nodes, we use n element
patches, each node defining as its patch the elements
coupling into the node. Let ui(x) be the shape (or inter
polation) function corresponding to node i. Then of
courseXn
i 1
uiðxÞ ¼ 1 ð37Þ
where we consider all boundary conditions removed.
Inserting (37) into (17) leads to
aðeh; vÞ ¼ Rh v
Xn
i 1
ui
!
¼
Xn
i 1
RhðvuiÞ 8v 2 V ð38Þ
We introduce on each patch xi suppui the ‘‘weighted’’
bilinear form
auiðu; vÞ ¼
Z
xi
uiðru  rvÞdX ð39Þ
associated with the norm kvkui ¼ auiðv; vÞ
p
. Then on
each patch xi the following local Neumann problems
are considered:
Find fi 2W such that
auiðfi;wÞ ¼ RhðwuiÞ 8w 2 W ð40Þ7where W is a space of functions on xi defined by
W ¼ w 2 H 1ðxiÞ :
Z
xi
wui dX ¼ 0

and
Z
xi
j rwj2ui dX <1

ð41Þ
for an interior node i and a node i located on the bound
ary CN and
W ¼ w 2 H 1ðxiÞ : w ¼ 0 on oxi \ CD

and
Z
xi
j rwj2ui dX <1

ð42Þ
for a node i located on the boundary CD. The reason for
this particular choice of the space W is that rigid body
modes are this way eliminated, otherwise the solution
of some local problems in (40) would only be defined
up to a constant. Clearly, after assembling the local
problems we have
aðeh; vÞ ¼
Xn
i 1
RhðvuiÞ ¼
Xn
i 1
auiðfi; vÞ 8v 2 V ð43Þ
Taking v eh and using the Cauchy Schwarz inequality
yields the guaranteed upper error bound
kehkE ¼ aðeh; ehÞ
p
6
Xn
i 1
auiðfi; fiÞ
s
ð44Þ
Of course, the exact solutions fi of the local problems
are unknown. Therefore, we seek approximations fhi
on each patch yielding the upper error bound [21]
kehkE 6
Xn
i 1
auiðfhi ; fhi Þ
s
þ 2 inf
v2V pþq
ku vkE 8v 2 V pþq
ð45Þ
where p is the degree of the polynomials used in the
approximation of the original problem and q is the addi
tional degree of the polynomials used for solving the dis
crete local problems. We note that for q 0 this error
estimator is not sharp since it doubles the bound which
is already provided by the optimality condition. How
ever, the second term on the right hand side of (45)
should decrease as the polynomial degree used to solve
the local problems increases. In practice we might simply
employ
Eh ¼
Xn
i 1
auiðfhi ; fhi Þ
s
ð46Þ
Using the approximations fhi , it is also possible to obtain
a lower bound on the error (see Ref. [21]).
The essential feature of this error estimator is that it
localizes both the residual and the bilinear form, and
therefore allows to pose Neumann boundary conditions
for the local problems on interior patches. The effect of
the flux jumps between elements is implicitly taken into
i-1 node i i+1
gr
ad
ie
nt
d2
d1
FEM
recovered
exact
Fig. 2. One dimensional schematic example for the supercon
vergence property of the recovered gradient.account since the local problems on each patch necessar
ily include the interelement edges. The error estimator is
free of any constants and does not require flux equilibra
tion. In [21] the error estimator was tested in some
numerical experiments. However, for practical analysis,
the error estimate established in (46) is, of course, expen
sive to compute.
4.3. Recovery based error estimators
Recovery based error estimators make use of the fact
that the gradient of the finite element solution is in gen
eral discontinuous across the interelement boundaries.
Of course, a simple way to visualize the error across
the element boundaries is to use iso bands of stresses
as proposed by Sussman and Bathe [22], see also [1],
which are compared with smoothed values. Here, the
underlying idea is to post process the gradient and to
find an estimate for the true error by comparing the
post processed gradient and the nonpost processed gra
dient of the approximation. In particular, let M½uh de
note an ‘‘improved’’ approximation to the gradient,
then the a posteriori error estimator is taken to be
ðEhÞ2 ¼
Z
X
jM½uh ruhj2 dX ð47Þ
It is remarkable that this rather heuristic approach gives
surprisingly good results. Under suitable conditions, the
post processed gradient M½uh is labeled superconver
gent because the finite element non post processed
approximation is closer to the smoothed gradient than
to the exact gradient. This means that for linear interpo
lation functions we have
d1 ¼ kM½uh ruhkL2ðXÞ 6 ch2 ð48Þ
whereas the distance between the exact gradient and the
finite element gradient behaves like
d2 ¼ kru ruhkL2ðXÞ 6 ch ð49Þ
But there are situations in which this insight is not of
practical value. Suppose that the finite element gradient
is an inaccurate approximation of the exact gradient,
then the ‘‘superconvergence’’ relation d1 < d2 does not
help to estimate the true error (see Fig. 2). 2
A much researched recovery based error estimator
was proposed by Zienkiewicz and Zhu [23], who sug
gested to post process the discontinuous gradient in
terms of the interpolation functions ui 2 Vh as follows2 In this context, the attribute ‘‘superconvergent’’ is adopted
from the literature, but it is somewhat misleading since it does
not provide any information about the distance between the
exact solution and the post processed finite element
approximation.
8ruHh ¼
Xn
i 1
ðruHh Þiui ð50Þ
Here, the unknown nodal values ðruHh Þi are determined
by a standard L2 projectionZ
X
ujðruHh ruhÞdX ¼ 0 j ¼ 1; . . . ; n ð51Þ
This projection results in a linear system for determining
the nodal valuesXn
i 1
Z
X
ujuidXðruHh Þi ¼
Z
X
ujruh dX j ¼ 1; . . . ; n
ð52Þ
which is often solved only approximately by diagonaliz
ing the coefficient matrix. Then, to obtain an error esti
mator, the improved gradient ruHh is used instead of the
true gradient
kehk2E  aðeHh ; eHh Þ ¼
Z
X
ðruHh ruhÞ2 dX ð53Þ
In practical analysis the error estimate is calculated
elementwise
kehk2E  ðEhÞ2 ¼
X
K2Th
g2K
with g2K ¼ kruHh ruhk2L2ðKÞ ð54Þ
This error representation is clearly close to the proce
dure proposed by Sussman and Bathe [22].
The crucial questions are whether the improved gra
dients provide a better solution than the originally calcu
lated gradients and whether the error estimate can be
used to obtain a bound on the true error. Carstensen
and Funken [24] have shown that under certain smooth
ness conditions this error estimate is asymptotically
exact up to higher order terms. Numerical examples
usually show that this error estimator is effective in
smooth problems when using interpolation functions
of degree p 1.
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Fig. 3. Oscillating longitudinal displacements u(x) produce an
oscillating normal force N(x) but the finite element solution
uh(x) is zero.Refs. [25,26] show that the approach of Zienkiewicz
and Zhu can lead to improved estimates if the interpola
tion is not using the nodes but so called ‘‘superconver
gent points’’ in element patches of the domain. This
approach is called the superconvergent patch recovery
technique. Actually, in [6] it is shown that sometimes
superconvergence can also be obtained without using
superconvergent points. Further improvements of recov
ery based methods can be found in [27] and an analysis
of these methods for use on unstructured meshes is
presented in [28].
However, of course, the Zienkiewicz Zhu algorithm
is not effective in the presence of material discontinu
ities since in a patch based algorithm these effects are
smoothed out. Therefore, Hiller and Bathe [29] propose
an element based error estimator that uses higher
order accuracy points to recover the strain field. For
one dimensional test cases this error estimator is found
to be highly accurate compared to the superconver
gent patch recovery technique. However, the extension
of this approach to 2D and 3D problems is not
obvious.
Another weak point of the Zienkiewicz Zhu algo
rithm is the implicit assumption that oscillations indicate
errors and that smooth stresses mean accurate stresses.
Hence, the method might break down if the non post
processed stresses are smooth. In the following problem
[5]
EAu00ðxÞ ¼ l sinð2mpxÞ; uð0Þ ¼ uð1Þ ¼ 0; m > 0
ð55Þ
a bar is stretched and compressed by an oscillating lon
gitudinal force with an amplitude l. Suppose this prob
lem is solved on a uniform mesh of 2n linear elements
(n 6 m) with the nodes located at the points
xk ¼ k=2n; k ¼ 0; 1; . . . ; 2n ð56Þ
Then the piecewise linear finite element solution is zero,
because we know that it interpolates the exact solution
at the nodes where the exact solution is zero. For exam
ple, let EA 1, then we have
uðxÞ ¼ l
4mp2
sinð2mpxÞ ð57ÞHence, the finite element normal forces as well as the
recovered normal forces are zero and infinitely smooth
and the Zienkiewicz Zhu error estimator predicts zero
error, while in truth the exact normal force is far from
zero and oscillates as shown in Fig. 3. On the other
hand, the error estimator of Hiller and Bathe [29] yields
a maximal amplitude of the normal force equal to
15.2789kN for the choice N 0 2 and 12.4528kN for
N 0 4 compared to the exact value of 12.5664kN, see
Ref. [29] for the definition of N 0. Hence, using the esti
mator of Ref. [29] the error is correctly detected.94.4. Concluding remarks
In order to assess the presented techniques, we have
to realize that there are two different goals using error
estimation procedures. The first goal is to estimate the
actual error in a suitable norm and ideally provide use
ful actual error bounds. Note that upper and lower
error bounds give of course always an error estimate
which is, however, not very useful if the difference in
the bounds is too large. An effective error estimate as
sesses the true error accurately but may not give a guar
anteed error bound. Actually, all the above mentioned
error bounds when evaluated in general analyses are
not guaranteed and must therefore be used with
caution.
The second goal is to steer an adaptive scheme to ob
tain meshes which are optimal with respect to the aim of
the computation. Then while the re meshing or refine
ment algorithms can be expensive the error estimation
need not to be very accurate and inexpensive, explicit
schemes with approximate constants can be used to
provide criteria for the adaptive mesh refinement. Recov
ery based error estimators are inexpensive too and also
provide quite useful error estimates for this purpose.
While there is of course no need to use an actual error
bound to establish improved and refined meshes, it is
clear that in the final step of mesh and solution accep
tance an actual error bound is also desired.
From a practical point of view, recovery based error
estimators are efficient compared to other methods and
can be generally used. Since all the error estimators do
not provide in general guaranteed bounds, the estima
tion technique most useful is probably the method that
works efficiently in general analyses (including nonlinear
analyses) and for general finite element discretizations,
and provides sufficient or reasonable accuracy in the
error estimation.
5. Goal-oriented error estimates
In finite element analysis it is frequently the case that
the analyst is more interested in certain output data of
the finite element approximation than in the global en
ergy norm. In order to find an estimate for the error in
the output data pertaining to a specific quantity, or to
find at least an effective mesh to accurately solve for this
quantity, error estimators for the energy norm are not
useful. Hence, more recently so called goal oriented
error estimates were developed, which estimate the error
in individual quantities of interest using duality tech
niques [30 41]. Let Q(u) denote such a (linear) quantity
of interest, as for example the mean value of the x com
ponent of the gradient in our model problem over a (not
necessarily) small patch Xe,
QðuÞ ¼j Xej1
Z
Xe
rxudX ð58Þ
The key for estimating the error in such quantities is the
formulation of an auxiliary problem, which is the dual
problem to the primal problem actually considered,
and which filters out the necessary information for an
accurate estimate for the error in the quantity of interest.
In the following we recall the basic framework of these
procedures and then briefly discuss specific applications
using this framework.
5.1. The basic framework
In order to develop a general framework, it is conve
nient to regard the quantity of interest as a bounded, lin
ear functional Q : V ! R in the dual space V 0 associated
with the norm
kQkV 0 ¼ sup
v2V
j QðvÞ j
kvkV
ð59Þ
Of course, for the bilinear form considered in our model
problem, we have a unique z which is the solution of the
variational problem
aðz; vÞ ¼ QðvÞ 8v 2 V ð60Þ
The solution of this problem is referred to as the dual
solution and can be interpreted as the generalized
Greens function, or the influence function, related to
the functional Q(v).
The objective in the following is to find an estimate
for the error
QðehÞ ¼ QðuÞ QðuhÞ ð61Þ
where Q(uh) denotes the finite element approximation of
the quantity of interest and Q(u) is the exact value. Set
ting v eh in (60) gives the exact error representation
QðehÞ ¼ aðz; ehÞ ¼ lðzÞ aðuh; zÞ ¼ RhðzÞ ð62Þ10Employing the Galerkin orthogonality condition (10)
with vh zh yields the starting point for goal oriented
error estimators
QðehÞ ¼ aðz zh; ehÞ ¼ Rhðz zhÞ ð63Þ
In (63) the finite element approximation zh of the dual
solution is obtained by solving the discrete problem
aðzh; vhÞ ¼ QðvhÞ 8vh 2 V h  V ð64Þ
Before focusing on the error estimation part in detail,
there are three points that we want to mention. Firstly,
to solve the discrete dual problem (64), we have to apply
equivalent nodal forces fi defined by the right hand side
of (64) and the definition of the functional as in (58).
Thus, for (58), for a certain interpolation function
ui 2 Vh we have
fi ¼ QðuiÞ ¼j Xej1
Z
Xe
rxui dX ð65Þ
Secondly, using that the finite element spaces for the pri
mal problem and the dual problem are the same, we
have
QðuhÞ ¼ aðzh; uhÞ ¼ aðuh; zhÞ ¼ lðzhÞ
¼
Z
X
fzh dXþ
Z
CN
gzh ds ð66Þ
which means that Q(uh) can be evaluated by forming the
scalar product between the data f and g of the primal
problem and the finite element solution zh of the dual
problem [42]. We note that formula (66) expresses a fun
damental symmetry condition, since there are always
two ways to calculate the quantity of interest Q(uh):
1. Calculate the finite element solution uh as usual; post
process the gradient by differentiation of the shape
functions and perform the necessary integrations.
2. Calculate the influence function zh and form the sca
lar product between the data of the primal problem
and zh.
Clearly, the more accurate the approximation zh for the
influence function z, the more accurate is the calcula
tion of the quantity of interest itself. Note that the
well known ‘‘unit dummy load’’ method in structural
mechanics is a special case of Eq. (66). Furthermore,
the use of (66) in many mixed finite element methods
is direct since (66) only uses the symmetry of the bilinear
form.
Thirdly, it should be pointed out that the dual ap
proach is very general in that even global quantities like
the mean value of the solution can be defined as a quan
tity of interest
QðuÞ ¼j Xj1
Z
X
udX ð67Þ
which yields the following variational problem seeking
the dual solution
aðz; vÞ ¼ QðvÞ ¼j Xj1ð1; vÞ 8v 2 V ð68Þ
Hence, the solution of the dual problem equals the solu
tion of the primal problem for a constant domain load
f 1 up to the factor jXj1.
5.2. Specific applications using the basic framework
In the following, we discuss briefly specific applica
tions using the basic framework presented in Section
5.1 in order to estimate the error in a quantity of
interest.
5.2.1. Energy norm based estimates
There are several strategies for goal oriented error
estimation based on energy norm estimates of the primal
problem and the dual problem. For instance, using the
error representation (63) and employing the Cauchy
Schwarz inequality, the following upper error bound is
obtained
j QðehÞ j¼j aðz zh; u uhÞ j6 kz zhkEku uhkE ð69Þ
Hence, the error in the quantity of interest is bounded by
the error in the energy norm of the primal problem
weighted with the error in the energy norm of the dual
problem. It follows that any of the error estimators de
rived in Section 4 may be used to estimate the error in
the evaluation of the quantity of interest. Moreover,
the estimate (69) shows that the convergence rate of
jQ(eh)j is larger than the convergence rate of the error
in the energy norm, which means that any linear func
tional acting on the finite element space is superconver
gent compared to the convergence in the energy norm.
Of course, the actual convergence rate of the functional
depends on the regularity of the solutions of the primal
problem and the dual problem.
In practice, the Cauchy Schwarz inequality is applied
elementwise in (69), which leads to
j QðehÞ j6
X
K2Th
kz zhkEðKÞku uhkEðKÞ
n o
ð70Þ
However, goal oriented error estimators based on en
ergy norm estimates as in (69) or (70) eliminate the can
cellation of errors over the domain, and therefore
produce significant error overestimation in general. In
[43] it is shown that this overestimation gets even worse
by increasing the polynomial degree of the interpolation
functions used in a p version of the finite element
method.
Different techniques with the aim to provide tighter
error bounds have been proposed. For instance, Prud
homme and Oden [44,45] employ the parallelogram
identity to problems with symmetric bilinear forms lead
ing to upper and lower bounds on the error. In this ap11proach, using eh z zh, the starting point is the error
representation (see also [46])
QðehÞ ¼ aðeh; ehÞ ¼ 1
4
seh þ ehs
 2
E
1
4
seh
eh
s
 2
E
ð71Þ
where s 2 R is a scaling factor chosen to be
s ¼ kehkEkehkE
s
ð72Þ
Let gþlow; g
þ
upp; g

low; g

upp denote error estimators that
satisfy
gþlow 6 seh þ
eh
s
 
E
6 gþupp ð73Þ
glow 6 seh
eh
s
 
E
6 gupp ð74Þ
then (71) implies
1
4
gþlow
 2 1
4
gupp
	 
2
6 QðehÞ
6 1
4
gþupp
	 
2 1
4
glow
 2 ð75Þ
which provides lower and upper bounds for the error
Q(eh). In [45] these error bounds have numerically been
found to be accurate for simple model problems when
the error estimators defined in (73) and (74) are calcu
lated using implicit methods.
In this context, Stein and Ohnimus [47] note that by
neglecting the lower error bound glow, the upper error
bound in (75) reduces to (69), which demonstrates that
(75) gives a better error bound than (69). Hence, the
lower bound error estimation is essential to obtain an
efficient upper error bound for goal oriented error esti
mation. Of course, (75) is also providing better error
bounds than
1
4
gupp
	 
2
6 QðehÞ 6 1
4
gþupp
	 
2
ð76Þ
but these bounds are less expensive to evaluate [37,44].
To steer an adaptive refinement process using energy
norm based estimates, we can use the upper error bound
defined in (70) in combination with explicit error estima
tors for the energy norm error yielding
j QðehÞ j6 gh ¼
X
K2Th
xKgK ð77Þ
where the local contributions to the error can be calcu
lated from
xK ¼ c1h2KkRzk2L2ðKÞ þ c2hKkJzk2L2ðoKÞ
	 
1=2
ð78Þ
gK ¼ c1h2KkRk2L2ðKÞ þ c2hKkJk2L2ðoKÞ
	 
1=2
ð79Þ
In (78) and (79) c1,c2 are the unknown constants men
tioned already with (29) and the Rz and Jz denote the
element residuals and jumps of the gradient correspond
ing to the dual problem. Given the estimate for the
quantity of interest based on (77), or any other goal ori
ented error estimator, the relative error in the goal quan
tity is calculated from
erel ¼ j QðehÞ jj QðuÞ j 
gh
j QðuhÞ j ð80Þ
As in the case of error estimates for the energy norm,
one strategy is to enrich the finite element space if the
relative error erel exceeds a specified tolerance ctol. For
equal distribution of errors across elements, the follow
ing ratio is used to indicate whether a single element is
to be refined or not
nK ¼
m  ðxKgKÞ
ctol j QðuhÞ j
¼
> 1 refine element
< 1 enlarge element
¼ 1 no change
8><
>: ð81Þ
Since we are considering the error bound in (70) and
hence overrefinement due to overestimation is still an is
sue, in practice, it may be best if per refinement step only
some percentage of those elements which exceed the
ratio nK>1 is refined. In order to assess the accuracy
of the error estimate for the quantity of interest, we
use the effectivity index
k ¼ ghj QðehÞ j ð82Þ5.2.2. The dual weighted residual method
Rannacher and co workers (see [48] and the refer
ences therein), proposed the dual weighted residual
method, which is based on an exact representation of
the error in the quantity of interest as follows
QðehÞ ¼ aðeh; z vhÞ
¼
X
K2Th
Z
K
Rðz vhÞdXþ
Z
oK
Jðz vhÞds
 
ð83Þ
where R and J are the element residuals and jumps of the
primal problem defined in (20) and (21), respectively 3
and vh 2 Vh. To drive an adaptive mesh refinement
process, the following element error indicators can be
used
gK ¼ ðR; z vhÞK þ ðJ ; z vhÞoK
  ð84Þ
which yield the guaranteed upper error bound
j QðehÞ j6
X
K2Th
gK ð85Þ3 In (83) we assume that on interelement boundaries oK 6 C
the jumps J are multiplied by 1/2 to distribute the error equally
onto the two elements sharing the common edge.
12There are several strategies for evaluating the unknown
dual solution in (83). One possibility is to solve the dual
problem by using a higher order method where, for
instance, biquadratic functions are used instead of
bilinear functions. This yields the approximate error
representation
QðehÞ 
X
K2Th
Z
K
Rðzð2Þh Ihzð2Þh ÞdX

þ
Z
oK
Jðzð2Þh Ihzð2Þh Þds

ð86Þ
where the upper index (2) denotes the solution obtained
with a higher order method and Ih is the interpolant on
Vh. Instead of using this rather expensive approach, an
other technique consists of approximating the dual solu
tion by employing higher order interpolation functions
defined over single patches of the domain, resulting in
the error representation
QðehÞ 
X
K2Th
Z
K
RðI2hzh zhÞdXþ
Z
oK
JðI2hzh zhÞds
 
ð87Þ
where I2h denotes the interpolant obtained with higher
order interpolation functions. Both strategies lead to
useful error indicators and can even lead to effectivity
indices close to 1.0 depending on the problem consid
ered. However, error estimates using (86) or (87) may
underestimate the actual error since the dual problem
is only solved approximately. In contrast, error bounds
based on (85) may significantly overestimate the true
error, since all the error indicators contribute positive
terms to the estimate.
Note that instead of applying integration by parts to
obtain the element residuals and jump terms in (83), we
could also leave the residual in weak form yielding for
our model problem the error representation
QðehÞ ¼
X
K2Th
Z
K
lðz vhÞdX
Z
K
ruh  rðz vhÞdX
 
ð88Þ
Compared to (83), error estimates based on (88) are
accurate as well and the derivation of local error indica
tors according to (84) is straightforward.
The dual weighted residual method has been success
fully applied in the solution of various problem, however
the extension to nonstandard problems such as fluid
structure interactions is still to be achieved.
5.2.3. Direct use of influence functions
Instead of calculating element based residuals, we
can also directly employ influence functions and (66).
This approach was used by Gra¨tsch and Bathe in shell
analyses [49]. Using a continuum mechanics shell formu
lation [1,50], the error in a linear quantity of interest can
be written as
QðEhÞ ¼
Z
Xref
F  Zref dV
Z
Xh
F  Zh dV ð89Þ
where Eh denotes the error in the shell finite element
approximation of the primal problem, Zref is the exact
influence function corresponding to a 3D reference do
main Xref, Zh denotes the finite element solution for Zref
obtained on a 3D computational domain Xh, and F are
body loads. Assuming Zh is a MITC4 shell finite element
solution [51,52], a useful strategy is to replace the un
known dual solution with an approximation Z
ðMITC9Þ
h
corresponding to a MITC9 shell finite element formula
tion such that
QðEhÞ 
Z
Xh9
F  ZðMITC9Þh dV
Z
Xh
F  Zh dV ð90Þ
where Xh9 denotes the 3D reference mesh using MITC9
elements. In [49] it is found in some numerical studies
that the error representation (90) leads to accurate error
estimates and to effectivity indices close to 1.0 (since (90)
takes into account the cancellation effect of the error
over the domain). The error estimate includes the error
due to the approximation in the geometry of the shell
structure.
For the purpose of driving mesh adaptivity we can
also obtain local error indicators by considering
QðEhÞ 
X
K2Th
Z
K
F  ZðMITC9Þh dV AhðZh;UhÞK
 
ð91Þ
in which Ah(., .) denotes the bilinear form of the MITC4
shell variational problem and Uh is the finite element
solution. An example using the error representation
(90) is given in Section 9.1.
5.2.4. The Greens function decomposition method
An important step in the use of goal oriented error
estimates is to seek an accurate solution of the dual
problem. Considering individual output data such as
point values, the presented procedures face the problem
that in H1(X) functions are not continuous (i.e. have
meaningful point values) in two or three dimensions.
Although an approximation of the Greens function
can still be obtained, this problem can be circumvented
either by using regularized functionals, as proposed for
example in [44] or [48], or, when available, using analyt
ical functions (see Kelly et al. [53,54]) or Gra¨tsch and
Hartmann [55]. The idea is to approximate the Greens
function by splitting it into a regular part and a well
known fundamental solution, and for this reason the
method can be referred to as the Greens function
decomposition method. Hence, the method can only
be used for the rather restricted case where the analytical
fundamental solution is available. Fundamental solu
tions in finite element discretizations have of course been
used in various applications, and notably in fracture
mechanics.13Consider our model problem (see Section 3) and let
u(x) denote the point quantity of interest at the point
x 2 X. Then using the corresponding Greens function
and the problem data we have
uðxÞ ¼
Z
X
G0ðy; xÞf ðyÞdXþ
Z
CN
G0ðy; xÞgðyÞds ð92Þ
where G0(y,x) denotes the Greens function, which in
this case is the displacement at the point x due to a point
load at the point y. The next step is to decompose the
Greens function into a regular part uR(y,x) and the
corresponding fundamental solution F0(y,x)
G0ðy; xÞ ¼ uRðy; xÞ þ F 0ðy; xÞ ð93Þ
where the fundamental solution is given by
F 0ðy; xÞ ¼ 1
2p
ln r with r ¼j y x j ð94Þ
The regular part is the solution of the following bound
ary value problem
DuR ¼ 0 in X; uR ¼ F 0 on CD;
gR ¼ n  rF 0 on CN ð95Þ
Hence the boundary conditions to obtain uR are given
by (the negative of) the fundamental solution on the
boundary. The finite element approximation uhR to uR
is obtained by solving:
Find uhR 2 V h such that
aðuhR; vhÞ ¼ lðvhÞ 8vh 2 V 0;h ð96Þ
uhR ¼ F 0 on CD ð97Þ
where V 0;h ¼ H 10ðXÞ \ V hðXÞ and the linear functional is
defined by
lðvhÞ ¼
Z
CN
gRvh ds ð98Þ
Denoting the so constructed Greens function by
G0;hðy; xÞ ¼ uhRðy; xÞ þ F 0ðy; xÞ, the integral representa
tion of the improved displacement becomes
uhðxÞ ¼
Z
X
G0;hðy; xÞf ðyÞdXþ
Z
CN
G0;hðy; xÞgðyÞds
ð99Þ
To derive an a posteriori upper error bound for the im
proved quantity we proceed as follows. Let eh(
x) u(x) uh(x) denote the local error. Then we have
by subtracting (99) from (92)
ehðxÞ ¼
Z
X
ðG0 G0;hÞf dXþ
Z
CN
ðG0 G0;hÞgds ð100Þ
Since the exact Greens function G0 and the approxi
mated Greens function G0,h both contain the same fun
damental solution we have as well
ehðxÞ ¼
Z
X
ðuR uhRÞf dXþ
 Z
CN
ðuR uhRÞgds
¼ aðuR uhR; uÞ ð101Þ
Using the Galerkin orthogonality to introduce the finite
element solution and applying the Cauchy Schwarz
inequality as usual yields the error bound
j ehðxÞ j6 kuR uhRkEku uhkE ð102Þ
which states that the pointwise error is bounded by the
error in the energy norm of the primal problem weighted
with the error in the energy norm of the corresponding
regular part problem. Comparing this result with (69),
we realize that, to use (102), we can employ the usual
error estimation techniques of goal oriented error esti
mates since the error bounds in (69) and (102) only differ
by the weighting factors. Clearly, the method is also clo
sely related to the dual weighted residual technique. The
only difference is of course that in the Greens function
decomposition method we actually construct an approx
imation of the Greens function for evaluating the local
quantity with this function, while in other goal oriented
error estimates we simply differentiate the shape func
tions. Of course, the method can also be used for point
wise stresses; the only difference is that appropriate
fundamental solutions need to be employed, which we
can expect to yield high solution accuracy.
Indeed, in some numerical experiments the Greens
function decomposition method gave excellent results
in that high convergence rates in the required solutions
were observed (see Ref. [55], and also Section 9.3).
But, as mentioned already, the method is rather restric
tive in that the fundamental solution needs to be avail
able (see (97) and (98)). Additional considerations arise
also, for example, if the load is not smooth, the material
is not homogeneous [56], or the quantity of interest is a
point value on the boundary [53].
5.2.5. Exact bounds approach
The ‘‘exact bounds approach’’ proposed by Peraire
and co workers [57] can be used to obtain guaranteed
upper and lower bounds for quantities of interest. The
basic idea in this approach is to use a displacement
based finite element method to obtain a guaranteed
lower bound on the exact strain energy and to employ
a hybrid (stress based) finite element method using com
plementary energy principles to obtain a guaranteed
upper bound. Recasting the problem in terms of the dual
problem corresponding to the functional of interest,
guaranteed bounds can be obtained for the quantity of
interest using the solutions of local problems.
In contrast to other techniques presented in this
paper, this approach is fundamentally different since it
provides results to actually bound the true error in the
finite element solution. However, from a practical point
of view it is noted that in this approach the primal prob14lem and the dual problem have to be solved two times
each, namely for the displacement method and the stress
method. In addition, local problems have to be analyzed
to obtain the error bounds, which could make the proce
dure costly in actual applications. Also, for some types
of problems, notably (almost) incompressible linear
and nonlinear problems and shell problems, mixed (or
hybrid) formulations must be used to circumvent the
‘‘locking’’ phenomenon [1], and any approach to esti
mate errors needs to take this fact into account. So far
the method has been presented for coercive linear model
problems including (compressible) elasticity and advec
tion diffusion reaction problems [58].
5.2.6. Reduced basis output bounds approach
We also want to mention some achievements which
do not exactly fit into the basic framework of Section
5.1 but which also provide estimates for quantities of
interest.
The ‘‘reduced basis output bounds approach’’ pro
posed by Patera and co workers [59] addresses the prac
tical case in which the quantity of interest needs to be
computed for a certain number of parameters that are
the values of specific variables describing some input
data such as physical properties or geometry data.
The underlying idea of this approach is to solve the
problem for a sample of the parameters on a very fine
finite element mesh. Then, having these solutions, the
solution corresponding to any other configuration with
in the parameter set is obtained by some interpolation
technique. In other words, the unknown solution is ex
pressed as a linear combination of the basis functions
of a reduced basis approximation space, which are the
finite element solutions of the sample problems.
In practice, we generally do not know how to choose
the size of the parameter space and it certainly depends
on the desired accuracy, the selected quantities of inter
est, and the particular problem analyzed. In order to use
a parameter space that is neither inefficient nor unac
ceptably uncertain, a posteriori error bounds for the
quantity of interest are computed which, e.g., are based
on the use of a richer approximation space regarding the
number of parameters chosen in the sample. Clearly, the
whole strategy of this approach relies on the fact that
the solutions of the parametrized problems do not vary
randomly with the parameters, but in fact vary in a
smooth fashion.
5.3. Global or pollution error versus local error
In finite element analysis we may ask whether it is
sufficient to just use a graded and reasonably refined
mesh only around the point of interest. We will
address this question somewhat in the context of the
global error which has also been labeled the pollution
error [6].
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0  0.125  0.25  0.375  0.5  0.625  0.75  0.875  1
di
sp
la
ce
m
en
t e
rro
r
x-coordinate
exact error
global error
local error
Fig. 5. Global and local errors for t = 0.01 (E = 1, l = 1, A2 = 1,
f = 1). Eight element solution.The global (or pollution) error can be defined as fol
lows: Let Ihu denote the interpolant of the exact solu
tion, then we can write
eh ¼ ðu IhuÞ þ ðIhu uhÞ ¼ eh;loc þ eh;glob ð103Þ
where eh,loc and eh,glob denote, respectively, the local
error and the global error. Of course, in trivial 1D prob
lems the global error is zero if the finite element solution
interpolates the exact solution at the nodes. However, in
general, considering a structural analysis (elliptic) prob
lem, the geometry, the loads, and boundary conditions
have a global influence on the solution, and eh,glob can
not be expected to be zero. Indeed, we need to expect
that this part of the error is large when there are stress
singularities or high stress gradients in the solution that
are not sufficiently resolved by the finite element
solution.
To illustrate the global error numerically, we con
sider a bar of length l with varying cross section gov
erned by the equation
ðEAðxÞu0ðxÞÞ0 ¼ f ðxÞ for 0 < x < l; uð0Þ ¼ uðlÞ ¼ 0
ð104Þ
This problem is similar to the problem studied by Ba
busˇka and Strouboulis [6], but we give further results.
Here, we choose for the cross sectional area
AðxÞ ¼ A1 þ x A2 A1l A1 ¼ t  A2 ð105Þ
to simulate a singular solution at x 0 if t approaches
zero, so that the solution is expected to be polluted.
The exact solution of this model problem for different
values of t and chosen data is shown in Fig. 4. For
our numerical studies we choose t 0.01, which, with
the data in Fig. 4, yields the exact solution
uðxÞ ¼ 1:01xþ 0:219341 lnð1þ 99xÞ ð106Þ
For the approximation we use eight linear finite elements
on a uniform mesh with exact integration of the stiffness
matrix for each element of varying cross sectional area. 0
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Fig. 4. Exact solutions for the bar with varying cross section
A1 = t Æ A2 (E = 1, l = 1, A2 = 1, f = 1).
15The results in Fig. 5 show that only in the first element
the local error is larger than the global error and else
where the local error becomes negligible; thus, the global
error dominates in all other elements. Finally, in Fig. 6
we give only the global error with respect to the factor
t. As expected, the global error decreases if the singular
ity in the exact solution decreases. Of course, for values
of about t<0.1 the problem solved is not of much prac
tical relevance.
To exemplify the global error in a 2D problem numer
ically we consider a plate in plane stress conditions (see
Fig. 7). The mesh consists of bilinear 4 node elements.
We compare the results for the given mesh with respect
to a very fine finite element solution representing an al
most exact reference solution. Fig. 8 shows the absolute
values of the global error at different y levels. Using these
absolute values to evaluate percentage values, the maxi
mum percent error in the ux displacement is 6% at
the point A (x 4.5/y 4.5) and 24% in the uy direc
tion, and the percentage error decreases considerably
similar as in the one dimensional problem considered
in Fig. 5 with increasing distance from the fixed corner 0
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Fig. 8. Global error for the plate in plane stress condition: (a) error in ux displacement, (b) error in uy displacement.towards the point B. At the point B the percentage error
is 2% in both displacements, ux and uy. Also, the global
error would be smaller if the corner were not sharp as in a
good practical design. For further details on this part of
the error in 2D analysis see Ref. [6].
In practice, frequently the errors can successfully be
controlled by refining the mesh in the neighborhood of
the high stress gradients. Hence, to obtain an accurate
approximation to the quantity of interest, we need to re
fine the mesh mostly around the domain of interest and
at singularities. Indeed, in practice, the areas of high
stress gradients are usually also the areas of interest
and hence, natural mesh refinements in those areas fre
quently control the global error. By employing goal ori
ented error estimation procedures the proper balance
between the local error and the global error is always
maintained and the mesh is refined to be most beneficial16to the accuracy of the quantity of interest. Of course,
this approach has the disadvantage that the mesh refine
ment is specific to only the one chosen goal quantity,
whereas, in practice, the stresses over the complete anal
ysis domain are frequently required.5.4. Concluding remarks
Goal oriented error estimation techniques focus on
establishing accurate and computationally inexpensive
error estimates for a quantity of interest. We conclude
that any error estimator for the energy norm may be
applied to goal oriented error estimation procedures if
(69) is used to bound the error and the experiences
regarding these error estimators are applicable (see Sec
tion 4).
Considering the dual weighted residual method, the
error estimate may over or underestimate the actual
error if the approximate error representations (86) or
(87) are used. Error bounds as in (70) and (85) lead gen
erally to an overestimation of the true error, since the
cancellation effect of the error is neglected [60]. More
over, the upper bound (85) is, strictly, not guaranteed
if the unknown dual solution is approximated. However,
in practice, the main issue of this error bound is the
overestimation rather than providing a not guaranteed
upper bound estimate.
When considering complex problems of practical
interest, we can expect that the error bounds in (75)
may lead to a rather large distance between the lower
and upper bounds. In this regard, some results for 3D
problems were recently published [61] but additional
experiences need be obtained.6. Nonlinear problems
In solving nonlinear problems by a Galerkin finite
element method, we basically solve a series of linear
problems in using an iteration scheme such as the New
ton Raphson method. Any of the error estimators
derived in Sections 4 and 5 may therefore also in prin
ciple be employed to estimate the error in nonlinear
problems. In the following we explain the basic ideas
for a simple model problem and emphasize goal ori
ented error estimates.
As a nonlinear model problem we choose a modifica
tion of the earlier model considered (see Section 3),
namely the diffusion reaction equation 4
Du u3 ¼ f on X; u ¼ 0 on C ð107Þ
The standard variational form is to find u 2 V such that
aðu;wÞ ¼ lðwÞ 8w 2 V ð108Þ
where u is the exact (weak) solution, a(.; .) is a semi lin
ear form that is linear only in the second argument, l(.) is
a linear functional and V is the appropriate Sobolev
space. The semi linear form in our model case is defined
by
aðu;wÞ ¼ ðru;rwÞ ðu3;wÞ ð109Þ
The corresponding finite element approximation uses fi
nite dimensional subspaces Vh  V to determine uh 2 Vh
such that
aðuh;whÞ ¼ lðwhÞ 8wh 2 V h ð110Þ4 We employ this problem since there are no difficulties in
proving the uniqueness and stability of the solution (see Ref.
[62]), hence we can straightforwardly focus on the error
estimate.
17assuming that uh is the exact solution of (110). The error
eh u uh of the finite element approximation satisfies
the error representation
RhðwÞ ¼ lðwÞ aðuh;wÞ 8w 2 V ð111Þ
from which we obtain the Galerkin orthogonality
RhðwhÞ ¼ lðwhÞ aðuh;whÞ ¼ 0 8wh 2 V h ð112Þ
In order to linearize the error representation (111) with
respect to eh, we consider
RhðwÞ ¼aðu;wÞ aðuh;wÞ ð113Þ
¼ðru;rwÞ ðu3;wÞ ðruh;rwÞ þ ðu3h;wÞ ð114Þ
¼ðreh;rwÞ ðu3 u3h;wÞ ð115Þ
¼ðreh;rwÞ ðe3h þ 3u2heh þ 3uhe2h;wÞ ð116Þ
and provided that the finite element solution uh is suffi
ciently close to the exact solution u, we obtain
RhðwÞ  ðreh;rwÞ ð3u2heh;wÞ ð117Þ
This error representation corresponds to the assumption
that the error eh u uh can be estimated by the solu
tion of the linearized problem utilizing the displacement
w as an approximation to u that satisfies
a0ðuh;wuh;wÞ¼
X
K2Th
Z
K
RwdXþ
Z
oK
Jwds
 
8w2 V
ð118Þ
to which we can apply any of the error estimators pre
sented in Section 4. In (118) we use the Gateaux deriva
tive of the semi linear form with respect to the first
argument defined by
a0ðu;u;wÞ ¼ d
de
aðuþ eu;wÞ
 
e 0
¼ ðru;rwÞ ð3u2u;wÞ ð119Þ
which is, clearly, the usual tangent form used in stan
dard Newton iteration schemes [1].
To estimate the error in an individual (not necessarily
linear) quantity of interest we distinguish between the
error in the quantity
QðuÞ QðuhÞ ¼ aðz; uÞ aðzh; uhÞ ð120Þ
and the quantity of the error
QðehÞ ¼ aðz; ehÞ ¼ aðz; uÞ aðz; uhÞ ð121Þ
But the solution z in (120) and (121) cannot be inter
preted as an influence function in the original meaning
of linear analyses. In linear analysis, of course, (120)
and (121) express the same relationships and hence it
is prudent to linearize in order to estimate the error in
the quantity of interest.
We therefore consider for a specified u the dual prob
lem: calculate z 2 V such that
a0ðu; z;wÞ ¼ Q0ðu;wÞ 8w 2 V ð122Þ
in which the functional is assumed to be Gateaux differ
entiable, that is
Q0ðu;wÞ ¼ d
de
Qðuþ ewÞ
 
e 0
ð123Þ
We then may seek the error in the goal quantity, with
w w uh,
a0ðuh; z;w uhÞ ¼ Q0ðuh;w uhÞ ð124Þ
where Q 0(uh;w uh) is a linear approximation of the true
error in the quantity of interest at the linearization
point. Invoking the standard Galerkin orthogonality
yields
Q0ðuh;w uhÞ ¼a0ðuh;w uh; z zhÞ ð125Þ
¼
X
K2Th
Z
K
Rðz zhÞdX

þ
Z
oK
Jðz zhÞds

ð126Þ
which can be employed in the dual weighted residual
method or, as well, in the Greens function decomposi
tion method in case of point quantities. Clearly, employ
ing the Cauchy Schwarz inequality gives the error
bound
j Q0ðuh;w uhÞ j6 kz zhkEkw uhkE ð127Þ
It should be emphasized that as in the linear case we sim
ply solve an additional load case at the linearization
point in order to find an estimate for the error in a quan
tity of interest.
It is interesting to note that the linearized error rep
resentation (124) corresponds to a linearization of
(121) with respect to eh if we proceed as in (113) (117)
for w z and assume that, as in the linear case, the
semi linear form a(. ; ,) is symmetric.
A slightly different technique to estimate the error
in a (nonlinear) target functional was proposed in
[33,34,63]. This approach is based on the secant form
aT ðu; uh;u;wÞ ¼
Z 1
0
a0ðuh þ seh;u;wÞds ð128Þ
which is still bilinear in u and w. Using the secant form,
the error eh u uh is the solution of the variational
problem
aTðu; uh; eh;wÞ ¼ lðwÞ aðuh;wÞ ¼ RhðwÞ 8w 2 V
ð129Þ
Here the exact solution u on the left hand side in (129) is
unknown. One approach is to linearize about the finite
element approximation, and then of course we obtain
a 0(uh;w uh,w) as used above.
To estimate the error in a functional of interest, we
similarly define the secant form of the functional18QT ðu; uh;wÞ ¼
Z 1
0
Q0ðuh þ seh;wÞds ð130Þ
where QT is a linear functional in w. Here again u is un
known and the straight linearization about uh of
QT(u,uh;w) results of course in obtaining Q 0(uh;w).
However, it is possible to use enhanced solutions instead
of uh [4,63] and then a (somewhat) better approximation
to the error may be obtained.
For estimating the error in inelastic analysis, notably
elastoplasticity, several techniques have been presented,
see for example [64 68] and the references therein. In
general, in addition to the spatial approximation the
topic of this paper also the errors resulting in the inte
gration of the stresses and the evaluation of the
constitutive relations need be considered. The estimation
of the complete solution errors in general plasticity solu
tions is therefore much more difficult, and true error
bounds are not yet available. However, the techniques
reviewed above can directly be employed, as part of
the procedures to estimate the complete error in inelastic
analyses.7. Time-dependent problems
The solution of time dependent problems is of special
interest in many engineering applications. From a nu
merical point of view, in addition to the usual approxi
mation in space, also a time discretization scheme has
to be applied. Our model transient problem is obtained
from the original model problem in Section 3, and is the
hyperbolic wave equation
€uðx; tÞ bDuðx; tÞ ¼ ~f ðx; tÞ in XT ¼ X I ; I ¼ ðO; T Þ
ð131Þ
with b a physical constant and the following initial and
boundary conditions
uðx; 0Þ ¼ u0; _uðx; 0Þ ¼ _u0 on X; uðx; tÞ ¼ 0 on C
ð132Þ
These equations govern the dynamic motion of a
prestressed membrane with b N/q, ~f ¼ f =q where N
denotes the prestressing force, q the mass density and f
is the load per unit area.
The commonly used finite element solution approach
to solve hyperbolic differential equations is to approxi
mate the problem with finite elements in space and to
apply a finite difference scheme in time. The variational
formulation of (131) and (132) is:
Find a function u(x, t) that is for all t 2 (O,T) in the
trial space V ¼ H 10ðXÞ such that
ð€u; vÞ þ aðu; vÞ ¼ lðvÞ 8v 2 V ð133Þ
subject to the weak initial conditions
ðuðx; 0Þ; vÞ ¼ ðu0; vÞ ð _uðx; 0Þ; vÞ ¼ ð _u0; vÞ 8v 2 V
ð134Þ
The bilinear form and the right hand side are defined as
usual by
aðu; vÞ ¼
Z
X
bru  rvdX lðvÞ ¼
Z
X
~f vdX ð135Þ
Of course, the solution of (131) and (132) can also be ob
tained using a space and time variational formulation
[4,48,69,70], but such approach is hardly effective in
engineering practice.
To obtain the finite element solution of (133) we em
ploy the standard Galerkin method with the trial and
test space Vh  V. The finite element solution lies in that
space but is now time dependent and denoted as uh(x, t).
The semi discrete problem consists of seeking uh(x, t) for
all t 2 (O,T) in Vh such that
ð€uh; vhÞ þ aðuh; vhÞ ¼ lðvhÞ ð136Þ
ðuhðx; 0Þ; vhÞ ¼ ðu0; vhÞ ð _uhðx; 0Þ; vhÞ
¼ ð _u0; vhÞ 8vh 2 V h ð137Þ
Eqs. (136) and (137) represent a system of ordinary dif
ferential equations in time which can be treated by stan
dard finite difference schemes.
As an example, consider the Newmark method,
which is used widely [1]. Here, the total time interval
(O,T) is subdivided into n equal time intervals Dt and
the solution is calculated at discrete times Dt, 2Dt, . . . , t,
t + Dt, . . . , T. The following assumptions to calculate
the velocities and displacements are used
tþDt _u ¼ t _uþ ½ð1 dÞt€uþ dtþDt€uDt ð138Þ
tþDtu ¼ tuþ t _uDt þ ½ð1=2 aÞt€uþ atþDt€uDt2 ð139Þ
with Newmark parameters a and d. Inserting (138) and
(139) into (136) leads to a fully discretized form in space
and time giving the solution at the time t + Dt.
Now the actual error eh u uh involves both dis
cretization errors in space and discretization errors in
time [71]. In this paper we are only concerned with the
spatial discretization error at a given time, and this error
can be estimated with the error procedures discussed
above. However, the spatial error is only a part of the
total error and hence this estimation is only of limited
value. The overall errors to represent the required fre
quencies and integrate accurately in time are not as
sessed by the procedures we discussed and represent
major sources of errors in the solution [1].
Finally, we should mention that the ideas described
above can directly be used in the solution of certain par
abolic problems such as the model heat conduction
equation19_uðx; tÞ bHDuðx; tÞ ¼ f ðx; tÞ
in XT ¼ X I ; I ¼ ðO; T Þ ð140Þ
where bw is a physical constant.8. Mixed formulations
To be somewhat complete in our presentation, we
briefly discuss how error estimation procedures might
be applied in mixed formulations. Usually, we refer to
a mixed formulation if the problem is based on a two
field formulation with respect to the solution. For our
simple model problem (see Section 3), assuming u 0
on C, we might seek the pair w {u,r} that satisfies
the system of equations
ru r ¼ 0 ð141Þ
divr ¼ f ð142Þ
An equivalent formulation of the boundary value prob
lem is the mixed variational formulation seeking the pair
w {u,r} 2 V ·W such that
ðr; sÞ þ ðu; divsÞ ¼ 0 ð143Þ
ðdivr; vÞ ¼ lðvÞ ð144Þ
for all u {v,s} 2 V ·W and l(v) (f,v). Here the
trial and test spaces are defined by V L2(X) and
W Hdiv {s 2 L2(X); divs 2 L2(X)} where W is
equipped with the norm ksk2Hdiv ¼ ksk2L2ðXÞ þ kdivsk2L2ðXÞ.
We assume that the solution of the mixed varia
tional problem exists and is unique, i.e., the stability
conditions
ðs; sÞP aksk2W s 2 N ð145Þ
inf
v2V
sup
s2W
ðdivs; vÞ
kskW kvkV
P b ð146Þ
are satisfied with positive constants a,b and
N {s 2W; (divs,v) 0 "v 2 V}. Of course, the condi
tion (146) is known as the continuous inf sup condition
(see e.g. Refs. [72 74]).
The discrete mixed formulation seeks a pair
wh {uh,rh} 2 Vh ·Wh such that
ðrh; shÞ þ ðuh; divshÞ ¼ 0 ð147Þ
ðdivrh; vhÞ ¼ lðvhÞ ð148Þ
for all uh {vh,sh} 2 Vh ·Wh with Vh  V and
Wh W. The crucial point for the solvability, stability
and optimality of the finite element approximation is
that the finite element spaces satisfy the discrete inf
sup condition [72 74]
inf
vh2V h
sup
sh2W h
ðdivsh; vhÞ
kshkW hkvhkV h
P C > 0 ð149Þ
Then the solution is optimal in the sense
kr rhkW þ ku uhkV
6 c inf
sh2W h
kr shkW þ infvh2V h ku vhkV
 
ð150Þ
Clearly, it is possible to formulate the mixed variational
problem as follows
Aðw;uÞ ¼ ðr; sÞ þ ðu; divsÞ þ ðdivr; vÞ
¼ lðvÞ 8u 2 V  W ð151Þ
with the symmetric bilinear form A(., .). Then for the
mixed finite element approximation we have
Aðwh;uhÞ ¼ lðvhÞ ð152Þ
which directly leads to the Galerkin orthogonality for
the error eh w wh
Aðeh;uhÞ ðr rh; shÞ þ ðu uh; divshÞ þ ðdivðr rhÞ; vhÞ
0 8uh 2 V h  W h ð153Þ
To derive an a posteriori error estimator for the mixed
problem we proceed as in Section 4.1. Thus, we obtain
the following error representation
Aðeh;uÞ ¼ lðvÞ Aðwh;uÞ ¼ RhðuÞ ð154Þ
to hold true for each pair u {v,s} 2 V ·W. If the
domain integral is split into its contributions from each
element, (154) can be rewritten as
Aðeh;uÞ ¼
X
K2Th
Z
K
fvdX
Z
K
rh  sdX

Z
K
uh divsdX
Z
K
divrh vdX

Applying integration by parts to the third integral and
assuming the finite element solution uh is sufficiently
smooth on K yields
Z
K
uh divsdX ¼
Z
oK
uh n  sds
Z
K
ruh  sdX ð155Þ
The boundary term does not vanish after summing over
all elements because the finite element solution uh is only
in L2(X). Yet the expression n Æ s is continuous at the ele
ment boundaries since s 2 Hdiv(X). Rearranging terms
yields
Aðeh;uÞ ¼
X
K2Th
Z
K
RvdXþ
Z
K
f  sdX
 
þ
X
c2oTh
Z
c
J n  sds 8u 2 V  W ð156Þ
where the element residuals are now defined by
R ¼ div rh f in K ð157Þ
f ¼ rh þruh in K ð158Þ20and J is the jump of the finite element solution uh across
the element edge c of elements K and K 0
J ¼ ðuh u
0
hÞ if c 6 C
0 if c  C

ð159Þ
Note that the normal vector n and the jumps change sign
if the orientation of the edge is reversed.
For driving an adaptive mesh iteration scheme, the
following local error indicators might now be used for
this model problem
g2K ¼ h2KkRk2L2ðKÞ þ kfk2L2ðKÞ þ hKkJk2L2ðoKÞ ð160Þ
where on interelement boundaries oK 6 C the jump J
is multiplied by 1/2 to distribute the error equally onto
the two elements sharing the common edge.
Similar error indicators can be established for other
mixed formulations (see e.g. Ref. [75]), but the difficulty
in complex practical engineering analysis is to truly mea
sure the error in appropriate norms and establish error
bounds. Some discussion in this regard is given in Refs.
[50,76].
To obtain error estimates for the solution of a linear
quantity of interest Q(w), we use a slightly different pro
cedure than in the standard approach. Assuming that
the functional is well defined on the solution space
V ·W, the corresponding dual problem is:
Find z {z,p} 2 V ·W such that
QðuÞ ¼ ðp; sÞ þ ðz; divsÞ þ ðdivp; vÞ
¼ Aðz;uÞ 8u 2 V  W ð161Þ
where z is the dual solution and $z p 0. Taking
u eh and utilizing the Galerkin orthogonality (153)
yields the error identity
QðehÞ ¼ ððp phÞ; ðr rhÞÞ þ ðz zh; divðr rhÞÞ
þ ðdiv ðp phÞ; u uhÞ
¼ Aðz zh;w whÞ
ð162Þ
To find an estimate for this quantity, we could write
j QðehÞ j¼j Aðz zh;w whÞ j
6 kz zhkkw whk ð163Þ
and apply some error estimators for the norm k.k. How
ever, note that we have kuk 6¼ Aðu;uÞp since the bilin
ear form is not positive definite. Alternatively, we might
follow the suggestions of Rannacher and Suttmeier in
[35,68], who propose a method that is directly related
to the dual weighted residual method described in Sec
tion 5.2.2.9. Numerical examples
In this section, we give some example solutions to
illustrate the use of error measures. Although a scalar
clamped
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Fig. 9. Goal oriented error measures for a shell structure: problem description.model problem is considered in this paper, we consider
in our numerical examples 2D linear elasticity and shell
problems. We do not report upon actual practical engi
neering analyses but only give illustrative examples.
Also, we are looking in some cases at very small errors,
smaller than needed in practice, but do so because we
want to study the convergence behavior of the proce
dures used.
9.1. Analysis of a shell
We consider a cylindrical shell that is partially
clamped and loaded by a vertical line load as shown in
Fig. 9. First, we study the results of a finite element com
putation on a reasonably fine mesh consisting of 20 · 20
MITC9 elements [51,52]. Fig. 10 shows that high stress
concentrations are present in two regions near the
clamped boundary (corresponding to the membrane
stresses) and at the tip of the structure where the loading
boundary conditions change (corresponding to the
bending moment). Hence, using uniform MITC4 ele
ment meshes [52] and employing goal oriented error esti
mates based on (90), we want to evaluate the following
quantities of interest (see also Fig. 11):
Q1ðUÞ ¼j X1j1
Z
X1
rssðUÞdX ð164Þ
Q2ðUÞ ¼j X2j1
Z
X2
rssðUÞdX ð165Þ
Q3ðUÞ ¼j X3j1
Z
X3
zrrrðUÞdX ð166Þ
These quantities are evaluated using the local Cartesian
coordinate system ðr; s; zÞ (see Fig. 9). The reference
solution was obtained using a uniform mesh of
100 · 100 MITC9 elements (with 201,000 degrees of21freedom) for the complete structure. For measuring
the accuracy of our error estimate we use the effectivity
index, which is the ratio between the estimated error
using (90) and the calculated error using the reference
solution defined in (89). As seen in Fig. 12 for every
quantity of interest the estimated relative percentage er
ror decreases quickly and the corresponding effectivity
indices are close to 1.0.
Fig. 13 shows the predicted pointwise accuracy of the
influence function for the quantity of interest defined in
(165) when using the 20 · 20 mesh. We consider the
absolute percentage value of the approximate error of
the influence function normalized with the quantity of
interest, ðZðM9Þh ZhÞ=Q2ðUÞ, and we define a tolerance
on the absolute value, e.g. tol 1.0%. Then the grey re
gions indicate that the error in the quantity of interest is
smaller than the tolerance if the load is applied there,
while the white areas correspond to errors larger than
the tolerance. For additional shell analyses using this
approach of error estimation see Ref. [49].9.2. Analysis of a frame structure
Fig. 14 shows the frame structure considered. We
want to employ adaptive mesh refinement based on en
ergy norm estimates and the goal oriented techniques.
For the analysis we use the 4 node displacement based
bilinear element. The special focus is on the integrated
shear stress in the two sections A A at level y 4.0,
so that the quantity of interest is:
QðuhÞ ¼
Z 2
0
rhxy dxþ
Z 16
14
rhxy dx ð167Þ
Local equilibrium asserts that the exact value is 144
which is equal to the volume above the cross section
times the load. Clearly, the finite element solution yields
Fig. 10. Stresses of the shell structure under line load: (a) rss stress field and (b) rrr stress field.
1Ω
3Ω
2Ω
Fig. 11. Goal oriented error measures for a shell structure:
locations of three quantities of interest. 20 · 20 mesh shown.
5 The numerator in the definition of the constant c2 in (168)
is changed compared to the value of 1.21 given in [13] since we
are using quadrilaterals instead of triangles, for which the
constants originally were derived.only an approximation for the integrated stresses be
cause the stresses in the element interiors and the fluxes
at the boundaries are only approximations to the true
values. Note that, of course, the finite element nodal
forces in the cross section A A are in exact equilibrium
with the applied load [1].
For the solution we use two approaches: first, the
refinement is based on the norms given in (28) and
(29) and, second, the refinement is based on the goal ori22ented error indicators given in (77) (79). In both ap
proaches we use the constants 5 [13]
c1 ¼ 0:16kþ 5l c2 ¼
1:44
kþ 5l k; l ¼ Lame constants
ð168Þ
and the hanging node concept, in which the unknown
displacements at a hanging node (a node not shared
by all elements surrounding it) are eliminated by inter
polation using the neighboring nodes. Also, in the ap
proaches, the refinement criteria defined in (31) and
(81) are used, respectively, and the 30% of the elements
with nK>1 (and corresponding to the largest values of
nK) are refined.
Fig. 15 compares the results obtained using these two
solution approaches with the results obtained by simply
using a uniform mesh refinement. In all these solutions,
the quantity of interest is obtained by differentiation of
the finite element displacement field to evaluate the stres
ses. Fig. 15 shows that the goal oriented approach leads,
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Fig. 12. Results of goal oriented error estimation for the shell structure shown in Fig. 9: (a) estimated (absolute) relative errors in the
quantities of interest and (b) corresponding effectivity indices. The numbers of degrees of freedom refer to the uniformMITC4 element
meshes used for the complete shell.
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Fig. 13. Predicted absolute pointwise accuracy of the influence function normalized with the quantity of interest defined in (165): body
loads in the z direction in the grey region yield an error in the quantity of interest smaller than a tolerance of (a) tol = 1.0%, (b)
tol = 0.8%, (c) tol = 0.6%, (d) tol = 0.4%, (e) tol = 0.2%, (f) tol = 0.1%.as expected, to the smallest error in the quantity of inter
est. The initial and final meshes are shown in Fig. 16.
The refinement based on (28) and (29) did not refine in
the cross section but at the singularities of the structure,
whereas the density of the goal oriented mesh obtained
using (77) (79) is the highest in the cross section. Actu
ally, for the range of degrees of freedom considered,23there is only a slight improvement in the quantity of
interest employing the energy norm for refinement of
the mesh.
The stress error indicator in ADINA plotted in Fig.
16(a) is obtained by taking the difference between the
maximum and minimum von Mises stress at the nodes,
normalized to the maximum value [22]. These results
A16.0
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Fig. 14. Frame under horizontal body load to study the error in the integrated shear stresses in the two sections A A.
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Fig. 15. Comparison of different adaptive refinements to
approximate the integrated shear stresses in the two sections
A A.
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Fig. 16. Results obtained in the analysis of the frame in Fig. 15: (a) In
mesh obtained with the energy norm control and (c) final mesh obtai
24show that, as expected, the error indicator for the von
Mises stress obtained with ADINA corresponds quite
well with the energy norm refinement, so that, indeed,
this error indicator would have provided a good guide
for driving a mesh refinement ‘‘by hand’’ without any
usage of an error estimator for the energy norm.
Comparing the computational effort we need to keep
in mind that for the goal oriented approach two finite
element solutions per mesh are necessary. However,
the solution of the dual problem differs only in a modi
fied load vector from the analysis of the primal problem;
that is, the stiffness matrix remains the same.
9.3. Analysis of a plate in plane stress
Next, we study the example described in Fig. 17. The
focus is on the stresses rxx and ryy at the point A. The(c)
itial mesh and error indicators obtained with ADINA, (b) final
ned with the goal oriented control.
Fig. 17. Plate in plane stress condition to study the error in the stresses at the point A: (a) problem data, (b) rxx stress field, (c) ryy
stress field and (d) rxy stress field.
Table 1
Stresses at A employing the Greens function decomposition approach using uniform meshes
h DOF rxx jerelj [%] ryy jerelj [%]
1/5 32 53.8018 2.931 Æ 10 1 33.9038 1.055 Æ 100
1/10 162 53.6705 4.884 Æ 10 2 33.6288 2.349 Æ 10 1
1/15 392 53.6540 1.808 Æ 10 2 33.5831 9.866 Æ 10 2
1/20 722 53.6492 9.134 Æ 10 3 33.5681 5.395 Æ 10 2
1/25 1152 53.6473 5.592 Æ 10 3 33.5614 3.398 Æ 10 2
1/32 1922 53.6460 3.169 Æ 10 3 33.5569 2.057 Æ 10 2
1/40 3042 53.6454 2.051 Æ 10 3 33.5544 1.311 Æ 10 2
1/50 4802 53.6450 1.305 Æ 10 3 33.5528 8.346 Æ 10 3
Reference value 53.6443 33.5500reference stress fields are obtained using a very fine
mesh. In all analyses the 4 node displacement based
bilinear element is used.
First, we give some results obtained employing the
Greens function decomposition method using uniform
meshes. As a result of this uniform refinement shown
in Table 1, the error in the stresses decreases reasonably
fast, and indeed highly accurate results are achieved
even on coarse meshes.25It is interesting to compare the results obtained with
the Greens function decomposition method given in
Table 1 with the results obtained using different mesh
refinement techniques (see Fig. 18(a)). First, we calculate
finite element approximations on uniformly refined
meshes. Next, the refinement is steered using the global
energy norm control based on the explicit error estima
tor in (28) and (29) with the constants given in (168), and
in a third solution the refinement is obtained using the
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Fig. 18. Comparison of results obtained using different mesh refinement techniques for the stresses at point A: (a) relative error in
stresses, (b) related error bounds (GFD are the Greens function decomposition method results in Table 1).energy norm based goal oriented strategy based on (77)
using also the constants in (168). For the energy norm
control, the refinement criterion in (31) is used, while
for the energy norm based goal oriented strategy the
refinement criterion given in (81) is employed. In both
approaches 25% of the elements with nK > 1 (and corre
sponding to the largest values of nK) are refined.
In the goal oriented error estimate, to solve the dual
problem in (64) and the corresponding nodal forces in
(65), we consider integrated stresses over a small circular
domain and take numerically the limit value as the ra
dius of the domain tends to zero. For evaluating the
stress quantity on a given mesh, we simply differentiate
the finite element displacement field, as usual in finite
element analysis.
As can be seen in Fig. 18, the stresses obtained with
the uniformly refined meshes, the global energy norm
control, and the goal oriented approach are somewhat
erratic since they depend strongly on the current mesh
design. In contrast, the stresses given in Table 1 show
convergence rates of algebraic type on a doubly logarith
mic scale, and the results are highly accurate compared
with the global energy norm approach and the energy
norm based goal oriented approach.
In addition, we calculate the error bounds for the
stresses obtained with the Greens function decomposi
tion approach on uniform meshes based on (102) (see
Fig. 18(b)). Here, we use the explicit error estimate de26fined in (28) for the energy norm errors used in (102)
with the constants in (168). As seen, these error bounds
produce an envelope which contains the exact solution,
and which is quite narrow although the estimates for
the local errors are based on explicit error estimators.
Next, we employ the energy norm based goal ori
ented approach and the energy norm based Greens
function decomposition approach, starting with a coarse
mesh of 5 · 5 elements. We steer in each case the refine
ment process using (81) and the local error indicators
given in (78) and (79), for the primal, the dual and the
regular part problems. The refinement is performed
using nK as above.
In Fig. 19 the final meshes obtained are displayed.
As expected, the refinement of the energy norm based
goal oriented procedure concentrates on the region
near the point of interest. The energy norm based
Greens function decomposition approach can neglect
this region because the fundamental solution is already
the quasi optimal choice for the region. Instead, the
mesh is refined almost uniformly, which in this
example is sufficient to approximate the regular part
accurately.
While the Greens function decomposition approach
is clearly very effective in this illustrative example, as al
ready pointed out above, the method is however rather
restrictive in that only analysis cases can be considered
for which the fundamental solution is available.
Fig. 19. Final meshes to approximate the stress rxx at point A: (a) goal oriented refinement, (b) refinement using the Greens function
decomposition approach.10. Conclusions
In this paper we reviewed some basic a posteriori
error estimation techniques which broadly can be classi
fied into global error estimators for the energy norm and
goal oriented error estimators to provide error estimates
and error bounds for linear quantities of interest. We
also discussed the case when the goal quantity is a point
value, which normally poses a difficulty since the dual
solution is not in the solution space.
The crucial issues of any error estimator relate to
questions of reliability, accuracy and computational cost
where, clearly, the definition what is an admissible cost
always depends on the purpose of the computation [1].
As pointed out, there may be different reasons for using
an error estimator. To only obtain an indication of the
error or to drive a mesh adaptivity scheme with respect
to the goal of the computation, explicit error indicators
might be sufficient and these are generally quite inexpen
sive to use. On the other hand, to actually bound the
error almost guaranteed in a suitable norm is at present
only possible for certain problems, and then very expen
sive in practical analysis. However, it is also clear that
the more accurate estimators have to be more expensive
because a nearly exact estimate is close to finding the ex
act solution. The question is then whether it is not more
effective in practice to simply use a very fine mesh.
A major point is that, in essence, error bounds are
either guaranteed but, in practice for complex problems,
hardly computable or they are computable but not guar
anteed. Another major point is that while, in engineering
practice, the analysis of shell structures constitutes a
large percentage of all linear analyses, there are only
some contributions that address bounding the error in
suitable norms [14,39,50,61,76 80] and goal oriented
procedures need still be further explored, in particular
using mixed finite element discretizations [49].27Since sharp and effective error estimators are not yet
available for many practical analyses, we are left with
the common advice:
• The mesh should be reasonably fine and, ideally,
solutions would be obtained for a coarse mesh and
a finer mesh, for comparison purposes. Also, simple
visual criteria to approximately assess the error might
be used such as the stress iso bands in ADINA.
• At all high stress gradients the mesh should be suffi
ciently fine. The results of the analysis are frequently
most accurate when the relative error is uniform over
the complete analysis domain.
• Integrated (averaged) quantities are usually more
accurate than point values.
• In order to obtain highly accurate local quantities of
interest, the mesh should of course be reasonably fine
around the region of interest (and also in general in
the areas of high stress gradients as mentioned
already).
Future research work should address the development
of actually implementable and practically useful im
proved error estimators that are applicable for a large
class of problems. From an engineering point of view,
inexpensive to calculate and guaranteed bounds on the
error at every point of the structure, in the sense of
our ideal error estimator solution (see Fig. 1), would
be very valuable. However, such error bound solution
will likely be very difficult to achieve without a signifi
cant computational expense. In engineering practice,
the calculation of the error measure should not be more
expensive than the added expense to simply run a very
fine mesh.
A quite promising approach is to use goal oriented
error measures in order to establish a coarse but still
appropriate mesh in computationally intensive finite ele
ment solutions, notably in multi physics and multi scale
analyses involving optimization. Here the premise is that
an integrated quantity might be calculated with suffi
cient accuracy using a well chosen coarse mesh in part
of the domain. For example, considering a fluid flow
structural interaction analysis, a coarse mesh represent
ing the fluid might be sufficient to calculate the total
force and moment on the structure [81]. And the compu
tational expense to establish and use the coarse mesh of
the fluid might be much less than the expense to use a
very fine fluid mesh, in particular, if a structural optimi
zation is required.
Hence, while the theory of error estimation has pro
vided much valuable insight into the finite element solu
tion process, many of the proposed techniques are at
present only valuable to a limited extent in engineering
practice.
Of course, throughout the paper we assumed that an
appropriate mathematical model has been chosen and
we only focused on the discretization errors arising in
the finite element solution of this model (see Section
1). In practical engineering analysis, the errors arising
due to an inappropriate mathematical model can natu
rally be much more significant than the error we have
discussed in this paper [1,82].Acknowledgement
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