Multi-Task Learning in Histo-pathology for Widely Generalizable Model by Gamper, Jevgenij et al.
Published at AI4CC ICLR 2020 workshop
MULTI-TASK LEARNING IN HISTO-PATHOLOGY FOR
WIDELY GENERALIZABLE MODEL
Jevgenij Gamper
Mathematics of Systems
Warwick University
Coventry, UK
j.gamper@warwick.ac.uk
Navid Alemi Kooohbanani Nasir Rajpoot
Department of Computer Science
Warwick University
Coventry, UK
ABSTRACT
In this work we show preliminary results of deep multi-task learning in the area
of computational pathology. We combine 11 tasks ranging from patch-wise oral
cancer classification, one of the most prevalent cancers in the developing world,
to multi-tissue nuclei instance segmentation and classification.
1 INTRODUCTION
The emerging area of computational pathology (CPath) is ripe ground for the application of deep
learning methods to healthcare due to the sheer volume of raw pixel data in whole-slide images
(WSIs) of cancerous tissue slides, generally of the order of 100K×80K pixels (Colling et al., 2019).
However, despite the availability of raw pixel data in CPath, the ground truth for training AI mod-
els is sparse, expensive to obtain, and noisy. Diverse multi-centre data are usually limited to the
developed world; yet, developing countries are where AI could find their most viable application
amid global shortages of clinical experts (Coelho, 2012) and widespread incidence of oral cancer
(Shrivastava et al., 2014) and lymphomas (Perry et al., 2016).
A major challenge facing wider adoption of AI, especially in a resource-strapped setting and in the
absence of well-curated multi-centric high-quality datasets, is algorithm robustness due to the lack
of feature generalisation (Zech et al., 2018). Some recent studies have pointed to limited clinical
applicability of AI due to weak experimental design even with datasets obtained in the developed
world (Liu et al., 2019; Zech et al., 2018). Additionally, AI research points to several vulnerabil-
ities of deep learning models widely adopted in the aforementioned studies (Geirhos et al., 2018;
Ghorbani et al., 2019). As such, particularly for the application within the developing countries,
AI models must be robust and learn semantically meaningful features, in order to be able to gener-
alise across a variety of tasks. It is thus reasonable to maximise the utility of available good quality
datasets in the literature in order to test the feasibility of obtaining such a model. We propose to
test deep multi-task learning (MTL) as a method to obtain general feature representation that would
be applicable to new tasks or tasks with relatively small amounts of data (Raghu et al., 2019). We
present preliminary results of a simple, yet promising approach to MTL in CPath and has potential to
do well particularly on oral cancer, one of the most important cancers of relevance to the developing
world.
2 MATERIALS & METHODS
Baxter (2000) theoretically showed that learning from multiple related tasks results in fast learning
as measured by the number of training examples required per task; and that inductive biases learned
on sufficiently many training tasks will likely generalise to novel tasks. Subramanian et al. (2018)
demonstrated successful application of the aforementioned theory to natural language processing
via deep MTL. Brenes (2019) demonstrated the potential of MTL in histology to obtain robust
features using only two tasks. In this work, we collect 11 well-established tasks ranging from image
classification to pixel-wise instance segmentation and classification (see Table 1).
To quantify the performance of segmentation tasks we use panoptic quality (PQ) Kirillov et al.
(2019), and classification accuracy for image classification tasks. Baseline results are single-task
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Table 1: Pixel-wise segmentation and image classification datasets, their sources, baseline results
obtained from the literature and un-tuned MTL approach results.
Name (Source) Task Baseline MTL
Pixel-level Tasks PQ
Awan et al. (2017) Gland Segmentation 0.76 0.60
Gamper et al. (2019) Nuclei Inst. Segm. and Class. 0.38 0.18
Janowczyk & Madabhushi (2016) Epithelium Segmentation 0.68 0.57
Fraz et al. (2019) Vessel Segmentation 0.67 0.59
Patch-level Classication Tasks Accuracy
Litjens et al. (2018) Breast (2) 92.44 91.23
Kather et al. (2019) Colon (9) 98.70 89.00
Alsubaie et al. (2018) Lung (6) 91.00 78.56
Janowczyk & Madabhushi (2016) Lymphoma (3) 96.58 58.22
Qureshi et al. (2008) Meningioma (4) 82.10 92.19
Shaban et al. (2019) Oral (3) 96.30 91.11
Ko¨bel et al. (2010) Ovary (5) 89.40 72.56
Algorithm 1: Multi-Task Training Setup
Input: A set of k histology tasks, their corresponding datasets P1, ...,Pk and a set of k task specific
decoders D1...Dk, a feature encoder E shared across all tasks. Let θ denote model
parameters (encoder and decoders), and α be a probability vector (p1, ..., pk) denoting the
probability of sampling a task at a given iteration such that
∑k
i=1 pi = 1. Let L and T
denote the loss function and a maximum number of iterations, respectively.
Output: Trained encoder E and decoders D1...Dk.
repeat
t+ = 1
Sample a task i ∼ Cat(k, α)
Sample input, output pairs x,y ∼ Pi
Encode inputs hx ← Eθ(x)
Predict yˆ← Di,θ(hx)
Update θ ← Adam(∇θL(y, yˆ))
until t = T ;
results as quoted in literature. Epithelium segmentation PQ however was not available, we thus
obtained it by training a single task segmentation model. All segmentation decoders were based
on Pyramid Scene Parsing network (Zhao et al., 2017), and classification decoders were simply
a fully connected layer followed by softmax or sigmoid non-linearity. Each decoder processed
2048 dimensional features extracted using a trainable Resnet-50 encoder (He et al., 2016). Our
MTL optimisation approach is described formally in the Algorithm 1 above. In summary, at every
optimisation step we randomly pick task index, and use the corresponding task dataset to extract
data, process input using the encoder and decode it using task specific decoder, followed by the
evaluation of the loss function and gradient update using Adam (Kingma & Ba, 2014).
3 RESULTS & CONCLUSION
Our preliminary results of deep multi-task training with default hyper-parameters and no-tuning are
presented in Table 1 under column MTL. Results are encouraging, particularly given the variance
of the loss during training as presented in Figure A1. Loss variance has been attributed to the
direction of gradients and has been widely studied in lifelong learning and MTL (Lopez-Paz &
Ranzato, 2017; Du et al., 2018; Chaudhry et al., 2018; Yu et al., 2020). Our preliminary results in
Figure A3 and Figure A2 demonstrate small cosine distances. However, distribution of distances
between gradient vectors becomes narrowly focused around zero as the dimensionality grows. The
significance of small distances may increase with growing model size. In the future work we will
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further investigate MTL optimisation characteristics and match single task performance, as well as
test the generalisation of obtained features.
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A APPENDIX
Figure 1: Loss over the first 1000 iterations, due to high variance of the loss it has been smoothed
using rolling average with window of size 10.
0 200 400 600 800 1000
Iterations
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
Co
sin
e 
Di
st
an
ce
Figure 2: Cosine distance between encoder gradients for task sampled at iteration t and task at
iteration t− 1.
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Figure 3: Rolling mean cosine distance between task gradients of the encoder.
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