Multifractal time series analysis is a approach that shows the possible complexity of the system. Nowadays, one of the most popular and the best methods for determining multifractal characteristics is Multifractal Detrended Fluctuation Analysis (MFDFA). However, it has some drawback. One of its core elements is detrending of the series. In the classical MFDFA a trend is estimated by fitting a polynomial of degree m where m = const. We propose that the degree m of a polynomial was not constant (m = const) and its selection was ruled by an established criterion. Taking into account the above amendment, we examine the multifractal spectra both for artificial and real-world mono-and the multifractal time series. Unlike classical MFDFA method, obtained singularity spectra almost perfectly reflects the theoretical results and for real time series we observe a significant right side shift of the spectrum.
Introduction and motivation
Since people attempted to understand the surrounding reality a lot of laws and methods have been found trying to describe this reality in a quantitative form. The major challenge for the current methods is to comprehend the behaviors and then attempt to model future states of time series, because people just have to deal with them in everyday life. The most usual records of observable quantities in nature are in the form of time series and their fractal and multifractals (nontrivial convolution of many fractals) properties have been intimately investigated [1, 2] . There is a lot of evidence that this characteristic of empirical data coming from such diverse fields as physics of turbulence flows [3] , geophysics [4] , astrophysics [5] , physics of plasma [6] , physiology [7] , complex networks research [8] and econophysics [9] is a very important feature of so-called complex systems. It (1) seems to be that mono-(multi-) fractal effects (typical for complex systems) may come from the nonlinear correlations as well as abundantly accompanying them the non-Gaussian heavy tails of fluctuations or both equally [10] . There are many methods that can detect quantified the possible fractal nature of the data. For mono-and multi-fractal aspects, the most famous and recognized are: rescaled range (R/S) analysis [11, 12, 13] , detrended fluctuation analysis (DFA) [14, 15, 16] , multi fractal detrended fluctuation analysis (MFDFA) [10, 14, 17, 18, 19] , wavelet transform module maxima (WTMM) [20, 21, 22, 24, 25, 26, 19] , detrended moving average (DMA) [27, 28, 29, 30] and multifractal detrending moving average (MFDMA) [31] . Nowadays there is also a lot of activity in the area of the so-called fractal crosscorrelations: multifractal detrended cross-correlation analysis MFDXA [32] and multifractal cross-correlation analysis (MFCCA) [33, 34, 35] .
All the above mentioned methods of the type of ∽DFA combine one expression, namely: detrending fluctuation which for all types of ∽DFA procedures can be briefly outlined as follows. Consider time series fluctuations x(i) where i = 1, ..., N . First, for a given signal x(i) the profile
.., N is calculated ( ... denotes averaging over entire time series). Second, a signal profile is divided into M s = ⌊N/s⌋ disjoint segments ν of length s. For each box ν, the assumed trend is estimated by fitting a polynomial P m ν (where m = const is an order of polynomial). Next, the trend is subtracted from the data. In general, we can use a variety of values of m and the final result significantly depends on the value of m [36] . An example of detrending by different polynomials is shown in the Fig.1 .
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MFFDFA algorithm
As we mentioned above, Multifractal Flexibly Detrended Fluctuation Analysis (MFFDFA) has been developed on the basis the MFDFA algorithm [17] , wherefore a few steps are the analogous.
Step 1 : Consider a signal x(i) where i = 1, ..., N . For a given signal x(i) the cumulative sum
is calculated, where x denotes averaging over entire time series and N is the length of time series.
Step 2 : Then the profile Y is divided into M s k partly overlapping segments ν of length s with a step ⌊s/k⌋, where k = 1, 2, 3, .... As a result of this modification we get approximately k times more intervals ν of length s. Visualization of this idea is shown in the Fig.2 . It is visible, that for k = 1 we obtain standard MFDFA method i.e. segments ν's non-overlapping. The minimum (s min ) and maximum scales (s max ) depend on the length N of the time series under study. In practice, it is reasonable to take s min = 30 and s max = ⌊N/10⌋.
Step 3 : For each box, the trend is estimated by fitting all functions of a set Q = {f 1 , f 2 , ..., f n }. Next, for each segment only one detrended function f n is chosen of a set Q in accordance with a prescribed criterion, which is then subtracted from the signal profile. An example of detrending data using various detrending functions is shown in the figure Fig.3 .
Step 4 : For the so-detrended signal a local variance F 2 (ν, s) in each segment ν is calculated: rived for all possible segment lengths s:
In the case when q = 0, the logarithmic version of Eq. (3) can be used [17] :
Step 5 : If the analysed signal is fractal, then F q scales within some range of s according to a power law:
where h(q) denotes the generalized Hurst exponent. For a monofractal signal, h(q) is independent of q (h(q) = const) and equals the Hurst exponent h(q) = H. On the contrary, for a multifractal time series, h(q) is a decreasing function of q (h(q) = const) and the simple Hurst exponent is obtained for q = 2. The singularity spectrum is calculated by means of the following relation:
where α denotes the strength of a singularity spectrum and f (α) is the fractal dimension of a points set with particular α. Typically, for multifractal data, the shape of the singularity spectrum is similar to a wide inverted parabola. The left and right wing of the parabola refers to the positive and negative values of q, respectively. The maximum of the spectrum is located at α(q = 0). For a monofractal signal, the set representing f (α) reduces to a single point. The wealth of multifractality is evaluated by the width of its spectrum:
where α min and α max stand for the extreme values of α. The richer is dynamics, the larger is ∆α and the more developed is the multifractal.
For all tests, in this contribution, we choose arbitrarily a set of three fitting functions Q = {f 1 , f 2 , f 3 } = {ax 2 + bx + c, a sin(x 2 ) + bx + c, ax 3 + bx + c} where {a, b, c} are constant. The criterion of function selection was based on the so-called coefficient of determination R 2 . For each box ν, the function of set Q will be selected with the highest value of R.
Numerical tests of MFFDFA
In order to investigate of MFFDFA method we carry out tests both for synthetic and the real-world data.
Ordinary and fractional Brownian motion
There are many different methods to create fractal time series i.a.: based on Fourier transform filtering [37] , circulant embedding of the covariance matrix [38, 39] , midpoint displacement [40, 41] . In this contribution, we use the M athematica 9.0 to generate fractional Brownian motion (f Bm).
The long-term correlations of this Gaussian processes are completely characterized by the Hurst exponent H ∈ (0, 1). If H = 0.5, time series is linearly uncorrelated and is the simplest case of a monofractal time series represented by the ordinary Brownian motion. For 0.5 < H < 1, the data is persistent (positively correlated), which means that the signal more likely to follow the trend. If 0 < H < 0.5, f Bm is antipersistent (negatively correlated) and consequently the signal has a tendency to change the trend direction. In our test, we have investigated f Bm with different Hurst in- dices H = {0.3, 0.5, 0.9}. In any case, we consider, relatively short, series of length of 10,000 points. The results for each process are averaged over its 10 independent realizations in order to be statistically significant. In addition, we restrict q to < −10, 10 > with a step 0.2 throughout this analysis. In the figure 4 was shown the comparative analysis of the standard method MFDFA and modified MFDFA in accordance with the Step2. In both cases, the detrending polynomial of order m in the range < 1, 10 > was used. It is clearly visible that the result strongly depends on the polynomial order m -the higher the order of a polynomial, the results more deviates from the theoretical Hurst exponent H, both for standard as well as a modified version of the MFDFA method. However, a modified version of the MFDFA leads to a much closer result theory in particular for polynomials of order m ≤ 5. This is confirmed also by the analysis of the width of singularity spectrum ∆α (right panel of figure 4) , where the theoretical widths should be single points. In contrast to the standard method MFDFA the widths of spectrum are much closer to zero and results for ∆α are, on average, about 70 percent better for modified MFDFA method.
Last test for monofractal time series we performed for the MFFDFA method. 
Binomial Multifractal Cascade
A well known example in the literature of the multifractal process is a binomial multiplicative cascade [19] . This deterministic multifractal model can be defined by the following formula:
where x k is a time series of 2 nmax points (k = 1...2 nmax ), the parameter a ∈ (0.5, 1) is responsible for the fractal properties and n (k) denotes the number of 1's in the binary representation of the index k. The fractal properties of the model are quantified by the equations of the scaling exponent and the mutifractal spectrum:
To conduct the numerical analysis we create sets of time series of the same n max = 17. In this way, for a fixed value of a, we obtain a series 131072 points long. Unlike for the Brownian processes, due to the deterministic nature of the binomial cascades under study we create only one time series. We restrict q to < −10, 10 > with a step 0.2 throughout below analysis. In the figure Fig.5 was shown the comparative analysis of standard method MFDFA (black points) and modified MFDFA in accordance with the Step2 (red points). Here, assume that a = 0.65. For these tests we select a Another test what we do for synthetic multifractal time series is a comparative analysis of the standard MFDFA and MFFDFA method. Here, we take 3 different values of a = {0.55, 0.65, 0.8}. Based on the above results, to the classical MFDFA method, we will use the detrending polynomial of order 3 (MFDFA3). In the case of the MFFDFA method we use set Q of detrending functions and criterion of their selection described at the end of Section 2. The results shown in Fig.6 . The most distant result from a theoretical we observe for the standard MFDFA method (top left panel). The better result was obtained for a modified version of this method (top right panel). The result, which almost perfectly reflects the theory we have received in the case of the MFFDFA method (Fig.6, bottom) . In the present analysis, using the MFFDFA method, the functions from the set of Q = {ax 2 + bx + c, asin(x 2 ) + bx + c, ax 3 + bx + c} are selected on average 25%, 45%, 30%, respectively. What is important, the obtained result is a confirmation that the new MFFDFA method reflects (Fig.6 , bottom, the red graph). Furthermore, there is the asymmetric nature of the singularity spectra (see Fig.6 ). Discernible is primarily left-sided asymmetry. This kind of asymmetry results from distortions/depression of the large fluctuations. We think that this asymmetry is primarily due to imperfections detrending of time series. Obviously asymmetry is also caused by the statistical uncertainty of the MFDFA method. These types of effects are widely explained and modeled in [42] . Similar calculations (as in Fig.6 ) were also carried out using a polynomial of order 2. We found that the singularity spectra retained asymmetric nature and their width increased slightly (according to the results in Fig.5 ).
Real-world financial data
Nowadays, it is believed, that the financial markets are one of the most complex systems all over the world. The huge number of individual transactions taken together, define very complex behaviour of the financial markets and lead to such characteristics of the financial data like multifractality, long memory, nonlinear correlations, the leverage effect, fat tails of financial data fluctuations, known together as the financial stylized facts [2, 43, 44, 45, 46, 47, 48, 49, 50, 51] . These facts led us to choose this type of data in order to test the MFDFA and MFFDFA method. We consider one-minute logarithmic price returns r(i) = ln(p(i + 1)) − ln(p(i)), representing dynamics of a sample US stocks -Alcoa (AA), Walt Disney (DIS), Microsoft (MSFT) and Citigroup Inc. these companies were selected from different industrial sectors. As above, we focus on the widths of the singularity spectra ∆α and the Hurst exponent (H(m)) as a function of the number of the detrending polynomial of order m. Results for individual companies is shown in (Fig.8) . It is clearly evident that, as in the case of synthetic data, for small values of m, the parameter H is the highest and its value decreases with the increase of m. This effect is seen both for the standard MFDFA (the black symbols on Fig.8 ) and its modification (the red symbols). Moreover, for m ≥ 4, the value of H is much less than 0.5, which means that analyzed time series reveal high antipersitence. In this case, H calculated for m ≤ 3 is approximately equal to 0.5, indicating uncorrelated data. In Figure 8 (bottom panels), we present the estimated ∆α as a function of m. Regardless of the industry, for all listed companies in both the width of the singularity spectrum ∆α and the value of H are similar in nature.
Complementing the above considerations is the comparative analysis of the two methods (MFDFA and MFFDFA). For the standard MFDFA method (in particular MFDFA2) we used here the polynomial of order 2 (the most common in the literature). Using the MFFDFA method, the detrending functions from the set of Q are selected on average 21%, 40%, 39%, respectively. The results are shown in Fig.9 . It is clear that, that the width of all spectra for both methods are similar. Interestingly, it is noted the differences between the values of the Hurst exponent. Compared to the MFDFA method, for MFFDFA method, we observe a significant right side shift of the spectrum. This effect is most visible for Citigroup -the difference between the values of H exceeds 10%. This in turn proves that the new MFFDFA method 'see the signal' as much more persistent.
Summary
In the present contribution we generalize the classical MFDFA method and we propose a novel theoretical algorithm -Multifractal Flexibly Detrended Fluctuation Analysis (MFFDFA) -that constitutes an extension of all methods of ∽DFA type. We postulate that the degree m of detrending polynomial was not constant in all segments ν's (m = const). In addition, the detrending process can be made using any function. Moreover, we choose the detrended function f according to predetermined criteria. Obviously, the number and a type of functions f of set Q and the criterion for their selection is an open question. In this paper we test this method for synthetic data and real-world data. It turns out that the MFFDFA method (for synthetic data) leads to significantly better results. For financial data we observe a shift of the multifractal spectra f (α) to the right which leads to the conclusion that the real-world data is actually more persistent than for the classical MFDFA method.
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