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ORTHOGONALITY AND NUMERICAL RADIUS INEQUALITIES
OF OPERATOR MATRICES
ARPITA MAL, KALLOL PAUL AND JEET SEN
Abstract. We completely characterize Birkhoff-James orthogonality with re-
spect to numerical radius norm in the space of bounded linear operators on a
complex Hilbert space. As applications of the results obtained, we estimate
lower bounds of numerical radius for n× n operator matrices, which improve
on and generalize existing lower bounds. We also obtain a better lower bound
of numerical radius for an upper triangular operator matrix.
1. Introduction.
The usual notion of orthogonality on an inner product space has been general-
ized on a Banach space by several mathematicians in various ways because of its
importance in the study of geometry of Banach space. Birkhoff-James orthogonal-
ity [2, 9] is one of the most important notion of orthogonality among all others.
Numerical radius of a bounded linear operator on a complex Hilbert space has also
been studied extensively over the years. The purpose of this paper is to explore
the connection between Birkhoff-James orthogonality and numerical radius norm
of bounded linear operators on a complex Hilbert space. As an application of the
results obtained, we develop some bounds of the numerical radius for a bounded
linear operator, which improve on existing lower bounds of numerical radius. Be-
fore proceeding further, we announce the notations and terminologies to be used
throughout the paper.
Let H denote a Hilbert space over the field K, where K ∈ {R,C}. Let BH and
SH denote the unit ball and the unit sphere of H respectively, i.e., BH = {x ∈ H :
‖x‖ ≤ 1} and SH = {x ∈ H : ‖x‖ = 1}. Let B(H) and K(H) denote the space of
all bounded and compact linear operators on H respectively. For x, y ∈ H, x ⊗ y
denotes the rank one operator in B(H), defined by (x⊗y)(z) = 〈z, y〉x for all z ∈ H.
An operator T ∈ B(H) can be represented as T = H + iK, where H = 12 (T + T ∗),
the real part of T and K = 12i (T − T ∗), the imaginary part of T. For T ∈ B(H),
numerical radius w(T ), Crawford number c(T ) and minimum modulus m(T ) of T
are defined respectively as follows:
w(T ) = sup{|〈Tx, x〉| : ‖x‖ = 1},
c(T ) = inf{|〈Tx, x〉| : ‖x‖ = 1} and
m(T ) = inf{‖Tx‖ : ‖x‖ = 1}.
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Observe that if H is a complex Hilbert space, then the numerical radius w(.) defines
a norm on B(H) which is equivalent to the operator norm. In fact, for any T ∈ B(H),
1
2‖T ‖ ≤ w(T ) ≤ ‖T ‖. This inequality is sharp. If T 2 = 0, then w(T ) = 12‖T ‖ and if
T is self adjoint, then w(T ) = ‖T ‖. If H is a real Hilbert space, then the numerical
radius w(.) is not necessarily a norm on B(H), in fact, it is a pseudo-norm. For
T ∈ B(H), let us denote the set of all numerical radius attaining vectors by Mw(T )
and the set of all norm attaining vectors by MT , i.e.,
Mw(T ) = {x ∈ SH : |〈Tx, x〉| = w(T )} and MT = {x ∈ SH : ‖Tx‖ = ‖T ‖}.
In a Banach space X, Birkhoff-James orthogonality is defined in the following way.
For x, y ∈ X, x is said to be Birkhoff-James orthogonal to y, written as x ⊥B y, if
‖x+ λy‖ ≥ ‖x‖ for all λ ∈ K. Recently, many authors have studied orthogonality
on B(H) with respect to different norms [5, 6, 13, 14, 15]. Motivated by these, we
study “numerical radius orthogonality” on B(H).
Definition 1.1. For T,A ∈ B(H), we say that T is numerical radius orthogonal to
A, written as “T ⊥w A”, if w(T + λA) ≥ w(T ) for all λ ∈ C.
Although numerical radius of operators is not a norm on real Hilbert space, we
can define “numerical radius orthogonality” on B(H), where H is a real Hilbert
space, as follows:
Definition 1.2. For T,A ∈ B(H), we say that T is numerical radius orthogonal to
A, written as “T ⊥w A”, if w(T + λA) ≥ w(T ) for all λ ∈ R.
In section 2, we characterize numerical radius orthogonality for operators on
complex as well as real Hilbert spaces. In section 3, using the results obtained in
section 2, we estimate lower bounds of numerical radius for n×n operator matrices,
which improve on and generalize existing lower bounds. Finally, we give numerical
examples to show that the bounds obtained by us are better than the existing ones.
2. Numerical radius orthogonality
We begin this section with an easy proposition which follows from the definition
of numerical radius orthogonality of operators.
Proposition 2.1. Let T,A ∈ B(H). Then the following conditions are equivalent.
(i) T ⊥w A
(ii) T ∗ ⊥w A∗
(iii) αT ⊥w βA for all α, β ∈ K \ {0}.
In the next proposition, we obtain a connection between numerical radius orthog-
onality and Birkhoff-James orthogonality for self-adjoint and nilpotent operators
on a complex Hilbert space.
Proposition 2.2. Let H be a complex Hilbert space and T,A ∈ B(H). Then the
following conditions hold:
(i) If T = T ∗, then T ⊥w A⇒ T ⊥B A.
(ii) If T 2 = 0, then T ⊥B A⇒ T ⊥w A.
Proof. (i) If T = T ∗, then w(T ) = ‖T ‖. Now, T ⊥w A⇒ w(T +λA) ≥ w(T ) for all
λ ∈ C. Hence, ‖T +λA‖ ≥ w(T +λA) ≥ w(T ) = ‖T ‖ for all λ ∈ C. Thus, T ⊥B A.
(ii) If T 2 = 0, then w(T ) = 12‖T ‖. Let T ⊥B A. Then ‖T+λA‖ ≥ ‖T ‖ for all λ ∈ C.
Hence, w(T + λA) ≥ 12‖T +λA‖ ≥ 12‖T ‖ = w(T ) for all λ ∈ C. Thus, T ⊥w A. 
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Remark 2.1. In general, these two notions of orthogonality “T ⊥w A” and “T ⊥B
A” are not equivalent. As for example, if we consider T =
[
0 1
0 0
]
, A =
[
1 1
0 2
]
,
then T ⊥w A but T 6⊥B A. Again, if we consider T =
[
1 0
i 1
]
, A =
[
i
√
5+1
2
0 0
]
,
then T ⊥B A but T 6⊥w A.
In the following theorem, we prove the main result of this section, which char-
acterizes numerical radius orthogonality of bounded operators on complex Hilbert
space.
Theorem 2.3. Let H be a complex Hilbert space and T,A ∈ B(H). Then T ⊥w A
if and only if for each θ ∈ [0, 2pi), there exists a sequence {xθn} in SH such that the
following two conditions hold:
(i) limn→∞ |〈Txθn, xθn〉| = w(T ),
(ii) limn→∞Re{e−iθ〈Txθn, xθn〉〈Axθn, xθn〉} ≥ 0.
Proof. We first prove the sufficient part of the theorem. Let λ ∈ C. Then λ = |λ|eiθ
for some θ ∈ [0, 2pi). By hypothesis, there exists a sequence {xθn} in SH such that
(i) and (ii) hold. Therefore,
w(T + λA)2 ≥ lim
n→∞
|〈Txθn + λAxθn, xθn〉|2
= lim
n→∞
[|〈Txθn, xθn〉|2 + 2|λ|Re{e−iθ〈Txθn, xθn〉〈Axθn, xθn〉}+
|λ|2|〈Axθn, xθn〉|2]
≥ lim
n→∞
|〈Txθn, xθn〉|2
= w(T )2.
Thus, for every λ ∈ C, w(T + λA) ≥ w(T ). Hence, T ⊥w A.
Now, we prove the necessary part of the theorem. Let T ⊥w A. Then for every
λ ∈ C, w(T +λA) ≥ w(T ). Let θ ∈ [0, 2pi). Then w(T + eiθ
n
A) ≥ w(T ) > w(T )− 1
n2
for all n ∈ N. Therefore, for each n ∈ N, there exists xθn ∈ SH such that
|〈Txθn +
eiθ
n
Axθn, x
θ
n〉| > w(T )−
1
n2
.(1)
Hence, for all n ∈ N,
(w(T )− 1
n2
)2 < |〈Txθn +
eiθ
n
Axθn, x
θ
n〉|2
⇒ w(T )2 − 2
n2
w(T ) +
1
n4
< |〈Txθn, xθn〉|2 +
1
n2
|〈Axθn, xθn〉|2
+
2
n
Re{e−iθ〈Txθn, xθn〉〈Axθn, xθn〉}
⇒ n
2
[w(T )2 − |〈Txθn, xθn〉|2] <
1
n
w(T )− 1
2n3
+
1
2n
|〈Axθn, xθn〉|2
+Re{e−iθ〈Txθn, xθn〉〈Axθn, xθn〉}
⇒ 0 < 1
n
w(T )− 1
2n3
+
1
2n
‖A‖2
+Re{e−iθ〈Txθn, xθn〉〈Axθn, xθn〉}.
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Now, since {〈Txθn, xθn〉} and {〈Axθn, xθn〉} are bounded sequences of complex num-
bers, if necessary, passing through a subsequence and taking limit n → ∞ in the
last inequality, we get 0 ≤ limn→∞Re{e−iθ〈Txθn, xθn〉〈Axθn, xθn〉}. This proves (ii).
Now, we prove (i). Using (1), we get |〈Txθn, xθn〉| ≥ |〈Txθn+ e
iθ
n
Axθn, x
θ
n〉|− 1n |〈Axθn, xθn〉|
> w(T )− 1
n2
− 1
n
‖A‖. Once again, taking limit n→∞, we get limn→∞ |〈Txθn, xθn〉| ≥
w(T ). Clearly, w(T ) ≥ limn→∞ |〈Txθn, xθn〉|. Thus, (i) holds. This completes the
proof of the theorem. 
If we consider compact operators instead of bounded operators then we get the
following theorem.
Theorem 2.4. Let H be a complex Hilbert space and T,A ∈ K(H). Then T ⊥w A
if and only if for each θ ∈ [0, 2pi), there exists xθ ∈Mw(T ) such that
Re{e−iθ〈Txθ, xθ〉〈Axθ , xθ〉} ≥ 0.
Proof. By Theorem 2.3, T ⊥w A if and only if for each θ ∈ [0, 2pi), there exists a
sequence {xθn} in SH such that the following two conditions hold:
(i) limn→∞ |〈Txθn, xθn〉| = w(T ),
(ii) limn→∞Re{e−iθ〈Txθn, xθn〉〈Axθn, xθn〉} ≥ 0.
Since every Hilbert space is reflexive, BH is weakly compact. So without loss of gen-
erality, we may assume that for each θ ∈ [0, 2pi), there exists some xθ ∈ BH such that
{xθn} weakly converges to xθ. Now, T,A being compact, limn→∞ Txθn = Txθ and
limn→∞Axθn = Axθ. Thus, limn→∞〈Txθn, xθn〉 = 〈Txθ, xθ〉 and limn→∞〈Axθn, xθn〉 =
〈Axθ, xθ〉. Now, taking limit n → ∞ in (i) and (ii) we obtain, xθ ∈ Mw(T ) and
Re{e−iθ〈Txθ, xθ〉〈Axθ , xθ〉} ≥ 0. This completes the proof of the theorem. 
In the following two theorems, we state characterizations of numerical radius
orthogonality for bounded and compact operators on real Hilbert space, the proofs
of which follow from Theorem 2.3 and Theorem 2.4.
Theorem 2.5. Let H be a real Hilbert space and T,A ∈ B(H). Then T ⊥w A if
and only if there exist sequences {xn}, {yn} in SH such that the following conditions
hold:
(i) w(T ) = limn→∞ |〈Txn, xn〉| = limn→∞ |〈Tyn, yn〉|,
(ii) limn→∞〈Txn, xn〉〈Axn, xn〉 ≥ 0,
(iii) limn→∞〈Tyn, yn〉〈Ayn, yn〉 ≤ 0.
Similarly, numerical radius orthogonality for compact operators in real Hilbert
Hilbert space can be characterized in the following way.
Theorem 2.6. Let H be a real Hilbert space and T,A ∈ K(H). Then T ⊥w A if and
only if there exist x, y ∈Mw(T ) such that 〈Tx, x〉〈Ax, x〉 ≥ 0 and 〈Ty, y〉〈Ay, y〉 ≤ 0.
The property that “T ⊥w A if and only if there exists z ∈ Mw(T ) such that
〈Az, z〉 = 0” is itself a very interesting one. In the following two corollaries, we
obtain sufficient conditions for this to hold.
Corollary 2.6.1. Let H be a real Hilbert space, T,A ∈ K(H), w(T ) 6= 0 and
Mw(T ) = D ∪ (−D), where D is a connected subset of SH. Then T ⊥w A if and
only if there exists z ∈Mw(T ) such that 〈Az, z〉 = 0.
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Proof. The sufficient part is obvious. We only prove the necessary part. Let T ⊥w
A. Then by Theorem 2.6, there exist x, y ∈ Mw(T ) such that 〈Tx, x〉〈Ax, x〉 ≥ 0
and 〈Ty, y〉〈Ay, y〉 ≤ 0. Without loss of generality, we may assume that x, y ∈ D.
Since the function φ : D → R defined by φ(x) = 〈Tx, x〉〈Ax, x〉 is continuous and
D is connected, φ(D) is connected. Again, φ(x) ≥ 0 and φ(y) ≤ 0. Therefore,
there exists z ∈ D such that φ(z) = 0, i.e., 〈Tz, z〉〈Az, z〉 = 0⇒ 〈Az, z〉 = 0. This
completes the proof. 
Corollary 2.6.2. Let H be a real Hilbert space and T,A ∈ K(H), w(T ) 6= 0. Suppose
there exists λ 6= 0 such that w(T + λA) = w(T ). Then T ⊥w A if and only if there
exists z ∈Mw(T ) such that 〈Az, z〉 = 0.
Proof. The sufficient part is obvious. We only prove the necessary part. Let T ⊥w
A. Then by Theorem 2.6, there exist x, y ∈ Mw(T ) such that 〈Tx, x〉〈Ax, x〉 ≥ 0
and 〈Ty, y〉〈Ay, y〉 ≤ 0. Without loss of generality, assume that λ > 0. If possible,
suppose that 〈Tx, x〉〈Ax, x〉 > 0. Then w(T +λA)2 ≥ |〈Tx+λAx, x〉|2 = 〈Tx, x〉2+
2λ〈Tx, x〉〈Ax, x〉 + 〈Ax, x〉2 > 〈Tx, x〉2 = w(T )2, contradicting the hypothesis.
Thus, 〈Tx, x〉〈Ax, x〉 = 0⇒ 〈Ax, x〉 = 0. Similarly, if λ < 0, then 〈Ay, y〉 = 0. This
completes the proof. 
In the next corollary, we obtain a characterization of numerical radius orthogo-
nality for a special type of rank one operators.
Corollary 2.6.3. Let H be a real Hilbert space. Then for x, y ∈ SH, x⊗x ⊥w y⊗y
if and only if 〈x, y〉 = 0.
Proof. Let x ⊗ x ⊥w y ⊗ y. Clearly, Mw(x⊗x) = {±x}. Thus, by Corollary 2.6.1,
〈(y ⊗ y)x, x〉 = 0 ⇒ 〈x, y〉2 = 0 ⇒ 〈x, y〉 = 0. Conversely, let 〈x, y〉 = 0. Then
〈(y ⊗ y)x, x〉 = 0. Thus, by Corollary 2.6.1, x⊗ x ⊥w y ⊗ y. 
If T ∈ K(H), where H is a real Hilbert space, then w(T ) = 0 does not imply that
T = 0. In the following corollary, we characterize those T for which w(T ) = 0, in
terms of numerical radius orthogonality.
Corollary 2.6.4. Let H be a real Hilbert space and T ∈ K(H). Then w(T ) = 0 if
and only if for every x ∈ SH, x⊗ x ⊥w T.
Proof. The proof follows easily from Corollary 2.6.1 and the fact that Mw(x⊗x) =
{±x}, for each x ∈ SH. 
3. Application:Lower bounds of the numerical radius for operators
In this section, we apply the results obtained in Section 2 to find some lower
bounds of numerical radius for operators. In [10, Th. 3.7], the authors obtained a
lower bound of numerical radius for 2 × 2 operator matrix using certain pinching
inequalities [3, Page 107]. Here, we give an alternative proof of [10, Th. 3.7] without
using such inequality. We also obtain a lower bound of numerical radius for n× n
operator matrix. To do so, we need the following lemma.
Lemma 3.1. Suppose A,B,C,D ∈ B(H), where H is a complex Hilbert space.
Then
w
( [
A B
C D
] )
= w
( [
A iB
−iC D
])
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Proof. The proof easily follows from the fact that w(U∗TU) = w(T ) for any unitary
operator U and considering U =
[−iI O
O I
]
, T =
[
A B
C D
]
.

Theorem 3.1. Let H be a complex Hilbert space and let A,B,C,D ∈ B(H). Let
T =
[
A B
C D
]
.
Then w(T ) ≥ max{w(A), w(D), 12w(B + C), 12w(B − C)}.
Proof. Let {Xn} be a sequence in SH such that |〈AXn, Xn〉| → w(A). Then w(T ) ≥
|〈T (Xn, O), (Xn, O)〉| = |〈(AXn, CXn), (Xn, O)〉| = |〈AXn, Xn〉|. Thus, w(T ) ≥
limn→∞ |〈AXn, Xn〉| ⇒ w(T ) ≥ w(A). Similarly, w(T ) ≥ w(D). Now, we show
that w(T ) ≥ 12w(B + C). Consider
R =
[
A O
O D
]
, S =
[
O B
C O
]
.
Let {Xn} be a sequence in SH such that |〈B+C2 Xn, Xn〉| → w(B+C2 ), Z1n =
1√
2
(Xn, Xn) and Z2n =
1√
2
(−Xn, Xn). Then
〈SZ1n, Z1n〉 = 1
2
[
〈BXn, Xn〉+ 〈CXn, Xn〉
]
= 〈B + C
2
Xn, Xn〉.
Similarly, 〈SZ2n, Z2n〉 = −〈B+C2 Xn, Xn〉. Thus,
lim
n→∞
|〈SZ1n, Z1n〉| = lim
n→∞
|〈SZ2n, Z2n〉| = lim
n→∞
|〈B + C
2
Xn, Xn〉| = w(B + C
2
).
Clearly, 〈RZ1n, Z1n〉 = 〈RZ2n, Z2n〉 = 12 [〈AXn, Xn〉+〈DXn, Xn〉]. Since 〈SZ1n, Z1n〉
= −〈SZ2n, Z2n〉 and 〈RZ1n, Z1n〉 = 〈RZ2n, Z2n〉, so without loss of generality, we
may assume that for all n ∈ N, either
Re{〈RZ1n, Z1n〉〈SZ1n, Z1n〉} ≥ 0 or Re{〈RZ2n, Z2n〉〈SZ2n, Z2n〉} ≥ 0.
Without loss of generality, let Re{〈RZ1n, Z1n〉〈SZ1n, Z1n〉} ≥ 0. Then
w(T )2 = w(R + S)2 ≥ |〈RZ1n + SZ1n, Z1n〉|2
= |〈RZ1n, Z1n〉|2 + 2Re{〈RZ1n, Z1n〉〈SZ1n, Z1n〉}
+|〈SZ1n, Z1n〉|2
≥ |〈SZ1n, Z1n〉|2
⇒ w(T )2 ≥ lim
n→∞
|〈SZ1n, Z1n〉|2 = w(B + C
2
)2.
Thus,
w(T ) ≥ w(B + C
2
).(2)
Now, considering
T1 =
[
A iB
−iC D
]
and replacing B,C by iB,−iC respectively in inequality (2), we get, w(T1) ≥
w(iB−C2 ) = w(
B−C
2 ). Now, using Lemma 3.1, we get w(T ) = w(T1). Thus, w(T ) ≥
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max{w(A), w(D), 12w(B+C), 12w(B−C)}. This completes the proof of the theorem.

In the following theorem, we obtain a lower bound of the numerical radius for
an n× n operator matrix.
Theorem 3.2. Let H1, H2, . . . , Hn be complex Hilbert spaces and H = ⊕ni=1Hi. Let
A = (Aij), where Aij ∈ B(Hj , Hi) and B(Hj , Hi) denote the space of all bounded
linear operators from Hj to Hi. Then
w(A) ≥ max
{
w(Akk), w(Ti) : 1 ≤ k ≤ n, 1 ≤ i ≤ n
}
,
where Ti = (t
i
jk)n×n for each i = 1, 2, . . . , n and
tijk =
{
O if j = i or k = i
Ajk otherwise,
i.e.,
Ti =


A11 . . . A1(i−1) O A1(i+1) . . . A1n
...
... . . .
...
...
... . . .
A(i−1)1 . . . A(i−1)(i−1) O A(i−1)(i+1) . . . A(i−1)n
O . . . O O O . . . O
A(i+1)1 . . . A(i+1)(i−1) O A(i+1)(i+1) . . . A(i+1)n
... . . .
...
...
... . . .
...
An1 . . . An(i−1) O An(i+1) . . . Ann


Proof. Let 1 ≤ i, k ≤ n. Clearly, w(A) ≥ w(Akk), since if {Xkn} ⊂ SHk such
that limn→∞ |〈AkkXkn, Xkn〉| = w(Akk), then for Zn = (0, 0, . . . , Xkn, 0, . . . , 0) ∈
SH, limn→∞ |〈AZn, Zn〉| = limn→∞ |〈AkkXkn, Xkn〉| = w(Akk). Therefore, w(A) ≥
w(Akk). We only show that w(A) ≥ w(Ti), where Ti is defined as in the statement
of the theorem. Suppose Si = A − Ti. We first show that Ti ⊥w Si. Let X =
(X1, X2, . . . , Xn) ∈ SH. Then
|〈TiX,X〉| = |
n∑
j=1,j 6=i
n∑
k=1,k 6=i
〈AjkXk, Xj〉|.
Now, suppose {Xm} ⊂ SH be such that limm→∞ |〈TiXm, Xm〉| = w(Ti). We claim
that there exists a sequence {Zm} in SH such that w(Ti) = limm→∞ |〈TiZm, Zm〉|
and (Zm)i = 0 for each m ∈ N. Suppose that
∑n
k=1,k 6=i ‖(Xm)k‖2 < 1. Let α =
1√∑
n
k=1,k 6=i ‖(Xm)k‖2
and Zm = α(Xm1, . . . , Xm(i−1), 0, Xm(i+1), . . . , Xmn). Then Zm
∈ SH and α > 1. Clearly, |〈TiZm, Zm〉| = α2|
∑n
j=1,j 6=i
∑n
k=1,k 6=i〈AjkXmk, Xmj〉| >
|〈TiXm, Xm〉|. Thus,
w(Ti) ≥ lim
m→∞
|〈TiZm, Zm〉| ≥ lim
m→∞
|〈TiXm, Xm〉| = w(Ti).
This proves our claim. Now,
〈SiZm, Zm〉 = 〈(0, . . . , 0,
n∑
j=1,j 6=i
AijXmj
ith position
, 0, . . . , 0),
(Xm1, . . . , Xm(i−1), 0, Xm(i+1), . . . , Xmn)〉
= 0.
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Thus, for each θ ∈ [0, 2pi), Re{e−iθ〈TiZm, Zm〉〈SiZm, Zm〉} = 0. Hence, by Theo-
rem 2.3, Ti ⊥w Si. Therefore, w(A) = w(Ti+Si) ≥ w(Ti). This completes the proof
of the theorem. 
Now applying Theorem 3.2, we obtain another lower bound of numerical radius
for n× n operator matrix.
Theorem 3.3. Let H1, H2, . . . , Hn be complex Hilbert spaces and H = ⊕ni=1Hi. Let
A = (Aij), where Aij ∈ B(Hj , Hi). Then
w(A) ≥ max
{
w(Akk), w
( [
Aii Aij
Aji Ajj
])
: 1 ≤ k ≤ n, 1 ≤ i < j ≤ n
}
.
Proof. Observe that w(Ti) = w(Ri), where Ti is defined as in Theorem 3.2 and
Ri =


A11 . . . A1(i−1) A1(i+1) . . . A1n
... . . .
...
... . . .
...
A(i−1)1 . . . A(i−1)(i−1) A(i−1)(i+1) . . . A(i−1)n
A(i+1)1 . . . A(i+1)(i−1) A(i+1)(i+1) . . . A(i+1)n
... . . .
...
... . . .
...
An1 . . . An(i−1) An(i+1) . . . Ann


.
Applying Theorem 3.2, repeatedly on Ri for each 1 ≤ i ≤ n we get the required
inequality. 
In Theorem 3.3, if we assume that H1 = H2 = . . . = Hn, then we get the
following corollary.
Corollary 3.3.1. Let H be a complex Hilbert space and A = (Aij), where Aij ∈
B(H). Then
w(A) ≥ max
{
w(Akk),
1
2
w(Aij +Aji),
1
2
w(Aij −Aji) : 1 ≤ i, j, k ≤ n
}
.
Proof. We only have to show that for 1 ≤ i, j ≤ n,
w(A) ≥ max
{1
2
w(Aij +Aji),
1
2
w(Aij −Aji)
}
.
Without loss of generality, let us assume that i < j. Then from Theorem 3.3 and
Theorem 3.1, we have
w(A) ≥ w
( [
Aii Aij
Aji Ajj
] )
≥ max
{1
2
w(Aij +Aji),
1
2
w(Aij −Aji)
}
.
This completes the proof of the corollary. 
In the next theorem, we obtain a lower bound of numerical radius for upper
triangular n× n operator matrix.
Theorem 3.4. Let H1, H2, . . . , Hn be complex Hilbert spaces and H = ⊕ni=1Hi. Let
A =


A11 A12 A13 . . . A1n
O A22 A23 . . . A2n
...
. . .
. . .
. . .
...
...
. . .
. . . A(n−1)n
O . . . . . . O Ann


,
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i.e., A = (Aij)n×n ∈ B(H), where for 1 ≤ i, j ≤ n, Aij ∈ B(Hj , Hi) and Aij = O if
i > j. Then w(A) ≥ max{w(Akk), ‖Aij‖2 : i, j, k ∈ {1, 2, . . . , n}, i < j}.
Proof. Suppose i, j ∈ {1, 2, . . . , n}, i < j. From Theorem 3.3, we have
w(A) ≥ w
( [
Aii Aij
O Ajj
] )
.
We only have to show that
w
( [
Aii Aij
O Ajj
] )
≥ ‖Aij‖
2
.
Let
T =
[
O Aij
O O
]
, S =
[
Aii O
O Ajj
]
.
We claim that T ⊥w S. Clearly, w(T ) = ‖Aij‖2 . Let {Xmj} be a sequence in SHj
such that limm→∞ ‖AijXmj‖ = ‖Aij‖ and
Z1m =
1√
2‖Aij‖
(AijXmj, ‖Aij‖Xmj), Z2m = 1√
2‖Aij‖
(−AijXmj , ‖Aij‖Xmj).
Then limm→∞〈TZ1m, Z1m〉 = ‖Aij‖2 and limm→∞〈TZ2m, Z2m〉 =
−‖Aij‖
2 . Clearly,
〈SZ1m, Z1m〉 = 〈SZ2m, Z2m〉. So without loss of generality, we may assume that for
each θ ∈ [0, 2pi), either
Re{e−iθ〈TZ1m, Z1m〉〈SZ1m, Z1m〉} ≥ 0 or Re{e−iθ〈TZ2m, Z2m〉〈SZ2m, Z2m〉} ≥ 0.
Therefore, by Theorem 2.3, T ⊥w S. Hence, w(T + S) ≥ w(T ) = ‖Aij‖2 . This
completes the proof of the theorem. 
Remark 3.1. (i) Following [10, Th. 3.7], for A,B,C ∈ B(H) and
T =
[
A B
O D
]
,
it is easy to see that w(T ) ≥ max{w(A), w(D), 12w(B)}. But from Theorem 3.4,
we get w(T ) ≥ max{w(A), w(D), ‖B‖2 }, which is clearly greater than or equal to
max{w(A), w(D), 12w(B)}. Thus, in this special case, Theorem 3.4 improves on [10,
Th. 3.7].
(ii) In [7, Cor. 3.3], Gau and Wu proved that if A is an n×n block shift operator,
i.e., if
A =


O A1
O A2
O
. . .
. . .
. . .
O Ak−1
O


,
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where Aj is an nj × nj+1 complex matrix, then w(A) ≥ max{w(B), w(C)}, where
B and C are as follows.
B =


0 m(A1)
0 m(A2)
0
. . .
. . .
. . .
0 m(Ak−1)
0


and
C =


0 m(A∗1)
0 m(A∗2)
0
. . .
. . .
. . .
0 m(A∗k−1)
0


.
Clearly, if we choose all Aj
′s non-zero and m(Aj) = m(A∗j ) = 0, then Theorem 3.4
gives a better bound than [7, Cor. 3.3]. Even if we choose Aj
′s such that m(Aj)
and m(A∗j ) are non-zero, then also Theorem 3.4 may give better bound than [7,
Cor. 3.3]. For example, if we consider
A1 =
[
4 0
0 1
]
, A2 =
[
6 0
0 2
]
and A =

O A1 OO O A2
O O O

 ,
then clearly,
B = C =

0 1 00 0 2
0 0 0

 .
Now, using the inequality w(B)2 ≤ 12‖BB∗ + B∗B‖ [11, Th. 1], we get w(B) =
w(C) < 3 = max{ ‖A1‖2 , ‖A2‖2 }.
Using Theorem 3.2, we can obtain a lower bound of the numerical radius for
n× n scalar matrix.
Theorem 3.5. Let A = (aij)n×n ∈Mn×n(K). Then w(A) ≥ max{w(Ti) : 1 ≤ i ≤
n}, where Ti = (tijk)n×n for each i = 1, 2, . . . , n and
tijk =
{
0 if j = i or k = i
ajk otherwise.
i.e.,
Ti =


a11 . . . a1(i−1) 0 a1(i+1) . . . a1n
...
... . . .
...
...
... . . .
a(i−1)1 . . . a(i−1)(i−1) 0 a(i−1)(i+1) . . . a(i−1)n
0 . . . 0 0 0 . . . 0
a(i+1)1 . . . a(i+1)(i−1) 0 a(i+1)(i+1) . . . a(i+1)n
... . . .
...
...
... . . .
...
an1 . . . an(i−1) 0 an(i+1) . . . ann


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Remark 3.2. In [8], Gau and Wu proved that if T = (aij) is an n × n complex
matrix and B = (bij), where
bij =
{
aij if (i, j) ∈ {(1, 2), (2, 3), . . . , (n− 1, n), (n, 1)}
0 otherwise,
then w(T ) ≥ w(B). Observe that if T = (aij) be a non-zero n× n complex matrix
such that aij = 0 for all (i, j) ∈ {(1, 2), (2, 3), . . . , (n−1, n), (n, 1)}, then the matrix
B becomes zero matrix. Clearly, in this case Theorem 3.5 gives a better bound
than the one given in [8].
Finally we give a concrete example to show that the lower bounds obtained by
us are better than the existing lower bounds of numerical radius for a matrix. We
first list some existing lower bounds. Let T ∈Mn×n(C). Then
(1) [12, Remark 2.2 (iii)] w(T ) ≥ 1√
2
√
‖H‖2 + ‖K‖2.
(2) [1, Remark 5] w(T ) ≥ 12
√
‖|T |2 + |T ∗|2‖+ 2c(T 2).
(3) [4, Th. 3.3] w(T ) ≥
√
‖H‖2 + c2(K).
(4) [4, Th. 3.3] w(T ) ≥
√
‖K‖2 + c2(H).
(5) [10, Th. 4.1] w(T ) ≥ ‖T‖2 + |‖H‖−‖K‖|2 .
(6) [10, Th. 4.2] w(T ) ≥ ‖T‖2 +
|‖H‖− ‖T‖
2
|
4 +
|‖K‖−‖T‖
2
|
4 .
Example 3.5.1. Let
T =

2.6i 4i 00 2.5i 0
0 0 1 + i

 .
Then the lower bounds of numerical radius for T, estimated by different mathe-
maticians, mentioned in 1− 6, are presented in the following table.
1 Kittaneh, Moslehian and Yamazaki [12, Remark 2.2] 2.783
2 Abu-Omar and Kittaneh [1, Remark 5] 3.654 (approx)
3 Bhunia, Bag and Paul [4, Th. 3.3] 2.236
4 Bhunia, Bag and Paul [4, Th. 3.3] 3.391
5 Hirzallah, Kittaneh and Shebrawi [10, Th. 4.1] 3.316
6 Hirzallah, Kittaneh and Shebrawi [10, Th. 4.2] 2.968
But from Theorem 3.5, we get w(T ) ≥ 4.55, which is better than all the estimations
mentioned above.
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