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Two heat diffusion problems in the framework of the parabolic phase-ﬁeld model
are presented. The ﬁrst problem is related to a single isotropic ﬂuid and the other
describes the heat transmission between two different substances in contact. Some
known existence and uniqueness results are brieﬂy recalled. Then, an asymptotic
analysis of both situations is carried out as the kinetic equation collapses to a
temperature-phase relation of Stefan type, in the ﬁrst case in the whole material,
and in the second in only one of the substances. In both cases, a convergence result
for the solutions is proved. The second problem shows some more mathematical
difﬁculties that are due to the presence of nontrivial terms on the common bound-
ary. In order to control the latter, some tools are used from the -convergence
theory for convex functionals. © 2000 Academic Press
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1. INTRODUCTION
In this paper, we address the question of the convergence of the Caginalp
phase-ﬁeld model to the standard Stefan problem in its two-phase formu-
lation [13], and, in particular, we study two different physical situations
related to this problem.
First, we consider a phase-ﬁeld heat diffusion system inside a ﬁxed
domain  ⊂ N , where the energy transmission dynamics is ruled by
1 This work was partially supported by the Istituto di Analisi Numerica del CNR-Pavia
(Italy). We are indebted to Professors Pierluigi Colli, Gianni Gilardi, and Giuseppe Savare´ for
the fruitful discussions about the strategy of proof for the main theorem (Theorem 5.1); we
express here our gratitude to them.
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a double-well type potential for the phase variable [7]. The resulting
evolution equations are
∂tρθn + λχn − θn = f n (1.1)
µn∂tχ
n − νnχn + αnχn − cnχn = lθn (1.2)
The unknowns of the system are the temperature θn and the phase pro-
portion χn. The parameter ρ represents the thermal capacity per volume
unit, λ the latent heat, f n a heat source term, l an entropy parameter, and
µn νn cn are strictly positive constants related to the diffusivity properties
of the phase ﬁeld. Referring to [7] for more detailed physical comments on
the model, we just remark here that αnχn − cnχn stands for the deriva-
tive of the thermodynamical potential, with αnχn indicating the increasing
part and −cnχn the nonincreasing one.
The above system, coupled with the appropriate Cauchy and bound-
ary conditions, has been intensively studied by several authors relying on
various mathematical instruments and assuming different hypotheses on
data [7, 15]. Here, in particular, we take our former paper [24] as a start-
ing point, where a system similar to (1.1)–(1.2) is addressed in a variational
setting through a rather abstract approach. In the present note, our main
task is to perform a particular asymptotic investigation of (1.1)–(1.2) that
gives back the two-phase Stefan problem as a limit for n→∞.
A motivation for this analysis can be provided just by considering the
large number of papers devoted to the study of the complex interplay
between the various mathematical models for phase transitions. A com-
prehensive analysis which is particularly suitable for our case can be found,
e.g., in the work [8], where the authors make a general investigation of the
various distinguished limits (see the diagram in [8, Fig. 1, p. 421]) that can
be obtained by perturbations of the phase-ﬁeld system. To this end, they
use some formal asymptotic expansions and spectral analysis methods. In
particular, they show that the classical Stefan model can be reached by let-
ting the coefﬁcients µn νn tend to 0 with a somehow balanced decrease
rate and by suitably modifying the thermodynamical potential.
In this note, we prove a convergence result which seems to be in good
agreement with the general framework of [8], although our analytical set-
ting turns out to be rather different. Referring to the system (1.1)–(1.2), we
assume that also the coefﬁcient cn tends to 0 in a controlled way and that
the functions αn suitably tend to a maximal monotone graph α [5]. Differ-
ently from [8], we address both the original problem and the convergence
analysis in a variational setting; hence, we retrieve as a limit a weaker for-
mulation of the Stefan problem [13], where the conditions on the interface
are implicitly contained in the inclusion relation involving the possibly mul-
tivalued graph α (see Section 2 below). Our convergence result also pro-
vides an extension of [15, Theorem 5.1, p. 139] (where it was assumed that
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cn = 0 and αn = α for all n), and in this concern we also have to mention
the works [4, 10, 11, 26], accounting for different perturbation problems
regarding the phase-ﬁeld or related systems.
Following the lines of [24], in the second part of the paper we address
a further convergence problem. This problem, in addition to its thermody-
namical importance, also presents in our opinion a relevant mathematical
interest. We actually consider two different substances placed in adjoining
regions 1 and 2 and separated by a membrane  allowing the diffu-
sion of heat. We initially assume that both the materials obey the phase
ﬁeld model, but with respect to possibly very different physical parameters.
Moreover, as in [24], we suppose θ and χ satisfy transmission conditions
on . We note that this position can be justiﬁed under a thermodynam-
ical viewpoint, e.g., by effecting a balance of the internal and interfacial
energies.
Then, assuming that equations analogous to (1.1)–(1.2) hold on both
sides, we perturb the resulting system in a way that is similar to the previous
case, in the sense that some coefﬁcients corresponding to µn νn cn are still
assumed to vanish. However, the blowout occurs now only in the domain
2, while the corresponding parameters in 1 are kept ﬁxed. As before, we
also allow a variation of the function αn related to 2.
These choices give rise to some mathematical complications, indeed. Just
referring to the initial transmission problem, as far as we know, it has an
acceptably strong solution only under some appropriate compatibility [23]
or growth [24] conditions on the different monotone functions correspond-
ing to the αn of (1.2) and related to the two materials. Unfortunately, in
the signiﬁcant thermodynamical cases, those conditions are not fulﬁlled by
the limit graphs. Nevertheless, we are able to prove our convergence result
under very general assumptions on the limit α’s, which cover the physical
case and are much weaker than those assumed on the approximating αn’s.
This is possible essentially by virtue of the different type of behaviour that
the limit χ enjoys at the common boundary: in fact, now homogeneous
Neumann conditions hold instead of the transmission ones.
As for the technical aspects of the proof, we note that some deeper
instruments than in the single-substance case are exploited. Actually, fol-
lowing an idea of Visintin [26] and Damlamian et al. [15], we rewrite the
transmission problem in an equivalent form, where (1.2) is restated as
an abstract evolution equation governed by a new operator also account-
ing for the space diffusion of phase. Then, the convergence assumptions
on the data of the concrete problems are reinterpreted in the new set-
ting, and it has seemed to be natural to readjust the question in terms
of -convergence. Indeed, after recalling some important tools from the
variational convergence theory for monotone operators [1, 12], the asymp-
totic behaviour of the transmission problem is exhibited by showing a
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Mosco-convergence [21, 22] result for the new convex functionals ruling
the abstract formulation. This result is proved by effecting a careful bal-
ance of the opposite monotonicity properties of the components of the
quoted functionals and by exploiting some machinery from the interpola-
tion theory in Hilbert spaces [20]. This rather elaborate approach (which
we believe to be interesting by itself, anyway) has been chosen essen-
tially because the more standard compactness arguments seemed not to
work for this problem, at least under the most general hypotheses on the
limit α’s.
We ﬁnally point out that the limit formulation in the one domain case
consists of a standard Stefan problem; in particular, the existence, unique-
ness, and regularity properties of its solutions are well known [13, 14]. As a
limit of the transmission system, instead, we get an inhomogeneous heat dif-
fusion problem regarding two materials that obey different phase evolution
dynamics (a Caginalp phase-ﬁeld model on one side and a Stefan model
on the other one). It seems to us that this limit formulation has never been
studied; hence, our related existence result, although certainly obtainable
also by a direct approach, should be new independently of its asymptotic
derivation. In particular, our study of the limit statement is completed by
showing also the uniqueness of the solution.
Here is the plan of the paper: in Section 2, the two physical phase-ﬁeld
problems are stated together with their respective limit formulations under
precise mathematical hypotheses on data. Moreover, our convergence the-
orems are presented and brieﬂy discussed. The rest of the paper is devoted
to the proofs of such results. In Section 3 some useful a priori estimates,
partially adaptable to both cases, are obtained. In Section 4, after recall-
ing some convex analysis tools, the transmission problem is rewritten in
an equivalent form ruled by abstract convex functionals, whose properties
are investigated in a variational setting. In the last Section 5, after com-
pleting the proof of the convergence result for the ﬁrst problem, some
-convergence theorems related to the new formulation of the transmis-
sion problem are shown. This machinery is applied to conclude the proof
of the related asymptotic result. Finally, the uniqueness of the solution
of the limit problem is shown and a concrete physical application, further
motivating this analysis, is presented in some detail.
2. MATHEMATICAL PROBLEMS AND MAIN RESULTS
Let us be given a ﬁxed smooth, bounded, and connected domain  ⊂
N and an arbitrary but prescribed ﬁnal time T > 0. For the rest of the
paper, we set V 	= H1 and H 	= L2, in order that V ′ = H1′ and
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VH V ′ form a Hilbert triplet. We deﬁne also Q 	= ×0 T . We begin
by listing the hypotheses of the simpler one-domain problem:
One-Domain Case. First of all, let us suppose
ρ λµn νn cn l n0m assigned strictly positive constants, (2.1)
with µn νn cn depending on n ∈ . We also assume
f n ∈ L20 T H (2.2)
g ∈ L20 T H−1/2∂ (2.3)
αn ⊂  ×  maximal monotone graphs such that 0 ∈ αn0 (2.4)
We recall [5] that, under these hypotheses, it is possible to construct a
sequence of convex primitives of αn, i.e., a sequence jn 	  → 0+∞ of
convex, l.s.c. (lower semicontinuous) and proper (jn ≡ +∞) functions such
that αn = ∂jn and jn0 = min jn = 0; moreover, we call the domain of jn
the set Djn 	= x ∈  	 jnx = +∞.
As hypotheses on the initial data, we take
θn0 ∈ H χn0 ∈ V (2.5)
χn0x ∈ Djn for a.e. x ∈ ; (2.6)
moreover, we deﬁne
en0 	= ρθn0 + λχn0  (2.7)
We also suppose that there are two disjoint and relatively open subsets
T and N of ∂ such that
N = ∂\T and N−1T > 0 (2.8)
This subdivision accounts for the choice of mixed Neumann and third
type boundary conditions for the temperature, with the third type ones
holding on a set of positive N − 1-dimensional measure in order to guar-
antee some coercivity. However, such conditions become implicit in the
statement of the problem, due to its variational character; indeed, we put
on the space V the scalar product (equivalent to the standard one, owing
to the second hypothesis of (2.8) and to n0 > 0)
u v 	=
∫

∇u · ∇v dx+
∫
T
n0uv d
N−1 (2.9)
Moreover, we denote by · · the duality between V ′ and V and by  	
V → V ′ the Riesz operator associated to the above scalar product, that is,
u v =  v u 	= u v for u v ∈ V . Also, we indicate by · ·∗ the
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dual scalar product on V ′; we ﬁnally recall that the embedding H ⊂ V ′, for
h ∈ H and v ∈ V can be written as
h v = h v = h v∗ = −1h v (2.10)
Owing to this machinery, it is possible to introduce a generalized source
term Fn ∈ L20 T V ′ for the heat equation in the following natural way:
Fn v 	=
∫

f nv dx+ −1/2∂g v1/2∂ for v ∈ V . (2.11)
We are now ready to state our ﬁrst problem in its precise variational
formulation:
Problem Pn. We look for a triplet of sufﬁciently regular functions
θn χnwn:Q →  satisfying the following system of nonlinear evolution
equations:
∂tρθn + λχn + θn = Fn in V ′ for a.e. t ∈ 0 T , (2.12)
µn∂tχ
n − div νn∇χn +wn − cnχn = lθn
in  for a.e. t ∈ 0 T , (2.13)
wn ∈ αnχn in  for a.e. t ∈ 0 T , (2.14)
ρθn + λχn0 = en0 in , (2.15)
χn0 = χn0 in , (2.16)
∂nχ
n = 0 on ∂ for a.e. t ∈ 0 T  (2.17)
We recall an existence, uniqueness, and regularity theorem for the previ-
ous problem, which can be derived by standard approximation techniques
for parabolic systems with monotone nonlinearities (or easily deduced
from [24, Theorem 2.1]):
Theorem 2.1. For any ﬁxed n > 0, there exists a unique solution
θn χnwn of Problem (Pn) such that
θn ∈ L20 T V  ∩H10 T V ′⊂ C00 T H (2.18)
χn ∈ C00 T V  ∩H10 T H ∩ L20 T H2 (2.19)
wn ∈ L20 T H (2.20)
Various generalizations of the former result could be given under differ-
ent regularity hypotheses on the coefﬁcients (see again [24]); here we are
interested instead in the study of the singular limit of (Pn) for vanishing
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parameters µn νn cn and varying data f n αn e
n
0 χ
n
0 . Here are the precise
hypotheses we assume on them (C0 > 0 being a constant independent of n):
f n → f in L20 T H-strong, (2.21)
µn νn cn → 0 for n→∞ (2.22)
cn/µn → 0 for n→∞ (2.23)
α ⊂  ×  maximal monotone graph such that 0 ∈ α0, (2.24)
αn Lipschitz continuous for any n ∈ , (2.25)
lim inf
r→∞
jnr
r2 > m > 0 for every n ∈ , (2.26)
αn → α in the sense of G-convergence in  ×  (see Section 4) (2.27)
µ1/2n χ
n
0 → 0 and ν1/2n ∇χn0 → 0 in H-strong, (2.28)∫

jnχn0dx ≤ C0 for every n ∈ , (2.29)
en0 → e0 in H-strong, for some ﬁxed e0 ∈ H. (2.30)
In view of the asymptotic procedure we are going to perform, it is conve-
nient to introduce another unknown, that is, the enthalpy en 	= ρθn + λχn.
Indeed, this is a more natural variable for the limit statement below. Notice
that, for suitable choice of the graph α, it reduces to the weak formulation
of the Stefan problem; in particular, existence and uniqueness results for it
are well known [13, 14].
Problem (P). We look for a triplet of functions e θ χ, such that e =
ρθ+ λχ, satisfying the regularities
e ∈ H10 T V ′ ∩ L∞0 T H (2.31)
θ ∈ L20 T V  ∩ L∞0 T H (2.32)
χ ∈ L∞0 T H (2.33)
and such that the following equations hold for almost every t ∈ 0 T :
∂te+ θ = F in V ′, (2.34)
lθx ∈ αχx for a.e. x ∈ , (2.35)
where F is deﬁned as Fn (2.11), but with f in place of f n. Moreover, we
require the limit Cauchy condition
e0 = e0 (2.36)
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Theorem 2.2. There exists a unique solution e θ χ of Problem (P),
which is the limit of the solutions en θn χn of Problems (Pn) in the sense
en → e in H10 T V ′-weak and in L∞0 T H-weak∗, (2.37)
θn → θ in L20 T V -weak and in L∞0 T H-weak∗, (2.38)
χn → χ in L∞0 T H-weak∗. (2.39)
Moreover, the following additional convergences hold:
µ1/2n χ
n → 0 in H10 T H-weak, (2.40)
ν1/2n ∇χn → 0 in L∞0 T H-weak∗, (2.41)
wn → lθ in L20 T H-weak. (2.42)
We now come to the second, and more interesting, of the situations
studied in this paper; in the following, we try, when possible, to use the
same notations as in the one-domain case, in order to unify the subsequent
computations.
Transmission Case. We now assume the previously deﬁned set  to be
divided by a smooth interface  into two subdomains 1 and 2 of Lipschitz
regularity. We are going to introduce, at the step n, two problems analo-
gous to (Pn), each deﬁned in one of the i, and couple them through
suitable compatibility and transmission conditions on . We point out that
here and for the rest of the paper, the index i will be assumed to take
the values 1 2, referring to 1 and 2, respectively; moreover, for every
function u ∈ H = L2, we shall denote with ui its restriction to i; con-
versely, given two functions u1 ∈ L21 and u2 ∈ L22, the symbol u
will naturally indicate the L2-function coinciding with ui on i. Since
the blow-out of coefﬁcients occurs now only in the domain 2, we can
retain the hypotheses (2.2)–(2.3), (2.5), (2.8) on data and the constructions
(2.9) of the scalar product of V and (2.11) of the abstract source term;
instead, the other assumptions on coefﬁcients must be slightly modiﬁed. In
particular, instead of (2.4), we suppose that, for i = 1 2,
αni ⊂  ×  maximal monotone graphs such that 0 ∈ αni 0 (2.43)
furthermore, (2.6) is substituted by
χn0 ix ∈ Djni  for a.e. x ∈ i, (2.44)
jni being the convex primitive of α
n
i . Finally, in place of (2.1), we require
that
ρ1 λ1 µ1 ν1 c1 l1 n0 ρ2 λ2 µ2 n ν2 n c2 n l2mnm (2.45)
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are ﬁxed strictly positive constants, with µ2 n ν2 n c2 nmn possibly
depending on n ∈ ; we also denote with ρ λ l the piecewise constant
functions coinciding with ρi λi li, respectively, on i for i = 1 2; analo-
gously, µn νn χn are deﬁned as µ1 ν1 χ1 on 1 and as µ2 n ν2 n χ2 n
on 2.
These modiﬁcations to the one-domain hypotheses are enough to state:
Problem (TPn). We look for a triplet of suitably regular functions
θn χnwn 	 Q →  satisfying (2.12)–(2.13), (2.15)–(2.17) as well as the
constitutive relation
wni ∈ αni χni  in i for a.e. t ∈ 0 T  (2.46)
We also report a related existence and uniqueness result [24, Theorem 5.2]:
Theorem 2.3. Under the supplementary hypothesis
lim inf
r→∞
jni ∗r
r2 ≥ mn for i = 1 2 (2.47)
(jni ∗ denoting here the convex conjugate function of jni , see [16]), we have
that for all n ∈  there exists a unique solution θn χnwn of Problem (TPn),
such that
θn ∈ C00 T H ∩ L20 T V  (2.48)
ρθn ∈ C00 T H ∩H10 T V ′ (2.49)
χn ∈ C00 T V  ∩H10 T H (2.50)
wn ∈ L40 T H (2.51)
We point out that assumption (2.47) seems to be essential in order to
avoid the occurrence of strong compatibility conditions at the interface [23].
Anyway, it will be automatically veriﬁed under our convergence hypotheses,
which are
µ2 n ν2 n c2 n → 0 for n→∞ (2.52)
c2 n/µ2 n → 0 for n→∞ (2.53)
αi ⊂  ×  maximal monotone graphs such that 0 ∈ αi0, (2.54)
αn1 Lipschitz continuous for any n ∈ , (2.55)
αn2 Lipschitz continuous of Lipschitz constant Ln for any n ∈ , (2.56)
lim
n→∞Ln ν
1/4−δ/2
2n = 0 for some (assigned) δ ∈ 0 1/2, (2.57)
lim inf
r→∞
jn2 r
r2 ≥ m for every n ∈ , (2.58)
αni → αi in the sense of G-convergence in  ×  (2.59)
the sequence jni r is nondecreasing in n for every r ∈ , i = 1 2, (2.60)
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where, as before, ji are the convex primitives of αi. Moreover, we retain
assumptions (2.21) and (2.30), while, ﬁnally, (2.28)–(2.29) are modiﬁed in
the following natural way:
µ
1/2
2 nχ
n
0 2 → 0 and ν1/22 n∇χn0 2 → 0 in L22-strong, (2.61)
χn0 1→χ0 1 in H11-strong, for some (assigned) χ0 1 ∈H11, (2.62)∫
i
jni χn0 idx ≤ C0 for i = 1 2 and for every n ∈  (2.63)
Remark 2.1. We observe that, at the level n < +∞, two growth hypothe-
ses on the functionals jni are required: (2.47) (which in this framework is a
consequence of (2.55)–(2.56)) and (only regarding jn2 ) (2.58). They account
for a linear (or sublinear) growth of operator αn1 and a linear one of both
αn2 and αn2−1. The point is that (2.58) must hold with uniformity on n
(actually, this is a standard assumption for Stefan-like problems [13], and
it is essential in order to obtain a weak convergence for χn2); hypothe-
sis (2.47), instead, does not require any uniformity on n (maybe it could
also be avoided by making an ulterior approximation of Yosida type on
the graphs αn and possibly modifying (2.57); anyway this procedure would
bring further technical complications). Indeed, a condition like (2.47) is no
longer necessary at the limit step, due to the different form of the boundary
conditions on .
We are now able to write down our limit problem and the related con-
vergence theorem.
Problem (TP). We look for a triplet of functions e θ χ (with e =
ρθ+ λχ) enjoying the regularity relations (2.31)–(2.33) and also
χ1 ∈ C00 T H11 ∩H10 T L21 (2.64)
and such that Eq. (2.34) holds, together with the Cauchy condition (2.36),
and
l1θ1 ∈ µ1∂tχ1 − ν1χ1 + α1χ1 − c1χ1
for a.e. x t ∈ 1×0 T  (2.65)
l2θ2x ∈ α2χ2x for a.e. x t ∈ 2×0 T  (2.66)
χ10 = χ0 1 in 1, (2.67)
∂nχ1 = 0 on ∂1 for a.e. t ∈ 0 T  (2.68)
Theorem 2.4. There exists a unique solution e θ χ to Problem (TP).
Moreover, the convergences (2.37)–(2.39) hold, as well as
χn1 → χ1 in L∞0 T H11-weak∗ and
H10 T L21-weak, (2.69)
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µ
1/2
2 nχ
n
2 → 0 in H10 T L22-weak, (2.70)
ν
1/2
2 n∇χn2 → 0 in L∞0 T L22-weak∗. (2.71)
3. A PRIORI ESTIMATES
In this section, we present some a priori estimates for the solutions of
Problems (Pn) and (TPn); we try to carry on the computations in a form
adaptable to both cases, possibly remarking the differences, if any. The
elementary Young inequality
ab ≤ σa2 + 1
4σ
b2 for every a b ∈  and σ > 0 (3.1)
will be repeatedly exploited in the sequel.
First Estimate. Rewrite Eq. (2.12) in terms of en and θn; then, multiply
it by −1en which is in both cases a H10 T V -function thanks to (2.18)–
(2.19) and (2.49)–(2.50), respectively; integrating the result between 0 and
t ∈ 0 T , and integrating by parts the enthalpy term, owing also to (2.10)
and (2.15), we easily derive
1
2
ent2V ′ +
∫ t
0
∫

ρθn2 dxds
= 1
2
en02V ′ +
∫ t
0
〈
Fn−1en
〉
ds −
∫ t
0
∫

λχnθn dx ds (3.2)
The second step is to multiply the phase-ﬁeld equation (2.13) by χn
(which belongs in both cases to C00 T V  ∩H10 T H) and integrate
the result in 0 t. Integrating by parts in time the ﬁrst two terms, recalling
the Cauchy and Neumann conditions (2.16)–(2.17) and the properties (2.4)
and (2.43) (observe that it is also used that αn0 = αn10 = αn20 = 0),
we infer
1
2
∫

µnχnt2 dx+
∫ t
0
∫

νn∇χn2 dxds −
∫ t
0
∫

cnχn2 dxds
≤
∫ t
0
∫

lθnχn dx ds + 1
2
∫

µnχn0 2 dx (3.3)
Notice that in the above computations the “coefﬁcients” ρ l µ are con-
stant in the one-body problem and depend on x in the other case.
We now want to erase the two mixed-unknowns integral terms on the
right hand sides of (3.2) and (3.3). So, multiply (3.3) by λl−1 in the one-
body case and by λ2l
−1
2 in the transmission one (this erases only the 2-parts
of the integral terms; in 1 their sum can be split by means of (3.1) and
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controlled by the µ1 χn1t2L21-term on the left hand side; indeed, µ1
does not vanish with n); in both cases, sum the result to (3.2).
Now, owing to the the deﬁnition of  , it is possible to split the heat
source term by inequality (3.1); recalling also the regularity hypotheses on
the initial data (2.5), and the limit ones (2.30) and (2.28) (alternatively
(2.61)–(2.62)), we infer
ent2V ′ + θn2L20 tH +
∥∥µ1/2n χnt∥∥2H + ∥∥ν1/2n ∇χn∥∥2L20 tH
≤ C1
(
1+ ∥∥c1/2n χn∥∥2L20 tH + en2L20 tV ′
)
 (3.4)
where C1 is a positive constant independent of n. Recalling hypothe-
sis (2.23) ((2.53) for the transmission problem), an application of the
Gronwall lemma allows us to derive some a priori estimates (which will be
explicitly reported at the end of the section) from the previous calculation.
Second Estimate. Come back to the initial variables θn χn in (2.12);
multiply it by θn and integrate in 0 t. Note now that the regularity prop-
erties (2.48)–(2.49) of the solutions of (TPn) are precisely sufﬁcient to inte-
grate by parts in time the product ∂tρθnθn, so that we easily deduce
1
2
∫

ρθnt2 dx+ θn2L20 tV 
≤
∫ t
0
∫

Fn θnds + 1
2
∫

ρθn0 2 dx−
∫ t
0
∫

λ∂tχ
nθn dx ds (3.5)
Multiplying now (2.13) by ∂tχn and integrating in 0 t, we have∫ t
0
∫

µn∂tχn2 dxds +
1
2
∫

νn∇χnt2 dx+ Jnχnt
≤ 1
2
∫

νn∇χn0 2 dx+ Jnχn0 +
∫ t
0
∫

l∂tχ
nθn dx ds
+ 1
2
∫

cnχnt2 dx−
1
2
∫

cnχn0 2 dx (3.6)
where we have set, for any v ∈ H,
Jnv 	=
{ ∫

jnvxdx if jni v ∈ L1
+∞ otherwise
(3.7)
for the one-body problem and
Jnv 	=


2∑
i=1
∫
i
jni vixdx if jni vi ∈ L1i for i = 1 2
+∞ otherwise
(3.8)
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for the transmission one (in the sequel we shall also meet the functional J
whose deﬁnition is analogous to the above one, but with the substitution of
jn with j (convex primitive of α) or that of jn1  j
n
2 with j1 j2, depending on
the physical situation).
Now we can use as before the trick of multiplying (3.6) by λl−1 (for the
ﬁrst problem) or λ2l
−1
2 (for the second) and we sum the result to (3.5). So,
it is easy to see that hypotheses (2.23), (2.28)–(2.29) (for the ﬁrst problem)
or (2.53), (2.61)–(2.63) (for the transmission one) on the Cauchy data and
the a priori estimate corresponding to (3.4) permit us to control all the
terms on the right hand sides of (3.5) and (3.6) and to conclude.
Third Estimate. This is the key estimate, holding only for the ﬁrst
problem, which will allow us to pass to the limit in the nonlinear term
αnχn; this becomes possible as we multiply (2.13) by αnχn (which is
C00 T V  owing to the Lipschitz continuity of αn) and integrate in
0 t (unfortunately, this procedure is not possible in the transmission
case, unless we assume some compatibility conditions on the limit opera-
tors αi [23]; this is why we are forced to address the second problem with
more reﬁned tools, as we shall see in the next sections):
µnJ
nχnt + νn
∫ t
0
∫

αn′χn∇χn2 dxds + αnχn2L20 tH
≤ µnJnχn0 +
∫ t
0
∫

cnχn + lθnαnχndxds (3.9)
Now, the integral term on the left hand side is nonnegative, owing to the
monotonicity of αn, while the ﬁrst term on the right hand side is bounded
by (2.29) and the second one can be split using (3.1) and controlled by
means of the ﬁrst two estimates. So, we can ﬁnally deduce our
Conclusions. From (3.4) and (3.5)–(3.6), we immediately derive the fol-
lowing block of estimates, which are valid for both problems; in the follow-
ing, C2 is a positive constant depending only on data,
enL∞0 T V ′ ≤ C2 (3.10)
θnL20 T V ∩L∞0 T H ≤ C2 (3.11)
JnχnL∞0T  ≤ C2 (3.12)
In the one-domain case, we also have∥∥µ1/2n χn∥∥H10 T H ≤ C2 (3.13)∥∥ν1/2n ∇χn∥∥L∞0 T H ≤ C2 (3.14)
and, as a consequence of (3.9),
αnχnL20 T H ≤ C2 (3.15)
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In the transmission framework, the 1 and 2 components have to be
separately managed:
χn1L∞0 T H11∩H10 T L21 ≤ C2 (3.16)∥∥∥µ1/22 nχn2∥∥∥
H10 T L22
≤ C2 (3.17)∥∥∥ν1/22 n∇χn2∥∥∥
L∞0 T L22
≤ C2 (3.18)
Also, comparing Eq. (2.12) with hypothesis (2.21) and estimate (3.11),
we see that (3.10) can actually be improved to the bound
enH10 T V ′ ≤ C2 (3.19)
that will be essential for the ﬁnal convergence proofs.
4. -CONVERGENCE REFORMULATION OF (TPn)
In this section, we rewrite Problem (TPn) in a more abstract form, suit-
able to the limit procedure we are going to perform; with this purpose, we
ﬁrst recall some deﬁnitions and properties related with -convergence.
As a notation, given a topological space X τ, and functions 3n3 (for
n ∈ ) on X with values in  ∪ +∞, in the following we shall denote
as 3 = τ-limn→∞3n the limit of 3n in the sense of -convergence with
respect to the topology τ (for the deﬁnition, see for instance [12, Chap. 4]).
In particular, in the sequel X will always be a Banach space and 3 and 3n
will be convex, l.s.c., and proper real-extended valued functionals on X; so,
we shall write 3 = s-limn→∞3n (3 = w-limn→∞3n) to say that 3 is the
-limit of 3n in the strong (sequential weak, respectively) topology of X.
We are now ready to recall a
Deﬁnition 4.1 [1, p. 295]. We say that 3n M-converges to 3 (or con-
verges to 3 in the sense of Mosco) if and only if 3 = s-limn→∞3n = w-
limn→∞3n.
Remark 4.1. In the case of X = , the M-convergence obviously coin-
cides with the standard -convergence.
Proposition 4.1 [1, Proposition 3.19, p. 297]. The following conditions
(a), (b) are equivalent:
(a) 3n M-converges to 3;
(b) For all x ∈ X and for all xn → x in X-weak, it is
3x ≤ lim inf
n→∞ 3
nxn (4.1)
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moreover, for all x ∈ X, there exists xn → x in X-strong, such that
3x ≥ lim sup
n→∞
3nxn (4.2)
Deﬁnition 4.2 [1, p. 360]. Let n 	 X → 2X ′ be a sequence of maxi-
mal monotone operators on a reﬂexive Banach space X. We say that n
G-converges to another maximal monotone operator  	 X → 2X ′ (or con-
verges to  in the graph sense) if and only if, for every x y ∈ , there
exists a sequence xn yn ∈ n such that xn → x in X-strong and yn → y
in X ′-strong.
The following important result collects all the notions we have just
introduced:
Theorem 4.1 [1, Proposition 3.60 and Theorem 3.66]. Under the pre-
ceding hypotheses and notations, if n = ∂3n and  = ∂3, the following
conditions (a), (b), (c) are equivalent:
(a) 3n M-converges to 3.
(b) n G-converges to .
(c) n5x converges to 5x in X ′-strong for every x ∈ X and every
5 > 0. Here we have denoted by n5 (5) the Yosida-approximation [5] of 
n
(, respectively).
The next proposition is an easy extension for instance of [3, Proposition
1.1, p. 42; 1, Proposition 3.59]. We give the (elementary) proof for the sake
of convenience of the reader:
Proposition 4.2. Under the hypotheses of the previous theorem, given a
sequence xn yn ∈ n such that xn → x in X-weak, yn → y in X ′-weak,
and
lim sup
n→∞ X
′ yn xnX ≤ X ′ y xX (4.3)
we have that x y ∈ .
Proof. Let us be given an element ξη ∈ . By the deﬁnition of
G-convergence, there exists a sequence ξn ηn ⊂ X × X ′ such that
ξn ηn ∈ n for all n and ξn → ξ in X-strong, ηn → η in X ′-strong.
Now, hypothesis (4.3) entails
0 ≤ lim sup
n→∞ X
′ ηn − yn ξn − xnX ≤ X ′ η− y ξ − xX (4.4)
The arbitrariness of ξη in  and the maximality of  allow us to
conclude.
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Reformulation of (TPn). First of all, we have to introduce some new
functionals on H; so, let us set, for v ∈ H,
Gnv 	=


ν1
2
∫
1
∇v12 dx+
ν2 n
2
∫
2
∇v22 dx if v ∈ V
+∞ otherwise,
(4.5)
Gv 	=
{ ν1
2
∫
1
∇v12 dx if v1 ∈ H11
+∞ otherwise.
(4.6)
It is immediate to verify that Gn and G are convex, l.s.c., and proper with
respect to the L2-topology.
In the following we will be concerned with the restatement of Problems
(TPn) and (TP) in terms of the functionals Jn +Gn and J +G, respec-
tively. So, we observe that the domain of Jn + Gn is the whole space
H1; instead we have that v ∈ DJ + G if and only if v1 ∈ H11,
j1v1 ∈ L11, and j2v2 ∈ L12. Furthermore, also Jn + Gn and
J +G are convex, l.s.c., and proper functionals on H. Recalling now that
for any maximal monotone operator  	 X → 2X ′ , the domain of  is
deﬁned as
D 	= {x ∈ X 	 x =  } (4.7)
we can provide the following characterization of their subdifferentials:
Theorem 4.2. (a) ∂Jn+Gn coincides with the operator n 	 H → 2H
introduced as follows: we deﬁne
Dn 	= {v ∈ H1 	 div νn∇v ∈ H and ∂nv = 0 on ∂} (4.8)
moreover, for v ∈ Dn, w ∈ H, we set
w ∈ nv if and only if

w1 = −ν1v1 + αn1v1 in 1
w2 = −ν2 nv2 + αn2v2 in 2
ν1∂nv1 = ν2 n∂nv2 on 
∂nv = 0 on ∂.
(4.9)
(b) Analogously, we have that ∂J +G = , where
D 	= {v ∈ L2 	 v1 ∈ H11 v1 ∈ L21
∂nv1 = 0 on ∂1 and there exist ζi ∈ L2i
verifying ζi ∈ αivi a.e. in i for i = 1 2
}
(4.10)
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and, for v ∈ D, w ∈ H, we have put
w ∈ v if and only if

w1 ∈ −ν1v1 + α1v1 in 1
w2 ∈ α2v2 in 2
∂nv1 = 0 on ∂1.
(4.11)
Proof. First of all, it is easy to see that n (resp. ) is a monotone
operator contained (in the sense of inclusion of graphs) into ∂Jn +Gn
(resp. ∂J +G): to see this, for instance in the case of n (the other is
similar), just take vw ∈ n and verify the deﬁnition of subdifferential;
that is, show that, for any z ∈ DJn +Gn, it is∫

wz − vdx ≤ Jnz +Gnz − Jnv −Gnv (4.12)
The computations do not present difﬁculties; observe only that z ∈ DJn +
Gn entails z ∈ V , which allows the use of the Gauss–Green formula.
The second (and more interesting) step is the proof of the maximalities
of n and , which we perform separately in the two cases, beginning with
the less difﬁcult.
(b) Denoting with I the identity operator of H, we have to prove that
RI + = H; that is, for every h ∈ H, we look for a solution v ∈ D
of the system
h1 ∈ −ν1v1 + α1v1 + v1 in 1 (4.13)
∂nv1 = 0 on ∂1 (4.14)
h2 ∈ α2v2 + v2 in 2 (4.15)
Observing that Eqs. (4.13) and (4.15) of the system are actually de-coupled,
standard approximation techniques for elliptic problems with monotone
nonlinearities [6] easily permit us to conclude.
(a) As before, taken h ∈ H and n ∈ , we look for a solution of the
elliptic system:
h1 = −ν1v1 + αn1v1 + v1 in 1 (4.16)
h2 = −ν2 nv2 + αn2v2 + v2 in 2 (4.17)
ν1∂nv1 = ν2 n∂nv2 on  (4.18)
∂nv = 0 on ∂. (4.19)
In this case, the resolution of the system is not completely trivial; the dif-
ﬁculty is the possible occurrence of compatibility conditions on the opera-
tors αni due to the use of the Gauss–Green formula in the whole domain .
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Here we just sketch brieﬂy one way of operating; the complete procedure
is developed in detail (in the more complicated case of parabolic systems)
in our former paper [24].
First of all, denote as JnV the restriction to V of the functional J
n. Clearly,
JnV is a convex, l.s.c., and proper function too. In the framework of the
Hilbert triplet VH V ′, it is natural to see the subdifferential of JnV as a
maximal monotone operator from V to 2V
′
which we denote as ∂V V ′J
n
V .
Also, it is not difﬁcult to verify that every solution of system (4.16)–(4.19)
is also a solution of the following more general and compact formulation,
h = Dnv + q+ v in V ′ (4.20)
q ∈ ∂V V ′JnV v (4.21)
where Dn 	 V → V ′ is the operator
Dnu z 	=
∫

νn∇u · ∇z dx for u z ∈ V  (4.22)
Moreover, observe that (4.20) can be seen as an abstract equality in the
space V ′ and solved therein with standard techniques. The crucial point
is now to prove that the obtained solution—call it v—is also a solution
of (4.16)–(4.19). For this purpose, it is possible to show that the coerciv-
ity hypothesis (2.47) entails that the function q in (4.20)–(4.21) actually
belongs to H (proceed as in [24, Sect. 7], with the substitution of the expo-
nent 2 in place of 2∗); at this point, we can conclude by exploiting [24,
Theorem 6.1].
Let us now conjecture what still remains: consider Problem (TPn) and
set
γn 	= −µn∂tχn + cnχn + lθn (4.23)
Owing to part (a) of the previous theorem, relations (2.13), (2.46),
and (2.17) of (TPn) can be written in the equivalent abstract form (see
also Remark 5.1 below)
γn ∈ ∂Jn +Gnχn in H a.e. in 0 T  (4.24)
Analogously, thanks to Theorem 4.2 (b), setting in (TP)
γ 	=
{−µ1∂tχ1 + c1χ1 + l1θ1 in 1
l2θ2 in 2,
(4.25)
we see that (2.65)–(2.66) and (2.68) can be condensed as
γ ∈ ∂J +Gχ in H a.e. in 0 T  (4.26)
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Furthermore, we observe that estimates (3.16), (3.17), (3.11) and hypoth-
esis (2.53), imply, for suitable subsequences, that
γn → γ in L20 T H-weak. (4.27)
In the next section, we shall see that Proposition 4.2 can be applied to the
couple χn γn ∈ ∂Jn +Gn (indeed some purely technical complications
will arise, due to dependence on time of those functions); with this aim, it
will be necessary to check the convergence (2.39) (easy), the semicontinuity
property (4.3) (easy too), and the G-convergence ∂Jn +Gn → ∂J +G
(more difﬁcult).
5. CONCLUSION OF PROOFS AND FINAL REMARKS
Proof of Theorem 2.2. We ﬁrst observe that (2.38) and the ﬁrst of (2.37)
are easy consequences of estimates (3.11) and (3.19), while from (3.15) we
derive that
wn → w in L20 T H-weak, (5.1)
for some function w ∈ L20 T H. Moreover, (2.40) and (2.41) follow
from (3.13) and (3.14), respectively. We point out that, here and in the
following, all the convergences in exam hold a priori up to the choice of
subsequences; the uniqueness of solution for the limit formulation permits
us to extend their validity to the whole original sequences.
Now, recalling assumption (2.26), we can choose an R > 0 such that
jnr
r2 >
m
2
for every r > R and n ∈ . (5.2)
At this point, owing also to (3.12), we have, for a.e. t ∈ 0 T  and every
n ∈ ,
χnt2H =
∫
χnt≤R
χnt2 dx+
∫
χnt>R
χnt2 dx
≤R2 + 2
m
C2 (5.3)
whence we easily derive (2.39) and, recalling (2.38), also the second
of (2.37).
At this point, regularities (2.31)–(2.33) are obtained; moreover the
quoted convergences and hypothesis (2.21) permit us to pass to the limit
in (2.12) and get (2.34); also, from (2.37), (2.15), and (2.30), the Cauchy
condition (2.36) follows.
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Proceeding now by comparison in Eq. (2.13), we easily get
div νn∇χn → 0 in L20 T H-weak (5.4)
so that, passing to the limit in (2.13) and recalling (5.1), we derive that
w = lθ (inH), whence also (2.42) follows; so, it only remains to show (2.35).
At this point, it is convenient to restate our convergence problem in the
space L20 T H; with this purpose, we give a general deﬁnition: given
a convex, l.s.c., and proper real-extended functional 3 on a, say, Hilbert
space X, we introduce its extension to L20 T X, as follows (v is taken
in L20 T X),
3T v 	=


∫ T
0
3vtds if 3v ∈ L10 T 
+∞ otherwise.
(5.5)
In the sequel, when we speak of the functionals JnT , JT (and others), we
shall always refer to the above deﬁnition (in general with X = H).
Remark 5.1. We emphasize here a property of such a time-extended
functional 3T (see, e.g., [5, Proposition 2.16, pp. 47–48]). Given a couple
u v of L20 T X functions, the following conditions are equivalent:
(a) ut ∈ ∂3vt in X, for almost every t ∈ 0 T ;
(b) u ∈ ∂3T v in L20 T X.
This permits us for instance to reinterpret conditon (2.14) in the form wn ∈
∂JnT χn. Note that we actually have two consecutive extensions: the ﬁrst,
in space, from jn to Jn, the second from Jn to JnT . In both cases, the quoted
result of [5] can be applied.
The following result is common to both our physical situations (the proofs
anyway will be different):
Lemma 5.1. JnT → JT in the sense of Mosco.
Proof. In the transmission framework it is immediate once observed
that, owing to (2.60), the family of functionals JnT is nondecreasing; there-
fore, [1, Theorem 3.20(i), p. 298] can be applied.
In the one-domain case, instead, we did not suppose any monotonicity
(in n) property for jn; so, we have to work a little bit more.
Owing to Theorem 4.1 ((c)⇒ (a)), it is enough to prove that, for
every 5 > 0 and for every v ∈ L20 T H, we have that ∂JnT 5v →
∂JT 5v strongly in L20 T H. First, notice that assumption (2.27), and
Theorem 4.1 ((b)⇒ (c)), entail that, for every r ∈ , it is
αn5r → α5r (5.6)
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so that, using the characterization of Yosida regularizations of L20 T H-
extended operators given again by [5, Proposition 2.16, pp. 47–48] and
owing also to the 1/5-Lipschitz continuity of αn5 and α5, we can apply
the dominated convergence theorem to the expression
∂JnT 5v − ∂JT 5v2L20 T H
=
∫ T
0
∫

αn5vx t − α5vx t2 dxdt (5.7)
so concluding the proof of the lemma.
Now, owing to (2.39), (2.42), and (2.27), recalling also Proposition 4.2,
what remains to do is to verify (4.3) with X = X ′ = L20 T H, y = w,
yn = wn, x = χ, xn = χn, n = ∂JnT , and  = ∂JT . So, ﬁrst of all, observe
that (2.37) and [25, Corollary 4, Section 8] entail the following convergence,
which is the only strong one available for the solutions of (Pn) (the exponent
−1/4 is not optimal, of course):
en → e in L20 T H−1/4-strong. (5.8)
At this point, we are ready to verify (4.3); using Eq. (2.13), we deduce∫ T
0
wnt χntdt
= −1
2
∥∥µ1/2n χnt∥∥2H + 12
∥∥µ1/2n χn0∥∥2H
− ∥∥ν1/2n ∇χn∥∥2L20 T H + ∥∥c1/2n χn∥∥2L20 T H
+
∫ T
0
∫

lθn
(
χn + ρ
λ
θn
)
dxds −
∫ T
0
∫

lρ
λ
θn2 dxds (5.9)
Passing to the supremum limit, we notice that the ﬁrst and the third terms
on the right hand side are negative, while the second and the fourth ones
tend to vanish by virtue of (2.28) and (2.22), (2.39), respectively. Finally,
relation (5.8), the ﬁrst of (2.38), and the semicontinuity properties of weak
convergence permit us to manage also the two last terms on the right hand
side of (5.9), so that
lim sup
n→∞
∫ T
0
wnt χntdt ≤
∫ T
0
∫

lθ
e
λ
dxds −
∫ T
0
∫

lρ
λ
θ2 dxds
=
∫ T
0
lθ χds (5.10)
as desired. Since the uniqueness of the solution to Problem (P) is classical,
the proof of Theorem 2.2 is now complete.
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Proof of Theorem 2.4. We begin by two preliminary lemmas, the ﬁrst
one accounting for the limit behaviour of a singular perturbation problem
with mixed boundary conditions (see also [9, Appendix]), the second show-
ing the M-convergence of the functionals Gn to G.
We point out that this second result could be avoided by suitably modify-
ing the subsequent proof of Theorem 5.1; anyway, this approach, although
probably longer, permits us to emphasize better the difﬁculties which our
problem inherits from the lack of linearity properties that is characteristic
of -convergence.
In the sequel, we shall denote by W0 	= H10 2 the space of H12-
functions vanishing on  in the sense of traces. We also recall that, for any
ζ ∈ H1/2, there exists a function ψ = ζ ∈ H12 extending ζ to 2;
that is, ψ = ζ in the sense of traces and ψH12 ≤ C3 ζH1/2 for
some C3 > 0 (independent of ζ). Since the extension operator  is a priori
nonunique, we choose here ψ precisely as the solution of the problem

−ψ = 0 in 2
ψ = ζ on 
∂nψ = 0 on ∂2\.
(5.11)
Moreover, in order to state the next lemma, we have to introduce a new
Hilbert triplet, that is, W0 L22W ′0 , where we choose for W0 the scalar
product given by
ω1ω2W0 	=
∫
2
∇ω1 · ∇ω2 dx for ω1ω2 ∈ W0, (5.12)
while we put on L22 the standard one, denoted as usual by · ·.
We also indicate by  the inverse Riesz operator from W ′0 to W0; in
particular, the dual scalar product on W ′0 can be deﬁned as(φ z)
W ′0
	= W ′0 φzW0 for all φ z ∈ W ′0
=
∫
2
φz dx if, in addition, φ ∈ L22. (5.13)
Finally, we remark that, given φ ∈ L22 and ω ∈ W0 such that ω ∈
L22 and ∂nω = 0 on ∂2\ (this homogeneous Neumann condition is
essential), we can write
−ωφ =
∫
2
−ωφdx =
∫
2
∇ω · ∇φdx
= ωφW0 = W ′0 φωW0 =
∫
2
ωφdx (5.14)
All this machinery permits us to state our ﬁrst preliminary lemma,
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Lemma 5.2. Given ζ ∈ L20 T H1/2 and u2 ∈ L20 T L22,
consider the following singular perturbation problem:

u2 n − ν2 nu2 n = u2 in 2×0 T 
u2 n = ζ on ×0 T 
∂nu2 n = 0 on ∂2\×0 T .
(5.15)
Then, u2 n ∈ L20 T H12 for all n ∈  and, as n → ∞, the following
relations hold:
u2 n → u2 in L20 T L22-strong, (5.16)
ν
1/2
2 n∇u2 n → 0 in L20 T L22-strong (5.17)
ν
−1/2
2 n
∥∥u2 n − u2∥∥L20 T W ′0  is bounded, (5.18)
ν
−5/2
2 n
∥∥u2 n − u2∥∥L20 T H−52 is bounded for every 5 ∈ 0 1/2. (5.19)
Proof. For the sake of simplicity, we drop the dependence on t and we
prove the lemma in the stationary case, only minor adjustments (i.e., inte-
gration in time of the various terms) being required for the time dependent
setting.
It is well known that problem (5.15) can be rewritten as a variational
equality in the afﬁne manifold Wζ 	= W0 +ζ,

u2 n ∈ Wζ and∫
2
(u2 n − u2v −ζ
+ ν2 n∇u2 n · ∇v −ζ
)
dx = 0 for all v∈Wζ .
(5.20)
Choosing now v = u2 n in the preceding formula, by standard techniques,
we infer
1
2
∥∥u2 n∥∥2L22 + ν2 n2
∥∥∇u2 n∥∥2L22
≤ 1
2
u22L22 +
ν2 n
2
∇ζ2L22 + u2 n − u2ζ (5.21)
whence, as a ﬁrst step, we easily derive by boundedness the conver-
gences (5.16)–(5.17) in the weak topologies; at this point, we notice that
the last two terms on the right hand side of (5.21) tend to 0; consequently,
we have
lim sup
n→∞
[∥∥u2 n∥∥2L22 + ν2 n ∥∥∇u2 n∥∥2L22
]
≤ u22L22 (5.22)
and, owing for instance to [3, Proposition 1.4, p. 14], relations (5.16)–(5.17)
follow now in the strong topology.
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In order to obtain (5.18), we multiply the ﬁrst equation of (5.15) by
u2 n − u2, so that, invoking (5.11) and (5.13)–(5.14), we infer∥∥u2 n − u2∥∥2W ′0 = ν2 n
∫
2
u2 n −ζu2 n − u2dx
= −ν2 n
∫
2
u2 n −ζ u2 n − u2dx
≤ ν2 n
∥∥u2 n −ζ∥∥L22 ∥∥u2 n − u2∥∥L22 ≤ ν2 nC4 (5.23)
where C4 > 0 is a constant depending only on estimate (5.16).
To conclude, notice that (5.18) entails in particular the boundedness
of ν−1/22 n
∥∥u2 n − u2∥∥L20 T H−12. Hence, recalling (5.16) and using some
standard interpolation results in Hilbert spaces (see, e.g., [20, Proposi-
tion 1.2.3, p. 19, and Theorem 1.12.2, pp. 71–72]), it is not difﬁcult to
deduce (5.19).
We now consider the limit behaviour of functionals GnT for n → ∞,
neglecting, as before, the dependence on time.
Lemma 5.3. GnT → GT in the sense of Mosco.
Proof. It is given for Gn. Observing that the sequence Gn is nonincreas-
ing, owing to [1, Theorem 3.20 (ii), p. 298], we can say thatGn → sc− infGn
in the sense of Mosco, where with sc− infGn we mean the lower semicon-
tinous regularization [12, Chap. 3] of the functional  	= infGn.
Also, it is immediate to verify that v for v ∈ H is given by (compare
with (4.6))
v 	=
{ ν1
2
∫
1
∇v12 dx if v ∈ V = H1
+∞ otherwise.
(5.24)
So, what remains to prove is that G = sc−  . For this purpose, we use
the sequential characterization of relaxed functionals [12, Proposition 3.6,
p. 29], by requiring
Gv ≤ lim inf
n→∞ vn for every vn → v in H-strong; (5.25)
for every u ∈ DG, there exists un ⊂ D such that
un → u in H-strong and Gu = limn→∞ un (5.26)
Now, (5.25) can be easily checked by lower semicontinuity of norms with
respect to the weak convergence.
In order to prove (5.26), setting ζ 	= u1 (in sense of traces), it is possi-
ble to take as un the original u1 in 1 and the function u2 n given by (5.15)
in 2. As for the extension to the time-dependent case, we remark that
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here ζ ∈ L20 T H1/2, as it can be veriﬁed by recalling Remark 5.1, so
that Lemma 5.2 can be actually applied. The strong convergence un → u in
L2 is now given by (5.16), while we even have Gu = un for every
n ∈ , as desired.
We point out that, at this level, other approximating procedures could
be used for the construction of un. We chose this one since it works also
for the global functional JnT +GnT , as we shall see in a while. The next
theorem, which is the main result of this section, shows indeed that the
opposite monotonicity properties of the functionals Gn (decreasing) and Jn
(increasing) can be balanced. In its proof, we shall use the following trace
theorem (see, e.g., [19, Lemma 1.5.3.9, pp. 59–60]—our version is slightly
more general, but the proof is the same):
Lemma 5.4. Let u ∈ H12 such that u ∈ L22 and ∂nu = 0 (in the
sense of traces) on ∂2\; then, we have
∂nuH−1/2 ≤ cuH12 + uH−1/22 (5.27)
Theorem 5.1. JnT +GnT  → JT +GT  in the sense of Mosco.
Proof. Thanks to Lemmas 5.1 and 5.3 and to [12, Proposition 6.17,
p. 60], we have that JT +GT  ≤ w-lim infn→∞JnT +GnT  (and we point
out again that this could be proved directly without passing through the
M-convergences of GnT and J
n
T ); so, it remains to show condition (4.2)
of Proposition 4.1, i.e., that, for every u ∈ DJT + GT , we can ﬁnd a
sequence un ⊂ L20 T H, with un ∈ DJnT + GnT  for every n ∈ ,
such that un → u strongly in L20 T H and lim infn→∞JT +GT u−
JnT +GnT un ≥ 0.
Coming back again to the stationary case, we now choose un exactly as
in the last lemma; that is, un 	= u1 in 1 and un 	= u2 n in 2, with u2 n
given by (5.15) with ζ 	= u1. So, we have
J +Gu − Jn +Gnun
=
∫
1
j1u1dx−
∫
1
j1 nu1dx−
ν2 n
2
∫
2
∇u2 n2 dx
+
∫
2
j2u2dx−
∫
2
j2 nu2 ndx (5.28)
Now, thanks to (2.60) (with i = 1), we immediately see that∫
1
j1u1dx−
∫
1
j1 nu1dx ≥ 0 (5.29)
moreover, we infer from (5.17) that
ν2 n
2
∫
2
∇u2 n2 dx→ 0 (5.30)
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Finally, owing again to relation (2.60) (with i = 2) and recalling (5.15) and
the deﬁnition of subdifferential, we deduce that∫
2
j2u2dx−
∫
2
j2 nu2 ndx
≥
∫
2
j2 nu2dx−
∫
2
j2 nu2 ndx
≥
∫
2
α2 nu2 nu2 − u2 ndx
= −
∫
2
α2 nu2 nν2 nu2 ndx = ν2 n
∫
2
α′2 nu2 n∇u2 n2 dx
− −1/2 ν2 n∂nu2 n α2 nζ1/2  (5.31)
Let us give a remark about the last passage, where we have exploited a
generalized version of the Gauss–Green formula [18, Corollary 2.6, p. 28].
We emphasize that, since  is a proper portion of the boundary ∂2,
the regularity ∂nu2 n ∈ H−1/2 is a consequence of the homogeneous
Neumann condition on ∂2\ stated in (5.15) (see, e.g., [17, Proposition
3.3, p. 963]). We recall that for a general function ϕ ∈ H−1/2∂2, we can
only say that ϕ ∈ H1/200 ′ (which is a proper extension ofH−1/2) and
this would not have been sufﬁcient in order that the last duality in (5.31)
make sense.
Now, the ﬁrst term on the right hand side of the preceding expres-
sion is nonnegative thanks to the monotonicity of α2 n; moreover,
owing to (2.56), (5.15), (5.19), and to Lemma 5.4, for some constants
C5 C6 C7 > 0 and for δ as in (2.57), we have
−−1/2 ν2 n∂nu2 n α2 nζ1/2 
≥ − ∥∥α2 nζ∥∥1/2  ∥∥ν2 n∂nu2 n∥∥−1/2 
≥ −C5
∥∥α2 nu1∥∥H11 (∥∥ν2 nu2 n∥∥H12 + ∥∥ν2 nu2 n∥∥H−1/22)
≥ −C6Ln u1H11
(∥∥ν2 nu2 n∥∥H12 + ∥∥u2 n − u2∥∥H−1/2+δ2)
≥ −C6Lnν1/4−δ/22 n u1H11
(∥∥∥ν3/4+δ/22 n u2 n∥∥∥
H12
+ C7
)
(5.32)
(actually, C7 is the constant bounding (5.19) for the chosen exponent 5 =
1/2 − δ).
Now, since u1 ∈ H11 is ﬁxed, recalling (5.16)–(5.17) and exploit-
ing (2.57), we easily see that the preceding expression tends to 0; collect-
ing the information of (5.29)–(5.32), the proof of Theorem 5.1 is readily
completed.
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Proof of Existence. First of all, it is possible to reason as in (5.3) in
order to deduce (2.33). Naturally, in this case, hypothesis (2.58) has to
be exploited for the 2-components; the boundedness on 1, instead, is
guaranteed by (3.16), whence also the convergence (2.69) and the related
regularity (2.64) (with L∞ in place of C0, anyway) follow. Now, (2.32) is a
consequence of (3.11), and, coupled with (3.19) and (2.33), entails (2.31).
All this procedure also guarantees (2.37)–(2.39). Furthermore, (2.70)–
(2.71) are immediate consequences of (3.17)–(3.18). This allows us also
to derive (2.36) and (2.67) from (2.15), (2.16), (2.30), and (2.62). Finally,
Eq. (2.34) is obtained from (2.12) as in the one-domain case.
As we already pointed out at the end of the last section, the rest of the
statement is proved if we are able to apply Proposition 4.2 to operators
∂JnT +GnT  and ∂JT +GT . Recalling the notations (4.23) and (4.25), we
see that the evaluation of the scalar product (in L20 T H) γn χn is
analogous (and even simpler since here we have no space diffusion terms)
to the corresponding procedure (5.9)–(5.10) we used for the one-domain
problem (naturally, here it is necessary to separate the contributions of
1 and 2 and use for the ﬁrst ones the strong convergence χ
n
1 → χ1 in
L20 T L21, which is a consequence of (2.69)). We only point out one
difference: here, the mixed unknowns term is adjusted in the following way
(compare with (5.10)):
∫ T
0
∫

lθnχn dx ds
=
2∑
i=1
∫ T
0
∫
i
liθ
n
i χ
n
i dx ds
=
2∑
i=1
[∫ T
0
∫
i
li
λi
θni e
n
i dx ds −
∫ T
0
∫
i
ρili
λi
θni 2 dxds
]
 (5.33)
Now, if we deﬁne ξn as liθ
n
i /λi in the domain i for i = 1 2 (and a limit
ξ is constructed from θ in an analogous way), it is well known that the
ﬁrst of (2.38) entails that ξn → ξ weakly in L20 T H1/4; thus, (5.8)
permits us to pass to the limit in the ﬁrst term on the right hand side, while
the second one can be managed by a semicontinuity argument as before.
Finally, the C0 in relation (2.64) is a consequence of a well-known
parabolic regularity result [2, Lemma 6.3, pp. 280–281].
Proof of Uniqueness. Let us suppose to have a couple of solutions, say
eˆ θˆ χˆ and eˇ θˇ χˇ to (TP). Deﬁne also e 	= eˆ − eˇ, θ 	= θˆ − θˇ, χ 	=
χˆ− χˇ.
Now, write Eq. (2.34) for the two solutions, take the difference, and
multiply it by −1e; integrating in 0 t and proceeding as in (3.2), we
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infer
1
2
et2V ′ +
∥∥ρ1/2θ∥∥2
L20 tH = −
∫ t
0
∫

λχθ dxds (5.34)
Writing (2.65) for the two solutions, taking the difference, and testing it
with χ1, working as above, we get
µ1
2
χ1t2L21 + ν1 ∇χ1
2
L20 tL21
≤ c1 χ12L20 tL21 +
∫ t
0
∫
1
l1θ1χ1 dxds (5.35)
Taking χ2 as a test function in (2.66) and proceeding as before, thanks
to the monotonicity of α2, we get
∫ t
0
∫
2
θ2χ2 dxds ≥ 0, so that, calcu-
lating (5.34)+λ1l−11  (5.35) and applying the Gronwall inequality, it is
straightforward to conclude.
An Application. We now present in some detail the particular physi-
cal situation which motivated this paper. Take in (TP), α1r = r3 and
α2r = ∂I0 1r, I0 1r denoting here the indicator function of 0 1,
that is, I0 1r = 0 for r ∈ 0 1 and I0 1r = +∞ otherwise.
Let also αn1 be the Yosida regularization of α1 of index n
−1 and αn2
that of α2 of index L−1n , where Ln satisﬁes (2.57). Now the limit situa-
tion (TP) accounts for a heat transmission problem between two ﬂuids,
of which one 1 obeys the Caginalp phase ﬁeld model with a double-
well (Ginzburg–Landau) energy potential and the other 2 satisﬁes the
two-phase Stefan model. In the approximating framework (TPn), instead,
a heat diffusion dynamics of Caginalp type holds on both sides. We even-
tually remark that the equations of (TPn) are coupled also by (implicit)
phase transmission conditions at the interface , while those of (TP) are
only coupled through (2.34), which is a global variational equality in the
whole .
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