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We consider the ground-state properties of an extended one-dimensional Bose gas with pointwise
attractive interactions. We take the limit where the interaction strength goes to zero as the system
size increases at fixed particle density. In this limit the gas exhibits a quantum phase transition. We
compute local correlation functions at zero temperature, both at finite and infinite size. We provide
analytic formulas for the experimentally relevant one-point functions g2, g3 and analyze their finite-
size corrections. Our results are compared to the mean-field approach based on the Gross-Pitaevskii
equation which yields the exact results in the infinite system size limit, but not for finite systems.
I. INTRODUCTION
The study of one-dimensional quantum integrable
models has produced many remarkable results over the
past fifty years. Among its greatest successes, is the
derivation of thermodynamical properties of extended
systems from the underlying microscopic quantum the-
ory. A unified theoretical framework of integrability is
now well established as reported in many excellent text-
books [1–6]. Until recently, however, the interest for these
studies has been mainly academic, due to the lack of ex-
perimental applications.
The situation has completely changed during the past
two decades, due to the new experimental possibilities
coming from the physics of ultra-cold atoms. Indeed, op-
tical and magnetic traps can nowadays be employed to
effectively confine atoms in one spatial dimension where
almost ideal Hamiltonians are engineered with a high de-
gree of isolation and control over the experimental pa-
rameters [7, 8]. Thus the results of exact calculations in
integrable models can be tested in cold atomic laborato-
ries, offering a playground where theory and experiments
can be compared directly and without ambiguity.
One of the prototypical examples of integrable mod-
els is the one-dimensional Lieb-Liniger gas, describing a
system of bosons with pointwise interactions. This model
has a long history [9–11] and has been intensively studied
in the literature, but the exact computation of correlation
functions still represents a remarkable theoretical chal-
lenge. At the same time, this problem is of paramount
importance for a comparison with cold atomic realiza-
tions of confined bosons, where quantum correlations are
routinely measured in experiments [12–24].
In the case of repulsive interactions, a significant
amount of theoretical work has already been devoted to
the computation of correlation functions [25–49]. Over
the years this problem has inspired the development and
application of sophisticated techniques based, for exam-
ple, on the Bethe ansatz method [26, 27, 32, 38, 39, 41, 46,
47] or on field theoretical approaches [36, 40]. It is worth
mentioning that while the focus has been traditionally
on ground states and thermal states, the past few years
have also witnessed an increasing interest in the compu-
tation of correlation functions in arbitrary excited states
of integrable systems [50–57], also in connection with its
relevance in the study of non-equilibrium dynamics of
one-dimensional Bose gases [58–73].
Attractive interactions have been less studied in the
literature [10, 74–85]. In this case, the traditional ther-
modynamic limit of the model is ill-defined, with diver-
gences in the ground state energy and in local correlation
functions [4, 10]. These divergences reflect the physical
property that strong attractive interactions lead to in-
stabilities in a gas containing a large number of bosons.
A stable, non-thermal stationary state can nevertheless
be obtained in the thermodynamic limit as a result of
an interaction quench, as for the super Tonks- Girardeau
gas [20, 86–91] or in a quench from the non-interacting
model [71, 72].
In spite of these problems, there are two interesting
regimes where the attractive Bose gas can be studied in
thermal equilibrium both at zero or finite temperature.
The first is the zero density limit (see e.g. [81]), where
the system size is sent to infinity, keeping the number
of particles finite. The second regime is the one inves-
tigated in this work, i.e. the infinite system size limit
taken with fixed density of particles but with the attrac-
tive interaction sent to zero as system size increases. We
will refer to this as a weakly interacting thermodynamic
limit. Importantly, no divergences arise in this regime be-
cause an extended gas of attractive bosons is stable for
sufficiently small attractive interactions. Furthermore, in
this case the system exhibits interesting properties that
are absent in the zero density limit such as a quantum
phase transition with varying the (rescaled) interaction
strength [74, 76, 85].
Here we compute local correlation functions at zero
temperature in the weakly interacting thermodynamic
limit. We consider the one-point functions g2 and g3,
which are accessible in cold atomic experiments, exploit-
ing their relation to photoassociation and three-body re-
combination rates [16, 17]. Besides the per se interest
for a comparison with experimental implementations of
the attractive 1D Bose gas [12, 13], our results might
be a starting point for the challenging task of comput-
ing correlation functions in arbitrary excited states of the
attractive Lieb-Liniger model.
In the first part of this paper we address the exact com-
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2putation of these correlation functions using the Bethe
ansatz method building upon the results of some recent
works [41, 85]. In the second part, our findings are com-
pared to the mean-field approach based on the Gross-
Pitaevskii equation [92, 93]. While for one-dimensional
systems it is known that the validity of the latter breaks
down for finite interactions [9, 94], it is expected to give
accurate results in the small interaction regime. Our cal-
culations show explicitly that the results for local correla-
tions obtained by means of the Gross-Pitaevskii equation
become exact in the limit of infinite system size and van-
ishing interaction, but they are incorrect for finite sys-
tems. This unveils a direct link between the descriptions
of the system in terms of the Bethe ansatz method and
of the Gross-Pitaevskii equation.
The rest of this manuscript is organized as follows. In
section II we briefly introduce the Lieb-Liniger gas and its
exact solution. We then discuss in section III the weakly
interacting thermodynamic limit and review some recent
results [85] regarding the Bethe ansatz characterization
of the ground state in the attractive regime. Section IV
is devoted to the computation of one-point correlation
functions g2 and g3, both at finite size and in the infinite
system size limit. The Gross-Pitaevskii equation is then
introduced in section V, where we compare the mean-field
results to those obtained by means of the Bethe ansatz
method. Finally, conclusions are presented in section VI.
Some technical aspects of our work are provided in the
appendixes.
II. THE LIEB-LINIGER MODEL
We consider the Lieb-Liniger model [9] of N bosons
with pointwise interactions on a ring of length L with
Hamiltonian
H = − ~
2
2m
N∑
j=1
∂2
∂x2j
+ 2c
∑
j<k
δ(xj − xk). (1)
The interaction strength is related to the one dimensional
scattering length a1D through c = −~2/ma1D [95] and
can be varied via Feshbach resonances [96] to take either
positive or negative values. In the following we set ~ =
2m = 1 and focus on the attractive regime
c = −c¯ < 0 . (2)
The equivalent second quantization Hamiltonian is
H =
∫ L
0
dx
{
∂xΨ
†(x)∂xΨ(x) + cΨ†(x)Ψ†(x)Ψ(x)Ψ(x)
}
,
(3)
where Ψ† and Ψ are bosonic creation and annihilation
operators satisfying [Ψ(x),Ψ†(y)] = δ(x− y).
The Hamiltonian (1) can be diagonalized by means of
the Bethe ansatz [9]. The N -body eigenfunctions are
ψN (x1, . . . , xN ) =
∑
P
∏
`>k
[
1 +
ic¯ sgn(x` − xk)
λP` − λPk
]
×
N∏
j=1
eiλPjxj , (4)
where the sum is over the N ! permutations P of the ra-
pidities {λj}Nj=1. The latter are complex numbers which
parametrize the different eigenstates of the Hamiltonian,
and satisfy the quantization conditions (Bethe equations)
e−iλjL =
N∏
k 6=j
λk − λj − ic¯
λk − λj + ic¯ , j = 1, . . . , N . (5)
The momentum (K) and energy (E) of a given eigenstate
are expressed in terms of the rapidities λj as
K
[{λj}Nj=1] = N∑
j=1
λj , (6)
E
[{λj}Nj=1] = N∑
j=1
λ2j . (7)
Introducing the density of particles D and the dimen-
sionless interaction γ [9]
D =
N
L
, γ = − c¯
D
, (8)
the standard thermodynamic limit is defined as N,L →
∞ with D, γ fixed. As we already mentioned in the
introduction, this is ill-defined in the attractive regime
because it gives rise to divergences in the ground state
energy and local correlation functions [10]. It is possible
to overcome this problem introducing the rescaled inter-
action
κ = −γN2 , (9)
and defining the weakly interacting thermodynamic limit
as
N,L→∞ , D, κ fixed . (10)
As we will show in the following, despite the interaction
strength goes to zero as N increases, this limit is non-
trivial and the physics of the model depends only on κ.
III. THE GROUND-STATE RAPIDITY
DISTRIBUTION FUNCTION
In the attractive regime, for any number of particles
N the rapidities corresponding to the ground state of
the model are always aligned along the imaginary axis
and centered around λ = 0 [4, 10]. In the zero density
3FIG. 1. Pictorial representation of the ground-state rapidities
in the weakly attractive thermodynamic limit.
limit, the rapidities satisfy the well-known string hypoth-
esis [4], according to which they display a uniform spac-
ing c¯ between one another. This is no longer the case
in the limit (10), where the rapidities arrange themselves
along the imaginary axis according to a non-trivial dis-
tribution function. The latter has been recently derived
for arbitrary κ [85] as reviewed in this section. We men-
tion that partial results where also presented in previous
works [80, 97], while numerical studies of the ground-
state rapidities are reported in [78, 79].
The ground-state rapidities correspond to the unique
set (up to permutations) of purely imaginary solutions
{λj}Nj=1 of (5). They are pictorially displayed in Fig. 1
and in the limit (10) they shrink to the point λ = 0.
It is then convenient to define the following rescaled
ground-state rapidities (which have a different normal-
isation compared to [85]):
xj = −iλjL . (11)
Plugging (11) into the Bethe equations (5) and taking the
logarithm one obtains the following system of equations
for the rescaled rapidities
xj =
N∑
l=1
l 6=j
log
(
xj − xl + κ/N
xj − xl − κ/N
)
. (12)
In the limit (10) the rescaled rapidities xj arrange
themselves according to a non-trivial distribution func-
tion ρκ(x), characterized by the property that for any
function f(x) one can write
N∑
j=1
f(xj) = N
∫
dxρκ(x)f(x) +O(1) . (13)
It has been found [80, 85] that a critical value κ∗ of the
interaction exists such that ρκ(x) is qualitatively different
for κ > κ∗ and κ < κ∗, namely
κ∗ = pi2 . (14)
For 0 < κ ≤ κ∗ the rapidity distribution function is de-
termined as the solution of the integral equation [85]
x = 2κ−
∫ xmax
xmin
dy
ρ(y)
x− y . (15)
Here we introduced the principal value integral [98]
−
∫ xmax
xmin
f(x)
x− ydx ≡ limε→0
{∫ y−ε
xmin
f(x)
x− ydx
+
∫ xmax
y+ε
f(x)
x− ydx
}
, (16)
while xmin, xmax are chosen consistently with the nor-
malization condition∫ xmax
xmin
ρκ(x) = 1 . (17)
These equations share some similarities with the large-N
limit of the Bethe equations in the Richardson pairing
model [97, 99].
The solution of (15) under the condition (17) is [85]
ρκ(x) =
{
1
κpi
√
κ− x24 , x ∈ [−2
√
κ, 2
√
κ] ,
0 |x| > 2√κ .
(18)
An important constraint on the ground-state rapidities
is |xj − xk| > κ/N [85], resulting in the condition
ρκ(x) ≤ 1
κ
. (19)
For κ < κ∗, ρκ(x) in (18) always satisfies (19). The
critical point κ∗ = pi2 is identified with the value of the
interaction such that ρκ∗(x) in (18) has a maximum (in
x = 0) equal to 1/κ.
The form of the ground-state rapidity distribution
changes qualitatively for κ > κ∗ and it reads [85]
ρk(x) =
 1/κ x ∈ [−bκ, bκ] ,ρ˜κ(x) x ∈ [−aκ,−bκ] ∪ [bκ, aκ] ,0 |x| > aκ . (20)
The parameters a and b are defined as the solution of the
non-linear system z = b
2/a2,
4K(z) [2E(z)− (1− z)K(z)] = κ ,
aκ = 4K(z) ,
(21)
while the function ρ˜κ(x) is determined by the singular
integral equation
x = 2 log
(
x+ κb
x− κb
)
+ 2κ−
∫
Ω
dy
ρ˜κ(y)
x− y , (22)
where the principal value integral is over the domain
Ω = [−aκ,−bκ] ∪ [bκ, aκ] . (23)
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FIG. 2. Rescaled rapidity distribution ρκ(x) for different val-
ues of κ. The values κ = 2, 5 < κ∗ correspond to one quantum
phase, while κ = 10.5, 12 > κ∗ correspond to the other. For
κ > κ∗ there is a plateau ρκ(x) = 1/κ centered around x = 0.
The solution of (22) can be found explicitly to be [85, 100]
ρ˜(x) =
2
pia|x|κ2
√
(a2κ2 − x2)(x2 − b2κ2)
×Π
(b2κ2
x2
,
b2
a2
)
. (24)
The functions K(x), E(x) and Π(x, y) appearing in (21),
(24) are the elliptic integrals of the first, second and third
kind:
K(z) =
∫ pi/2
0
dϑ
1√
1− z sin2 ϑ
, (25)
E(z) =
∫ pi/2
0
dϑ
√
1− z sin2 ϑ , (26)
Π(x, y) =
∫ pi/2
0
dϑ
1
(1− x sin2 ϑ)
√
1− y sin2 ϑ
. (27)
We report in Fig. 2 the rapidity distribution functions
corresponding to different values of κ in the two different
regimes κ ≤ κ∗ and κ > κ∗. The qualitative difference in
the behavior of ρκ(x) for κ ≤ κ∗ and κ > κ∗ is a signal
of a quantum phase transition. We will return to the
nature of the latter in section V. A qualitative change of
the distribution of the Bethe rapidities in correspondence
of a quantum phase transition has been observed also in
other integrable models [101, 102].
Using the above results, the ground state energy per
particle can be computed as
gs(κ) =
1
N
N∑
j=1
λ2j = −
1
NL2
N∑
j=1
x2j
= −D
2
N2
e0(κ) +O(1/N3) , (28)
where
e0(κ) =
∫
dxρκ(x)x
2 . (29)
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FIG. 3. Rescaled energy per particle e0(κ) as defined in (29).
The vertical dashed line corresponds to the critical value of
the interaction κ∗ = pi2, for which e0(κ) exhibits a disconti-
nuity in its second order derivative.
From (28) we have that gs(κ)→ 0 as N →∞ according
to the limit (10): hence the ground state energy coincides
with that of the non-interacting state. However, we will
see that the ground-state local correlation functions in
the limit (10) are qualitatively different from those of
the free case.
It is worth to discuss the relation of the limit (10)
with other regimes studied in the literature. Consider
the large N limit
N →∞ , L, κ fixed , (30)
where κ is as usual given by (9). In this case the value of
the density grows indefinitely. In this regime, the ground
state energy is non-vanishing and given by
˜gs(κ) = − 1
L2
e0(κ) +O(1/N) , (31)
where e0(κ) is the same as in (29). The limit (30)
has been studied previously in a number of works [74–
76, 82, 83] and it is known that the system undergoes
a quantum phase transition. In particular e0(κ) [as well
as ˜gs(κ), cf. (31)] exhibits a discontinuity in the second
order derivative for κ = κ∗, cf. Fig. 3. Conversely, all
the physical quantities depending only on κ (such as the
local correlations gK) will have the same value in both
limits (10) and (30).
IV. LOCAL CORRELATION FUNCTIONS
We address now the computation of the ground-state
one-point correlation functions. In particular, we con-
sider the K-body functions
gK =
〈GS|(Ψ†(0))KΨK(0)|GS〉
DK
, (32)
where Ψ, Ψ† are the bosonic field operators in the sec-
ond quantization formalism, D is the particle density (8),
5and |GS〉 the ground state. We focus on the cases K = 2,
K = 3 which are directly relevant for experimental cold-
atomic realizations of bosons confined in one dimension.
In particular, g2 is the so called local pair correlation
function which can be determined by measures of pho-
toassociation rates [17]. Analogously, g3 is proportional
to the three-body recombination rate [16]. Intuitively,
gK gives information about the probability of finding K
bosons in the same position.
A. Finite-size correlators
The knowledge of the exact (normalized) ground state
wave function ψGS allows the computation of any corre-
lation function. For example, g2 can be expressed as
g2 =
N(N − 1)
D2
∫ L
0
dxN−2ψ∗GS(0, 0, x1, . . . , xN−2)
× ψGS(0, 0, x1, . . . , xN−2) . (33)
However, the representation (33) involves the evaluation
of ∼ (N !)2 multiple integrals, because of the form of the
wave function (4). Hence, the r.h.s. of (33) can be in
practice evaluated only for very small values of N .
A remarkable simplification of the problem was ob-
tained by Bala´zs Pozsgay [41], who derived the following
alternative representation for gK by means of algebraic
Bethe ansatz methods
gK =
(K!)2
DK
∑
{λ+}∪{λ−}
|{λ+}|=K
∏
j>l
λ+j − λ+l
(λ+j − λ+l )2 + c2)

× detH
detG , (34)
where
Hjl =
{
(λj)
l−1 for l = 1, . . . ,K ,
Gjl for l = K + 1, . . . , N , (35)
and Gjl being the Gaudin matrix
Gjl = δjl
(
L+
N∑
r=1
ϕ(λj − λr)
)
− ϕ(λj − λl) , (36)
with ϕ(u) = 2c/(u2 + c2). The sum in (34) is over all
the partitions of the set of rapidities {λj}Nj=1 into two
disjoint sets {λ+j }Kj=1 and {λ−j }N−Kj=1 . Furthermore, the
order of the rapidities in both H and G in each term of
the sum is understood to be given by the ordered set
{λ+j }Kj=1 ∪ {λ−j }N−Kj=1 .
The result (34) was obtained in [41], where only the
repulsive regime was considered, but it holds also in the
attractive case (2), because its derivation is purely alge-
braic. As an additional check, for small N and negative
values of the interaction, we numerically verified that (34)
agrees with the result obtained by direct integration of
the ground-state wave function (33).
Despite Eq. (34) being a great simplification with re-
spect to multiple integral representations of the form
(33), it is still not completely satisfying from the com-
putational point of view when large numbers of particles
are considered. Furthermore, it is not suitable for the
analysis of the thermodynamic limit N → ∞. In fact,
it is possible to derive a more efficient representation by
direct manipulation of (34). This requires a sequence of
technical steps which are illustrated in appendix A, while
here we report only the final result.
The results obtained in appendix A can be written as
g2(κ,N) =
2
Nκ
N∑
j=1
(
x2j − xjw(1)j
)
, (37)
g3(κ,N) =
1
Nκ2
N∑
j=1
(
3x2jw
(2)
j − 4x3jw(1)j + x4j
)
− 2
Nκ
N∑
j=1
w
(1)
j xj +
1
N3
N∑
j=1
xj
(
w
(1)
j − xj
)
. (38)
Here xj are the rescaled rapidities (11) while the param-
eters w
(l)
j (j = 1, . . . , N) are auxiliary variables deter-
mined as the solution of the equations
w(l)m +
1
N
N∑
j=1
2κ
[
w
(l)
m − w(l)j
]
(xm − xj)2 − κ2/N2 = x
l
m . (39)
These formulas allow the exact computation of g2 and
g3 for very large number of particles (we use up to N '
2000 in Sec. IV C).
In Fig. 4 we report g2 and g3 calculated for several
N with this method. Obviously, no singularity occurs
in the behavior of local correlations for finite systems,
but for κ ∼ κ∗ a discontinuity in the first derivatives of
both g2 and g3 emerges while increasing N , as we will
analytically show in the next subsection. Finally, it is
worth mentioning that by direct evaluation of (37) and
(38), one has
lim
κ→0
g2(κ,N) =
(
1− 1
N
)
, (40)
lim
κ→0
g3(κ,N) =
(
1− 1
N
)(
1− 2
N
)
, (41)
namely for κ→ 0 we recover the ground-state correlators
of the free system (i.e. the limit κ → 0 and the weakly
interacting thermodynamic limit commute).
B. Large-N limit
We now address the computation of the one-point cor-
relation functions in the weakly attractive thermody-
namic limit (10). Our starting point is given by the
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FIG. 4. One-point correlators g2 and g3 as a function of the interaction κ in (9) near the critical point κ
∗. The vertical dashed
lines are a guide for the eye corresponding to the critical value κ∗ = pi2. The results for increasing numbers of particles N are
displayed, showing that large finite-size corrections are observed at the critical point κ∗.
formulas (37) and (38) for finite N . The calculation is
rather cumbersome, but the final results can be easily
written down. Thus, we anticipate the final results and
their discussion, reporting the derivation soon after. The
full dependence on κ of one-point local correlators in the
large-N limit is
gK(κ) =
{
1 , 0 ≤ κ ≤ κ∗ ,
gsK(κ) κ > κ
∗ , (42)
where gsK(κ) is for K = 2
gs2(κ) =
1
48
κ
[
16(a2 + b2)− (a2 − b2)2κ] , (43)
and for K = 3
gs3(κ) =
1
240
κ2
[
23a4 + 82a2b2 + 23b4
− 2(a2 − b2)2(a2 + b2)κ
]
. (44)
The parameters a and b are the solution of the sys-
tem (21) and are easily evaluated numerically for any
κ. Equations (43) and (44) give immediately the value
of g2 and g3 in the thermodynamic limit. As it is evi-
dent from Fig. 4, the functions g2(κ) and g3(κ) are not
smooth at the critical point κ∗, where their derivative is
discontinuous. For κ < κ∗ the local correlators coincide
with those of a non-interacting systems but they rapidly
increase for κ > κ∗. This is expected: as the attractive
interaction is increased the bosons tend to cluster and
have a higher probability of being found in the same po-
sition. Note that the opposite behavior is observed for
positive values of the coupling γ [28, 29, 40, 41] where
the repulsive nature of the interaction is responsible for
a decrease in the one-point functions g2 and g3.
Equations (43) and (44) also allow for the analysis of
the one-point functions in the two limits κ ∼ κ∗ and
κ → ∞. The derivation presents no difficulty and it is
sketched in appendix C. Setting
κ = κ∗ + δ , κ > κ∗ , (45)
in the limit δ → 0+ one finds
g2(δ) = 1 +
4δ
pi2
+O(δ2) , (46)
g3(δ) = 1 +
12δ
pi2
+O(δ2) . (47)
Analogously in the limit κ→∞
g2(κ) =
κ
6
+O(1) , (48)
g3(κ) =
κ2
30
+O(κ) . (49)
These asymptotic behaviors are displayed in Fig. 5, to-
gether with the numerical evaluation of (42).
1. Derivation of the large-N results
In the large-N limit, the parameters w
(l)
j are replaced
by a continuous function of the rapidities w(l)(x) such
that w
(l)
j → w(l)(xj). From (37), (38) one readily obtains
g2(κ) =
2
κ
∫
dxρκ(x)
(
x2 − xw(1)(x)
)
, (50)
g3(κ) =
1
κ2
∫
dxρκ(x)
(
3x2w(2)(x)− 4x3w(1)(x)
+ x4 − 2κxw(1)(x)
)
, (51)
where the integrals are over the support of the rapidity
distribution function ρκ(x). The problem is then reduced
to determining the auxiliary functions w(l)(x).
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FIG. 5. One-point correlation functions in the limit (10), as
evaluated from (42). Logarithmic scales are used on both axes
and the vertical dashed line corresponds to κ∗ = pi2. Dotted
black lines show the asymptotic behavior for large κ as given
by (48), (49), while red dashed lines correspond to the first
order expansion in κ− κ∗ as in (46), (47).
The idea is to transform the discrete system (39) into a
linear integral equation for w(l)(x), analogously to what
was done in [41] for the repulsive case. Note, however,
that in the case considered here one immediately faces the
technical issue of dealing with singular integral kernels of
the form
K(x, y) = 1
(x− y)2 . (52)
Furthermore, when xm+1 ' xm + κ/N the denomina-
tor appearing in the l.h.s. of (39) vanishes and near
contributions to the sum (corresponding to the terms
|j −m|  N) might be important. The continuum limit
of (39) is then non-trivial and has to be performed sep-
arately for κ < κ∗ and κ > κ∗.
The analysis of the large-N limit of the Bethe equa-
tions (12) (cf. also [85]), suggests that for κ < κ∗ the
near contributions |j −m|  N can be neglected in the
sum of equation (39); the large-N limit of the latter can
then be cast in the form
w(l)(x) + 2κ=
∫
dyρκ(y)
w(l)(x)− w(l)(y)
(x− y)2 = x
l . (53)
Here we introduced the Hadamard principal value inte-
gral defined as [103, 104]
=
∫ xmax
xmin
f(x)
(x− y)2 dx ≡ limε→0
{∫ y−ε
xmin
f(x)
(x− y)2 dx
+
∫ xmax
y+ε
f(x)
(x− y)2 dx−
2f(y)
ε
}
. (54)
Equation (53) can be explicitly solved for l = 1, 2: one
can explicitly verify, making use of (15), that the follow-
ing functions are a solution of (53)
w(1)(u) =
1
2
u , (55)
w(2)(u) =
1
3
u2 +
2
3
κ . (56)
Using now the explicit form of ρκ(x) (18) and equations
(50), (51) one obtains
g2(κ) = g3(κ) = 1 , 0 ≤ κ ≤ κ∗ , (57)
namely for κ < κ∗ one-point functions are the same as a
non-interacting system.
In the regime κ > κ∗, the computation of the auxiliary
functions w(l)(x) is much more involved. From section
III, we know that in the interval (−κb, κb) [where b is
defined in (21)] the rescaled rapidities xj arrange them-
selves in such a way that for large N they display an
equal spacing κ/N between one another and then one
can use the parametrization
xj+1 = xj +
κ
N
+
δj
N
, (58)
where δj vanishes in the thermodynamic limit. Then the
corresponding term in the sum (39) apparently diverges
as 1/δj , but this divergence is canceled if w
(l)
j is approx-
imately constant in (−κb, κb) , namely
w
(l)
j+1 = w
(l)
j +
δ˜j
N
, (59)
where δ˜j is also vanishing for N → ∞. Hence, we make
the following ansatz for the functions w(l)(x)
w(l)(x) =
{
C(l) x ∈ (−κb, κb),
w˜(l)(x) x ∈ Ω , (60)
where Ω is defined in (23) while C(l), w˜(l)(x) are respec-
tively a constant and a non-trivial function to be deter-
mined. This ansatz is well supported by numerical evi-
dence, which provides a posteriori justification for (60).
We now complete the task of explicitly computing the
functions w˜(1)(x), w˜(2)(x).
First, note that w(1)(x) is odd with respect to x = 0.
Hence, it has to be C(1) = 0. Next, we assume that in
the region Ω defined in (23), near contributions to the
sum in (39) can be neglected, so that one can plug the
ansatz (60) directly into (53). As a result, we find that
the function w˜(x) is determined by
w˜(1)(x)
[
1 +
4κb
x2 − b2κ2
]
+2κ=
∫
Ω
dyρκ(y)
w˜(1)(x)− w˜(1)(y)
(x− y)2 = x , (61)
for x ∈ Ω. Making use of the identity [104]
=
∫
Ω
dy
ρκ(y)
(x− y)2 = −
d
dx
−
∫
Ω
dy
ρκ(y)
(x− y) , (62)
8and of (22), Eq. (61) is easily rewritten as
2κ=
∫
Ω
dyρκ(y)
w˜(1)(y)
(x− y)2 = −x . (63)
Rescaling the variables as
ζ =
y
aκ
, ξ =
x
aκ
, (64)
we are left with the simple equation[
=
∫ −r
−1
dζ + =
∫ 1
r
dζ
]
f (1)(ζ)
(ζ − ξ)2 = −
a2κ
2
ξ , (65)
where r = b/a and where we introduced
f (l)(ζ) = ρκ(ζ)w˜
(l)(ζ) . (66)
Assuming the continuity of the function w(1)(x), we have
that f (1)(ζ) satisfies the following conditions
f (1)(±r) = f (1)(±1) = 0 . (67)
Equation (65) belongs to the general family of integral
equations with hypersingular kernel
1
pi
[
=
∫ −r
−1
dζ + =
∫ 1
r
dζ
]
f(ζ)
(ζ − ξ)2 = χ(ξ) , (68)
which admits an explicit solution for an arbitrary regular
function χ(x) [105] which is
f(ζ) =
{
1
pi
−
∫ ζ
−1
1
R(u) (B + Φ(u))du ζ ∈ (−1,−r) ,
1
pi
−
∫ 1
ζ
1
R(u) (B + Φ(u))du ζ ∈ (r, 1) ,
(69)
where
R(u) =
[
(1− u2)(u2 − r2)]1/2 , (70)
Φ(u) = −
∫ −r
−1
dv
χ(v)R(v)
u− v −−
∫ 1
r
dv
χ(v)R(v)
u− v , (71)
and where as usual we used the symbol of dashed integral
for the principal value integral (16). The constant B is
defined as
B =
P
F
, (72)
where
P =
∫ 1
r
du
R(u)
−
∫ 1
r
tR(t)
u2 − t2 (χ(t) + χ(−t)) dt , (73)
F =
∫ 1
r
dt
R(t)
. (74)
In the special case of (65), from (72) and (73) we have
B = 0, since χ(ξ) is an odd function. The remaining
integrals can be performed analytically and after long
but straightforward calculations one obtains
f (1)(ζ) =
a2κ
√
(1− ζ2) (ζ2 − r2)
4pi
, (75)
0.01
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FIG. 6. Finite size corrections ∆K(N) [as defined in (76)]
at the critical point κ∗ in log scales. The dots are the exact
numerical values computed using formulas (37), (38), while
lines correspond to the fit function (77).
from which w˜(1)(ζ) follows directly from (66). One has
now all the ingredients to explicitly compute g2(κ) for
κ > κ∗. From (50), using (24) and (75) and after straight-
forward integration one gets (43).
The computation of w˜(2)(x) can be performed analo-
gously. However, the technical steps are now more in-
volved and its derivation is reported in appendix B, to-
gether with that of the final result (44),.
C. Finite-size corrections
We now investigate the finite size corrections for g2 and
g3. Away from the critical point, finite size corrections
are expected to exhibit an analytical behavior in 1/N .
We evaluated numerically the formulas (37) and (38) for
large system sizes up to N ' 1000 finding that indeed
the leading correction is in 1/N . For κ < κ∗, one could
even try to tackle this problem analytically, generaliz-
ing the techniques of [106] where the Bethe equations in
the isotropic spin-1/2 Heisenberg chain are studied and
the leading corrections in the system size computed. Re-
markably, the Bethe equations studied in [106] share a
formal analogy with (15). However, the study of one-
point functions also requires inspection of finite-size cor-
rections to the auxiliary equation (53). In any case, these
techniques cannot be applied directly at the critical point
where a more sophisticated treatment is required.
At the critical point κ∗ = pi2, finite-size corrections
are more severe as it is clear from Fig. 4. To understand
their behavior we consider the quantities
∆K(N) = gK(κ
∗, N)− 1 , (76)
satisfying limN→∞∆K(N) = 0. For several values of N
we computed ∆2(N) and ∆3(N) from (37), (38), and re-
ported our results in Fig. 6. As expected, the dependence
on N is not consistent with an analytic behavior in 1/N .
90
0.1
0.2
0.3
0.4
0.5
0.6
0.7
−3 −2 −1 0 1 2 3
|φ˜
(ξ
)|2
ξ
νN = 0.51
νN = 0.60
νN = 0.90
FIG. 7. Squared absolute value of the ground-state Gross-
Pitaevskii wave function (91) with ζ = 0.
Accordingly, for large N we fit the numerical values of
∆K(N) using the function
`K(N) =
AK
NαK
+
BK
N
. (77)
For numbers of particles up to N ' 2000, the best fit for
the exponents αK are
α2 = 0.667 , (78)
α3 = 0.665 . (79)
while the coefficients AK and BK are
A2 = 2.09 , B2 = −1.5 , (80)
A3 = 6.06 , B3 = −3.1 . (81)
The numerical estimates (78), (79) suggest the exact
value for the exponents to be 2/3. The fitting function
(77) is displayed in Fig. 6, showing excellent agreement
with the numerical data. In particular, the exponents
(78), (79) justify the slow approach of gK(κ
∗, N) to the
asymptotic value gK(κ
∗) = 1 displayed in Fig. 4.
V. THE GROSS-PITAEVSKII EQUATION
In the previous section we considered the computa-
tion of one-point functions by means of the Bethe ansatz
method. In this section we address the interesting com-
parison between these exact results and the mean-field
approach based on the Gross-Pitaevskii equation [92, 93].
While in one dimension the mean-field approximation
breaks down for sufficiently strong interaction [9, 94], it is
expected to give accurate results in regimes of small cou-
pling [107–111]. In the case of one-dimensional attractive
bosons, this was investigated in [107] in the zero density
limit showing that mean-field results for the ground-state
energy and reduced one-body density matrix are exact to
the leading order in N , when N → ∞. It is then of in-
terest to test the mean-field approach also in the weakly
attractive thermodynamic limit considered here. This is
especially true for the higher-body one-point functions
g2, g3 which were not considered in previous studies and
for which the question of the accuracy of mean-field cal-
culations is non-trivial.
In the mean-field description, the ground state is ap-
proximated by the product of single-particle wave func-
tions as
ψGS(x1, . . . , xN ) =
N∏
j=1
φ(xj) . (82)
The optimal wave function φ(x) is obtained by minimiza-
tion of the functional
E[φ] = 〈ψGS|H|ψGS〉 , (83)
where H is the Hamiltonian (1). Following this prescrip-
tion and using standard techniques, one is directly led to
the time-independent Gross-Pitaevskii equation(
− ∂
2
∂x2
+ 2cN
(
1− 1
N
)
|φ(x)|2
)
φ(x) =
µ
N
φ(x) ,
(84)
where 0 ≤ x ≤ L, and where µ is the chemical potential,
which is introduced to ensure the normalization condition∫ L
0
dx|φ(x)|2 = 1 . (85)
The ground-state wave function then corresponds to the
solution of (84) with the smallest energy (83). Solutions
of (84) are known explicitly, and have been studied both
in the repulsive [112] and attractive regime [74]. The
exact solution is written in terms of the rescaled variable
ξ =
2pi
L
x ∈ [0, 2pi], (86)
together with the rescaled single-particle wave function
φ˜(ξ) =
( L
2pi
)1/2
φ(x(ξ)) . (87)
Setting c = −κ/(NL), it is straightforward to obtain
from the previous relations(
− ∂
2
∂ξ2
− 2piνN (κ)|φ˜(ξ)|2
)
φ˜(ξ) = µ˜N φ˜(ξ) , (88)
where we introduced
νN (κ) =
κ
2pi2
(
1− 1
N
)
, µ˜N =
µ
4pi2D
L , (89)
and where the normalization condition now reads∫ 2pi
0
dξ|φ˜(ξ)|2 = 1 . (90)
The solution of minimal energy of (88) under the peri-
odicity condition φ˜(0) = φ˜(2pi) can be found in [74, 76]:
φζ(ξ) =
{
1/
√
2pi 0 ≤ νN ≤ ν∗,√
K(mN )
2piE(mN )
dn
(
K(mN )
pi (ξ − ζ)
)
νN > ν
∗ ,
(91)
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FIG. 8. One-point correlators g2 and g3 as a function of the interaction κ near the critical point κ
∗. The vertical dashed lines
correspond to the critical value κ∗ = pi2. The exact numerical values of the correlators (solid lines) are displayed, together with
the results obtained by means of the Gross-Pitaevskii equation (dashed lines) which become exact in the limit N →∞.
where ν∗ = 1/2, K(x) and E(x) are the complete elliptic
integrals in (25), (26) while dn(x|m) is the Jacobian el-
liptic function [112]. The real parameter ζ ∈ [0, 2pi] can
be chosen arbitrarily while the other real parameter mN
is the solution of the non-linear equation
K(mN )E(mN ) =
pi2νN
2
. (92)
We plot in Fig. 7 the wave function (91) for ζ = 0 and
different values of νN . Increasing νN it displays a more
distinct peak around ζ, corresponding to the emergence
of a bright soliton [74, 76]. Note also that (91) apparently
breaks translational invariance, but this is not the case
because the correct ground-state is recovered from (91)
after averaging with respect to the peak position ζ. This
is the same as the Bethe ansatz wave function (4) in
which (given that the rapidities are purely imaginary)
the ground state corresponds to the superposition of a
family of many-body wave functions localized around the
translated centers of mass of the bosons.
Exploiting the factorized form (82), within the mean-
field approach one-point functions can be simply ob-
tained from the integral representations such as (33). Av-
eraging with respect to ζ after performing the integration
and expressing everything in terms of the rescaled wave
function (87), one obtains the mean-field result
gMF2 = 2pi
(
1− 1
N
)∫ 2pi
0
dξ|φ˜0(ξ)|4 , (93)
gMF3 = (2pi)
2
(
1− 1
N
)(
1− 2
N
)∫ 2pi
0
dξ|φ˜0(ξ)|6 , (94)
where φ˜0(ξ) is given by (91) (with ζ = 0).
The integrals (93), (94) can be performed analytically
to yield
gMFK (κ,N) =
{
g˜wK , 0 ≤ νN (κ) ≤ ν∗ ,
g˜sK νN (κ) > ν
∗ , (95)
where
g˜w2 = 1−
1
N
,
g˜w3 =
(
1− 1
N
)(
1− 2
N
)
, (96)
and
g˜s2 =
K(mN )
2(mN − 1)
3E(mN )2
− 2(mN − 2)K(mN )
3E(mN )
, (97)
g˜s3 = −
8
(
m2N − 3mN + 2
)
K(mN )
3
30E(mN )3
+
2
(
8m2N − 23mN + 23
)
K(mN )
2
30E(mN )2
. (98)
These expressions provide the mean-field results for
the one-point functions at finite N . They are displayed
in Fig. 8, where the comparison with the exact values of
the previous section (also reported in the figure) show
that they are close to the correct results, but show quan-
titative and qualitative differences. First, also for finite
N the Gross-Pitaevskii equation predicts a critical point
where the derivatives of g2 and g3 are discontinuous,
which is of course only an artifact of the mean-field ap-
proach. Second, for κ ≤ κ∗ the mean-field finite-size
corrections have the opposite sign compared to the exact
ones. However for N → ∞, the Gross-Pitaevskii equa-
tion yields the exact results as we are going to show.
From (89) we have
ν∞(κ) =
κ
2pi2
, (99)
so that we simply obtain
gMFK (κ) =
{
1 , 0 ≤ κ ≤ κ∗ ,
g˜sK(κ) κ > κ
∗ , (100)
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where g˜sK(κ) are still given by (97), (98), with the re-
placement
mN → m∞ , (101)
which satisfies
K(m∞)E(m∞) =
κ
4
. (102)
Remarkably, (100) coincides with the Bethe ansatz result
(42), as it is explicitly shown in appendix D.
VI. CONCLUSIONS
We considered ground-state properties of the attrac-
tive Lieb-Liniger gas in the limit of large system size and
weak interactions (10). We addressed the calculations
of the physically relevant one-point functions g2 and g3.
We provided formulas valid at finite size and for arbi-
trary values of the interaction; furthermore, we showed
that in the large-N limit they can be expressed in a sim-
ple analytical form. We analyzed numerically finite size
corrections at the critical point. Finally we compared
our calculations to the mean-field approach based on the
Gross-Pitaevskii equation: while the latter provides ap-
proximate results for finite systems, it exactly predicts
the correct values of one-point functions in the large-N
limit. This result was not at all expected: while in the
limit (10) the interaction γ vanishes with the system size
L, one would have expected that many-body effects be-
yond mean-field would contribute to higher-body corre-
lations such as g2 and g3. Our explicit calculations show
that this is not the case, providing a direct link between
the Bethe ansatz and the Gross-Pitaevskii equation.
The ground-state calculations performed here might be
a useful starting point for the more challenging compu-
tation of correlation functions in highly excited states of
the model. This would allow us to extend our results to
the case of finite temperature and to provide an essen-
tial ingredient to characterize steady states in quantum
quenches.
Having an accurate description of the entire spectrum
in the weakly interacting limit might be also useful to
characterise the height distribution function in Kardar-
Parisi-Zhang growth processes [113]. Indeed, through the
replica trick this problem is related to the attractive Lieb-
Liniger model [114]. This correspondence has been suc-
cessfully used to describe the time evolution of the height
distribution function in the thermodynamic limit for sev-
eral experimentally relevant situations [115–118]. Exact
calculations for finite systems are still challenging [119],
but the results in this paper represent a promising start-
ing point.
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Appendix A: Finite-size formulas
In this appendix we derive the finite size formulas for
the one-point correlation functions (37), (38) reported in
section IV.
We start by rewriting (34) in terms of the rescaled
rapidities (11). Exploiting the properties of the determi-
nant we have
gK =
(K!)2
NK
∑
{x+}∪{x−}
|{x+}|=K
∏
j>l
x+j − x+l
(x+j − x+l )2 − κ2/N2)

× detN
(G−1H) , (A1)
where the matrices G and H are written in terms of the
rescaled rapidities as
Hjl =
{
(xj)
l−1 for l = 1, . . . ,K ,
Gjl for l = K + 1, . . . , N , (A2)
and
Gjl = δjl
(
1 +
1
N
N∑
r=1
2κ
(xj − xr)2 − κ2/N2
)
− 1
N
2κ
(xj − xl)2 − κ2/N2 . (A3)
The determinant can be rewritten as
detN
(G−1H) = detKW , (A4)
where
Wjk =
(G−1)
jm
xk−1σ(m) . (A5)
Here, σ is the permutation that maps the ordered set
{xj}Nj=1 into {xσ(j)}Nj=1 = {x+j }Kj=1∪{x−j }N−Kj=1 Multiply-
ing (A5) by Gnj and summing over j, it is straightforward
to show that
Wjk = w
(k−1)
σ(j) , (A6)
where w
(k)
j are the unique solution of the system (39).
Next, we wish to simplify the sum over partitions, analo-
gously to what was done in [41], where (34) was studied
in the case of repulsive interactions.
First, we consider the case K = 2. From (A1) we have
g2 =
2
N2
N∑
i,j=1
xi − xj
(xi − xj)2 − κ2/N2
(
w
(1)
i − w(1)j
)
=
2
Nκ
N∑
j=1
xj
(
xj − w(1)j
)
, (A7)
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where in the first equality we used w
(0)
j = 1 while in last
equality we used (39). The computation for g3 is more
involved. We define
Λij =
xi − xj
(xi − xj)2 − κ2/N2 , (A8)
Γij =
1
(xi − xj)2 − κ2/N2 , (A9)
and present the following identity derived in [41]
ΛijΛikΛjk =
1
3
[
ΛijΓjk + ΛjkΓki + ΛkiΓij
−ΛjiΓik − ΛikΓkj − ΛkjΓji
]
. (A10)
Noting now
det3
 1 w
(1)
k w
(2)
k
1 w
(1)
j w
(2)
j
1 w
(1)
i w
(2)
i
 = −(w(1)j − w(1)i )(w(2)k − w(2)j )
+
(
w
(1)
k − w(1)j
)(
w
(2)
j − w(2)i
)
, (A11)
and exploiting the properties of the determinant, g3 can
be rewritten as
g3 =
12
N3
N∑
i,j,k=1
ΛijΓjk
{
−
(
w
(1)
j − w(1)i
)(
w
(2)
k − w(2)j
)
+
(
w
(1)
k − w(1)j
)(
w
(2)
j − w(2)i
)}
. (A12)
Summing now over the index k and using (39) we obtain
g3 =
6
κN2
N∑
i,j=1
xi − xj
(xi − xj)2 − κ2/N2 Ωij , (A13)
where
Ωij =
{(
w
(1)
j − w(1)i
)(
x2j − w(2)j
)
−
(
xj − w(1)j
)(
w
(2)
j − w(2)i
)}
. (A14)
Using (39) it easy to show that
N∑
j,k=1
xk
(xj − xk)2 − κ2/N2 Ωjk = 0 , (A15)
so that from (A13) we are left to compute
g3 =
6
κN2
N∑
j,k=1
xjΩjk
(xj − xk)2 − κ2/N2
=
3
κN2
N∑
j,k=1
Γjk
{
xjxk(xj − xk)(w(1)j − w(1)k )
− xjw(2)j (w(1)k − w(1)j ) + xjw(1)j (w(2)k − w(2)j )
− xkw(2)k (w(1)j − w(1)k ) + xkw(1)k (w(2)j − w(2)k )
}
,
where the last equality comes from symmetrization of the
numerator and simple rearrangements. The terms in the
last two lines in the above expression can be simplified by
summing over k and j respectively and using (39). This
yields
g3 =
3
κN2
N∑
j,k=1
Γjk
{
xjxk(xj − xk)(w(1)j − w(1)k )
}
+
3
κ2N
N∑
j=1
(x2jw
(2)
j − x3jw(1)j ) . (A16)
Finally, we wish to get rid of the double sum. From the
simple identities
xjxk(xj − xk) = 1
3
(xk − xj)3 − x
3
k
3
+
x3j
3
(A17)
(xk − xj)3 = (xk − xj)
[
(xj − xk)2 − κ
2
N2
]
+
κ2
N2
(xk − xj) , (A18)
and making once again use of (39), we can rewrite
3
κN2
N∑
j,k=1
Γjkxjxk(xj − xk)(w(1)j − w(1)k )
=
1
κN2
N∑
j,k=1
(w
(1)
j − w(1)k )(xk − xj) +
1
N3
N∑
k=1
[
xk
× (w(1)k − xk)
]
+
1
κ2N
N∑
k=1
x3k(xk − w(1)k ) . (A19)
As a last step, we exploit the symmetry of the sets
{w(1)j }Nj=1, {xj}Nj=1 to write
N∑
j,k=1
(w
(1)
j − w(1)k )(xk − xj) = −2N
N∑
j=1
xkw
(1)
k . (A20)
Putting everything together, we finally arrive at (38).
Appendix B: Computation of w(2)(x)
In this appendix we discuss the derivation of the func-
tion w(2)(x) in (60) and the proof of the expression for
g3 as given in (44). The treatment is analogous to the
one presented in the main text for w(1)(x) and g2, even
though technically more involved.
First, note that in this case the constant C(2) in (60) is
non-vanishing and has to be determined independently.
Assuming as for w(1)(x) that near contributions to the
sum (39) can be neglected in the region Ω [defined in
(23)], we can plug the ansatz (60) into (53), yielding
w˜(2)(x)
[
1 +
4κb
x2 − b2κ2
]
− C(2) 4κb
x2 − b2κ2
+2κ=
∫
Ω
dyρ(y)
w˜(2)(x)− w˜(2)(y)
(x− y)2 = x
2. (B1)
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This equation admits a solution for arbitrary C(2). In-
deed, consider the translated function
ω˜(2)(x) = w˜(2)(x)− C(2) , (B2)
so that
f˜ (2)(x) = ρκ(x)ω˜
(2)(x) (B3)
satisfies again the condition (67). Note that f˜ (2)(x) is
simply related to f (2)(x) in (66) through
f˜ (2)(x) = f (2)(x)− C(2)ρκ(x) . (B4)
Making use of the identity (62), Eq. (B1) can be written
as
2κ=
∫
Ω
dy
f˜ (2)(y)
(x− y)2 = −x
2 + C(2) , (B5)
and after performing the rescaling (64), we simply obtain[
=
∫ −r
−1
dζ + =
∫ 1
r
dζ
]
f˜ (2)(ζ)
(ζ − ξ)2 = −
a3κ2
2
(
ξ2 − C
(2)
a2κ2
)
,
(B6)
where r = b/a as usual.
This equation is precisely of the form (68) and thus its
general solution is given by (69). In order to fix the value
of the constant C(2), we observe that (39) yields directly
the identity
1
N
N∑
j=1
w
(2)
j =
1
N
N∑
j=1
x2j . (B7)
Taking the continuum limit we obtain∫ κa
−κa
dxρ(x)w(2)(x) =
∫ κa
−κa
dxρ(x)x2 , (B8)
namely, after simple calculations∫ κa
−κa
dxρκ(x)x
2 −
∫
Ω
dxf (2)(x)− 2bC(2) = 0 , (B9)
where a, b are given in (21), while Ω is defined in (23).
Equation (B9) uniquely fixes the value of C(2). In par-
ticular, the following prescription can be used to numer-
ically obtaining C(2). One starts with the initial value
C(2) = 0 and considers the corresponding solution of
(B6) as given explicitly by (69). From this, one computes
the l.h.s. of (B9), which yields a positive real number.
Increasing the value of C(2) and repeating these steps,
the l.h.s. of (B9) decreases monotonically: the correct
value of C(2) is then simply obtained when the l.h.s. of
(B9) vanishes. Once C(2) and hence f (2)(x) are known,
the function w(2)(x) is immediately obtained by (66). Fi-
nally, g3 can be numerically obtained from (51) after in-
tegration.
In principle, the integrals involved in the exact solution
(69) of (B6) can be performed analytically, as it was the
case for the function f (1)(x) derived in the main text, cf.
(75). However, now the constant C(2) is non-vanishing
and the form of the solution is more involved: the analyt-
ical expressions arising in this case are unwieldy, making
the full analytical derivation of (44) extremely tedious.
On the other hand, as we described above the numerical
value for C(2) and f (2)(x) can be obtained easily and g3
computed accordingly. Then, for arbitrary values of κ
one can numerically verify that this gives the same value
as (44) to arbitrary numerical precision. The analytical
expression (44), which is in this way proven numerically,
is instead more easily obtained by comparison with the
mean-field result, as discussed in appendix D.
Appendix C: Asymptotics of correlators
In this appendix we consider the asymptotic behavior
of the one-point functions. First, we consider the limit
δ = κ − κ∗ → 0+. In this limit, z → 0, where z is the
solution of the system (21). By considering the known
series expansions of the functions K(z), E(z), we have
from the second equation of the system (21)
z =
2δ
pi2
− 7δ
2
4pi4
+O(δ3) . (C1)
From the third equation of (21), using again the series
expansion of K(z) we get
a =
2
pi
− δ
pi3
+
5δ2
4pi5
+O(δ3) , (C2)
while from the first equation
b =
2
√
2δ1/2
pi2
− 15δ
3/2
4
√
2pi4
. (C3)
Plugging (C2), (C3) into (43) and (44) we obtain (46)
and (47).
Next, we consider the limit κ→∞. In this limit z → 1
in such a way that
(1− z)K(z)→ 0 . (C4)
Then, from the second equation of the system (21) and
using E(1) = 1 one obtains
K(z) ∼ κ
8
. (C5)
Making use of (C5), from the first and third equations of
(21) it is then straightforward to obtain
a, b ∼ 1
2
. (C6)
Finally, plugging (C6) into (43), (44) we finally arrive at
equations (48), (49).
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Appendix D: Equivalence of infinite-N limits
In this appendix we show the equivalence of the Bethe
ansatz and mean-field results (42) and (100) for the one-
point functions in the limit (10).
Introducing the parameter
z∞ =
(1−√1−m∞)2
(1 +
√
1−m∞)2
, (D1)
one has the following identities [120]
K(m∞) =
2
1 +
√
m˜∞
K(z∞) , (D2)
E(m∞) = (1 +
√
m˜∞)E(z∞)
− 2
√
m˜∞
1 +
√
m˜∞
K(z∞) , (D3)
where we defined m˜∞ = 1−m∞. Using (D2), (D3) one
can easily show from (102) that z∞ satisfies
4K(z∞) [2E(z∞)− (1− z∞)K(z∞)] = κ , (D4)
so that from the second equation of (21) we have z∞ = z.
Furthermore, exploiting again (21) one can show
m∞ =
4ab
(a+ b)2
, (D5)
K(m∞) =
(
1 +
b
a
)
aκ
4
, (D6)
E(m∞) = (a+ b)−1 . (D7)
Plugging now (D5), (D6) and (D7) into (100) and after
rearrangements one finally obtains (42).
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