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Thesis directed by Prof. David Bortz
The post-fragmentation probability density of daughter flocs is one of the least well-
understood aspects of modeling flocculation. This dissertation addresses the problem of
determining an appropriate post-fragmentation probability density for common aggregate
and biofilm forming bacterial species, such as Klebsiella pneumoniae and Staphiloc-
cocus epidermidis. We seek to characterize the post-fragmentation density Γ using a
three-pronged approach. First, we use 3D positional data of K. pneumoniae bacterial
flocs in suspension and the knowledge of hydrodynamic properties of a laminar flow field
and propose a model to construct a probability density of floc volumes after a fragmentation
event, and we provide computational results which predict that the primary fragmentation
mechanism for large flocs is erosion. Second, we consider an abstract evolution model for the
flocculation dynamics and establish existence and well-posedness of solutions to the inverse
problem. Third, a numerical approximation scheme based on the model is presented for
inferring the post-fragmentation density from laboratory data for bacterial population size
distribution, and the stability and robustness of identifying Γ is examined.
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CHAPTER 1
INTRODUCTION
In modeling the flocculation dynamics of bacterial and other biological and cellular
aggregates in flowing aqueous environments, three important phenomena arise: growth,
aggregation, and fragmentation [19]. Though much attention has been given to the dynamics
of floc aggregation since von Smoluchowski published his coagulation equations in 1916 [82],
the research into floc breakup has been less successful, as the complex, random nature of
shear force-induced fragmentation makes the mathematics of floc breakup significantly more
challenging than that of aggregation [83].
We describe the floc population using the population density function b(t, x) which gives
the number density of aggregates of volume x; that is, with volume in the small window of
volumes between x and x + dx (note that x is a continuous variable) at time t. Such a
model, fitting into the broad aggregation-fragmentation theory, is commonly obtained in the
current context as a limiting case of individual-based models [76, 19]. This size-structured
population model is a special case of the Sinko-Streifer model first introduced 1967 ([78]) by
James W. Sinko and William Streifer to describe the dynamics of single-species populations
that display variation among different ages and sizes.
A vital component of the fragmentation kernel for mathematically modeling floccu-
lation dynamics is the probability density of floc sizes after a fragmentation event occurs
(the post-fragmentation probability density, Γ(x; y)), which defines the probability density
for producing a daughter floc of size x from a floc of size y. This dissertation uses three
2approaches to characterize the post-fragmentation density function Γ(x; y). The approach
utilized in Chapter 2 is constructive, and uses 3D positional data from real flocs in an algo-
rithm that subjects the flocs to hydrodynamic forces and builds Γ(x; y) from the resulting
fragmentations. Chapter 3 is highly theoretical, defining an inverse problem for inferring Γ
from the population model and showing existence and well-posedness of its solutions. We
also define an approximate inverse problem and show general “method stability” for its im-
plementation. In Chapter 4 the approximate inverse problem is implemented using nonlinear
constrained optimization, and the effects of noise in the data and mesh size on the fitted
solution are examined. In addition, the sensitivity of the population size distribution on the
post-fragmentation density is investigated. Finally, we conclude with a discussion of some
of the implications of this work and possible future directions.
1.1 Background
Fragmentation phenomena arise in a variety of areas. Similar to the study of the evolu-
tion of size-structured algal populations, fragmentation is found in the hyperbolic equations
describing the coagulation of phytoplankton, a fundamental mechanism for vertical flux of
carbon in the ocean ([1, 2, 8]). We also see fragmentation play an important role in the
dynamics of cancer metastases, since destructive fragmentation of non-metastatic cells is
observed when they interact with human blood vessels ([102, 24, 46]). A non-biological ex-
ample of fragmentation behavior can be found in mining, where the post-blast particle size
is directly related to the efficiency of a mine and used to optimize production costs ([34, 70]).
Other examples include social networks, voting blocs, and even the genetic history of species,
which all fragment for different reasons.
The work presented here addresses the task of characterizing the post-fragmentation
density Γ(x, y) to gain a better understanding of the types of fragmentation processes present.
Because of the challenging nature of the characterization of floc break-up, a fragmentation
mechanism is typically simply assumed and incorporated into the model [1, 8, 19, 40, 53,
361, 68, 86]. Many different functional forms of the post-fragmentation probability density
are used in the literature and while we detail popular forms below, we direct the interested
reader to the extensive reviews in [40, 74, 95, 87]. The same forms commonly appear for
use in modeling both animate (e.g. algae [1, 63], bacteria [19], yeast [86]) and inanimate
(polymer [40, 87]) material.
The two most prominently-used forms for Γ(x; y) are a binary fragmentation density
and the log-normal density. Binary fragmentation assumes a floc will fragment into two
similarly sized daughter flocs, and its use is seen in models that consider individual fragmen-
tation events. The log-normal distribution was proven by Kolmogorov [57] to be the limiting
density for repeated, exhaustive binary fragmentation, and several authors including Lu and
Spielman [61] and Pandya and Spielman [68] adopted this result for repeated floc erosion.
One assumption which yields the log-normal density is homogeneity and does not hold for
our bacterial flocs. As shown in Chapter 2, the predictions from our computations suggest
that neither do single fragmentation events result in similarly-sized daughter flocs, nor does
exhaustive fragmentation yield a log-normal size density.
There have been several studies concerning the fragmentation of an individual floc.
Computational work has been conducted (for examples, see Potanin [72, 73], Higashitani
and Iimura [43]) simulating the breakup process due to shear forces, but only flocs of generic
spherical particles held together by short-range Van der Waal forces are simulated. Imaging
analysis of the fragmentation process can be found in work by Blaser [16] and shows examples
of both binary fragmentation and erosion in shear flow, but the experiments were performed
with ferric hydroxide flocs, which are also held together by Van der Waal forces, and do
not address a post-fragmentation density. We address this issue of translating individual
fragmentation events into an overall population-level post-fragmentation density with the
methodology presented in Chapter 2.
Experiments can often provide us population-level data for the distribution of floc sizes
at various times. Kobayashi [55] conducted similar experiments to Blaser in a converging
4flow, examining overall population fragmentation, but considered only the average floc size
since the experiment could not allow for the tracking of individual fragmentation events.
Since this type of population data can be theoretically acquired, we return to the population
model for b(t, x). The problem now becomes the framing of an inverse problem for estimating
the post-fragmentation conditional probability measure from system observations.
We propose an approximation scheme for this inverse problem for the inference of the
probability measure. Parameter estimation is an exceedingly common modeling concern,
with a rich theoretical base (for example [1, 5, 11, 13, 9, 94], which provide only a small sam-
pling of the available literature). Most parameter estimation problems are concerned with
identifying a discrete number of values, but our problem is to infer a probability measure.
The approach taken here is similar to that for identifying a single probability measure in
Banks and Bihari [11] and a countable number of probability measures in Banks and Bortz
[12], and we extend this theory to conditional probability measures. The infinite-dimensional
nature of the solution space demands that computational efforts be focused on an approxi-
mation scheme, thus our theory includes the appropriate analysis for the general stability of
the approximation.
When inferring a probability measure or distribution, it is common to find that distri-
bution parameterized in some way (e.g. a normal distribution parameterized by its mean and
variance), where only the parameters are fitted (e.g. [94, 5]). In contrast, the work presented
here uses a nonparametric distribution and infers the function values for a discretization of
the distribution (see [25] for more information on nonparametric distributions). This ap-
proach allows more freedom in the inference of the distribution by not assuming a priori a
particular functional form.
When any parameter inference is being conducted, it is natural to want to understand
how changes in the parameters affect the model solution. One way to address this concern
is to perform a sensitivity analysis. Developed in the context of modern control theory,
the sensitivity equations are found in a variety of fields including aerospace, mechanical and
5electrical engineering [3, 23], and are often used in optimization and inverse problem theory
[77]. The solution to these equations contain information regarding the sensitivity of our
original system to changes in a particular parameter. Again, in this investigation the focus
is not on a single parameter but a nonparameterized function, and the sensitivity analysis is
adapted accordingly.
CHAPTER 2
MODEL FOR FLOC BREAK-UP
2.1 Introduction
The first chapter of this dissertation considers a representative example of a bacterial
species, Klebsiella pneumoniae, that commonly grows in an aggregate community. This
work is taken largely from our recently published manuscript [20] in PRE.
K. pneumoniae is an aggregate and biofilm forming organism common to fresh water
environments, and also frequently encountered as a human pathogen [71, 62]. In human
disease it is an important cause of biofilm-based intravenous catheter infections and therefore
a common cause of disseminated bloodstream infections. Klebsiella is a typical member
of the family Enterobacteriaceae, to which belong a number of problematic species for
mankind, including E. coli (food borne diarrheal and urinary tract illnesses), Salmonella
and Shigella (water borne diarrheal illness), Yersinia (plague), and Erwinia (an important
group of agricultural pathogens). Relevant to the current discussion, a recent study (by the
Younger and Solomon labs) carried out high-resolution confocal microscopic imaging analysis
of K. pneumoniae aggregates. It is from these results that the current analysis proceeds.
Recall that the two most prominently used functional forms for Γ(x, y) are binary and
log-normal densities. For a single fragmentation event, the binary density is most common
and assumes such an event results in two similarly-sized daughter flocs, i.e., the mean field
approximation to a beta fragmentation process. When considering an unlimited cascade
of fragmentation events, the log-normal is derived from assuming that cascade will result
7in many small and few large daughter flocs. Kolmogorov [57] showed the log-normal den-
sity to be the limiting density for repeated, exhaustive binary fragmentation, and Lu and
Spielman [61] and Pandya and Spielman [68] adopted this result for repeated floc erosion.
One assumption which yields a log-normal density is homogeneity and does not hold for our
bacterial flocs. The predictions from our computations suggest that neither do single frag-
mentations events result in similarly-sized daughter flocs nor does exhaustive fragmentation
yield a log-normal size density.
The focus of this chapter is to construct a post-fragmentation particle size probabil-
ity density for bacterial aggregates based on high resolution structural measurements of
K. pneumoniae. We focus on particles in linear, laminar flow primarily for analytic sim-
plicity, but note the potential relevance of this particular flow regime to one of Klebsiella’s
most troublesome features, the tendency to invade the bloodstream of critically ill patients.
Section 2.2 describes the method used to construct the post-fragmentation probability
density from the 3D positional data. Section 2.3 reports the results of the simulated floc
breakup and discusses the implications of the findings. Finally, Section 2.4 summarizes the
conclusions of this chapter.
2.2 Model and Methods
Our goal is to develop an analytic strategy for identifying breakage locations, cal-
culating the associated stress due the hydrodynamic forces at work, and then using that
information to predict if a fragmentation event will occur. This process must consider both
the geometry and material properties of the floc as well as the hydrodynamic environment.
Aggregates are discretized into a countable number of bacteria that are assumed to be non-
breakable. K. pneumoniae is a cylindroid, roughly twice as long as wide, and we will
assume that this shape does not significantly impact our results. While we have data on
the 3D locations and orientation of the bacteria that constitute a given floc, the density
and extent of the extracellular polysaccharides (EPS), or biofilm, is not observable
8with current technology. We assume an EPS layer of uniform thickness encapsulating each
bacterium, and no additional strength or structure is attributed to any overlapping regions.
Lastly, note that in our analysis we do not consider the possibility of an EPS fragment
(without bacteria) separating from the mother floc.
2.2.1 Description of the data
The 3D structural data of 39 aggregates were collected and imaged in the Younger
and Solomon labs [27]. In brief, bacterial aggregates were obtained by growing organisms in
defined media under gentle hydrodynamic conditions. These structures were fluorescently
stained and then imaged with confocal microscopy to produce 3D image volumes containing
each bacterium in an aggregate. Image analysis software [65] identified the Cartesian coordi-
nates of the center of mass of each cell. Note that we use all 39 aggregates in the estimation
of Γ(x; y).
2.2.2 Breakage location identification
Our analysis of possible fragmentation locations is based entirely on the relative po-
sitions of the bacteria that constitute a given floc. The discretized nature of the bacteria
allows us to characterize the aggregate as an undirected graph where the centers of mass of
the individual bacteria are the nodes, and the pairwise connections between the centers of
mass are the edges. Each edge is given a weight corresponding to the distance between the
two bacteria it connects. A spanning tree of a graph is any subset of edges with no closed
loops where the edges connect all the nodes in the graph. The minimum spanning tree
(MST) is the spanning tree that minimizes the sum of the weights of the constituent edges
and is unique for graphs with distinct edge weights. Further information on the MST and
its properties can be found in [22].
By finding the MST using distances as the edge weights, we identify the smallest total
distance needed to connect all the bacteria in the floc. We assume the longest edge in the
9MST is the most likely to fragment first because it indicates the largest distance between
neighboring bacteria. Conceptually, if the uniform EPS layer were reduced in thickness until
a separation occurred, the first separation would be located on the longest edge of the MST.
We use Kruskal’s algorithm [59] for finding the MST, and consider each edge in the MST
as a candidate for fragmentation. The fragmentation plane is taken to be the perpendicular
bisector of the edge and separates the floc into two daughter flocs. A sample floc from our
data set, its bacterial centers of mass and the corresponding MST are depicted in Figure
2.2.1(a), while an alternative view with a candidate fragmentation plane P⊥ is depicted in
Figure 2.2.1(b).
2.2.3 Simplification of the model
Flocs come in all shapes and sizes, and this spatial variation makes calculating the exact
hydrodynamic forces at work on the effective surface of the floc challenging. We therefore
use an approximation which facilitates calculation while still capturing the general shape of
the floc.
Optical observations [16] find that simple shear flow leads to rotation of the floc, and its
motion can be understood by the behavior of a solid ellipsoid. We approximate the aggregate
by an ellipsoid tumbling in a linear flow field as is assumed in [15, 16, 47] and validated in
[55, 56]. To find a hydrodynamically equivalent ellipsoid, we use Principle Components
Analysis (PCA) on the spatial data for centers of mass of the bacteria in the floc. PCA
yields an orthogonal linear transformation that maps data to a new coordinate system such
that each principle component sequentially accounts for as much of the variability as possible.
On spatial data, PCA simply performs a coordinate rotation that aligns the transformed axes
with the directions of maximum variance. Further information on PCA can be found in [51].
The floc is rotated to align the longest semi-axis (with length a1) with the x-axis, the
next longest (with length a2) with the y-axis, and the shortest (with length a3) with the
z-axis. For visualization purposes, we depict in Figure 2.2.2 the rotated centers of mass
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and semiaxes for an equivalent ellipsoid. We chose the magnitude of the semiaxes as twice
the standard deviation along the principal components, though note that the calculation of
the hydrodynamic forces depends only upon the ratio of the semi-axis lengths and not the
lengths themselves (see Section 2.2.4). The surface of the aligned ellipsoid is denoted D and
described by D : x
2
a21
+ y
2
a22
+ z
2
a23
= 1, where a1 ≥ a2 ≥ a3.
Our focus is primarily on medium to large flocs, but for completeness small flocs are
also considered in our analysis. Our results take the size of the mother floc into consideration,
and we note the impact of finite-size effects in small flocs. When any semi-axis length is found
to be less that one micron, the value is replaced with one micron to allow for the presence of
the EPS. When only two bacteria make up a floc, using PCA to find the equivalent ellipsoid
fails due to the lack of any variance of the data in the second and third principle directions.
In this case, we assume the length of the first semi-axis to be half the distance between the
two bacteria plus an additional one micron buffer for the EPS, and the second and third
semi-axes to be one micron.
2.2.4 Hydrodynamic forces
The forces on the surface of an ellipsoid in a linear flow field are well understood [60, 17]
and our criteria for floc breakage is determined by comparing floc strength to hydrodynamic
forces. While the energy-based approach advocated in [6, 7] is more general, we consider only
a laminar flow environment and not one with turbulent mixing. Thus the energy dissipation
rates and the potential energy associated with the rupture need not be formulated for our
case.
We consider the floc immersed in a linear shear flow field, represented by a 3x3 matrix,
G, where the (1,2) element is γ and all other elements are zero. The parameter γ is the
constant fluid shear rate along the y-axis.
The center of mass of the floc is assumed to be moving with the flow, so the only
hydrodynamic forces acting on the ellipsoid are due to rotation (Jeffery [50] provides a
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formulation for this force). We assume the fluid’s pressure on the ellipsoid is negligible. The
rotational force on the surface of the ellipsoid is given by:
fR = 4µ
(
A−
3∑
k=1
χkAk,kI
)
n (2.2.1)
where µ is the viscosity of the fluid, n is the normal vector to the surface of the ellipsoid, χk
are elliptic integrals involving the semi-axis lengths, and A is a matrix linearly dependent
on G and the semi-axis lengths. The formulations for χk and A can be found in Appendix
A, adapted from Blaser [17]. We note that fR depends only on the ratios of the semi-axis
lengths and not the semi-axis lengths themselves.
If we constrain the net hydrodynamic torque to be zero, we can use the Jeffery equa-
tions to find the angular velocity, ω, of the ellipsoid. We assume the semi-axis a3 and the
vorticity vector of the shear flow are constantly aligned, reducing the Jeffery equations to a
single equation for the angular velocity around the z-axis:
ω3 = Ω1,2 +
a21 − a22
a21 + a
2
2
E1,2 (2.2.2)
where Ei,k and Ωi,k are the (i,k)-th entries of the rate-of-strain tensor E =
1
2
(G + GT) and
the vorticity tensor Ω = 1
2
(G−GT).
The formulation for the force is given in the body-fixed frame and the velocity gradient
given in the laboratory frame G′ must be rotated using the transformation G = R G′RT.
Since we assume only rotation about the z-axis, the rotation matrix is given by:
R =

cosφ sinφ 0
− sinφ cosφ 0
0 0 1
 (2.2.3)
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where φ is the counter-clockwise angle of rotation measured from the positive x-axis. The
motion of the ellipsoid is then related to the angular velocity by the equation φ′ = ω3.
The forces calculated through this method are vector quantities of stress (force per
unit area) on the surface of the ellipsoid and are visualized in Figure 2.2.3. Note that this
formulation accounts for all shear flow-induced forces on the surface of the ellipsoid.
2.2.5 Construction of a post-fragmentation probability density
This section describes the procedure we use to construct the post-fragmentation prob-
ability density, Γ(x; y), from the data. After finding the MST for one floc (Section 2.2.2),
we find a hydrodynamically equivalent ellipsoid (Section 2.2.3), and calculate the stress on
the surface of the ellipsoid (Section 2.2.4).
The longest edge in the MST is the largest distance between neighboring clusters of
bacteria, and thus the perpendicular bisector (P⊥) of that edge is a candidate separation
plane for the floc. This plane divides the ellipsoid into two pieces, and integration of the
forces normal to P⊥ over each piece of the ellipsoid yields the total tensile force:
F⊥ =
∣∣∣∣ ∫∫
D>P⊥
fR · n⊥ dA
∣∣∣∣ + ∣∣∣∣ ∫∫
D<P⊥
fR · n⊥ dA
∣∣∣∣ , (2.2.4)
where n⊥ is the unit normal to P⊥. Because the ellipsoid is in a laminar shear field, it
rotates and we calculate the force over one period of motion, using the maximum value in
the calculation of the maximum tensile stress, σmax.
The rupture stress, σr, of the EPS is the stress required for the EPS to separate,
or rupture. When σr is exceeded, we say a fragmentation event has occurred. If σmax
for the longest edge in the MST does not exceed σr, we recursively consider σmax for the
next longest edge in the MST as a candidate for separation until σr is exceeded. When a
fragmentation event occurs, the edge under consideration is removed from the MST, creating
two disconnected graphs which represent the two daughter flocs formed by the fragmentation.
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Each daughter floc is then considered to be a new floc for potential fragmentation and
analyzed as such. If σr is never exceeded along any edge in the MST, we say the floc does
not fragment.
We repeat this process for each floc and construct a normalized histogram of the
daughter floc sizes relative to the mother floc. This relative size is determined from the
fraction of the number of bacteria in the mother floc that are in each daughter floc.
The algorithm is outlined by the following pseudocode to facilitate understanding. A
more detailed version of the algorithm can be found in Appendix B.
1 INPUT Flocs = List of flocs
2 WHILE i ≤ (No. of flocs in Flocs)
3 Find MST for Flocs(i)
4 Find equivalent ellipsoid for Flocs(i)
5 FOR k = 1 : (No. of edges in MST)
6 Find P⊥ for kth longest edge (separation plane)
7 σmax = max tensile stress for separation plane
8 IF σmax ≥ σr
9 → Fragmentation Event
10 Add daughters to Flocs
11 GOTO 14
12 END IF
13 END FOR
14 i = i + 1
15 END WHILE
To allow for future laboratory comparison, we apply the algorithm to selected combina-
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tions of fluid shear rates and feasible biofilm rupture stresses. We allow the biofilm rupture
stress (σr) to vary between 1 Pa and 150 Pa and the fluid shear rate (γ) to vary between 10
s−1 to 500 s−1.
2.3 Results and Discussion
We investigated the post-fragmentation probability densities, Γ(x; y), for various com-
binations of fluid shear rate and biofilm rupture stress. In all cases we explored, the resultant
probability densities predominantly exhibit fragmentations resulting in one daughter floc sig-
nificantly larger than the other. This suggests that the primary type of fracture occurring
is the erosion of small clumps of bacteria off the mother floc, where we define erosion to
be any fracture where one daughter floc is at least three fold the size of the other daugh-
ter floc. In the following sections we investigate the dependence of the post-fragmentation
probability density on the size of the mother floc and different combinations of fluid shear
rate and biofilm rupture stress. We also examine the density of particle sizes after exhaus-
tive fragmentation, which we define to be the result of repeated fragmentation until the
hydrodynamic forces are insufficient to fragment any remaining flocs. Finally, we support
our results by comparing them with the results from artificially-generated flocs constructed
to have similar statistical properties of flocs acquired in the laboratory.
2.3.1 Dependence on mother floc size
The density Γ(x; y) depends heavily on the size of the mother floc since it is dramatically
different when one or two bacteria fragment from a mother floc with 100 bacteria than a
mother floc with 5 bacteria. According to our definition, erosion is only possible for flocs
with four or more bacteria and flocs consisting of two or three bacteria are unable to have any
fragmentation event result in erosion. An example of a post-fragmentation density function
using mother flocs of all sizes (σr = 10 Pa, γ = 100 s
−1) is shown in Figure 2.3.1(a). The same
density is also shown having been separated into mother flocs with 15 or greater bacteria
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(Figure 2.3.1(b)) and those with fewer than 15 bacteria (Figure 2.3.1(c)).
If we consider only mother flocs with 15 or more bacteria, over 90% of the fractures
can be classified as erosion. Even for mother flocs as small as 5 bacteria, over 80% of the
fractures are due to erosion. The resulting shape is distinctive, with the highest probability
occurring on either end of the domain and the lowest occurring in the center (similar to
Figure 2.3.1(b)). For smaller mother flocs, the density is more uniform, with spikes at the
fractions where it is possible to produce daughter flocs. For example, there are spikes at 1
3
and 2
3
, reflecting mother flocs with 3 bacteria fracturing into daughter flocs with 1 and 2
bacteria respectively.
The inclusion of mother floc size as a parameter in the density is common practice in
the literature. For example, a uniform density function for producing a daughter floc of size
x from a mother floc of size y can be represented by Γ(x; y) = y−1 for x ∈ [0, y] (see [40] for
a summary of forms).
We examine the heavy dependence on the mother floc size more closely by considering
it as a parameter in the post-fragmentation density function. While the number of mother
flocs of a specific size varies in our data, there is enough resolution to see the general shape of
the density evolve with the size of the mother floc (Figure 2.3.2(a)). For small mother flocs,
we observe large spikes at fractions of the mother floc size. As the mother floc size increases,
the largest of these spikes moves toward the edges of the domain, similarly to several of
the experimental results in [103] for densely packed flocs. This migration is indicative of
the trend for daughter flocs with a small number of bacteria to erode from the mother floc
(Figure 2.3.2(b)-(d)).
2.3.2 Dependence on fluid shear rate and biofilm rupture stress
As mentioned, there are slight differences in the density functions for different combina-
tions of fluid shear rate and biofilm rupture stress. Figure 2.3.3 depicts sample combinations
of γ and σr. A combination of high rupture stress and low fluid shear rate (depicted in
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Figure 2.3.3 upper right, σr = 15 Pa, γ = 50 s
−1) reduces the number of small mother flocs
and thus the corresponding Γ more closely resembles the density for only larger mother flocs
seen in Figure 2.3.1(b). Fewer fragmentations occur because the hydrodynamic forces acting
on the floc are weaker. Conversely, a combination of low rupture stress and high fluid shear
rate (depicted in Figure 2.3.3 lower left, σr = 5 Pa, γ = 150 s
−1) increases the number of
fragmentations of small flocs, resulting in a density resembling Γ for only small mother flocs
(Figure 2.3.1(c)).
When considering a constant rupture stress value and allowing the shear rate to in-
crease, we see similar fragmentation behavior among all stresses. The shift from large mother
floc to small mother floc densities occurs near γ = 10σr. We also notice a large increase
in the number of fragmentation events that occur, depicted for various (σr,γ) combinations
in Figure 2.3.4. For high rupture stresses, the number of fragmentations can increase by a
factor of 1000 as the shear rate increases from 10 s−1 to 500 s−1. For low rupture stresses,
there is little difference since even small stresses will cause a fragmentation to occur and the
number of fragmentations is limited primarily by the number of bacteria present. Whenever
more than 1000 fragmentation events occur, the density function is well represented by the
example shown in Figure 2.3.2(a), and typically the number of fragmentations exceeds 1000
when γ > 10σr.
2.3.3 Particle density after exhaustive fragmentation
Many different functional forms of the post-fragmentation probability density have
been used in the literature. As mentioned earlier, the two most common are binary and log-
normal. For exhaustive fragmentation, our results do not convincingly match the log-normal
density. We denote the exhaustive density as ΓEX , the size density of daughter flocs after
repeated fragmentation. Our computations suggest that ΓEX exhibits many small and few
large flocs. Figure 2.3.5(a) depicts a sample comparison between ΓEX and a discretized log-
normal density fit to ΓEX for σr = 10 Pa, γ = 150 s
−1. The Hellinger distance [98] between
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ΓEX and the fitted log-normal density ranges between 0.13 and 0.74. While the asymptotic
tails of ΓEX and the log-normal densities do match, the majority of the probability in ΓEX
is not captured by log-normal.
Note that to allow comparison between ΓEX and the log-normal, we discretized the
log-normal density over a partition of the domain chosen to match the ΓEX bins. Naturally,
this does introduce some error, but it is on the order of the bin widths. Furthermore the
derivation of the log-normal density assumes homogeneity of structure. As can be seen in
Figure 2.2.1, K. pneumoniae flocs are heterogeneous; the fractal dimensions for our flocs
range between 1.8 and 2.4.
2.3.4 Comparison with similar DLA-generated aggregates
To explore the possible effects on our results of having a sample size of 39 flocs, we
artificially generated flocs for analysis and comparison with the laboratory-acquired flocs. An
extension of Witten and Sanders’s diffusion limited aggregation (DLA) algorithm [101]
was implemented to construct these additional flocs. The DLA algorithm was modified in two
ways. First, the restriction that particles be placed on a simple cubic lattice was removed,
allowing new particles to be placed freely in space. Second, we allow the distance between
particles as they are placed to vary, with the specific distance for each new placement being
drawn from the distribution of edge lengths in the MSTs of the original 39 flocs. We do not
consider the spatial distribution of edge lengths, allowing long edges to appear throughout
the floc as is observed in our laboratory flocs. For further details on DLA, we direct the
interested reader to [101, 41]
From more than 10,000 DLA-generated aggregates, we chose 1159 for analysis by com-
paring the distribution of edge-lengths in their MST to that of our laboratory-acquired
flocs. We found the Hellinger distance between the edge-length distributions of each DLA-
generated floc and the laboratory flocs. The range of Hellinger distances was 0.16 to 0.36,
and we selected the flocs where the distance was less than 0.21. The fractal dimension was
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also checked to ensure it lay in the range of fractal dimensions present in the laboratory-
acquired flocs. The selected DLA-generated aggregates were then used in our algorithm for
generating a post-fragmentation density function.
The resulting density function depicted in Figure 2.3.6(a) is consistent with the den-
sity function based on our laboratory-acquired flocs. All DLA-generated flocs showed the
predominant fragmentation mechanism to be erosion. The Hellinger distance between the
post-fragmentation density function for the laboratory-acquired flocs and that for the DLA-
generated flocs for each mother floc size is shown in Figure 2.3.6(b). The increase in this
value as the mother floc size increases can be attributed to the small number of mother flocs
of a specific size in our laboratory data. The DLA-generated flocs clearly have the same
fragmentation behavior as the laboratory-acquired flocs and support our results.
The DLA-generated flocs were also used to construct the density of particle sizes af-
ter exhaustive fragmentation, and these results are consistent with that of the laboratory-
acquired flocs (Figure 2.3.5(b)). For the example densities shown in Figure 2.3.5, the
Hellinger distance between the data and the fitted log-normal curve are 0.29 for the labora-
tory data and 0.26 for the artificial data, while the Hellinger distance between the densities
for the laboratory and artificial data is merely 0.01.
2.4 Concluding Remarks
A methodology is proposed to predict bacterial floc fragmentation in laminar flow.
The method is applied to K. pneumoniae flocs to construct a post-fragmentation density.
Numerical results suggest that the primary fragmentation mechanism for medium to large
biological flocs is erosion and not the splitting of the original floc into two similarly-sized
daughter flocs, as is commonly assumed in the literature. Also, rupture stress, shear rate,
and floc shape all appear to have minimal impact on the post-fragmentation probability
density.
The limiting density of floc sizes ΓEX after exhaustive fragmentation is also investigated
19
and the results are found to be inconsistent with the log-normal density frequently employed
in the literature [61] [68]. Our results are supported by applying our algorithm to artificially-
generated flocs with statistical properties similar to the flocs acquired in the laboratory.
Much of the previous work on floc fragmentation is based on the breakup of flocs
whose structure is due to short-range van der Waals attractions. Conversely, the structure
of bacterial flocs is based on polymer networks secreted by the bacteria themselves, and
the deformation and rupture of polymer networks is fundamentally different [85]. While
treatment of the flocs as brittle is simplistic, the proposed methodology forms the foundation
for more accurate modeling of fragmentation.
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(a)
(b)
Figure 2.2.1: (a) Sample floc, enveloped by the effective surface of a uniform EPS layer (3D
reconstruction). The red circles are the centers of mass of the bacteria in the floc and the
blue lines are the edges that constitute the Minimum Spanning Tree (MST) of the centers
of mass. (b) Alternate view of the same floc shown with a sample fragmentation plane P⊥
determined by the edge in the MST identified by an arrow. Axes are in µm.
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Figure 2.2.2: Sample floc depicting the centers of mass of the bacteria in the floc, the corre-
sponding MST, and the semiaxes of a hydrodynamically equivalent ellipsoid as determined
using Principle Components Analysis (PCA). Axes are in µm.
Figure 2.2.3: Sample floc depicting the centers of mass of the bacteria in the floc, the
corresponding MST, a hydrodynamically equivalent ellipsoid, and sample ellipsoid surface
force vectors (in Newtons) per unit area (longer vectors denote larger magnitude forces).
Note that this figure is a projection of the data onto the xy-plane. The force vectors have no
z component because of the ellipsoid’s alignment with the flow and the largest forces occur
around the ellipsoid’s equator (the a1 × a2 plane). Axes are in µm.
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Figure 2.3.1: Sample post-fragmentation density function Γ(x; y) (σr = 10 Pa, γ = 100 s
−1)
considering (a) all mother flocs, (b) only mother flocs with 15 or more bacteria, and (c) only
mother flocs with fewer than 15 bacteria. The x-axis is the size (number of bacteria) of a
daughter floc as a fraction of the size (number of bacteria) of the mother floc.
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Figure 2.3.2: Sample post-fragmentation density function Γ(x; y), depicting dependence on
mother floc size, y. (a) Contour plot of the density. The x-axis is the mother floc size y and
the y-axis is the size of a daughter floc as a fraction of the size of the mother floc, x/y. Also
shown are (b) Γ(x; 4), (c) Γ(x; 10), and (d) Γ(x; 30)
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Figure 2.3.3: Post-fragmentation densities for various combinations of fluid shear rates (rows)
and biofilm rupture stresses (columns). As fluid shear rate increases, the number of frag-
mentations increases (Figure 2.3.4) resulting in many small flocs fragmenting and a more
centralized density function. Increasing rupture stress has the opposite effect, decreasing the
number of fragmentations and resulting primarily in erosion.
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Figure 2.3.4: Total number of fragmentations that occur for different values of biofilm rupture
stress (σr) and fluid shear rate (γ).
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Figure 2.3.5: Sample floc size density (σr = 10 Pa, γ = 150 s
−1) after exhaustive frag-
mentation ΓEX (blue circles), along with fitted, discretized log-normal densities (red stars).
Densities are shown for (a) laboratory-acquired flocs and (b) DLA-generated flocs. The x-
axis is the number of bacteria in a remaining floc and the y-axis is probability. ΓEX reaches
a lower bound near flocs of size 20 in the laboratory-acquired flocs and size 40 in the DLA-
generated flocs due to the finite number of flocs present. Note the under-prediction of single
bacteria flocs and flocs larger than 8, and the over-prediction of flocs between these values.
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Figure 2.3.6: (a) Contour plot of the post-fragmentation density function constructed by our
algorithm for 1024 DLA-generated flocs. The y-axis is the mother floc size and the x-axis
is the size of a daughter floc as a fraction of the size of the mother floc. (b) The Hellinger
distance between the post-fragmentation density functions of the laboratory-acquired flocs
and the DLA-generated flocs as a function of mother floc size. The x-axis is mother floc size
and the y-axis is the Hellinger distance.
CHAPTER 3
WELL-POSEDNESS AND EXISTENCE OF SOLUTIONS TO THE
INVERSE PROBLEM
3.1 Introduction
The previous chapter outlined a methodology for constructing the post-fragmentation
probability density from the geometry of the flocs and the physics of their environment. We
now turn our attention to a mathematical model for the overall flocculation dynamics of
bacterial aggregates. This model, presented fully in [19] and summarized in Section 3.2, con-
siders all three processes important to flocculation: aggregation, fragmentation and growth.
The post-fragmentation density Γ(x, y) appears as one of two functions characterizing the
fragmentation function, and our efforts focus on the inverse problem for the inference of
Γ(x, y) from the population size distribution b(t, x) of bacterial aggregates over time.
In this chapter, we frame an inverse problem for estimating the conditional probability
measures from system observations in measure-dependent nonlinear partial differential equa-
tions. We use the Prohorov metric, which is equivalent to weak convergence of measures, in a
functional analytic setting and show well-posedness of the inverse problem. We also develop
an approximation approach for computational implementation and show well-posedness of
this approximate inverse problem, and the convergence of solutions to the approximate in-
verse problem to solutions of the original inverse problem. Our approach is similar to that
for identifying a single probability measure in Banks and Bihari [11] and a countable number
of probability measures in Banks and Bortz [12], and in this article we extend this theory to
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conditional probability measures. Finally, we illustrate that the system described in (3.2.1)-
(3.2.3) for the flocculation dynamics of bacterial aggregates in suspension is one realization
of systems satisfying the hypotheses in our framework. The work presented in this chapter
is taken largely from a recently submitted manuscript [18].
3.2 Background
This section summarizes the relevant mathematical model that serves as the foundation
for the work presented in this chapter. Define b(t, x) dx to be the number of flocculated
bacterial biomasses having volume between x and x+ dx at time t. Then b(t, x) is modeled
by the system of equations (9) in [19], as shown below:
bt = −(G(x)b)x + A(x, b) + F (x, b), (3.2.1)
G(x)b(t, x) = 0, (3.2.2)
b(0, x) = b0(x), (3.2.3)
where b0 ∈ L1([x, x],R+), G(x) is the growth function, and A(x, b) and F (x, b) are the aggre-
gation and fragmentation functions, respectively. The boundary condition G(x)b(t, x) = 0
enforces the restriction that there is no biomass in the flask smaller than x that can grow
bigger, i.e., there is a no-flux boundary condition at x. The functions A(x, b) and F (x, b)
are defined by:
A(x, b) = AIN − AOUT , (3.2.4)
AIN =
1
2
∫ x−x
x
KA(y, x− y)b(t, y)b(t, x− y)dy, x ∈ [2x, x], (3.2.5)
AOUT = b(t, x)
∫ x−x
x
KA(x, y)b(t, y)dy, x ∈ [x, x− x], (3.2.6)
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F (x, b) = FIN − FOUT , (3.2.7)
FIN =
∫ x
x
b(t, y)KF (y)Γ(x, y)dy, x ∈ [x, x− x], (3.2.8)
FOUT =
1
2
KF (x)b(t, x), x ∈ [2x, x], (3.2.9)
where x and x are the minimum and maximum floc volumes, respectively. Also, KA is the
aggregation kernel, describing the rate at which flocs of volume x and y combine to form a
floc of volume x + y, KF is the fragmentation kernel, describing the rate at which a floc of
volume x fragments, and Γ(x, y) is the function describing the probability density of daughter
flocs for the fragmentations of a parent floc of volume y. Note that for a given parent floc
of volume y, Γ is simply a probability density in x on the interval [x, y], and Γ ≡ 0 for
x ∈ (y, x]. As stated in the introduction, much of the framework for the inverse problem is
based on the framework developed for the inverse problem for identifying a single probability
measure in Banks and Bihari [11] and a countable number of probability measures in Banks
and Bortz [12].
3.3 Well-Posedness of the Inverse Problem
We begin be considering the model in Equations (3.2.1)-(3.2.3). More specifically, we
consider the inverse problem for inferring the post-fragmentation density function Γ(x, y)
from laboratory data. Considering the post-fragmentation cumulative distribution F (x, y)
is equivalent to considering Γ(x, y) as they are related in the traditional way (F (x, y) =∫ x
x
Γ(ξ, y) dξ). As stated in the introduction, much of the framework for the inverse problem is
based on the framework developed for the inverse problem for identifying a single probability
measure in Banks and Bihari [11] and a countable number of probability measures in Banks
and Bortz [12].
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Figure 3.3.1: (a) Domain for the probability measure F (x, y) showing admissible values for
F (x, y) ⊂P(Q). (b) Example F (x, y) ⊂P(Q) for fixed y. In this example, y = (x− x)/2.
3.3.1 Theoretical framework
LetQ = [x, x] andP(Q) be the space of all probability measures on (Q,A ), whereA is
the Borel σ-algebra on Q. Since we are primarily concerned with the system in (3.2.1)-(3.2.3),
we restrict the space of probability distributions to those that can be solutions to our inverse
problem. A fragmentation cannot result in a daughter floc larger than the original floc,
therefore we consider the subset Py(Q) ⊂P(Q) such that F (x, y) ∈Py(Q) if F (x, y) ≡ 1
for x ≥ y and y ∈ Q. We also restrict our solutions to piecewise absolutely continuous (PAC)
functions with a finite number of discontinuities in x. An illustration of the domain and an
example distribution are shown in Figure 3.3.1, where the upper left corner of the domain
admits values of F (x, y) between 0 and 1, and the lower right requires F (x, y) ≡ 1. We then
define our space of solutions to the inverse problem as F ∈ F (Q×Q), the space of all PAC
functions with a finite number of discontinuities in x such that F (x, y) ∈ Py(Q) for any
fixed y. We will denote this space of solutions as simply F throughout the remaining work.
We define a metric on the space F to create a metric topology, and we accomplish this
by making use of the well-known Prohorov metric. We recall the definition of the Prohorov
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metric on P(Q) for any arbitrary complete metric space Q with metric dist. For any closed
E ⊂ Q and  > 0, we define the -neighborhood of E by
E = {q ∈ Q|dist(q˜, q) < , forsomeq˜ ∈ E} .
Then the Prohorov metric is the mapping ρProh :P(Q)×P(Q)→ R+ defined by for
F, F˜ ∈ F and fixed y, the Prohorov metric to denote the distance
ρProh(P1, P2) = inf { > 0|P1(E) ≤ P2(E) + , Eclosed, E ∈ Q} .
A full description of the Prohorov metric can be found in [14]. Convergence in the
Prohorov metric is equivalent to weak convergence of measures, and we direct the interested
reader to [37] (which summarizes its relationship to a variety of other metrics on probability
measures).
We extend this concept to define the metric ρ on the space F by taking the supremum
of ρProh over all y ∈ Q:
ρ(F, F˜ ) = sup
y∈Q
ρProh(F (·, y), F˜ (·, y)).
Let nj(ti) represent the number of flocculated biomasses with volume between xj−1
and xj at time ti. We assume the error in our data is normally distributed, and thus our
inverse problem entails finding a minimizer of the least squares cost functional, defined as:
min
F∈F (Q×Q)
J(F ; n) = min
F∈F (Q×Q)
Nt∑
i=1
Nx∑
j=1
(∫ xj
xj−1
b(ti, x, F ) dx − nj(ti)
)2
(3.3.1)
where the data n ∈ RNx×Nt consists of the number of flocs in each of the Nx bins for floc
volume at Nt time points, and b is the solution to Equations (3.2.1)-(3.2.3) corresponding
to F . Since J may not have a unique minimizer, we denote a corresponding solution set of
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probability distributions as F ∗(n). We then define the distance between two such sets of
solutions, F ∗(n) and F ∗(n˜) (for data n and n˜) to be the well-known Hausdorf distance:
dH(F
∗(n),F ∗(n˜)) = inf{ρ(F, F˜ ) : F ∈ F ∗(n), F˜ ∈ F ∗(n˜)},
(see [52] for a full definition).
We now consider the abstract evolution equation formulation of Equations (3.2.1)-
(3.2.3):
bt = g(b, φ) (3.3.2)
b(0, ·) = b0(x)
for t ≥ 0, and φ ∈ F , b0(x), b(t, ·) ∈ H= L1(Q,R+), the space of integrable functions
mapping a closed bounded subset of the positive reals, i.e., Q ⊂ R+, into R+. For comparison
with (3.2.1)-(3.2.3), φ corresponds to the post-fragmentation distribution F (x, y), and the
operator g : H ×F → H is defined as
g(b, φ) = Gb+A(b) + F(b, φ) (3.3.3)
where A and F are defined as mappings H 7→ H such that A(b) = A(·, b) and F(b, φ) =
F (·, b;φ), and the operator G : domG ⊂ H → H is defined as
Gψ = − ∂
∂x
(G(x)ψ),
with domG = {ψ ∈ H : Gψ ∈ H1(x, x), limx→x(Gψ)(x) = 0, (Gψ)(x) = 0}. The restrictions
on the domain can be interpreted biologically to be a no-flux boundary condition on floc
growth at the minimum floc size ((Gψ)(x) = 0), and “well-behaved” floc growth near the
maximum floc size (limx→x(Gψ)(x) = 0). The existence and uniqueness of solutions to 3.3.2
have been established by Bortz, et al. [19]. The growth function G, aggregation kernel KA,
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and fragmentation kernel KF are not the focus of this study and so will be considered fixed
throughout the following work.
3.3.2 Inverse Problem
The following two lemmas are used to prove existence of solutions to the inverse problem
in Equation 3.3.1. We use the well-known result that a continuous function on a compact
metric space has a minimum, and thus the first lemma shows that (F , ρ) is a compact metric
space and the second shows the continuous dependence of the solution b on the probability
measure F .
For much of the following analysis, we require the operator g to satisfy a Lipschitz-type
condition. We detail that condition in the following.
Condition 3.3.1. Let (b, φ), (b˜, φ˜) ∈ H ×F . For fixed t, the function g : H ×F → H
must satisfy
∥∥∥g(b, φ)− g(b˜, φ˜)∥∥∥ ≤ C ∥∥∥b− b˜∥∥∥+T (φ, φ˜),
where C > 0, and T (φ, φ˜) is some function T : F ×F → R such that T (φ, φ˜) → 0 as
ρ(φ, φ˜)→ 0.
We begin by proving that (F , ρ) as defined is a compact metric space.
Lemma 3.3.2. (F , ρ) is a compact metric space.
Proof. Consider a Cauchy sequence {Fn} ∈ F . Then ∀  > 0, ∃N such that ∀n,m ≥ N ,
sup
y∈Q
ρProh(Fn(·, y), Fm(·, y)) < .
It is easy to see we have a Cauchy sequence {Fn(·, y)} ∈ Py(Q) which converges
uniformly in y ∈ Q. From results in Billingsley [14], Py(Q) is a compact metric space, so
there exists F (·, y) ∈Py(Q) such that ρProh(Fn(·, y), F (·, y)) <  for all n ≥ N . Thus
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sup
y∈Q
ρProh(Fn(·, y), F (·, y)) < 
and (F , ρ) is a complete metric space. In addition, since Q×Q is compact and 0 ≤ F (x, y) ≤
1 for all (x, y) ∈ Q × Q, F ∈ F , F (Q × Q) is totally bounded and therefore (F , ρ) is a
compact metric space.
Now that we have established a compact metric space, it remains to show that the cost
functional on that space is continuous with respect to the function F . It suffices to prove
point-wise continuity.
Lemma 3.3.3. If t ∈ I = [0, tf ], F ∈ F , and the operator g in (3.3.2) satisfies Condition
3.3.1, then the unique solution b to (3.3.2) is point-wise continuous at F ∈ F .
Proof. For b to be point-wise continuous at F , we need to show that ‖b(t, x, Fi)− b(t, x, F )‖ →
0 as ρ(Fi, F ) → 0 for {Fi} ∈ F and fixed t. We begin by re-writing (3.3.2) as an integral
equation:
b(t, x) = b0(x) +
∫ t
0
g(b(s, x), F )ds
For fixed t, consider b to be a function of F :
b(t, x, F ) = b0(x) +
∫ t
0
g(b(s, x, F ), F )ds
By definition of solutions, we have:
‖b(t, ·, Fi)− b(t, ·, F )‖ ≤
∫ t
0
‖g(b(s, ·, Fi), Fi)− g(b(s, ·, F ), F )‖ ds
Based on the assumption on g, we obtain:
‖b(t, ·, Fi)− b(t, ·, F )‖ ≤ C
∫ t
0
‖b(s, ·, Fi)− b(s, ·, F )‖ ds+ T (Fi, F )
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where we define T (Fi, F ) =
∫ tf
0
T (Fi, F )ds, independent of t. An application of Gronwall’s
inequality yields:
‖b(t, ·, Fi)− b(t, ·, F )‖ ≤ T (Fi, F ) e
∫ t
0 C ds ≤ T (Fi, F ) eC tf → 0
since we know that T (Fi, F )→ 0 as Fi → F . Thus the solutions b are point-wise continuous
at F ∈ F .
We use the results of the above two lemmas to establish existence of a solution to our
inverse problem.
Theorem 3.3.4. There exists a solution to the inverse problem as described in (3.3.1).
Proof. It is well known that a continuous function on a compact set obtains both a maximum
and a minimum. We have shown (F , ρ) is compact, and from Lemma 3.3.3, for fixed t, we
have that F 7→ b(t, ·, F ) is continuous. Therefore J is continuous with respect to F and we
can conclude there exist minimizers for J .
3.4 Approximation of Solutions
Since the original problem involves minimizing over infinite dimensional space F , pur-
suing this optimization is challenging without some type of finite dimensional approxima-
tion. Thus we define some approximation spaces over which the optimization problem be-
comes computationally tractable. Based on a discretization scheme presented in [12], let
QM = {qMj }Mj=1 be partitions of Q = [x, x] for M = 1, 2, . . . and
QD =
∞⋃
M=1
QM (3.4.1)
where the sequences are chosen such that QD is dense in Q.
For positive integers M, L, let the approximation space be defined as
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FML =
{
F ∈ F | F (x, y) =
L∑
`=1
M∑
m=1
pm`∆qMm (x) ∆qL` (y),
qMm ∈ QM , qL` ∈ QL,
∑`
m=1
pm` = 1, i = 1, 2, . . . , L
}
where ∆q is the Heaviside step function with atom q. That is, ∆q(x) is 1 if x ≥ q and 0 if
x < q. Define
FD =
∞⋃
M,L=1
FML.
Q is a complete, separable metric space, and by Theorem 3.1 in [11] and properties of the
sup norm, FD is dense in F in the ρ metric. Therefore we can directly conclude that any
function F ∈ F can be approximated by a sequence {FMjLk}, FMjLk ∈ FMjLk such that as
Mj, Lk →∞, ρ(FMjLk , F )→ 0.
Similar to the discussion concerning Theorem 4.1 in [11], we now state the theorem
regarding the continuous dependence of the inverse problem upon the given data, as well as
stability under approximation of the inverse problem solution space F .
Theorem 3.4.1. Let Q = [x, x], assume that for fixed t ∈ [0, tf ], x ∈ Q, F 7→ b(t, x, F )
is continuous on F , and let QD be a countable dense subset of Q as defined in Equation
3.4.1. Suppose that the observed data nm, n ∈ RNt×Nx are such that nm → n as m → ∞.
Moreover, suppose that F ∗ML(nm) is the set of minimizers for J(F ; nm) over F ∈ FML
corresponding to the data nm. Similarly, suppose that F ∗(n) is the set of minimizers for
J(F ; n) over F ∈ F corresponding to the data n. Then, dH(F ∗ML(nm),F ∗(n)) → 0 as
M, L, m→∞.
Proof. Using continuous dependence of solutions on F , compactness of (F , ρ), and the
density of FD in F , the arguments follow precisely those for Theorem 4.1 in [11], which
would argue in the present context that any sequence F ∗MLm ∈ F ∗ML(nm) has a subsequence
F
∗MjLi
mk that converges to a F˜ ∈ F ∗(n). Therefore we can claim that
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dH
(
F ∗ML(nm), F ∗(n)
)
= inf
{
ρ(FMLm , F ) | FMLm ∈ F ∗ML(nm), F ∈ F ∗(n)
}
converges to zero as M, L, m→∞.
Since we do not have direct access to an analytical solution to (3.3.2), our efforts are
focused on the solving the approximate inverse problem
min
F∈F
JN(F,n) = min
f∈F
Nt∑
i=1
Nx∑
j=1
(∫ xj
xj−1
bN(ti, x, F )dx− nj(ti)
)2
(3.4.2)
with Nt data observations and Nx data bins for floc volume. From results in [19], we
can obtain semi-discrete solutions bN to the forward problem that converge uniformly in
norm to the unique solution of (3.2.1)-(3.2.3) on a bounded time interval as N → ∞. We
summarize the framework and results for this approximation to the forward problem here
for completeness.
We first form an approximation to H. We define basis elements
βNi (x) =

1; xNi−1 ≤ x ≤ xNi
0; otherwise
i = 1, . . . , N,
for positive integer N and {xNi }Ni=0 a partition of [x, x] with largest mesh size ∆x and ∆xj =
xj − xj−1. These functions form an orthogonal basis for the approximate solution space
HN =
{
h ∈ H | h =
N∑
i=1
αiβ
N
i , αi ∈ R
}
,
and accordingly, we define the orthogonal projections piN : H 7→ HN
piNh =
N∑
j=1
αjβ
N
j , where αj =
1
∆xj
∫ xNj
xNj−1
h(x) dx.
Finally we define the approximating operators GN : HN → HN of the infinitesimal
operator by
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(GNh) (x) = − N∑
j=1
1
∆xj
(
G(xNj−1)h(x
N
j−1)−G(xNj )h(xNj )
)
βNj (x),
for h ∈ HN . Thus our approximating formulations of (3.2.1), (3.2.3) becomes the following
system of N ODEs for bN ∈ HN
bNt = GNbN + piN(A(bN) + F(bN , φ)), (3.4.3)
bN(0, x) = piNb0(x). (3.4.4)
By results of Section 4 in [2], we know the semi-discrete solutions to 3.4.3 converge
uniformly in norm to the unique solution of 3.2.1 on a bounded time interval as N →∞.
To have general “method stability” [13], we also need to show that bN(t, x, Fi) →
b(t, x, F ) as Fi → F in the ρ metric and as N → ∞. First, arguments similar to those in
Lemma 3.3.3 can be used to show bN is continuous in F on F for fixed N . Additionally, the
convergence of bN(t, x, Fi)→ bN(t, x, F ) as N, i→∞ is shown.
Lemma 3.4.2. Let t ∈ I, F ∈ F ,and {Fi} ∈ F such that limi→∞ ρ(Fi, F ) = 0. For fixed N ,
if bN(t, x, Fi) is the solution to Equations (3.4.3)-(3.4.4), then
∥∥bN(t, ·, Fi)− bN(t, ·, F )∥∥→ 0
as i→∞ uniformly in t on I.
Proof. For fixed N , we find that for t ∈ [0, tf ]
∥∥bN(t, ·, Fi)− bN(t, ·, F )∥∥ ≤ ∫ t
0
∥∥GNbN(s, ·, Fi)− GNbN(s, ·, F )∥∥ ds
+
∫ t
0
∥∥piN (A(bN(s, ·, Fi)) + F(bN(s, ·, Fi), Fi)
−A(bN(s, ·, F ))−F(bN(s, ·, F ), F ))∥∥ ds.
By definition of GNbN ,
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∥∥GNbN(t, ·, Fi)− GNbN(t, ·, F )∥∥ ≤ N∑
j=1
∥∥∥∥ 1∆xj ‖G‖∞ [(bN(t, xNj−1, Fi)− bN(t, xNj−1, F ))
− (bN(t, xNj , Fi)− bN(t, xNj , F ))
]
βNj (·)
∥∥∥∥∥
≤ CG
∥∥bN(t, ·, Fi)− bN(t, ·, F )∥∥
where CG =
2‖G‖∞B¯
minj ∆xj
and B = supt∈I
∥∥bN(t, ·, Fi)− bN(t, ·, F )∥∥. Also,
∥∥piN (A(bN(t, ·, Fi)) + F(bN(t, ·, Fi), Fi)−A(bN(t, ·, F ))−F(bN(t, ·, F ), F ))∥∥
≤ piN ∥∥g(bN(t, ·, Fi), Fi)− g(bN(t, ·, F ), F )∥∥
≤ piN (C ∥∥bN(t, ·, Fi)− bN(t, ·, F )∥∥+T (Fi, F ))
≤ C B¯ ∥∥bN(t, ·, Fi)− bN(t, ·, F )∥∥+ piNT (Fi, F ).
Combining these results,
∥∥bN(t, ·, Fi)− bN(t, ·, F )∥∥ ≤ ∫ t
0
C˜
∥∥bN(t, ·, Fi)− bN(t, ·, F )∥∥ ds+ T N(Fi, F )
where we define T N(Fi, F ) =
∫ tf
0
piNT (Fi, F )ds, independent of t, and C˜ =
2‖G‖∞B¯
minj ∆xj
+ C B¯.
An application of Gronwall’s inequality yields:
∥∥bN(t, ·, Fi)− bN(t, ·, F )∥∥ ≤ T N(Fi, F ) e∫ t0 C˜ ds ≤ T N(Fi, F ) eC˜ tf → 0
since we know that T N(Fi, F ) → 0 as Fi → F . Thus the solutions bN are point-wise
continuous at F ∈ F .
Corollary 3.4.3. Under the conditions in Lemma 3.4.2, we can conclude that∥∥bN(t, ·, FN)− b(t, ·, F )∥∥→ 0 as N →∞ uniformly in t on I.
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Proof. Consider
∥∥bN(t, ·, FN)− b(t, ·, F )∥∥ ≤ ∥∥bN(t, ·, FN)− bN(t, ·, F )∥∥+ ∥∥bN(t, ·, F )− b(t, ·, F )∥∥ .
The first term converges by Lemma 3.4.2, while the second term converges as a result of the
numerical scheme presented in [19].
With this corollary, we now consider the existence of a solution to the approximate
inverse problem in Equation (3.4.2), as well as the solution’s dependence on the given data
n.
Theorem 3.4.4. There exists solutions to both the original and approximate inverse prob-
lems in Equations (3.3.1) and (3.4.2), respectively. Moreover, one can find solutions to the
family of problems in Equation (3.4.2) that converge to a solution of Equation (3.3.1) as
N →∞.
Proof. As noted above, (F , ρ) is compact. By Lemmas 3.3.3 and 3.4.2, we have that both
F 7→ b(t, ·, F ) and F 7→ bN(t, ·, F ), for fixed t ∈ [0, tf ], are continuous with respect to F . We
therefore know there exist minimizers in F to the original and approximate cost functionals
J and JN respectively.
Let {F ∗N} ∈ F be any sequence of solutions to (3.4.2) and {F ∗Nk} a convergent (in
ρ) subsequence of minimizers. Recall that minimizers are not necessarily unique, but one
can always select a convergent subsequence of minimizers in F . Denote the limit of this
subsequence F ∗. By the minimizing properties of F ∗Nk ∈ F , we then know that
JNk(F ∗Nk) ≤ JNk(F ) for all F ∈ F . (3.4.5)
By Corollary 3.4.3, we have the convergence of bN(t, ·, FN) → b(t, ·, F ) and thus
JN(FN) → J(F ) as N → ∞ when ρ(FN , F ) → 0. Thus in the limit as Nk → ∞, the
inequality in (3.4.5) becomes
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J(F ∗) ≤ J(F ) for all F ∈ F
with F ∗ providing a (not necessarily unique) minimizer of (3.3.1).
Theorem 3.4.5. Assume that for fixed t ∈ [0, tf ], F 7→ b(t, ·, F ) is continuous on F in ρ,
bN is the approximate solution to the forward problem given Equations (3.4.3)-(3.4.4), JN is
the approximation given in (3.4.2), and let QD be a countable dense subset of Q as defined in
Equation (3.4.1). Suppose that the observed data nm, n ∈ RMt×Mx are such that nm → n as
m→∞. Moreover, suppose thatF ∗MLN (nm) is the set of minimizers for JN(F ; nm) over F ∈
FML corresponding to the data nm. Similarly, suppose that F ∗(n) is the set of minimizers
for J(F ; n) over F ∈ F corresponding to the data n. Then, dH(F ∗MLN (nm),F ∗(n))→ 0 as
N, M, L, m→∞.
Proof. If we combine the arguments of Theorem 3.4.1, Theorem 3.4.4, and Corollary 3.4.3,
as in Theorem 4.1 of [11], we readily obtain
dH
(
F ∗MLN (nm), F
∗(n)
)
= inf
{
ρ(FMLN,m, F ) | FMLN,m ∈ F ∗MLN (nm), F ∈ F ∗(n)
}
as N, M, L, m→∞.
With the results of these two theorems, we can claim that both there exists a solution to
the inverse problem and it is continuously dependent on the given data. We have established
method stability under approximation of the state space and parameter space of our inverse
problem, and well-posedness of the forward problem was established in [19]. Therefore we
can conclude general well-posedness of the inverse problem.
3.5 Example Illustration
We now consider the application of this framework to the system in (3.2.1)-(3.2.3). For
fixed t ∈ I, b(t, ·) ∈ H, φ ∈ F , consider the right side of (3.2.1), represented by (3.3.3),
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g(b, φ) = Gb+A(b) + F(b, φ)
Claim 3.5.1. The function g satisfies Condition 3.3.1.
Proof. Consider
∥∥∥g(b, φ)− g(b˜, φ˜)∥∥∥ = ∥∥∥(Gb− Gb˜) + (A(b)−A(b˜)) + (F(b, φ)−F(b˜, φ˜))∥∥∥
≤
∥∥∥Gb− Gb˜∥∥∥+ ∥∥∥A(b)−A(b˜)∥∥∥+ ∥∥∥F(b, φ)−F(b˜, φ˜)∥∥∥
It is straightforward to show that both Gb and A(b) are Lipschitz in b (see the proof of
Lemma 3.1 in [2] for an illustration) with Lipschitz constants Cgrowth and Cagg, respectively.
Examining the fragmentation term, we find
∥∥∥F(b, φ)−F(b˜, φ˜)∥∥∥ ≤ ∥∥∥∥12KF (·)(b˜(t, ·)− b(t, ·))
∥∥∥∥
+
∥∥∥∥∫ x· KF (y)
(
b(t, y) Γ(·, y)− b˜(t, y) Γ˜(·, y)
)
dy
∥∥∥∥
≤ 1
2
K
∥∥∥b− b˜∥∥∥+K ∥∥∥∥∫
Q
b(t, y)
(
Γ(·, y)− Γ˜(·, y)
)
dy
∥∥∥∥
+K
∥∥∥∥∫
Q
(
b(t, y)− b˜(t, y)
)
Γ˜(·, y) dy
∥∥∥∥
where K = ‖KF‖∞. Examining the second term on the right hand side,
∥∥∥∥∫
Q
b(t, y)
(
Γ(·, y)− Γ˜(·, y)
)
dy
∥∥∥∥ ≤ ∫
Q
∫
Q
|b(t, y)|
∣∣∣Γ(x, y)− Γ˜(x, y)∣∣∣ dy dx
≤
∫
Q
|b(t, y)|
∫
Q
∣∣∣Γ(x, y)dx− Γ˜(x, y)dx∣∣∣ dy
≤
∫
Q
|b(t, y)|
(∫
Q
∣∣∣dφy − dφ˜y∣∣∣) dy.
Since
∫
Q
∣∣∣dφy − dφ˜y∣∣∣→ 0 is equivalent to ρProh(φy, φ˜y)→ 0 , we know that
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sup
y∈Q
∫
Q
∣∣∣dφy − dφ˜y∣∣∣→ 0 as ρ(φ, φ˜)→ 0.
We are integrating over a compact domain, and therefore
∥∥∥∥∫
Q
b(t, y)
(
Γ(·, y)− Γ˜(·, y)
)
dy
∥∥∥∥→ 0 as ρ(φ, φ˜)→ 0.
Similar analysis for the third term leads to the bound
∥∥∥∥∫
Q
(
b(t, y)− b˜(t, y)
)
Γ˜(·, y) dy
∥∥∥∥ ≤ K ∥∥∥b− b˜∥∥∥ .
Combining, we find the overall fragmentation term can be bounded by
∥∥∥F(b, φ)−F(b˜, φ˜)∥∥∥ ≤ 3
2
K
∥∥∥b− b˜∥∥∥+T (φ, φ˜).
Using the Lipschitz constants from the growth and aggregation terms,
∥∥∥g(b, φ)− g(b˜, φ˜)∥∥∥ ≤ C ∥∥∥b− b˜∥∥∥+T (φ, φ˜)
where C = 3
2
K + Cgrowth + Cagg.
Therefore, since the function g satisfies Condition 3.3.1, we can conclude well-posedness
of the inverse problem for identifying the post-fragmentation probability density, Γ(x, y),
found in the model for flocculation dynamics of bacterial aggregates described in Equation
(3.2.1)-(3.2.3).
3.6 Concluding Remarks
Our efforts here are motivated by a class of mathematical models which characterize
a random process, such as fragmentation, by a probability distribution. We are concerned
with the inverse problem for inferring the probability distribution, and we present the spe-
cific problem for the flocculation dynamics of aggregates in suspension which motivated this
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study. We then developed the mathematical framework in which we establish well-posedness
of the inverse problem for inferring the probability distribution. We also include results for
overall method stability for numerical approximation, confirming a computationally feasi-
ble methodology. Finally, we verify that our motivating example in flocculation dynamics
conforms to the developed framework.
CHAPTER 4
NUMERICAL SIMULATIONS FOR INFERRING THE
POST-FRAGMENTATION DENSITY
4.1 Introduction
The previous chapter developed the necessary framework for showing the well-posedness
of the inverse problem for finding conditional probability measures in a class of measure-
dependent partial differential equations (PDE). We now focus on the system of PDE for
flocculation dynamics of suspended bacterial aggregates, presented originally in [19] and
used throughout this document.
The theory surrounding the inverse problem as developed in Chapter 3 is the founda-
tion for ensuring computed solutions are viable, however the computational robustness and
sensitivity of the proposed numerical scheme for finding these solutions must be investigated
further to verify the utility of the approach. In this chapter we present a series of numer-
ical simulations that explore the scheme proposed in the previous chapter. We summarize
this scheme for the inverse problem for finding the post-fragmentation density in the system
described in Section 3.2.
When parameter inference is conducted in aggregation-fragmentation models, we typ-
ically find it being used in the inference of the growth rate, fragmentation rate, and/or
aggregation rate, and these rates are usually assumed to be constant. Examples of this type
of parameter inference can be found in [1, 19]. When inferring a distribution, it is common to
find that distribution parameterized in some way (e.g. a normal distribution parameterized
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by its mean and variance), where only the parameters are fitted (e.g. [94, 5]). In contrast,
the work presented here uses a nonparametric distribution and infers the function values
for a discretization of the distribution (see [25] for more information on nonparametric dis-
tributions). This approach allows more freedom in the inference of the distribution by not
assuming a priori a particular functional form, and in doing so provides stronger evidence
to support the validity of the fitted distribution.
When any parameter inference is being conducted, it is natural to want to understand
how changes in the parameters affect the model solution. One way to address this concern
is to perform a sensitivity analysis. Developed in the context of modern control theory,
the sensitivity equations are often used in optimization and inverse problems [88, 77]. The
solution to these equations contain information regarding the sensitivity of our original sys-
tem to changes in a particular parameter. Again, in this investigation the focus is not on a
single parameter but a non-parameterized function, and the sensitivity analysis is adapted
accordingly.
In section 4.2 we present the numerical scheme for solving the forward problem and
its implementation, as well as summarize the approximation to the inverse problem as first
presented in the previous chapter. In Section 4.3, we explore the robustness of the proposed
scheme to noise in the data as well as its accuracy in connection with the mesh size employed.
Section 4.4 examines the sensitivity equations associated with the population density
model and addresses the experimental considerations concerning the times and floc sizes for
data acquisition most important for
4.2 Background
Since we do not have access to the analytical solution to the system (3.2.1)-(3.2.3),
we consider instead the approximate problem detailed in [19] and outlined in Section 3.4.
We summarize here the approximate forward and inverse problems, and include additional
detail on the numerical implementation.
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Results in [19] show convergence of semi-discrete solutions bN to the forward problem
that converge uniformly in norm to the unique solution of (3.2.1)-(3.2.3) on a bounded time
interval as N →∞. Our approximating formulations of (3.2.1)-(3.2.3) becomes the following
system of N ODEs
bNt = GNbN + piN(A(bN) + F(bN , φ)), (4.2.1)
bN(0, x) = piNb0(x). (4.2.2)
where piNh is the projection operator of a function h ∈ H = L1[x, x] to the approximation
space
HN =
{
h ∈ H : h =
N∑
i=1
αiβ
N
i , αi ∈ R
}
and the basis elements βNi are defined as
βNi (x) =

1; xNi−1 ≤ x ≤ xNi
0; otherwise
i = 1, . . . , N.
GNbN , piNA(bN), and piNF(bN) are the projection of the growth, aggregation, and fragmen-
tation functions (as defined in Section 3.4) to our basis elements. The resulting functions
were discretized and implemented as the following approximating matrices. The matrix
representation of GN is given by
[
GN
]
=

− 1
∆x1
G(xN1 ) 0 0 · · · 0
1
∆x1
G(xN1 ) − 1∆x2G(xN2 ) 0
. . . 0
0
. . . . . . 0
...
...
. . . 1
∆xN−2
G(xNN−2) − 1∆xN−1G(xNN−1) 0
0 · · · 0 1
∆xN−1
G(xNN−1) − 1∆xNG(xNN)

.
(4.2.3)
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The application of piN to AN(b) is
[
piNA(bN)] =

−α1
∑N−1
j=1 KA(x1, xj)αj∆xj
1
2
KA(x1, x1)α1α1∆x1 − α2
∑N−2
j=1 KA(x2, xj)αj∆xj
...
1
2
∑N−2
j=1 KA(xj, xN−1−j)αjαN−1−j∆xj − αN−1KA(xN−1, x1)α1∆x1
1
2
∑N−1
j=1 KA(xj, xN−j)αjαN−j∆xj

(4.2.4)
and the application of piN to FN(b) is
[
piNF(bN)] =

∑N
j=2 Γ(x1, xj)KF (xj)αj∆xj∑N
j=3 Γ(x2, xj)KF (xj)αj∆xj − 12KF (x2)α2∆x2
...
Γ(xN−1, xN)KF (xN)αN∆xN − 12KF (xN−1)αN−1∆xN−1
−1
2
KF (xN)αN∆xN

. (4.2.5)
The growth function G(x) we used in our model is the standard logistic growth model
G(x) = γG x
(
1− x
x
)
.
with growth rate γG. The aggregation kernel KA(x, y) used is the turbulent mixing model
KA(x, y) = γA(/ν)
1/2
(
x1/3 + y1/3
)3
where γA is the aggregation rate,  is the rate of energy dissipation per unit mass and ν is
the kinematic viscosity. The fragmentation kernel KF (x) was chosen to reflect the standard
practice of proportionality to floc size and is given by
KF (x) = γF (x− x)1/3.
with fragmentation rate γF . For the constants γG, γA, and γF , as well as the initial condition
b0(x) for solving the forward problem, we used the functions and values fitted to data from
[19]. Table 4.1 is a summary of the parameters and functions common to all simulations.
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Symbol Value Description Units
γG 6.8× 10−4 Growth min−1
γA 2.7× 10−15 Aggregation fL−2
γF 6.6× 10−5 Fragmentation µm−1 fL−1 min−1
b0(x) C1e
γ1x + C2e
γ2x Initial volume density # flocs/fL
C1 = 3.89× 109, γ1 = −1.56
C2 = 7.47× 10−4, γ2 = −0.00676
Table 4.1: Summary of parameters and functions common to all simulations.
The approximate inverse problem is given by
min
F∈F
JN(F,n) = min
F∈F
Nt∑
i=1
Nx∑
j=1
(∫ xj
xj−1
bN(ti, x, F )dx− nj(ti)
)2
(4.2.6)
where the data n ∈ RNx×Nt consists of the number of flocs in each of the Nx bins for floc
volume at Nt time points, and b
N is the solution to Equations (4.2.1)-(4.2.2) corresponding
to F .
4.3 Approximation of Solutions
Numerical simulations are used to demonstrate the utility and robustness of the approx-
imation scheme presented. Simulated data were generated by solving the forward problem
using the method from 4.2. The post-fragmentation density Γgenerating(x, y) used to generate
these data was derived from previous work [20] and is depicted in Figure 4.3.1. These data
serve as the “observed” data n and correspond to the true solution bN(t, x,Γ) of approximate
forward problem. All calculations were carried out using MATLAB routines.
Without loss of generality, we assume a spatial domain of Q = [0, 1] and a temporal
domain of I = [0, 1]. We discretized the interval Q = [0, 1] into N intervals of length 1
N
,
generating the partition QN = qj
N
j=1 =
{
j
N
}N
j=1
where the qj are the right endpoints of
each subinterval. Note that QD =
⋃∞
N=1 QN is a countable dense subset of Q. This spa-
tial discretization also yields the matrix form of the post-fragmentation density, ΓN(qj, qk),
j, k = 1, . . . , N , and it is the elements of this matrix that form the parameter set for the
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Figure 4.3.1: Post-fragmentation density Γgenerating(x, y) used to generate test data for ex-
ploring the viability of the proposed numerical method for the inverse problem of inferring the
post-fragmentation density function Γ(x, y) from population data for flocculation dynamics.
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optimization. The time interval I = [0, 1] was discretized by ti =
i
Nt
, 0 ≤ i ≤ Nt, and the
problem 4.2.1 was solved at each point b(ti, qj).
Nonlinear constrained optimization was used to minimize the cost functional and im-
plemented using the MATLAB fmincon function. The elements of ΓN(qj, qk) were required
to be between the values of zero and one, as well as satisfy the constraint equation
N∑
j=i
ΓN(qj, qk) = 1 for each k
which guarantees the ΓN is a probability density conditioned on y. Constraints of this type
suggest that use of the MATLAB active-set algorithm for the optimization will be fruitful.
An active set algorithm is a nonlinear constrained optimization algorithm typically used
with inequality/equality type constraints, gi(x) ≥ 0. The name comes from the algorithm’s
internal classification of constraints as either active or inactive, where a constraint is inactive
if gi(x) > 0, and gi(x) = 0 can be either active or inactive (depending on choice of active
set). The algorithm uses a two stage approach: in the first stage active constraints are set
as equality-type constraints and the constrained optimization problem is solved, and in the
second stage the algorithm decides which constraints to activate and deactivate. For more
details on active-set algorithms and constrained optimization, we direct the reader to the
resources [67, 66, 39], though these listed represent only a small number of those available.
The size of the parameter set grows as N2, and even the coarse discretization N = 10
yields an unwieldy 100 element set to optimize over. While there is no way around the
problem of scaling, we addressed this issue in our implementation in two ways. First, since
Γ(x, y) ≡ 0 for x ≥ y, we only optimized over those elements of ΓN(qj, qk) where j < k and let
all other elements remain zero. Second, since the post-fragmentation density Γ(x, y) models
a single fragmentation event, the values of Γ(x, y) were required to be symmetric with respect
to daughter floc size (Γ(x, y) = Γ(y−x, y)) to reflect the symmetric nature of fragmentation.
In our implementation, this constraint meant that the number of optimizable elements were
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cut roughly in half. Combining the two constraints, the optimization for N = 10 was reduced
from a 100 element set to a significantly more manageable 25 element set.
The algorithm was seeded with an initial density comprised of the uniform density in
x for fixed y,
Γuniform(x, y) =

1
y
; 0 ≤ x < y
0; x ≥ y
, x, y ∈ [0, 1].
Our initial discretization uses M = L = Nx = m = 30, and the result of the opti-
mization, Γoptimized(x, y), is shown in Figure 4.3.2. While this result is not identical to the
generating density, it is very similar and displays the important feature of erosion. The suc-
cess of this initial study serves as the foundation for further investigation into the robustness
and accuracy of the approximation method.
4.3.1 Robustness to noise
Data gathered in the laboratory will by nature always include some level of noise due
to any number of sources, such as measurement error or equipment precision. It is therefore
important to examine the effect that noise in the data will have on the method’s ability to
determine the post-fragmentation density function. Using our baseline numerical solution
n, relative Gaussian noise was added creating “data” nσ2 , where the elements n
ij
σ2 of nσ2
are given by nijσ2 = n
ij + ij where the ij are independent, identically-distributed Gaussian
random variables with mean zero and variance σ2 a scalar multiple of nij.
The value of the least squares cost functional JN between the true solution bN(t, x,Γ)
and the solution found using the optimized post-fragmentation density Γfit for each noise
level is shown in Figure 4.3.3. As expected, the cost functional decreases in value with lower
noise levels. The values appear to increase linearly with increased variance in the data,
implying the error in the approximation due to normally distributed noise is of first-order.
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Figure 4.3.2: Preliminary evidence of the viability of the proposed numerical method for the
inverse problem of inferring the post-fragmentation density function Γ(x, y) from population
data for flocculation dynamics. Shown is the fitted density function from the optimization
scheme based on these data and an initial density function uniform in x, and it is qualitatively
very similar to the generating density (shown in Figure 4.3.1).
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Figure 4.3.3: The robustness of the approximation method to varying levels of noise in the
observed data. The value of the cost functional JN for the optimized solution to the inverse
problem is shown for data with relative Gaussian noise of mean zero and variance σ2.
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For the noise levels considered, the corresponding optimized post-fragmentation den-
sities Γσ2(x, y) for two representative noise levels are shown in Figure 4.3.4. While the
optimized density for low relative noise (σ2 = 0.025nij) strongly resembles Γgenerating, the
density for the high noise level of σ2 = 1.5nij is visibly different from Γgenerating remaining
similar to the seeded uniform density.
4.3.2 Effect of mesh size on accuracy
We next investigate the effect of mesh size on the accuracy of the optimization method.
The interval Q = [0, 1] was discretized into N subintervals of length dx = 1/N , with the
number of subintervals increasing from N = 5 to N = 50. The value of the least squares cost
functional JN for the optimized solutions Γoptimized for each step size dx = 1/N is shown in
Figure 4.3.5.
As mentioned previously, a full discretization of Γ(x, y) creates an N × N matrix
ΓN(xN , yN) and since each element of the matrix is allowed to vary, the complexity of the
optimization increases as N2. We reduce the number of parameters in the optimization by
considering only non-zero elements in the optimization scheme and enforcing the symmetry
intrinsic in fragmentation. Examing the results presented in Figure 4.3.5, we see the expected
improvement in accuracy with smaller step sizes regardless of the noise level. We also note an
increase in the value of the least squares cost when the same analysis is carried out on data
with more noise, but we still see improved accuracy of the numerical scheme with decreased
stepsize.
4.4 Sensitivity analysis
It is natural to want to understand the sensitivity of the solution b(t, x) of Equation
(3.2.1) to changes in the post-fragmentation density Γ(x, y). By examining this sensitivity,
we gain information about where the solution is most affected by Γ(x, y) and can use this
information to aid in the design of future experiments. For more information on sensitivity
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(a)
(b)
Figure 4.3.4: The optimized post-fragmentation density function Γσ2 for different levels of
relative noise in the data. Gaussian noise was added to the true data nij to obtain noisy
data of the form nijσ2 = n
ij + ij(nij) where the ij are normal random variable with mean
0 and variance σ2 = δnij. (a) Low noise levels (δ = 0.025) yield Γσ2 closely resembling the
Γgenerating used to create the true data. (b) Larger noise levels (δ = 1.5) yield Γσ2 similar to
the uniform density used to seed to optimization algorithm.
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Figure 4.3.5: The robustness of the approximation method to different step sizes dx = 1/N
in the approximation scheme. Noise in the data was fixed at (a) σ2 = 0.05 and (b) σ2 = 0.5.
The value of the cost functional JN for the optimized solution to the inverse problem is
shown for the number of grid points increasing from N = 5 to N = 50, with corresponding
step sizes decreasing from dx = 0.2 to dx = 0.02.
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theory, we direct the interested reader to the following texts [32, 97, 100, 30, 88].
4.4.1 Sensitivity equations
To perform this analysis, we must first derive the sensitivity equations [32, 30].
The solution to these equations contain information regarding the sensitivity of our original
system to changes in a particular parameter. We find these by taking the derivative of
with respect to Γ in the original PDE (Equations (3.2.1)-(3.2.3)). Because we are taking
the derivative with respect to a function and not a parameter or variable, we make use of
the Gateaux derivative [35, 36] commonly used in calculus of variations. The Gateaux
derivative is a generalization of the concept of a directional derivative from vector calculus,
where we now take the derivative in the direction of a function instead of a vector in RN .
To define this functional derivative, consider X, Y Banach spaces, W ⊂ X is open, and
F : X → Y . The Gateaux derivative d
dψ
F (x;ψ) of F at x ∈ W in the direction ψ ∈ X is
defined as
d
dψ
F (x;ψ) = lim
τ→0
F (x+ τψ)− F (x)
τ
,
noting that the derivative is a local derivative around the point x. The function F is called
Gateaux differentiable at x if this limit exists for all ψ ∈ X. We formally apply this derivative
to the PDE in Equations (3.2.1)-(3.2.3) and obtain our sensitivity equations.
∂
∂Γ
(
b˙(t, x,Γ) = − (G(x)b(t, x,Γ))x + A(x, b(t, x,Γ)) + F (x, b(t, x,Γ),Γ)
)
(4.4.1)
∂
∂Γ
G(x)b(t, x,Γ) = 0, (4.4.2)
∂
∂Γ
b(0, x,Γ) =
∂
∂Γ
b0(x) = 0, (4.4.3)
where we define d
dΓ
f as the Gateaux derivative
d
dΓ
f(Γ) = lim
τ→0
f(Γ + τU)− f(Γ)
τ
60
and U is an admissible probability density function. While the work below considers only
two functions for the direction of the derivative, we note that a complete presentation would
include a proof that b(t, x,Γ) is in fact Gateaux differentiable at Γ. The calculations for this
proof are straightforward, though somewhat tedious and left for future work.
If we denote ∂
∂Γ
b(t, x,Γ) by bΓ(x, t,Γ), then we have
b˙Γ(x, t,Γ) = − (G(x)bΓ(x, t,Γ))x +
∂
∂Γ
A(x, b(t, x,Γ)) +
∂
∂Γ
F (x, b(t, x,Γ),Γ). (4.4.4)
Carrying out the derivatives of A and F yields
∂
∂Γ
A(x, b(t, x,Γ)) =
1
2
∫ x−x
x
KA(y, x− y) [b(t, y,Γ)bΓ(t, x− y,Γ) + bΓ(t, y,Γ)b(t, x− y,Γ)] dy
−
∫ x−x
x
KA(x, y) [b(t, x,Γ)bΓ(t, y,Γ) + bΓ(t, x,Γ)b(t, y,Γ)] dy
and
∂
∂Γ
F (x, b(t, x,Γ),Γ) = −1
2
KF (x)bΓ(t, x,Γ) +
∫ x
x
KF (y)bΓ(t, y,Γ)Γ(x, y)dy
+
∫ x
x
KF (y)b(t, y,Γ)U(x, y) dy
= F (x, bΓ(t, x,Γ),Γ) +
∫ x
x
KF (y)b(t, y,Γ)U(x, y) dy.
Combining these results, the PDE for the function bΓ(t, x,Γ) is
b˙Γ(t, x,Γ) = − (G(x)bΓ(x, t,Γ))x (4.4.5)
+
1
2
∫ x−x
x
KA(y, x− y) [b(t, y,Γ)bΓ(t, x− y,Γ) + bΓ(t, y,Γ)b(t, x− y,Γ)] dy
−
∫ x−x
x
KA(x, y) [b(t, x,Γ)bΓ(t, y,Γ) + bΓ(t, x,Γ)b(t, y,Γ)] dy
F (x, bΓ(t, x,Γ),Γ) +
∫ x
x
KF (y)b(t, y,Γ)U(x, y) dy. (4.4.6)
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where Γ(x, y) is the post-fragmentation density shown in Figure 4.3.1 (which we will call the
erosive density), and b(t, x,Γ) is the corresponding solution to Equations (3.2.1)-(3.2.3).
4.4.2 Sensitivity to uniform and binary fragmentation
We numerically solve Equation (4.4.5), and consider two specific post-fragmentation
densities of interest for the function U(x, y). First we examine the uniform density (denoted
ΓU(x, y)) which served as the seed for our optimization algorithm in the previous section.
Our second density is the binary fragmentation commonly used in the literature to model
the post-fragmentation density. This density (which we denote ΓB(x, y)) assumes that frag-
mentation of a mother floc of size y results in two roughly equally-sized daughter flocs. This
binary fragmentation is commonly thought of as a function “spike” at x = y/2 with a small
distribution around it. To capture this behavior, it is typically implemented by either a uni-
form density on a small interval centered at x = y/2 or as a normal distribution with mean
µ = y/2 and small variance σ2. We have chosen the latter implementation and approximate
the binary fragmentation, conditioned on y, by a Gaussian density with mean µ = 1
2
(y − x)
and variance σ2 = 1
20
(y − x). The variance was arbitrarily chosen to provide a small width
to the density, illustrated in Figure 4.4.1. The uniform density is also illustrated in Figure
4.4.1 for comparison.
The numerical solutions to the sensitivity equations for each density are shown in
Figures 4.4.2 and 4.4.3. Similar to the computations in the previous section, we used Q =
[0, 1] with N = 30 subintervals and the time interval I = [t0, tf ] = [0, 1] with Nt = 50
subintervals. All parameters were held fixed with the values listed in Table 4.1. The darker
regions indicate the locations in t and x that are most sensitive to a change in Γ in the
direction of the alternate density. When considering experimental design, these are the
regions where it is most important to obtain accurate measurements because small changes
in the measurements will yield the largest changes in the fitted post-fragmentation density.
For the uniform density (Figure 4.4.2), flocs near the minimum floc size are most
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Figure 4.4.1: The two post-fragmentation densities of interest for the function U(x, y) in the
sensitivity equations (4.4.5): (a) uniform fragmentation, ΓU(x, y), and (b) binary fragmen-
tation, ΓB(x, y). The height of the density is scaled by the step size, ∆x = (x− x)/N .
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Figure 4.4.2: The solution bΓ(t, x,Γ) to the sensitivity equation (4.4.5) when considering
changes in the post-fragmentation density Γ in the direction of the uniform density. (a)
Contour plot of the values of bΓ(t, x,Γ) for (t, x) ∈ [0, tf ] × [x, x]. Darker regions are more
sensitive to the change in Γ in the direction of uniform fragmentation, suggesting population
counts for small flocs at later times are most sensitive to Γ. (b) bΓ(t, x,Γ) evaluated at the
final time tf , where the highest sensitivities are found. The sensitivity decreases steadily
with increasing floc size.
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Figure 4.4.3: The solution bΓ(t, x,Γ) to the sensitivity equation (4.4.5) when considering
changes in the post-fragmentation density Γ in the direction of the density representing
binary fragmentation. (a) Contour plot of the values of bΓ(t, x,Γ) for (t, x) ∈ [0, tf ]× [x, x].
Darker regions are more sensitive to the change in Γ in the direction binary fragmentation,
suggesting population counts for flocs sized between x and x/2 are most sensitive to Γ and
this sensitivity increases with time. (b) bΓ(t, x,Γ) evaluated at the final time tf , where the
highest sensitivities are found. Sensitivity first increases, then decreases to zero by x = x/2.
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sensitive, and the sensitivity increases as time moves forward. We can justify this result by
considering the differences in the two post-fragmentation densities. In the uniform density, a
mother floc is equally probable to fragment into all possible daughter floc sizes. In contrast,
the erosive density preferentially creates very small flocs in each fragmentation, regardless
of mother floc size.
The results for the binary fragmentation density (Figure 4.4.3) show that flocs sized
between x and x/2 are most sensitive to Γ, and again the sensitivity increases with time.
The restriction of any changes in the solution b to the left half of its domain is a direct
result of the location of all of the mass in the binary fragmentation density. The binary
fragmentation density is restricted to producing daughter flocs no bigger than roughly half
the maximum floc size, and therefore all non-zero values of ΓB(x, y) are found only where
x < x/2.
4.5 Concluding Remarks
This chapter implemented the methodology presented in the the previous chapter for in-
ferring the post-fragmentation density Γ(x, y) from observed size-structured population data.
Nonlinear constrained optimization was used to minimize the least squares cost functional
between observed data and the fitted solution. We examined the optimization’s robustness
to both mesh size and noise in the data, yielding evidence that the best-fit Γ is sensitive to
both. We also conducted a sensitivity analysis to better understand the sensitivity of the
solution b(t, x; Γ) to changes in Γ.
CHAPTER 5
CONCLUDING REMARKS & FUTURE DIRECTIONS
Flocculation is ubiquitous. Fragmentation, as one half of this general field of coalescent
processes (encompassing both fragmentation and aggregation), is studied dramatically less
than its partner despite exerting an equally important influence on a system’s evolution.
Communities of bacteria, metastatic cancers, social networks, voting blocs, and even the
genetic history of species all fragment for different reasons. These phenomena are united by
a common mathematical structure; a random process that separates one entity into many.
Pivotal to modeling the fragmentation of these aggregates is characterizing the floc sizes
that result after a fragmentation event occurs. This post-fragmentation probability density
of daughter flocs is one of the least well-understood aspects of flocculation. In this work,
we have developed a mathematical methodology that uses high resolution structural data of
K. pneumoniae bacterial flocs in suspension and knowledge of the hydrodynamic properties
of fluids to construct a post-fragmentation probability density function of floc volumes [20].
An important contribution of this work is that the dominant fragmentation mechanism for
medium to large flocs is erosion. It is not splitting of a floc into two similarly-sized daughter
flocs, refuting the conventional assumption in the literature. As such, physicians can expect
to see larger flocs circulate through the system longer than in the case of more symmetric
fragmentation.
While this initial investigation is important, there are areas for improvement. For
example, the bloodstream is a complex environment, and the numerical simulation of the
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hydrodynamic forces on a floc is a challenging problem. Since the tumbling flocs in the
flow experience highly variable forces over time, we can also rigorously test mechanistic
hypotheses concerning viscoelasticity and mechanical hysteresis. Insights gained from these
experiments can lead to model improvement,
As mentioned in Chapter 4, additional work can be conducted in the sensitivity anal-
ysis, especially when considering the sensitivity equations. Proof of the Gateaux differentia-
bility will allow for a more general analysis of sensitivity, while examining solutions to the
sensitivity equations around other common forms for the density (like the uniform and binary
fragmentation models) with give greater insight into the influence the post-fragmentation
density has on the population model. These investigations form a vital foundation for ex-
perimental design and comparison with laboratory data, facilitating a deeper understanding
of floc fragmentation and its manifestation in populations of bacterial aggregates.
One intriguing aspect of this research is the novel use of the minimum spanning tree
(MST) in Chapter 2 as a tool for inferring links between neighboring bacteria. Despite its
connection to the underlying structure of the aggregate not being not well-understood, the
approach proved quite fruitful. Deeper investigation into connections between the minimum
spanning tree and the geometric and rheologic aspects of bacterial aggregates would put our
approach on firmer ground. The MST has wide applicability and any insight gained would
not only benefit the treatment of patients with disseminated bloodstream infections, but also
a variety of other application areas, most notably those concerning geometry and structural
environments such as polymers and proteins.
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APPENDIX A
FORMULATIONS OF χK AND A
The following formulations for χk and A were adapted from Blaser [17]. For the
ellipsoid D : x
2
a21
+ y
2
a22
+ z
2
a23
= 1 where a1 > a2 > a3, let r1 =
a1
a3
, r2 =
a2
a3
, and r3 = 1. Then
the quantity χk is given by:
χk =
∞∫
0
u du
(r2k + u
2)
√
(r21 + u
2)(r22 + u
2)(r23 + u
2)
. (A.0.1)
To define the matrix A, let us first define the additional quantities χk′ and χk′′:
χk′ =
∞∫
0
u (r2k + u
2) du
[(r21 + u
2)(r22 + u
2)(r23 + u
2)]
3/2
(A.0.2)
χk′′ =
∞∫
0
u3 (r2k + u
2) du
[(r21 + u
2)(r22 + u
2)(r23 + u
2)]
3/2
. (A.0.3)
Using these definitions, the elements of A are given by:
Ai,i =
1
d
3∑
k=1
αk χk′′Ek,k
Ai,j =
−χj Ei,j + r2i χk′
(
Ωi,j + ω
k
p
)
2χk′
(
r2iχi + r
2
jχj
) , k ∈ {1, 2, 3}, k 6= i, j (A.0.4)
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where
αk =
 2, k = i−1, k 6= i
d = 6 (χ1′′χ2′′+ χ2′′χ3′′+ χ1′′χ3′′) .
APPENDIX B
ALGORITHM PSEUDOCODE
The following pseudocode is a more detailed description of the algorithm from Chapter
1, Section 2.2.5 used to construct the post-fragmentation density functions from the 3D
positional data for the flocs.
1 INPUT Flocs = list of flocs
2 γ = fluid shear rate
3 σr = biofilm rupture stress
4 i = 0
5 WHILE i ≤ (No. of flocs in Flocs)
6 X = centers of mass for bacteria in Flocs(i)
7 dist =
√
X ∗XT
8 Edges = MST(X,dist)
9 [A, var] = PCA(X)
10 semiaxes =
√
var;
11 D = ellipsoid(semiaxes)
12 fR = forces(D, γ)
13 FOR k = 1 : (No. of edges in Edges)
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14 Edgek = k
th longest edge
15 P⊥ = ⊥ bisector of Edgek
16 n⊥ = normal to P⊥
17 F⊥ =
∣∣∣∣∣∣
∫∫
D>P⊥
fR · n⊥ dσ
∣∣∣∣∣∣ +
∣∣∣∣∣∣
∫∫
D<P⊥
fR · n⊥ dσ
∣∣∣∣∣∣
18 σmax =
F⊥
area(D
⋂
P⊥)
19 IF σ ≥ σr
20 REMOVE Edgek from Edges
21 ADD daughter flocs TO Flocs
22 BREAK
23 END IF
24 IF k = (No. of edges in Edges)
25 ADD Flocs(i) TO Unfragmented Flocs
26 END IF
27 END FOR
28 i = i + 1
29 END WHILE
