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Abstract
We study notions ofN-ary non-commutative independence, which gen-
eralize free, Boolean, and monotone independence. For every rooted sub-
tree T of the N-regular tree, we define the T -free product of N non-
commutative probability spaces and the T -free additive convolution of N
non-commutative laws.
These N-ary convolution operations form a topological symmetric op-
erad which includes the free, Boolean, monotone, and anti-monotone con-
volutions, as well as the orthogonal and subordination convolutions. Us-
ing the operadic framework, the proof of convolution identities such as
µ ⊞ ν = µ  (ν i µ) can be reduced to combinatorial manipulations of
trees. In particular, we obtain a decomposition of the T -free convolution
into iterated Boolean and orthogonal convolutions, which generalizes work
of Lenczewski.
We also develop a theory of T -free independence that closely parallels
the free, Boolean, and monotone cases, provided that the root vertex has
more than one neighbor. This includes combinatorial moment formulas,
cumulants, a central limit theorem, and classification of infinitely divisible
distributions (in the case of bounded support).
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1 Introduction
1.1 Non-commutative Independences
Recall that a C∗-non-commutative probability space is a pair (A, φ) where A
is a C∗-algebra and φ : A → C is a state. The elements of A are viewed as
random variables and φ is viewed as the expectation.
Beginning with the seminal papers [62] [63] of Voiculescu, free probability
theory has developed a systematic analogy between classical independence and
free independence. This analogy was later extended to include two other types
of independence, Boolean independence [60] and monotone independence [48]
[49]. For each of these independences, the following notions and results were
developed:
• moment conditions which characterize the independence of algebras A1,
. . . , AN ;
• a combinatorial theory which describes the mixed moments of independent
random variables in terms of certain partitions of {1, . . . , n} and certain
functionals called cumulants ;
• a product operation on non-commutative probability spaces which provide
a way to independently join probability spaces (A1, φ1), . . . , (An, φn);
• a convolution operation on probability measures which describes the law
of a sum of independent random variables.
• analytic transforms which aid in the computation of convolutions (e.g.
the Fourier transform in the classical case and the R-transform in the free
case);
• a central limit theorem which describes asymptotic behavior of (X1+ · · ·+
XN )/
√
N where Xj are i.i.d. random variables with zero mean and finite
variance;
• a Levy-Khintchine formula that characterizes analytically the distribu-
tions which are infinitely divisible with respect to each type of convolu-
tion;
• a Fock space defined using tensor powers of a given Hilbert space K, and
certain operators on the Fock space that can be used to realize the central
limit distribution, and more generally any infinitely divisible distribution;
and the list could go on.
Several important papers have undertaken to unify or connect these different
independences. First, Speicher [58] showed that classical, free, and Boolean in-
dependence give rise to the only universal product operations on non-commutative
probability spaces (that is, the only binary product operations that are functo-
rial, commutative, and associative). Extending this result, Muraki [50] showed
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that the only natural (that is, functorial and associative) product operations
are those that arise from classical, free, Boolean, monotone, and anti-monotone
independence.
Second, Bercovici and Pata established a bijection between classical, free,
and Boolean infinitely divisible laws, stable laws, and domains of attraction
(e.g. the probability distributions which satisfy the classical CLT correspond
under their bijection to those which satisfy the free CLT) [20]. This result was
extended to the monotone case in [8].
Third, Hasebe and Saigo [29] gave an axiomatic characterization of cumu-
lants and a proof of their existence and uniqueness that only depended on cer-
tain axioms about independence, and hence applied equally well to each type
of independence without using casework. And fourth, the papers [38], [16], [10]
gave combinatorial formulas to convert between the classical, free, Boolean, and
monotone cumulants.
Here we will study a family of non-commutative independences, introduced
by the second author in [42], which include free, Boolean, and monotone inde-
pendence, and for which most of the notions itemized above makes sense. More
precisely, for eachN and for every rooted subtree T of the rootedN -regular tree,
we will define T -free product operation on non-commutative probability spaces,
and hence define a T -free additive convolution operation ⊞T (µ1, . . . , µN ) on
probability distributions.
For such independences, we will discuss product operations (§3), convolu-
tions (still §3), and combinatorial theory (§4). Assuming that the root vertex
has more than one neighbor, we will discuss cumulants (§7), the central limit
theorem (§8), characterization of infinitely divisible laws and Fock spaces (§9),
and Bercovici-Pata-type bijections (§10).
For each N , specific choices of the tree T will yield the N -ary free, Boolean,
and monotone products. Thus, in particular, our paper constitutes a unified
treament of the free, Boolean, and monotone cases. But our framework also
includes mixtures of free, Boolean, and monotone independence as in [71] and
[36] (see §5.5), and many other new types of independence.
We include sharp operator-norm estimates throughout, and in particular,
we give the best known central limit estimates for the operator-valued free,
Boolean, and monotone settings with a new “coupling” proof (§8.2).
1.2 Convolution Identities
Besides studying the properties of T -free convolution for a fixed T , we will also
prove certain identities relating these convolution operations using the language
of operads (see §5 - §6). Let Tree(N) be the collection of rooted subtrees of the
rooted N -regular tree. If T ∈ Tree(k) and T1 ∈ Tree(n1), . . . , Tk ∈ Tree(nk),
then we will define the composition
T (T1, . . . , Tk) ∈ Tree(n1 + · · ·+ nk),
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and prove that
⊞T (T1,...,Tk) (µ1,1, . . . , µ1,n1 , . . . . . . , µk,1, . . . , µk,nk)
= ⊞T (⊞T1(µ1,1, . . . , µ1,n1), . . . ,⊞Tk(µk,1, . . . , µk,nk));
see Corollary 5.13. In other words, the map T 7→ ⊞T respects operad composi-
tion. We also show that this map respects the natural actions of the symmetric
group Perm(N) on Tree(N) and on N -ary functions on the space of laws (Corol-
lary 5.15) and that it is continuous with respect to certain natural topologies on
the domain and target space (§5.2). Thus, it defines a morphism of topological
symmetric operads.
These results provide a unified framework for proving various convolution
identities. For example, consider the identity
(µ1 ⊞ µ2)⊞ µ3 = µ1 ⊞ (µ2 ⊞ µ3)
which expresses associativity of the binary free convolution operation. If T2,free
is the tree representing free convolution, then this identity says that
⊞T2,free(⊞T2,free(µ1, µ2), µ3) = ⊞T2,free(µ1,⊞T2,free(µ2, µ3)),
and in light of the operad morphism described above, this follows from the
identity
T2,free(T2,free, id) = T2,free(id, T2,free),
which is simply a combinatorial manipulation. The same applies to Boolean and
monotone independence. Similarly, the identity µ1 ⊞ µ2 = µ2 ⊞ µ1 follows from
the permutation invariance of the tree T2,free, and the same holds for Boolean
independence.
The operad morphism provides a systematic way to prove convolution iden-
tities by combinatorially manipulating trees, since our general results already
do the work of converting manipulations of trees into manipulations of Hilbert
spaces and random variables. To give a few other examples, there are trees
Tsub ∈ Tree(2) and Torth ∈ Tree(2) representing respectively the subordination
convolution i and the orthogonal convolution ⊢. Using Corollary 5.15 and
manipulation of trees, one can show the identity
µ⊞ ν = µ (ν i µ)
where  is monotone convolution (see Example 6.4); this identity was stud-
ied in [40] [51] [42] and relates to analytic subordination for the additive free
convolution. We also have
µ ν = (µ ⊢ ν) ⊎ ν
and
(µ1 ⊞ µ2) i ν = (µ1 i ν)⊞ (µ2 i ν)
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A more general example is as follows (see §6.3). If T is a finite tree, then
⊞T (µ1, . . . , µN) can be expressed using iterated Boolean and orthogonal convo-
lutions of the laws µ1, . . . , µN . This provides an algorithm for computing the
Cauchy-Stieltjes transform of the T -free convolution. Moreover, finite trees are
dense in Tree(N), and thus this algorithm also gives an approximation for the
Cauchy-Stieltjes transform even when T is infinite. This result generalizes the
decomposition for free convolution given by [40], [1].
1.3 Scope and Approach
There are three prominent viewpoints on non-commutative independences and
convolution operations. The operatorial viewpoint models distributions using
operators explicitly constructed on Hilbert spaces (e.g. free product Hilbert
spaces, Fock spaces). The combinatorial viewpoint studies moment and cu-
mulant formulas using non-crossing partitions. The complex-analytic viewpoint
studies probability distributions through their Cauchy-Stieltjes transforms, dif-
ferential equations, and functional equations. This paper will focus primarily
on the operatorial and combinatorial aspects of T -free independence, leaving
the full development of the complex-analytic viewpoint for future work.
Throughout the paper, we will work in the setting of C∗-algebraic operator-
valued non-commutative probability, where the scalars are replaced by a C∗-
algebra B, introduced in [62, §5], [65]. Most of the results mentioned in the
first two sections of the introduction have been adapted to the operator-valued
setting (individual references given throughout).
Moreover, we study here only operator-valued laws of a single operator X
rather than laws of a tuple X1, . . . , XN . There is no loss of generality because
the B-valued law of a tuple X1, . . . , XN can be packaged into a single MN (B)-
valued law; this is one of several tricks using matrix amplification that are now
standard in operator-valued non-commutative probability (see [33]). We refer
to [42] for a detailed explanation of how to reduce the study of tuples to the
study of single operators in the context of convolution operations.
We restrict ourselves here to the study of bounded operators (hence proba-
bility distributions with compact support), because the basic operatorial setup
for the unbounded theory is not well-understood in the operator-valued setting,
and because in the scalar-valued setting convolutions of unbounded laws would
be better handled from the complex-analytic viewpoint.
1.4 Overview
The broad structure of the paper is as follows: §2 reviews preliminaries, §3 - 4
give the definition and basic properties of T -free products, §5 - 6 study how the
T -free convolution operations relate to each other in the framework of operads,
§7 - §10 develop the theory of T -free convolution for a fixed T in parallel with
the free, Boolean, and monotone cases, and §11 gives concluding remarks and
future research directions.
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In more detail, the role of each section is as follows. In §2, because our
paper will handle the operator-valued setting, we review background on B-
valued probability spaces and Hilbert modules, and we establish some notation.
In §3, we define our main objects of study, T -free products of Hilbert mod-
ules and the resulting T -free products of B-valued probability spaces and T -free
convolution of B-valued laws. In §4, we give a combinatorial formula for joint
moments in the T -free product space, expressed in terms of the Boolean cumu-
lants and language of non-crossing partitions.
In §5, we define a topological symmetric operad Tree where the objects of
arity N are rooted subtrees of the N -regular tree. We also define a topological
symmetric operad Func(B) where the objects of arity N are N -ary functions
on the space of non-commutative laws. We show that mapping T to the T -free
convolution operation defines a morphism of topological symmetric operads.
In §6, we apply our framework to reprove several convolution identities from
the literature using combinatorical manipulations of trees. Moreover, generaliz-
ing work of Lenczewski [40], we discuss a decomposition of T -free convolutions
using iterated Boolean and orthogonal convolution.
Next, assuming that the root vertex has more than one neighbor, we de-
velop a theory of T -free convolution that closely parallels the free, Boolean,
and monotone cases. In §7, we define the T -free cumulants. We show that
they satisfy the same axioms that characterize the free, Boolean, and monotone
cumulants [29, Theorem 3.1].
In §8, we prove a central limit theorem for T -free independence. We first
present a proof based on cumulants, and then more refined estimates obtained
from coupling different random variables on the same Hilbert module.
In §9, we study the laws which are (boundedly) infinitely divisible with
respect to T -free convolution. In particular, we give a model for such laws on a
T -free Fock space. We thus obtain in §10 generalized Bercovici-Pata bijections
between boundedly infinitely divisible laws for every T where the root vertex
has more than one neighbor.
Finally, in §11, we suggest some directions for future research.
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2 Preliminaries
Here we summarize some background material for C∗-algebra operator-valued
non-commutative probability for the reader to refer to as necessary. Note care-
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fully our usage of the term “Hilbert A-B-bimodule” (Definition 2.4) and the
notation rad(µ) for a B-valued law µ (Definition 2.16).
2.1 Hilbert Modules
We assume familiarity with the basic theory of unital C∗-algebras, matrices over
a C∗-algebra, and completely positive maps. We refer to [23, Chapter II] for a
summary of results and references.
Non-commutative probability often uses explicit representations of C∗-algebras
on Hilbert spaces. In B-valued non-commutative probability, we use an analogue
of Hilbert spaces where the inner product is B-valued, which is a called a right
Hilbert B-module. For background, see [52], [37], and [23, §II.7.1 - II.7.2] and
the references therein.
Definition 2.1. Let B be a unital C∗-algebra. If H is a right B-module, then
a B-valued semi-inner product is a map 〈·, ·〉 : H ×H → B such that for h, h1,
h2 ∈ H.
(1) h2 7→ 〈h1, h2〉 is a right B-module map.
(2) 〈h2, h1〉 = 〈h1, h2〉∗.
(3) 〈h, h〉 ≥ 0.
One can show that the semi-inner product must satisfy an analogue of the
Cauchy-Schwarz inequality and hence ‖h‖ := ‖〈h, h〉‖1/2B defines a semi-norm
on H. We also have ‖hb‖ ≤ ‖h‖‖b‖ for h ∈ H and b ∈ B.
Definition 2.2. If H is a Banach space with respect to this norm, then we say
that H is a right Hilbert B-module. In general, if H has a B-valued semi-inner
product, then the completion of H/{h : ‖h‖ = 0} is a right Hilbert B-module
with the right B-action and the B-valued inner product induced in the natural
way from those of H. We refer to this module as the completed quotient of H
with respect to 〈·, ·〉.
Definition 2.3. Let H1 and H2 be Hilbert B-modules, we say that a linear
map T : H1 → H2 is right B-modular if T (hb) = (Th)b for h ∈ H1 and b ∈ B.
We say that T is adjointable if there exists a map T ∗ : H2 → H1 such that
〈Th1, h2〉 = 〈h1, T ∗h2〉 for all h1 ∈ H1 and h2 ∈ H2.
We denote by L(H) the space of bounded, right B-modular, adjointable opera-
tors on a right Hilbert B-module H. One can check that L(H) is a C∗-algebra
(see for instance [37, p. 8]).
A B-valued representation of a C∗-algebra A is a ∗-homomorphism π : A →
L(H) for some right Hilbert B-module H. Such a representation endows H
with the structure of an A-B-bimodule. Since the bimodule viewpoint will be
notationally convenient, we make the following definition.
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Definition 2.4. A Hilbert A-B-bimodule is an A-B bimodule H with a B-valued
inner product, such that H right Hilbert B-module with respect to the right
action of B, and the left action of A defines a ∗-homomorphism A → L(H).
Remark 2.5. We caution that this definition is asymmetrical since the left and
right actions are of different natures. Moreover, this is not the only notion
of “Hilbert bimodule” one might study in the context of operator algebras.
However, this is the only notion of bimodule used in this paper, and we need a
short name for it. The same objects were used in previous work such as [62, §5]
[55].
We will also need the following notion ofHilbert C∗-bimodule tensor products.
Construction 2.6. Let B0, . . . , Bn be unital C∗-algebras, and suppose that
Hj is a Hilbert Bj−1-Bj-bimodule for each j. We can form the algebraic tensor
product
H1 ⊗alg,B1 · · · ⊗alg,Bn−1 Hn
in the sense of algebraic bimodules. We define a semi-inner product by
〈h1 ⊗ · · · ⊗ hn, h′1 ⊗ · · · ⊗ h′n〉 = 〈hn, 〈hn−1, . . . 〈h1, h′1〉 . . . h′n−1〉h′n〉.
In other words, we first evaluate 〈h1, h′1〉 ∈ B1, then evaluate 〈h1, h′1〉h2 using
the left B1-module structure on H2, then compute 〈h2, 〈h1, h′1〉h′2〉 ∈ B2 and so
forth. Positivity of the inner product is checked by using complete positivity in
the standard way.
We denote the completed quotient with respect to this inner product by
H1 ⊗B1 · · · ⊗Bn−1 Hn
and one can show that this is a Hilbert B0-Bn-bimodule in the obvious way.
As one would expect, these tensor products satisfy the associativity up to a
canonical isomorphism, and they distribute over direct sums of bimodules in
each argument.
2.2 B-valued Probability Spaces
Definition 2.7. Let B ⊆ A be a unital inclusion of unital C∗-algebras. Then
a conditional expectation A → B, or simply a B-valued expectation, is a linear
map E : A → B that is unital, completely positive, and B-B-bimodular (that is,
E[b1ab2] = b1E[a]b2 for a ∈ A and b1, b2 ∈ B).
Definition 2.8. Suppose B is a unital C∗-algebra. A B-valued (non-commutative)
probability space is a pair (A, E), where A is a unital C∗-algebra with a specified
unital inclusion B ⊆ A and where E : A → B is a conditional expectation, such
that for each a ∈ A,
E[a1aa2] = 0 for all a1, a2 ∈ A =⇒ a = 0. (2.1)
We refer to the elements of A as (bounded) B-valued random variables.
10
If (A, E) is a B-valued probability space, then we have the following canonical
representation of A on a right Hilbert B-module.
Construction 2.9. Note that A is a right B-module and we can define a B-
valued semi-inner product on A by 〈a1, a2〉 = E[a∗1a2]. We denote the completed
quotient with respect to this inner product by L2(A, E). One can check that
L2(A, E) is a Hilbert A-B-bimodule. If we denote by ξ the equivalence class of
the vector 1 ∈ A, then we have
E[a] = 〈ξ, aξ〉.
If we denote by π : A → L(L2(A, E)) the corresponding representation, then
the non-degeneracy condition (2.1) means that π is injective.
In particular, this shows that given a B-valued non-commutative probability
space (A, E), there is A-B-bimodule H and a vector ξ such that E[a] = 〈ξ, aξ〉.
Conversely, given a Hilbert A-B-bimodule H and ξ ∈ H, we can define E : A →
B by E[a] = 〈ξ, aξ〉, and the next two lemmas describe sufficient conditions for
(A, E) to be a B-valued probability space.
Lemma 2.10 ([42, Lemma 2.10]). Let B ⊆ A be a unital inclusion of unital
C∗-algebras. Let H be a Hilbert A-B-bimodule and ξ ∈ H and define E : A → B
by Φ(a) = 〈ξ, aξ〉. Then the following are equivalent:
(1) E is a B-valued expectation.
(2) 〈ξ, bξ〉 = b for every b ∈ B.
(3) 〈ξ, ξ〉 = 1 and bξ = ξb for every b ∈ B.
In this case, we say that ξ is a unit vector.
Proof. If (1) holds, then 〈ξ, bξ〉 = Φ(b) = b, so that (2) holds.
Suppose (2) holds. Then 〈ξ, ξ〉 = 〈ξ, 1ξ〉 = 1. Also, for b ∈ B, we have
〈bξ − ξb, bξ − ξb〉 = 〈bξ, bξ〉 − 〈bξ, ξb〉 − 〈ξb, bξ〉+ 〈ξb, ξb〉
= 〈ξ, b∗bξ〉 − 〈ξ, b∗ξ〉b− b∗〈ξ, bξ〉+ b∗〈ξ, ξ〉b
= b∗b− b∗b− b∗b+ b∗b = 0.
Therefore, bξ = ξb, so that (3) holds.
Suppose that (3) holds. Then E is unital since 〈ξ, 1ξ〉 = 1. Moreover, E is
B-B-bimodular because
〈ξ, b1ab2ξ〉 = 〈b∗1ξ, ab2ξ〉 = 〈ξb∗1, aξb2〉 = b1〈ξ, aξ〉b2.
Thus, (1) holds.
Lemma 2.11. Suppose that B ⊆ A is a unital inclusion. Suppose H is a Hilbert
A-B-bimodule and ξ ∈ H is a unit vector. If the representation π : A → L(H)
is injective and if Aξ is dense in H, then the non-degeneracy condition (2.1)
holds and hence (A, E) is a B-valued probability space.
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Proof. Let a ∈ A. If 〈ξ, a1aa2ξ〉 = 0 for all a1, a2, then we have 〈a1ξ, aa2ξ〉 = 0
for all a1 and a2. Since Aξ, is dense, it follows that π(a) = 0. Thus, a = 0 by
assumption.
We need one more fact for our construction of product spaces. If H is a
Hilbert A-B-bimodule and K ⊆ H is an A-B-submodule, then the orthogo-
nal complement K⊥ = {h : 〈h, k〉 = 0 for all k ∈ K} is also a Hilbert A-B-
submodule, but K + K⊥ might not span all of H. However, we do have a such
a decomposition in the special case where K is the span of a unit vector in
a Hilbert B-B-bimodule. The following lemma is proved as in [55, Proof of
Remark 3.3].
Lemma 2.12. Let H be a Hilbert B-B-bimodule and ξ a unit vector. Let H◦ =
{h ∈ H : 〈h, ξ〉 = 0}. Then we have H = Bξ ⊕H◦ as Hilbert B-B-bimodules.
2.3 B-valued Laws
The law of a self-adjoint random variable X in a B-valued probability space is
defined as follows, as in [65], [55], [9]. As motivation, recall that classically the
law of a bounded real random variableX is completely captured by its moments,
or in other words by the map C[x]→ C given by p 7→ E[p(X)].
Definition 2.13. Let B be a unital C∗-algebra. We define the non-commutative
polynomial algebra B〈X〉 to be the universal unital ∗-algebra generated by B
and a self-adjoint indeterminate X . As a vector space, B〈X〉 is spanned by the
non-commutative monomials b0Xb1 . . .Xbk for k ≥ 0 and bj ∈ B. Note that
B ⊆ B〈X〉 as unital ∗-algebras and in particular B〈X〉 is a B-B-bimodule.
Definition 2.14. Let Y be a self-adjoint random variable in the B-valued prob-
ability space (A, E). Then the law of Y is the map B〈X〉 → B given by
p 7→ E[p(Y )]. More generally, suppose that B ⊆ A unitally, Φ : A → B is
completely positive, and Y ∈ A is self-adjoint. Then the law of Y is the map
p 7→ E[p(Y )].
There is an abstract description of the maps B〈X〉 → B which can be realized
as the law of some self-adjoint element Y as above.
Definition 2.15. We say that σ : B〈X〉 → B is completely positive if for every
n ≥ 1, for every P (X) ∈Mn(B〈X〉), we have σ(n)(P (X)∗P (X)) ≥ 0 in Mn(B).
Definition 2.16. We say that σ : B〈X〉 → B is exponentially bounded if there
exists M and R > 0 such that
‖σ(b0Xb1 . . . Xbℓ)‖ ≤MRℓ‖b0‖ . . . ‖bℓ‖ for all ℓ ≥ 0 and bj ∈ B.
We denote by rad(σ) the infimum of all values of R such that this inequality
holds for some M .
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If σ is the law of a self-adjoint random variable Y in (A, E), then σ is
completely positive, exponentially bounded, unital, and B-B-bimodular. More
generally, if σ is the distribution of a self-adjoint element Y with respect to com-
pletely positive map Φ : A → B, then σ is completely positive and exponentially
bounded. The exponential bound is given explicitly by
‖σ(b0Xb1 . . .Xbℓ)‖ = ‖Φ(b0Y b1 . . . Y bℓ)‖
≤ ‖Φ(1)‖‖Y ‖ℓ‖b0‖ . . . ‖bℓ‖
= ‖σ(1)‖‖Y ‖ℓ‖b0‖ . . . ‖bℓ‖,
so that rad(σ) ≤ ‖Y ‖.
Conversely, the next result shows that every completely positive and expo-
nentially bounded σ : B〈X〉 → B can be realized as the distribution of some
self-adjoint element. This is an adaptation of [55, Proposition 1.2] and Williams
[70, Proposition 2.9]. However, we do not assume that σ|B = id and we give a
sharper bound on the operator norm. Thus, for completeness, we include some
details of the proof.
Theorem 2.17. Let σ : B〈X〉 → B be completely positive and exponentially
bounded. Then there exists a unital C∗-algebra A which contains B unitally,
a completely positive map Φ : A → B, and a self-adjoint Y ∈ A such that
‖Y ‖ = rad(σ) and σ is the distribution of Y with respect to Φ. Furthermore, if
σ|B = id, then (A,Φ) can be chosen to be a B-valued probability space (and in
particular, σ must be a B-B-bimodule map).
Proof. We define B〈X〉 ⊗σ B to be the right Hilbert B-module which is the
completed quotient of B〈X〉 ⊗alg B with respect to the semi-inner product
〈p(X)⊗ b, p′(X)⊗ b′〉 = b∗σ(p(X)∗p′(X))b′.
The positivity of this semi-inner product follows from complete positivity of σ
as in [37, Proposition 4.5].
We claim that for each p(X) ∈ B〈X〉, the left multiplication by p(X) defines
an operator in L(B〈X〉⊗σ B). By taking sums and products, it suffices to prove
the case where p(X) = b ∈ B or p(X) = X . For the easier case p(X) = b, we
refer to the references cited above or to [52, Theorem 5.2].
To show that multiplication by X yields a well-defined bounded operator Y
on B〈X〉 ⊗σ B with ‖Y ‖ ≤ rad(σ), it suffices to show that for every R > rad(σ)
and h ∈ B〈X〉 ⊗alg B, we have
〈h, (R2 −X2)h〉 ≥ 0. (2.2)
We want to write R2−X2 as g(X)∗g(X) for some function g(X). We will define
g(X) using the power series of
√
R2 −X2; we will show that this makes sense
in a certain analytic completion of B〈X〉, defined as follows.
Fix R > rad(σ) and choose R0 such that R > R0 > rad(σ). For a monomial
b0Xb1 . . .Xbℓ, define
pR0(b0Xb1 . . . Xbℓ) = R
ℓ
0‖b0‖ . . . ‖bℓ‖.
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For f ∈ B〈X〉, define
‖f‖R0 = inf

n∑
j=1
pR0(fj) : fj monomials and f =
n∑
j=1
fj

One can check that ‖·‖R0 is a norm, ‖f1f2‖R0 ≤ ‖f1‖R0‖f2‖R0 , and ‖f∗‖R0 =‖f‖R0 . Hence, the completion of B〈X〉 with respect to this norm, which we
denote by B〈〈X〉〉R0 , is a Banach ∗-algebra.
Because σ is exponentially bounded with rad(σ) < R0, there exists an M >
0 such that ‖σ(b0Xb1 . . .Xbℓ)‖ ≤ MRℓ0‖b0‖ . . . ‖bℓ‖. Hence, for f ∈ B〈X〉,
we have ‖σ(f)‖ ≤ M‖f‖
p
. Therefore, σ extends uniquely to a bounded map
B〈〈X〉〉R0 → B, and this extended map is completely positive. Similarly, for
every h ∈ B〈X〉 ⊗alg B, the map f 7→ 〈h, f(X)h〉 extends to be bounded on
B〈〈X〉〉R0 .
Fix R > R0. Let
∑∞
j=0 αjx
j be the power series expansion of the (scalar-
valued) function
√
R2 − x2 about the point zero. The radius of convergence of
this series is R. Since R0 < R, it follows that g(X) =
∑∞
j=0 αjX
j converges
absolutely in B〈〈X〉〉R0 . Because B〈〈X〉〉R0 is a Banach ∗-algebra, we may
compute the square of the absolutely convergent series g(X) by multiplying it
out term by term. It follows that g(X)∗g(X) = g(X)2 = R2 − X2 and hence
for h ∈ B〈X〉 ⊗alg B,
〈h, (R2 −X2)h〉 = 〈h, g(X)2h〉 = 〈g(X)h, g(X)h〉 ≥ 0.
Therefore, the operator Y of multiplication by X is well-defined and bounded
on B〈X〉 ⊗σ B with ‖Y ‖ ≤ rad(σ). The opposite inequality rad(σ) ≤ ‖Y ‖ is
immediate. The self-adjointness (hence adjointability) of Y follows by direct
computation.
Thus, we can take A to be the C∗-subalgebra of L(B〈X〉 ⊗σ B) generated
by Y and B, let ξ = [1 ⊗ 1] ∈ B〈X〉 ⊗ B, and take Φ : A → B to be the map
Φ(a) = 〈ξ, aξ〉.
If σ|B = id, then we have 〈ξ, bξ〉 = b for every b and hence by Lemma 2.10,
Φ is a B-valued expectation. To show that (A,Φ) is a B-valued probability
space is suffices by Lemma 2.11 to show that Aξ is dense in B〈X〉 ⊗σ B. By
construction, vectors for the form f(X)⊗ b are dense in B〈X〉 ⊗σ B, but since
bξ = ξb, we have f(X)⊗ b = f(Y )ξb = f(Y )bξ ∈ Aξ.
Remark 2.18. If we assume that σ is unital and B-B-bimodular, then we can
replace B〈X〉 ⊗ B with the module L2(B〈X〉, σ) which is defined to be the
completion of B〈X〉 with respect to 〈p(X), p′(X)〉 = σ(p(X)∗p′(X)). Moreover,
we have B〈X〉 ⊗σ B ∼= L2(B〈X〉, σ) in this case.
The special case where µ is a unital B-B-bimodule map is essential for the
rest of the paper, and we therefore introduce the following notation.
Definition 2.19. A (bounded) B-valued law is a unital, completely positive,
exponentially bounded, B-B-bimodule map µ : B〈X〉 → B. We denote the set
of such laws by Σ(B). We also denote ΣR(B) = {µ ∈ Σ(B) : rad(µ) ≤ R}.
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We caution that some authors do not include the assumption of exponential
boundedness in their definition of Σ(B). A topology on ΣR(B) of convergence
of moments will be discussed in §5.2.
3 T -free Products and Convolutions
3.1 Definitions
Definition 3.1. For N ∈ N, let [N ] = {1, . . . , N}. A string on the alphabet
[N ] is a finite sequence j1 . . . jℓ with ji ∈ [N ]. We denote by the ith letter of a
string s by s(i). Given two strings s1 and s2, we denote their concatenation by
s1s2.
Definition 3.2. A string is called alternating if ji 6= ji+1 for every i ∈ {1, . . . , ℓ−
1}. For a string s, we define the alternating reduction red(s) to be the alternat-
ing string obtained by replacing consecutive occurrences of the same letter by a
single occurrence of that letter; for instance,
red(112331) = 1231, red(1221311) = 12131.
Definition 3.3. Let TN,free be the (simple) graph whose vertices are the alter-
nating strings on the alphabet [N ] and where the edges are given by s ∼ js for
every letter j and every string s that does not begin with j. Note that TN,free
is an infinite N -regular tree. We denote the empty string by ∅, and we view ∅
as the preferred root vertex of the graph TN,free.
Definition 3.4. We denote by Tree(N) the set of rooted subtrees of TN,free
(that is, connected subgraphs containing the vertex ∅). We denote by Tree′(N)
the set of rooted subtrees that contain all of the singleton strings 1, . . . , N . Note
that if T ∈ Tree(N), then the edge set is uniquely determined by the vertex
set and vice versa. Thus, we may treat T merely as a set of vertices when it is
notationally convenient.
Let T ∈ Tree(N), and let (H1, ξ1), . . . , (HN , ξN ) be Hilbert B-B-bimodules
with unit vectors (using the terminology established in Definition 2.4 and Lemma
2.10). We will describe how to define a Hilbert B-B-bimodule with unit vector
(H, ξ) = CT [(H1, ξ1), . . . , (HN , ξN )]
together with inclusion maps
λT ,j : L(Hj)→ L(H).
Let H◦j be the orthogonal complement of ξj (see Lemma 2.12) and for a string
s = j1 . . . jℓ ∈ TN,free, define (by Construction 2.6)
H◦s =
{
B, ℓ = 0,
H◦j1 ⊗B · · · ⊗B H◦jℓ , otherwise.
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Note that H◦s1s2 ∼= H◦s1 ⊗B H◦s2 . Now we define
H =
⊕
s∈T
H◦s ,
where the sum is taken over all vertices j1 . . . jℓ of T .
In order to define λT ,j , let us denote
ST ,j = {s ∈ T : s(1) 6= j, js ∈ T }
S′T ,j = {s ∈ T : s(1) 6= j, js 6∈ T }. (3.1)
Every vertex of T is either in ST ,j , in S′T ,j , or it is the concatention of j with
an element of ST ,j . Therefore, we have
H ∼=
⊕
s∈ST ,j
(H◦s ⊕H◦js)⊕
⊕
s∈S′T ,j
H◦s .
Noting that
H◦s ⊕H◦js ∼= (B ⊕H◦j )⊗B H◦s ∼= Hj ⊗B H◦s ,
we have a unitary isomorphism
UT ,j : H →
Hj ⊗
 ⊕
s∈ST ,j
H◦s
⊕
⊕
sST ,j
H◦s
 .
We define
λT ,j(x) = U
∗
T ,j([x⊗ id]⊕ 0)UT ,j for x ∈ L(Hj).
The map x⊗ id is well-defined because Hj is an L(Hj)-B-bimodule, and hence
the left action of L(Hj) on Hj ⊗
⊕
s∈ST ,j
H◦s by x ⊗ id is well-defined and
bounded. Note that λT ,j is a ∗-homomorphism which is not necessarily unital.
Definition 3.5. We denote the Hilbert B-B-module (H, ξ) constructed above
by
CT [(H1, ξ1), . . . , (HN , ξN )],
and we call it the T -free product of (H1, ξ1), . . . , (HN , ξN ).
Definition 3.6. Given algebras (A1, E1), . . . , (AN , EN ) and T ⊆ TN,free, let
Hj = L2(Aj , Ej), let ξj = 1 ∈ Hj , and let πj : Aj → L(Hj) be the canonical
representation as in Construction 2.9. Let H be the T -free product of (H1, ξ1),
. . . , (HN , ξN ).
Then we define the T -free product of (A1, E1), . . . , (AN , EN ) as the unital
C∗-subalgebra A of L(H) generated by the images λT ,j ◦πj(Aj), equipped with
the expectation E given by the unit vector ξ. It follows from Lemmas 2.10
and 2.11 that (A, E) is a B-valued probability space. We denote this B-valued
non-commutative probability space by CT [(A1, E1), . . . , (AN , EN )].
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Definition 3.7. Let µ1, . . . , µN ∈ Σ(B). Let Hj = L2(B〈Xj〉, µj) and let Xj
be the multiplication operator on Hj . We define the additive T -free convolution
of µ1, . . . , µN as the law of λT ,1(X1) + · · ·+ λT ,N (XN ).
Remark 3.8. The T -free products Hilbert B-B-bimodules and of B-valued prob-
ability spaces make perfect sense when [N ] is replaced by a different alphabet,
even an infinite alphabet. However, as our focus will be on finitary convolution
operations, it will be convenient for us always to use the index set [N ].
Remark 3.9. The original presentation in [42] did not define the space (H, ξ) =
CT [(H1, ξ1), . . . , (HN , ξN )], but rather defined representations of L(Hj) on the
free product Hilbert module. If we denote H˜ the free product Hilbert bimodule
and by λ˜j the representation defined in [42], then H is a B-B-submodule of the
free product Hilbert module. In fact, H is the cyclic subspace generated by
ξ under the actions of λ˜j(L(Hj)) and λj(x) is the restriction of λ˜j(x) to this
submodule. The definition in [42] was also phrased in terms of the index sets
ST ,j ∪ jST ,j rather than the tree T .
3.2 Examples
Example 3.10. By taking T = TN,free, we obtain the free product with amal-
gamation and the free convolution of N variables over B. The free convolution
of µ1, . . . , µN is denoted by µ1 ⊞ · · ·⊞ µN . See [62, §5], [6, p. 351 - 353].
Example 3.11. By taking TN,Bool = {∅, 1, 2, . . . , N}, we obtain the Boolean
product and the Boolean convolution of N variables. The Boolean convolution
is denoted by µ1 ⊎ · · · ⊎ µN . See [19], [55, Remark 3.3].
Example 3.12. Let TN,mono be the subtree of TN,free whose vertex set consists
of all strings which are strictly decreasing (that is, s1 > · · · > sℓ). Then we
obtain the monotone product and monotone convolution of N variables. The
monotone convolution of µ1, . . . , µN is denoted by µ1  · · · µN . See [48, §2],
[53, §4.1].
Example 3.13. Symmetrically, the anti-monotone convolution is obtained us-
ing the tree consisting of all strings which are strictly increasing.
Example 3.14. Let Torth ⊆ T2,free be the subtree with vertex set {∅, 1, 21}.
Then we obtain the orthogonal convolution ⊢. See [40, Def. 4.2, Thm. 4.1].
Example 3.15. Let Tsub ⊆ T2,free be the subtree consisting of all strings which
do not end with 2. Then we obtain the subordination free convolution µ i ν.
This convolution was introduced by Lenczewski [40, §7], who showed the identity
µ ⊞ ν = µ  (ν i µ), which relates to the analytic subordination property of
free convolution. We will discuss this further in Example 6.4.
We will discuss the free, Boolean, and monotone cases in detail throughout
the paper as we develop each aspect of the general theory. For instance, the
moment conditions typically used as the definition of these independences will
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be discussed in §4.6. The associative property of these convolution operations
will be discussed in §5.5. The cumulants will be discussed in §7.3, and infinitely
divisible laws and Fock spaces in §9.6. We also reference the free, Boolean,
monotone, orthogonal, and subordination cases in the examples throughout.
The free, Boolean, and monotone cases fit into a general class of examples
where T arises as the set of walks in a simple directed graph with vertex set
[N ].
Definition 3.16. A simple digraph G on the vertex set [N ] is a given by an
irreflexive relation ∼G on [N ] (the adjacency relation), or equivalently a subset
of [N ] × [N ] that does not intersect the diagonal. Each pair i ∼G j in the
relation will be called a directed edge from i to j. We denote the set of such
digraphs by Digraph(N).
Definition 3.17. For a simple digraph G, a walk of length ℓ is a sequence of
vertices j0, . . . , jℓ with ji ∼ ji+1. We denote by Walk(G) the subtree of TN,free
consisting of ∅ and every string j1 . . . jℓ such that jℓ, jℓ−1, . . . , j0 is a walk on
G (note how the order of indices is reversed).
For every simple digraph G on [N ], we can define the Walk(G)-free product.
For instance,
• Let KN be the complete graph on [N ], or in other words the adjacency
relation is 6=. Then Walk(KN ) = TN,free, which yields the free convolution.
• Let KcN be the totally disconnected graph on [N ], or in other words the
adjacency relation is ∅. Then Walk(KcN ) = TN,Bool, which yields the
Boolean convolution.
• Let K<N be the digraph on [N ] where the adjacency relation is given by
<. Then Walk(G) = TN,mono, which yields the monotone convolution.
• The anti-monotone convolution arises from the graph K>N defined in the
symmetrical way.
We depict the digraphs for the binary free, Boolean, monotone, and anti-
monotone convolution operations in Figure 1. Further discussion can be found
in §5.5.
3.3 Bounds on the Operator Norm
We have the following estimate for the norm of a sum of “T -free independent”
random variables with expectation zero. This is a generalization of the estimate
proved in the free case by [63, Lemma 3.2].
Proposition 3.18. Let T ∈ Tree(N), suppose that (H, ξ) = CT [(H1, ξ1), . . . , (HN , ξN )],
and let λT ,j : L(Hj) → L(H) be the corresponding ∗-homomorphism. Suppose
that aj ∈ L(Hj) with 〈ξj , ajξj〉 = 0. Then we have∥∥∥∥∥∥
N∑
j=1
λT ,j(aj)
∥∥∥∥∥∥ ≤ sups∈T
∥∥∥∥∥∥
∑
j∈[N ]:js∈T
〈ajξj , ajξj〉
∥∥∥∥∥∥
1/2
+sup
s∈T
∥∥∥∥∥∥
∑
j∈[N ]:js∈T
〈a∗jξj , a∗jξj〉
∥∥∥∥∥∥
1/2
+max
j
‖aj‖.
18
1 2
∅
1
2
21
12
. . .
. . .
free convolution ⊞
1 2
∅
1
2
Boolean convolution ⊎
1 2
∅
1
2
21
monotone convolution 
1 2
∅
1
2 12
anti-monotone convolution 
Figure 1: The four simple digraphs on {1, 2} (left), the corresponding trees
Walk(G) (center), and the resulting binary convolution operations (right).
Remark 3.19. The supremum over s ∈ T is actually a maximum since there are
at most 2N possibilities for {j ∈ [N ] : js ∈ T }.
Proof. Let Pj ∈ L(Hj) be the projection onto ξj and let Qj = 1− Pj . Because
〈ξj , ajξj〉 = 0, we have PjajPj = 0, and hence
aj = QjajPj + PjajQj +QjajQj.
First, let us estimate
∑
j λj(QjajPj). Note λj(Qj) is the projection onto the
direct sum of the spaces H◦s with s(1) = j. Thus, the ranges of λj(Qj) are
orthogonal, and hence N∑
j=1
λj(QjajPj)
∗ N∑
j=1
λj(QjajPj)
 = N∑
j=1
λj(Pja
∗
jQjajPj).
Now PjajPj = 0 implies that
(QjajPj)
∗(QjajPj) = Pja
∗
jQjajPj = Pja
∗
jajPj = 〈ajξj , ajξj〉Pj .
Thus, ∥∥∥∥∥∥
N∑
j=1
λj(QjajPj)
∥∥∥∥∥∥ =
∥∥∥∥∥∥
N∑
j=1
〈ajξj , ajξj〉λj(Pj)
∥∥∥∥∥∥
1/2
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Now
∑N
j=1〈ajξj , ajξj〉λj(Pj) maps each direct summand H◦s into itself. Also,
N∑
j=1
〈ajξj , ajξj〉λj(Pj)
∣∣∣∣
H◦s
=
∑
j:js∈T
〈ajξj , ajξj〉 id .
Therefore, we have∥∥∥∥∥∥
N∑
j=1
λj(QjajPj)
∥∥∥∥∥∥ = sups∈T
∥∥∥∥∥∥
∑
j∈[N ]:js∈T
〈ajξj , ajξj〉
∥∥∥∥∥∥
1/2
.
Similarly,∥∥∥∥∥∥
N∑
j=1
λj(PjajQj)
∥∥∥∥∥∥ =
∥∥∥∥∥∥
N∑
j=1
λj(Qja
∗
jPj)
∥∥∥∥∥∥ = sups∈T
∥∥∥∥∥∥
∑
j∈[N ]:js∈T
〈a∗jξj , a∗jξj〉
∥∥∥∥∥∥
1/2
.
Finally, because the λj(Qj)’s have orthogonal ranges, we have∥∥∥∥∥∥
N∑
j=1
λj(QjajQj)
∥∥∥∥∥∥ = maxj ‖λj(QjajQj)‖ ≤ maxj ‖aj‖.
Adding the estimates for the three terms together completes the proof.
Corollary 3.20. If 〈ξj , ajξj〉 = 0, then we have∥∥∥∥∥∥
N∑
j=1
λj(aj)
∥∥∥∥∥∥ ≤ 2
∥∥∥∥∥∥
N∑
j=1
‖aj‖2
∥∥∥∥∥∥
1/2
+max
j
‖aj‖.
Corollary 3.21. Let d = sups∈T |{j : js ∈ T }|, that is the maximum degree
of T where only the edges that increase the length of the string are counted. If
〈ξj , ajξj〉 = 0, then ∥∥∥∥∥∥
n∑
j=1
λj(aj)
∥∥∥∥∥∥ ≤ (2
√
d+ 1)max
j
‖aj‖.
4 Combinatorial Computation of Moments
In this section, we will show that there is a universal rule for computing the
joint moments of variables in the T -free product (Theorem 4.21). In order to
state this rule, we first review the machinery of non-crossing partitions and the
Boolean cumulants.
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4.1 Non-Crossing Partitions
Here we introduce basic terminology for non-crossing partitions of the [ℓ] =
{1, . . . , ℓ}. It will be convenient for the sake of notation to work more generally
with partitions of a totally ordered finite set S, even though this makes no
difference to the content of the results.
Further background and history for the material of §4.1 and §4.2 can be
found in [59], [7, §3].
Definition 4.1. If S is a totally ordered finite set, then a partition of S is
collection of nonempty subsets V1, . . . , Vk such that S =
⊔k
j=1 Vj . We call
the subsets Vj blocks. We denote by |π| the number of blocks. We denote the
collection of partitions by P(S). In particular, we denote P(ℓ) = P([ℓ]).
Definition 4.2. If π ∈ P(ℓ), we say that i ∼π j if i and j are in the same block
of π.
Definition 4.3. Let π be a partition of a totally ordered finite set S. A crossing
is a set of indices i1 < j1 < i2 < j2 such that i1 and i2 are in the same block
V and j1 and j2 are in the same block W 6= V . A partition is said to be non-
crossing if it has no crossings. We denote the set of non-crossing partitions of
[ℓ] by NC(ℓ).
Definition 4.4. Let V and W be blocks in a non-crossing partition π. We say
that V ≻ W if there exist j, k ∈ W with V ⊆ {j + 1, . . . , k − 1}. In terms of
the picture, this means that V is inside of W . As a consequence of π being
non-crossing, ≺ is a strict partial order on the blocks of π.
Remark 4.5. We adopt the convention that P(∅) = NC(∅) consists of the
single partition ∅, which is a partition with zero blocks. Here we mean that the
number of blocks is zero, not that size of each block is zero, because blocks are
required to be nonempty.
Definition 4.6. We say that a partition π ∈ NC(S) is irreducible if we have
minS ∼π maxS, that is, the first and last elements of S are in the same block
of π. We denote the set of irreducible partitions by NC◦(S).
Remark 4.7. Note that π ∈ NC(S) is irreducible if and only if it cannot be
written as the concatenation of two other partitions if and only if it has a
unique minimal block with respect to ≺. In general, a non-crossing partition π
can be expressed uniquely as a concatenation of irreducible partitions.
4.2 Partitions as Composition Diagrams
Definition 4.8. Let π ∈ NC(S) and let V be a block of π. Then we denote by
π \ V the partition of S \V given by deleting V from π. We say that a block V
is an interval if it has the form {i : j < i ≤ k} for some j < k in S.
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Definition 4.9. Let A and A′ be B-B-bimodules. A multlinear form Λ : Ak →
A′ will be called an B-quasi-multlinear if we have for a1, . . . , ak ∈ A and b ∈ B
that
Λ[ba1, a2, . . . , ak] = bΛ[a1, . . . , ak]
Λ[a1, . . . , ak−1, akb] = Λ[a1, . . . , ak−1, ak]b
Λ[a1, . . . , ajb, aj+1, . . . , ak] = Λ[a1, . . . , aj , baj+1, . . . , ak].
Definition 4.10. Let A be a B-B-bimodule. Let Λℓ : Aℓ → B be a sequence
of B-quasi-multilinear forms. For π ∈ NC(S), we define Λπ : A|S| → B by
the following recursive relation. Suppose that V is an interval block of π and
thus V can be written as φ−1({j + 1, . . . , k}) where φ : S → [|S|] is the unique
order-preserving bijection and j < k in [|S|]. Then
Λπ[a1, . . . , aℓ] =
{
Λπ\V [a1, . . . , ai,Λk−j [aj+1, . . . , ak]ak+1, . . . , aℓ], k < ℓ
Λπ\V [a1, . . . , ai]Λℓ−i[aj+1, . . . , aℓ], k = ℓ.
To show that this is well-defined, first note that every partition must have
some interval block because a maximal block with respect to ≺must be an inter-
val. Moreover, by the associativity properties of composition and the fact that
Λℓ is B-quasi-multilinear, the resulting multilinear form Λπ is independent of the
sequence of recursive steps taken to evaluate it. Moreover, it is straighforward
to check by induction that Λπ is B-quasi-multilinear.
If |π| = 1, then Λπ = Λ|S|. Moreover, if S and S′ are isomorphic as to-
tally ordered sets, and π ∈ NC(S) and π′ ∈ NC(S′) correspond under this
isomorphism, then Λπ = Λπ′ . Thus, it would be sufficient to define Λπ only for
π ∈ NC(ℓ).
The following fact about Mo¨bius inversion is well-known in this context.
Lemma 4.11. Let A be an algebra containing B. Let Γℓ : An → B be a A-
quasi-multilinear form. For each non-crossing partition π, let απ ∈ C, and
assume that απ 6= 0 when π consists of a single block. Then there exist unique
B-quasi-multilinear forms Λℓ : An → B such that
Γℓ[a1, . . . , aℓ] =
∑
π∈NC(ℓ)
απΛπ[a1, . . . , aℓ].
4.3 The Boolean Cumulants
Definition 4.12. A partition π ∈ P(S) is an interval partition if every block V
has the form V = {i : j ≤ i ≤ k} for some j ≤ k. We denote the set of interval
partitions by I(S). Note that every interval partition is non-crossing.
Definition 4.13. Let (A, E) be a B-valued probability space. We define the
Boolean cumulants KBool,ℓ : Aℓ → B implicitly by the relation
E[a1 . . . aℓ] =
∑
π∈I(ℓ)
KBool,π[a1, . . . , aℓ],
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which makes sense by Lemma 4.11.
Lemma 4.14. Let H be a Hilbert B-B-bimodule with a unit vector ξ, and let
Eξ[a] = 〈ξ, aξ〉 for a ∈ B(H). Let P be the projection onto Bξ and let Q be the
projection onto its orthogonal complement. For a1, . . . , aℓ ∈ B(H), we have
Pa1Qa2Qa3 . . . QaℓP = Kℓ[a1, . . . , aℓ]P.
Proof. Define
Λn[a1, . . . , aℓ] = 〈ξ, a1Qa2 . . . Qaℓξ〉,
and note that
Pa1Qa2Qa3 . . . QaℓP = Λn[a1, . . . , aℓ]P.
To show that Kℓ = Λℓ, it suffices to show that
E[a1 . . . aℓ] =
∑
π∈I(ℓ)
Λπ[a1, . . . , aℓ].
Observe that
E[a1 . . . aℓ] = E[(P +Q)a1(P +Q)a2 . . . (P +Q)aℓ(P +Q)]
= E[Pa1(P +Q)a2 . . . (P +Q)aℓP ].
We expanding this expression by multilinearity. Each of the resulting terms
corresponds to a string of length ℓ− 1 in the letters P and Q. We can define a
correspondence between these strings and the interval partitions of ℓ given by
placing the letter P between aj and aj+1 if they are in different blocks and the
letter Q between aj and aj+1 if they are in the same block. Then the expectation
of the string corresponding to a partition π is exactly Λπ[a1, . . . , an].
4.4 Combinatorial Formula for the T -free Product
Definition 4.15. For a partition π, we define graph(π) to be the (simple undi-
rected) graph with vertex set π ⊔ {∅} and with edges given by
• ∅ ∼ V for every block V that is minimal with respect to ≺.
• V ∼W whenever V ≺W and there is no block U strictly between V and
W .
We view graph(π) as a rooted graph with ∅ as the root vertex.
Remark 4.16. As a consequence of the fact that π is non-crossing, every blockW
has a unique immediate predecessor with respect to ≺, and therefore graph(π)
is a tree. An example of graph(π) is shown in Figure 2.
Definition 4.17. For a block V of π, let us denote
chain(V ) = (V, V1, . . . , Vd),
23
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
V1
V2
V3
V4
V5
V6
V7
V8
∅
V1
V2 V3 V4
V5 V6
V7
V8
Figure 2: An example of a non-crossing partition π of [15] into 8 blocks
(above) together with graph(π) (below). In this example, we have chain(V5) =
(V5, V4, V1) and chain(V4) = (V4, V1) and chain(V7) = V7.
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where V ≻ V1 ≻ · · · ≻ Vd are the blocks surrounding V . We also define the
depth of V in π, denoted depthπ(V ) as the index ℓ. Equivalently, chain(V ) is
the unique path from V to the root vertex in graph(π), and depthπ(V ) + 1 is
the distance of V from the root vertex.
Definition 4.18. Let S be a totally ordered finite set. An N -coloring of S is
a function χ : S → [N ]. We say that a partition π is compatible with χ if χ is
constant on each block of π. We denote the set of partitions compatible with
χ by NC(χ). If π ∈ NC(χ), then for each block V ∈ π, we denote its color by
χ(V ) ∈ [N ].
Definition 4.19. Let χ be an N -coloring of S, and let T be a rooted subtree
of TN,free. Suppose that π ∈ NC(χ) and V ∈ π. If chain(V ) = (V, V1, . . . , Vd),
then we define χ(chain(V )) to be the string
χ(chain(V )) = χ(V )χ(V1) . . . χ(Vd).
We say that π ∈ NC(χ) is compatible with T if χ(chain(V )) ∈ T for every
V ∈ π. We denote the set of such partitions by NC(χ, T ).
Remark 4.20. Note that there is a unique rooted graph homomorphism φχ,π :
graph(π) → TN,free such that φ(V ) begins with χ(V ) for every V ∈ π. In-
deed, this homomorphism is given by φχ,π(V ) = χ(V )χ(V1) . . . χ(Vℓ), where
chain(V ) = (V, V1, . . . , Vℓ). The condition that π ∈ NC(χ, T ) is equivalent to
saying that φχ,π(graph(π)) ⊆ T .
Theorem 4.21. Let T be a rooted subtree of TN,free. Suppose that
(H, ξ) = CT [(H1, ξ1), . . . , (HN , ξN )],
and let λj = λT ,j : L(Hj)→ L(H) be the corresponding ∗-homomorphism. Let
χ be an N -coloring of [ℓ]. Let aj ∈ B(Hχ(j)) for j = 1, . . . , ℓ. Then
〈ξ, λχ(1)(a1) . . . λχ(ℓ)(aℓ)ξ〉 =
∑
π∈NC(χ,T )
Λχ,π(a1, . . . , aℓ), (4.1)
where the maps Λχ,π : L(Hχ(1))× · · · ×L(Hχ(ℓ))→ B are defined recursively by
the following conditions.
Suppose that S is a totally ordered set, χ : S → [N ] is a coloring, φ : S → [ℓ]
is an order-preserving isomorphism, and V = φ−1({j + 1, . . . , k}) is a block of
π. Then Λχ,π :
∏
j∈S L(Hχ(j))→ B is given by
Λχ,π[a1, . . . , aℓ] = Λχ|[ℓ]\V ,π\V [a1, . . . , aj ,KBool,k−j [aj+1, . . . , ak]ak+1, . . . , aℓ],
if k < ℓ and
Λχ,π[a1, . . . , aℓ] = Λχ|[ℓ]\V ,π\V [a1, . . . , aj ]KBool,k−j [aj+1, . . . , ak],
if k = ℓ, where KBool,k−j : L(Hχ(V ))k−j → B is the Boolean cumulant given by
Definition 4.13.
25
Remark 4.22. The definition of Λπ here requires a slight modification of Defini-
tion 4.10 because the maps Kj−i on L(Hχ(V )) do not all have the same domain.
In the case where the singleton string χ(V ) is not in T , it is important to use
the Boolean cumulant Kj−i of L(Hχ(V )) rather than that of L(H) because the
map λT ,j : L(Hj) → L(H) will not be expectation-preserving. For example,
this occurs for orthogonal independence for the index j = 2.
On the other hand, if we assume that T ∈ Tree′(N), then the maps λT ,j are
expectation-preserving, and hence it makes no difference whether we compute
the Boolean cumulants in L(Hj) or L(H). Thus, we can express (4.1) in the
simpler form
〈ξ, λT ,χ(1)(a1) . . . λT ,χ(ℓ)(aℓ)ξ〉 =
∑
π∈NC(χ,T )
Kπ[λT ,χ(1)(a1), . . . , λT ,χ(ℓ)(aℓ)],
(4.2)
where Kℓ denotes the Boolean cumulant of L(H) with respect to ξ.
To outline the proof of Theorem 4.21, let Pi and Qi in L(Hi) be the projec-
tions onto Bξi and its orthogonal complement respectively. Let us write
aj = a
(0,0)
j + a
(0,1)
j + a
(1,0)
j + a
(1,1)
j ,
where
a
(0,0)
j = Pχ(j)ajPχ(j)
a
(0,1)
j = Pχ(j)ajQχ(j)
a
(1,0)
j = Qχ(j)ajPχ(j)
a
(1,1)
j = Qχ(j)ajQχ(j).
Then we have by multilinearity that
〈ξ, λχ(1)(a1) . . . λχ(ℓ)(aℓ)ξ〉 =
∑
(δ1,ǫ1),...,(δℓ,ǫℓ)
〈ξ, λχ(1)(a(δ1,ǫ1)1 ) . . . λχ(ℓ)(a(δℓ,ǫℓ)ℓ )ξ〉.
(4.3)
Each operator λχ(j)(a
(δj ,ǫj)
j ) maps each the direct summands H◦s of the product
space either to zero or to another one of the direct summands H◦s′ such that s′ is
equal to s or adjacent to s in T . Each term on the right hand side of (4.3) will
either vanish or correspond to a “path” in the tree T , where the notion of path
is expanded to allow consecutive repetitions of the same vertex (see Lemma
4.23 for precise statement). We will show in Lemma 4.24 that such paths are
in bijection with NC(χ, T ) using a generalization of the well-known bijection
between non-crossing pair partitions and Dyck paths. Finally, in Lemma 4.25,
we will evaluate the term corresponding to each path as the term Λχ,π in the
Theorem.
To make these ideas precise, we first introduce some notation. Let T ′ be
the graph obtained by adding a self-loop to each vertex of T . Let us define four
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sets of oriented edges by
E(0,0)i = {(s, s) : is ∈ T }
E(1,1)i = {(s, s) : s ∈ T , s(1) = i}
E(0,1)i = {(s, is) : is ∈ T }
E(1,0)i = {(is, s) : is ∈ T }
Note that for δ, ǫ ∈ {0, 1}, the operator λχ(j)(a(δ,ǫ)j ) maps H◦t into H◦s if (s, t) ∈
E(δ,ǫ)χ(j) and it vanishes on H◦s if it is not the source of some edge in E(δ,ǫ)χ(j) .
Let us say that a sequence (δ1, ǫ1), . . . , (δℓ, ǫℓ) and a path ∅ = s0, s1, . . . ,
sℓ = ∅ in T ′ are compatible (with respect to χ) if (sj−1, sj) ∈ E(δj ,ǫj)χ(j) . Note that
in this case, (δj , ǫj) is uniquely determined by (sj−1, sj) (and χ). Conversely, if
(δ1, ǫ1), . . . , (δℓ, ǫℓ) has a compatible path s0, . . . , sℓ, then sj can be determined
inductively by sj−1 and (δj , ǫj) and χ(j).
Lemma 4.23. If (δ1, ǫ1), . . . , (δℓ, ǫℓ) does not have a compatible path in T ′
from ∅ to ∅, then
〈ξ, λχ(1)(a(δ1,ǫ1)1 ) . . . λχ(ℓ)(a(δℓ,ǫℓ)ℓ )ξ〉 = 0.
Therefore,
〈ξ, λχ(1)(a1) . . . λχ(ℓ)(aℓ)ξ〉 =
∑
(δ1,ǫ1),...,(δℓ,ǫℓ)
with a compatible path
〈ξ, λχ(1)(a(δ1,ǫ1)1 ) . . . λχ(ℓ)(a(δℓ,ǫℓ)ℓ )ξ〉.
Proof. The behavior of the operators λχ(j)(a
(δj ,ǫj)
j ) can be described as follows:
• λχ(j)(a(0,1)j ) maps H◦s into H◦χ(j)s provided that χ(j)s ∈ T and otherwise
it vanishes on H◦s .
• λχ(j)(a(1,0)j ) mapsH◦s′ intoH◦s provided that s′ = χ(j)s ∈ T and otherwise
it vanishes on H◦s′ .
• λχ(j)(a(0,0)j ) maps H◦s into itself provided that χ(j)s ∈ T and otherwise it
vanishes on Hs.
• λχ(j)(a(1,1)j ) maps H◦s into itself provided that s ∈ T begins with χ(j) and
otherwise it vanishes on H◦s .
One can argue by backward induction that for j = ℓ, ℓ− 1, . . . , 1, we have
λχ(j)(a
(δj ,ǫj)
j ) . . . λ(a
(δℓ,ǫℓ)
j )ξ = 0
unless there is a compatible path sj−1, sj+1, . . . , sℓ = ∅ in T ′. If there is a
compatible path, then this vector is in H◦sj−1 . If there is a compatible path s0,
. . . , sℓ = ∅ at the end of the induction, then we either have s0 = ∅ or else
〈ξ, λχ(j)(a(δj ,ǫj)j ) . . . λ(a(δℓ,ǫℓ)j )ξ〉 = 0.
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Lemma 4.24. Let us say that a path ∅ = s0, s1, . . . , sℓ = ∅ in T ′ is admissible
if there exists a compatible sequence of indices (δ1, ǫ1), . . . , (δℓ, ǫℓ). Then there is
a bijection between the set P (χ, T ) of admissible paths and NC(χ, T ) (described
explicitly in the proof).
Proof. Define a map f : P (χ, T )→ NC(χ, T ) as follows. Fix a path s0, . . . , sℓ.
Let J be the set of indices where (δj , ǫj) = (0, 0). For each j ∈ J , we define a
singleton block Vj = {j}. Let J ′ be the set of indices such that the length of sj
is greater than the length of sj−1 (and hence sj = χ(j)sj−1). For each j ∈ J ,
let
j′ = min{i > j : si−1 = sj , si = sj−1}.
Note that χ(j′) must equal χ(j) and this must be the first letter of sj . For each
j ∈ J , we define the block
Vj = {j, j′} ∪ {k : j < k < j′, sk−1 = sk = sj , χ(k) = χ(j)}.
Then f((s0, . . . , sℓ)) is defined to be the partition π = {Vj}j∈J∪J ′ .
To show that the partition π is non-crossing, suppose that a, b ∈ Vj and
c, d ∈ Vk with a < c < b < d. In between a and b, the path cannot reach the
vertex sj−1, and in particular, sk must have the form tsj for some nonempty
string t. Now sc or sc−1 (the longer of the two values) must equal sk. Yet sb
or sb−1 must be equal to sj and in particular the path must go from the vertex
sk to the vertex sk−1 before the time index b. But this implies that k
′ ≤ b, and
hence d ≤ k′ ≤ b, which contradicts the assumption of crossing.
Thus, π is non-crossing. Moreover, by construction χ is constant on each
block of π, so that π ∈ NC(χ). To check that π ∈ NC(χ, T ), choose a block Vj .
Denoting chain(Vj) = (Vj ,W1, . . . ,Wd), we have
χ(Vj)χ(W1) . . . χ(Wd) =
{
sj , |Vj | > 1
χ(Vj)sj , |Vj | = 1,
which follows by a straightforward induction argument on Vj with respect to the
ordering ≺. In the first case |Vj | > 1, it is clear that χ(Vj)χ(W1) . . . χ(Wd) ∈ T ,
and in the second case |Vj | = 1, we observe that because (δj , ǫj) = (0, 0) we
must have (sj , sj) ∈ E(0,0)χ(j) and hence χ(j)sj ∈ T . Thus, f defines a map
P (χ, T )→ NC(χ, T ) as desired.
Conversely, we define a map g : NC(χ, T ) → P (χ, T ) as follows. Given a
partition π and index k, let V be the block of π containing k and let chain(V ) =
(V, V1, . . . , Vm), and define
sk =
{
χ(V )χ(V1) . . . χ(Vm), k < max(V ),
χ(V1) . . . χ(Vm), k = max(V ).
The reader may check that g maps into P (χ, T ), where the corresponding indices
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(δk, ǫk) are given by
(δj , ǫj) =

(0, 0), V = {j},
(0, 1), j = min(V ) < max(V ),
(1, 0), j = max(V ) > min(V )
(1, 1), otherwise.
Moreover, g is the inverse function of f .
Lemma 4.25. Suppose that s0, . . . , sℓ is an admissible path with respect to χ,
and let (δ1, ǫ1), . . . , (δℓ, ǫℓ) be the corresponding compatible sequence of indices.
Let π by the corresponding partition in NC(χ, T ) under the bijection in the
previous lemma. Then
〈ξ, λχ(1)(a(δ1,ǫ1)1 ) . . . λχ(ℓ)(a(δℓ,ǫℓ)ℓ )ξ〉 = Λχ,π[a1, . . . , aℓ].
Proof. We proceed by induction on |π| (the number of blocks of π), where we
allow ℓ to vary, and begin with the base case π = ∅. Choose a partition π with
|π| ≥ 1, and recall that V must have an interval block V = {j + 1, . . . , k}. Let
ζ = λχ(k+1)(a
(δk+1,ǫk+1)
k+1 ) . . . λχ(ℓ)(a
(δℓ,ǫℓ)
ℓ )ξ ∈ H◦sk .
Observe that
λχ(j+1)(a
(δj+1,ǫj+1)
j+1 ) . . . λχ(k)(a
(δk,ǫk)
k ) = λχ(V )(a
(0,1)
j+1 a
(1,1)
j+2 . . . a
(1,1)
k−1 a
(1,0)
k )
= λχ(V )(KBool,k−j [aj+1, . . . , ak]Pχ(V )),
where the last equality follows from Lemma 4.14, and the inside expression
is to be interpreted as a
(0,0)
k in the case when j + 1 = k and |V | = 1. By
our assumptions on π, we know that sk does not begin with χ(V ) and that
χ(V )sk ∈ T , and hence
λχ(V )(KBool,k−j [aj+1, . . . , ak]Pχ(V ))ζ = KBool,k−j [aj+1, . . . , ak]ζ.
Therefore, the expectation we want to compute becomes
〈ξ, λχ(1)(a(δ1,ǫ1)1 ) . . . λχ(j)(a(δj ,ǫj)j )Kk−j [aj+1, . . . , ak]λχ(k+1)(a(δk+1,ǫk+1)k+1 ) . . . λχ(ℓ)(a(δℓ,ǫℓ)ℓ )ξ〉.
Applying the inductive hypothesis to π \V , we obtain obtain Λχ,π[a1, . . . , aℓ] as
desired.
Theorem 4.21 follows from Lemmas 4.23, 4.24, and 4.25.
Corollary 4.26. With the setup of Theorem 4.21, the Boolean cumulants in
L(H) with respect to ξ are given by
KBool,ℓ[λχ(1)(a1), . . . , λχ(ℓ)(aℓ)] =
∑
π∈NC◦(χ,T )
Λχ,π(a1, . . . , aℓ),
where NC◦(χ, T ) denotes the set of irreducible partitions.
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Proof. Let P be the projection onto ξ in H, and let Q = 1 − P . Then the
Boolean cumulant we want to compute is
〈ξ, λχ(1)(a1)Q . . .Qλχ(ℓ)(aℓ)ξ〉.
We proceed simiarly as in the proof Theorem 4.21, except that if some sj = ∅
for 0 < j < ℓ, then the corresponding term is eliminated by the projection Q.
We thus obtain a sum over all paths in T ′ that are admissible with respect to χ
and do not visit the root vertex between the start and end times. These paths
correspond, under the bijection f constructed above, to partitions in which
1 ∼π ℓ, or in other words irreducible partitions.
4.5 T -free Independence and Convolution
Theorem 4.21 implies several well-definedness properties of the moments of ran-
dom variables in the T -free product. For instance, the joint moments of variables
in T -free product spaces are independent of the particular representations of the
random variables.
Corollary 4.27. Let T ∈ Tree(N). Let (A, E) = CT [(A1, E1), . . . , (AN , EN )]
and let λT ,j : Aj → A be the T -free product inclusion. Then E[λT ,i1(a1) . . . λT ,iℓ(aℓ)]
is uniquely determined by T and the joint moments of {ak : ik = j} in (Aj , Ej),
independently of the specific choice of algebras (Aj , Ej).
Corollary 4.28. With the set up of the previous corollary, if Xj ∈ Aj is a
bounded self-adjoint operator with law µj for j = 1, . . . , N , then the law of∑N
j=1 λT ,j(Xj) is ⊞T (µ1, . . . , µN ).
If we assume that T ∈ Tree′(N), then the maps λT ,j are expectation-
preserving and hence injective (by the faithfulness assumption in our definition
of non-commutative probability space). In this case, it makes sense to define
T -free independence.
Definition 4.29. Let A1, . . . , AN be B-∗-subalgebras of (A, E), not necessarily
closed. We assume that each Aj has an internal unit, but the inclusion Aj → A
is not necessarily unital. We say that A1, . . . , AN are T -free independent over
B if whenever χ : [ℓ]→ [N ] and aj ∈ Aχ(j) for j = 1, . . . , N , we have
E[a1 . . . aℓ] =
∑
π∈NC(χ,T )
KBool,π[a1, . . . , aℓ], (4.4)
where KBool,j denotes the jth Boolean cumulant and Kπ is the π-composition
of the Kj ’s.
It follows from the foregoing arguments that if (A, E) is the T -free product
of (A1, E1), . . . , (A, EN ), then the algebras λT ,j(Aj) are T -freely independent
in (A, E).
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Furthermore, A1, . . . , AN are T -free independent in A and Xj ∈ Aj is self-
adjoint, then the law of X1 + · · ·+Xj only depends on E|B〈Xj〉 and hence it is
the T -free convolution of the laws of X1, . . . , XN .
Another consequence of Theorem 4.21 concerns what happens when we re-
strict to a subset of the indices [N ].
Corollary 4.30. Let T ∈ Tree(N). Let N ′ ≤ N . Let T ′ be the set of alternating
strings on the alphabet [N ′] ⊆ [N ] that are contained in T . Let (H1, ξ1), . . . ,
(HN , ξN ) be Hilbert B-B-bimodules with unit vectors. Let
(H, ξ) = CT [(H1, ξ1), . . . , (HN , ξN )](H′, ξ′) = CT ′ [(H1, ξ1), . . . , (HN ′ , ξN ′)].
Let χ : [ℓ]→ [N ′] and let aj ∈ L(Hχ(j)) for j = 1, . . . , ℓ. Then
〈ξ′, λT ′,χ(1)(a1) . . . λT ′,χ(ℓ)(aℓ)ξ′〉 = 〈ξ, λT ,χ(1)(a1) . . . λT ,χ(ℓ)(aℓ)ξ〉.
Proof. In light of Theorem 4.21, it suffices to show that if χ : [ℓ] → [N ′],
then NC(χ, T ′) = NC(χ, T ). This is immediate, because if π is a partition
compatible with χ and if V ∈ π, then χ(chain(V )) is a string on the alphabet
[N ′], and hence χ(chain(V )) is in T if and only if it is in T ′.
Corollary 4.30 easily implies the following statements. Suppose that T ∈
Tree′(N) and n ≤ N and T ′ is as in Corollary 4.30. If A1, . . . , AN are T -freely
independent, then A1, . . . , AN ′ are T ′-freely independent. Moreover, if T , N ′,
and T ′ are as in the Corollary 4.30, the
⊞T ′(µ1, . . . , µN ′) = ⊞T (µ1, . . . , µN ′ , δ0, . . . , δ0),
where δ0 is the B-valued law of the zero operator.
4.6 The Free, Boolean, and Monotone Cases
Interrupting the general exposition, we now explain how Theorem 4.21 relates
to the moment conditions used in previous literature to define free, Boolean, and
monotone independence. For another application of Theorem 4.21 to Boolean
and free independence, see Proposition 10.5.
Proposition 4.31. Let A1, . . . , AN be B-∗-subalgebras of (A, E) with internal
units. The following are equivalent:
(1) Let (A˜, E˜) be the free product of (A1, E1), . . . , (AN , EN ) and λfree,j : Aj →
A˜ the corresponding inclusions. Then for every χ : [ℓ] → [N ] and aj ∈
Aχ(j), we have
E[a1 . . . aℓ] = E˜[λfree,χ(1)(a1) . . . λfree,χ(ℓ)(aℓ)].
(2) Given χ : [ℓ]→ [N ] and given aj ∈ Aχ(j), we have
E[a1 . . . aℓ] =
∑
π∈NC(χ,TN,free)
KBool,π[a1, . . . , aℓ].
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(3) Given χ : [ℓ]→ [N ] such that χ is alternating (that is, χ(j+1) 6= χ(j)) and
given aj ∈ Aχ(j) with E[aj ] = 0, we have
E[a1 . . . aℓ] = 0.
This is the formulation given by [65, Definition 1.2] (see [62] for the scalar
case).
In (2) above, NC(χ, TN,free) consists of partitions π ∈ NC(χ) such that adjacent
blocks in graph(π) have distinct colors.
Proof. (1) =⇒ (2) follows from Theorem 4.21.
To show (2) =⇒ (3), suppose that χ : [ℓ] → [N ] is alternating and that
aj ∈ Aχ(j) with E[aj ] = 0. Every partition π ∈ NC(χ, TN,free) must have
some interval block. The coloring χ must be constant on this block. But
because χ is alternating, this forces the interval block to have size one. Since
KBool,1(aj) = E[aj ] = 0, this means that KBool,π[a1, . . . , aℓ] = 0. Hence, all the
terms on the right hand side of (2) vanish, and thus (3) holds.
Finally, to prove that (3) =⇒ (1), observe that condition (3) uniquely
determines E|Alg(A1,...,AN ) by an inductive argument which can be found in
[65]. The algebras Aj in (A, E) satisfy (3), and the algebras λfree,j(Aj) in
(A˜, E˜) also satisfy (3) because (1) =⇒ (3). Therefore, the joint moments in
(A, E) and (A˜, E˜) must agree. Thus, (1) holds.
Finally, the claim concerning NC(χ, TN,free) follows immediately from the
definition.
Proposition 4.32. Let A1, . . . , AN be B-∗-subalgebras of (A, E) with internal
units. The following are equivalent:
(1) Let (A˜, E˜) be the Boolean product of (A1, E1), . . . , (AN , EN ) and λBool,j :
Aj → A˜ the corresponding inclusions. Then for every χ : [ℓ] → [N ] and
aj ∈ Aχ(j), we have
E[a1 . . . aℓ] = E˜[λBool,χ(1)(a1) . . . λmono,χ(ℓ)(aℓ)].
(2) Given χ : [ℓ]→ [N ] and given aj ∈ Aχ(j), we have
E[a1 . . . aℓ] =
∑
π∈NC(χ,TN,Bool)
KBool,π[a1, . . . , aℓ].
(3) Given χ : [ℓ]→ [N ] such that χ is alternating (that is, χ(j+1) 6= χ(j)) and
given aj ∈ Aχ(j), we have
E[a1 . . . aℓ] = E[a1] . . . E[aℓ].
This is the formulation given by [54, §4.1] (see [60] for the scalar case).
Moreover, in (2) above, NC(χ, TN,Bool) consists of the interval partitions in
NC(χ).
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Proof. (1) =⇒ (2) follows from Theorem 4.21.
To show (2) =⇒ (3), suppose that χ : [ℓ] → [N ] is alternating and that
aj ∈ Aχ(j). Because TN,Bool contains only the root vertex and its neighbors,
the only partitions in NC(TN,Bool) are those which have depth 1, that is, the
interval partitions compatible with χ. But if χ is alternating, then there is only
one interval partition, namely the partition where every block is a singleton.
Thus, in this case (2) reduces to the formula (3).
Finally, to prove that (3) =⇒ (1), observe that condition (3) uniquely
determines E|Alg(A1,...,AN ). Hence, the proof works the same as in the free
case.
Proposition 4.33. Let A1, . . . , AN be B-∗-subalgebras of (A, E) with internal
units. The following are equivalent:
(1) Let (A˜, E˜) be the monotone product of (A1, E1), . . . , (AN , EN ) and λmono,j :
Aj → A˜ the corresponding inclusions. Then for every χ : [ℓ] → [N ] and
aj ∈ Aχ(j), we have
E[a1 . . . aℓ] = E˜[λmono,χ(1)(a1) . . . λmono,χ(ℓ)(aℓ)].
(2) Given χ : [ℓ]→ [N ] and given aj ∈ Aχ(j), we have
E[a1 . . . aℓ] =
∑
π∈NC(χ,TN,mono)
KBool,π[a1, . . . , aℓ].
(3) Suppose χ : [ℓ] → [N ] and that aj ∈ Aχ(j). Suppose that k ∈ [ℓ] such that
χ(k) > χ(k − 1) (if k 6= 1) and χ(k) > χ(k + 1) (if k < ℓ). Then
E[a1 . . . aℓ] = E[a1 . . . ak−1E[ak]ak+1 . . . aℓ].
This is the formulation given by [31, Def. 2.2] (see [30, Def. 2.5] for the
scalar case). Equivalent formulations were given earlier by [48, Def. 1.1]
[56, eq. (2.4)].
Moreover, in (2) above, NC(χ, TN,mono) consists of the partitions in NC(χ) such
that V ≺W implies χ(V ) < χ(W ) for every V,W ∈ π.
Proof. (1) =⇒ (2) follows from Theorem 4.21.
To show (2) =⇒ (3), suppose that χ : [ℓ] → [N ]. For π to be in
NC(χ, TN,mono) means that if V ∈ π and chain(V ) = (V, V1, . . . , Vd), then
χ(V )χ(V1) . . . χ(Vd) ∈ TN,mono. By definition of TN,mono, this means that
χ(V ) > χ(V1) > · · · > χ(Vd). It is straightforward to see that this is equivalent
to the condition V ≺W =⇒ χ(V ) < χ(W ).
Now suppose that aj ∈ Aχ(j) and that k is as in (3). Suppose that π ∈
NC(χ, TN,mono) and V is the block of π containing k. If V contained any index
j < k, then the block W containing k − 1 would be satisfy W ≻ V , and hence
χ(k − 1) > χ(k), which is a contradiction. Thus, V cannot contain any indices
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below k. By a symmetrical argument, V cannot contain any indices above k.
Therefore, V = {k}. Hence, all of the partitions π used on the right hand side
of (2) isolate k in a singleton block. For such partitions,
KBool,π[a1, . . . , aℓ] =
{
KBool,π\{k}[a1, . . . , ak−1, E[ak]ak+1, . . . , aℓ], k < ℓ
KBool,π\{k}[a1, . . . , aℓ−1]E[aℓ], k = ℓ.
Now π 7→ π \ {k} defines a bijection NC(χ, TN,mono) → NC(χ|[ℓ]\{k}, TN,mono).
Therefore, the right hand side in (2) becomes (in the case where k < ℓ)∑
π∈NC(χ|[ℓ]\{k},TN,mono)
KBool,π[a1, . . . , ak−1, E[ak]ak+1, . . . , aℓ] = E[a1 . . . ak−1E[ak]ak+1 . . . aℓ],
and the case where k = ℓ is handled similarly. Thus, (3) holds.
As before, to prove that (3) =⇒ (1), it suffices to show that E|Alg(A1,...,AN )
is uniquely determined by (3). We prove this for strings a1 . . . aℓ with aj ∈ Aχ(j)
by induction on the length ℓ. The base case ℓ = 1 is trivial. Suppose ℓ > 1, and
let k be an index such that χ(k) is maximal. If χ(k) = χ(k−1) or χ(k) = χ(k+1),
then we may group ak−1ak or akak+1 into a single letter and thus view a1 . . . aℓ
as a string of length ℓ− 1 and apply the inductive hypothesis. Otherwise, χ(k)
satisfies the assumptions of (3) and therefore using (3) we may replace ak by
E[ak]. We may group E[ak] together with either ak−1 or ak+1 since Aχ(k−1)
and Aχ(k+1) are B-B-bimodules. We thus reduce to a string of length ℓ − 1 to
which the inductive hypothesis applies.
5 Operad Properties
5.1 The Operad of Rooted Trees
Recall that Tree(N) the set of rooted subtrees of TN,free. Our goal is to define
a topological symmetric operad Tree where Tree(N) is the set of elements of
arity N . We will then show that T 7→ ⊞T defines a morphism of topological
symmetric operads from Tree to a certain operad of functions on tuples of laws.
A topological symmetric operad is defined as follows (see e.g. [39] for general
background on operads).
Definition 5.1. A (plain) operad consists of a sequence (P (n))n∈N of sets, an
element id ∈ P (1), and composition maps
◦k,n1,...,nk : P (k)× P (n1)× · · · × P (nk)→ P (n1 + · · ·+ nk)
denoted
(f, f1, . . . , fk) 7→ f(f1, . . . , fk),
such that the following axioms hold:
• Identity: For f ∈ P (k), we have f(id, . . . , id) = f and id(f) = f .
34
• Associativity: Given f ∈ P (k) and fj ∈ P (nj) for j = 1, . . . , k and
fj,i ∈ P (mj,i) for i = 1, . . . , Ij and j = 1, . . . , n, we have
f(f1(f1,1, . . . , f1,I1), . . . , fk(fk,1, . . . , fk,Ik))
= [f(f1, . . . , fk)](f1,1, . . . , f1,I1 , . . . . . . , f1,k, . . . , fk,Ik).
The elements of P (k) are said to be k-ary or have arity k.
Definition 5.2. A symmetric operad consists of an operad (P (n)) together
with a right action of the symmetric (permutation) group Perm(k) on P (k),
denoted (f, σ) 7→ fσ, satisfying the following axioms:
• Let f ∈ P (k) and fj ∈ P (nj) for j = 1, . . . , k. Let σ ∈ Perm(k), and let
σ˜ ∈ Sn1+···+nk denote the element that rearranges the order of the blocks
{1, . . . , n1}, {n1+1, . . . , n1+n2}, {n1+n2+1, . . . , n1+n2+n3} according
to σ. Then
fσ(fσ(1), . . . , fσ(k)) = [f(f1, . . . , fk)]σ˜.
• Let f and fj be as above. Let σj ∈ Perm(nj), and let σ ∈ Perm(n1 +
· · · + nk) be the element which permute the elements within each block
{n1 + · · · + nj−1 + 1, . . . , n1 + · · · + nj} by the permutation sj , without
changing the order of the blocks. Then
f((f1)σ1 , . . . , (fk)σk ) = f(f1, . . . , fk)σ.
Definition 5.3. A topological symmetric operad consists of a symmetric operad
together with a specified topology on P (k) for each k, such that the composi-
tion and permutation operations of the symmetric operad are continuous. A
morphism of topological symmetric operads P → Q is a sequence of continuous
maps P (k)→ Q(k) which respect the composition operations and permutation
actions.
In order to define the operad Tree where Tree(k) is the set of elements of
arity k, we will first describe the composition operation. Let T ∈ Tree(k) and
T1 ∈ Tree(n1), . . . , Tk ∈ Tree(nk). Let Nj = n1 + · · ·+ nj and N = Nk. Define
ιj : [nj ] → [N ] by ιj(i) = Nj−1 + i, so that [N ] =
⊔k
j=1 ιj([nj ]). For a string
s ∈ Tnj ,free, let (ιj)∗(s) denote the string obtained by applying ιj to each letter
of s. Then we define T (T1, . . . , Tk) ∈ TN,free to be the rooted subtree with vertex
set ⋃
ℓ≥0
⋃
i1...iℓ∈T
⋃
sj∈Tij\{∅}
for j∈[ℓ]
(ιi1 )∗(s1) . . . (ιiℓ)∗(sℓ).
In other words, the strings in T (T1, . . . , Tk) are obtained by taking a string
t = i1 . . . iℓ in T and replacing each letter ij by a string sj from Tij , with the
indices appropriately shifted by ιj : [nj ]→ [N ].
One can check that the vertex set T (T1, . . . , Tk) defines a connected subgraph
of TN,free. Indeed, every final substring of a string in T (T1, . . . , Tk) will also be
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in T (T1, . . . , Tk). Hence, if s ∈ T (T1, . . . , Tk), then we may define a path from
s to ∅ by deleting the first letter of s, then the second letter, and so forth.
Observation 5.4. We may define an operad Tree by letting Tree(k) be the set
of rooted subtrees of Tk,free using the composition operation above.
Checking the operad associativity property is a routine exercise in cumber-
some notation, which we leave to the reader. Note that T (1) ∈ Tree(1) has only
the two vertices ∅ and 1, and T (1) acts as the identity of the operad. We next
turn to the symmetric structure of the operad.
We equip Tree(k) with a right action of Perm(k) as follows. Note that there is
a left action of Perm(k) by graph automorphisms on Tk,free, where σ ∈ Perm(k)
acts by permuting the letters {1, . . . , k}, that is, if s = j1 . . . jℓ is a vertex of
Tk,free, then σ(j1, . . . , jℓ) = (σ(j1), . . . , σ(jℓ)). Then we define Tσ to be the
image of T under σ−1. It is straightforward to check that this makes Tree into
a symmetric operad; indeed, this reduces to examining how Perm(k) acts on the
labels {1, . . . , k}.
Furthermore, we claim Tree can be equipped with the structure of a topo-
logical symmetric operad. This comes from the following two observations.
Observation 5.5. For a rooted tree T ⊆ TN,free and ℓ ≥ 0, let Bℓ(T ) ⊆ TN,free
be set of strings in T of length ≤ ℓ (or equivalently the closed ball of radius ℓ in
the graph metric). Define ρN : TN,free × TN,free → R by
ρN (T , T ′) = exp(− sup{ℓ ≥ 0 : Bℓ(T ) = Bℓ(T ′)}).
Then ρN defines a metric on Tree(N) (and in fact an ultrametric), which makes
Tree(N) into a compact metric space.
Observation 5.6. Let T , T ′ ∈ Tree(k) and let Tj, T ′j ∈ Tree(nj) for j = 1,
. . . , k. Let N = n1 + · · ·+ nk. Then we have
ρN
(T (T1, . . . , Tk), T ′(T ′1 , . . . , T ′k)) ≤
max (ρk(T , T ′), ρn1(T1, T ′1 ), . . . , ρnk(Tk, T ′k))
This follows because every string of length ≤ ℓ in T (T1, . . . , Tk) is formed by
concatenating ≤ ℓ strings from each of the subgraphs, each of which has length
≤ ℓ.
Remark 5.7. Tree′(N) is a closed subspace of Tree(N), and the sets Tree′(N) are
closed under composition and permutation, so that Tree′ also forms a topological
symmetric operad.
5.2 Continuity of the Convolution Operations
Next, we define the topological symmetric operad which will serve as the target
space of the map T 7→ ⊞T , and we show continuity of this map. The elements
of arity N in the target space will be certain functions Σ(B)N → Σ(B) which are
homogeneous with respect to dilation, and the topology will be given in terms
of the moments of laws in Σ1(B).
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Definition 5.8. We recall that ΣR(B) is the set of B-valued laws with radius
bounded by R. We denote by Momℓ(µ) the multilinear map Bℓ+1 → B given by
Momℓ(µ)[b0, . . . , bℓ] = µ(b0Xb1 . . .Xbℓ).
We define the norm of a multilinear map Λ : Bℓ → B by
‖Λ‖ = sup
‖bj‖≤1
‖Λ[b1, . . . , bℓ]‖.
We define dR on ΣR(B) by
dR(µ, ν) = sup
ℓ≥1
1
(2R)ℓ
‖Momℓ(µ)−Momℓ(ν)‖
Note (ΣR(B), dR) is a complete metric space and that µn → µ in dR if and only
if d(ℓ)(µn, µ)→ 0 for every ℓ.
Definition 5.9. Let µ be a B-valued distribution and c ∈ R. We define the
dilation dilc(µ) by dilc(µ)(f(X)) = µ(f(cX)).
Definition 5.10. Let Func(B, N) denote the set of functions F : Σ(B)N →
Σ(B) satisfying
(1) rad(F (µ1, . . . , µN )) ≤ rad(µ1) + · · ·+ rad(µN ).
(2) F (dilc(µ1), . . . , dilc(µN )) = dilc(F (µ1, . . . , µN )).
(3) F restricts to a uniformly continuous function Σ1(B)N → ΣN (B).
We equip Func(B, N) with the metric
dFunc(B,N)(F,G) = sup
µ1,...,µN∈Σ1(B)
dN (F (µ1, . . . , µN ), G(µ1, . . . , µN )).
Since F ∈ Func(B, N) is homogeneous, continuity on Σ1(B)N implies conti-
nuity of F on ΣR(B)N for every R. Moreover, one can check directly that condi-
tions (1), (2), and (3) are preserved under composition, so that (Func(B), N)N∈N
forms an operad. Furthermore, it is a symmetric operad under the permutation
action
Fσ(µ1, . . . , µN) = F (µσ−1(1), . . . , µσ−1(N)).
Finallly, the composition operations on Func(B, N) are continuous, so that
(Func(B, N))N∈N is a topological symmetric operad.
One of the main goals in this section is to show that the map Tree(N) →
Func(B, N) given by T 7→ ⊞T defines a morphism of topological symmetric
operads. The following observation is the first step.
Lemma 5.11. The map T 7→ ⊞T defines a continuous function Tree(N) →
Func(B, N).
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Proof. First, we must show that ⊞T ∈ Func(B, N). Let Xj be an operator on
(Hj , ξj) with law µj and ‖Xj‖ = rad(µj). Let (H, ξ) be the T -free product of
(H1, ξ1), . . . , (HN , ξN ) with the ∗-homomorphisms λT ,j : L(Hj)→ L(H). Then∥∥∥∥∥∥
N∑
j=1
λT ,j(Xj)
∥∥∥∥∥∥ ≤
N∑
j=1
‖Xj‖,
which implies that rad(⊞T (µ1, . . . , µN )) ≤ rad(µ1) + · · ·+ rad(µN ), so that (1)
of Definition 5.10 holds. Moreover, (2) holds because we have
c
N∑
j=1
λT ,j(Xj) =
N∑
j=1
λT ,j(cXj).
Next, to show the uniform continuity condition (3), it suffices to show that for
every ℓ, the moment Momℓ(⊞T (µ1, . . . , µN )) is a uniformly continuous function
of µ1, . . . , µN ∈ Σ1(B). Letting µ = ⊞T (µ1, . . . , µN ) and letting X1, . . . , Xℓ
be as above, by Theorem 4.21, we have
Momℓ(µ)[b0, . . . , bℓ] =
∑
χ∈[ℓ][N ]
∑
π∈NC(χ,T )
b0Λπ[Xχ(1)b1, . . . , Xχ(ℓ)bℓ],
where Λπ is given as in Theorem 4.21. Let us denote
κBool,χ,π(µ1, . . . , µN)[b1, . . . , bℓ−1] = Λπ[Xχ(1)b1, Xχ(2)b2, . . . , Xχ(ℓ)].
Then it suffices to show that for each partition π, the quantity κBool,χ,π(µ1, . . . , µN )
depends continuously on Momk(µj) for j ∈ [N ] and k ≤ ℓ with respect to the
norm on multilinear forms. This follows from the fact that κBool,χ,π(µ1, . . . , µN )
depends continuously on the Boolean cumulants κBool,k(µj) for j ∈ [N ] and
k ≤ ℓ, while the Boolean cumulants depend continuously on the moments of µ1,
. . . , µN of degree ≤ ℓ. We leave the details of these estimates to the reader.
Finally, to show that T 7→ ⊞T is continuous, note that if Bℓ(T ) = Bℓ(T ′),
then by Theorem 4.21 the first ℓmoments of⊞T (µ1, . . . , µN ) and⊞T ′(µ1, . . . , µN)
agree. Hence, because these laws have radius ≤ N , we obtain
dN (⊞T (µ1, . . . , µN ),⊞T ′(µ1, . . . , µN )) ≤
∑
ℓ′>ℓ
1
(2N)ℓ′
· 2N ℓ′ ≤ 1
2ℓ
,
which is a uniform estimate for µ1, . . . , µN ∈ Σ1(B).
5.3 Convolution and Operad Composition
Next, we show that the map T 7→ ⊞T is an operad morphism Tree→ Func(B).
In other words, we show that it respects composition in the sense that
⊞T (T1,...,Tk) = ⊞T (⊞T1 , . . . ,⊞Tk).
To accomplish this, we show that the operations CT (T1,...,Tk) and CT (CT1 , . . . ,CTk)
produce isomorphic Hilbert bimodules in the following sense.
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Theorem 5.12. Let T ∈ Tree(k) and Tj ∈ Tree(nj) for j = 1, . . . , k. Let
T ′ = T (T1, . . . , Tk). Let Nj = n1+ · · ·+ nj, let N = Nk, and let ιj : [nj ]→ [N ]
be the map i 7→ i+Nj−1.
Let (Hj,i, ξj,i) be a Hilbert B-B-bimodule with a unit vector for j = 1, . . . , k
and i = 1, . . . , nj. Let
(H, ξ) = CT [CT1 [(H1,1, ξ1,1), . . . , (H1,n1 , ξ1,n1)], . . . ,CTk [(Hk,1, ξk,1), . . . , (Hk,nk , ξk,nk)]]
(K, ζ) = CT (T1,...,Tk)[(H1,1, ξ1,1), . . . , (H1,n1 , ξ1,n1), . . . . . . , (Hk,1, ξk,1), . . . , (Hk,nk , ξk,nk)],
and let us also denote
(Hj , ξj) = CTj [(Hj,1, ξj,1), . . . , (Hj,nj , ξj,nj )].
Then there is a unique unitary isomorphism Φ : (H, ξ) → (K, ζ) of Hilbert
B-B-bimodules with unit vectors such that for every j ∈ [k] and i ∈ [nj ] the
diagram
L(Hj,i) L(Hj)
L(K) L(H)
λTj ,i
λT ′,ιj(i) λT ,j
AdΦ
(5.1)
commutes, where AdΦ(x) = ΦxΦ
∗.
Proof. For i ∈ [nj ], let us denote
(Kι(i), ζ′ι(i)) = (Hj,i, ξj,i), K◦ι(i) = H◦j,i
so that
(K, ζ) = CT ′ [(K1, ζ1), . . . , (KN , ζN )].
Observe that
H◦j =
⊕
s∈Tj\{∅}
H◦j,s,
where
H◦j,s = H◦j,s(1) ⊗B · · · ⊗B H◦j,s(ℓ),
for an alternating string s of length ℓ. Now H◦ is the direct sum of
H◦j1,...,jℓ = H◦j1 ⊗B · · · ⊗B H◦jℓ
over all strings j1, . . . , jℓ in T . Substituting in the definition ofH◦j and distribut-
ing tensor products over direct sums, we obtain (up to canonical isomorphism)
the direct sum of all terms of the form
H◦j1,s1 ⊗B · · · ⊗B H◦jℓ,sℓ ,
where si ∈ Tji \ {∅}. By definition of T ′ = T (T1, . . . , Tk), this is equivalent
to the direct sum of all the terms K◦s , where s ∈ T ′ \ {∅}. We thus obtain a
canonical isomorphism Φ : (H, ξ)→ (K, ζ).
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To check (5.1), fix i ∈ [nj ]. For x ∈ L(Hj,i) = L(Kιj(i)), the operator
λT ′,ι(i)(x) is define to act by x⊗ id on every direct summand of the form
K◦s ⊗K◦ιj(i)s ∼= Kι(i) ⊗K◦s .
Consider such a direct summand, let r be the largest index such that s(1), . . . ,
s(r) ∈ ιj([nj ]) (which may be zero), and let us write s(1), . . . , s(r) as ιj(s0) for
some s0 ∈ Tj . The remaining substring s(r+1), . . . , s(ℓ) can then be expressed
as ιj1 (s1), . . . , ιjw (sw) where jj1 . . . jw ∈ T and s1 ∈ Tj1 , . . . , sw ∈ Tjw . Then
we have
K◦s ⊕K◦ιj(i)s ⊆ Φ
(
(B ⊕H◦j )⊗B H◦j1 ⊗B · · · ⊗B H◦jw
)
.
Now λT ,j(λTj ,i(x)) acts on this direct summand of the space C[(H1, ξ1), . . . , (Hk, ξk)]
by λTj ,i(x)⊗ id, where B⊕H◦j is viewed as a copy of Hj . Within this copy of Hj ,
the subspace (B⊕H◦j,i)⊗BH◦s0 corresponds to the space (B⊕K◦ιj(i))⊗BK◦(ιj)∗(s0).
The action of λTj ,i(x) on this subspace is defined through the action of x on
B ⊕H◦j,i.
The other direct summands of K have the form K◦s where s(1) 6= ιj(i) and
ιj(i)s 6∈ T ′. On this subspace, the operator λιj(i)(x) acts by zero, and one can
show that λT ,j ◦ λTj ,i(x) also acts by zero on the corresponding subspace of H.
Thus, the action of λT ,j ◦ λTj ,i(x) corresponds under the isomorphism Φ to the
action of λT ′,ιj(i)(x) as desired.
Finally, to show that the isomorphism Φ mapping ξ to ζ and satisfying (5.1)
is unique, it suffices to note that ζ is a cyclic vector for the action on K of the
algebra generated by λT ′,i(L(Ki)) for i ∈ [N ].
Corollary 5.13. If T ∈ Tree(k) and T ∈ Tree(nj) for j = 1, . . . , k, then
⊞T (⊞T1 , . . . ,⊞Tk) = ⊞T (T1,...,Tk).
In other words, T 7→ ⊞T is an operad morphism.
Proof. Let µj,i be a non-commutative law for each j ∈ [k] and each i ∈ [nj ].
Then there exists some (Hj,i, ξj,i) and Xj,i ∈ L(Hj,i) self-adjoint such that the
law of Xj,i is µj,i. Let Hj , H, K, etc., be as in the previous proposition. Then
by Corollary 4.28, the operator
k∑
j=1
λT ,j
( nj∑
i=1
λTj ,i(Xj,i)
)
=
k∑
j=1
nj∑
i=1
λT ,j ◦ λTj ,i(Xj,i) ∈ L(H)
has the law
⊞T (⊞T1(µ1,1, . . . , µ1,n1), . . . ,⊞Tk(µk,1, . . . , µk,nk)).
By the previous proposition, the corresponding operator in L(K) has the same
law. This operator is
k∑
j=1
nj∑
i=1
λT ′,ιj(i)(Xj,i)
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which by Corollary 4.28 has the law
⊞T ′(µ1,1, . . . , µ1,n1 , . . . , µk,1, . . . , µk,nk).
5.4 Permutation Equivariance and Convolution Identities
To complete the proof that T 7→ ⊞T is a morphism of topological symmetric
operads, it only remains to check permutation equivariance. As in our study
of composition, we will proceed by manipulating the T -free product Hilbert
bimodules.
In fact, these manipulations work in a greater level of generality where we
replace a permutation σ : [N ]→ [N ] by an arbitrary map ψ : [N ′]→ [N ]. Thus,
our main result Theorem 5.14 has several applications besides permutation in-
variance. As we will see below, the case where ψ is surjective enables us to
prove identities relating several convolution operations (Corollary 5.15), while
the case where ψ is injective relates to the study of conditional expectations
(Remark 5.18).
Theorem 5.14. Let ψ be a function [N ′]→ [N ] and let ψ∗ be the function from
strings on the alphabet [N ′] to strings on the alphabet [N ] given by ψ∗(j1 . . . jℓ) =
ψ(j1) . . . ψ(jℓ) for every string j1 . . . jℓ ∈ TN ′,free. Let TRan(ψ) ⊂ TN,free be the
tree consisting of all alternating strings on the alphabet Ran(ψ) = ψ([N ′]).
Suppose that T ∈ Tree(N) and T ′ ∈ Tree(N ′) are such that ψ∗ defines a
bijection T ′ → T ∩TRan(ψ). (In particular, this requires that ψ∗(s) is alternating
for every s ∈ T ′.)
Let (H1, ξ1), . . . , (HN , ξN ) be Hilbert B-B-bimodules with unit vectors. Then
there is a unique unitary embedding of Hilbert B-B-bimodules with unit vectors
Ψ : CT ′ [(Hψ(1), ξψ(1)), . . . , (Hψ(N), ξψ(N))]→ CT [(H1, ξ1), . . . , (HN , ξN )]
such that for j ∈ Ranψ, the diagram
L(Hj)
L(H) L(K)
λT ,j
∑
i∈ψ−1(j) λT ′,i
AdΨ∗
(5.2)
commutes, where
(H, ξ) = CT [(H1, ξ1), . . . , (HN , ξN )]
(K, ζ) = CT ′ [(Hψ(1), ξψ(1)), . . . , (Hψ(N ′), ξψ(N ′)].
and AdΨ∗(x) = Ψ
∗xΨ. Moreover, we have
AdΨ∗ [a1aa2] = AdΨ∗ [a1] AdΨ∗ [a] AdΨ∗ [a2] (5.3)
provided that a1, a2 ∈ Alg(λT ,j(L(Hj)) : j ∈ Ranψ).
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Proof. Let (Kj , ζj) = (Hψ(j), ξψ(j)), so that
(K, ζ) = CT ′ [(K1, ζ1), . . . , (KN ′ , ζN ′)].
For each s ∈ T ′, we have ψ∗(s) ∈ T by our assumptions about ψ, T , and T ,
and we also have
K◦s = H◦ψ∗(s).
Since ψ∗ defines a bijection T → T ∩ (Ranψ∗), we have s 6= s′ =⇒ ψ∗(s) 6=
ψ∗(s
′). Thus, we may define an injective unitary map Ψ : K → H by mapping
K◦s onto H◦ψ∗(s) for each s ∈ T ′. Clearly, Ψ maps the given unit vector ζ ∈ K to
the given unit vector ξ ∈ H.
Suppose j ∈ Ranψ and let us check (5.2). For x ∈ L(Hj), we must show
that
ΨλT ,j(x)Ψ
∗ =
∑
i∈ψ−1(j)
λT ′,i(x).
Let us consider the action of each of these operators on K◦s ⊕ K◦is where i ∈
ψ−1(j). Under the map Ψ, we have
K◦s ⊕K◦is ∼= H◦ψ∗(s) ⊕H◦jψ∗(s).
The action of λT ,j(x) on this space is given by x⊗ idH◦
ψ∗(s)
. This is equivalent
to the action of λT ′,i(x) on K◦s ⊗ Kis. Moreover, if i′ 6= i is in ψ−1(j), then
by our assumptions on ψ, the strings i′s and i′is are not in T ′. Thus, the
action of λT ′,i′(x) on K◦s ⊗ K◦is is zero. Therefore, we have ΨλT ,j(x)Ψ∗ =∑
i∈ψ−1(j) λT ′,i(x) when restricted to this subspace.
The other direct summands of (K, ζ) have the form Ks where s(1) 6∈ ψ−1(j)
and is 6∈ T ′ for i ∈ ψ−1(j). The operators λT ′,i(x) act by zero on this subspace.
Our assumptions on ψ guarantee that ψ∗(s) does not begin with j and jψ∗(s)
is not in T . Thus, λT ,j(x) also acts by zero on this subspace. Thus, (5.2)
commutes as desired.
Next, we show uniqueness of Ψ. By our assumptions, Ψ(K) is the direct
sum of H◦s for s ∈ T ∩ (Ranψ∗). Now Alg(λj(L(Hj)) : j ∈ Ranψ)ξ is dense
in this subspace. It follows that Alg((
∑
i∈ψ−1 λT ′,i)(L(Hj)) : j ∈ Ranψ)ξ is
dense in K. If a map Ψ′ : K → H satisfies (5.2), then Ψ and Ψ′ must agree on
Alg((
∑
i∈ψ−1 λT ′,i)(L(Hj)) : j ∈ Ranψ)ξ and hence on all of K.
Finally, to prove (5.3), observe that RanΨ is an invariant subspace for
λT ,j(x) when j ∈ Ranψ. It follows that RanΨ is an invariant subspace for
every element of Alg(λT ,j(L(Hj)) : j ∈ Ranψ). Moreover, ΨΨ∗ is the projec-
tion onto the image of Ψ. Thus, if a1, a, and a2 are as in (5.3), then
a2Ψ = ΨΨ
∗a2Ψ
and
Ψ∗a1 = (a
∗
1Ψ)
∗ = (ΨΨ∗a∗1Ψ)
∗ = Ψ∗a1Ψ
∗Ψ
so that
Ψ∗a1aa2Ψ = (Ψ
∗a1ΨΨ
∗)a(ΨΨ∗a2Ψ) = (Ψ
∗a1Ψ)(Ψ
∗aΨ)(Ψ∗a2Ψ).
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The next corollary follows from Proposition 5.14 using similar reasoning as
in the proof of Corollary 5.13.
Corollary 5.15. Let T ∈ Tree(N) and T ′ ∈ Tree(N ′). Suppose that ψ : [N ′]→
[N ] is surjective, and suppose that ψ∗ restricts to a bijection T ′ → T . Then we
have for non-commutative laws µ1, . . . , µN that
⊞T (µψ(1), . . . , µψ(N)) = ⊞T (µ1, . . . , µN ).
In particular, if σ : [N ]→ [N ] is a permutation, then
⊞Tσ = (⊞T )σ.
Hence, T 7→ ⊞T defines a morphism of topological symmetric operads.
Example 5.16. The tree TN,free used to define N -ary free convolution is in-
variant under permutations of the labels [N ] and hence the operation of free
convolution is independent of the ordering; in particular, the binary free convo-
lution operation is commutative. The same holds for the tree ∅ ∪ [N ] used for
Boolean convolution. In the monotone case, the permutation σ : i 7→ N − i+ 1
maps the tree for monotone convolution to the tree for anti-monotone convolu-
tion. Hence, monotone convolution of µ1, . . . , µN is equivalent to anti-monotone
convolution of µN , . . . , µ1.
Particular applications of Corollary 5.15 to prove convolution identities will
be discussed in §6.2. Another important special case of Theorem 5.14 is when
ψ : [N ′] → [N ] is injective. This case will furnish another proof of Corollary
4.30 and relates to conditional expectations.
Example 5.17. Let N ′ ≤ N and let ψ : [N ′] → [N ] be injective. Let T ∈
Tree(N) and let T ′ be the rooted subtree consisting of strings on the alphabet
ψ([N ′]). By permutation equivariance, it suffices to consider the case where
ψ is the standard inclusion [N ′] → [N ], so that we are in the same situation
as Corollary 4.30. Let (H1, ξ1), . . . , (HN , ξN ) be given Hilbert B-B-bimodules
with unit vectors, and let
(H, ξ) = CT [(H1, ξ1), . . . , (HN , ξN )](H′, ξ′) = CT ′ [(H1, ξ1), . . . , (HN ′ , ξN ′)].
Let Ψ : (H′, ξ′)→ (H, ξ) be given by Theorem 5.14.
Let χ : [ℓ]→ [N ′] and let aj ∈ L(Hχ(j)) for j = 1, . . . , ℓ. Then we have by
(5.3) and the fact that Ψξ′ = ξ that
〈ξ′, λT ′,χ(1)(a1) . . . λT ′,χ(ℓ)(aℓ)ξ′〉 = 〈ξ′,Ψ∗λT ,χ(1)(a1) . . . λT ,χ(ℓ)(aℓ)Ψξ〉
= 〈ξ, λT ,χ(1)(a1) . . . λT ,χ(ℓ)(aℓ)ξ〉.
Hence, we have an alternative proof of Corollary 4.30.
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Remark 5.18. Examining the last example and the statement of the theorem,
we might hope that the map AdΨ∗ defines a conditional expectation from
Alg(λT ,j(L(Hj)) : j ∈ [N ]) to Alg(λT ′,j(L(Hj)) : j ∈ [N ′]).
More precisely, let A ⊆ L(H) be the C∗-algebra generated by λT ,j(L(Hj))
for j = 1, . . . , N . Let C ⊆ L(H) be the C∗-algebra generated by λT ,j(L(Hj)) for
j = 1, . . . , N ′, and let C′ ⊂ T (H′) be the C∗-algebra generated by λT ′,j(L(Hj))
for j = 1, . . . , N ′.
Suppose that it happens that AdΨ∗ maps A into C′ and that it restricts to
an isomorphism C → C′. Then we may identify C′ with C ⊆ A, and then (5.3)
says that AdΨ∗ defines a conditional expectation from A onto the subalgebra
C. For example, this holds if N ′ = 1 and 1 is in T ; indeed, AdΨ∗ maps A into
C′ since C′ = L(Hψ(1)) = C, and it restricts to an isomorphism C → C′ since it
is the identity map on L(H1). Also, in the free, Boolean, and monotone cases,
AdΨ∗ maps A into C and restricts to an isomorphism C → C′ for every value of
N ′ and N .
For general T , we do not know whether AdΨ∗ maps A into C′ or whether
it is injective on C. However, (5.3) says that AdΨ∗ is a ∗-homomorphism on C
and that it is a C-C-bimodule map (where the right and left actions of C on C′
are given by first applying AdΨ∗ to the elements of C).
5.5 The Case of Digraphs
We discussed in §3.2 the case where T = Walk(G) for some G ∈ Digraph(N).
It turns out that Digraph = (Digraph(k))k≥1 can be made into an operad with
a composition operation compatible with that of Tree.
Definition 5.19. Let G ∈ Digraph(k) and suppose that G1 ∈ Digraph(n1), . . . ,
Gk ∈ Digraph(nk). Let Nj = n1 + · · ·+ nj and N = Nk. Define ιj : [nj ]→ [N ]
by ιj(i) = Nj−1 + i, so that [N ] =
⊔k
j=1 ιj([nj ]). We define the composition
G(G1, . . . , Gk) ∈ Digraph(N) as the digraph with edge set
{(ιi(v), ιj(w)) : i ∼G j, v ∈ [ni], w ∈ [nj ]}∪{(ιj(v), ιj(w) : v, w ∈ [nj ], v ∼Gj w}.
In other words, to construct G(G1, . . . , Gk), we take the disjoint union of
G1, . . . , Gk (with the appropriate relabeling of the vertices), and then for each
directed edge (i, j) in G, we add a directed edge from every vertex of Gi to every
vertex of Gj .
Example 5.20. Let KN be the complete graph, K
c
N the totally disconnected
graph, and K<N the directed complete graph as in §3.2. Given two digraphs G
and G′, the composition Kc2(G,G
′) is the disjoint union of G and G′. The com-
position K2(G,G
′) is obtained from the disjoint union by adding an undirected
edge from every vertex of G to every vertex of G′. In particular, K2(K
c
n,K
c
m) is
the complete bipartite graph Kn,m. The composition K
<
2 is obtained by adding
a directed edge from every vertex of G to every vertex of G′.
One can check that the composition operation on Digraph defined above
satisfies operad associativity. Moreover, the graph • with one vertex acts as the
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identity in Digraph(1). Thus, Digraph is an operad. Moreover, just as in the
case of Tree, the symmetric group Perm(N) acts on Digraph(N) by permutation
of the labels 1, . . . , N , and this action endows Digraph with the structure of a
symmetric operad.
One can also check thatG 7→Walk(G) is an injective function Digraph(N)→
Tree(N). Furthermore, we have
Walk(G(G1, . . . , Gk)) = Walk(G)(Walk(G1), . . . ,Walk(Gk)).
Indeed, suppose i0, . . . , iℓ is a walk in G and let sj be a walk in Gij for each j.
Then ιi0(s0) . . . ιiℓ(sℓ) is a walk in G(G1, . . . , Gk). It begins in G0 by following
the walk s0, then cross an edge from Gi0 to Gi1 , then follow the walk s1 in Gi1 ,
and so forth. Every walk in G(G1, . . . , Gk) can be constructed in this way. As
a consequence, we have the following proposition.
Proposition 5.21. The maps G 7→ Walk(G) defines an operad morphism
Digraph→ Tree, and in fact this is a morphism of symmetric operads. Conse-
quently, the map G 7→ ⊞Walk(G) is also a morphism of symmetric operads.
Example 5.22. Let • denote the graph with a single vertex. Then, in light of
Proposition 5.21, the identity
K2(•,K2) = K3 = K2(K2, •)
implies the associativity of the binary operation ⊞. Furthermore, we have
KN = K2(•,K2(•, . . . ))
which implies that the N -ary free convolution operation is obtained by iterat-
ing binary free convolution operation. The same observations hold for Boolean
independence and the totally disconnected graph KcN , and for monotone inde-
pendence and the digraph K<N .
Example 5.23. The permutation invariance property of KN and K
c
N implies
that free and Boolean convolution are permutation-invariant, and in particu-
lar the associated binary operations are commutative. Moreover, the order-
reversing permutation sends the digraph for monotone convolution to the di-
graph for anti-monotone convolution.
Our construction has the following behavior with respect to subgraphs. Let
G ∈ Digraph(N) and suppose that A1, . . . , AN are Walk(G)-freely independent
in (A, E). Let N ′ ≤ N , and let G′ be the induced sub-digraph of G on the
vertex set [N ′]. Then A1, . . . , AN ′ are Walk(G′)-independent as a consequence
of Corollary 4.30. By permutation equivariance, we can say more generally
that if ψ : [N ′] → [N ] is injective and if G′ is the digraph on [N ′] given by
i ∼G′ j if and only if ψ(i) ∼G ψ(j), then Aψ(1), . . . , Aψ(N ′) are Walk(G′)-freely
independent.
In particular, this allows us to describe the pairwise interaction of the al-
gebras Ai and Aj for i 6= j. Indeed, we can apply the above argument to the
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function ψ : {1, 2} → [N ] given by ψ(1) = i and ψ(2) = j. It follows that if there
are directed edges from i to j and j to i, then Ai and Aj are freely independent.
If there are no edges between i and j, then Ai and Aj are Boolean independent.
If there is a directed edge from i to j, but no edge from j to i, then Ai and Aj
are monotone independent.
The digraph construction thus produces a mixture of free, Boolean, and
monotone independence similar to several constructions in previous work. If we
assume that the digraph G forms a poset, that is, ∼G is a strict partial order,
then we obtain the construction of Wysoczan´ski [71]. In particular, if S is a
totally ordered subset of the vertices, then the algebras (Ai)i∈S are monotone
independent (when the indices are ordered according to the partial order ∼G).
Next, suppose the digraph G is an undirected graph, that is, i ∼G j if
and only if j ∼G i. Then each pair of algebras is either freely independent or
Boolean independent. If S ⊆ [N ] is a clique (that is, the induced subgraph G′
is a complete graph), then (Ai : i ∈ S) are freely independent. If S is an anti-
clique (that is, the induced subgraph G′ is a totally disconnected digraph), then
(Ai : i ∈ S) are Boolean independent. This is the same construction as that of
Kula and Wysoczan´ski [36] except that it is phrased in terms of an undirected
graph rather than a poset.
We also remark that, given an undirected graph G, the Λ-free product of
M lotkowski [46] (further studied in [61]) allows us to join N algebras A1, . . . ,
AN , so that each pair Ai and Aj is classically independent if i ∼G j and freely
independent if i 6∼G j (in the scalar-valued setting). However, our framework
does not include classical independence or this construction.
Remark 5.24. Our operad Digraph is reminiscent of the graph operad used
in the study of traffic freeness by Male [44, §4.2], although it is neither the
same object nor used in the same way here. Indeed, Male uses a graph operad
to describe other algebraic operations besides addition and multiplication that
can be performed on random variables, whereas we use the graph operation to
describe the structure of independence.
Remark 5.25. The theory developed here is distinct from, but similar in spirit
to, work of Accardi, Lenczewski, and Sa lapata [1] that describes operations on
rooted graphs that produce the free, Boolean, monotone, orthogonal, and sub-
ordination convolutions of the spectral measures of the adjacency operators. For
instance, the free product of rooted graphs will lead to the free convolution of
the spectral measures associated to the adjacency operators, the star product
corresponds to Boolean convolution, and the comb product to monotone con-
volution. In our paper, the graphs themselves describe the product operations
rather than being the objects that we take the products of. However, it is worth
investigating whether there is a T -free product of graphs that corresponds to
the convolution operations in our paper.
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6 Convolution Identities and Decomposition
6.1 Background on Analytic Transforms
For the sake of connecting the examples in this section with previous litera-
ture, we will use the analytic characterizations of the free, Boolean, monotone,
and orthogonal convolutions. Recall that the Cauchy-Stieltjes transform of a
probability measure µ on R is given by
Gµ(z) =
∫
R
1
z − t dµ(t) = E[(z −X)
−1],
where Im z > 0 and where X is a random variable having the law µ. In the
B-valued setting, in order for µ to be characterized by Gµ, it is necessary to
view Gµ as a function defined not only for elements of B but also for n × n
matrices over B for every n, or more precisely, a fully matricial function; see
[68, §5 - 6] [55, §5.2 - 5.3] [35] [70]) for more information.
Let µ ∈ Σ(B) and let X be a self-adjoint variable in (A, E) realizing the law
µ. Let X(n) ∈Mn(A) be the matrix with X on the diagonal and zero elsewhere.
If z ∈Mn(B) with Im z = (z − z∗)/2i ≥ ǫ > 0, then we define
G(n)µ (z) = E
(n)[(z −X(n))−1],
where E(n) is the map Mn(A)→Mn(B) obtained by applying E entrywise.
The following results can be deduced from the moment formulas for each
type of independence (discussed in §4), and since the arguments are well-known
and particular to each case, we defer them to the references cited. A convenient
summary is also found in [1, §3]. We caution that conventions may differ slightly
in some papers.
Theorem 6.1.
(1) Free Case: Let F
(n)
µ (z) = G
(n)
µ (z)−1 (the multiplicative inverse). Let
(F
(n)
µ )−1(z) denote the functional inverse of F
(n)
µ , and set Φ
(n)
µ (z) = (F
(n)
µ )−1(z)−
z. Then Φ
(n)
µ is defined for Im z sufficiently large (depending on rad(µ)) and
we have
Φ
(n)
µ⊞ν = Φ
(n)
µ +Φ
(n)
ν .
See [65, §4.11].
(2) Boolean Case: Let K
(n)
µ (z) = z − F (n)µ (z). Then
K
(n)
µ⊎ν = K
(n)
µ +K
(n)
ν .
See [60, §2], [19, Theorem 2.2], [54, Corollary 4.6].
(3) Monotone Case: We have
F
(n)
µν = F
(n)
µ ◦ F (n)ν .
See [48, Theorem 3.1], [18], [53, Theorem 3.2].
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(4) Orthogonal Case: We have
K
(n)
µ⊢ν = K
(n)
µ ◦ F (n)ν .
See [40, Thm. 6.2, Cor. 6.3].
6.2 Some Convolution Identities
As an application of Corollary 5.15, we discuss several convolution identities
that were studied in previous literature, often from the analytic viewpoint.
Example 6.2. The identity µ  ν = (µ ⊢ ν) ⊎ ν studied in [40, Cor. 6.6] is a
special case of Corollary 5.15. Let ψ : [3] → [2] given by ψ(1) = 1, ψ(2) = 2,
ψ(3) = 2. Then we claim that ψ∗ defines an isomorphism T2,Bool(Torth, id) →
T2,mono.
To compute T2,Bool(Torth, id), let ι1 : [2] → [3] and ι2 : [1] → [3] be the
inclusions given by ι1(j) = j and ι2(1) = 3. Because T2,Bool = {∅, 1, 2}, we have
T2,Bool(Torth, id) = {∅} ∪ {(ι1)∗(s) : s ∈ Torth \ {∅}} ∪ {(ι2)∗(1)}.
Since Torth = {∅, 1, 21}, we obtain
T2,Bool(Torth, id) = {∅, 1, 21, 3}.
The map ψ∗ defines a bijection from T2,Bool(Torth, id) to {∅, 1, 2, 21} = T2,mono.
Thus, the Corollary implies that µ ν = (µ ⊢ ν) ⊎ ν.
Remark 6.3. This identity is also easy to prove in terms of analytic transforms
(as done in [40]) since it simply says that Fµ ◦ Fν = z −Kµ ◦ Fν −Kν .
Example 6.4. The identity
µ⊞ ν = µ (ν i µ) (6.1)
studied in [40, §7], [51], [42, Proposition 7.2] can be deduced from Corollary 5.15
as follows. Let T ′ = T2,mono(id, Tsub). Let ψ : {1, 2, 3} be given by ψ(1) = 1,
ψ(2) = 2, ψ(3) = 1. Then we claim that ψ∗ defines a graph isomorphism from
T ′ to T2,free; by the Corollary, this will be sufficient to establish (6.1).
To compute the composed tree T ′ as an element of Tree(3), let ι1 : [1]→ [3]
and ι2 : [2] → [3] be given by ι1(1) = 1 and ι2(j) = j + 1. Recalling that
T2,mono = {∅, 1, 2, 21}, we have
T (id, Tsub) = {∅}∪{1}∪{(ι2)∗(s) : s ∈ Tsub \ {∅}}∪{(ι2)∗(s)1 : s ∈ Tsub \ {∅}}.
Recall that Tsub \ {∅} consists of all alternating strings on {1, 2} which end
with 1. When we apply (ι2)∗ to these strings, we obtain the alternating strings
on {2, 3} which end with 2. Therefore, ψ∗ maps {(ι2)∗(s) : s ∈ Tsub \ {∅}}
bijectively onto the set of alternating strings on {1, 2} which end with 2. It also
maps {(ι2)∗(s) : s ∈ Tsub \ {∅}} bijectively onto the set of alternating strings
on {1, 2} which end with 21. But T2,free is the disjoint union of these two sets
of strings together with {∅} and {1}. Therefore, ψ∗ defines an isomorphism
T (id, Tsub)→ T2,free, which proves our claim.
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Remark 6.5. In terms of analytic transforms, (6.1) translates to Fµ⊞ν = Fµ ◦
Fνiµ and Gµ⊞ν = Gµ ◦ Fµiν . The fact that Gµ⊞ν = Gµ ◦ F for some ana-
lytic F from the upper half-plane to the upper half-plane was first observed by
Voiculescu [64, Proposition 4.4] and the theory was further developed by [22,
Theorem 3.1], [66], [67], and [15]. The approach of studying the subordina-
tion convolution itself is due to Lenczewski [40, §7], the multivariable case was
handled in [51], and the operator-valued case was studied in [42, Proposition
7.2].
Example 6.6. Other identities that can be deduced from Corollary 5.15 in a
similar fashion include [40, eq. (1.7)] [42, Prop. 7.4]
µ⊞ ν = (µ i ν) ⊎ (ν i µ)
and [40, §9] [42, Prop. 7.8]
µ i ν = µ ⊢ (ν i µ)
and [42, Prop. 8.1]
(µ1 ⊞ µ2) i ν = (µ1 i ν)⊞ (µ2 i ν).
We leave the details as an exercise.
Remark 6.7. Our proofs are in some sense not new. Indeed, the Hilbert module
manipulations used in previous work precisely correspond to the manipulations
of strings used here. Our point is exactly that Corollary 5.15 reduces the work
to manipulations of strings.
6.3 Boolean-Orthogonal Decomposition Theorem
Lenczewski [40] considered decompositions of the free convolution into iterated
Boolean and orthogonal convolutions (and similar results for graph product op-
erations were given in [1]). We now show that there are Boolean-orthogonal
decompositions exist for general T -free convolution operations. These decom-
positions will be obtained inductively from the following result.
Proposition 6.8. Let T ∈ Tree(N). For j ∈ [N ] ∩ T , let
Tj = {s ∈ TN,free : sj ∈ T },
that is, Tj is the branch of T rooted at the vertex j. Then we have
⊞T (µ1, . . . , µN) =
⊎
j∈[N ]∩T
[µj ⊢ ⊞Tj(µ1, . . . , µN)]. (6.2)
Proof. Note that the operation ⊎j∈[N ]∩T on the right hand side of (6.2) is well-
defined because Boolean convolution is commutative and associative.
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Let n = |[N ] ∩ T |. Using permutation invariance, we may assume without
loss of generality that [N ] ∩ T = {1, . . . , n} in order to simplify notation.
Let N ′ = n(N + 1). Define ι0 : [n]→ [N ′] by
ι0(i) = (N + 1)(i − 1) + 1
and for j = 1, . . . , n, define ιj : [N ]→ [N ′] by
ιj(i) = (N + 1)(j − 1) + i.
In other words, the maps ιj are defined so that
(1, . . . , N ′) = (ι0(1), ι1(1), . . . , ι1(N), ι0(2), ι2(1), . . . , ι2(N), . . . . . . , ι0(n), ιn(1), . . . , ιn(N)).
Note that [N ′] is the disjoint union of the index sets ιj([N ]) for j = 1, . . . , n.
Define ψ : [N ′]→ [N ] by ψ ◦ ιj(i) = i. Let
T ′ = Tn,Bool(Torth(id, T1), . . . , Torth(id, TN ))
We claim that ψ∗ restricts to a graph isomorphism T ′ → T . Recall that
Tn,Bool = {∅, 1, . . . , n} and Torth = {∅, 1, 21}. In the composition T ′, the in-
dex j ∈ Tn,Bool is replaced by strings from Torth(id, Tj) on the indices ι0(j),
ιj(1), . . . , ιj(N) (referring to their labels in the overall product T ′ rather than
Torth(id, Tj)), which means that T ′\{∅} is the disjoint union of the sets of strings
that arise from each terms Torth(id, Tj). Meanwhile, the indices 1 and 2 in the
jth copy of Torth are replaced respectively by ι0(j) and by ιj of strings in Tj .
This means that Torth(id, Tj) contributes to T ′ the strings
{ι0(j)} ∪ {(ιj)∗(s)ι0(j), s ∈ Tj \ {∅}}
or in other words {(ιj)∗(s)ι0(j), s ∈ Tj}. When we apply ψ∗ to these strings, we
obtain precisely the strings of the form sj where s ∈ Tj . Since T is the disjoint
union of Tj · j for j = 1, . . . , n, we see that ψ∗ defines an isomorphism T ′ → T
as asserted.
It follows from Corollary 5.15 that
⊞T (µ1, . . . , µN ) = ⊞T ′(µψ(1), . . . , µψ(N ′)),
which is exactly (6.2).
Proposition 6.8 can be used iteratively to obtain decompositions into Boolean
and orthogonal convolutions for every finite tree T . Indeed, by the proposition,
⊞T can be decomposed into Boolean and orthogonal convolutions together with
the convolution operations ⊞Tj . We then apply the proposition again to de-
compose ⊞Tj in terms of the convolutions for each branch of Tj . Continuing
inductively, we will obtain a decomposition of T into Boolean and orthogo-
nal convolutions, because each step will decrease the depth of the remaining
branches, and when the depth of a branch becomes zero, this branch is simply
the tree {∅}.
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Because the Boolean and orthogonal convolutions have simple descriptions
in terms of the K transform Kµ(z) = z − Fµ(z), this decomposition technique
provides a formula for computing the Cauchy transform of ⊞T (µ1, . . . , µN ) for
every finite T ∈ Tree(N). Explicitly, (6.2) yields
K⊞T (µ1,...,µN )(z) =
∑
j∈[N ]∩T
Kµj (z −K⊞Tj (µ1,...,µN )(z)). (6.3)
In fact, this allows us to approximate the B-transform of ⊞T (µ1, . . . , µN )
even when T is infinite because T can be approximated by finite trees. For in-
stance, we could let T(d) be the truncation of T to depth d. Then⊞T(d)(µ1, . . . , µN )→
⊞T (µ1, . . . , µN) as d→ +∞.
The Boolean-orthogonal decompositions for T(d+1) and T(d) are closely re-
lated; indeed, the decomposition for T(d) is obtained from the decomposition
for T(d+1) by replacing each of the branches at level d + 1 by {∅}. In the for-
mula for the Cauchy transform, this amounts to replacing the K⊞S(µ1,...,µN ) by
0 for every branch S at level d+ 1. Intuitively, the sequence of decompositions
for T(d) can be viewed in the limit as a “continued convolution decomposition”
for T analogous to the way that continued fractions are obtained from iterated
addition and division operations (see [40, p. 347-349]).
7 The T -free Cumulants
Up to this point, the paper has focused on the basic properties of T -free convo-
lutions as well as how such convolutions relate to each other through the operads
Tree and Func(B). The remaining sections of the paper will, for a fixed choice
of T , lay out a theory of T -free independence that closely parallels the free,
Boolean, and monotone cases.
Theorem 4.21 above provides a way to compute joint moments using the
Boolean cumulants. In this section, we construct T -free cumulants that will
aid in the analysis of ⊞T (µ, . . . , µ). This construction generalizes the operator-
valued free, Boolean, and monotone cumulants; see §7.3 for discussion and ref-
erences.
In the following, we fix T and denote by n the number of singleton strings
contained in T , that is, n = |{j ∈ [N ] : j ∈ T }|, or more succinctly n = |[N ]∩T |.
We assume throughout the section that n ≥ 2.
7.1 Definition of the Cumulants
If S is a totally ordered finite set and π ∈ NC(S), it will be convenient to work
sometimes with colorings χ : S → [N ] and sometimes with colorings defined on
the blocks of π, that is, functions π → [N ]. Note that for π ∈ NC(S), the space
[N ]π can be canonically identified with the subspace of [N ]S consisting of func-
tions which are constant on each block. We use this identification throughout
the rest of the paper.
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Definition 7.1. Let π ∈ NC(S) and χ ∈ [N ]π ⊆ [N ]S . The χ-components of π
are the connected components of the graph formed by removing from graph(π)
the root vertex ∅ and all the edges between blocks with different colors under χ.
Each χ-component π′ can be viewed a subset of π, and π is the disjoint union
of its χ-components. If χ ∈ [N ]π, we define π/χ to be the partition obtained
by joining each of the χ-components of π into a single block. Note that π/χ
is still non-crossing and χ also defines a coloring on π/χ. Moreover, if π′ is a
χ-component of π, then π′ is a non-crossing partition of the corresponding block
in π/χ. For example, see Figure 3.
Definition 7.2. Let S be a finite totally ordered set and χ : S → [N ]. We
define
NCw(χ, T ) = {π ∈ NC(χ) : π/χ ∈ NC(χ, T )}.
We also define
Xw(π, T ) = {χ ∈ [N ]S : π ∈ NCw(χ, T )}.
By definition, we have π ∈ NCw(χ, T ) if and only if χ ∈ Xw(π, T ). In this
case, we say that π is weakly compatible with χ and T . (The “w” in the above
notations stands for “weak.”)
Remark 7.3. This condition can be equivalently expressed as follows. Recall that
red(s) denotes the alternating reduction of a string s (Definition 3.2). We have
π ∈ NCw(χ, T ) if and only if for every V ∈ π with chain(V ) = (V, V1, . . . , Vd),
we have
red[χ(chain(V ))] = red[χ(V )χ(V1) . . . χ(Vd)] ∈ T .
The reason for this is that if V ∈ π and V ′ is the block of π/χ containing V ,
then we have χ(chain(V ′)) = red[χ(chain(V ))]. Indeed, whenever there are a
repeated consecutive letters in the string χ(chain(V )), the corresponding blocks
of π will be put into the same χ-component, and hence they will become a single
block in π/χ.
Lemma 7.4. There exist unique coefficients αT ,π for partitions π of totally
ordered finite sets S such that
|π| = 1 =⇒ αT ,π = 1 (7.1)
and
αT ,π =
1
n|π|
∑
χ∈Xw(π,T )
∏
χ-components π′
αT ,π′ . (7.2)
Moreover, we have αT ,π ≥ 0. Of course, the coefficients are invariant under
changing coordinates from S to another set S′ by an order-preserving bijection.
Proof. We define the coefficients αT ,π by induction on |π|. In this case |π| = 1,
we set αT ,π = 1.
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π1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
V1
V2
V3
V4
V5
V6
V7
V8
graph(π)
∅
V1
V2 V3 V4
V5 V6
V7
V8
π/χ
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
V1 ∪ V3
V2
V4 ∪ V5
V6
V7
V8
Figure 3: At top, we show a non-crossing partition π of [15] into 8 blocks,
together with a coloring χ : π → {1, 2} ∼= {blue, red}, where χ = 1 on the blue
elements and χ = 2 on the red elements. Next, we depict graph(π) with colors
added, and we draw the root vertex and edges between different colors with
dashed lines. At bottom, we show π/χ. The χ-components in this example
are {V1, V3}, {V2}, {V4, V5}, {V6}, {V7}, {V8}. Note that although V1 and V4
are next to each other, they are not adjacent in the graph and are in different
χ-components.
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Now suppose that |π| > 1. Suppose that π is reducible (that is, π 6∈ NC◦(S)).
Then graph(π) \ {∅} has multiple components. Thus, every coloring of π will
produce multiple χ-components, so on the right hand side of (7.2) every value
of π′ satisfies |π′| < |π|. By induction, αT ,π′ is defined, and we define αT ,π by
(7.2).
On the other hand, suppose that π ∈ NC◦(S). Then αT ,π occurs both on
the left and the right hand sides of (7.2); it occurs on the right hand for each
coloring χ which is constant. For constant χ, we have π ∈ NCw(χ, T ) if and only
if the constant value of χ is one of the singleton strings in T . Thus, there are
n terms for the constant colorings χ on the right hand side. Thus, subtracting
(n/n|π|)αT ,π on both sides, we see that (7.2) is equivalent to(
1− 1
n|π|−1
)
αT ,π =
1
n|π|
∑
non-constant χ∈Xw(π,T )
∏
χ-components π′
αT ,π′ . (7.3)
For non-constant χ, each of the χ-components π′ satisfies |π′| < |π|, so that
αT ,π′ is well-defined by induction hypothesis. On the left hand side, because
|π| > 1 and n ≥ 2, we have 1 − 1/n|π|−1 6= 0 and therefore there is a unique
value of αT ,π satisfying the equation.
Therefore, there is a unique collection of coefficients αT ,π satisfying (7.1) for
|π| = 1 and (7.2) for |π| > 1. Moreover, (7.2) also holds for |π| = 1 because
there are exactly n colorings of π that are compatible with T .
The fact that αT ,π ≥ 0 follows by induction from (7.3). The invariance
under change of coordinates is left as an exercise.
Definition 7.5. Let T ∈ Tree(N) and suppose that n ≥ 2 as above, and
let (A, E) be a B-valued probability space. We define the T -free cumulants
KT ,ℓ : Aℓ → B by the relations
E[a1 . . . aℓ] =
∑
π∈NC(ℓ)
αT ,πKT ,π[a1, . . . , aℓ]. (7.4)
These cumulants are well-defined by Mo¨bius inversion (Lemma 4.11) because
αT ,π = 1 for every partition π with one block. In §7.2, we show that these cu-
mulants satisfy similar axioms to those of [29], which justifies our choice of defi-
nition. In §7.3 below, we verify directly that in the free, Boolean, and monotone
cases, our definition reduces to the definitions given in previous literature.
Since our general moment formula (Theorem 4.21) relies on the Boolean
cumulants, it will be convenient to express the Boolean cumulants in terms of
the T -free cumulants. In the lemma below, KBool,ℓ is given by Definition 4.13,
since we have not yet shown that this agrees with TN,Bool-free cumulants.
Lemma 7.6. Let (A, E) be a B-valued probability space. Then we have
KBool,ℓ[a1, . . . , aℓ] =
∑
π∈NC◦(ℓ)
απKT ,π[a1, . . . , aℓ].
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Remark 7.7. The conversion between classical, free, Boolean, and monotone
cumulants is known (see [38], [16], [10]), and this lemma implies the two easiest
cases, namely converting free or monotone cumulants to Boolean cumulants.
Proof of Lemma 7.6. Let Γℓ[a1, . . . , aℓ] be the quantity on the right hand side.
By uniqueness of the Boolean cumulants, it suffices to show that
E[a1 . . . aℓ] =
∑
π∈I(ℓ)
Γπ[a1, . . . , aℓ].
Suppose that π ∈ I(ℓ) and that the blocks of π are listed as V1, . . . , V|π| in
order from the left to right. Then we have
Γπ[a1, . . . , aℓ] = ΓV1 [a1, . . . , amaxV1 ] . . .ΓV|π| [aminV|π| , . . . , aℓ]
For brevity, we denote this as
Γπ[a1, . . . , aℓ] =
∏
V ∈π
ΓV [aj : j ∈ V ],
where terms in the product are understood to be multiplied from left to right and
the indices (aj : j ∈ V ) are understood to run from left to right. Substituting
in the definition of Γℓ, we obtain
Γπ[a1, . . . , aℓ] =
∏
V ∈π
∑
τV ∈NC◦(V )
KT ,τV [aj : j ∈ V ]
=
∑
τV ∈NC
◦(V )
for each V
∏
V ∈π
ατVKT ,τV [aj : j ∈ V ].
Let τ be the partition τ =
⊔
V ∈π τV ; in other words, τ is the partition obtained
by subdividing each block V of π according to τV . Then τ is a non-crossing
partition of [ℓ] and we have∏
V ∈π
KT ,τV [aj : j ∈ V ] = KT ,τ [a1, . . . , aℓ].
We also claim, and will verify at the end of the proof, that
αT ,τ =
∏
V ∈π
αT ,τV ,
so that ∏
V ∈π
ατVKT ,τV [aj : j ∈ V ] = αT ,τKT ,τ [a1, . . . , aℓ].
Every partition τ can be obtained uniquely in this way from an interval partition
π and a tuple of partitions τV ∈ NC◦(V ) for each block V of π. Indeed, the
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partitions τV correspond to the components of graph(π) \ {∅}. Therefore, we
have ∑
π∈I(ℓ)
Γπ[a1, . . . , aℓ] =
∑
τ∈NC(ℓ)
αT ,τKτ [a1, . . . , aℓ] = E[a1 . . . aℓ]
as desired.
It remains to show that αT ,τ =
∏
V ∈π αT ,τV whenever π, τV , and τ are as
above. From (7.2), we have
αT ,τ =
1
n|τ |
∑
χ∈Xw(τ,T )
∏
χ-components τ ′
αT ,τ ′ .
There is a bijective correspondence between colorings χ of τ and tuples of col-
orings χV of τV for each V ∈ π, given by χV = χ|V . One can check that
• χ ∈ Xw(τ, T ) if and only if χV ∈ Xw(τV , T ) for each V ∈ π;
• every χ-component of τ is contained in some block V of π, and in fact the
χ-components of τ contained in V are precisely the χV -components of τV ;
• we have |τ | =∑V ∈π |τV | and hence n|τ | =∏V ∈π n|τV |.
Therefore, altogether
αT ,τ =
∏
V ∈π
1
n|τV |
∑
χV ∈Xw(τV ,T ) for each V
∏
χV -components τ ′V
αT ,τ ′V =
∏
V ∈π
αT ,τV .
7.2 Extensivity and Axiomatic Characterization
The next theorem shows that the T -free cumulants satisfy the extensivity prop-
erty that was discussed in [29, §3] in the free, Boolean, and monotone cases.
This property implies that the cumulants can be used to compute iterated con-
volutions of a B-valued law, which will be useful in the next section for the
central limit theorem (see Observation 8.5).
Theorem 7.8. Suppose that T ∈ Tree(N). Let (A, E) be a B-valued probability
space. Let A˜ be the T -free product of N copies of A and let λT ,j : A → A˜ be
the map from the jth factor into the product. Then we have
KT ,ℓ
 N∑
j=1
λT ,j(a1), . . . ,
N∑
j=1
λT ,j(aℓ)
 = nKT ,ℓ[a1, . . . , aℓ]. (7.5)
Proof. Because the T -cumulants can be recovered from the moments by Mo¨bius
inversion, it suffices to show that
E
 N∑
j=1
λj(a1)
 . . .
 N∑
j=1
λj(aℓ)
 = ∑
π∈NC(ℓ)
απn
|π|KT ,π[a1, . . . , aℓ]. (7.6)
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We expand the left hand side by multilinearity then apply Theorem 4.21 to
conclude that∑
χ:[ℓ]→[N ]
E[λχ(1)(a1) . . . λχ(ℓ)(aℓ)] =
∑
χ:[ℓ]→[N ]
∑
π∈NC(χ,T )
KBool,π[a1, . . . , aℓ]
=
∑
π∈NC(ℓ)
∑
χ∈[N ]π
π∈NC(χ,T )
KBool,π[a1, . . . , aℓ].
For each block V of π, we can express KBool,|V | in terms of the T -free cumulants
by Lemma 7.6. This results in a sum over partitions τV ∈ NC◦(V ) for each block
V ∈ π. Given partitions τV ∈ NC(V ) for each V ∈ π, we view τV , the union⊔
V ∈π τV defines a non-crossing partition of [ℓ], which is the partition obtained
by subdividing each block V of π according to the partition τV . The above
expression then becomes∑
π∈NC(ℓ)
∑
χ∈[N ]π
π∈NC(χ,T )
∑
τV ∈NC(V )
for each V ∈π
∏
V ∈π
αT ,τVKT ,
⊔
V∈π τV
[a1, . . . , aℓ].
For each choice of π, χ, and (τV )V ∈π, let τ =
⊔
V ∈π τV . Then χ defines a
coloring of τ . Moreover, we have τ/χ = π and the χ-components of τ are
precisely {τV : V ∈ π}. Conversely, every choice of τ and χ ∈ [N ]τ arises in this
way from a unique choice of π and (τV )V ∈π. Thus, the left hand side of (7.6) is
equal to
∑
τ∈NC(ℓ)
 ∑
χ∈[N ]τ
τ/χ∈NC(χ,T )
∏
χ-components τ ′ of τ
αT ,τ
KT ,τ [a1, . . . , aℓ].
Now τ/χ ∈ NC(χ, T ) is equivalent to τ ∈ NCw(χ, T ). The condition that
τ/χ ∈ NC(χ, T ) is equivalent by definition to χ ∈ Xw(χ, T ). So using (7.2),
this becomes ∑
τ∈NC(ℓ)
n|τ |αT ,τKT ,τ [a1, . . . , aℓ],
which is the right hand side of (7.6).
In fact, the cumulants are uniquely characterized by extensivity and poly-
nomial dependence of the moments on the cumulants. The following proposi-
tion is a generalization of [29, Theorem 3.1] to other independences and to the
operator-valued setting, with essentially the same proof.
Proposition 7.9. Let B be a given C∗-algebra and let T ∈ Tree(N) with n =
|[N ]∩T | ≥ 2. Suppose we are given, for every B-valued probability space (A, E)
and every ℓ ≥ 1, a map Γℓ : Aℓ → B (where the dependence on A is suppressed
in the notation) such that the following axioms are satisfied:
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(1) Multilinearity: Γℓ is B-quasi-multilinear.
(2) Polynomiality: For each ℓ ≥ 1, there exists a J ≥ 0, natural numbers ℓ1,
. . . , ℓJ , maps ψj : [ℓj]→ [ℓ], and partitions πj ∈ NC(ℓj) with |πj | > 1, such
that
E[a1 . . . aℓ] = Γℓ[a1, . . . , aℓ] +
J∑
j=1
Γπj [aψ(1), . . . , aψ(ℓj)],
where the objects J , ℓj, ψj, and πj are independent of the algebra A.
(3) Extensivity: If A˜ is the T -free product of N copies of A and if
Γℓ
 N∑
j=1
λT ,j(a1), . . . ,
N∑
j=1
λT ,j(aℓ)
 = nΓℓ[a1, . . . , aℓ].
Then Γℓ = KT ,ℓ.
Remark 7.10. Regarding axiom (2), we remark that “polynomial dependence”
requires a modified statement in the operator-valued setting. Indeed, in the
scalar-valued setting, the cumulants are C-multilinear, so that Kπ[a1, . . . , aℓ] is
the product of KV [aj : j ∈ V ] over all blocks V of π, but in the operator-valued
setting, the composition of multilinear forms is not as simple as a product.
Remark 7.11. Here we have stated the polynomial dependence of the moments
on the cumulants rather than polynomial dependence of the cumulants on the
moments as in [29]. However, if one assumes in (2) that the blocks of πj all have
size < ℓ, then these two conditions are equivalent by Mo¨bius inversion.
Proof of Proposition 7.9. We have shown that KT ,ℓ satisfies the three axioms,
so it suffices to show uniqueness of Γℓ’s satisfying the three axioms. Let (Γℓ)ℓ∈N
and (Γ˜ℓ)ℓ≥1 be two such sequences of multilinear forms.
Fix ℓ and fix a1, . . . , aℓ in a B-valued probability space (A, E). Let A(k) be
defined inductively by saying A(1) = A and that A(k+1) is the T -free product of
N copies of A(k). Let a(k)i ∈ A(k) be defined inductively by saying that ai = ai
and a
(k+1)
i =
∑N
j=1 λT ,j(a
(k+1)
i ).
It follows from the axioms that
E[a
(k)
1 . . . a
(k)
ℓ ] = n
kΓℓ[a1, . . . , aℓ] +
J∑
j=1
nk|πj |Γπj [aψ(1), . . . , aψ(ℓj)].
Consider the B-valued polynomial
p(t) = tΓℓ[a1, . . . , aℓ] +
J∑
j=1
t|πj |Γπj [aψ(1), . . . , aψ(ℓj)].
Let p˜ be the corresponding polynomial for Γ˜ℓ. Then we have for each k that
p(nk) = E[a
(k)
1 . . . a
(k)
ℓ ] = p˜(n
k)
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since E[a
(k)
1 . . . a
(k)
ℓ ] is defined independently of Γℓ. Since these two polyno-
mials agree at infinitely many values of t, we may equate their coefficients for
each power of t. Because we have |πj | > 2 for each j, the linear term of p
is Γℓ[a1, . . . , aℓ] and similarly the linear term of p˜ is Γ˜ℓ[a1, . . . , aℓ], and hence
Γℓ[a1, . . . , aℓ] = Γ˜ℓ[a1, . . . , aℓ].
7.3 The Free, Monotone, and Boolean Cases
Now we show that in the free, Boolean, and monotone cases our definition of
the cumulants agrees with the definitions given in previous literature for those
special cases. Of course, one could deduce this directly from Proposition 7.9
because the free, Boolean, and monotone cumulants are known to satisfy these
axioms (compare [29]). But we would rather give a direct computation of the
coefficients αT ,π using (7.2) because that will shed light on the intuition behind
our construction of cumulants.
Proposition 7.12. We have αTN,free,π = 1 for every non-crossing partition π.
In particular, (7.4) reduces to the free moment-cumulant formula used in [57]
[59]. The coefficients and hence the cumulants for TN,free are independent of N ,
and we denote these cumulants by Kfree,ℓ.
Proof. In this case n = N , and it suffices to show that the coefficients αfree,π = 1
satisfy the fixed point equation
αfree,π =
∑
χ∈Xw(π,TN,free)
1
N |π|
∏
χ-components π′
αfree,π′ .
The left hand side is 1. On the right hand side, note that every coloring χ of π
is weakly compatible with π and TN,free, and the number of colorings is exactly
N |π|, so the right hand side is also 1.
Proposition 7.13. We have αTN,Bool,π = 1 if π is an interval partition and
αTN,Bool,π = 0 otherwise. In particular, (7.4) reduces to the Boolean moment-
cumulant formula used in [60] [54] [55, §3], and KTN,Bool,ℓ agrees with KBool,ℓ
given in Definition 4.13.
Proof. It suffices to show that the coefficients αBool,π given by 1 if π is an interval
partition and zero otherwise satisfy the fixed point equation
αBool,π =
∑
χ∈Xw(π,TN,Bool)
1
N |π|
∏
χ-components π′
αBool,π′ .
If π is an interval partition, then for every coloring χ, the partition π/χ is
also an interval partition and hence contained in NC(χ, TN,Bool), so that χ ∈
Xw(π, TN,Bool). Moreover, each χ-component is an interval partition, and there-
fore every coloring of π contributes a 1 to the sum on the right hand side is 1,
so the right hand side is 1. On the other hand, suppose that π is not an interval
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partition, so there are some blocks V ≺ W . For π/χ to be in NC(χ, TN,Bool),
it must be an interval partition, and thus V and W must be in the same χ-
component. But then this χ-component is not an interval partition, so this
coloring χ contributes zero to the right hand side. Thus, both sides of the
equation are zero in this case.
Proposition 7.14. Let Ord(π) be the set of total orders on the blocks of π
which extend the partial order ≺. Then we have
αTN,mono,π =
|Ord(π)|
|π|! .
In particular, the TN,mono-free cumulants agree with the monotone cumulants
defined in [30] [31]; compare [29, §5], [31, Theorem 3.4], [9, Definition 4.4].
These cumulants are independent of N and we denote them by Kmono,ℓ.
Proof. Denote αmono,π = |Ord(π)|/|π|!. Let
Υπ = {t ∈ (0, 1]π : V ≺W =⇒ tV < tW }.
As in [34, Remark 6.13], we claim that αmono,π = |Υπ|, where | · | denotes
Lebesgue measure. If R is a total order on π, let ΥR = {t ∈ [0, 1]π : V RW =⇒
tV < tW . Then, up to sets of measure zero, (0, 1]
π is the disjoint union of the
simplices ΥR over every total order R on π. There are |π|! such total orders and
each ΥR has the same measure, and thus |ΥR| = 1/|π|!. But Υπ is the disjoint
union of the sets ΥR over all total orders R that extend the partial order ≺,
and thus αmono,π = |Υπ|.
We must check the fixed point equation
N |π|αmono,π =
∑
χ∈Xw(π,T )
∏
χ-components π′
αmono,π′ .
The left hand side is equal to
N |π|αmono,π = |NΥπ| = |{t ∈ (0, N ]π : V ≺W =⇒ tV < tW }|.
For convenience, we will write t ◭ π to mean that V ≺ W =⇒ tV < tW . The
set (0, N ] is the disjoint union of the subintervals (j − 1, j] for j = 1, . . . , N ,
and this induces a decomposition of (0, N ]π into unit cubes. Thus, we have
N |π|αmono,π =
∑
χ∈[N ]π
|{t ∈
∏
V ∈π
(χ(V )− 1, χ(V )] : t ◭ π}|.
The set on the right hand side will be empty unless V ≺W =⇒ χ(V ) ≤ χ(W ).
Moreover, the condition that V ≺W =⇒ χ(V ) ≤ χ(W ) is equivalent to π and
χ being weakly compatible with TN,mono as in the proof of Proposition 4.33.
Thus, we obtain
N |π|αmono,π =
∑
χ∈Xw(π,TN,mono)
|{t ∈
∏
V ∈π
(χ(V )− 1, χ(V )] : t ◭ π}|.
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If χ ∈ Xw(π, TN,mono) and if t ∈
∏
V ∈π(χ(V )− 1, χ(V )], then the condition
t ◭ π is equivalent to t|π′ ◭ π′ for every χ-component π′. Indeed, suppose
that t|π′ ◭ π′ for each π′ and that V ≺ W in π. If V and W are in the same
χ-component π′, then tV < tW because t|π′ ◭ π′. Otherwise, the π/χ-block
containing V must be ≺ the π/χ-block containing W , hence χ(V ) < χ(W ) and
so tV < tW .
It follows that
{t ∈
∏
V ∈π
(χ(V )−1, χ(V )] : t ◭ π} =
∏
χ-components π′
{t ∈ (j(π′)−1, j(π′)]π′ : t ◭ π′}.
where j(π′) is the constant value of χ on π′. Therefore,
N |π|αmono,π =
∑
χ∈Xw(π,TN,mono)
∏
χ-components π′
|{t ∈ (j(π′)− 1, j(π′)]π′ : t ◭ π′}|
=
∑
χ∈Xw(π,TN,mono)
∏
χ-components π′
|Υπ′ |,
where the last step follows from translation invariance of Lebesgue measure.
Now |Υπ′ | = αmono,π′ , so the proof is complete.
7.4 Properties of the Coefficients αT ,pi
In this subsection, we discuss additional properties of the coefficients αT ,π and
in particular how they change under modifications of the tree T . These results
seem interesting in their own right, although they will play little role in the rest
of the paper.
Proposition 7.15. Let T ∈ Tree(N) with n = |[N ] ∩ T | ≥ 2. Fix a probability
space (A, E) and let KT ,ℓ be the associated T -free cumulants.
(1) If π ∈ NC(ℓ) and ℓ ≤ R, then αT ,π and KT ,ℓ only depend on BR(T ).
(2) The coefficients αT ,π and the cumulants KT ,ℓ only depend on the isomor-
phism class of T as a rooted tree.
(3) If T ′ ⊆ T and T ′ ∩ [N ] = T ∩ [N ], then αT ′,ℓ ≤ αT ,ℓ.
Proof. (1) Note that if χ ∈ [N ][ℓ], then the set NC(χ, T ) only depends on
Bℓ(T ). Thus, it follows by induction from (7.3) that αT ,π only depends on
Bℓ(T ) if π ∈ NC(ℓ). Then by Mo¨bius inversion KT ,ℓ only depends on Bℓ(T ).
(2) We proceed by reformulating the definition of αT ,π in graph-theoretic
terms, following Remark 4.20. For π, π′ ∈ NC(ℓ), we say that π ≤ τ if π is a
refinement of τ , that is, every block of π is contained in some block of τ . We
say that π < τ if π ≤ τ and π 6= τ .
We will construct a bijection between colorings χ ∈ Xw(π, T ) and pairs (τ, φ)
where τ ≥ π and φ : graph(τ) → T is a rooted graph homomorphism. Given
a coloring χ, we define τ = π/χ; then since τ ∈ NC(χ, T ), Remark 4.20 shows
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that there is a unique rooted graph homomorphism φ : graph(τ)→ T such that
χ(V ) is the first letter of φ(V ). Conversely, given τ ≥ π and φ : graph(τ)→ T ,
we can define a coloring χ of τ by saying that χ(V ) is the first letter of φ(V ).
Then since τ ≥ π, χ is also a coloring of π.
It is straightforward to check that these two maps are inverse to each other.
Moreover, the blocks of τ are precisely the χ-components of π. Thus, the formula
(7.3), which defines αT ,π inductively, can be written as(
1− 1
n|π|−1
)
αT ,π =
1
n|π|
∑
τ>π
|{φ : graph(τ)→ T }|
∏
V ∈τ
αT ,π|V .
The number n only depends on the rooted isomorphism class of T , since it is
the number of neighbors of the root vertex. Thus, it is clear upon inspection
that this formula is invariant under rooted isomorphism.
(3) We proceed by induction on |π|. If |π| = 1, then we have αT ′,π = αT ,π.
If |π| > 1, then(
1− 1
n|π|−1
)
αT ′,π =
1
n|π|
∑
non-constant
χ∈Xw(π,T )
∏
χ-components π′
αT ′,π′
≤ 1
n|π|
∑
non-constant
χ∈Xw(π,T )
∏
χ-components π′
αT ,π′
≤ 1
n|π|
∑
non-constant
χ∈Xw(π,T )
∏
χ-components π′
αT ′,π′
=
(
1− 1
n|π|−1
)
αT ,π
where in the second line, we have used the inductive hypothesis, and in the third
line, we have used the fact that NC(χ, T ′) ⊆ NC(χ, T ) and αT ,π′ ≥ 0.
Proposition 7.16. We have αT (T ,...,T ),π = αT ,π.
More generally, suppose that T ∈ Tree(M) with |[M ] ∩ T | = n ≥ 2, suppose
that T1, . . . , TM ∈ Tree(N) with |[N ] ∩ Tj | = n ≥ 2 for each j, and suppose that
αTj ,π = αT ,π for every j and π. Then we have αT (T1,...,TM),π = αT ,π.
Proof. The first claim is a special case of the second because we can take Tj = T .
To the prove the second claim, let T̂ = T (T1, . . . , TM ). Then by Lemma 7.4, it
suffices to show that
αT ,π =
∑
χ̂∈[MN ]π
π/χ̂∈NC(χ̂,T ∗)
1
(mn)|π|
∏
χ̂-components π′
αT ,π′ . (7.7)
Our goal is to express a coloring χ̂ ∈ Xw(π, T̂ ) in terms of colorings related to
T and Tj .
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For j = 1, . . . , M , let ιj : [N ] → [MN ] be the jth inclusion given by
ιj(i) = i+N(j − 1). Define φ1 : [MN ]→ [M ] and φ2 : [MN ]→ [N ] by
φ1(ιj(i)) = j, φ2(ιj(i)) = i.
By definition of the composition, if a string s satisfies red(s) ∈ T̂ , then we
also have red((φ1)∗(s)) is in T . Let us call s′ is a φ1-component of s if s′ is a
maximal substring such that φ1 is constant on s
′. If s′ is a φ1-component of s
and φ1|s′ = j, then it follows that red((φ2)∗(s′)) ∈ Tj .
This shows that every string s such that red(s) ∈ T̂ is obtained as (ιj1)∗(s1) . . . (ιjℓ)∗(sℓ)
where j1 . . . jℓ = red((φ1)∗(s)) ∈ T and red(si) ∈ Tji . Conversely, every such
string (ιj1)∗(s1) . . . (ιjℓ)∗(sℓ) defined in this way will satisfy red(s) ∈ T̂ .
Now χ̂ ∈ Xw(π, T̂ ) if and only if for every maximal chain V1 ≻ · · · ≻ Vd, we
have red(χ̂(V1) . . . χ̂(Vd)) ∈ T̂ . In particular, this implies that φ1 ◦ χ̂ ∈ Xw(π, T )
in light of the foregoing observations. Moreover, if π′ is a φ1 ◦ χ̂-component of
χ̂ and φ1 ◦ χ̂|π′ = j, then φ2 ◦ χ̂|π′ ∈ Xw(π′, Tj). Indeed, if C′ = (V1, . . . , Vd) is
a maximal in π′, then C′ is contained in some maximal chain C in π; moreover,
χ̂|C′ is a φ1-component of χ̂|C , and thus red(φ2 ◦ χ̂|C′) is Tj .
Therefore, for every χ̂ ∈ Xw(π, T̂ ), there exists χ ∈ Xw(π, T ) and χ′ ∈
Xw(π′, Tj) for each χ-component of π where χ|π′ = j, such that
χ = φ1 ◦ χ̂, χ′ = φ2 ◦ χ̂|π′
Conversely, given such partitions, χ and χ′, we may define χ ∈ Xw(π, T̂ ) by
χ̂|π′ = ιj ◦ χ′
whenever π′ is a χ-component of π with χ|π′ = j. Moreover, each χ̂-component
of π is one of the χ’-components of π′, where π′ is a χ-component of π. In
other words, the subdivision of π into χ̂-components is obtained by first di-
viding into χ-components in a way compatible with T , and then coloring and
subdividing each of those components in a way that is weakly compatible with
the appropriate tree Tj .
It follows that the right hand side of (7.7) equals
∑
χ∈X (π,T )
1
(mn)|π|
∏
χ-components π′
 ∑
χ′∈Xw(π′,Tj(π′))
∏
χ̂′-components π′′
αT ,π′′
 ,
where j(π′) is the constant value of χ on π′. Since |π| is the sum of |π′| over
the χ-components, this is equal to
∑
χ∈XT ,π
1
m|π|
∏
χ-components π′
 1
n|π′|
∑
χ′∈Xw(π,Tj(π′))
∏
χ̂′-components π′′
αT ,π′′
 .
We have assumed that αTj ,π′′ = αTj ,π′ , and thus by (7.2) this becomes∑
χ∈Xw(π,T )
1
m|π|
∏
χ-components π′
αT ,π′ .
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By applying (7.2) again, this time to T , we obtain αT ,π, which establishes (7.7)
as desired.
8 The Central Limit Theorem
8.1 Main Theorem
We are now ready to prove the central limit theorem for T -free independence.
This is an analogue of the free, Boolean, and monotone central limit theorems,
which were first proved in [62, Theorem 4.8], [60, Theorem 3.4], and [49] respec-
tively for the scalar-valued setting; the canonical references for the operator-
valued setting are [65, Theorem 8.4] and [59, §4.2] for the free case, [14, §2.1] for
the Boolean case, and [14, §2.3] and [31, Theorem 3.6] for the monotone case.
We discuss these special cases further after Corollary 8.13.
To state the general T -free theorem, we first define convolution powers of
the a µ obtained from iterating the T -free convolution operation.
Definition 8.1. Let T ∈ Tree(N) and let n = |[N ]∩T | ≥ 2. We define ⊞nkT (µ)
for k ≥ 0 inductively by
⊞
1
T (µ) = µ, ⊞
nk+1
T (µ) = ⊞T (⊞
nk
T (µ), . . . ,⊞
nk
T (µ)︸ ︷︷ ︸
N copies
).
Similarly, we define T nk inductively by
T 1 = T , T nk+1 = T (T nk , . . . , T nk︸ ︷︷ ︸
N copies
),
so that
⊞
nk
T (µ) = ⊞T nk (µ, . . . , µ).
Remark 8.2. We have chosen to use the notation ⊞n
k
T even though ⊞T has
N arguments because of the fact that the T -free cumulants of ⊞nkT (µ) are nk
times the T -free cumulants of µ (see Observation 8.5 below). The notation used
here will be consistent with our notation for more general convolution powers
in Definition 10.1.
Our goal is to show that if µ has mean zero and variance η, then diln−k/2(⊞
nk
T (µ))
converges to some universal distribution νT ,η, where the dilation diln−k/2 is given
by Definition 5.9. The limiting distribution will be stable under T -free convo-
lution in the following sense.
Definition 8.3. Let T ∈ Tree(N) and let n = |[N ] ∩ T |. We say that ν is a
T -free central limit distribution if
⊞T (ν, . . . , ν) = diln1/2(ν).
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We will prove convergence of diln−k/2(⊞
nk
T (µ)) to the central limit distribu-
tion using the cumulants of a law.
Definition 8.4. Let µ be a B-valued law. We define the T -free cumulants of µ
as the multilinear forms κT ,ℓ(µ) : Bℓ−1 → B given by
κT ,ℓ(µ)[b1, . . . , bℓ−1] = KT ,ℓ[Xb1, Xb2, . . . , Xbℓ−1, X ],
where X is a B-valued random variable with law µ. It is clear that this is
independent of the particular choice of operator realizing the law µ. More
generally, for π ∈ NC(ℓ), we define
κT ,π(µ)[b1, . . . , bℓ−1] = KT ,π[Xb1, Xb2, . . . , Xbℓ−1, X ].
Observation 8.5. Let T ∈ Tree(N) with n = |[N ]∩ T | ≥ 2. As a consequence
of Theorem 7.8, we have
κT ,ℓ(⊞
nk
T (µ)) = n
kκT ,ℓ(µ).
From here it is easy to see that the cumulants (and hence the moments) of
diln−k/2(⊞
nk
T (µ)) will converge as k →∞ if µ has mean zero. Indeed, since KT ,ℓ
is homogeneous of degree ℓ, we have
κT ,ℓ(diln−k/2(µk)) = n
−ℓk/2nkκT ,ℓ(µ)→
{
η, ℓ = 2
0, otherwise.
A precise statement of the central limit theorem is as follows.
Theorem 8.6. Let T ∈ Tree(N), let n = |[N ] ∩ T |, and suppose that n ≥ 2.
Let η : B → B be completely positive.
(1) There is a unique T -central limit law νT ,η of mean zero and variance η.
(2) We have rad(νT ,η) ≤ 2
(
N−1
n−1 ‖η(1)‖
)1/2
.
(3) The T -free cumulants of νT ,η are all zero except for the second cumulant,
which is η.
(4) If µ is a B-valued law of mean zero and variance η, then diln−k/2(⊞n
k
T (µ))→
νT ,η in moments, and the radius of these laws is bounded as k →∞.
We have already explained why the convergence in moments occurs. How-
ever, we still need to estimate the radius of diln−k/2(⊞
nk
T (µ)). We will use
Proposition 3.18 together with the following bound on the degrees of vertices in
T nk (which is only nontrivial in the case that n < N).
Lemma 8.7. Let T ∈ Tree(N) and n = |[N ]∩T | and suppose that n ≥ 2. Then
sup
s∈T nk
|{j : js ∈ T nk}| ≤ N − 1
n− 1 n
k.
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Proof. Recall that T nk is a set of strings on the alphabet [Nk]. In the definition
of the composition T nk+1 = T (T nk , . . . , T nk), the set [Nk+1] is viewed as the
disjoint union of N copies of [Nk] with respect to specified inclusion maps
ιj : [N
k] → [Nk+1]. The disjoint union of N copies of [Nk] can also be viewed
as [N ]× [Nk]. Thus, when it iterating the composition, it will be convenient to
transform [Nk] into [N ]k by expressing each letter j ∈ [Nk] as
j − 1 = Nk−1(φ1(j)− 1) + · · ·+N(φk−1(j)− 1) + (φk(j)− 1),
where φi(j) ∈ [N ]. (This is equivalent to computing the N -ary expansion of
j − 1.) The index j in the composed graph corresponds to the sequence of
indices φ1(j), . . . , φk(j) in the individual copies of T , where φi(j) is the index
in the i-th level of the composition (where 1 is the outermost level and k is the
innermost).
The strings in the iterated composition T nk can be described as follows.
Under our map [Nk] ∼= [N ]k, a string s ∈ [Nk]ℓ corresponds to a tuple of
strings (s1, . . . , sk), where si = (φi)∗(s). For each j, [ℓ] can be divided into
maximal subintervals on which (s1, . . . , si) is constant, and we call these the
level-i components of [ℓ] with respect to s (by convention, there is a single level-
0 component, namely [ℓ]). If I is a level-j component of s, then we denote by
si|I the substring obtained by restricting to this interval. We claim that s ∈ T if
and only if for every level-j component I, we have red(si+1|I) ∈ T for i+1 < k
and si+1|I ∈ T for i+1 = k. This claim is proved by a straightforward induction
from the definition of composition.
Let us fix s ∈ T nk and consider the possible values of j such that js ∈ T nk .
First suppose that s 6= ∅. We partition the set {j : js ∈ T nk} based on the
first index i such that φi(j) 6= φi((1)) (that is, the first i such that the first two
indices of [ℓ + 1] are in different level-i components with respect to js). More
explicitly,
{j ∈ [nk] : js ∈ T nk}
=
k⊔
i=1
{j : js ∈ T nk , φi(j) 6= φi(s(1)), φi′ (j) = φi′ (s(1)) for i′ < i}.
Suppose that j is in the ith set on the right hand side. Then φ1(j), . . . , φi−1(j)
are uniquely determined since they are equal to the values for s(1). The number
of possibilities for φi(j) is at most N−1 since φi(j) 6= φi(s(1)). Finally, if i′ > i,
then the first index in [ℓ+ 1] (corresponding to the letter j in js) is in its own
level-(i′−1) component, and therefore, we must have φi′(j) ∈ T . So the number
of possibilities for φi′(j) is n.
Therefore,
|{j : js ∈ T , φi(j) 6= φi(s(1)), φi′ (j) = φi′ (s(1)) for i′ < i}| ≤ (N − 1)nk−i.
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Hence,
|{j ∈ [nk] : js ∈ T nk}| ≤
k∑
i=1
(N − 1)nk−i = (N − 1)(n
k − 1)
n− 1 <
N − 1
n− 1 n
k.
In the case where s = ∅, we have
|{j : js ∈ T nk}| = nk ≤ N − 1
n− 1 n
k.
Proof of Theorem 8.6. Let µ be a law of mean zero and variance η. Let
µk = ⊞
nk
T (µ) = ⊞T nk (µ, . . . , µ)
By Proposition 3.18, we have
rad(µk) ≤ 2 sup
s∈T nk
√ ∑
js∈T nk
µ(X2) + rad(µ),
and thus by Lemma 8.7,
rad(µk) ≤ 2
(
N − 1
n− 1 ‖η(1)‖
)1/2
nk/2 + rad(µ).
Therefore,
rad(diln−k/2(µk)) ≤ 2
(
N − 1
n− 1 ‖η(1)‖
)1/2
+ n−k/2 rad(µ).
As explained above, as k →∞, we have
κT ,ℓ(diln−k/2(µk)) = n
−ℓk/2nkκT ,ℓ(µ)→
{
η, ℓ = 2
0, otherwise.
It follows that diln−k/2(µk) converges in moments to some law ν satisfying (2)
and (3). Because there exists some law µ of mean zero and variance η (e.g. the
operator-valued Bernoulli distribution), the existence claim of (1) is proved. The
uniqueness claim of (1) follows from the observation that ν is a T -central limit
law, then its T -free cumulants must satisfy (2). Finally, the above argument
also proved (4).
Remark 8.8. It follows from Proposition 7.15 that for a fixed choice of η, the
central limit law νT ,η only depends on the isomorphism class of T as a rooted
tree. Also, we have νT nk ,η = νT ,η as a consequence of Proposition 7.16. Al-
ternatively, νT nk ,η = νT ,η by the uniqueness claim in the theorem because a
central limit law for T must be a central limit law for T nk as well.
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8.2 Refined Central Limit Estimates
Next, we prove a refined version of the central limit theorem (Corollary 8.13),
which considers the more general situation of non-identically distributed random
variables and which gives an explicit estimate for
[diln−k/2 ⊞T nk (µ1, . . . , µnk)](f)− [diln−k/2 ⊞T nk (ν1, . . . , νnk)](f)
where f ∈ B〈X〉. This comes as a consequence of the following result about
coupling. (A similar idea was used by the first author in [34, §7.3].)
Theorem 8.9. Suppose that µ1, . . . , µNk are laws with mean zero and vari-
ance η. Then there exist self-adjoint random variables Y and Z in a B-valued
probability space (A, E) such that
(1) Y ∼ diln−k/2 ⊞T nk (µ1, . . . , µNk),
(2) Z ∼ diln−k/2 ⊞n
k
T (νBool,η),
(3) ‖Z‖ ≤ 2
(
N−1
n−1 ‖η(1)‖
)1/2
,
(4) ‖Y − Z‖ ≤ n−k/2maxj rad(µj).
Proof of Theorem 8.9. Let (Hj , ξj) be the space L2(B〈Yj〉, µj) with ξj = 1. Let
Pj be the projection onto ξj and let Qj = 1−Pj. Then since Yj has expectation
zero, we have
Yj = PjYjQj +QjYjPj +QjYjQj .
The operator Zj := PjYjQj +QjYjPj is distributed according to the operator-
valued Bernoulli distribution νBool,η. Let (H, ξ) be the T nk -free product of
(H1, ξ1), . . . , (HNk , ξNk). Let
Y = n−k/2
Nk∑
j=1
λj(Yj), Z = n
−k/2
Nk∑
j=1
λj(Zj).
Then Y and Z have the asserted distributions. Because QjZjQj = 0, the proof
of Proposition 3.18 shows that
‖Z‖ = n−k/2
∥∥∥∥∥∥
Nk∑
j=1
λj(Zj)
∥∥∥∥∥∥ ≤ 2
(
N − 1
n− 1 ‖η(1)‖
)1/2
,
that is, we may discard the third term on the right hand side in Proposition
3.18. Similarly, since Pj(Yj−Zj)Qj = 0 and Pj(Yj−Zj)Qj = 0, we may discard
the first and second terms on the right hand side of Proposition 3.18 and obtain
‖Y − Z‖ ≤ n−k/2max
j
‖Yj − Zj‖ ≤ n−k/2max
j
rad(µj).
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Remark 8.10. The proof shows that in fact
√
(N − 1)/(n− 1) may be replaced
by d
1/2
k n
−k/2, where dk = sups∈T nk |{j : js ∈ T n
k}|. The same applies to
Theorem 8.6 above and Corollary 8.13 below.
Definition 8.11. Let f ∈ B〈X〉 and R > 0 and ǫ. We define the operator-
valued modulus of continuity Modf,R(ǫ) as the supremum of ‖E[f(X)−f(Y )]‖,
where X and Y are self-adjoint elements of a B-valued probability space (A, E)
satisfying ‖X‖ ≤ R, ‖Y ‖ ≤ R, and ‖X − Y ‖ ≤ ǫ.
Remark 8.12. We cannot technically quantify over (A, E) because these B-
valued probability spaces do not form a set. However, in light of (the multivari-
able version of) Theorem 2.17, the supremum can be expressed instead by quan-
tifying over all possible joint laws of (X,Y ). More precisely, let B〈X,Y 〉 be the
universal unital ∗-algebra generated by two self-adjoint indeterminatesX and Y .
Then Modf,R(ǫ) is the supremum of ‖µ(f(X)− f(Y ))‖ where µ : B〈X,Y 〉 → B
is a positive B-B-bimodule map satisfying the exponential bounds
‖µ(b0Xb1 . . .Xbℓ)‖ ≤ Rℓ‖b0‖ . . . ‖bℓ‖
‖µ(b0Y b1 . . . Y bℓ)‖ ≤ Rℓ‖b0‖ . . . ‖bℓ‖
‖µ(b0(X − Y )b1 . . . (X − Y )bℓ)‖ ≤ ǫℓ‖b0‖ . . . ‖bℓ‖.
Corollary 8.13. Let T ∈ Tree(N) and suppose that n = |[N ] ∩ T | ≥ 2. Let
µ1, . . . , µnk and ν1, . . . , νnk be non-commutative laws of variance η and radius
≤ R. Let
R′ = 2
√
N − 1
n− 1 ‖η(1)‖
1/2
.
Then for f ∈ B〈X〉, we have∥∥[diln−k/2 ⊞T nk (µ1, . . . , µnk)](f)− [diln−k/2 ⊞T nk (ν1, . . . , νnk)](f)∥∥
≤ 2Modf,R′+n−k/2R(n−k/2R).
Proof. Using the operators Y and Z from the previous theorem, it follows that∥∥[diln−k/2 ⊞T nk (µ1, . . . , µnk)](f)− [diln−k/2 ⊞T nk (νBool,η, . . . , νBool,η)](f)∥∥
≤ Modf,R′+n−k/2R(n−k/2R).
The same holds with µj replaced by νj , and thus we obtain the desired estimate
by the triangle inequality.
A few remarks are in order to explain how to apply this estimate and how
it relates to previous work on central limit theorems. By taking νj = νT ,η in
Corollary 8.13, we obtain the central limit estimate∥∥[diln−k/2 ⊞T nk (µ1, . . . , µnk)](f)− νT ,η(f)∥∥ ≤ 2Modf,R′+n−k/2R(n−k/2R).
In particular, suppose that TN = TN,free, TN,Bool, or TN,mono. In this case,
because the cumulants for TN are independent of N , we see that the central
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limit law is independent of N . Let us call this central limit law νη. We apply
the above estimate with n = N and k = 1 to obtain
‖[dilN−1/2 ⊞TN (µ1, . . . , µN )](f)− νη(f)‖ ≤ 2Modf,R′+N−1/2R(N−1/2R),
which yields estimates for the free, Boolean, and monotone central limit theo-
rems.
In the situation of Corollary 8.13, let µ = diln−k/2 ⊞T nk (µ1, . . . , µnk) and
ν = diln−k/2 ⊞T nk (ν1, . . . , νnk). Then we may estimate the difference G
(n)
µ (z)−
G
(n)
ν (z) in the operator-valued Cauchy transform by the same proof as Corollary
8.13.
Indeed, first consider the case νj = νBool,η. Then let Y ∼ µ and Z ∼ ν be
given by Theorem 8.9. Then ‖Y (n) − Z(n)‖ = ‖Y − Z‖. Let z ∈ Mn(B) and
suppose that z−Y (n) and z−Z(n) are invertible. Then we have by the resolvent
identity that
‖(z − Y (n))−1 − (z − Z(n))−1‖ ≤ ‖(z − Y (n))−1‖ · R
nk/2
· ‖(z − Z(n))−1‖.
If we assume either that Im z ≥ ǫ > 0 or that
‖z−1‖ ≤ 1
R′ +R/nk/2 + ǫ
,
then we obtain ‖(z − Y (n))−1‖ ≤ 1/ǫ and ‖(z −Z(n))−1‖ ≤ 1/ǫ. Thus, for such
values of z, we have
‖(z − Y (n))−1 − (z − Z(n))−1‖ ≤ R
ǫ2nk/2
and by taking the expectation, we obtain
‖G(n)µ (z)−G(n)ν (z)‖ ≤
R
ǫ2nk/2
.
For the case of a general νj with variance η and rad(νj) ≤ R, we apply
the previous argument to both µj and νj and then use the triangle inequality
to obtain ‖G(n)µ (z) − G(n)ν (z)‖ ≤ 2R/ǫ2nk/2. In particular, this implies [45,
Theorem 1.1] in the free case (by taking n = N and k = 1).
Remark 8.14. In the case B = C, one could replace f by an arbitrary continuous
function on the real line using functional calculus. The techniques of [4], [3], [2],
[5] can be used to estimate the modulus of continuity of f as a map L(H)sa →
L(H) in terms of its modulus of continuity as a map R → C, and hence to
estimate the quantity Modf,R defined above. For instance, [4, Corollary 7.5]
shows that if f : R→ C is Lipschitz and X and Y are self-adjoint with spectrum
in [−R,R], then
‖f(X)− f(Y )‖ ≤ const‖f‖Lip‖X − Y ‖ log
2eR
‖X − Y ‖ .
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Thus, in the situation of Corollary 8.13 with B = C, if µ = diln−k/2 ⊞T nk (µ1, . . . , µnk)
and ν = diln−k/2 ⊞T nk (ν1, . . . , νnk), then we would obtain
dWasserstein(µ, ν) ≤
(
C + C′ log
nk/2
M
)
M
nk/2
,
where C and C′ are universal constants. The questions remain of whether we
can remove the logarithmic factor, how to estimate other distances such as
the Kolmogorov distance, and how to give estimates in terms of moments of
µj rather than the operator norm. These might be better addressed from the
complex-analytic viewpoint. For the sharpest known estimates in the scalar-
valued free, Boolean, and monotone cases see [24], [11], [12].
9 Infinitely Divisible Laws and Fock Spaces
9.1 Statement of Results
In this section, we fix T ∈ Tree(N) and suppose that n = |[N ] ∩ T | ≥ 2.
Definition 9.1. A B-valued law µ is said to be boundedly infinitely divisible if
there exist laws µn−k for k ≥ 0 such that
⊞
nk
T (µn−k , . . . , µn−k) = µ
and
lim inf
k→∞
rad(µn−k) < +∞.
Our main goal in this section is to characterize the boundedly infinitely
divisible laws. This theorem generalizes previous work on non-commutative
independences. For the free case, see [63, Theorem 4.3], [21], [22], [59, §4.5 -
4.7], [55, §4], [7]. For the Boolean case, see [60, Theorem 3.6], [55, §3], [7]. For
the monotone case, see [49], [13, Ch. 3], [27], [28], [31], [9], [34].
Remark 9.2. In the free, Boolean, and monotone cases, it is not necessary
to assume the “boundedness” condition lim infk→∞ rad(µn−k) < +∞ because
it holds automatically (under the assumption that µ itself is exponentially
bounded). We do not know whether this is true for general trees T .
Theorem 9.3. Let T be as above.
(1) If µ is boundedly T infinitely divisible, then there exists a unique self-adjoint
c ∈ B and completely positive exponentially bounded σ : B〈Y 〉 → B such that
κT ,ℓ(µ)[b1, . . . , bℓ−1] =
{
c, ℓ = 1,
σ(b1Y b2 . . . Y bℓ−1), ℓ ≥ 2.
(9.1)
We also have rad(σ) ≤ lim infk→∞ rad(µn−k).
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(2) Conversely, given c = c∗ ∈ B and σ : B〈Y 〉 → B completely positive and
exponentially bounded, there exists a unique boundedly infinitely divisible
law µ satisfying (9.1). We also have
rad(µn−k) ≤
N − 1
n− 1 n
−k‖c‖+ 2
√
N − 1
n− 1 n
−k/2‖σ(1)‖1/2 + rad(σ). (9.2)
In the next subsection, we prove (1) using the Boolean cumulants. The proof
of (2) will occupy the remaining subsections of this section. Given a completely
positive exponentially bounded σ and self-adjoint constant c in B, we will obtain
the corresponding µ as the law of an operator X explicitly constructed on a
certain Hilbert B-B-bimodule (the T -free Fock space defined below).
The study of Fock spaces has a long history, and has been present in free
probability theory since its inception; see [62, §2 - 3]. The relationship be-
tween Fock spaces and infinitely divisible laws was first described in Glockner,
Schu¨rmann, and Speicher [26] and the operator-valued case is due to Speicher
[59, §4.7]. The Boolean case was studied in [55, Lemma 2.9]. The operator-
valued monotone case was studied in [34, §6]. Also relevant to the free and
Boolean cases is [7, §7].
9.2 Positivity of Cumulants
To prove =⇒ of Theorem 9.3, we use the following lemma about the Boolean
cumulants. This lemma actually turns out to be the Boolean case of Theorem
9.3 because all laws are Boolean infinitely divisible (see [55, §2]). For related
statements, see [60, Proposition 3.1], [20], [55, Theorem 5.6, Remark 5.7], [7,
§7], [70, Corollary 3.3].
Lemma 9.4. Let µ be a B-valued law. Then there exists a unique completely
positive and exponentially bounded σ : B〈Y 〉 → B such that for ℓ ≥ 2,
κBool,ℓ(µ)[b1, . . . , bℓ−1] = σ(b1Y . . . Y bℓ−1).
Conversely, given a self-adjoint c ∈ B and a generalized law σ, there exists a
unique law µ with mean c and Boolean cumulants for ℓ ≥ 2 given by σ as above.
Moreover, we have
rad(σ) ≤ rad(µ) ≤ rad(σ) + ‖σ(1)‖1/2 + ‖µ(X)‖.
Proof. Let X be the operator of multiplication by X on the Hilbert B-B-
bimoduleH = B〈X〉⊗σB, let ξ = 1⊗1, and letH◦ be the orthogonal complement
of ξ. Let P be the projection onto ξ and let Q = 1− P . Define the generalized
law σ : B〈Y 〉 → B by
σ(f(Y )) = 〈ξ,XQf(QXQ)QXξ〉.
In light of the explicit realization of σ by an operator, it is clear that σ is
completely positive and rad(σ) ≤ ‖QXQ‖ ≤ rad(µ). Moreover, by Lemma
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4.14, the moments of σ give the Boolean cumulants of µ. Uniqueness of σ is
clear from the well-definedness of the Boolean cumulants.
Conversely, let σ and c be given. Let K = B〈Y 〉⊗σB as in Theorem 2.17 and
let H = B ⊕K. Let ξ = 1 ∈ B ⊆ H. Let Y be the operator of multiplication by
Y on K (as in Theorem 2.17), which we extend to an operator on H by setting
it to zero on B. Let L : H → H be given by
L(ξb+ f ⊗ b′) = 1⊗ b
and note that
L∗(ξb+ f ⊗ b′) = ξσ(f)b′.
Let P be the projection onto Bξ and Q = 1− P . We define
X = cP + L+ L∗ + Y
Then observe that 〈ξ,Xξ〉 = c and for ℓ ≥ 2,
KBool,ℓ(Xb1, Xb2, . . . , Xbℓ−1, X) = 〈ξ,Xb1Q . . .QXbℓ−1QXξ〉
= 〈ξ, L∗b1Y b2 . . . Y bℓ−1Lξ〉
= σ(b1Y . . . Y bℓ−1).
Thus, the law µ of the operator X has the desired properties. Moreover,
µ ≤ ‖X‖ ≤ ‖Y ‖+ ‖L+ L∗‖+ ‖c‖
≤ rad(σ) + ‖σ(1)‖1/2 + ‖c‖,
where the estimate for ‖L + L∗‖ follows from the fact that L maps B into K
and L∗ does the reverse, and hence
‖L+ L∗‖ = ‖L‖ = ‖L∗L‖1/2 = ‖Lξ‖ = ‖σ(1)‖1/2.
Proof of Theorem 9.3 (1). By the previous lemma, there exists a completely
positive exponentially bounded σn−k : B〈Y 〉 → B such that
κBool,ℓ(µn−k)[b1, . . . , bℓ−1] = σn−k(b1Y b2 . . . Y bℓ−1) for ℓ ≥ 2.
and rad(σn−k ) ≤ rad(µn−k). Since the T -free cumulants of µn−k are n−k times
those of µ, we have
nkκBool,ℓ(µn−k)[b1, . . . , bℓ−1] = n
k
∑
π∈NC(ℓ)
1∼πℓ
n−k|π|αT ,πκT ,π[b1, . . . , bℓ−1]
= κT ,ℓ[b1, . . . , bℓ−1] +O(n
−k).
Therefore, nkσn−k converges in moments as k → ∞ to some completely posi-
tive σ, which is exponentially bounded since rad(σ) ≤ lim infk→∞ rad(σn−k) ≤
lim infk→∞ rad(µn−k), and we have
κT ,ℓ(µ)[b1, . . . , bℓ−1] = σ(b1Xb2 . . .Xbℓ−1).
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9.3 Measures Modeling the Cumulant Coefficients
We begin by introducing certain measures which will model the coefficients αT ,π
in the moment-cumulant formula. Let Ω = [N ]N equipped with the product
topology and Borel σ-algebra. We define Borel measures θπ on Ω
π as follows
using induction on |π|. (The measures θπ also depend on T , but we suppress
the T -dependence in this section.)
First, if |π| = 1, then θπ is the uniform probability distribution on ([N ] ∩
T )N ⊆ [N ]N. More precisely, θπ is the probability measure which is the product
of N-indexed copies of the probability measure (1/n)
∑
j∈[N ]∩T δj on the finite
set [N ]. (Recall that although infinite products of measures are not defined in
general, they do make sense for Borel probability measures on compact metric
spaces.)
To set up the inductive step, note that for a coloring χ ∈ [N ]π, we can
express Ωπ as the Cartesian product of Ωπ
′
as π′ ranges over the χ-components
of π. We can also express Ωπ as [N ]π×Ωπ using the decomposition Ω = [N ]×Ω,
where the [N ] factor corresponds to the first coordinate in Ω. In light of these
facts, we have
Ωπ ∼= [N ]π × Ωπ ∼= [N ]π ×
∏
χ-components π′
Ωπ
′
. (9.3)
We claim that we can define θπ such that
θπ =
1
n|π|
∑
χ∈Xw(π,T )
δχ ×
∏
χ-components π′
θπ′ . (9.4)
If graph(π) has multiple components, then the only partitions π′ that occur on
the right hand side satisfy |π′| < |π|, so it is immediate that we can define θπ
by this relation.
On the other hand, suppose that graph(π) has only one component, and
hence the term θπ occurs both on the left hand side and also on the right
hand side, with one occurrence on the right for every constant coloring χ. In
particular, we want
θπ =
1
n|π|
∑
χ constant
χ∈[N ]∩T
δχ × θπ + 1
n|π|
∑
non-constant χ∈Xw(π,T )
δχ ×
∏
χ-components π′
θπ′ .
(9.5)
By the inductive hypothesis, the measures θπ′ have been defined for |π′| < |π|.
The right hand side of (9.5), viewed as a function of θπ with θπ′ fixed for
|π′| < |π|, defines a map on the space of finite Borel measures on Ωπ. Moreover,
this map is Lipschitz with respect to the total variation metric with Lipschitz
constant n/n|π| < 1. Therefore, by the Banach fixed point theorem, there is a
unique fixed point, and we define θπ to be this fixed point.
We also establish the convention that Ω∅ consists of a single point space, θ∅
is the probability measure on this space, and αT ,∅ = 1.
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Lemma 9.5. The total mass of θπ satisfies ‖θπ‖ = αT ,π.
Proof. By evaluating the total mass of both sides of (9.4), we obtain
‖θπ‖ = 1
n|π|
∑
χ∈[N ]π
π/χ∈NC(χ,T )
∏
χ-components π′
‖θπ′‖.
Thus, ‖θπ‖ satisfies the same identity that was used to define αT ,π in (7.2).
Also, for |π| = 1, we have ‖θπ‖ = 1 = αT ,π. Thus, it follows by induction that
‖θπ‖ = αT ,π for all π.
Next, we provide a more explicit description of the measures θπ, both for
the sake of our main goal of constructing the Fock space and to aid with the
computation of examples later on.
Note that Ωπ ∼= ([N ]π)N, so that a point in Ωπ corresponds to an infinite
sequence of colorings ~χ = (χ1, χ2, . . . ). In particular, (χ1, . . . , χj) defines a
coloring π → [N ]j , so therefore it makes sense to talk about the (χ1, . . . , χj)-
components of π. We define X (k)w (π, T ) ⊆ ([N ]π)k to be the set of tuples
(χ1, . . . , χk) such that
for every j < k and every (χ1, . . . , χj)-component π
′, we have χj+1 ∈ Xw(π′, T ).
Let θ
(k)
π be the measure on ([N ]π)k given by
θ(k)π =
1
n|π|k
∑
(χ1,...,χk)∈X
(k)
w (π,T )
δ(χ1,...,χk),
that is, the uniform distribution on X (k)w (π, T ) normalized to have total mass
|X (k)w (π, T )|/nk. Let uπ be the probability measure on ([N ]π)N given by
uπ =
∏
k∈N
∏
V ∈π
 1
n
∑
j∈[N ]∩T
δj
 ,
that is, the probability measure on infinite sequences ~χ given by choosing χj(V )
for each j and V independently from the uniform probability distribution on
[N ]∩T . Considering the decomposition Ωπ ∼= ([N ]π)N ∼= ([N ]π)k × ([N ]π)N, we
may view the product measure θ
(k)
π × uπ as a finite Borel measure on Ωπ.
Proposition 9.6. If θ
(k)
π and uπ are defined as above, then we have θ
(k)
π ×uπ →
θπ in total variation.
Proof. First, one can show by a direct computation that with respect to the
product decomposition (9.3) we have
θ(k+1)π =
1
n|π|
∑
χ∈Xw(π,T )
δχ ×
∏
χ-components π′
θ
(k)
π′ .
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In other words, the tuple (θ
(k)
π )π indexed by non-crossing partitions is obtained
by iterating the function on such tuples given by the right hand side of (9.4),
whereas (θπ)π itself is a fixed point of this function. Since we are changing the
measures for each partition π simultaneously, convergence does not immediately
follow from the fact that the right hand side of (9.4) is a contraction with respect
to the single variable θπ.
However, we will show directly that there exists a polynomial fπ such that
‖θ(k)π × uπ − θπ‖ ≤
fπ(k)
nk
.
We proceed by induction on |π|. For the base case |π| = 1, we note that
θ(k)π × uπ = uπ = θπ for all k,
so we can take fπ = 0. For the induction step, observe that
θ(k+1)π − θπ =
1
n|π|
∑
χ∈Xw(π,T )
δχ ×
 ∏
χ-components π′
θ
(k)
π′ −
∏
χ-components π′
θπ
 .
Letting Mπ := supk‖θ(k)π ‖, we have∥∥∥∥∥∥
∏
χ-components π′
θ
(k)
π′ −
∏
χ-components π′
θπ
∥∥∥∥∥∥ ≤
∑
χ-components π′
‖θ(k)π′ × uπ − θπ′‖
∏
π′′ 6=π′
Mπ′′ .
In the case where π is reducible (or equivalently graph(π) \ {∅} has multiple
components), every χ-component π′ satisfies |π′| < |π|. Thus, we may apply
the induction hypothesis to π′. The induction hypothesis applied to π′′ above
also implies that Mπ′′ < +∞. Therefore, we have
‖θ(k+1)π − θπ‖ ≤
1
n|π|
∑
χ∈Xw(π,T )
∑
χ-components π′
fπ′(k)
nk
∏
π′′ 6=π′
Mπ′′ ,
which proves the claim for π.
In the case where π is irreducible, we must separate out the n constant
colorings of π in the sum and we get
‖θ(k+1)π × uπ − θπ‖ ≤
n
n|π|
‖θ(k)π × uπ − θπ‖+
1
nk
g(k)
≤ 1
n
‖θ(k) × uπ − θπ‖+ 1
nk
g(k).
where
g(k) =
1
n|π|
∑
non-constant χ∈Xw(π,T )
∑
χ-components π′
fπ′(k)
∏
π′′ 6=π′
Mπ′′ .
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It follows that
nk+1‖θ(k+1)π × uπ − θπ‖ ≤ nk‖θ(k)π × uπ − θπ‖+ g(k).
We can define a polynomial fπ by
fπ(k) = ‖θ(0)π × uπ − θπ‖+
k−1∑
j=0
g(j),
that is, fπ is the discrete antiderivative of g. Then we have by induction that
nk‖θ(k)π × uπ − θπ‖ ≤ fπ(k)
as desired.
Remark 9.7. In the important special case that n = N , we have an even more
explicit description of the measure. Note that in this case uπ is the uniform
probability distribution on Ωπ ∼= ([N ]π)N. Then we have
d(θ(k)π × uπ) = 1X (k)w (π,T )×Ωπduπ,
that is, the θ
(k)
π ×uπ is the uniform distribution uπ restricted to X (k)w (π, T )×Ωπ.
By taking k →∞, we see that
dθπ = 1X (∞)w
duπ,
where
X (∞)w (π, T ) =
∞⋂
k=0
X (k)w (π, T )× Ωπ,
or equivalently X (∞)w (π, T ) is the set of tuples ~χ = (χ1, χ2, . . . ) such that for
each (χ1, . . . , χj)-component π
′, we have χj+1|π′ ∈ Xw(π′, T ).
Next, we will prove a disintegration result for the measures θπ. Suppose
that π ∈ NC(ℓ) and that V is a maximal block of π with respect to the nesting
order ≺ (that is, V does not surround any other blocks of π), and suppose that
chain(V ) = (V, V1, . . . , Vℓ). Then we will show (Lemma 9.8) that there is a
disintegration of measures,
dθπ((ωW )W∈π) = dγωV1 ,...,ωVℓ (ωV ) dθπ\V ((ωW )W∈π\V ).
where γω1,...,ωℓ is a family of measures indexed by d-tuples of elements of Ω.
In probabilistic language, this means that choosing (ωW )W∈π according to θπ
is equivalent to first choosing (ωW )W∈π\V according to θπ\V and then choosing
ωV according to a certain “conditional distribution” which only depends on
ω|chain(V ). (Of course, since θπ is not necessarily a probability measure, we are
using the word “conditional distribution” loosely.)
In order to define γω1,...,ωℓ , we use some auxiliary notation, closely related
to the notation used in the proof of Lemma 8.7. Let φi : Ω → [N ] be the
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projection onto the kth coordinate in the product decomposition Ω = [N ]N. For
(ω1, . . . , ωd) ∈ Ωℓ, let (φi)∗(ω1, . . . , ωℓ) be the string φi(ω1) . . . φi(ωℓ). We define
the level-k components of [ℓ] with respect to ω as the maximal subintervals I
of [ℓ] on which (φ1(ωj), . . . , φk(ωj)) is constant for j ∈ I. By convention, [ℓ] is
considered to be a single level-0 component.
We define ri = ri(ω1, . . . , ωℓ) to be the index in [ℓ] such that [ri] is the level-k
component of [ℓ] containing 1. We define the string ti = ti(ωℓ, . . . , ω1) by
ti = red((φi)∗(ω1, . . . , ωℓ)|[ri]) = red(φi(ω1), . . . , φi(ωri).
Then we define
γω1,...,ωℓ =
∞∑
i=0
1
n
δ(ω1)1 × · · · ×
1
n
δ(ω1)i ×
 1
n
∑
j:jti∈T
δj
× vN, (9.6)
where v = 1n
∑
j∈[N ]∩T δj is the uniform probability measure on [N ]∩T . In the
case ℓ = 0, we define γ to be the measure v×N.
Lemma 9.8.
(1) The measure γω1,...,ωℓ depends Borel-measurably on (ω1, . . . , ωℓ).
(2) We have ‖γω1,...,ωℓ‖ ≤ (N − 1)/(n− 1).
(3) Let V be a maximal block of π, and let Vℓ ≺ Vℓ−1 ≺ · · · ≺ V1 ≺ V be the
blocks containing V . Then we have a disintegration of measures
dθπ((ωW )W∈π) = dγωV1 ,...,ωVℓ (ωV ) dθπ\V ((ωW )W∈π\V ). (9.7)
Proof. (1) is an exercise.
(2) The case ℓ = 0 is immediate since the total variation is 1. For ℓ > 0, we
observe that
‖γω1,...,ωℓ‖ =
∞∑
i=0
1
ni+1
|{j : jti ∈ T }| ≤
∞∑
i=0
N − 1
ni+1
=
N − 1
n− 1 .
(Compare the proof of Lemma 8.7.)
(3) We proceed by proving an approximate version of the statement for θ
(k)
π ,
which in turn follows from describing X (k)w (π, T ) in terms of X (k)w (π \V, T ). If χ
is a coloring of π, then we have χ ∈ Xw(π, T ) if and only χ|π\V ∈ Xw(π \ V, T )
and red(χ(chain(V ))) ∈ T (similar to the proof of Lemma 8.7). Based on this
fact, one can show that for (χ1, . . . , χk) ∈ ([N ]π)k, the condition (χ1, . . . , χk) ∈
X (k)w (π, T ) is equivalent to
(a) (χ1|π\V , . . . , χk|π\V ) ∈ X (k)w (π \ V, T );
(b) for each i, if π′ is the (χ1, . . . , χi)-component of π that contains V , then we
have
red[χi+1(chainπ′(V ))] ∈ T .
78
If V is in its own (χ1, . . . , χi)-component of π, then (b) is equivalent to χi+1(V ) ∈
[N ] ∩ T . Otherwise, we have chainπ′(V ) = (V, V1, . . . , Vm) for some m with
1 ≤ m ≤ ℓ. Thus, (b) is equivalent to red(χi+1(V ) . . . χi+1(Vm)) ∈ T , which
is in turn equivalent (assuming that (a) holds) to χi+1(V ) = χi+1(V1) or
χi+1(V ) red(χi+1(V1) . . . χi+1(Vm)) ∈ T .
The above argument describes all the possible ways to extend a tuple (χ′1, . . . , χ
′
k) ∈
X (k)w (π\V, T ) to a tuple in X (k)w (π, T ) (and every tuple in X (k)w (π, T ) is obtained
in this way). It follows that
dθ(k)π (χ1, . . . , χk) = dΓ
(k)
χ1|chain(V ),...,χk|chain(V )
(χ1(V ), . . . , χk(V ))
dθ
(k)
π\V (χ1|π\V , . . . , χk|π\V ), (9.8)
where Γχ1|chain(V ),...,χk|chain(V ) is the measure on [N ]
k given by
Γ
(k)
χ1|chain(V ),...,χk|chain(V )
=
k−1∑
i=0
1
n
δχ1(V1) × · · · ×
1
n
δχi(V1) ×
 1
n
∑
j:j red(χ(V1),...,χ(Vmi ))∈T
δj
× v×(k−1−i)
+
1
nk
δχ1(V1) × . . . δχk(V1),
where mi is the index such that V1, . . . , Vmi are the blocks of chain(V ) which
are in the same (χ1, . . . , χi)-component of V .
We must now translate (9.8) from ([N ]π)k coordinates into ([N ]k)π coor-
dinates (and hence Ωπ coordinates). Suppose that (χ1, . . . , χk) is the first k
coordinates of a tuple ~χ ∈ (Ωπ)N corresponding to a point (ωV )V ∈π ∈ (ΩN)π.
Then the string red(χj+1(V1) . . . χj+1(Vm)) = red(χ(chainπ′(V ))) used in con-
dition (b) is precisely tj(ωV1 , . . . , ωVℓ) = tj(ω|chainπ(V )). This implies that
d[θ(k)π × uπ]((ωW )W∈π) = dγ(k)ωV1 ,...,ωVℓ (ωV ) d[θπ\V × u
π\V ]((ωW )W∈π\V ),
where γ
(k)
ω1,...,ωℓ is the measure on Ω given by
γ(k)ω1,...,ωℓ =
k∑
i=0
1
n
δ(ω1)1 × · · · ×
1
n
δ(ω1)i ×
 1
n
∑
j:jti∈T
δj
 × v×N
+
1
nk
δ(ω1)1 × · · · × δ(ω1)k × v×N.
In light of the estimates in the proof of (2), we see that γ
(k)
ω1,...,ωℓ → γω1,...,ωℓ in
total variation as k →∞, and in fact the rate of convergence is independent of
(ω1, . . . , ωℓ). Because θ
(k)
π × uπ → θπ, we obtain (9.7) in the limit.
9.4 Operators Modeling the Cumulant Coefficients
Let us define a measure γℓ on Ω
ℓ inductively by setting γ0 to be the probability
measure on the one-point space Ω0 and setting
dγℓ+1(ω1, . . . , ωℓ+1) = dγω2,...,ωℓ+1(ω1) dγℓ(ω2, . . . , ωℓ+1).
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We define the operator Sℓ : L
2(Ωℓ, γℓ)→ L2(Ωℓ+1, γℓ+1) by
(Sℓf)(ω1, . . . , ωℓ+1) = f(ω2, . . . , ωℓ+1).
Note that Sℓ is a well-defined bounded operator because γℓ+1 is defined by
integrating against γℓ the measures γω2,...,ωℓ+1 which each have total mass ≤
(N − 1)/(n− 1) by Lemma 9.8. More precisely, ‖Sℓ‖ ≤
√
(N − 1)/(n− 1). We
also have
(S∗ℓ f)(ω1, . . . , ωℓ) =
∫
Ω
f(ω0, ω1, . . . , ωℓ) dγω1,...,ωℓ(ω0).
Lemma 9.9. Let π ∈ NC(k). For j ∈ V ∈ π, denote
Tj =

S∗depthπ(V )
Sdepthπ(V ), |V | = 1
S∗depthπ(V )
, |V | > 1, j = minV
Sdepthπ(V ), |V | > 1, j = maxV
1, otherwise,
where in the last case, 1 represents the identity on L2(Ωℓ, γℓ) for ℓ = depth(V )+
1. Then the domain of Tj equals the codomain of Tj+1, so that the composition
T1 . . . Tk is a well-defined operator on L
2(Ω0, γ0) = C. Since L(C) ∼= C, we may
view T1 . . . Tk as a scalar. Then
T1 . . . Tk = αT ,π.
Although this lemma is the only fact we need for the Fock space construction
in the next subsection, it will be helpful for the sake of induction to prove a
more general statement. For ω ∈ Ωπ, we denote
ω|chain(V ) = (ωV , ωV1 , . . . , ωVℓ).
Moreover, for f ∈ C(Ωℓ), let us define
Mℓ(f) : L
2(Ωℓ, γℓ)→ L2(Ωℓ, γℓ)
to be the operator of multiplication by f .
Lemma 9.10. Let π ∈ NC(k). Let Vj denote the block of π containing j (here
the Vj’s are not necessarily distinct). Then denote
Tj =

S∗depthπ(Vj)
Mdepth(Vj)+1(fj)Sdepthπ(Vj), |Vj | = 1
S∗depthπ(Vj)
Mdepth(Vj)+1(fj), |Vj | > 1, j = minVj
Mdepth(Vj)+1(fj)Sdepthπ(Vj), |Vj | > 1, j = maxVj
Mdepth(Vj)+1(fj), otherwise.
where fj ∈ C(Ωdepth(Vj)+1). Then T1 . . . Tk makes sense and is a map C → C
given by some scalar, and we have
T1 . . . Tk =
∫
Ωπ
k∏
j=1
fj(ω|chain(Vj)) dθπ(ω). (9.9)
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This immediately implies Lemma 9.9 because we can take fj = 1 for all j.
Proof of Lemma 9.10. We proceed by induction on |π|. We take as the base
case π = ∅. Now suppose that |π| > 1. Choose a block V of π that is maximal
with respect to ≺. Then V is an interval block and hence can be expressed as
{i+ 1, . . . , j} for some 1 ≤ i < j ≤ k. Let d = depth(V ). A direct computation
shows that
S∗dMd+1(fi+1) . . .Md+1(fj)Sd =Md(g),
where
g(ω1, . . . , ωd) =
∫
Ω
(fi+1 . . . fj)(ω0, ω1, . . . , ωd) dγω1,...,ωd(ω0).
In the case where d = 0, we have
M0(g) =
∫
Ω{V }
(fi+1 . . . fj)(ωV ) dθ{V }
and applying the inductive hypothesis to π \ V , we have
T1 . . . Tk = T1 . . . TiTj+1 . . . Tk
∫
Ω{V }
(fi+1 . . . fj)(ωV ) dθ{V }(ωV )
=
∫
Ωπ\V
f(ω|chain(V1)) . . . f(ω|chain(Vi))f(ω|chain(Vj+1) . . . f(ω|chain(Vk)) dθπ\V (ω)∫
Ω{V }
(fi+1 . . . fj)(ωV ) dθ{V }(ωV )
=
∫
Ωπ
k∏
j=1
fj(ω|chain(Vj)) dθπ(ω).
since θπ\V = θπ × θ{V } in this case.
On the other hand, suppose that d ≥ 1. Let V ′ be the maximal block ≺ V
(that is, the block directly surrounding V ), and let r be some index in V ′. We
can apply the inductive hypothesis to π \ V with fr replaced by frg and obtain
T1 . . . TiMd(g)Tj+1 . . . Tk
=
∫
Ωπ\V
f(ω|chain(V1)) . . . f(ω|chain(Vi))g(ω|chain(V ′))f(ω|chain(Vj+1)) . . . f(ω|chain(Vk)) dθπ\V (ω)
By our choice of g, this is equal to∫
Ωπ\V
f(ω|chain(V1)) . . . f(ω|chain(Vi))(∫
Ω{V }
fi+1(ω|chain(V )) . . . fj(ω|chain(V ))dγω|chain(V ′)(ωV )
)
f(ω|chain(Vj+1) . . . f(ω|chain(Vk)) dθπ\V (ω)
But by Lemma 9.8, this is equal to the right hand side of (9.9), which completes
the proof.
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9.5 The T -free Fock Space
Let K be a Hilbert B-B-bimodule (for instance, we will take K = B〈Y 〉 ⊗σ B
later on to prove Theorem 9.3 (2)). We define the T -free Fock space over K to
be the space
FT (K) = Bξ ⊕
∞⊕
ℓ=1
(K ⊗B · · · ⊗B K︸ ︷︷ ︸
ℓ
)⊗C L2(Ωℓ, γℓ), (9.10)
where Bξ is a copy of the Hilbert B-B-bimodule B. We will define four types
of operators on F(K), including creation and annihilation operators, and two
types of multiplication operators.
We define creation and annihilation operators on F(K) as follows. For ζ ∈ K,
we define
Lℓ(ζ) : K⊗Bℓ → K⊗Bℓ+1
by
L(ζ)[(ζ1 ⊗ · · · ⊗ ζℓ)⊗ f ] = (ζ ⊗ ζ1 ⊗ · · · ⊗ ζℓ)⊗ Sℓf,
In the case ℓ = 0, the vector ζ1 ⊗ · · · ⊗ ζn is to be interpreted as an element of
Bξ. Observing that
‖ζ ⊗ ζ1 ⊗ · · · ⊗ ζℓ‖2 = ‖〈ζ, ζ〉1/2ζ1 ⊗ · · · ⊗ ζℓ‖2,
we see that
‖Lℓ(ζ)‖ ≤ ‖ζ‖.
Moreover, Lℓ(ζ) is adjointable with its adjoint being given by
Lℓ(ζ)
∗(ζ1 ⊗ · · · ⊗ ζℓ) =
{
0, ℓ = 0
〈ζ, ζ1〉ζ2 ⊗ · · · ⊗ ζℓ, ℓ > 0.
If we let Sℓ be the operator defined in the previous subsection, then there is a
bounded adjointable operator L(ζ) : F(K)→ F(K) given by
L(ζ)|K⊗Bℓ⊗L2(Ωℓ,γℓ) = Lℓ(ζ)⊗ Sℓ
L(ζ)∗|K⊗Bℓ⊗L2(Ωℓ,γℓ) =
{
0, ℓ = 0
Lℓ−1,free(ζ)
∗ ⊗ S∗ℓ , ℓ > 0.
We call L(ζ) the creation operator and L(ζ)∗ the annihilation operator associ-
ated to ζ. Note that
‖L(ζ)‖ = ‖L(ζ)∗‖ ≤
√
N − 1
n− 1 ‖ζ‖.
For x ∈ L(K), there is a bounded operator Mℓ(x) : K⊗Bℓ → K⊗Bℓ given by
Mℓ(x)(ζ1 ⊗ · · · ⊗ ζℓ) =
{
0, ℓ = 1
(xζ1 ⊗ ζ2 ⊗ · · · ⊗ ζℓ), ℓ > 0.
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We define the multiplication operator M(x) as the direct sum of the operators
Mℓ(x)⊗idL2(Ωℓ,γℓ). Note thatM defines a ∗-homomorphismL(K)→ L(FT (K)).
For b ∈ B, we define the multiplication operator M ′(b) as the direct sum of
the operators M ′ℓ(b)⊗ S∗ℓSℓ on K⊗Bℓ⊗L2(Ωℓ, γℓ), where M ′ℓ(b) denotes the left
multiplication action of b on K⊗Bℓ from the B-B-bimodule structure. Here we
takeM ′0(b)b
′ξ = bb′ξ; note in contrast that in the case above we tookM0(x) = 0.
Theorem 9.11. Suppose that
aj =M
′(bj) + L(ζj)
∗ + L(ζ′j) +M(xj) ∈ L(FT (K)),
where xj ∈ L(K) and bj ∈ B and ζj , ζ′j ∈ K for j = 1, . . . , ℓ. Then we have
KT ,ℓ[a1, . . . , aℓ] =
{
b1, ℓ = 1
〈ζ1, x2 . . . xℓ−1ζ′ℓ〉, ℓ > 1.
(9.11)
Remark 9.12. The Boolean case of this statement was given in [55, Lemma 2.9]
and the free case was given in [55, Lemma 3.7].
Proof. Let Λℓ[a1, . . . , aℓ] be the right hand side of (9.11). This definition makes
sense because bj , ζj , ζ
′
j , and xj are uniquely determined by aj by the following
argument. From our assumption that n ≥ 2, we know T is not the trivial tree
{∅}, and hence L2(Ω1, γ1) is nontrivial. It follows that bj , ζj , ζ′j , and xj are
uniquely determined by Tj. Indeed, bj can be found from 〈ξ, Tjξ〉 and ζj and
ζ′j can be found by evaluating Tjξ and T
∗
j ξ, and xj is determined from the
compression of Tj by the projection onto K ⊗ L2(Ω1, γ1).
Operators of the form M ′(b) + L(ζ)∗ + L(ζ′) +M(x) form a B-B-bimodule
because we have
[M ′(b1) + L(ζ1)
∗ + L(ζ′1) +M(x1)] + [M
′(b2) + L(ζ2)
∗ + L(ζ′2) +M(x2)]
= [M ′(b1 + b2) + L(ζ1 + ζ2)
∗ + L(ζ′1 + ζ
′
2) +M(x1 + x2)]
and
b[M ′(b1) + L(ζ1)
∗ + L(ζ′1) +M(x1)]b
′
=M ′(bb1b
′) + L((b′)∗ζ1b
∗)∗ + L(bζ1b
′) +M(bx1b
′).
where b and b′ ∈ B are viewed on the left hand side of the equation as left mul-
tiplication operators on FT (K). Moreover, the maps Λℓ are B-quasi-multilinear
maps on this B-B-bimodule, and therefore, for π ∈ NC(ℓ), the composition
Λπ[a1, . . . , aℓ]
is well-defined by Definition 4.10. In order to prove the theorem, it suffices to
show that
〈ξ, a1 . . . aℓξ〉 =
∑
π∈NC(ℓ)
αT ,πΛπ[a1, . . . , aℓ]
83
because the cumulants are uniquely determined by the relation (7.4) (see Lemma
4.11).
In order to evaluate 〈ξ, a1 . . . aℓξ〉, we proceed along similar lines to the proof
of Theorem 4.21. Denote
a
(0,0)
j =M
′(bj)
a
(0,1)
j = L(ζj)
∗
a
(1,0)
j = L(ζ
′
j)
a
(1,1)
j =M(xj).
Observe that
〈ξ, a1 . . . aℓξ〉 =
∑
(δj ,ǫj)∈{0,1}
〈ξ, a(δ1,ǫ1)1 . . . a(δℓ,ǫℓ)ℓ ξ〉.
Let G be the undirected multigraph with vertex set N0 = {0, 1, 2, . . .} with
an edge from k to k + 1, a self-loop e
(0)
k at each vertex k ≥ 0 and a distinct
self-loop e
(1)
k at each vertex k ≥ 1. We adopt the convention that the edges
from k to k + 1 have two possible orientations, while the self-loops have only
one possible orientation. We denote by e−j the source vertex of ej and by e
+
j
the target vertex of ej.
Define four sets of oriented edges
E(0,0) = {e(0)k : k ∈ N0}
E(0,1) = {(k, k + 1) : k ∈ N0}
E(1,0) = {(k + 1, k) : k ∈ N0}
E(1,1) = {e(1)k : k ≥ 1}.
A path in G will be given by a sequence of oriented edges e1, . . . , eℓ where the
source of ei is the target of ei−1. We say that a sequence (δ1, ǫ1), . . . , (δℓ, ǫℓ)
and a path e1, . . . , eℓ in G are compatible if ej ∈ E(δj ,ǫj) for each j.
Observe that if (δ1, ǫ1), . . . , (δℓ, ǫℓ) does not have a compatible path in G,
then
〈ξ, a(δ1,ǫ1)1 . . . a(δℓ,ǫℓ)ℓ ξ〉 = 0.
On the other hand, if there is a compatible path, then for each j, the element
a
(δj ,ǫj)
j . . . a
(δℓ,ǫℓ)
ℓ ξ is in the e
−
j indexed direct summand of FT (K). Moreover, if
there is a compatible path, then the choice of (δi, ǫi) is uniquely determined by
the path. We call the paths that arise in this way admissible.
Similar to the proof of Theorem 4.21, there is bijective correspondence
between admissible paths e1, . . . , eℓ and partitions π ∈ NC(ℓ) such that if
j ∈ V ∈ π, then
ej ∈

E(0,0), V = {j}
E(0,1), |V | > 1, j = minV
E(1,0), |V | > 1, j = maxV
E(1,1), otherwise.
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and such that depth(V ) = max(e−j , e
+
j ). Because we know that a
(δj ,ǫj)
j . . . a
(δℓ,ǫℓ)
ℓ ξ
is in the e−j indexed direct summand of FT (K), we may replace the operator
a
(δj ,ǫj)
j defined on the whole Fock space with its restriction to an operator
K⊗Be+j ⊗ L2(Ωe+j , γe+j )→ K
⊗Be
−
j ⊗ L2(Ωe−j , γe−j ).
This restriction is given by Yj ⊗Tj, where Yj and Tj are defined by the relation
that if j ∈ V ∈ π, then
Yj =

M ′depthπ(V )
(bj), V = {j}
Ldepthπ(V )(ζj)
∗, |V | > 1, j = min V
Ldepthπ(V )(ζ
′
j), |V | > 1, j = maxV
Mdepthπ(V )+1(xj), otherwise.
and
Tj =

S∗depthπ(V )
Sdepthπ(V ), V = {j}
S∗depthπ(V )
, |V | > 1, j = minV
Sdepthπ(V ), |V | > 1, j = maxV
1, otherwise.
Thus, we have
〈ξ, a(δ1,ǫ1)1 . . . a(δℓ,ǫℓ)ℓ ξ〉 = 〈ξ, (Y1 ⊗ T1) . . . (Yℓ ⊗ Tℓ)ξ〉
= 〈ξ, Y1 . . . Yℓξ〉 · 〈1, T1 . . . Tℓ1〉.
It follows from Lemma 9.9 that 〈1, T1 . . . Tℓ1〉 = αT ,π. Therefore, to complete
the proof, it suffices to show that for a path and the corresponding partition π,
we have
〈ξ, Y1 . . . Yℓξ〉 = Λπ[a1, . . . , aℓ].
We verify this by induction for |π| ≥ 1. Let V be a partition of π which is
maximal with respect to ≺ and let d = depth(V ). Then V can be written as
{j + 1, . . . , k}. If |V | = 1, then Tk =M ′d(bk), while if |V | > 1, we have
Yj+1 . . . Yk = Ld(ζj+1)
∗Md+1(xj+2) . . .Md+1(xk−1)L(ζ
′
k) =M
′
d(〈ζj+1, xj+2 . . . xk−1ζ′k〉.
In either case Yj+1 . . . Yk =M
′
d(Λπ[aj+1, . . . , ak]), and hence
Y1 . . . Yℓ = Y1 . . . YjΛπ[aj+1, . . . , ak]Yk+1 . . . Yℓ.
In the base case |π| = 1, we have j = 0 and k = ℓ, so the proof is already
complete. Otherwise, we may combine the scalar Λπ[aj+1, . . . , ak] with Yj or
Yk+1 and apply the inductive hypothesis.
Proof of Theorem 9.3 (2). Let σ : B〈Y 〉 → B be completely positive and expo-
nentially bounded and let c ∈ B be self-adjoint. Let K = B〈Y 〉 ⊗σ B, and let Y
denote the operator of multiplication by Y on K. Define
X =M ′(c) + L(1⊗ 1)∗ + L(1⊗ 1) +M(Y ) ∈ L(FT (K)).
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Let µc,σ be the law of X with respect to ξ. Then it follows from the previous
theorem that the T -free cumulants of µc,σ are given by c and σ as in (9.1).
Moreover, we have
rad(µc,σ) ≤ ‖X‖ ≤ ‖M ′(c)‖+ 2‖L(1⊗ 1)‖+ ‖Y ‖
≤ N − 1
n− 1 ‖c‖+ 2
√
N − 1
n− 1 ‖σ(1)‖
1/2 + rad(σ).
It follows from Theorem 7.8 that
µc,σ = ⊞
nk
G (µn−kc,n−kσ),
and it follows from our previous estimate that
rad(µn−kc,n−kσ) ≤ n−k‖c‖+ 2
√
N − 1
n− 1 n
−k/2‖σ(1)‖1/2 + rad(σ).
Therefore, µc,σ is boundedly infinitely divisible.
9.6 The Free, Boolean, and Monotone Cases
We now explain how the constructions in this section work themselves out in
the free, Boolean, and monotone cases.
Example 9.13 (Free case). Consider the tree TN,free ∈ Tree(N). Because
Xw(π, TN,free) is all of [N ]π, we see that X (∞)w (π, TN,free) is all of Ωπ, and θπ is
the uniform distribution uπ. It follows that γω1,...,ωℓ is the uniform distribution
on Ω, and the measure γℓ = u
×ℓ. The operator Sℓ is given by
Sℓf(ω1, . . . , ωℓ+1) = f(ω2, . . . , ωℓ).
This satisfies S∗ℓSℓ = 1.
The Fock space given by our construction is
FN,free(K) =
∞⊕
ℓ=0
K⊗Bℓ ⊗ L2(Ωℓ, u×ℓ).
In this case, Sℓ and S
∗
ℓ map constant functions to constant functions. Therefore,
as far as the joint law of the creation, annihilation, and multiplication operators
is concerned, we might as well replace L2(Ωℓ, uℓ) by the subspace of constant
functions. This amounts to replacing L2(Ωℓ, u×ℓ) by C and replacing Sℓ by 1.
These replacements will produce the space
∞⊕
ℓ=0
K⊗Bℓ
which is the free Fock space defined in previous work [59, §4.7].
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Example 9.14 (The Boolean Case). In the case of TN,Bool, the measure θπ is
the uniform distribution if π is an interval partition and zero otherwise. The
measure γω1,...,ωℓ is the uniform distribution if ℓ = 0, and otherwise it is zero.
The measure γ1 = u and γℓ = 0 for ℓ > 1. In the Fock space, one may replace
L2(Ωℓ, γℓ) by C if ℓ = 1 and by zero if ℓ > 1 and replace Sℓ by 1 for ℓ = 1 and
zero for ℓ > 1. This replacements will produce the space
Bξ ⊕K,
which is the Boolean Fock space considered in previous work and in Lemma 9.4.
Example 9.15 (The Monotone Case). Consider TN,mono. In light of Re-
mark 9.7, θπ is given by restricting the uniform distribution on Ω
π to the set
X (∞)w (π, TN,mono). Now χ ∈ Xw(π, TN,mono) if and only if V ≺ W in π im-
plies that χ(V ) ≤ χ(W ). From this we can see that ~χ = (χ1, χ2, . . . ) is in
X (∞)w (π, TN,mono) if and only if V ≺ W in π implies that ~χ(V ) ≤ ~χ(W ) in the
lexicographical order on [N ]N.
Rephrasing this in terms of points (ωV )V ∈π ∈ Ωπ, this means that V ≺ W
in π implies that ωV ≤ ωW in the lexicographical order on Ω. Now there is an
isomorphism of measure spaces Ω→ [0, 1] given by
(j1, j2, . . . ) 7→
∞∑
i=1
1
N i
(ji − 1),
where the measurable inverse map is given by taking the N -ary expansion of
numbers in [0, 1] and adding one to each digit. This isomorphism carries the
lexicographical order on Ω to the standard order on [0, 1] (up to null sets).
Hence, it maps X (∞)w (π, TN,mono) onto the set
{t ∈ [0, 1]π : V ≺W =⇒ tV ≤ tW },
which is equal (up to null sets) to the set Υπ from the proof of Proposition 7.14.
Thus, we obtain an alternative proof that αN,mono = |Υπ|.
If we choose ω1, . . . , ωℓ ∈ Ω and let t1, . . . , tℓ be the corresponding points
in [0, 1]. The measures γℓ correspond to the Lebesgue measure restricted to the
set
Υℓ = {(t1, . . . , tℓ) ∈ [0, 1]ℓ : t1 ≥ t2 ≥ · · · ≥ tℓ}.
Moreover, if ω1 ≤ · · · ≤ ωℓ, then γω1,...,ωℓ corresponds to the Lebesgue measure
restricted to [t1, 1]. Under this change of coordinates, the Fock space given by
our construction becomes
∞⊕
ℓ=0
K⊗Bℓ ⊗ L2(Υℓ,Leb).
The scalar-valued creation operator Sℓ satisfies
Sℓf(t1, . . . , tℓ+1) = f(t2, . . . , tℓ)
S∗ℓ f(t1, . . . , tℓ) =
∫ 1
t1
f(t, t1, . . . , tℓ) dt.
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Thus, our construction reduces to the constructions in previous literature; see
[43], [47], and [34, §6.1 - 6.4].
Example 9.16 (Digraphs). Suppose that T = Walk(G), where G is a digraph
on the vertex set [N ]. Let ∼G denote the directed adjacency relation of G.
Then we claim that the condition jti ∈ T in the definition of γω1,...,ωℓ reduces
to (ω1)i ∼G j. More precisely, for (ω1, . . . , ωℓ) in the support of γℓ, we have
γω1,...,ωℓ =
∞∑
i=0
1
n
δ(ω1)1 × · · · ×
1
n
δ(ω1)i ×
 1
n
∑
j:(ω1)i∼j
δj
× vN. (9.12)
To verify the claim, first observe that if (ω1, . . . , ωℓ) is in the support of γℓ, then
the string ti must be in T (that is, the reverse of ti defines a path in G); this
can be verified by induction on ℓ. It follows that jti ∈ T if and only if there is
an edge in G from the first letter of ti to j. And the first letter of ti is (ω1)i,
which proves our claim.
So we have shown that the condition jti ∈ T in the definition of γω1,...,ωℓ ,
which depends on (ω1, . . . , ωℓ), can be replaced by the condition (ω1)i ∼G j,
which only depends on ω1. Thus, the measures γℓ satisfy a “Markov property”
in that the “conditional distribution” of the newest coordinate (which is the
leftmost coordinate) only depends on the value of the second coordinate, and
indeed these measures are obtained in a similar way to a random walk on the
digraph G.
10 Bercovici-Pata Bijections
10.1 General Statements
Bercovici and Pata defined a bijections between infinitely divisible laws in the
classical, free, and Boolean settings [20], which have since been extended to
the monotone case [8]. These bijections were adapted to operator-valued free,
Boolean, and monotone independence in the case of (exponentially bounded) B-
valued laws [55] [9]. These latter bijections adapt directly to T -free convolution
as follows.
Theorem 9.3 defines a bijection between boundedly T -freely infinitely divisi-
ble laws µ and pairs (c, σ) where c is self-adjoint element of B and σ : B〈Y 〉 → B
is completely positive and exponentially bounded. We denote by BPT the map
sending (c, σ) to the corresponding infinitely divisible law µ.
As a corollary, given T ∈ Tree(N) and T ′ ∈ Tree(N ′) satisfying n :=
|[N ]∩T | ≥ 2 and n′ := |[N ′]∩T ′| ≥ 2, there is a bijection between the boundedly
infinitely divisible laws for T and those for T ′ given by BPT ′,T = BPT ′ ◦BP−1T .
We call this map BPT ′,T a Bercovici-Pata bijection. Note that the T
′-free cu-
mulants of BPT ′,T (µ) are equal to the T -free cumulants of µ.
Theorem 9.3 also allows us to define operator-valued convolution powers of
a boundedly infinitely divisible law.
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Definition 10.1. Let η : B → B be a completely positive map. If µ, ν ∈ Σ(B),
we say that ν = ⊞ηT (µ) if we have κT ,ℓ(ν) = η ◦ κT ,ℓ(µ). In particular, if t ∈
[0,+∞), we say that ν = ⊞tT (µ) if κT ,ℓ(ν) = tκT ,ℓ(µ). The free, Boolean, and
monotone η-convolution powers of µ are denoted µ⊞η, µ⊎η, and µη respectively.
Remark 10.2. By Observation 8.5, we have κT ,ℓ(⊞T (µ, . . . , µ)) = nκT ,ℓ(µ) and
therefore the two definitions of ⊞n
k
T (µ) given by Definitions 8.1 and 10.1 agree.
Observation 10.3. It follows from Theorem 9.3 that
BPT (η(c), η ◦ σ) = ⊞ηT (BP(c, σ)).
In particular, if µ is boundedly infinitely divisible, then ⊞ηT is defined for every
completely positive η : B → B. Moreover, the Bercovici-Pata bijections BPT ′,T
respect operator-valued convolution powers.
Remark 10.4. It follows from Proposition 7.15 that BPT only depends on the
isomorphism class of T as a rooted tree, and hence BPT ′,T = id if T ′ and T are
isomorphic as rooted trees. Similarly, by Proposition 7.16, we have BPT nk =
BPT for every k.
10.2 The Boolean-to-Free Bijection
It was a remarkable fact that the Boolean-to-free Bercovici-Pata bijection is
given by BPfree,Bool(µ) = (µ
⊞2)⊎1/2 (this is a special case of the results in [17,
§1.2] and [7]). We present a combinatorial proof here as an application of our
moment formula Theorem 4.21 / Corollary 4.26.
Proposition 10.5. We have BPfree,Bool(µ) = (µ
⊞2)⊎1/2.
Proof. Let ν = (µ⊞2)⊎1/2. It suffices to show that the free cumulants of ν are
equal to the Boolean cumulants of µ, and hence equal to the free cumulants of
BPfree,Bool(µ).
Let X be an operator on (H, ξ) which realizes the law µ. Let (K, ζ) =
CT2,free [(H, ξ), (H, ξ)], let λ1, λ2 : L(H) → L(K) be the two inclusions, and let
Y = λ1(X) + λ2(X), so that Y ∼ µ⊞ µ. By Corollary 4.26, we have
KBool,ℓ[Y b1, . . . , Y bℓ−1, Y ] =
∑
χ∈[2][ℓ]
KBool,ℓ[λχ(1)(X)b1, . . . , λχ(ℓ−1)(X)bℓ−1, λχ(ℓ)(X)]
=
∑
χ∈[2][ℓ]
∑
π∈NC(χ,T2,free)
1∼πℓ
KBool,π[λχ(1)(X)b1, . . . , λχ(ℓ−1)(X)bℓ−1, λχ(ℓ)(X)].
Moreover, on the right hand side, the Boolean cumulant operators KBool,k
are only applied to tuples of λχ(j)(X)bj ’s for which χ(j) is constant, and this
amounts to applying the Boolean cumulants the operators Xbj, or equivalently
evaluating the Boolean cumulants of the law µ. Thus, our formula becomes
κBool,ℓ(µ⊞ µ) =
∑
χ∈[2][ℓ]
∑
π∈NC◦(χ,T2,free)
κBool,π(µ).
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Exchanging the order of summation,
κBool,ℓ(µ⊞ µ) =
∑
π∈NC◦(ℓ)
∑
χ∈[2]π
π∈NC◦(χ,T2,free)
κBool,π(µ).
For every partition π, the colorings compatible with T2,free are precisely those
which give distinct colors to blocks which are adjacent in graph(π). In other
words, the compatible colorings are in bijection with the two-colorings (in the
graph-theoretic sense) of graph(π) minus the root vertex. If 1 ∼π ℓ, then there is
only one component in graph(π)\{∅} and hence there are exactly two compatible
colorings. Therefore, we have
κBool,ℓ(µ⊞ µ) =
∑
π∈NC◦(ℓ)
2κBool,π(µ).
Since ν = (µ⊞ µ)⊎1/2, we obtain
κBool,ℓ(ν) =
∑
π∈NC◦(ℓ)
κBool,π(µ).
This implies by Lemma 7.6 that
ν(Xb1X . . . bℓ−1X) =
∑
π∈I(ℓ)
κBool,ℓ(ν)[b1, . . . , bℓ−1] =
∑
π∈NC(ℓ)
κBool,π(µ)[b1, . . . , bℓ−1].
Since the free cumulants of ν are uniquely determined by the moment-cumulant
relations, it follows that
κfree,ℓ(ν)[b1, . . . , bℓ−1] = κBool,ℓ(µ)[b1, . . . , bℓ−1]
as desired.
11 Concluding Remarks
We mention a few results and directions for future research which we did not
fully develop in this paper.
11.1 Laws with Finite Moments
Many of the results of this paper would generalize to laws with finite moments,
that is, unital, completely positive B-B-bimodule maps B〈X〉 → B that are
not necessarily exponentially bounded, provided that we assume each moment
µ(b0Xb1 . . . Xbℓ) is a bounded multilinear map Bℓ+1 → B. The construction of
product spaces and Fock spaces would proceed in the same way except that we
would use B-valued semi-inner product modules rather than Hilbert B-modules
and use the algebraic direct sums and tensor products without taking completed
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quotients. The convolutions would be well-defined and satisfy the same moment
formulas and operad properties, and the central limit theorem and Bercovici-
Pata bijections would work in the same way.
Furthermore, one could drop the assumption that µ is completely positive
and only work with unital B-B-bimodule maps B〈X〉 → B such that each mo-
ment is bounded. In this case, one would also drop the positivity condition from
the semi-inner products. In this setting, essentially purely algebraic, the central
limit theorem would still hold. However, the characterization of infinitely di-
visible laws would be trivial since every law would be infinitely divisible in the
algebraic sense. Hence, the Bercovici-Pata bijections would be globally defined.
Also, arbitrary convolution powers by a bounded linear map η : B → B would
be defined.
We assumed complete positivity and boundedness throughout because we
believe that the results about positivity and operator-norm estimates have in-
herent interest. Besides, including several variants of every result would have
added more length than content, but the reader can easily adapt our proofs to
the more algebraic spaces of laws for all the results that still apply.
11.2 Analytic Viewpoint and Sharp Estimates
As mentioned in the introduction, we did not fully develop the complex-analytic
viewpoint on T -free independences. Moreover, at least in the scalar-valued set-
ting, the complex-analytic viewpoint should allow the study of T -free convolu-
tion of arbitrary probability measures, discovery of the optimal rate of conver-
gence in the central limit theorem (see Remark 8.14), and the classification of
infinitely divisible and stable distributions with unbounded support (as in [20],
[13], [8], [32]). We would also like to know under what conditions the estimate
max
j
(rad(µj)) ≤ rad(⊞T (µ1, . . . , µN ))
or the estimate
rad(µ) ≤ rad(⊞T (µ, . . . , µ))
holds (see Remark 9.2).
11.3 Functoriality
One can show that direct sums and tensor products are functors on the category
of Hilbert B-B-bimodules, where the morphisms are given by adjointable right
B-module maps that are also left B-modular. This implies that the T -free
product of Hilbert B-B-bimodules is functorial on the category of pairs (H, ξ)
where the morphisms are given by B-B-bimodule maps that are adjointable,
contractive, and unit-vector-preserving (see [62, §5.3] for a similar statement in
the free case). Also, the maps Φ and Ψ constructed in Theorems 5.12 and 5.14
respectively are natural transformations.
91
However, we do not know what the best framework is to study functoriality
of the T -free product on probability spaces (A, E). For instance, is the T -free
product functorial for unital, completely positive, expectation-preserving maps?
We should also mention that the Fock space construction K 7→ F(K) is
functorial on Hilbert B-B-bimodules, where for the input variable K, the mor-
phisms are contractive, adjointable B-B-bimodule maps, and for the output
variable, the morphisms are contractive, adjointable, unit-vector-preserving B-
B-bimodule maps. This property is well-known for standard examples of Fock
spaces, and it was proved in [25] for a general class of Fock spaces different than
the ones studied here.
11.4 Other Notions of Independence
Although the independences introduced in this paper are new and quite general,
there are surely further generalizations. Here are a few vague suggestions for
further investigation. First, one could add weights to the edges of the tree T
and to multiply λT ,j(x)|H◦s⊕H◦js by the weight of the edge (s, js). We conjecture
that the results of this paper could be adapted if the weights are positive and
uniformly bounded from above.
Second, it would be interesting to see whether there is a common framework
that includes our T -free independence together with the bi-free independence
of [69] or the free-Boolean independence of [41].
Third, in the scalar-valued setting, one could hope for a generalization of
T -free independence that also includes classical independence, if we allow the
operators in L(Hj) to act on the free product Hilbert space in other ways, e.g.
by acting not only on the left-most tensorands, but also on the middle and
right tensorands of each subspace H◦s . Such a construction ought to include
the mixtures of free and classical independence studied in [46] [61] and perhaps
connect to the Fock spaces studied in [25].
However, we caution that in this generality there will not be so close a
resemblance to the free case as in this paper. For instance, the operator norm
bounds in Proposition 3.18 fail drastically in the classical setting and the central
limit distribution has unbounded support. Moreover, we should not expect a
Boolean-orthogonal decomposition to hold for a larger class of independences;
indeed, iterating Boolean and orthogonal convolution as in §6.3 will only ever
produce operations within the operad Tree.
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