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Abstract: We consider the distributional fixed-point equation:
R
D
= Q ∨
(
N∨
i=1
CiRi
)
,
where the {Ri} are i.i.d. copies of R, independent of the vector (Q,N, {Ci}), where N ∈ N,
Q, {Ci} ≥ 0 and P (Q > 0) > 0. By setting W = logR, Xi = logCi, Y = logQ it is equivalent
to the high-order Lindley equation
W
D
= max
{
Y, max
1≤i≤N
(Xi +Wi)
}
.
It is known that under Kesten assumptions,
P (W > t) ∼ He−αt, t→∞,
where α > 0 solves the Crame´r-Lundberg equation E
[∑N
j=1 C
α
i
]
= E
[∑N
i=1 e
αXi
]
= 1. The
main goal of this paper is to provide an explicit representation for P (W > t), which can be
directly connected to the underlying weighted branching process where W is constructed and
that can be used to construct unbiased and strongly efficient estimators for all t. Further-
more, we show how this new representation can be directly analyzed using Alsmeyer’s Markov
renewal theorem, yielding an alternative representation for the constant H. We provide nu-
merical examples illustrating the use of this new algorithm.
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1. Introduction
The distributional fixed-point equation:
W
D
= max
{
Y, max
1≤i≤N
(Xi +Wi)
}
, (1.1)
where the {Wi} are i.i.d. copies of W , independent of the vector (Y,N, {Xi}), with N ∈ N, is known
in the literature as the high-order Lindley equation [8, 28, 29, 34]. The special case of N ≡ 1 and
Y ≡ 0, known as the Lindley equation,
W
D
= max {0, X +W} , (1.2)
is perhaps one of the best studied recursions in applied probability, since it describes the stationary
distribution of the waiting time in a single-server queue fed by a renewal process and having
i.i.d. service times; see Asmussen [4] and Cohen [13] for a comprehensive overview. If we replace
the zero in (1.2) with a random Y we obtain a recursion satisfied by the all-time supremum of
a “perturbed” random walk, where the Y denotes the perturbation. This type of distributional
recursion was analyzed, for example, in [3, 21, 23]. The branching form (1.1) appears in the study
of queueing networks with synchronization requirements [29, 34] and in the analysis of the maximum
displacement of a branching random walk [8].
Although Lindley’s equation has a unique solution whenever E[X] < 0, there is no uniqueness in the
branching case, as shown in [29]. As the work in [8] shows, the solutions to (1.1) can be constructed
using one special solution, known as the endogenous solution [1]. The endogenous solution can
be explicitly constructed on a structure known as a weighted branching process [7, 36, 25], and
other solutions can be obtained by adding different “terminal” values to the leaves of a finite tree
(see [8] and Section 2.2 for more details). From an applications point of view (e.g., the models in
[29, 34]), it is usually the special endogenous solution that is of interest. We recall that if W = logR,
Xi = logCi, Y = logQ, equation (1.1) is related with the random extremal equation
R
D
= Q ∨
(
N∨
i=1
CiRi
)
, (1.3)
where the {Ri} are i.i.d. copies of R, independent of the vector (Q,N, {Ci}), where N ∈ N ∪ {∞},
Q, {Ci} ≥ 0 and P (Q > 0) > 0; throughout the paper we use the notation x ∨ y = max{x, y}.
These types of distributional equations and their simulation have received considerable attention
in the recent literature, although most of it has centered around the affine version of the equation
studied here; see [12, 15, 16, 18, 20, 22, 25, 26, 28]. We refer to the overview on this topic given in
[17, 23].
Given both the theoretical and practical importance of the special endogenous solution to (1.1),
the focus of this paper is the study of its asymptotic tail behavior, i.e., P (W > t) for large t. The
study of this tail distribution in the case of the single-server queue is part of the classical queueing
theory literature (see, e.g., Chapter X in [4]), and it includes both the case when X in (1.2) has
finite exponential moments and when it is heavy-tailed. Of particular interest to our present work
is the Crame´r-Lundberg asymptotic (see Theorem 5.2 in Chapter XIII of [4]), which states that
P (W > t) ∼ Ke−αt, t→∞, (1.4)
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where α > 0 is the solution to E[eαX ] = 1 and K = E˜[e−αB(∞)] is a constant that can be computed
in terms of the overshoot B(x) of level x of the underlying random walk Sn = X1 + · · ·+Xn under
a change of measure inducing the probability P˜ .
The corresponding exponential decay of the endogenous solution to (1.1) has been established in
[28] using implicit renewal theory [20, 25, 26]. Specifically, Theorem 3.4 in [28] states that, provided
there exists α > 0 such that
E
[
N∑
i=1
eαXi
]
= 1 and 0 < E
[
N∑
i=1
eαXiXi
]
<∞,
then
P (W > t) ∼ He−αt, t→∞.
However, the constant H provided by the theorem is implicitly defined in terms of the {Wi}i≥1
themselves, making its interpretation even less obvious than in the non-branching case. Hence, the
main goal of this paper is to provide an alternative representation for P (W > t) yielding: 1) an
unbiased and easy to simulate algorithm for P (W > t) for all values of t, and 2) an alternative
expression for H that better reflects the behavior of the underlying weighted branching random
walk leading to the event {W > t}. The main tool enabling our first goal is a new interpretation
of the measure E
[∑N
i=1 1(logCi ∈ dx)
]
appearing in the renewal theoretic approaches for estab-
lishing the existence of H [17, 24, 31, 32, 8, 25, 26] in terms of a distinguished path, to which we
will subsequently apply a change of measure. The second goal, that of obtaining an alternative
representation for H, is attained by applying the Markov Renewal Theorem from [2] to our newly
derived representation. The new proposed simulation algorithm yields an unbiased and strongly
efficient estimator for the probability P (W > t), much in the spirit of the importance sampling
approach provided by Siegmund’s algorithm (see Section 2a, Chapter VI in [5]) for the Lindley
equation (1.2). Importance samplers were also constructed in [10, 15] for the tail distribution of
the solution of the affine equation (N ≡ 1), in [37] in the context of sequential analysis, in [19] for
Markov chains and semi-Markov processes, in [14] for Markov-modulated walks. For general review
on rare-event simulation we refer the reader to [9, 11].
The change of measure we propose is of independent interest, since it differs from the typical one
encountered in the weighted branching processes literature. It is constructed along a random path
{Jr}r≥0 of the underlying weighted branching process, which we refer to as the spine, and changes
its drift while leaving all other paths unchanged. What is even more interesting is that the likelihood
martingale Ln =
∏n−1
r=0 DJr used in our approach is constructed as a product of certain random
variables Di along the spine, and it is substantially different from the seminal Biggins-Kyprianou
martingale Wn(α) (see e.g. [8, 30]), which is constructed along the ‘width’ of the tree; see Section 2.1
for details. Finally, our new change of measure approach also provides important insights into the
exponential asymptotics described by the implicit renewal theorem [20, 28].
The remainder of the paper is organized as follows. Section 2 gives a description of a general
weighted branching process and Section 2.1 explains how the special endogenous solution to (1.1)
is constructed. Our main theorem is given in Section 3, and the importance sampling algorithm is
discussed in Section 4.
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Π = 1
Π1 = C1 Π2 = C2 Π3 = C3
Π(1,1) = C(1,1)C1
Π(1,2) = C(1,2)C1
Π(2,1) = C(2,1)C2
Π(3,1) = C(3,1)C3
Π(3,2) = C(3,2)C3
Π(3,3) = C(3,3)C3
Fig 1: Weighted branching tree
2. The weighted branching process
We adopt the notation from [26] to define a marked Galton-Watson process. To this end, let
N+ = {1, 2, 3, . . . } be the set of positive integers and let U =
⋃∞
k=0(N+)k be the set of all finite
sequences i = (i1, i2, . . . , in), where by convention N0+ = {∅} contains the null sequence ∅. To
ease the exposition, for a sequence i = (i1, i2, . . . , ik) ∈ U we write i|n = (i1, i2, . . . , in), provided
k ≥ n, and i|0 = ∅ to denote the index truncation at level n, n ≥ 0. Also, for i ∈ A1 we
simply use the notation i = i1, skipping the parenthesis. Similarly, for i = (i1, . . . , in) we will
use (i, j) = (i1, . . . , in, j) to denote the index concatenation operation, and if i = ∅, then write
(i, j) = j. Let |i| be the length of index i, i.e., |i| = k if i = (i1, . . . , ik) ∈ Nk+. We order U according
to a length-lexicographic order ≺: i ≺ j if either |i| < |j|, or |i| = |j| and ir = jr for r = 1, . . . , t−1,
and it < jt for some t ≤ |i|.
To iteratively construct the weighted branching tree T , let {ψi}i∈U denote a sequence of i.i.d.
random elements in N× R∞, where ψi = (Ni, Qi, C(i,1), C(i,2), . . . ). For simplicity we denote ψ =
(N,Q,C1, C2, . . . ) = ψ∅ to represent a generic element of the sequence {ψi}. The random integers
{Ni}i∈U herein define the structure of the tree as follows. Let A0 = {∅},
A1 = {i ∈ N : 1 ≤ i ≤ N∅}, and
An = {(i, in) ∈ U : i ∈ An−1, 1 ≤ in ≤ Ni}, n ≥ 2, (2.1)
be the set of individuals in the nth generation. Thus to each node i in the tree different from the
root we assign the weight Ci, and a cumulative weight Πi computed according to
Πi1 = Ci1 , Π(i1,...,in) = C(i1,...,in)Π(i1,...,in−1), n ≥ 2,
where Π = Π∅ ≡ 1 is the cumulative weight of the root node. See Figure 1.
2.1. The high-order Lindley equation
Consider now the distributional fixed-point equation:
R
D
= Q ∨
(
N∨
i=1
CiRi
)
, (2.2)
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where the {Ri} are i.i.d. copies of R, independent of the vector (Q,N, {Ci}), where N ∈ N,
Q, {Ci} ≥ 0 and P (Q > 0) > 0. Recall that by setting W = logR, Xi = logCi, Y = logQ
we obtain the high-order Lindley equation
W
D
= max
{
Y, max
1≤i≤N
(Xi +Wi)
}
.
The random variable
R :=
∨
i∈T
ΠiQi (2.3)
is known as the special endogenous solution to (2.2). As mentioned earlier, the high-order Lindley
equation has in general multiple solutions, but before we discuss those it is convenient to focus
first on the so-called regular case, which corresponds to the existence of a unique α > 0 satisfying
E
[∑N
j=1C
α
j
]
= 1 and E
[∑N
j=1C
α
j logCj
]
∈ (0,∞) (see [8]). As the work in [8] shows, other
solutions to (2.2) can be constructed by using “terminal” values. More precisely, consider the finite
tree T (n) = {i ∈ T : |i| ≤ n}, and construct the random variable
Rn(B) =
 ∨
i∈T (n−1)
ΠiQi
 ∨
 ∨
i∈An
ΠiBi
 ,
where the {Bi} are i.i.d. nonnegative random variables, independent of all other branching vectors
in T (n−1). Then, provided
lim
x→∞x
αP (B > x) = γ ≥ 0,
the random variable R(B) = limn→∞Rn(B) is a solution to (2.2) (see Theorem 1(ii) in [8]). Note
that the special endogenous solution R given by (2.3) corresponds to taking the terminal values
{Bi} identically equal to zero, and is known to be the minimal solution in the usual stochastic
order sense (see Proposition 5 in [8]). Moreover, by Theorem 1(i) in [8], R is finite a.s. whenever
sup
x≥1
xα(log x)1+P (Q > x) <∞
for some  > 0.
Besides observing that in applications [29, 34] it is usually the special endogenous solution that is
of interest, it is worth mentioning that it plays an important role in characterizing all the solutions
defined through R(B), whose distributions are given by
P (R(B) ≤ x) = E [1(R ≤ x) exp(−γW (α)x−α)] , (2.4)
where W (α) is the a.s. limit of the martingale Wn(α) :=
∑
i∈An Π
α
i (see Theorem 1(ii) in [8]). The
martingale {Wn(θ) : n ≥ 1} defined via Wn(θ) := ρ−nθ
∑
i∈An Π
θ
i , where ρθ := E
[∑N
j=1C
θ
j
]
, is
known as the Biggins-Kyprianou martingale [7, 30], and it plays an important role in much of the
weighted branching processes literature. Moreover, under additional technical conditions, all the
solutions to (2.2) can be characterized through (2.4) (see Theorem 1(iii) in [8]).
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Example 2.1 To illustrate the multiplicity of solutions to (2.2), consider the case when N ≡ 2,
Ci ≡ 12 for i = 1, 2 and Q ≡ 12 , whose endogenous solution is given by R =
∨
i∈T ΠiQi =
1
2 . Now
note that if R′ = (T ∨ 1)/2 where T has a Frechet distribution with shape/scale parameters (1, s),
i.e., P (T ≤ x) = e−s/x for x > 0, then R′ is a (non-endogenous) solution since
Q ∨
N∨
i=1
CiR
′
i =
1
2
∨
2∨
i=1
1
2
· (Ti ∨ 1)
2
=
1
2
max
{
1,
T1 ∨ T2
2
}
D
=
1
2
(1 ∨ T ) = R′.
Furthermore, by setting B = T/2 we can identify R′ with
R(B) = lim
n→∞Rn(B) = limn→∞
1
2
∨
 ∨
i∈An
Bi
2n
 = lim
n→∞
1
2
max
1, ∨
i∈An
Ti
2n
 D= 12(1 ∨ T ) = R′.
Our analysis of R will rely on a set of assumptions satisfied by the generic branching vector ψ =
(N,Q,C1, C2, . . . ).
Assumption 2.2 (N,Q,C1, C2, . . .) is nonnegative a.s. with N ∈ N+ ∪ {∞}, and P (Q > 0) > 0.
Furthermore, for some α > 0,
(a) E
[∑N
i=1C
α
i
]
= 1 and E
[∑N
i=1C
α
i logCi
]
∈ (0,∞),
(b) E
[∑N
i=1C
β
i
]
< 1 for some 0 < β < α and E[Qα] <∞,
(c) P
(∑N
i=1C
α
i = 0
)
= 0,
(d) The probability measure η(dx) = E
[∑N
i=1C
α
i 1(logCi ∈ dx)
]
is non-arithmetic,
(e) E
[(∑N
i=1C
α
i
)
log+
(
Qα ∨∑Ni=1Cαi )] <∞.
Since the approach followed here is different from the one used in the implicit renewal theorem
found in [28], our assumptions for establishing the representation of the constant in Theorem 3.1
are slightly different. In particular, conditions (c) and (e) are new. Condition (c) will be needed to
ensure that our change of measure is well-defined, and condition (e) will guarantee that the positive
part of the perturbed branching random walk has finite mean under said change of measure. On
the other hand, the implicit renewal theorem requires the following assumption, which we use only
for the positivity of the constant in Theorem 3.1.
Assumption 2.3 E
[(∑N
i=1Ci
)α]
< ∞ if α > 1 and E
[(∑N
i=1C
α/(1+)
i
)1+]
< ∞ for some
0 <  < 1 if 0 < α ≤ 1.
Observe that apart from these assumptions, the dependence structure in the vector ψ is completely
arbitrary.
2.2. Change of measure along a path
Although the weighted branching process is more naturally defined in terms of the weights Πi along
the branches of T , it will be more convenient from this point onwards to focus on the additive version
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of (2.2). Note that for any path i originating at the root of T , we can define a random walk by
setting Si := log Πi. Moreover, by letting Yi = logQi, we obtain that
W := logR =
∨
i∈T
(Si + Yi) (2.5)
represents the maximum of a perturbed branching random walk.
Since our goal is to analyze the tail distribution P (W > t) (equivalently, of P (R > t)) for all
values of t, the key idea of our analysis is to apply a change of measure to the perturbed branching
random walk under which the event {W > t} for large t is no longer rare. This is exactly the usual
approach for studying the maximum of the standard random walk under Crame´r conditions (i.e.,
the existence of α > 0 such that E[eαX ] = 1 and 0 < E[XeαX ] < ∞). However, in the branching
case the change of measure is not as straightforward as in the non-branching case, where we use
the exponential martingale to define it (see Chapter X in [4]).
Note that under the condition E
[∑N
i=1C
β
i
]
< 1 for some β > 0, the paths in the tree T have
negative drift1. The change of measure we seek is obtained by making the drift of one path positive.
Starting at the root, we will pick this chosen path by selecting one of its offspring at random, with a
probability proportional to its weight raised to the α power. This procedure will allow us to define a
suitable mean one nonnegative martingale to induce a change of measure on the entire tree. As we
will show later, the change in the drift will not affect any subtrees whose roots are not part of the
chosen path, allowing us to isolate the (small) set of paths responsible for the rare event {W > t}.
More precisely, let J0 = ∅ denote the root of T . We now recursively define the random indices along
the chosen path, {Jk : k ≥ 1}, as follows:
P
(
Jk = (Jk−1, i)
∣∣ψJk−1 ) = Cα(Jk−1,i)DJk−1 , 1 ≤ i ≤ NJk−1 , k ≥ 1,
where Di =
∑Ni
r=1C
α
(i,r) for any i ∈ U , with generic copy D. From now on, we will refer to this
chosen path along with its offspring and sibling nodes as the spine. Note that the sequence of
indexes {Jk : k ≥ 0} identifies all the nodes in the spine, with node Jk denoting the one in the kth
generation of T .
We now use the spine to define a mean one nonnegative martingale for our change of measure. To
this end, define
L0 = 1, Lk =
k−1∏
r=0
DJr , k ≥ 1 ,
and note that if we let Fk = σ(ψi : i ∈ As, s < k) and Gk = σ(Fk ∪ σ(Js : s ≤ k)) for k ≥ 1 and
F0 = G0 = σ(∅), then
E [Lk| Gk−1] = Lk−1E
[
DJk−1
∣∣Gk−1] = Lk−1 .
Therefore {Lk : k ≥ 0} is a nonnegative martingale with mean one, measurable with respect to
the filtration {Gk : k ≥ 0}. It is worth observing that {Lk : k ≥ 0} is different from the Biggins-
Kyprianou martingale {Wn(α) : n ≥ 1} (see Section 2.1). Setting
P˜ (A) = E[1(A)Lk] , for A ∈ Gk and all k ≥ 0 , (2.6)
1Since Jensen’s inequality gives E [max1≤i≤N Xi] = β−1E
[
log
(∨N
i=1 C
β
i
)]
≤ β−1 logE
[∑N
i=1 C
β
i
]
< 0.
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we obtain a new probability measure on G = σ
(⋃
k≥1 Gk
)
. Note in particular that ψ = ψ∅ satisfies
P˜ (ψ ∈ B) = E [1(ψ ∈ B)L1]
for Borel sets B. It is also important to note that the filtration Gk is larger than the natural
filtration of the martingale {Lk : k ≥ 0}, in particular, it includes the values of the perturba-
tions {Qi}. Therefore, in order to preserve the absolute continuity of P with respect to P˜ for all
generic branching vectors, we must ensure that the support of (N,Q,C1, C2, . . . ) does not change,
which precludes the possibility of having P (L1 = 0) > 0. The corresponding condition is given by
Assumption 2.2(c).
Remark 2.4 It is worth mentioning that both Goldie’s implicit renewal theorem [20] and the im-
plicit renewal theorem on trees [25, 28] allow P (L1 = 0) > 0, which is precluded by Assumption 2.2.
Our current setting is less general because it clearly identifies the most likely path to the rare event
{W > t} in cases where it is solely determined by the behavior of the spine. However, the implicit
renewal theorems cover cases where the most likely path to the rare event is somewhat different
than the one we will describe, which translates into the same exponential decay but with a different
constant.
As mentioned earlier, the change of measure defined above only affects the drift of the random
walk and the perturbation along the spine. Moreover, it preserves the branching property, i.e., the
independence between the vectors {ψi : i ∈ T }. The following result formalizes this statement; its
proof is given in Section 5. Throughout the paper we use the convention
∑b
i=a xi ≡ 0 whenever
a > b.
Lemma 2.5 Suppose Assumption 2.2(a) holds. For any measurable set B ∈ N × R∞, and any
i ∈ Ak,
P˜ (Jk = i) =
k∏
r=1
E[Cαir1(N ≥ ir)],
P˜ (ψi ∈ B|i 6= Jk) = P ((N,Q,C1, C2, . . . ) ∈ B) ,
P˜ (ψi ∈ B|i = Jk) = E
1 ((N,Q,C1, C2, . . . ) ∈ B) N∑
j=1
Cαj
 .
Moreover, under P˜ , the vectors {ψi : i ∈ Ak} are conditionally independent given Gk−1 for any
k ≥ 1.
Recall that by taking the logarithm of the weights we can define a perturbed random walk along
every path i ∈ T . The one along the spine will be special, since it is the one being affected by the
change of measure, and will be the only one guaranteed to eventually exceed any level t. To make
this precise, let us define Xi = logCi and note that for any i ∈ Ak,
Si = log Πi = Xi|1 + · · ·+Xi|k−1 +Xi,
where the {Xi|r}1≤r≤k are independent of each other, although not necessarily identically dis-
tributed. To identify the spine we use the notation Xˆk = XJk = logCJk , identify the random walk
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along the chosen path by
Vk = Xˆ1 + · · ·+ Xˆk, V0 = 0, (2.7)
and use
ξk = YJk = logQJk , ξ0 = Y∅ = logQ∅,
for its perturbation. The following result establishes that {Vk : k ≥ 0} defines a random walk with
i.i.d. increments and positive drift.
Lemma 2.6 Suppose Assumption 2.2(a) holds. For all k ≥ 1 and x1, . . . xk, y ∈ R∪ {∞}, we have
P˜
(
Xˆ1 ≤ x1, . . . , Xˆk ≤ xk, ξk ≤ y
)
= E
[
1(Q ≤ ey)
N∑
i=1
Cαi
]
k∏
r=1
G(xr),
where
G(x) =
∞∑
i=1
E [1(Ci ≤ ex, N ≥ i)Cαi ] = E
[
N∑
i=1
1(logCi ≤ x)Cαi
]
.
In particular, the {Xˆi : i ≥ 1} are i.i.d. with common distribution G under P˜ , E˜
[
|Xˆ1|
]
<∞, and
have mean
µ := E˜
[
Xˆ1
]
= E
[
N∑
i=1
Cαi logCi
]
∈ (0,∞).
We now explain how to compute the probability P (W > t) using the change of measure described
above. We start by defining the hitting time of level t for the perturbed branching random walk
defined by {(Si, Yi) : i ∈ T }, which we denote γ(t) = inf{i ∈ T : Si+Yi > t}, where the infimum is
taken according to the ≺ order defined in Section 2. We use ν(t) = |γ(t)| to denote the generation
in the weighted branching process where the perturbed random walk along a path exceeds level t.
Next, define the hitting time of level t along the spine, τ(t) = inf{k ≥ 0 : Vk + ξk > t}.
Note that ν(t) + 1 and τ(t) + 1 are stopping times for the weighted branching process with respect
to the filtration {Gk : k ≥ 0}, and since it is possible for a path different from the spine to hit level
t before the spine does, then
ν(t) ≤ τ(t),
with equality possible, e.g. if Jτ(t) = γ(t). Moreover, since W =
∨
i∈T (Si + Yi), it follows that
P (W > t) = P (ν(t) <∞).
The next step is to apply the change of measure and derive an alternative representation for
P (ν(t) <∞). To this end, observe that on the set {γ(t) = i}, we have Ni|r−1 ≥ ir for all r = 1, . . . , k
and that {γ(t) = i, Jk = i} = {τ(t) = k, Jτ(t) = γ(t) = i}. Also note that for i ∈ Ak,
P (Jk = i| Fk) =
∏k
r=1C
α
i|r1(Ni|r−1 ≥ ir)∏k−1
r=0 Di|r
.
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Therefore, since P (Jk = i| Fk) = P (Jk = i| Fk+1), and since
∏k−1
r=0 Di|r > 0 a.s. for all i ∈ Ak and
all k, we have
eαtP (W > t) = E
 ∞∑
k=0
∑
i∈Ak
eαt1(γ(t) = i)

=
∞∑
k=0
E
∑
i∈Ak
1(γ(t) = i)eαt
Παi
Παi
·
∏k−1
r=0 Di|r∏k−1
r=0 Di|r

=
∞∑
k=0
E
∑
i∈Ak
1(γ(t) = i)e−α(Si−t) ·
k−1∏
r=0
Di|r · P (Jk = i| Fk+1)

=
∞∑
k=0
E
E
∑
i∈Ak
1(γ(t) = i)e−α(Si−t)Lk1(Jk = i)
∣∣∣∣∣∣Fk+1

=
∞∑
k=0
E
[
1(γ(t) = Jτ(t), τ(t) = k)e
−α(Vτ(t)−t)Lk
]
. (2.8)
Now note that although τ(t) and |γ(t)| are not stopping times with respect to {Gk : k ≥ 0}, τ(t)+1
and |γ(t)|+ 1 are. Hence, multiplying and dividing by DJk we obtain
eαtP (W > t) =
∞∑
k=0
E
[
1(γ(t) = Jτ(t), τ(t) + 1 = k + 1)e
−α(Vτ(t)−t)D−1Jk Lk+1
]
= E˜
[
1(γ(t) = Jτ(t), τ(t) <∞)e−α(Vτ(t)−t)D−1Jτ(t)
]
.
We will show that since {Vk + ξk : k ≥ 0} is a perturbed random walk with positive drift under P˜ ,
then, under Assumption 2.2(a)-(c), P˜ (τ(t) <∞) = 1 for all t (see Lemma 5.1). Hence, we obtain
eαtP (W > t) = E˜
[
1(Jτ(t) = γ(t))e
−α(Vτ(t)−t)D−1Jτ(t)
]
, (2.9)
where the expectation on the right-hand side no longer vanishes as t → ∞. Note that the right-
hand-side of (2.9) is an explicit function of the first τ(t) generations of a weighted branching process
with a distinguished spine, which can be directly estimated using standard Monte Carlo methods,
as discussed in Section 4.
Remark 2.7 (a) Note that if Q is independent of (N,C1, C2, . . . ), then we can use the filtration
F ′0 = σ(Q∅), F ′k = σ (ψi : i ∈ As, s < k;Qj : j ∈ Ak) and its corresponding G′0 = F ′0, G′k =
σ (F ′k ∪ σ(Js : s ≤ k)), with respect to which both τ(t) and ν(t) are stopping times, and obtain
the simpler expression
eαtP (W > t) = E˜
[
1(Jτ(t) = γ(t))e
−α(Vτ(t)−t)
]
.
(b) In the non-branching case (N ≡ 1), equation (2.9) reduces to
P (W > t) = E˜
[
e−αVτ(t)+1
]
, (2.10)
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which we point out is different from equation (3.4) in [3], since their expression has Vτ(t) instead
of Vτ(t)+1. As we explained earlier, τ(t) is not a stopping time with respect to the natural
filtration Hn = σ(Xˆi : 1 ≤ i ≤ n) of the martingale Ln, so the change of measure argument
in [3] needs to be modified (see Theorem 3.2 in Chapter XIII of [4]). Once we consider the
augmented filtration Fk (which is equal to Gk in the non-branching case) and apply the change
of measure up to the stopping time τ(t) + 1, we obtain the expression given by (2.10).
(c) The case where the Q is bounded is also special in the sense of the theory needed for its analysis.
In particular, the exponential asymptotics of P (W > t) can be easily obtained without using the
augmented filtration nor any implicit renewal theory. To illustrate this we include in Section 5
(see Theorem 5.7) a very short proof of Theorem 1 in [3], for the non-branching case. Since
the focus of the current paper is to obtain a more explicit representation for the constant H
obtained through the implicit renewal theorem on trees (Theorem 3.4 in [28]), we do not pursue
the bounded Q case separately in the branching setting.
(d) Moreover in the case of a.s. bounded Q, say P (Q ≤ q) = 1, we can obtain a Crame´r-Lundberg
type of inequality for P (W > t) by defining γ∗(t) = inf{i ∈ T : Si > t}, ν∗(t) = |γ∗(t)|, and
τ∗(t) = inf{n ≥ 1 : Vn > t}, and noting that both ν∗(t) and τ∗(t) are stopping times with
respect to the filtration Hn = σ({(Ni, C(i,1), C(i,2), . . . ) : i ∈ As, s < k}, {Js : s ≤ k}). The
same change of measure arguments used above yield for any t > c := log q:
P (W > t) = P (ν∗(t− c) ≤ ν(t) <∞)
≤ P (ν∗(t− c) <∞)
= E˜
[
1(Jτ∗(t−c) = γ∗(t− c))e−αVτ∗(t−c)
]
≤ E˜
[
e−α(Vτ∗(t−c)−t+c)
]
e−α(t−c)
≤ qαe−αt.
This inequality for all t ≥ c holds under Assumption 2.2(a), and cannot be obtained using only
the implicit renewal theorem for trees in [28].
2.3. The Markov renewal theorem
As pointed out, the new expression provided by (2.9) can easily be estimated via simulation.
however, it can also be directly analyzed to obtain an alternative representation for the constant
H in P (W > t) ∼ He−αt, t→∞. The idea behind this analysis is the use of renewal theory on the
expectation
E˜
[
1(Jτ(t) = γ(t))e
−α(Vτ(t)−t)D−1Jτ(t)
]
.
Note that although the exponential term inside the expectation depends only on the random walk
{Vk : k ≥ 0} and its hitting time of level t, the event {Jτ(t) = γ(t)} depends on the history of the
tree T up to generation ν(t). Hence, any renewal argument would need to include the latter, which
complicates matters since its exponential growth (whenever E[N ] > 1) implies it does not naturally
renew at any point. However, intuitively, only the paths that branch out from the spine close to
the time when the spine is likely to reach level t are likely to reach level t at all. This means that it
should suffice to focus only on these paths, say a subtree of height m rooted at the spine that moves
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(a) The spine of T .
∅
(b) The subtrees of height m rooted in the spine,
T (m)k , k ≥ 0.
Fig 2: The spine of T and the Markov chain consisting of subtrees.
along the random walk {Vk : k ≥ 0}; see Figure 2a. Since the sequence of such height-m subtrees
forms a Harris chain, the key to our main theorem is the use of the Markov renewal theorem in [2].
To formalize this idea, we define the subtrees of height m rooted at node Jk (the kth node along
the spine) according to:
T (m)k =
m−1⋃
n=0
An,Jk , k ≥ 0, (2.11)
where An,i = {(i, j) ∈ T : |j| = n} is the nth generation of the subtree rooted at node i (See
Figure 2b). Focusing on these subtrees rooted at the spine allows us to analyze the expectation
E˜
[
1(Jτ(t) = γ(t))e
−α(Vτ(t)−t)D−1Jτ(t)
]
using the Markov renewal theorem in [2]. Note that even in the
non-branching case (N ≡ 1), the perturbations that the Q’s represent make it difficult to identify
clear regeneration epochs for the process {Vk + ξk : k ≥ 0}, which is a problem that is solved by
looking not only at the current value of Vn+ξn, but also at its m-step history. We give more details
on this idea and the intuition behind it in Section 5.
3. Main result
We are now ready to present our main theoretical result. Recall µ = E˜[Xˆ1] = E
[∑N
i=1C
α
i logCi
]
.
Theorem 3.1 If (N,Q,C1, C2, . . .) satisfies Assumption 2.2 for some α > 0 and W = logR, where
R is the endogenous solution to (2.2) given by (2.3), then
P (W > t) ∼ He−αt as t→∞,
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where
H = lim
m→∞
E˜
[(
eαξm − eα(
∨
i≺Jm (Si+Yi)−Vm)
)+
D−1Jm
]
αµ
.
If furthermore Assumption 2.3 holds, then H > 0.
Remark 3.2 It it interesting to compare the expression for H in the theorem with its counterpart
obtained through the use of the implicit renewal theorem on trees (Theorem 3.4 in [28]), which
written in terms of W under our current assumptions2 becomes
E
[
eαY ∨∨Ni=1 eα(Xi+Wi) −∑Ni=1 eα(Xi+Wi)]
αµ
, (3.1)
where the {Wi} are i.i.d. copies of W independent of the vector (N,Y,X1, X2, . . . ). As we can see,
the two representations are significantly different, despite the fact that they are necessarily equal
to each other. However, the representation given by Theorem 3.1 applies only to our setting where
the rare event is determined by the spine, which under P˜ behaves very differently than all other
paths in the tree, while the constant obtained through the implicit renewal theorem on trees also
works for the case where P (L1 = 0) > 0.
4. An importance sampling algorithm
The same exponential change of measure used to establish (1.4) in the non-branching case is well-
known to provide an unbiased and strongly efficient estimator for the rare event probability P (W >
t) when t is large. Throughout this section we assume that N <∞ a.s.
To relate our estimator to the one used in the non-branching case, suppose first that the goal is
to estimate the tail distribution of the all-time maximum of the random walk Sn = X1 + · · ·+Xn
when E[X1] < 0. For large values of t, estimating P (W > t) = P (supn Sn > t) using the naive
estimator 1(W > t) would require prohibitively large sample sizes, since its relative error grows
unboundedly, i.e.,
Var(1(W > t))
P (W > t)2
=
P (W > t)P (W ≤ t)
P (W > t)2
→∞ as t→∞,
However, whenever there exists α > 0 such that E[eαX1 ] = 1 and E[X1e
αX1 ] ∈ (0,∞), Siegmund’s
algorithm [37] takes advantage of the representation
P (W > t) = E˜
[
e−αSτ(t)1(τ(t) <∞)] ,
where the expectation is computed under the change of measure P˜ (A) = E
[
1(A)eαSn
]
for any set
A measurable with respect to σ(X1, . . . , Xn). Since under P˜ the random walk has positive drift,
P˜ (τ(t) <∞) = 1 and we obtain the estimator:
Z(t) = e−αSτ(t) .
2Theorem 3.4 in [28] allows Q, and therefore R, to take negative values.
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This estimator is known to be strongly efficient, in the sense that it has bounded relative error, i.e,
lim sup
t→∞
V˜ar(Z(t))
P (W > t)2
<∞,
where V˜ar(·) denotes the variance under P˜ . Furthermore, since it can be shown that t/τ(t)→ µ =
E
[
X1e
αX1
]
P˜ -a.s., then computing Z(t) requires that we simulate around t/µ steps of the random
walk. For further details we refer to Chapter VI in [5].
Our proposed simulation approach for the branching case follows the same ideas described above.
However, the issues we encounter while using a naive Monte Carlo approach are considerably worse,
since simulating k generations of a tree requires, in general, an exponential in k number of random
variables. Observe that in similar situations, the population dynamics algorithm [1, 33, 35] has been
used to construct dependent samples which still yield strongly consistent estimators. However, our
problem here is that we are interested in estimating the probability P (W > t) for both moderate
and large values of t, and in the latter case the size of such samples would again have to be
prohibitively large in order to obtain enough observations larger than t.
Alternatively, we could try to estimate the expectation in the asymptotic expression
P (W > t) ∼
E
[
eαY ∨∨Ni=1 eα(Xi+Wi) −∑Ni=1 eα(Xi+Wi)]
αµ
· e−αt, t→∞,
provided by Theorem 3.4 in [28], since the population dynamics algorithm could be used to efficiently
and accurately estimate it. However, we would still have a bias due to the limit in t that cannot be
explicitly computed, despite the availability of convergence rates in the implicit renewal theorem
[27]. Instead, our proposed estimator follows the idea behind Siegmund’s algorithm and is based
on the representation
P (W > t) = E˜
[
1(Jτ(t) = γ(t))e
−αVτ(t)D−1Jτ(t)
]
,
derived in Section 2.2. Note that under Assumption 2.2(a)-(c) we have P˜ (ν(t) ≤ τ(t) < ∞) = 1,
which suggests the estimator
Z(t) = 1(Jτ(t) = γ(t))e
−αVτ(t)D−1Jτ(t) , (4.1)
where the underlying tree T is simulated under the measure P˜ up to the stopping time τ(t) + 1.
Remark 4.1 By the discussion in Remark 2.7(a), when Q is independent of (N,C1, C2, . . .), the
estimator
Z(t) = 1(Jτ(t) = γ(t))e
−αVτ(t) (4.2)
is also unbiased for P (W > t). This is the prefered estimator in this case since the D−1Jτ(t) in (4.1) is
an unnecessary, independent source of variability. In the case that both N ≡ 1 and Q is independent
of C1, (4.2) reduces to the estimator in Siegmund’s algorithm.
As with the non-branching case, we expect the spine to reach level t in about t/µ steps, or equiva-
lently, t/µ generations of T . The precise result is stated below; note that its proof is not a straight-
forward consequence of the strong law of large numbers due to the presence of the perturbations.
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Table 1
Importance Sampling Algorithm
1: Input: t > 0
2: Output: A single copy of Z = 1(Jτ(t) = γ(t))e
−αVτ(t)D−1Jτ(t)
3: Generate (N,Q,C1, . . . , CN )
D
= ψ˜
4: Choose j ∈ {1, . . . , N} w.p. Cαj /
∑N
i=1 C
α
i and set J1 ← j
5: Set Y = logQ and Sj ← logCj for j = 1, . . . , N
6: Initialize S∅ ← 0, Y∅ ← Y , i← ∅, J0 ← ∅
7: while Si + Yi ≤ t do
8: Update i← min{j : i ≺ j}
9: if i = J|i| then
10: Generate
(
Ni, Qi, C(i,1), . . . , C(i,Ni)
) D
= ψ˜
11: Choose j ∈ {1, . . . , Ni} w.p. Cα(i,j)/
∑Ni
i=1 C
α
(i,i), and set J|i|+1 = (J|i|, j)
12: else
13: Generate
(
Ni, Qi, C(i,1), . . . , C(i,Ni)
) D
= ψ
14: end if
15: Set Yi ← logQi and S(i,j) ← Si + logC(i,j) for j = 1, . . . , Ni
16: end while
17: if i = J|i| then
18: Set Z ← e−αSi/∑Nii=1 Cα(i,i)
19: else
20: Set Z ← 0
21: end if
22: Output Z
Lemma 4.2 Under Assumption 2.2, τ(t) → ∞ P˜ -a.s. as t → ∞. In particular, τ(t) ∼ t/µ as
t→∞ P˜ -a.s.
Just as the estimator in Siegmund’s algorithm, our proposed estimator is strongly efficient, although
under a strengthened moment condition due to the perturbations.
Lemma 4.3 Suppose Assumptions 2.2 and 2.3 hold, so that H > 0. If E
[
Q2αD−1
]
< ∞, then
Z(t) as defined by (4.1) has bounded relative error. If Q is independent of (N,C1, C2, . . .) and
E
[
Q2α
]
<∞, then Z(t) in (4.2) has bounded relative error.
In Table 1 we present an algorithm for simulating one copy of Z(t) for fixed t > 0. At the start, we
assume we have computed the value of α such that E
[∑N
i=1C
α
i
]
= 1 as well as the corresponding
tilted distribution for the nodes along the spine under P˜ , and that we are capable of simulating
(N,Q,C1, C2, . . . ) both under P and under the tilted measure. To distinguish the two distributions,
let ψ˜ = (N˜ , Q˜, C˜1, C˜2, . . . ) denote a vector having the tilted distribution:
P˜ (ψ˜ ∈ B) = P˜ (ψi ∈ B|i = Jk) = E
[
1(ψ ∈ B)
N∑
i=1
Cαj
]
, B ⊆ N× R∞,
and let ψ = (N,Q,C1, C2, . . . ) denote a vector having the original distribution under P ; the
simulation of the tree T will always be done under P˜ .
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4.1. Examples
We now illustrate the use of our proposed simulation algorithm by providing some examples for
which both the random vectors ψ and ψ˜ can be easily simulated. The particular form of the change
of measure poses a simulation challenge since the tilt introduces dependence between N and the
{Ci} even if none exists under P . We start with three generic approaches for simulating ψ˜ and then
provide more concrete examples.
Example 4.4 (Acceptance-rejection for bounded C’s, part I) When the Ci are a.s. bounded,
an acceptance-rejection algorithm based on the original distribution of ψ under P can be employed
to generate a sample of ψ˜. Suppose that Ci ≤ bi a.s. for each i and note that
P˜ (N˜ = n) = E
[
1(N = n)
N∑
i=1
Cαi
]
= P (N = n)
n∑
i=1
E [Cαi |N = n] ,
so that
P˜ (Q˜ ∈ dy, N˜ = n, C˜1 ∈ dx1, . . . , C˜n ∈ dxn)
= P (N = n)E
[
1(Q ∈ dy, C1 ∈ dx1, . . . , Cn ∈ dxn)
n∑
i=1
Cαi
∣∣∣∣∣N = n
]
= P (N = n)
(
n∑
i=1
E[Cαi |N = n]
)
· E [1(Q ∈ dy, C1 ∈ dx1, . . . , Cn ∈ dxn)
∑n
i=1C
α
i |N = n]∑n
i=1E[C
α
i |N = n]
= P˜ (N˜ = n) · E [1(Q ∈ dy, C1 ∈ dx1, . . . , Cn ∈ dxn)
∑n
i=1C
α
i |N = n]∑n
i=1E[C
α
i |N = n]
.
Thus, the conditional density of (Q˜, C˜1, . . . , C˜n) given N˜ = n can be dominated as follows:
fQ˜,C˜1,...,C˜n|N˜=n(y, x1, . . . , xn) =
∑n
i=1 x
α
i∑n
i=1E[C
α
i |N = n]
fQ,C1,...,Cn|N=n(y, x1, . . . , xn)
≤
∑n
i=1 b
α
i∑n
i=1E[C
α
i |N = n]
fQ,C1,...,Cn|N=n(y, x1, . . . , xn),
where fQ,C1,...,Cn|N=n denotes the conditional density of (Q,C1, . . . , Cn) given N = n with re-
spect to P . Hence, after obtaining N˜ = n by simulation, an observation of (Q˜, C˜1, . . . , C˜n) can
be obtained by using an acceptance-rejection procedure where we simulate U from a Uniform[0, 1]
distribution and (Q,C1, . . . , Cn) according to fQ,C1,...,Cn|N=n, independent of each other, and then
set (Q˜, C˜1, . . . , C˜n) = (Q,C1, . . . , Cn) if
U ≤
∑n
i=1C
α
i∑n
i=1 b
α
i
.
The acceptance probability given N˜ = n is (
∑n
i=1 b
α
i )
−1.
Example 4.5 (Acceptance-rejection for bounded C’s, part II) Suppose that rather than hav-
ing each of the Ci be bounded individually, we have that D =
∑N
i=1C
α
i ≤ b a.s. Now let Z ∼
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Pareto(a, 1) be independent of (N,Q,C1, . . . , CN ), and let fQ,C1,...,Cn|N=n be the conditional den-
sity of (Q,C1, . . . , Cn) given N = n with respect to P , as in Example 4.4. Now note that the
conditional density of (Q˜, C˜1, . . . , C˜n) given N˜ = n satisfies
fQ˜,C˜1,...,C˜n|N˜=n(y, x1, . . . , xn) =
E [1(Q ∈ dy, C1 ∈ dx1, . . . , Cn ∈ dxn)D|N = n]
E[D|N = n]
=
E
[
1(Q ∈ dy, C1 ∈ dx1, . . . , Cn ∈ dxn)b−1D
∣∣N = n]
E [b−1D|N = n]
=
E [1(Q ∈ dy, C1 ∈ dx1, . . . , Cn ∈ dxn)1(Za > b/D)|N = n]
P (Za > b/D|N = n) ,
where we have used the observation that P (Za > b/D|D) = D/b and P (Za > b/D|N = n) =
E[D/b|N = n]. Therefore, after simulating N˜ = n, we can obtain (Q˜, C˜1, . . . , C˜n) by generating
Z ∼ Pareto(a, 1) and (Q,C1, . . . , Cn) according to fQ,C1,...,Cn|N=n, independent of each other, and
then setting (Q˜, C˜1, . . . , C˜n) = (Q,C1, . . . , Cn) if Z > (b/D)
1/a. The acceptance probability given
N˜ = n is P (Z > (b/D)1/a) = b−1.
Example 4.6 [A mixture representation] The change of measure induces a mixture density in the
following way. If α > 0 is such that E
[∑N
i=1C
α
i
]
= 1, then define the values {pi,n, i ≤ n, n ∈ N} by
pi,n =
E[Cαi |N = n]∑n
j=1E[C
α
j |N = n]
∈ [0, 1].
Then,
P˜ (N˜ = n, Q˜ ∈ dy, C˜1 ∈ dx1, . . . , C˜n ∈ dxn)
= E
[
1(N = n,Q ∈ dy, C1 ∈ dx1, . . . , Cn ∈ dxn)
N∑
i=1
Cαi
]
= P (N = n)
n∑
i=1
E[1(Ci ∈ dxi)Cαi |N = n]P (Q ∈ dy, Cj ∈ dxj , j 6= i|Ci = xi, N = n)
=: P˜ (N˜ = n)
n∑
i=1
pi,nf˜i,n(xi)P (Q ∈ dy, Cj ∈ dxj , j 6= i|Ci = xi, N = n),
where
f˜i,n(x) =
E[1(Ci ∈ dx)Cαi |N = n]
E[Cαi |N = n]
=
xαfi,n(x)
E[Cαi |N = n]
is the tilted marginal density of C˜i conditional on N˜ = n, while fi,n is the marginal density of Ci
conditional of N = n under P .
Suppose now that f˜i,n specifies a distribution that can be efficiently simulated, and that it is
possible to simulate the vector (Q,C1, . . . , Ci−1, Ci+1, . . . Cn) given {Ci = x,N = n} under P . Then,
conditional on N˜ = n, the tilted vector (Q˜, C˜1, . . . , C˜n) can be simulated by picking i ∈ {1, . . . , n}
according to the distribution {pi,n : 1 ≤ i ≤ n}, generating C˜i according to f˜i,n, and then generating
{Q˜, C˜j , j 6= i} according to the conditional distribution of {Q,Cj , j 6= i} given {Ci, N} under P .
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Consider the special case when the {Ci} are i.i.d. and N , Q, and {Ci} are mutually independent.
Then,
P˜ (N˜ = n) = E
1(N = n) N∑
j=1
Cαj
 = nP (N = n)
E[N ]
, n ≥ 1, (4.3)
since α is such that E[N ]E[Cα1 ] = 1. Hence, under the tilt, N˜ is the sized-biased version of N .
Furthermore, pi,n = 1/n, f˜i,n = f˜ and fi,n = f for all i and n and some densities f˜ , f . So upon
simulating N˜ according to the size-biased distribution, the {C˜1, . . . , C˜n} can be simulated by picking
i ∈ {1, . . . , n} uniformly at random, simulating C˜i according to
f˜(x) =
xαf(x)
E[Cα1 ]
,
and simulating the rest of the {C˜j : j 6= i} according to f . In this case the distribution of Q is
invariant under the tilt.
Having now described three general methods for simulating the generic branching vector ψ˜ under
the tilt induced by measure P˜ for nodes along the spine, we now give some more concrete examples
that lead to explicit distributions for both ψ and ψ˜.
Example 4.7 [The branching version of the M/M/1 queue] As mentioned earlier, the special case
of (1.1) when N ≡ 1 corresponds to the Lindley equation satisfied by the single-server queue. In
particular, if we choose X = χ − τ where χ and τ are exponentially distributed and independent
of each other, we obtain the M/M/1 queue. This choice of X is known to be closed under the
change of measure induced by P˜ , in the sense that it remains a difference of two exponentials (but
with different rates). As one would expect, this canonical example for the non-branching case is
also valid in the branching one. Specifically, suppose that the {Ci}i≥1 are i.i.d. and independent
of N , with each of the Ci = e
χi−τi , where the {(χi, τi)}i≥1 are i.i.d. copies of (χ, τ), with χ and τ
exponentially distributed and independent of each other.
Suppose τ has rate λ and χ has rate θ, for which we have:
f(x) =
θλ
λ+ θ
(
xλ−11(x < 1) + x−θ−11(x ≥ 1)
)
, x ∈ (0,∞),
in Example 4.6. Then, we can simulate (N˜ , C˜1, . . . , C˜N ) under P˜ by first simulating N˜ according
to the size-biased distribution of N (4.3), then pick an index i ∈ {1, . . . , N˜} uniformly at random,
simulate each of the {C˜j : j 6= i} D= {Cj : j 6= i} through an inversion transform for each of the τj
and χj , and then simulate C˜i = e
χi−τi according to the tilted density given by:
f˜(x) =
xαf(x)
E[Cα1 ]
=
(θ − α)(λ+ α)
θ + λ
(
xα+λ−11(x < 1) + x−(θ−α)−11(x ≥ 1)
)
, x ∈ (0,∞),
which corresponds to simulating χi ∼ Exponential(θ−α) and τi ∼ Exponential(λ+α), independent
of each other.
Example 4.8 (Identical C’s) We now give three examples for which Ci ≡ C for all i ≥ 1.
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(a) Suppose Q,N,C are mutually independent, C ∼ Pareto(a, b) with shape a and scale b, and
E[N ] < b−α, where the Crame´r-Lundberg root α solves α = (1 − E[N ]bα)a. Then under
P˜ , Q˜
D
= Q is invariant and remains independent of (N˜ , C˜), the law of N˜ is the sized-biased
distribution given by (4.3), and C˜ is again Pareto independent of N˜ and Q˜, but with shape
a− α and scale b.
(b) SupposeQ is independent of (N,C), C ∼ Exponential(λ), and conditional on C,N ∼ Poisson(C)+
1. Then after tilting, the law of Q˜ remains invariant, Q˜ remains independent of N˜ and C˜, N˜
has mass function
P˜ (N˜ = n) =
nλΓ(n+ α)
(n− 1)!(λ+ 1)n+α , n ≥ 1,
and conditional on N˜ , we have C˜ ∼ Gamma(N˜ + α, λ+ 1).
(c) Suppose that Q ∼ Gamma(2, β), with shape 2 and rate β, and N ∼ Geometric(1/2) with
support on N+, are independent, and conditional on (N,Q), C ∼ Gamma(N + 1, 2Q). Under
the tilt, Q˜ ∼ Gamma(2 − α, β), conditional on Q˜, C˜ ∼ Gamma(α + 2, Q˜), and conditional on
(Q˜, C˜), N˜ ∼ Poisson(Q˜C˜) + 1.
Example 4.9 [C’s on the N -simplex] Let B ∼ Gamma(a, b), with shape a and rate b, let N have
an arbitrary distribution that is independent of B, and let N and (β1, . . . , βN ) be such that
N∑
i=1
βi = 1.
For example, conditional on N , (β1, . . . , βN ) ∼ Dirichlet(θ) for some concentration parameters
θ = (θ1, . . . , θN ), i.e., each βi has a marginal Beta
(
θi,
∑N
k=1 θk − θi
)
distribution. Then let α be
such that E[Bα] = 1, let Ci = Bβ
1/α
i for 1 ≤ i ≤ N , and let Q be arbitrarily distributed independent
of everything else. Then α is the Crame´r-Lundberg root since
E
[
N∑
i=1
Cαi
]
= E
[
N∑
i=1
Bαβi
]
= E[Bα] = 1.
Under P˜ the vector ψ˜ = (N˜ , Q˜, C˜1, C˜2, . . . ) remains in the same family of distributions, i.e., the
marginal laws of N˜ and Q˜ are invariant, B is tilted to B˜ ∼ Gamma(a + α, b), and the C˜i are
constructed in the same way using the same βi. In this case, it is the particular dependence of N
on {Ci} that ensures the invariance of N˜ , since
P˜ (N˜ = n) = E
[
1(N = n)
N∑
i=1
Cαi
]
= E[1(N = n)Bα] = P (N = n).
Example 4.10 (Constant N and discrete C’s) The case when N ≡ n0 is constant and the Ci,
i = 1, . . . , n0, take discrete values is even simpler. Note that in this case
P˜ (C˜1 = c1, . . . , C˜n0 = cn0) = P (C1 = c1, . . . , Cn0 = cn0)(c
α
1 + . . .+ c
α
n0).
For example, taking N ≡ 2 and P ((C1, C2) = (23 , 0)) = 34 = 1−P ((C1, C2) = (1, 1)) we have α = 1
and
P˜
(
(C˜1, C˜2) =
(
2
3 , 0
))
=
1
2
= P˜
(
(C˜1, C˜2) = (1, 1)
)
.
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Table 2
Numerical results for the branching M/M/1 queue, sample size 10,000
Branching M/M/1 queue: α = 4.374, µ = 1.383
t Z¯(t) Std. Err. t/µ Terminal gen. Time Prop. nonzero
0.5 0.037774 0.001241 0.36 1.39 0.002610 0.967
1 0.003025 0.000123 0.72 1.78 0.007702 0.980
1.5 0.000354 1.07147e-05 1.08 2.16 0.017536 0.983
2 3.90110e-05 1.43477e-06 1.45 2.52 0.029310 0.983
2.5 4.11873e-06 1.16323e-07 1.81 2.90 0.065747 0.985
4.2. Numerical experiments
Here we implement two examples of the importance sampling algorithm. The first is the branching
M/M/1 queue of Example 4.7, in which we let χ have rate 5 and τ have rate 1/4, and we let N be
a truncated Poisson random variable with mean 2, i.e. N
D
= K|K > 0, where K ∼ Poisson(2). In
this case α = 4.374, and we include a perturbation Y ∼ Exponential(9) independent of (N, {Ci}),
so that Q is a Pareto random variable with enough moments to ensure E[Q2α] < ∞ and provide
our estimator with bounded relative error (see Lemma 4.3). Under the tilt, N has its size-biased
distribution Poisson(2) + 1, and the {Ci} are simulated as described in Example 4.6, by picking
one uniformly at random and applying an exponential tilt. Since Q is independent of (N, {Ci}), we
use the estimator in (4.2) (See Remarks 2.7(a) and 4.1). In Table 2 we show the numerical results,
which include for a range of t values the sample average Z¯(t) based on 10,000 copies of Z(t) and
the standard error in the estimate. Additionally, we give the average tree generation τ(t) + 1 at
which the algorithm terminates, the value of t/µ for comparison, the average time in seconds to
generate one copy of Z(t), and the fraction of the estimates that are nonzero.
Figure 3a shows a plot of log Z¯(t) compared with the tail asymptotic log(He−αt) over the range of
values in the table, where H is computed using the population dynamics algorithm [35]. As can be
seen, the distribution becomes indistinguishable from the tail asymptotic somewhere in the middle
of this range. The terminal generation of each estimator does not converge to t/µ as quickly; the
terminal generations listed are greater than t/µ despite the perturbation Q ≥ 1 which in this case
can only cause the process Si + Yi to reach the level t earlier than the random walk Si. The large
fraction of estimates that are nonzero in this example indicates that in almost all iterations, the
level t was first reached on the spine of the tree. In the case of i.i.d. C’s, only one offspring of each
node on the spine is chosen for the tilt, and this titled branch is then the most likely to be the next
Table 3
Numerical results for C’s on the N-simplex, sample size 10,000
C’s on the N -simplex: α = 3.328, µ = 0.995
t Z¯(t) Std. Err. t/µ Terminal gen. Time Prop. nonzero
1.5 0.015785 0.000166 1.51 0.33 0.000235 0.998
2 0.003611 3.51666e-05 2.01 0.78 0.000311 0.994
2.5 0.000613 6.60663e-06 2.51 1.33 0.000439 0.994
3 0.000116 1.21042e-06 3.01 1.84 0.000671 0.994
3.5 2.29240e-05 2.35959e-07 3.52 2.33 0.001058 0.992
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lo
g
P
(W
>
t)
t
(a) Log probabilities for the branching M/M/1
queue, H = 0.2390.
lo
g
P
(W
>
t)
t
(b) Log probabilities for C’s on the N -simplex,
H = 2.5180.
Fig 3: Log probability plots estimated two ways: black lines are the logs of asymptotic approxima-
tions He−αt and blue lines are the logs of the estimates Z¯(t).
step in the spine, making the event that a path off the spine hits t first unlikely.
The second experiment is for C’s on theN -simplex, as in Example 4.9. We chooseB ∼ Gamma(1/4, 1),
set α so that E[Bα] = 1, and then let Ci = Bβ
1α
i , where the {βi : 1 ≤ i ≤ N} are Dirichlet(1, . . . , 1)
random variables conditional on N . We let N be uniform over {1, 2, 3} independently of B, and we
take Q = 2B, so that the perturbation is positively correlated with the {Ci}. As noted in Exam-
ple 4.9, the change of measure tilts B, the distribution of N is the same, and (Q, {Ci}) is generated
the same way through B and {βi}. Because of the dependence between Q and {Ci}, the estimator
we use is in its most general form (4.1). Table 3 gives the numerical results for a range of t values
and a sample size of 10,000 for each, and Figure 3b is a plot of log Z¯(t) and log(He−αt), where
again H is obtained using the population dynamics algorithm.
Again in this experiment, almost every estimator terminated on the spine of the tree. Unlike in the
i.i.d. {Ci} case, the tilted B influences the C’s of every offspring of a node on the spine, so one
might expect a significant percentage of estimators to terminate on nodes off the spine but which
have the spine in their recent ancestry. We do not see this likely because Q = 2B also is made
larger by the tilt but only on the spine, and it seems that it is the perturbation Yi which is causing
the process Si + Yi to reach the level t in almost every iteration. This tilted perturbation is likely
also causing the terminal tree generation to be smaller than t/µ for these values of t, as it is greater
than zero with high probability.
In each example, there is a range of t values in the tail of the distribution for which P (W > t) is not
yet indistinguishable from the asymptotic behavior. The importance sampling algorithm presented
here provides an efficient method of simulating tail probabilities for these intermediate values of t
before the asymptotic behavior dominates.
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5. Proofs
In this section we provide the proofs to all of our results. To ease its reading, we start first with
the proofs of Lemmas 2.5 and 2.6, which describe the distribution of the tree T under P˜ . We then
give the proof of our main theoretical result, Theorem 3.1, followed by the proofs of Lemmas 4.2
and 4.3 which are related to our importance sampling estimator. Finally, we end the paper with a
short proof of Theorem 1 in [3] for the non-branching, bounded Q case (Theorem 5.7). Throughout
the remainder of the paper we assume that Assumption 2.2 holds for some α > 0.
5.1. The distribution of T under P˜
We start with the proof of Lemma 2.5, which provides the distribution of the generic branching
vectors defining the weighted tree T . The distribution for vectors on the spine is different under P˜
and P , whereas that of vectors off the spine remains the same.
Proof of Lemma 2.5. We will start by deriving an expression for the joint distribution of the
vectors ψi along then spine. To do this, fix i ∈ Nk+ and let B0, B1, . . . , Bk ⊆ N×R∞ be measurable
sets. Next, note that the event {ψi|r ∈ Br , r = 0, . . . , k; Jk = i} is measurable with respect to
Gk+1, and therefore,
P˜
(
ψi|r ∈ Br , r = 0, . . . , k; Jk = i
)
= E
[
1
(
ψi|r ∈ Br , r = 0, . . . , k; Jk = i
)
Lk+1
]
= E
[
E
[
1
(
ψi|r ∈ Br , r = 0, . . . , k; Jk = i
)
Lk+1
∣∣Gk]]
= E
[
1
(
ψi|r ∈ Br , r = 0, . . . , k − 1; Jk = i
)
LkE [1 (ψi ∈ Bk)Di| Gk]
]
= E
[
1
(
ψi|r ∈ Br , r = 0, . . . , k − 1; Jk = i
)
Lk
]
E [1(ψ ∈ Bk)D]
= E
[
1
(
ψi|r ∈ Br , r = 0, . . . , k − 2; Jk−1 = (i|k − 1)
)
Lk−1
×E [1 (ψi|k−1 ∈ Bk−1; Jk = i)DJk−1∣∣Gk−1]]E [1(ψ ∈ Bk)D] .
Now note that by letting j = (i|k − 1) we obtain
E
[
1
(
ψi|k−1 ∈ Bk−1; Jk = i
)
DJk−1
∣∣Gk−1]
= E [1(ψj ∈ Bk−1; offspring ik of j is chosen)Dj ]
= E
[
1(ψj ∈ Bk−1, Nj ≥ ik) ·
Cα(j,ik)
Dj
·Dj
]
= E
[
1(ψ ∈ Bk−1, N ≥ ik)Cαik
]
.
It follows that
E
[
1
(
ψi|r ∈ Br , r = 0, . . . , k − 1; Jk = i
)
Lk
]
= E
[
1
(
ψi|r ∈ Br , r = 0, . . . , k − 2; Jk−1 = (i|k − 1)
)
Lk−1
]
E
[
1(ψ ∈ Bk−1, N ≥ ik)Cαik
]
= E [1 (ψ∅ ∈ B0; J1 = i1)L1]
k∏
r=2
E
[
1(ψ ∈ Br−1, N ≥ ir)Cαir
]
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=
k∏
r=1
E
[
1(ψ ∈ Br, N ≥ ir)Cαir
]
.
We conclude that
P˜
(
ψi|r ∈ Br , r = 0, . . . , k; Jk = i
)
= E [1(ψ ∈ Bk)D]
k∏
r=1
E
[
1(ψ ∈ Br−1, N ≥ ir)Cαir
]
. (5.1)
In particular, by setting Br = N × R∞ for all r = 0, 1, . . . , k, we obtain the first expression in the
statement of the lemma, i.e.,
P˜ (Jk = i) =
k∏
r=1
E[1(N ≥ ir)Cαir ].
Similarly, by setting Bk = B and Br = N × R∞ for all r = 0, 1, . . . , k − 1, we obtain the third
expression:
P˜ (ψi ∈ B|i = Jk) = E[1(ψ ∈ B)D] = E
1((N,Q,C1, C2, . . . ) ∈ B) N∑
j=1
Cαj
 .
To obtain the corresponding expression for nodes off the spine (the second expression in the state-
ment of the lemma) note that the same conditioning approach used for a node on the spine gives,
for any i ∈ Nk+ and any measurable B ⊆ N× R∞,
P˜ (ψi ∈ B;Jk 6= i) = E [E [1 (ψi ∈ B;Jk 6= i)Lk+1| Gk]]
= E [LkE [1 (ψi ∈ B;Jk 6= i)DJk | Gk]]
= E [LkE[1(ψi ∈ B)|Gk]E [1 (Jk 6= i)DJk | Gk]]
= P (ψ ∈ B)E [1(Jk 6= i)Lk+1]
= P (ψ ∈ B)P˜ (Jk 6= i).
Therefore,
P˜ (ψi ∈ B|Jk 6= i) = P (ψ ∈ B) = P ((N,Q,C1, C2, . . . ) ∈ B).
The conditional independence of the vectors {ψi : i ∈ Ak} given Gk−1 follows from the branching
property under P . This completes the proof.
We now give the proof of Lemma 2.6, which gives the distribution of the random walk defined by
the nodes along the spine.
Proof of Lemma 2.6. Recall that Xˆk = XJk = logCJk and ξk = YJk = logQJk . By conditioning
on all possible paths that could be chosen to define Jk we obtain
P˜
(
Xˆ1 ≤ x1, . . . , Xˆk ≤ xk, ξk ≤ y
)
=
∑
i∈Nk+
P˜
(
Xˆ1 ≤ x1, . . . , Xˆk ≤ xk, ξk ≤ y, Jk = i
)
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=
∑
i∈Nk+
P˜
(
Ci|1 ≤ ex1 , . . . , Ci|k ≤ exk , Qi|k ≤ ey, Jk = i
)
=
∑
i∈Nk+
P˜ (Q ≤ ey)
k∏
r=1
E
[
1(Cir ≤ exr , N ≥ ir)Cαir
]
= P˜ (Q ≤ ey)
∞∑
i1=1
E
[
1(Ci1 ≤ ex1 , N ≥ i1)Cαi1
] · · · ∞∑
ik=1
E
[
1(Cik ≤ exk , N ≥ ik)Cαik
]
= E
[
1(Q ≤ ey)
N∑
i=1
Cαi
]
k∏
r=1
G(xr),
where in the third equality we used (5.1) and the independence of Qi|k and ψi|k−1. To compute the
mean of the Xˆi’s note that
E˜
[
|Xˆ1|
]
=
∫ ∞
−∞
|x|G(dx) =
∫ ∞
−∞
|x|E
[
N∑
i=1
1(logCi ∈ dx)Cαi
]
= E
[
N∑
i=1
Cαi | logCi|
]
.
Now choose 0 < β < α such that E
[∑N
i=1C
β
i
]
< 1 and note that since log−Ci = 0 when Ci > 1,
E˜
[
Xˆ−1
]
= E
[
N∑
i=1
Cαi log
−Ci
]
≤ sup
0≤x≤1
xα−β| log x|E˜
[
N∑
i=1
Cβi
]
<∞.
For the positive part note that by Assumption 2.2(a) we have E
[∑N
i=1C
α
i logCi
]
∈ (0,∞), and
therefore
E˜
[
Xˆ+1
]
= E
[
N∑
i=1
Cαi logCi
]
+ E˜
[
Xˆ−1
]
<∞.
Finally, since both E˜
[
Xˆ−1
]
and E˜
[
Xˆ+1
]
are finite, we have E˜
[
Xˆ1
]
= E
[∑N
i=1C
α
i logCi
]
∈ (0,∞).
5.2. Proof of Theorem 3.1
We now move on to the proof of our main theorem, which is obtained by applying renewal theory
to compute the limit of
E˜
[
1(Jτ(t) = γ(t))e
−α(Vτ(t)−t)D−1Jτ(t)
]
.
The proof will rely on several preliminary results, the first of which establishes the almost sure
finiteness of τ(t) under P˜ . Throughout this subsection we assume all parts of Assumption 2.2 hold.
Lemma 5.1 For any y ∈ R, τ(y) <∞ P˜ -a.s.
Proof. The sequence {Vk} satisfies the strong law of large numbers
Vn/n→ µ > 0 P˜ -a.s.
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Note that Assumption 2.2(c) ensures that ξ0 has the same support under P˜ that under P , hence,
since P (Q > 0) > 0, there must exist an  > 0 such that P (Q > ) > 0, and therefore, P˜ (Q > ) > 0.
Hence, under P˜ , the random times T0 = inf{i ≥ 0 : ξi > log } and Tk+1 = inf{i > Tk : ξi > log }
are finite P˜ -a.s. for all k ≥ 0; moreover, Tk → +∞ P˜ -a.s. as k → ∞. Focusing on subsequences
along the indexes {Tk : k ≥ 0} gives
lim inf
k→∞
VTk + ξTk
Tk
≥ lim inf
k→∞
VTk + log 
Tk
= µ P˜ -a.s
Since
sup
n≥0
(Vn + ξn) ≥ sup
k≥0
(VTk + ξTk) P˜ -a.s.,
and P˜
(
supk≥0(VTk + ξTk) > y
)
= 1 for all y, the result follows.
The next thing we need to establish is an upper bound for E˜
[
e−α(Vτ(t)−t)D−1Jτ(t)
]
, since this quantity
will appear in various places throughout the proof of Theorem 3.1.
Lemma 5.2 Under Assumption 2.2, we have for any t ∈ R,
E˜
[
e−α(Vτ(t)−t)D−1Jτ(t)
]
≤
∞∑
n=0
E˜ [u(t− Vn)] , (5.2)
where u(x) = eαxP (Y > x) is directly Riemann integrable (d.R.i.). Moreover,
lim sup
t→∞
E˜
[
e−α(Vτ(t)−t)D−1Jτ(t)
]
≤ E[Q
α]
αµ
. (5.3)
Proof. Note that
E˜
[
e−α(Vτ(t)−t)D−1Jτ(t)
]
= E˜
[
eαtD−1J0 1(ξ0 > t)
]
+
∞∑
n=1
E˜
[
1
(
max
0≤k≤n−1
Vk + ξk ≤ t < Vn + ξn
)
e−α(Vn−t)D−1Jn
]
= E˜
[
eαtD−1J0 1(ξ0 > t)
]
+
∞∑
n=1
E˜
[
1
(
max
0≤k≤n−1
Vk + ξk ≤ t
)
e−α(Vn−t)E˜
[
1 (Vn + ξn > t)D
−1
Jn
∣∣Gn]]
≤
∞∑
n=0
E˜ [u(t− Vn)] ,
where
u(x) = eαxE˜
[
1(ξ0 > x)D
−1
J0
]
= eαxP (Y > x).
We will now show that u is d.R.i. on (−∞,∞), and we start by proving that u is integrable. To see
this note that ∫ ∞
−∞
u(x)dx = E
[∫ ∞
−∞
eαx1(Y > x) dx
]
=
E[Qα]
α
<∞.
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Now note that for any h > 0,
∞∑
n=−∞
sup
y∈(nh,(n+1)h]
u(y) ≤
∞∑
n=−∞
eα(n+1)hP (Y > nh)
≤
∞∑
n=−∞
∫ nh
(n−1)h
e2αheαxP (Y > x)dx
= e2αh
∫ ∞
−∞
u(x)dx <∞,
so by Proposition 4.1(ii) in Chapter V of [4], u is d.R.i.
To complete the proof use the two-sided renewal theorem (see Theorem 4.2 in [6]), to obtain
lim
t→∞
∞∑
n=0
E˜ [u(t− Vn)] = 1
µ
∫ ∞
−∞
u(x)dx =
E[Qα]
αµ
.
Corollary 5.3 There exists a constant 0 < B <∞ such that for any t ∈ R,
eαtP (W > t) ≤ B e−α(−t)+ .
Proof. By (5.3), there is a t0 > 0 such that supt≥t0 E˜
[
e−α(Vτ(t)−t)D−1Jτ(t)
]
≤ 2E[Qα]/(αµ) < ∞.
Since for t ≤ 0 we have the trivial bound eαtP (W > t) ≤ e−α(−t)+ , and for t ≥ t0 we have
eαtP (W > t) ≤ E˜
[
e−α(Vτ(t)−t)D−1Jτ(t)
]
≤ 2E[Qα]/(αµ), we can take B = max{eαt0 , 2E[Qα]/(αµ)}
to obtain the stated inequality.
We are now ready to move on to the application of the Markov renewal theorem.
5.2.1. The Markov Renewal Theorem
Let S(m) denote the state space of weighted trees of height m having a path identified as its spine,
and define the Markov chain {M (m)n : n ≥ m} in S(m) as follows:
M (m)m =
{
ψi : i ∈
m−1⋃
k=0
Ak
}
∪ {J0,J1, . . . ,Jm} ,
and
M
(m)
m+n =
{
ψi : i ∈ T (m)n
}
∪ {Jn,Jn+1, . . . ,Jn+m}
for n > 0. Recall that
T (m)n =
m−1⋃
k=0
Ak,Jn and Ak,i = {(i, j) ∈ T : |j| = k}.
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Note that with this notation we can write
E˜
[
1(Jτ(t) = γ(t))e
−α(Vτ(t)−t)D−1Jτ(t)
]
=
m−2∑
n=0
E˜
[
1(|γ(t)| = n,Jτ(t) = γ(t))e−α(Vτ(t)−t)D−1Jτ(t)
]
+ E˜
[
1(|γ(t)| ≥ m− 1,Jτ(t) = γ(t))e−α(Vτ(t)−t)D−1Jτ(t)
]
=
m−2∑
n=0
E˜
[
1(Jn = γ(t))e
−α(Vn−t)D−1Jn
]
+ E˜
[
K
(
M (m)m , t
)]
,
where
K
(
M (m)m , t
)
:= E˜
[
1(|γ(t)| ≥ m− 1, γ(t) = Jτ(t))e−α(Vτ(t)−t)D−1Jτ(t)
∣∣∣M (m)m ] .
The key idea behind the proof of Theorem 3.1 is that E˜
[
K
(
M
(m)
m , t
)]
can be analyzed using the
Markov renewal theorem (Theorem 2.1 in [2]). However, the use of this theorem is not immediate,
since, as mentioned earlier, the perturbations make it difficult to identify clear regeneration points.
In comparison, when the perturbations are not random (i.e., Q’s are constant), it suffices to focus
on the generations where the ladder heights of the random walk {Vk : k ≥ 0} occur, since the
crossing of level t can only happen at these times. To solve this problem, our approach relies on
the observation that although the crossing of level t does not need to coincide with a ladder height
of {Vk : k ≥ 0}, and the perturbed (branching) random walk does not regenerate when the ladder
heights of {Vk + ξk : k ≥ 0} occur, we can ignore the effect of the perturbations by looking at a
long enough stretch of the history of the branching random walk along its spine. This history is
what the Markov chain {M (m)m+n : n ≥ 0} includes.
Our first technical result in this section will define a function that will appear in the derivation of
a lower bound for E˜
[
K
(
M
(m)
m , t
)]
. Before we state it, we will need to define the following random
variables. We use
Wi :=
∞∨
r=0
∨
(i,j)∈A|i|+r
(
S(i,j) − Si + Y(i,j)
)
, i ∈ T , (5.4)
to define the maximum of the perturbed branching random walk rooted at node i. Note that if i is
not part of the spine, then Wi has the same distribution under both P˜ and P . Now use the Wi to
define
Zk := ξk ∨ max
(Jk,i) 6=Jk+1
(
S(Jk,i) − Vk +W(Jk,i)
)
, k ≥ 0.
Note that the Zk is the maximum of the perturbation at the spine node Jk and all the branching
random walks that are rooted at sibling nodes of Jk. Intuitively, since under P˜ only the spine has
positive drift, the probability that any path that coalesces with the spine outside of T (m)k has a
very small chance of ever reaching level t for sufficiently large t and m. The function hm will be
used to quantify how rare this event is.
Lemma 5.4 Under Assumption 2.2, the function
hm(x) = E˜
[
1(Z0 > x)e
−α(Vm+1−x)+
]
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is d.R.i. on R for any m ≥ 2, and satisfies∫ ∞
−∞
hm(x) dx = E˜
[
e−α(Vm+1−Z0)+
α
+ (Z0 − Vm+1)+
]
<∞.
Proof. We start by showing that hm is integrable, for which we note that∫ ∞
−∞
hm(x) dx = E˜
[∫ Z0
−∞
e−α(Vm+1−x)
+
dx
]
= E˜
[∫ ∞
Vm+1−Z0
e−αy
+
dy
]
= E˜
[∫ (Vm+1−Z0)+
Vm+1−Z0
dy +
∫ ∞
(Vm+1−Z0)+
e−αydy
]
= E˜
[
(Z0 − Vm+1)+ + e
−α(Vm+1−Z0)+
α
]
.
To see that E˜ [(Z0 − Vm+1)+] is finite first note that
E˜
[
(Z0 − Vm+1)+
] ≤ E˜ [Z+0 + (−Vm+1)+] ≤ E˜ [Z+0 ]+ (m+ 1)E˜ [(−V1)+] .
By Lemma 2.6 we have E˜ [(−V1)+] = E˜
[
Xˆ−1
]
<∞. For E˜ [Z+0 ], recall Q = eξ0 and write
E˜
[
Z+0
]
=
∫ ∞
0
E˜
P˜
ξ0 ∨ ∨
i 6=J1
(logCi +Wi) > t
∣∣∣∣∣∣ψ∅
 dt
=
∫ ∞
0
E˜
1(ξ0 > t) + 1(ξ0 ≤ t)P˜
 ∨
i 6=J1
1(logCi +Wi > t)
∣∣∣∣∣∣ψ∅
 dt
≤
∫ ∞
0
E˜
1(ξ0 > t) + 1
Qα ≤ eαt < ∑
i 6=J1
Cαi
 dt
+
∫ ∞
0
E˜
1
Qα ∨∑
i 6=J1
Cαi ≤ eαt
∑
i 6=J1
P˜ ( logCi +Wi > t|Ci)
 dt
= E˜
ξ+0 +
 1
α
log
∑
i 6=J1
Cαi
− ξ+0
+ (5.5)
+
∫ ∞
0
E˜
1
Qα ∨∑
i 6=J1
Cαi ≤ eαt
∑
i 6=J1
F (t− logCi)
 dt, (5.6)
where F (x) = P (W > x) and (5.5) is equal to E˜
[
1
α log
+
(
Qα ∨∑i 6=J1 Cαi )]. By Corollary 5.3,
there exists a constant B <∞ such that F (x) ≤ Be−αx for x ≥ 0. It follows that (5.6) is bounded
from above by
B
∫ ∞
0
E˜
1
Qα ∨∑
i 6=J1
Cαi ≤ eαt
∑
i 6=J1
e−α(t−logCi)
 dt
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= BE˜
∑
i 6=J1
Cαi
∫ ∞
1
α
log+
(
Qα∨∑i6=J1 Cαi ) e
−αtdt

=
B
α
E˜
∑
i 6=J1
Cαi e
− log+
(
Qα∨∑i6=J1 Cαi )
 ≤ B
α
.
It follows that
E˜
[
Z+0
] ≤ E˜
 1
α
log+
Qα ∨∑
i 6=J1
Cαi
+ B
α
≤ 1
α
E
[
N∑
i=1
Cαi log
+
(
Qα ∨
N∑
i=1
Cαi
)]
+
B
α
<∞,
with finiteness provided by Assumption 2.2(e).
It remains to show that hm is d.R.i., for which we note that for any h > 0,
∞∑
n=−∞
sup
y∈(nh,(n+1)h]
hm(y)
≤
∞∑
n=−∞
E˜
[
1(Z0 > nh)e
−α(Vm+1−(n+1)h)+
]
≤
∞∑
n=−∞
∫ nh
(n−1)h
E˜
[
1(Z0 > x)e
−α(Vm+1−x−2h)+
]
dx
= E˜
[
(Z0 − Vm+1 + 2h)+ + e
−α(Vm+1−2h−Z0)+
α
]
<∞,
so by Proposition 4.1(ii) in Chapter V of [4], hm is d.R.i.
We are now ready to state the expression to which we will apply the Markov renewal theorem.
Lemma 5.5 For any t ∈ R and m ≥ 2 we have
E˜
[
K
(
M (m)m , t
)]
≤
∞∑
k=0
E˜
[
g
(
M
(m)
m+k, t− Vk
)]
,
E˜
[
K
(
M (m)m , t
)]
≥
∞∑
k=0
E˜
[
g
(
M
(m)
m+k, t− Vk
)]
−B
∞∑
k=0
E˜ [hm(t− Vk)] ,
where B <∞ is the constant from Corollary 5.3,
g
(
M (m)m , t
)
= 1
(
max
i≺Jm−1
Si + Yi ≤ t < Vm−1 + ξm−1
)
e−α(Vm−1−t)D−1Jm−1 , (5.7)
and
hm(x) = E˜
[
1(Z0 > x)e
−α(Vm+1−x)+
]
.
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Proof. Start by noting that
K
(
M (m)m , t
)
= 1(|γ(t)| = m− 1, γ(t) = Jτ(t))e−α(Vm−1−t)D−1Jm−1
+ E˜
[
1(|γ(t)| ≥ m, γ(t) = Jτ(t))e−α(Vτ(t)−t)D−1Jτ(t)
∣∣∣M (m)m ]
= g
(
M (m)m , t
)
+ E˜
[
1
(
∆t,τ(t)
)
1(|γ(t)| ≥ m, γ(t) = Jτ(t))e−α(Vτ(t)−t)D−1Jτ(t)
∣∣∣M (m)m ] ,
where the ∆t,τ(t) is the event that ξ0 ≤ t and no subtree rooted at any of the sibling nodes of J1
reaches level t before the spine does. Simply ignoring the indicator 1(∆t,τ(t)) and regenerating at
node J1 yields the inequality
E˜
[
K
(
M (m)m , t
)]
≤ E˜
[
g
(
M (m)m , t
)]
+ E˜
[
K
(
M
(m)
m+1, t− V1
)]
≤
n−1∑
k=0
E˜
[
g
(
M (m)m , t− Vk
)]
+ E˜
[
K
(
M
(m)
m+n, t− Vn
)]
.
To further bound the last expectation, let s ∈ R, and note that on {γ(s) = Jτ(s)}, no random walk
on a path other than the chosen one reaches level s before Vk+ξk. Hence by ignoring these branches
up to level m and restarting the branching process at Jm with initial value Vm, we have that
K
(
M (m)m , s
)
= E˜
[
1(|γ(s)| ≥ m− 1, γ(s) = Jτ(s))e−α(Vτ(s)−s)D−1Jτ(s)
∣∣∣M (m)m ]
≤ E˜
[
1(γ(s− Vm) = Jτ(s−Vm))e−α(Vτ(s−Vm)−(s−Vm))
∣∣∣Vm]
= eα(s−Vm)F (s− Vm),
where F (x) = P (W > x) and we used (2.9). Moreover, by Corollary 5.3 we have that eα(s−Vm)F (s−
Vm) ≤ Be−α(Vm−s)+ , so we obtain for any s ∈ R,
K
(
M (m)m , s
)
≤ Be−α(Vm−s)+ . (5.8)
Now replace Vm with Vm+n − Vn and s = t− Vn in (5.8) to obtain that
E˜
[
K
(
M
(m)
m+n, t− Vn
)]
≤ BE˜
[
e−α(Vm+n−t)
+
]
.
To obtain a lower bound note that ∆ct,τ(t) ⊆ {Z0 > t}, since the event {Z0 > t} states that either
ξ0 > t or at least one of the subtrees rooted at a sibling node of J1 reaches level t at some point
(even if this happens after the spine does). Hence, we obtain the following lower bound:
E˜
[
K
(
M (m)m , t
)]
≥ E˜
[
g
(
M (m)m , t
)]
+ E˜
[
K
(
M
(m)
m+1, t− V1
)]
− E˜
[
1(Z0 > t)K
(
M
(m)
m+1, t− V1
)]
≥ E˜
[
g
(
M (m)m , t
)]
+ E˜
[
g
(
M
(m)
m+1, t− V1
)]
+ E˜
[
K
(
M
(m)
m+2, t− V2
)]
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− E˜
[
1(Z1 > t− V1)K
(
M
(m)
m+2, t− V2
)]
− E˜
[
1(Z0 > t)K
(
M
(m)
m+1, t− V1
)]
≥
n−1∑
k=0
E˜
[
g
(
M
(m)
m+k, t− Vk
)]
+ E˜
[
K
(
M
(m)
m+n, t− Vn
)]
−
n−1∑
k=0
E˜
[
1(Zk > t− Vk)K
(
M
(m)
m+k+1, t− Vk+1
)]
.
To provide a bound for the last sum, note that by replacing Vm with Vm+k+1−Vk+1 and s = t−Vk+1
in (5.8) we obtain
E˜
[
1(Zk > t− Vk)K
(
M
(m)
m+k+1, t− Vk+1
)]
≤ E˜
[
1(Zk > t− Vk)Be−α(Vm+k+1−t)+
]
= BE˜ [hm(t− Vk)] ,
where hm(x) = E˜
[
1(Z0 > x)e
−α(Vm+1−x)+
]
.
We have thus shown that for any n ≥ 1
−B
n−1∑
k=0
E˜ [hm(t− Vk)] ≤ E˜
[
K
(
M (m)m , t
)]
−
n−1∑
k=0
E˜
[
g
(
M
(m)
m+k, t− Vk
)]
≤ BE˜
[
e−α(Vm+n−t)
+
]
.
Monotone convergence and the observation that Vn →∞ P˜ -a.s. immediately yields
E˜
[
K
(
M (m)m , t
)]
≤
∞∑
k=0
E˜
[
g
(
M
(m)
m+k, t− Vk
)]
.
To obtain the lower bound note that by Lemma 5.4 we have that hm is nonnegative and d.R.i. on
R, and therefore,
∑∞
k=0 E˜ [hm(t− Vk)] <∞ for all t ∈ R. It follows that
E˜
[
K
(
M (m)m , t
)]
≥
∞∑
k=0
E˜
[
g
(
M
(m)
m+k, t− Vk
)]
−B
∞∑
k=0
E˜ [hm(t− Vk)] .
This completes the proof.
In order to connect our framework with the notation in the Markov renewal theorem from [2], recall
that the
Xˆn = Vn − Vn−1, n ≥ 1,
define the increments of the random walk along the spine, and note that {(M (m)m+n, Xˆn) : n ≥ 0}
is a time-homogeneous Markov process that only depends on the past through {M (m)m+n : n ≥ 0}.
Hence, we can define a transition kernel P according to
P
(
M
(m)
m+n, A×B
)
:= P˜
(
M
(m)
m+n+1 ∈ A, Xˆn+1 ∈ B
∣∣∣M (m)m+n, Xˆn)
for any measurable sets A ⊆ S(m) and B ⊆ R. Thus, {(M (m)m+n, Vn) : n ≥ 0} is a Markov random
walk in the sense of [2]. Furthermore, by the way the process {M (m)m+n : n ≥ 0} was constructed, it is
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mth-order stationary, in the sense that for each n ≥ 0 the law under P˜ of
(
M
(m)
m+n, . . . ,M
(m)
2m+n
)
is
the same as that of
(
M
(m)
m , . . . ,M
(m)
2m
)
, from which it follows that the unique stationary distribution
for the chain {M (m)m+n : n ≥ 0} is given by
ηm(·) := E˜
[
1
m
m−1∑
n=0
1
(
M
(m)
m+n ∈ ·
)]
= P˜
(
M (m)m ∈ ·
)
. (5.9)
The idea is now to use Theorem 2.1 in [2], which states that provided that
(i) {(M (m)m+n, Vn) : n ≥ 0} is a non-arithmetic and Harris recurrent Markov random walk, and
(ii) g : S(m) × R → R is a measurable function such that g(M, ·) is Lebesgue-a.e. continuous for
ηm-a.e. M , and g is d.R.i. in the sense that∫
S(m)
∞∑
n=−∞
sup
y∈(n,n+1]
|g(M,y)| ηm(dM) <∞,
then, it will follow that
lim
t→∞ E˜
[ ∞∑
n=0
g
(
M
(m)
n+m, t− Vn
)]
=
1
E˜[Xˆ1]
∫
S(m)
∫
R
g(M,x) dx ηm(dM).
The non-arithmeticity of {(M (m)m+n, Vn) : n ≥ 0} follows from the non-arithmeticity of {Vn : n ≥ 1},
which is ensured by Assumption 2.2(d) (see Lemma 2.6). To see that {M (m)m+n : n ≥ 0} is Harris
recurrent note that by construction, M
(m)
m+n is independent of {M (m)n+2m,M (m)n+2m+1, . . . } for all n ≥ 0,
and therefore, by letting Q denote the transition kernel of {M (m)m+n : n ≥ 0} and Qr its corresponding
r-step transition kernel, we have
Qm(M
(m)
m+n, A) := P˜
(
M
(m)
n+2m ∈ A
∣∣∣M (m)m+n) = P˜ (M (m)m ∈ A) = ηm(A),
which satisfies the definition of a Harris chain (see Chapter VII §3 in [4]) with regeneration set
R = S(m), probability measure λ = ηm and  = 1.
The last ingredient before applying the Markov renewal theorem of [2] to our situation is to show
that the function g defined by (5.7) satisfies the necessary conditions. The corresponding result is
given by the following lemma.
Lemma 5.6 Let g : S(m) × R → R be defined by (5.7). Then, under Assumption 2.2, g(M, ·) is
Lebesgue-a.e. continuous for ηm-a.e. M , and g is d.R.i. Moreover,∫
S(m)
∫ ∞
−∞
g(M,x) dx ηm(dM) =
1
α
E˜
[
D−1Jm−1
(
eαξm−1 − eα(maxi≺Jm−1 (Si+Yi)−Vm−1)
)+]
<∞.
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Proof. We start by showing that g(M, ·) is Lebesgue-a.e. continuous. To see this, let M ∈ S(m),
identify its m generations, all its weights, and its spine. Then note that
g (M, t) = 1(a(M) ≤ t ≤ b(M))c(M)eαt
for some fixed numbers a(M), b(M) and c(M). Therefore, it is Lebesgue-a.e. continuous.
It remains to show that g is d.R.i., for which we note that for any M ∈ S(m) for which we have
identified its generations, weights, and spine, we have
∞∑
n=−∞
sup
y∈(n,n+1]
|g(M,y)|
=
∞∑
n=−∞
sup
y∈(n,n+1]
1
(
max
i≺Jm−1
Si + Yi ≤ y < Vm−1 + ξm−1
)
e−α(Vm−1−y)D−1Jm−1
≤ D−1Jm−1e−αVm−1
∞∑
n=−∞
1
(
Vm−1 + ξm−1 > n, max
i≺Jm−1
Si + Yi ≤ n+ 1
)
eα(n+1)
≤ D−1Jm−1e−αVm−1
∞∑
n=−∞
∫ n+2
n+1
1
(
Vm−1 + ξm−1 + 2 > x, max
i≺Jm−1
Si + Yi ≤ x
)
eαx dx
= D−1Jm−1e
−αVm−1
∫ ∞
−∞
1
(
max
i≺Jm−1
Si + Yi ≤ x < Vm−1 + ξm−1 + 2
)
eαx dx
= D−1Jm−1e
−αVm−1 1
α
(
eα(Vm−1+ξm−1+2) − eα(maxi≺Jm−1 Si+Yi)
)+
=
1
α
D−1Jm−1
(
eα(ξm−1+2) − eα(maxi≺Jm−1 Si+Yi−Vm−1)
)+
.
It follows that ∫
S(m)
∞∑
n=−∞
sup
y∈(n,n+1]
|g(M,y)| ηm(dM)
≤ 1
α
E˜
[
D−1Jm−1
(
eα(ξm−1+2) − eα(maxi≺Jm−1 (Si+Yi)−Vm−1)
)+]
≤ 1
α
E˜
[
D−1Jm−1e
α(ξm−1+2)
]
=
e2α
α
E[Qα] <∞,
which implies that g is d.R.i.
To complete the proof, note that essentially the same steps followed above give that∫
S(m)
∫ ∞
−∞
g(M,x) dx ηm(dM) =
1
α
E˜
[
D−1Jm−1
(
eαξm−1 − eα(maxi≺Jm−1 (Si+Yi)−Vm−1)
)+]
and that the right hand side is finite.
We are finally ready to prove Theorem 3.1.
Proof of Theorem 3.1. From the derivations at the beginning of the subsection and Lemma 5.5
we have that for any m ≥ 2,
E˜
[
1(γ(t) = Jτ(t))e
−α(Vτ(t)−t)D−1Jτ(t)
]
≤
m−1∑
k=0
E˜
[
1(|γ(t)| = k, γ(t) = Jτ(t))e−α(Vk−t)D−1Jk
]
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+
∞∑
n=0
E˜
[
g
(
M
(m)
m+n, t− Vn
)]
.
To see that each of the first m expectations converges to zero as t→∞, note that
E˜
[
1(|γ(t)| = k, γ(t) = Jτ(t))e−α(Vk−t)D−1Jk
]
≤ E˜
[
1(Vk + ξk > t)e
−α(Vk−t)D−1Jk
]
= E˜ [u(t− Vk)] ,
where u(x) = eαxE˜
[
1(ξ0 > x)D
−1
J0
]
= eαxP (Y > x). Since u is bounded and integrable on
(−∞,∞), it follows from the bounded convergence theorem that
lim sup
t→∞
E˜
[
1(|γ(t)| = k, γ(t) = Jτ(t))e−α(Vk−t)D−1Jk
]
≤ E˜
[
lim sup
t→∞
u(t− Vk)
]
= 0.
Now use the Markov renewal theorem (Theorem 2.1 in [2]) and Lemma 5.6 to obtain that
lim sup
t→∞
E˜
[
1(γ(t) = Jτ(t))e
−α(Vτ(t)−t)D−1Jτ(t)
]
≤
m−1∑
k=0
lim
t→∞ E˜
[
1(|γ(t)| = k, γ(t) = Jτ(t))e−α(Vk−t)D−1Jk
]
+
1
E˜[Xˆ1]
∫
S(m)
∫ ∞
−∞
g(M,x) dx ηm(dM)
=
1
αµ
E˜
[
D−1Jm−1
(
eαξm−1 − eα(maxi≺Jm−1 (Si+Yi)−Vm−1)
)+]
=: Hm−1,
where µ = E˜[Xˆ1] = E
[∑N
i=1C
α
i logCi
]
> 0.
To obtain a lower bound use Lemma 5.5 again to obtain that
E˜
[
1(γ(t) = Jτ(t))e
−α(Vτ(t)−t)D−1Jτ(t)
]
≥
∞∑
n=0
E˜
[
g
(
M
(m)
m+n, t− Vn
)]
−B
∞∑
n=0
E˜ [hm(t− Vn)] .
Now use the two-sided renewal theorem (see Theorem 4.2 in [6]) and Lemma 5.4 to obtain that
lim
t→∞
∞∑
n=0
E˜ [hm(t− Vn)] = 1
µ
∫ ∞
−∞
hm(x) dx
=
1
µ
E˜
[
e−α(Vm+1−Z0)+
α
+ (Z0 − Vm+1)+
]
<∞.
It follows that
lim inf
t→∞ E˜
[
1(γ(t) = Jτ(t))e
−α(Vτ(t)−t)D−1Jτ(t)
]
≥ Hm−1
− B
µ
E˜
[
e−α(Vm+1−Z0)+
α
+ (Z0 − Vm+1)+
]
.
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Since Vm →∞ P˜ -a.s., we have that
lim
m→∞ E˜
[
e−α(Vm+1−Z0)+
α
+ (Z0 − Vm+1)+
]
= 0,
and we conclude that
lim
t→∞ e
αtP (W > t) = lim
t→∞ E˜
[
1(γ(t) = Jτ(t))e
−α(Vτ(t)−t)D−1Jτ(t)
]
= lim
m→∞Hm =: H.
The positivity of H under Assumption 2.3 follows from representation (3.1) and Theorem 3.4 in
[28].
5.3. The importance sampling estimator Z(t)
The last part of the paper contains the proofs of Lemmas 4.2 and 4.3 in Section 4. The first of
these establishes the asymptotic behavior of τ(t) as t→∞, and the second one proves the strong
efficiency of our proposed estimator.
Proof of Lemma 4.2. Since τ(y) is monotone nondecreasing in y, limy→∞ τ(t) = supy τ(y) exists,
and for any k > 0 and x ∈ R,
P˜
(
lim
y→∞ τ(y) > k
)
≥ P˜ (τ(x) > k) = P˜
(
max
j≤k
Vj + ξj ≤ x
)
.
Letting x→∞, we see that P˜ (limy→∞ τ(y) > k) = 1, and since this is true for all k, limy→∞ τ(y) =
∞ P˜ -a.s. It remains to show that τ(t)/t→ 1/µ P˜ -a.s. provided E˜ [ξ+0 ] <∞ and P˜ (ξ0 > −∞) > 0,
which are implied by Assumption 2.2.
Start by noting that for any t > 0,
1
τ(t) + 1
max
0≤k<τ(t)
(Vk + ξk) ≤ t
τ(t) + 1
≤ Vτ(t) + ξτ(t)
τ(t) + 1
.
To obtain an upper bound for t/(τ(t) + 1) note that
lim sup
t→∞
t
τ(t) + 1
≤ lim sup
n→∞
Vn + ξ
+
n
n
≤ µ+ lim sup
n→∞
ξ+n
n
= µ,
where lim supn→∞ ξ+n /n = 0 P˜ -a.s. since E˜[ξ
+
0 ] <∞ and lim supn→∞ Vn/n = µ P˜ -a.s. by the strong
law of large numbers since E˜[|V1|] <∞. To obtain a lower bound let mn = n/ log n and note that
since t/(τ(t) + 1) > 0 we have
lim inf
t→∞
t
τ(t) + 1
≥ lim inf
n→∞
(
1
n
max
0≤k<n
(Vk + ξk)
)+
≥ lim inf
n→∞
1
n
max
mn≤k<n
(Vk + ξk)
+
≥ lim inf
n→∞
1
n
max
mn≤k<n
(
(µk + ξk)
+ − (µk − Vk)+
)
≥ lim inf
n→∞
1
n
max
mn≤k<n
(µk + ξk)
+ − lim sup
n→∞
1
n
max
mn≤k<n
(µk − Vk)+
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≥ lim inf
n→∞
1
n
max
mn≤k<n
(µk + ξk)
+ − lim sup
n→∞
(
µ− Vn
n
)+
.
Since the strong law of large numbers gives that lim supn→∞(µ−Vn/n)+ = 0 P˜ -a.s., it only remains
to show that lim infn→∞ n−1 maxmn≤k<n(µk+ξk)+ ≥ µ P˜ -a.s. To show that this is indeed the case,
fix 0 <  < µ, define M = de(1−/2)−1e, and note that
∞∑
n=3
P˜
(
1
n
max
mn≤k<n
(µk + ξk)
+ − µ < −
)
=
∞∑
n=3
P˜
(
max
mn≤k<n
(µk + ξk)
+ < (µ− )n
)
≤M +
∞∑
n=M+1
P˜
(
max
d(1−/2)ne≤k<n
(µk + ξk)
+ < (µ− )n
)
≤M +
∞∑
n=M+1
n∏
k=d(1−/2)ne
P˜ (µk + ξk < (µ− )n)
≤M +
∞∑
n=M+1
n∏
k=d(1−/2)ne
P˜ (ξ0 < −(/2)n)
≤M +
∞∑
n=M+1
P˜ (2ξ0 < −n)(/2)n−1.
Since by assumption we have that P˜ (ξ0 > −∞) > 0, then there exists n0 > M such that P˜ (2ξ0 <
−n) < 1 for all n ≥ n0, which shows that the series above converges. Finally, use the Borel-Cantelli
lemma to conclude that
lim inf
n→∞
1
n
max
mn≤k<n
(µk + ξk)
+ − µ = 0 P˜ -a.s.,
which in turn implies that
lim
t→∞
t
τ(t)
= µ P˜ -a.s.
Proof of Lemma 4.3. From Theorem 3.1,
P (W > t)2 ∼ H2e−2αt as t→∞
for H2 > 0, and so
lim sup
t→∞
V˜ar(Z(t))
P (W > t)2
≤ lim sup
t→∞
E˜
[
1(Jτ(t) = γ(t))e
−2αVτ(t)D−2Jτ(t)
]
H2e−2αt
≤ H−2 lim sup
t→∞
E˜
[
e−2α(Vτ(t)−t)D−2Jτ(t)
]
.
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Now, by an argument analogous to that in the proof of Lemma 5.2, we have that
E˜
[
e−2α(Vτ(t)−t)D−2Jτ(t)
]
≤
∞∑
n=0
E˜ [v(t− Vn)] ,
where v(x) = e2αxE[1(Y > x)D−1], which is integrable since∫ ∞
−∞
v(x) dx =
∫ ∞
−∞
e2αxE
[
1(Y > x)D−1
]
dx
= E
[∫ Y
−∞
e2αxD−1 dx
]
=
1
2α
E
[
Q2αD−1
]
<∞.
Then, v is d.R.i. by the same argument as in the proof of Lemma 5.2 for the function u, and hence
lim sup
t→∞
E˜
[
e−2α(Vτ(t)−t)D−2Jτ(t)
]
≤ lim sup
t→∞
∞∑
n=0
E˜ [v(t− Vn)] =
∫ ∞
−∞
v(x) dx <∞.
The proof is the same for the estimator 1(Jτ(t) = γ(t))e
−αVτ(t) in the case of independent Q.
5.4. The bounded perturbations, non-branching case
We end the paper with a short proof of Theorem 1 in [3] for the non-branching case N ≡ 1 and
bounded Q, which establishes the exponential asymptotic behavior of P (W > x). As mentioned
earlier, a similar approach could be used for the branching case with bounded Q, however, since our
goal was not to establish the exponential asymptotic itself (for which the implicit renewal theorem
on trees in [28] can be used), but rather shed some light into the event leading to the constant,
we do not pursue this idea any further. In the N ≡ 1 case, W is the maximum of a negative drift
perturbed random walk, that is
W
D
= sup
n≥0
(Vn + ξn) .
Theorem 5.7 (Theorem 1 in [3]) Suppose that N ≡ 1 and one of the following holds:
(a) {(ξi−1, Xˆi) : i ≥ 1} are i.i.d., or,
(b) {ξi : i ≥ 0} is a stationary sequence, independent of the i.i.d. sequence {Xˆi : i ≥ 1}.
In either case, assume that P (ξ0 ≤ c) = 1 for some constant c and P (ξ0 > 0) > 0; we allow
the possibility that P (ξ0 = −∞) > 0 but assume that P (Xˆ1 = −∞) = 0. Assume further that
E[eαXˆ1 ] = 1 and E[Xˆ1e
αXˆ1 ] ∈ (0,∞) for some α > 0, and that the measure P (Xˆ1 ∈ dx) is
non-arithmetic. Then,
P (W > x) ∼ He−αx, x→∞,
for some constant 0 < H <∞.
Proof. Define the filtration Hn = σ(Xˆi : 1 ≤ i ≤ n) for n ≥ 0 and H0 = σ(∅). Let T (x) =
inf{n ≥ 1 : Vn > x} and note that it is a stopping time with respect to {Hn : n ≥ 0}. Also let
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τ(x) = inf{n ≥ 1 : Vn + ξn > x}. Since the perturbations are bounded, we have τ(x) ≥ T (x − c),
and since the drift of Vn = Xˆ1 + · · ·+ Xˆn is positive under P˜ , then P˜ (T (t) <∞) = 1 for all t ≥ 0.
Now let y = x− c and write,
P (W > x)
= P (T (y) ≤ τ(x) <∞)
= P
(
T (y) <∞, sup
k≥0
(
VT (y)−1 + VT (y)+k + ξT (y)+k
)
> x
)
= E
[
1(T (y) <∞)E
[
1
(
VT (y) + max
{
ξT (y), sup
k≥1
(
VT (y)+k + ξT (y)+k
)}
> x
)∣∣∣∣∣HT (y)
]]
.
Since max
{
ξT (y), supk≥1(VT (y)+k + ξT (y)+k)
}
is independent of HT (y) and has the same distribution
as W , we have that
E
[
1
(
VT (y) + max
{
ξT (y), sup
k≥1
(
VT (y)+k + ξT (y)+k
)}
> x
)∣∣∣∣∣HT (y)
]
= F (x− VT (y)),
where F (t) = P (W > t). Hence,
eαxP (W > x) = eαxE
[
1(T (y) <∞)F (x− VT (y))
]
= eαxE
[
1(T (y) <∞)F (x− VT (y))e−αVT (y)LT (y)
]
= eαxE˜
[
1(T (y) <∞)F (x− VT (y))e−αVT (y)
]
= E˜
[
F (x− VT (y))e−α(VT (y)−x)
]
= E˜
[
F (c−B(x− c))e−αB(x−c)
]
eαc,
where B(t) = VT (t) − t ≥ 0 is the overshoot process of the random walk {Vn : n ≥ 1}. Since
P (Xˆ1 ∈ dx) is non-arithmetic, so is P˜ (Xˆ1 ∈ dx) = E[1(Xˆ1 ∈ dx)eαXˆ1 ], and hence by Theorem 2.1
in Chapter VIII of [4], B(t) converges in P˜ -distribution as t→∞ to an a.s. finite limit B(∞), and
therefore,
lim
x→∞ E˜
[
F (c−B(x− c))e−αB(x−c)
]
eαc = E˜
[
F (c−B(∞))e−αB(∞)
]
=: H.
To see that H > 0, note that F (t) ≥ supn≥0 P (Vn + ξn > t, ξn > 0) ≥ supn≥0 P (Vn > t)P (ξ0 > 0).
The condition E[Xˆ1e
αXˆ1 ] > 0 implies that P (Xˆ1 > 0) > 0, and in particular there must be some
 > 0 such that P (Xˆ1 > ) > 0. For any t > 0, if k > t/, then
P (Vk > t) ≥ P
(
Xˆ1 >
t
k
, . . . , Xˆk >
t
k
)
≥ P (Xˆ1 > )k > 0.
Since P (ξ0 > 0) > 0 as well, we the have F (t) > 0 for each t > 0. In particular, since B(∞) ≥ 0
a.s., F (c−B(∞)) ≥ F (c) > 0. Therefore, B(∞) <∞ a.s. and F (c−B(∞)) > 0 a.s. imply together
that H > 0.
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