A keyphrase is a sequence of words that play an important role in the identification of the topics that are embedded in a given document. Keyphrase extraction is a process which extracts such phrases. This has many important applications such as document indexing, document retrieval, search engines, and document summarization. This paper presents a framework for extracting keyphrases from Arabic news documents which is based on the KEA system. It relies on supervised learning, Naïve Bayes in particular, to extract keyphrases. Two probabilities are computed: the probability of being a keyphrase and the probability of not being a keyphrase. The final set of keyphrases is chosen from the set of phrases that have high probabilities of being keyphrases. The novel contributions of the current work are that it provides insights on keyphrase extraction for news documents written in Arabic. It also presents an annotated dataset that was used in the experimentation. Finally, it uses Naïve Bayes as a medium for extracting keyphrases. 
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0.14 by KP-Miner [7, 9] and 0.43 by Moki [30] when 156 run on the emergency dataset.
157
The researchers in [3] 
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Their results show that accuracy is increased when com-164 pared to the standard TextRank.
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The work reported in [5] stemmed.
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After candidate phrases are generated and preprocessed, KEA assigns weights to these candidates by calculating two values: TFxIDF and First Occurrence of the phrase. TFxIDF calculates the frequency of a given phrase at the current document (TF) and frequency of the phrase in the general use or the global corpus of documents (IDF). TFxIDF for phrase P in document D is calculated using the formula shown in Equation (1):
Where:
354
-freq(P,D) is the number of times P occurs in D.
355
-size(D) is the number of words in D.
356
-df(P) is the number of documents containing P in 357 the global corpus.
358
-N is the size of the global corpus.
359
The First Occurrence weight is calculated as the num- (2) and (3) respectively: 
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-Y is the number of positive phrases in the training 379 documents.
380
-N is the number of negative phrases in the training 381 documents.
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The rank or importance of a candidate phrase is calculated using Equation (4): .
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These letters may also appear in the stem of the word.
413
The original algorithm did not take this into considera-414 tion and therefore it has errors in the generated roots. We nation of these alternatives. These groups are described 432 in Table 4 .
433
As few of the Arabic letters can appear as pre- rules is required to extract the correct root. Table 4 The division of the Arabic alphabet into groups for stemmer 2 [29] Group Description O: Original letters. These letters are surely part of the root. They are: . P: Prefix letters.
These letters can be added only in the prefix part. They are: S: Suffix letters.
These letters can be added only in the suffix part. They are: only Haa PS: Prefix-Suffix letters. These letters can be only added in both sides of the word i.e. in the suffix part or in the prefix part. They are: U: Uncertain letters.
These letters can be added anywhere in the word. They are: A: Added Letters.
These letters are always considered additional letters. They are: only Taa Marbuta. on the internet do not have author assigned keyphrases.
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485
We have contacted the authors of KP-Miner [7, 8] phrases. The final set of keyphrases for a given docu-500 ment consists of the intersection of the keyphrases' lists 501 generated by the two raters. 
Experimentation setup 502
In the current work, we have divided the documents 503 as training or testing as shown in Table 6 . The last col-504 umn of Table 6 shows the average number of keyphrases 505 assigned to documents. Table 7 shows the average number of matches for the 518 three datasets when varying the number of extracted 519 keyphrases to be : 5, 7, 10, 15 and 20. As [2] . Stemmer 2, on the other hand, is a 559 rule based stemmer described in [29] . As Table 11 560 clearly indicates, Stemmer 1 outperforms Stemmer 2.
561
The results shown in Table 11 bered from 1 to 30 were used for testing purposes.
582
The results of the comparisons are summarized in 583 results when compared with the rule-based stemmer.
