In this paper we lay the foundation of the concentration measurement for statistical tables with more than two columns. A concentration function and a coefficient of concentration are defined which can be used in a similar way as the Lorenz diagram and the Gini coefficient in case of tables with two columns. For computational purposes we derive an explicit formula and give an algorithm. The mathematics behind our approach is formally equivalent to the statistical theory of the comparison of experiments.
Introduction
Given the empirical distribution of an extensive quantitative variable it is a basic statistical problem going back to Lorenz, [8] , to consider its concentration. The basic mathematical reference for the the subject is Marshall and Olkin, [9] . In the most simple case the empirical distribution consists of a data list x = (x 1 , x 2 , . . . , x N ) of nonnegative numbers x i ≥ 0 satisfying N i=1 x i = 1. The set of all such sequences constitutes the unit simplex in R N and is denoted by S N . The simple concept of majorization is most easily explained by the principle of transfers (cf. Dalton, [3] ). One says that a sequence y ∈ S N arises by a transfer from x ∈ S N if there exists a pair of indices i, j and a number α ∈ [0, 1] such that y i = (1 − α)x i + αx j , y j = αx i + (1 − α)x j .
Such a transfer is levelling since min{x i , x j } ≤ min{y i , y j } ≤ max{y i , y j } ≤ max{x i , x j }. This is the background of (1.1) DEFINITION A sequence x ∈ S n majorizes a sequence y ∈ S N (x y) if y arises from x by a sequence of transfers.
Let us denote the sorted version of a sequence x ∈ S N by (x (1) , x (2) , . . . , x (N ) ). The following fundamental result is due to Hardy, Littlewood and Polya, [5] . It is clear that x y iff L x ≤ L y . The order relation 1 of majorization can thus be studied considering graphs of functions. Let x = (x 1 , x 2 , . . . , x N ) be a sequence in S N , where the values (q 1 , q 2 , . . . , q n ) occur with the relative frequencies (f 1 , f 2 , . . . , f n ). The table The rows of such a table arise from subsets of the underlying statistical population, called cases, and the columns belong to extensive quantitative variables. In most applications the first column contains the relative frequencies. The concentration of a table A is usually described by its Lorenz diagram which is understood as if the table arises from a single sequence in the sense of (1.3). Practically, the ratios q i = a i2 /a i1 are computed and sorted: q i1 ≤ q i2 ≤ . . . ≤ q im . 
If the points (
The relation between majorization and concentration is obvious: A sequence x ∈ S n majorizes a sequence
Thus, majorization of sequences corresponds to the concentration order between tables whose first column contains the uniform distribution.
It should be noted that the concept of concentration is much more general than the concept of majorization. It is possible to compare tables with different numbers of rows and it is not at all necessary that one column contains the uniform distribution. The concentration order is able to compare tables where each column arises from any extensive quantitative variable.
In the present paper we consider the problem of concentration measurement for tables with more than two columns. We will try to lay a theoretical foundation leading to concepts which are computationally accessible.
From an abstract point of view the concentration problem of tables is mathematically equivalent to the sufficiency problem of statistical decision theory. We give some details in section 5. Our solution of the concentration problem uses in an essential way mathematical ideas of the statistical theory of experiments. This theory has been initiated by Blackwell, [1] . Main results for the finite case are due to Torgersen, [12] . Important sources are Heyer, [7] , and Torgersen, [13] . In section 2 we discuss several equivalent concepts of concentration for tables with two columns. One of these concepts is the starting point for the definition of multivariate concentration in section 3. It is shown that our concept of multivariate concentration can be studied by the analysis of a certain function called the concentration function. For tables with two columns our concentration function essentially equals the conjugate convex function of the Lorenz curve. As an application we show in section 4 how the amount of concentration of a multivariate table can be measured by a concentration coefficient which is analogous to the usual Gini coefficient. An explicit formula as well as an algorithm for this coefficient of concentration is eleborated and its numerical performance is illustrated. Section 5 contains those proofs which are included for reasons of completeness.
Concentration of Tables with Two Columns
The aim of the present paper is to define a concentration order for tables with more than two columns. The definition (1.4) cannot be extended to this case. Therefore in this section we will discuss some equivalent mathematical interpretations of the concentration order of tables with two columns. One of these interpretations will be the starting point of our extension to tables with more than two columns. Let
be an arbitrary table in T 2 . In order to motivate our next definition let us discuss some intuitive ideas.
(2.1) DISCUSSION Assume that the variable of the first column is the relative frequency. The fact that the variable of the second column is highly concentrated could be described as follows: There is a partition of the set {1, 2, . . . , m} into two subsets M 1 , M 2 , which splits the the total mass of each variable 
m is a sequence of weights. Then high concentration means that the weights can be chosen such that
It will be shown that in this way we arrive at an explanation of the concentration order in T 2 .
For reasons of convenience we introduce a particular name for the condition we have in mind. Let
(2.3) DEFINITION The relation A ⊇ K B holds iff the following conditions is fulfilled:
For every sequence of weights (η 1 , η 2 , . . . , η n ) ∈ [0, 1] n there exists a sequence of weights
The following theorem states that several mathematical definitions of a concentration order for tables with two columns are equivalent.
(2.4) THEOREM The following assertions are equivalent:
For every convex function
4. There is a transition, i.e. a column stochastic n × m-matrix U satisfying B = U A.
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This theorem is well-known. In a measure theoretic framework it is a basic result of statistical decision theory. For completeness we will give a proof in section 5. Condition (4) deserves additional explanation. This condition is the general version of the "principle of transfers" which was the starting point for the concept of majorization. In fact, transfers can be written as transitions (see Marshall and Olkin, [9] , 2B). But a transition is a more general object than a transfer. For example, any grouping of data can be written as a transition: A transition U is a grouping of data if every column of U contains exactly one entry equal to 1 (the other entries have to be 0 ). A grouping combines rows of a table by adding the entries. It is clear that grouping diminishes the concentration of a table. This is formally expressed by the equivalence (2) ⇔ (4). Let us discuss this theorem with regard to the theory of concentration. We are interested in the question how the concepts and assertions of theorem (2.4) can be extended to tables with more than two columns. The relation A B used in condition (1) cannot be extended to tables with more than two columns since for such tables a Lorenz curve cannot be defined. The concepts used in conditions (2), (3) and (4), however, can be extended without any complication. For example Pflug, [10] , Definition 4, applies the convex function criterion of condition (3) for defining a concentration order for multivariate variables. It is known from Blackwell, [1] , [2] , that the equivalence (3) ⇔ (4) is valid also for tables with more than two columns. However, the extension of condition (2) yields a coarser order relation than that of (3) or (4). Thus, it seems most natural to define a concentration order for tables with more than two columns by an extension of the conditions (3) or (4). But we will make another proposal. The reason for our proposal is the fact known from decision theory that the order structures derived from (3) or (4) are difficult to treat numerically. The basic message of the present paper is that a concentration order for tables with more than two columns which is based on a suitable extension of ⊇ K ( i.e. condition (2)) has a major advantage: It is then possible the reduce the comparison of tables to the comparison of graphs of functions. This gives us an analytical instrument which can be handled in a similar way as the Lorenz curve is used for tables with two columns. We will carry out this program in the subsequent sections.
Multivariate Concentration
Comparing tables with more than two columns we may choose between several non-equivalent approaches. An assertion as that of theorem (2.4) seems not to be valid, in general. We will compare two alternative concepts of an order relation for tables which are oriented at conditions (2) and (4) Recall, that in section 2 for r = 2 we denoted φ 1 (i) = ξ i and φ 2 (i) = 1 − ξ i , i = 1, 2, . . . , m. (In mathematical terminology a weighted partition is called a partition of the unity.) Now we are in a position to give a mathematically precise definition of the comparison of tables in the sense of condition (2) of theorem (2.4). For notational convenience let T r be the set of tables with r columns.
(3.3) DEFINITION Let A ∈ T r and B ∈ T r be tables. Assume that A has m columns and B has n columns. The 
The relation ⊇ K is an order relation. We will show that this order relation can be characterized by the pointwise comparison of certain function graphs. For this we relate each table A ∈ T r to a so-called concentration function.
The concentration function will be defined on the unit simplex
(3.6) DEFINITION Suppose that A ∈ T n,r and let a 1 , a 2 , . . . , a n be the rows of A. Then the function
is called the concentration function of A.
The following assertion is the first main result of this paper. The concentration function characterizes the order relation ⊇ K :
Proof: Let A ∈ T m,r and B ∈ T n,r . Let us denote by Φ and Ψ the sets of weighted partitions of {1, 2, . . . , m} resp. of {1, 2, . . . , n}. For φ ∈ Φ we define a column stochastic matrix U φ = (φ s (i)) and similarly U ψ if ψ ∈ Ψ.
The assertion A ⊇ K B can be stated as follows: (3.8) For every ψ ∈ Ψ there is some φ ∈ Φ such that
It follows from the Minimax Theorem that (3.8) is equivalent to:
Let us consider the parts of the preceding inequality more thoroughly. For all α ∈ S r we have
The relation to the concentration function arises by
A similar formula is valid for table B. It follows that (3.9) is equivalent to
Thus, for tables with two columns the concentration function plays the same role as the Lorenz diagram. Of course, the concentration function is another function than the Lorenz function, but it characterizes the concentration of tables in the same way as the Lorenz diagram does. The advantage of the concentration function is due to the fact that it can be applied also to tables with more than two columns.
2. To satisfy those readers who believe in the Lorenz curve as an inviolable sanctuary let us indicate a strong relationship between the Lorenz curve and the concentration function.
Recall that the Lorenz curve is a convex function. For every convex function Φ there is a so-called conjugate convex function Φ * being defined by
It is a well-known fact of convex analysis that problems may become easier if an convex function is replaced by its conjugate convex function. (In classical mechanics the Lagrange function and Hamiltonian are conjugate convex functions.)
Let L * A be the conjugate convex function of the Lorenz curve L A . Then it can be shown that
(We give a proof of this relation at the end of section 5). This relation shows that the concentration function arises from the conjugate Lorenz curve by a simple transformation which maps the unit (1, 1, . . . , 1) . The concentration function is 
In this case we have K A = 0.
5. If A ∈ T n,r is an arbitrary table then its concentration function is the sum of
where a varies among all rows of A. To get an idea of a single function f a the following remarks could be helpful.
Each function f a is an concave function on the unit simplex S r . The graph of f a piecewise linear, i.e. it consists of pieces of hyperplanes. If we split up the unit simplex into the subsets
Now we turn to the generalization of condition (4) of theorem (2.4). To explain the terminology we note that the equation B = U A means that the table B can be constructed with the information contained in A.
Hence, A contains sufficient information for B, or simply A is sufficient for B. This concept of sufficiency is compatible with the corresponding concept known in decision theory. Proof: Let A ∈ T m,r and B ∈ T n,r . By assumption there is a transition U = (u kl ) such that
u ki a is for k = 1, 2, . . . , n and s = 1, 2, . . . , r.
Let (ψ 1 , ψ 2 , . . . , ψ r ) be a weighted partition of {1, 2, . . . , n}. Then we have
If we define
. , m} which satisfies (3.4). 2
The next assertion makes things even more precise: If a transition causes loss of information then concentration becomes smaller, too. This is the second main result of this paper.
(3.13) THEOREM Suppose that A is sufficient for B but not conversely. Then K A (α) < K B (α) for some point α ∈ S r .
Proof: For any row a ∈ [0, 1] r let f a be defined by (3.5). Let us show that
The inequality follows from the facts that α → f a (α) is concave and positively homogeneous. In order to prove the implication of equality we note that
For reasons of symmetry we obtain
It is easy to see that the following slightly more general assertions are valid:
We claim: If B ⊇ A then there is at least one i 0 such that
It this were not the case then every b i would be a linear combination of parallel rows of A, thus itself parallel to those rows of A. Then we could reconstruct the rows of A from the rows of B which would contradict to the assumption B ⊇ A. Hence the assumption B ⊇ A implies
The Coefficient of Concentration
Concentration is a phenomenon of high dimension. The structure of concentration differences between tables has many degrees of freedom and cannot be summarized by a single number. Therefore the concentration structure of a table must be mapped by a high dimensional mathematical object, e.g. by the concentration function. So-called measures of concentration, i.e. numbers summarizing a table by a single number, can only describe a single aspect of the whole phenomenon. Such an interesting aspect could be the amount of concentration. In the following let us denote by A 0 any uniform table and by A ∞ any singular table. For tables with two columns the amount of concentration is usually measured by the Gini coefficient.
(4.1) REMARK Let us recall the idea and the basic properties of the Gini coefficient. Let A ∈ T 2 . The Gini coefficient of A is defined by
The basic properties are
An explicit formula for the Gini coefficient is
We will define a measure for the amount of concentration for an arbitrary table A ∈ T r in a similar way as the Gini coefficient is defined in case r = 2.
is called the coefficient of concentration (COC) of A.
It should be noted that the integrals occurring in the definition are surface integrals. Obviously, for tables with two columns the COC does not coincide with the Gini coefficient. However, the COC has similar properties.
(4.3) THEOREM The COC has the following properties:
Proof: This is an obvious consequence of theorem (3.7).
(4.4) REMARK Concerning the numerical computation the COC has a major advantage compared with the Gini coefficient:
The COC is a sum of terms each of which depends only on a single line of the table. Any change of single lines of the table has only influence on the respective additive term and leaves the remaining terms unchanged. The Gini coefficient is also a sum but each term of the sum depends on the whole table since a sorting mechanism is to be involved. Hence, a change of a single line requires sorting of the table.
Let us turn to the computational aspects of the COC. We will derive an explicit formula. Note that
where a 1 , a 2 , . . . , a n denote the rows of A. Thus, we have to consider integrals of the type
Let a = (a 1 , a 2 , . . . , a r ) ∈ [0, 1] r . Some of the components of a may be equal to zero. For reasons of symmetry we may assume that a 1 = a 2 = . . . = a l−1 = 0 and a i > 0 for i = l, l + 1, . . . , r. Let S be the set of all permutations of {l, l + 1, . . . , r}. The unit simplex S r can be splitted into the subsets
These sets cover the unit simplex. Their intersections are of measure zero. This implies that
It is therefore sufficient to get an explicit formula for g l (a l , a l+1 , . . . , a r ).
(4.6) THEOREM Suppose that a i > 0 and denote
Proof: The integral
is a surface integral of dimension r − 1. Consider the mapping
If we denote
= det(e 1 + e, e 2 + e, . . . , e r−1 + e) = det(e 1 . . . e r−1 ) +
det(e 1 . . . e i−1 e e i+1 . . . e r−1 ) = r Thus, we obtain
Next, we apply the following transformation:
for i := 1 to r do value := value/i; integral := value * sqrt(r) end; {integral} function coc(n, r : integer; a : tabletype) : real; var sum : real; i : integer; e : rowtype; begin sum := 0; for i := 1 to n do sum := sum + integral(r, a[i]); for i := 1 to r do e[i] := 1; coc := 1 − sum/integral(r, e) end;
3. The performance of the algorithm is illustrated by table (4.9). For r = 2, 3, 4, 5 we generated randomly five tables with 100 rows and computed the COC. The computations were performed on a AT-Personal Computer (80386/87 with 16 MHz). We see that the computing time (seconds) is proportional to r! which is due to the generation of all permutations of r. 4. Let us illustrate the validity of the COC by a numerical example. We will randomly generate tables which differ slightly concerning their expected amount of concentration. It will turn out that the COC is able to indicate that difference.
First let us describe method of random table generation.
Let T ∞ = (t ij ) be that 20 × 4-table such that
By T 0 we denote the table with t ij ≡ 1. If T ∞ is normed to column sums equal to 1 then a singular table arises. From T 0 we would obtain a uniform table.
Let λ ∈ [0, 1] and let R be a random 20 × 4-matrix containing independent U (0, 1)-distributed entries. Then we compute λT ∞ + (1 − λ)T 0 + R and by norming to column sums equal to 1 we obtain a table denoted by A(λ, ).
From the construction it is clear that A(1, 0) is a singular table, A(0, 0) is a uniform table, and λ → A(λ, 0) is a continuous curve joining A(1, 0) and A(0, 0). For > 0 we obtain a noisy version λ → A(λ, ) of that curve. 
Some Proofs
In this section we present elementary proofs of theorem (2.4) (1) ⇔ (2) and (2) ⇒ (4) ⇒ (3) ⇒ (2) which are adapted to the finite discrete case being the topic of this paper. For convenience we introduce some notation. Let A be a table with two columns and m rows. Suppose that the table contains no rows equal to zero. Choose a permutation π such that
Define the partial sums 
Recall that the Lorenz diagram of the table
To see this choose l ∈ {1, 2, . . . , m} such that
and define
It is easy to see that 
In other words this means that for every α ∈ [0, 1] 
There is even the following stronger assertion valid:
m . This is due to the fact that the inequalities (5.4) remain valid if ξ j and η i are transformed by x → p + (q − p)x. It follows that we may choose ξ ∈ [min η i , max η i ] m . Thus, each ξ i is a convex linear combination of the components of η:
where U = (u ij ) is a column-staochastic n×m-matrix. Let us denote by U the set of all column-stochastic n × m-matrices. The representation (5.5) is inserted into (5.4):
Then assumption (2) can be phrased as
Applying the Minimax theorem the requirements of which are easily checked we obtain
Since for any vector
Hence there is some U ∈ U such that U A = B. 2
Proof: (of Theorem (2.4) (4) ⇒ (3)). The proof is straightforward from
a j1 f a j2 a j1 .
2
Proof: (of theorem (2.4) (3) ⇒ (2)). Let a be a row of a Proof: We apply the notation introduced at the beginning of this section. Let φ(s) := a π(k),2 a π(k),1 whenever A 1 (k − 1) ≤ s < A 1 (k).
Then the integral representation of the Lorenz curve is
The generalized inverse φ −1 is
This is the distribution function of the probability measure µ which gives probability a i1 to the point For a → ∞ we obtain (5.8).
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