The vibrations of rotating machinery are produced by a combination of periodic and random processes due to the machine's rotation cycle and interaction with the real world. The combination of such components can give rise to signals which have periodically time-varying ensemble statistics and are best considered as cyclostationary. In this paper, second-order cyclic statistical methods are described and several applications of these to machine vibration analysis are introduced. The second-order techniques are compared with traditional (purely stationary) spectral analysis and synchronous averaging ( rst-order cyclic-analysis). This comparison is made for data collected from a rotating machine subjected to bearing faults and the applications are demonstrated.
Introduction
The condition monitoring of rotating machinery often involves the use of signal processing algorithms on measured vibrations. As most systems will have to work in noisy industrial environments, some form of statistical averaging is usually required to extract reliable features. Many methods make an assumption that the signal is ergodic and stationary: estimating the signal variance can provide an easily computed indicator of severe faults; estimating the autocorrelation and then calculating its Fourier Transform give signal power spectra; higher resolution parametric autoregressive models can also be determined and used to estimate the power spectrum 1]. These methods however may produce unpredictable results if in an industrial environment they are subjected to noise (random or periodic) at frequencies encompassing or even just close to the bandwidth of interest where information about the machine's condition is being sought.
One approach to overcoming this is to exploit the natural periodicity of the signals by extracting a synchronous average of the signal 2]. Assuming the signal is averaged over a large number of rotations, this method removes all signal components except those sinusoids at frequencies harmonically related to the rotation. This produces a single period of a deterministic periodic signal which can then be decomposed into its Fourier series coe cients e ciently using the FFT. (In cyclostationary statistics, these coe cients are the rst-order cyclic moment.)
From the synchronous average, information about the condition of the machine can be extracted using methods such as amplitude or phase demodulation. The time-frequency information contained in this average can also be calculated using transforms such as the Short-Time Fourier Transform 3], a pseudo-Wigner-Ville Transform 4] or a discrete Wavelet Transform 5] . These methods cannot however exploit any information which does not appear in the synchronous average such as periodically correlated random pulses or amplitude modulation of asynchronous signals.
Such e ects can however be detected with second-order cyclostationary statistical methods 6]. Second-order cyclostationary signals can be de ned as those which have a periodically time-varying autocorrelation. Such periodic variations can be found in communication signals, climatic, meteorologic 7] and hydrologic data 8], as well as in measured e ects of mechanical systems 9, 10] .
In this paper the methods used to estimate wide-sense cyclostationary statistics will be described. Their practical implementation for the analysis of vibration signals of rotating machinery will be discussed. Three potential applications of these statistics will be described and demonstrated: the estimation of features, and their use in condition classi cation; an alternative technique for estimating the time-frequency structure of the signal; and a method for determining the machine's rotation speed from only the vibrations. Vibrations were obtained from an experimental test rig subjected to a variety of rolling element bearing faults. Comparison will be made between power spectral features, synchronous averages and second-order cyclostationary features using this data. The features generated will be used to investigate the application of second-order cyclostationary statistics in machine condition monitoring.
Wide-sense Cyclostationarity
The wide-sense cyclostationarity of a signal refers only to periodic variations of the mean and autocorrelation of the signal. A description of strict-sense cyclostationarity and higher-order cyclic moments can be found in 11, 12] . Since the signals are no longer ergodic (it is no longer possible to assume time averages and corresponding estimates of the moments converge to the statistical ensemble average and the statistical moments of the signal), a new expectation operation is required to form an average from an ensemble of sample points.
Practical estimation of moments
The theoretical expectation operation for determining the moments is de ned in terms of Fraction-ofTime probability for fundamental period as a sine wave extraction operation: E f g fz(t)g = X z(u)e ?j2 u e j2 t (1) where : is the time averaging operation. Thus the expected value contains only sinusoidal components which are harmonics of . This operation can be expressed approximately in a more practical form as the synchronous averaging operation over period T 
The cyclic-moment of a periodically time-varying function z(t) can be estimated by taking the discrete Fourier transform of the synchronous average. 
This operation can be used to provide estimates of moments and cumulants; however if T is a noninteger number of samples small errors will be introduced into the estimation as each sample will not correspond to exactly the same position in the machine cycle of each rotation. By sampling at a time, either earlier or later than expected, a small error is introduced. One way of estimating the average value of this error is from the average rate of change in the signal. The average absolute change in the signal can be calculated for integer shifts in the signal:
For non-integer shifts, the value of d( ) can be interpolated. For rotation periods with a non-integer number of samples, the signal will be sampled progressively earlier, until the sample time error is greater than one sample, and a sample can be skipped. The sample time will therefore deviate from its average position in the cycle by up to half a sample. This can be used to calculate the signal to noise ratio due to this error:
This approach can also be used to estimate the average signal to noise ratio due to error introduced by small variations in the rotation period. And this estimate indicates how large the variations in rotation period can become before the synchronous estimate is severely degraded.
If the cyclic-moment is calculated for the signal x(t), and the averaging period is the rotation period of a rotating mechanical system then the resulting cyclic rst-order moment is just the Fourier series expansion of what is more commonly termed the synchronous average. If the cyclic-moment is calculated for the time-varying autocorrelation centered at time t, z(t) = x(t ? 2 )x(t + 2 ), then the resulting second-order moment is de ned as the cyclic autocorrelation R x ( ). The use of fractional shifts in the lag variable means that if the moment is calculated directly then the frequency resolution is halved. However the time-varying autocorrelation can be calculated without the centering requirement and this can be synchronously averaged 13]. The phase shift introduced can then be compensated for when the moment is transformed from a periodic time-varying function into its Fourier series. For a discrete-time signal this can be achieved using the Discrete Fourier Transform:
The cyclic-autocorrelation gives an indication of how much energy in the signal is due to cyclostationary components. Along the line = 0, lies the stationary autocorrelation of the signal. If a signi cant amount of energy exists along lines where 6 = 0 then this indicates that the signal is cyclostationary.
The degree of cyclostationarity (DCS) is de ned for continuous signals in 14] and in this paper we introduce a similar measure for discrete time signals:
A more thorough statistical approach which provides a test with a probability of detection can be found in 15].
In the same way that the power spectrum can be obtained by taking the Fourier Transform of the autocorrelation (the Wiener-Khinchin relationship), taking the Fourier Transform of the cyclicautocorrelation with respect to the lag produces the Spectral Correlation Density Function (SCDF) which contains the power spectrum of the signal lying along the = 0 axis.
This function gives the correlation between spectral components centered on a frequency f and separated by a frequency shift of . Such correlations occur for example in the sidebands of amplitude modulated signals.
Potential applications in condition monitoring
If vibration signals of rotating machinery exhibit second-order cyclostationarity then this can be exploited in several ways. Firstly, the estimated statistics could provide features upon which a discriminant analysis algorithm could provide an automatic means of classifying machine condition. This approach would have an advantage over traditional spectral analysis.
It is quite possible for two signals to have the same power spectrum, but have drastically di erent spectral correlation density. One problem which is overcome by any form of synchronous averaging is the interference from other machines located nearby, running at di erent frequencies. Vibrations from these will also be picked up by accelerometers and will a ect the power spectrum, and many other non-synchronous feature extraction algorithms. If the data is collected synchronously, these vibrations will be averaged out to zero.
Second-order cyclostationary e ects can reveal information which is related to the rotation period, but is averaged out to zero in the rst-order synchronous average. The most obvious examples consist of second-order cyclostationary processes which arise when zero mean noise is modulated by a periodic function at the machine's rotation frequency; for example once per rotation pulses of noise due to some fault, can be modeled as the product of a periodic rectangular pulse and band-limited noise. The multiple modulation frequencies (if we take the Fourier decomposition of the rectangular pulse) and the wideband nature of the noise will produce a large di use wide feature in the spectral correlation density function rather than a single peak.
The structure of such features may be distinctive in the bifrequency domain, however the interpretation might not be obvious. A time-frequency decomposition of the signal may give a clearer indication of the underlying structure of the vibration signal. There has been much recent interest in time-frequency analysis of vibration signals for condition monitoring 16] .
For cyclostationary signals, an estimate of the Wigner-Ville time-frequency distribution can be calculated from the SCDF. This approach estimates the WVD based upon an averaged autocorrelation taken over an ensemble of estimates and therefore provides more reliable and statistically stable results than methods which use only a single estimate of the autocorrelation.
Since it is not possible to compute the autocorrelation to an in nite lag, some form of windowing is required producing the pseudo-WVD.
A third application of cyclostationary statistics may be in determining the rotation speed of machinery from the vibration data alone. If the rotating machine exhibits second-order cyclostationarity then the the DCS will be non-zero for any frequency which is a multiple of the rotation frequency. We therefore introduce the sum of the DCS (SDCS(T )) as a function which will be at its maximum at the rotation frequency: (10) This function can also be computed directly from the cyclic-autocorrelation:
The accuracy of this procedure will be explored using experimental data.
Experimental Results
To compare objectively the second-order cyclostationary techniques with the traditional approaches of synchronous averaging and spectral analysis, vibration data was taken from the following machine test rig. The machine was subjected to several di erent bearing faults with the vibration and once per revolution signals recorded.
Machine Description
The machine consisted of a rotating shaft driven by a d.c. electric motor through a exible coupling. The shaft was held in place by two rolling element bearings, each with 8 balls of diameter 6.35mm, and with ball pitch diameter of 28.5mm. Two metal ywheels were used to load the shaft either side of one of the bearings, and a gear-wheel was attached to the end of the shaft. One of the bearings was replaced to create di erent conditions by bearings which had the following faults introduced using electrical discharge: damage to the inner race, damage to the outer race and damage to one of the rolling elements. An accelerometer was attached to this bearing to measure vibrations and a once per revolution signal was obtained by attaching a small piece of card to one of the ywheels which passed through a light gate every revolution. Vibrations and the once per revolution pulse were sampled at 24kHz for four seconds using a Loughborough Sound Instruments DSP Card tted to a Viglen 33MHz 486PC. These were recorded with the rotation period of the machine set to approximately 23ms for the machine in its normal condition and for the machine with each faulty bearing attached.
Short sections of about four rotations in length are shown in gure 1 for each of the four signals recorded from the rig. An overall periodic structure can be observed in all the signals corresponding to the rotation frequency. This is most clearly observed with the undamaged bearing, indicating that the machine is slightly out of balance. A substantial amount of higher frequency 'noise' appears to be superimposed on top of this, probably due to resonance of a small component such as the ball bearings. It is not obvious from the signal how much this changes in relation to the rotation period. When all three faults are introduced, they all have the e ect of producing impulses. In all three cases, however the impulses vary signi cantly in amplitude. The impulses are most clearly observed in the inner race fault signal, where they appear to occur three times per revolution with the rst impulse signi cantly stronger than the following two. With the outer race fault signal, there appears to be at least one impulse per revolution, however relative to the underlying signal this is much weaker than the inner race fault impulses. In the rolling element fault, there are impulses, but these vary signi cantly in magnitude between successive rotations.
The rotation speed was set by visual inspection therefore there is some variation between the speeds for di erent conditions. Table 1 shows median and mean values of the rotation period, T, derived from the once per revolution signal as well as the standard deviation.
Comparison of feature estimation techniques 3.2.1 Spectral Analysis of Bearing Faults
Traditional spectral analysis of sampled signals relies on the use of the discrete Fourier transform. The in uence of random components in the signal can make a single estimate unreliable and therefore some averaging is usually required. The power spectra of the vibration signals shown in gure 2 were obtained using Welch's averaged periodogram method with overlapping sections of 256 samples used. The spectra up to a quarter of the sampling frequency is shown and most of the components are due to resonances of components. The dotted lines indicate the 95% con dence interval of the estimate.
Under the normal condition, the most signi cant frequency in power spectrum appears at 1kHz. There are also peaks at the higher frequencies of 2kHz and 2.4kHz and at the lower frequencies of 500Hz and 300Hz. When the outer race fault is introduced, the main frequency peak at 1kHz is largely unchanged however, the lower frequency peaks have changed slightly. The peak at 2.4kHz has increased in magnitude and there is now a peak at about 1.8kHz which masks the 2kHz peak.
Much larger changes are observed when there is either an inner race fault or a rolling element fault. There is a very signi cant increase in signal level especially at 2.4kHz and between 4kHz and 5kHz, possibly due to a change in resonance of the ball bearings. The signi cant di erence between the spectra of the signals of these two conditions occurs below about 1.5kHz. With the inner race fault, there is only a small proportion of the signal power in the frequency range however with the rolling element fault the average value of this region is much more signi cant. However the variance of the rolling element fault power spectral density is high, especially across the low frequency regions and this could make it di cult to discriminate between these two conditions using spectral analysis alone. Figure 3 shows the low frequency portion of the power spectrum calculated using sections of 2048 samples in length. This shows information which was averaged out by using lower resolution spectral analysis. All four signals are dominated by machine's rotation frequency of around 46Hz. Under the normal condition there are peaks at the fourth and eighth harmonics and this is probably related to the number of balls in the bearing. The fourth harmonic disappears under the inner race fault condition. The eighth harmonic also vanishes with the other two conditions. In both the inner and outer race fault condition a number of small peaks arise in the frequency range between 200Hz and 600Hz, these appear at harmonics of the rotation frequency and could be due to an increase in friction applied to the shaft caused by the bearing damage producing a rub-like e ect. With the rolling element fault condition, the high standard deviation of the estimate appears to be a problem.
The characteristic frequency peaks which should theoretically arise due to the fault interacting with a bearing or a race depend on the rotation frequency, the ball diameter and pitch diameter and are well known 17]; however these peaks were not clearly observed for this machine. The calculation of these frequencies is shown in appendix A. There is a peak in the outer race fault signal at about 145Hz corresponding to the characteristic frequency of that bearing fault; however this is several orders of magnitude below the main peaks in the signal. However in the inner race fault spectrum, a clear peak was not observed at the characteristic frequency of 224Hz, as this would be hidden by the fth harmonic of the rotation at 230Hz. In the rolling element fault spectrum, no peak is observed at that fault's characteristic frequency of 98Hz. It is clear that other machine e ects, such as the unbalance and component resonances, had a far larger e ect on the power spectrum than the periodic interaction between the fault location and bearings and therefore in this case analysis using the standard calculated frequencies would have been inadequate. Table 2 shows the signal to noise ratio for the errors introduced by synchronous averaging using a noninteger rotation period. The table also shows the allowable average deviation of T in samples; this is calculated by solving equation 5,
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and nding the deviation which causes a SNR of 3dB. The introduction of faults increases the error in estimating synchronous averaged features and reduces the allowable variability in rotation speed. This is due to the increase in the high frequency components which mean that the signal changes faster and therefore the errors become signi cant after a shorter period of time. Figure 4 shows the synchronous average for each of the four conditions. High frequency components appear in the inner race fault and the rolling element fault averages; however the large periodic pulses which were observed in the original signal do not appear. Since this is probably the most signi cant e ect of the faults, the removal of it by rst-order synchronous averaging means that they would yield poor features for discrimination between fault conditions. Even transforming to the frequency domain, gure 5, shows little change. Under the normal condition and the outer race fault, peaks can be observed at the rotation period and at the fourth, eighth and twentieth harmonics although these peaks are much smaller under the the outer race fault condition. The high frequency components observed in the inner race fault signal and the rolling element signal correspond to a wide range of frequencies ranging from about 50 times the rotation frequency and 150 times the rotation frequency. These plots might be useful for discriminating between the normal condition, and the inner race or rolling element fault. However making other classi cations might not be so easy.
Second-Order Cyclostationary Analysis
Exploiting the second-order cyclostationarity may be helpful if it can discriminate between the inner race fault and the rolling element fault. Figure 6 shows the spectral correlation density functions calculated for each of the four conditions. A signi cant feature in all four plots is the appearance of diagonal lines. These lines are the result of interaction between periodic components and wideband random noise. This can be simply illustrated by computing the theoretical spectral correlation density for a sinusoid plus added noise.
x(t) = sin !t + n(t) (13) The time-varying autocorrelation can be calculated: Efx(t + 2 )x(t ? 2 )g = Efsin(!t + 2 ) sin(!t ? 2 )g +Efsin(!t + 2 )n(t ? 2 )g +Efsin(!t ? 2 )n(t + 2 )g +Efn(t ? 2 )n(t + 2 )g
The rst component produces spectral peaks in the SCDF. The fourth component is stationary and only a ects the SCDF along the power spectrum axis. The diagonals are caused by the second and third components.
The cyclic-autocorrelation is calculated by using the Fourier Transform of the time-varying autocorrelation with respect to time t. Since this is a linear operation, it can be performed before the expectation operation is applied. The component of the cyclic-autocorrelation due to the second and third components is: ?N( ? !) cos( (?! + 2 ))g (15) where N(!) is the Fourier Transform of the noise signal, and ? denotes convolution. The e ect of this on the SCDF can be calculated by taking the Fourier transform with respect to the time shift . Theoretically for continuous signals, since n(t) is random, the average value of N(!) will be approximately zero. However this is multiplied by (f) which will be zero for all values of f except 0 where it approaches in nity. When using the approximation of discrete time signals, this multiplication will involve one very small number due to the noise component and a large number due to the delta function. Since n(t) is wideband, N(!) will be constant for a large range of frequencies. This will produce near constant values along the lines f = ! + 2 , f = ?! ? 2 , f = ! ? 2 , and f = ?! + 2 showing up as diagonals on the SCDF plots.
Although these are caused by noise, they do indicate that the spectral peaks along the = 0 axis (the power spectrum), along the f = 0 axis, and at diagonal intersections are due to synchronous periodic processes. Using the cyclic-autocovariance (by removing the synchronous average before calculating the autocorrelation) may provide a method for removing these features.
In the SCDF's for the inner race fault and the rolling element fault, the same high frequency components which a ect the power spectrum are obvious between 4kHz and 5kHz along the power spectral axis along a diagonal to around 200 orders along the f = 0 axis. The two SCDF's do however di er signi cantly at low frequencies with the of a wideband feature, in the rolling element fault, below 2kHz and covering a wide range of synchronous frequencies up to about 60 times the rotation frequency. This could be due to a short impulse of random noise occurring periodically.
Clearly these second-order cyclostationary estimates may be of use in discriminating between the rolling element fault and the inner race fault. They also show di erences between the other conditions.
Applications of cyclostationary statistics
The estimates of cyclostationary statistics from the experimental data were analysed in the following ways. Firstly, the method for estimating a time-frequency description of the signal is demonstrated. Secondly condition classi cation based on the power spectrum, the FFT of the synchronous average and the SCDF are compared. Finally estimates of the rotation period are made from the vibration to evaluate the sum of DSC approach.
Time-frequency analysis
Finding the location of a fault may also be important and therefore analysis of the periodically varying time-frequency structure can be useful as the time axis corresponds to one rotation of the machine. This is especially useful in identifying damaged gear teeth, or identifying short periods of time when a machine is rubbing against a nearby structure. This may be less useful in small rolling element bearings which are likely to be completely replaced when the machine is repaired however the analysis is provided to demonstrate the technique.
Plots of the WVD in gure 7 appears to show that the most signi cant feature in the rolling element fault plot is a short impulse at a time of 300 samples covering frequencies from 0 to 2kHz. In contrast, the main features in the inner race fault plot occur over a longer time period, between 270 and 370 samples on the time axis and occur in distinct frequency bands, around 1.8kHz, 2.4kHz and between 4kHz and 5kHz. Both these faults show a signi cant change in the spectrum at a time localised position and this could be translated to a position in the rotation. Under the normal condition and the outer race fault condition, most of the energy is at low frequencies as was indicated by the power spectral analysis. There are small time variations although none appear distinct enough for interpretation.
Automatic condition classi cation
Analysis in the time-frequency domain may provide a great deal of useful information about a fault, however in many cases the most useful output of a condition monitoring system is an automatic classication of the machine's condition. To compare the three approaches for generating features, additional data were collected from the machine running in each condition. The original 4-second sections of data were used to produce a reference vector for each condition. Nine additional 4-second sections were then recorded for each condition as well as nine sections from the machine with a second normal bearing and feature vectors were calculated for these test cases. To simulate noisy conditions, a bandlimited random noise signal, with a bandwidth of 1.5kHz to 3kHz and average power equal to that of the normal condition signal, was created and added to each test section. Feature vectors were then also calculated for these noise corrupted conditions.
The classi cation was made by assigning the class of each test section to the nearest refernce vector, using the mean square distance. The conditions are denoted: N1 -rst normal bearing; N2 -second normal bearing; IR -inner race fault condition; OR -outer race fault condition; RE -rolling element fault condition. Table 3 shows the number of test sections classi ed as belonging to each condition using the power spectrum as a feature vector. Even without any extra noise, there is some problem in discriminating between the inner race fault condition and the rolling element fault condition. When extra noise is introduced, the system also fails to discriminate between the normal condition and the outer race fault.
In Table 4 , the number of test sections classi ed as belonging to each condition using the FFT of the synchronous average as a feature vector, is shown. Here the classi cation is 100% successful, indicating that there is enough information in the average, even with the second-order features such as the periodic random impulses removed, to discriminate between the four conditions. The noise immunity of the synchronous average is also demonstrated.
In table 5 the classi cation based on the SCDF is shown, the power spectral axis is not included in the feature vector. This is clearly an improvement over the power spectral method however it does not perform quite as well as the rst-order synchronous average. There is some di culty in discriminating between the SCDF's of the normal condition and the outer race fault; as the SCDF's of these two conditions are somewhat similar in gure 6, this is not completely surprising. The noise may also a ect the result very slightly and this may be caused by interaction with the periodic components of the signal.
The classi cation approach used here was simplistic and based on a single example for each condition. More sophisticated discriminant analysis techniques could be exploited utilizing a larger number of training features. In this case the e ect of the inner race fault and the rolling element fault on the periodic components of the signal were signi cant enough to provide a reliable discrimination. The outer race fault did not however produce clearly observable changes in the second-order cyclic-statistics of the vibrations and consequently the discrimination from the normal condition was not achieved with 100% accuracy.
Estimation of rotation period
Another use for second-order cyclostationary analysis is in determining the rotation period of the machine without referring to a once per revolution pulse which may not be available. The technique demonstrated here assumes that the rotation frequency is known roughly to within a few samples. The sum of the degree of cyclostationarity (equation 11) is estimated for the signal using a range of periods around the estimate. Figure 8 shows the SDCS calculated at 0.2 sample intervals around the known rotation frequency. The SDCS peaks for periods of 511.2, 522.0 and 523.0 samples closely match the measured average rotation period. The SDCS for these signals decreases quickly towards 1 indicating no other cyclostationary in uences at nearby frequencies. Unfortunately this method does not estimate the rotation period for the rolling element fault signal correctly. Two small peaks occur at 529.4 and 530.2 samples, but these are not signi cantly higher than the SDCS values at nearby periods. Over the range measured the SDCS values are all well above the expected value of 1. This may be due to the erratic nature of the impulses in the signal making it non-stationary. Therefore this technique is not applicable to all signals. However the clear presence of peaks with a quick decrease to 1 in the rst three cases may be a useful indication that in such cases the rotation period can be derived. 4 
Conclusions
Comparison has been made between second-order cyclostationary statistics, synchronous averaging and traditional power spectral analysis. Di erences between the rolling element fault and the inner race fault were most clearly observed in the second-order cyclostationary statistics. In contrast the power spectra of these two signals had similar features. The synchronous averaging technique removed the periodic random impulses which dominated these signals.
Three potential applications of second-order cyclostationary statistics in the monitoring of rotating machinery have been explored.
Examining the signals in the time-frequency domain using the WVD derived from the second-order cyclostationary statistics allowed the periodic random impulses to be clearly shown and this could be useful for determining fault location.
Using these features for fault diagnosis it was found that the spectral analysis struggled to separate the rolling element and inner race fault conditions. The spectral analysis was also badly a ected by added noise. Both the rst and second-order cyclostationary techniques performed signi cantly better and were not signi cantly in uenced by the noise. Despite the removal of signi cant features, enough information was preserved in the synchronous average to allow correct classi cation in all cases. There however did not appear to be a signi cant enough di erence in the second-order cyclostationary statistics between the normal condition and the outer race fault to allow correct discrimination between these in all cases.
The cyclostationary statistics were also used to try and determine the rotation period of the machine and this was achieved in three of the conditions. In the other case however the method failed. Therefore this method may be useful in many cases where an accurate measure of the rotation speed is unavailable, but cannot be relied to work in every case.
These results indicate that the second-order cyclostationarity which can arise in some mechanical systems may provide useful information for condition monitoring. The case considered demonstrated clear advantages over purely stationary spectral analysis in condition classi cation, but did not show a distinct advantage compared with rst-order synchronous averaging. Generating a time-frequency plot from the cyclic-statistics did however show the time positions of features which did not appear in the synchronous average. The method introduced for accurately determining rotation speed succeeded in 3 out of 4 cases and therefore may be worth considering if once per revolution signals are unavailable. 
