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Resume 9
Resume
Dans le but de clarier les aspects dynamiques des modeles galactiques triaxiaux, nous etudions
le potentiel logarithmique a travers la methode d'analyse en frequence de Laskar. Les car-
acteristiques dynamiques principales du systeme sont presentees en utilisant le formalisme
hamiltonien approprie. An de comparer cette nouvelle approche avec des etudes precedentes,
nous appliquons la methode a la version axisymetrique du potentiel. La precision de la methode
est demontree a travers des techniques perturbatives et des transformations numeriques en vari-
ables action-angle. En outre, la construction des applications frequence pour plusieurs valeurs
du parametre de perturbation nous permet de fournir une vision globale de la dynamique du
potentiel plan. Nous detectons les zones chaotiques, les resonances importantes ainsi que les
orbites periodiques.
La methode est appliquee ensuite a la version tridimensionnelle du potentiel logarithmique.
Les approximations quasi-periodiques fournies par la methode nous permettent de clarier la
dynamique des types d'orbites principales et leur connexion avec des perturbations du hamil-
tonien general. Tous les details ns de la dynamique, qui sont associes a l'addition du troisieme
degre de liberte, sont representes dans les applications frequence completes, des images in-
stantanees du reseau d'Arnold (\Arnol'd web") du systeme. Ainsi, nous pouvons visualiser
l'etendu des zones chaotiques et l'inuence des lignes resonantes dans l'espace physique du
systeme. Cette approche revele plusieurs caracteristiques dynamiques inconnues des potentiels
galactiques triaxiaux et indique que le chaos doit e^tre une caracteristique importante des con-
gurations triaxiales. Nous discutons nalement l'inuence de ces resultats sur la construction
des modeles galactiques auto-consistants.
Mots-Cles : Dynamique Stellaire { Galaxies Elliptiques { Systemes Dynamiques { Systemes
3 Degres de Liberte { Variables Action-Angle { Chaos { Diusion { Modeles Auto-consistants
Tridimensionnels
10 Summary
Summary
We study the well-known logarithmic galactic potential through the frequency map analysis
method of Laskar in order to deepen our knowledge regarding the dynamics of triaxial power{
law galactic models. The principal dynamical features of the system are reviewed within the
appropriate Hamiltonian frame of reference. The impact of this new approach in galactic dy-
namics is investigated by applying the method to the axisymmetric version of the logarithmic
potential. The reliability of the method is demonstrated via perturbative techniques and nu-
merical transformations in action-angle variables. Comparison with previous studies involving
Fourier methods are also given. By means of frequency map analysis, we provide a global vision
of the dynamics of the planar potential for various values of the perturbation parameter. The
location and extent of the chaotic zones can be easily visualised. All the important resonances
are detected with their actual strength, as well as the associated periodic orbits.
The method is then applied to the complete threedimensional version of the logarithmic
potential. The quasi-periodic approximations furnished by the method permit to clarify the
dynamics of the principal types of orbits and their connection with perturbations of integrable
cases of the general Hamiltonian. All the ne details of the dynamics associated with the
addition of the third degree of freedom are displayed in the complete frequency map, a direct
representation of the system's Arnol'd web. The extent of the chaotic zones and the inuence of
resonant lines are directly visualized in the physical space of the system. This approach reveals
many unknown dynamical features of triaxial galactic potentials and gives strong indications
that chaos should be an innate characteristic of triaxial congurations. The impact of these
results in the construction of self-consistent galactic models are nally discussed.
Key Words: Stellar Dynamics { Elliptical Gallaxies { Dynamical Systems { 3 Degrees of
Freedom Systems { Action-Angle Variables { Chaos { Diusion { Self-consistant Threedimen-
sionnal Models
Introduction
Depuis l'antiquite, les premiers observateurs etaient impressionnes par le large ruban lumineux
qui traverse le ciel nocturne. La mythologie Grecque symbolisa cette bande comme le jet de
lait echappe par le sein de la deesse Hera (Junon) pour allaiter le heros mythique Heracles
(Hercule), d'ou l'origine de son nom  & (Voie Lactee). La premiere description de la
Voie Lactee est donnee par Ptolemee dans le livre VII de son oeuvre majeur, la \Composition
Mathematique". Ce n'est qu'a la n du 18eme siecle qu'a l'aide d'un telescope de sa propre
fabrication, William F. Herschel, musicien et astronome autodidacte, donna une nouvelle vision
de notre Galaxie, en etudiant systematiquement la repartition des etoiles sur le ciel. Pour lui,
il paraissait evident que la Galaxie forme un systeme stellaire coherent. Finalement, en 1924,
Edwin P. Hubble observa avec le telescope de Mount Wilson que la nebuleuse d'Andromede
ne fait pas partie de notre Galaxie. Ainsi, il montra que notre Galaxie n'est pas unique dans
l'Univers.
1
Etant considerees comme des briques qui permettraient de construire l'Univers, les galaxies
dominent, actuellement, l'intere^t astronomique. En me^me temps, elles sont des structures com-
pliquees contenant des milliards d'etoiles (entre 10
10
et 10
12
) et du gaz, ou plusieurs processus
physico-chimiques, dynamiques et autres entrent en jeu, en rendant unique chacune d'entre
elles. C'est pour cette raison que James Binney et Scott Tremaine suggerent dans leur livre
classique sur la dynamique galactique, qu'en astronomie les galaxies jouent un ro^le equivalent a
celui tenu par les ecosystemes en biologie : ce sont des systemes tres complexes et relativement
isoles qui evoluent continuellement mais qui presentent aussi une auto-organisation frappante
(voir [22], p. 7).
L'approche principale pour l'etude de l'evolution des galaxies est la dynamique stellaire.
Ceci peut e^tre denie comme l'etude du mouvement d'un tres grand nombre d'etoiles, con-
siderees comme des points massifs, en interaction gravitationnelle. La preoccupation majeure
de la dynamique galactique est de reconcilier ces mouvements avec la morphologie des galaxies
observees.
Comme dans tous les domaines de la physique theorique, le but de la dynamique galactique
est la construction des modeles destines a eclaircir le comportement physique du systeme en
question. Il est fondamental pour la conception des tels modeles de faire certaines hypotheses
dictees soit par des lois physiques soit par l'observation. Mais dans le deuxieme cas, l'observation
n'est qu'instantanee comparee a la duree de vie d'un tel systeme et biaisee par la position
geocentrique de l'observateur.
La construction des modeles galactiques se base principalement sur la consideration que
l'interaction gravitationnelle entre les etoiles, est responsable de l'evolution dynamique du
systeme, le champ magnetique existant etant tres faible (sa valeur moyenne est de l'ordre de
1
Pour les notes historiques on peut se referer au livre de Pannekoek [144]
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systeme stellaire nombre de corps N t
cros
t
rel
duree de vie
amas globulaires 10
5
10
5
10
8
10
10
amas ouverts 10
2
10
6
3 10
6
10
8
noyaux galactiques 10
8
10
4
7 10
9
10
10
amas des galaxies 10
3
10
9
2 10
10
10
10
galaxies 10
11
10
8
5 10
18
10
10
Tableau 0.1 : Le temps de relaxation des dierents systemes stellaires (equation (0.1)) en
comparaison avec leur duree de vie, t
cros
etant le temps de traversee du systeme et t
rel
le temps
de relaxation
210
 6
pour les galaxies spirales [22]). En outre, cette interaction gravitationnelle est formulee
par la lois classique de Newton : en general, les eets relativistes sont negligeables, me^me si on
a trouve des indices de l'importance de ces derniers aux centres de certaines galaxies [78].
De par le grand nombre d'etoiles qui composent les galaxies, la dynamique de ces dernieres
peut e^tre etudiee de maniere statistique. Toutefois, contrairement a la theorie cinetique de
gaz, dans laquelle les interactions a courte echelle sont predominantes, ici, seule l'interaction a
longues distances est prise en compte. En eet, les etoiles d'une galaxie forment un ensemble
dynamique sans collisions. On peut montrer [173] que le temps de relaxation t
rel
, c.-a-d. le
temps au bout duquel les rencontres proches deviennent importantes dans un systeme stellaire
comprenant N etoiles, est de l'ordre de :
t
rel

N
8 lnN
t
cros
; (0:1)
ou t
cros
est le temps de traversee du systeme par une etoile qui se deplace sur une ligne
droite, sous l'inuence d'un champ homogene. Or, pour les galaxies, qui contiennent typ-
iquement 10
11
etoiles, le temps de traversee est de l'ordre de 10
8
, d'ou t
rel
 10
17
(7 ordres de
grandeur superieurs a l'age de l'Univers). De ce fait, dans les galaxies, les collisions peuvent
e^tre completement negligees, ce qui n'est pas le cas pour d'autres systemes stellaires (Tableau
0.1).
La plupart des galaxies etant toujours en evolution, elles ne peuvent pas e^tre considerees
en etat d'equilibre thermodynamique (ce qui se traduit par la maximisation de leur entropie).
Pourtant, on peut supposer qu'elles se trouvent dans un etat stationnaire : leur densite a
chaque point de l'espace est invariante par rapport au temps. Les rencontres proches etant
rares, on peut aussi considerer que le mouvement d'une etoile est determine par l'attraction
gravitationnelle exercee par toutes les autres etoiles. Alors, en negligeant en premiere approxi-
mation la petite fraction de masse sous forme de gaz (ce qui semble tout a fait plausible pour les
galaxies elliptiques, par exemple), on peut ecrire les equations du mouvement, pour une etoile
de masse m
k
:
m
k
q
ik
=  G
@
@q
ik
N
X
l6=k
m
l
m
k
jq
l
  q
k
j
 1
; avec i = 1; : : : ; 3 ; k = 1; : : : ; N ; (0:2)
ou q designe le vecteur des positions et G est la constante de la gravitation. Si le nombre
d'etoiles est N , les equations du mouvement forment un systeme dierentiel a 6N dimensions.
L'integration directe de ce systeme est eectuee a travers des codes numeriques de modelisation
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de l'interaction gravitationnelle des N -corps. La puissance informatique requise limite actuelle-
ment le nombre de corps a 10
4
dans les simulations (ou 10
6
  10
7
pour un champ moyen)
[1].
D'autre part, une approximation commune est de considerer que la masse, au lieu d'e^tre
concentree sur des points discrets de l'espace, est distribuee uniformement dans tout le systeme,
en generant un potentiel moyen. On peut alors choisir un potentiel ad hoc en se basant sur
des contraintes observationnelles, pour chaque type de galaxie. Cette derniere approche se
ramene a etudier un systeme dynamique conservatif (l'energie se conserve le long des orbites).
En eet, le but principal de la dynamique galactique reste toujours le me^me : la construction
d'un modele galactique qui est auto-consistant (systeme dans lequel la masse totale des etoiles
peut reproduire la distribution de densite generee par le potentiel etudie et inversement).
La dynamique galactique est un domaine de l'astrophysique moderne ou l'application de
la theorie des systemes dynamiques s'est revelee tres fructueuse. Gra^ce a l'evolution rapide
des methodes mathematiques pour l'exploration des systemes dynamiques hamiltoniens, nous
disposons aujourd'hui des outils ecaces pour l'etude des systemes galactiques, comme la
methode d'analyse en frequence de Laskar [106], [107], [110]. L'objectif de ce travail de
these est d'utiliser ces outils pour interpreter le comportement d'un potentiel classique (le po-
tentiel logarithmique) qui modelise en premiere approximation les mouvements des toiles dans
les galaxies elliptiques. Cette etude nous permettra d'aborder certains problemes theoriques
ouverts de la dynamique galactique qui semblent parfois resulter d'une utilisation incomplete
des aspects du formalisme hamiltonien.
Ce memoire de these est organise de la facon suivante : dans le chapitre 1 nous presenterons
quelques notions fondamentales de la theorie des systemes dynamiques et leurs liens avec la dy-
namique galactique, ainsi qu'un breve resume sur les contraintes observationnelles des galaxies
elliptiques. Dans le chapitre 2, nous etudierons en detail les considerations physiques qui ont
mene a l'utilisation du potentiel logarithmique dans la dynamique galactique. Par la suite, nous
utiliserons le formalisme hamiltonien pour clarier et bien mettre en evidence les speculations
revelees dans des etudes precedentes sur la structure de son espace des phases.
Dans la perspective d'obtenir des informations supplementaires sur le comportement du
systeme complet, nous etudierons d'abord le cas plan du potentiel logarithmique (chapitre 3).
Apres avoir resume les concepts principaux de l'analyse en frequence, nous utiliserons son aspect
fondamental (l'approximation des solutions numeriques par des series quasi-periodiques) an
d'eclaircir la structure orbitale du systeme plan. Par la suite, nous etudierons l'inuence d'une
transformation du systeme dans des variables plus adaptees. Cette etude nous permettra aussi
de comparer notre approche avec la methode d'analyse de Fourier de Binney et ses collaborateurs
[20], [21], [127], [19], [94], [95]. Finalement, nous etudierons globalement l'espace des phases du
systeme a travers des applications frequence (\frequency maps").
Il parait naturel que l'addition d'un degre de liberte change considerablement la dynamique
du systeme. Alors, sur les bases precedentes, nous etudierons le systeme triaxial (Chapitre 4).
Nous suivrons environs le me^me chemin utilise pour l'etude du systeme a 2 degres de liberte.
Les approximations quasi-periodiques des orbites regulieres seront un moyen nous permettant
de comprendre la connexion de ces orbites a des perturbations du hamiltonien general. La
derniere partie de ce chapitre sera consacree a l'etude de la dynamique globales du systeme
a travers les applications frequence completes, pour un grand nombre de rapports axiaux. A
partir de cette etude nous pourrons lier le comportement dynamique du systeme avec l'espace
physique du modele logarithmique. Dans le dernier chapitre nous esquisserons les resultats
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acquis dans ce travail de these, et leur impact dans des problemes concrets de la dynamique
galactique. Nous donnerons ainsi quelques propositions pour des etudes dans le futur.
Chapitre 1
Considerations Generales
Dans les paragraphes qui suivent nous exposerons le probleme d'auto-consistance des modeles
galactiques. Cette question fondamentale de la dynamique galactique est etroitement liee a
des aspects de la theorie des systemes dynamiques modernes, notamment le choix des variables
dans un systeme hamiltonien general, ainsi que l'existence des orbites irregulieres dans le cas
des systemes associes a des potentiels galactiques triaxiaux. En eet, des arguments theoriques
aussi bien qu'observationnels que nous presenterons a la n de ce chapitre montrent qu'il y a
des fortes chances que la forme d'un grand nombre de galaxies elliptiques n'est pas representee
par un ellipsode de revolution (axisymetrique) mais pluto^t par un ellipsode avec trois axes
asymetriques.
1.1 Liens entre la theorie des systemes dynamiques et la dy-
namique galactique
1.1.1 Le probleme d'auto-consistance des modeles galactiques
L'etat macroscopique d'un systeme gravitationnel est decrit completement par une fonction de
distribution de densite f = f(q;p; t), de l'espace des phases, qui depend de toutes les variables
des positions q, des moments conjugues p, et du temps t, c.-a-d. de sept variables au total dans
le cas d'un modele galactique a 3 dimensions. Cette fonction positive represente la fraction de
masse comprise dans un element de volume d
3
qd
3
p de l'espace des phases. D'autre part, dans
le cas d'une galaxie, la fonction de distribution de densite respecte l'equation de Boltzmann
sans collision (ou equation de Vlassov) :
@f
@t
+
3
X
i=1

_q
i
@f
@q
i
+ _p
i
@f
@p
i

= 0 ; (1:1)
qui etait formulee par Boltzmann [24], [25] dans ces etudes sur le gaz parfait et ensuite introduite
par Vlassov [185], [186] dans la physique de plasma (pour plus des details voir [174]). En
utilisant les equations de Hamilton, nous voyons clairement que la somme qui constitue le
deuxieme membre de l'equation (1.1) n'est autre que le crochet de Poisson de f et H , soit :
[f;H ] =
3
X
j=1

@f
@q
i
@H
@p
i
 
@H
@q
i
@f
@p
i

: (1:2)
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Dans cette expression H(q;p) est le hamiltonien, dont la valeur represente l'energie totale du
systeme. Cette fonction est une integrale du mouvement dans le cas d'un systeme conservatif
(elle reste constante le long des orbites). L'equation (1.1) s'ecrit, alors :
@f
@t
+ [f;H ] = 0 : (1:3)
L'equation de Boltzmann est une equation de continuite analogue a celle veriee par la den-
site d'un uide ordinaire. C'est un cas special de l'equation de Liouville qui equivaut a
l'incompressibilite du ot hamiltonien. Si la galaxie etudiee se trouve en etat stationnaire, la
fonction de distribution de densite doit e^tre constante par rapport au temps (
@f
@t
= 0), ce qui
entra^ne que f est une integrale du mouvement et, par consequent, elle doit dependre seulement
des integrales existantes. Cette remarque fait l'objet du theoreme de Jeans [93], qui peut se
formuler ainsi : Toutes les solutions stationnaires de l'equation de Boltzmann sans collision sont
exprimees en fonction des variables (q; p) a travers les integrales du mouvement du systeme,
et reciproquement, toute fonction des integrales du mouvement est une solution stationnaire de
l'equation de Boltzmann sans collision.
Considerons maintenant, un potentiel (q). Par l'equation de Poisson :
(q) = 4G(q) ; (1:4)
on peut determiner la densite (q) du modele choisi. Du fait que f represente une fonction de
distribution de densite de l'espace des phases, son integrale dans tout l'espace des vitesses V
p
du systeme donne la densite spatiale :
(q) =
Z Z
V
p
Z
f(q;p; t) d
3
p : (1:5)
La question qui se pose, alors, est de trouver la fonction de distribution f , qui verie l'equation
integrale (1.5) et de prouver l'auto-consistance du modele choisi. Le developpement d'une tech-
nique pour la construction des modeles galactiques auto-consistants reste toujours un probleme
fondamental de l'astronomie dynamique. Ce probleme est generalement assez dicile, car il est
fortement lie a l'existence et a la connaissance des integrales du mouvement a travers lesquelles
on pourrait representer la fonction de distribution f .
Dans certains cas, quand le systeme est integrable ou me^me quand il possede deux integrales
du mouvement qui sont connues explicitement, il est possible de resoudre analytiquement
l'equation (1.5) et de fournir des fonctions de distribution qui dependent des integrales ex-
istantes (voir par exemple [53], [22], [92], [67], [59], [77], [57]). Neanmoins, ces approches sont
applicables a une petite minorite des modeles galactiques. En eet, pour la plupart des systemes
realistes on ne conna^t explicitement qu'une integrale, celle de l'energie.
M. Schwarzschild a ete le premier a formuler une approche alternative, a travers un code
de programmation lineaire base sur l'integration numerique des equations de mouvement du
systeme [168], [169]. Le concept fondamental de cette methode est le calcul numerique de f sur
chaque element d'une partition de l'espace des vitesses. Alors que l'integration numerique est
une procedure assez directe, la construction de la partition demande un grand degre d'intuition.
En eet, a cause du mauvais choix de variables, la methode peut e^tre numeriquement instable
quand on change la taille des elements du maillage considere [103], [170].
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1.1.2 Le choix des variables - Les variables action-angle
Outre le probleme d'auto-consistance, la complexite dans la dynamique de la plupart des
modeles galactiques montre l'importance d'un bon choix de variables. En principe, dans un
hamiltonien generique represente par une fonction H(q;p), les variables qui simplient l'etude
de sa dynamique quand elles existent, sont les variables action-angle d'une approximation
integrable du systeme en question.
Plus exactement, un systeme hamiltonien H
0
a n degres de liberte (n = 3 dans le cas des
potentiels galactiques) est integrable, quand ils existent n integrales du mouvement (n quantites
independantes qui sont constantes le long des orbites du systeme et en involution, dans le sens
que leurs crochets de Poisson s'annulent). De plus, les integrales du mouvement denissent des
varietes invariantes topologiquement conjuguees a des tores de dimension n (ou a des cylindres
si le systeme n'est pas compact) ou le mouvement est lineaire. Ce theoreme classique pour
l'integrabilite des systemes hamiltoniens est demontre par Liouville [121], (voir aussi [7], p.
269). Une extension du theoreme donnee par Arnold [2] enonce qu'on peut toujours denir
un systeme des variables symplectiques, les variables action-angle, qui peuvent representer les
mouvements dans un voisinage de ces tores. En general, les actions peuvent e^tre obtenues par
l'integrale :
J
i
=
1
2
I

i
p dq ; (1:6)
ou 
i
est un lacet ferme sur les tores invariants. Apres une transformation en variables action-
angle, le hamiltonien du systeme s'ecrit comme une fonction des actions seulement :
H
0
= H
0
(J) : (1:7)
En utilisant les equations de Hamilton, nous voyons facilement que, dans le cas integrable, les
actions sont n integrales independantes et les angles sont des fonctions lineaires du temps :
_
J
i
= 0; _'
i
=
@H
0
(J)
@J
i
= 
i
(J) avec i = 1; : : : ; n ; (1:8)
ou 
i
(J) sont les frequences du mouvement qui dependent des actions. Alors, dans le cas d'un
systeme integrable, tous les mouvements sont quasi-periodiques et evoluent sur des produits
des cercles de rayon J
i
, qui forment les tores invariants de dimension n.
Maintenant, considerons un systeme qui n'est pas integrable mais qu'il peut e^tre ecrit comme
une perturbation d'un tel systeme :
H(J;') = H
0
(J) + "H
1
(J;') : (1:9)
Dans ce cas, certains tores sont detruits. Neanmoins, suivant la theorie KAM [99], [3], [140], ils
existent certaines conditions pour lesquelles la majorite des tores persistent et les mouvements
sur ces tores deformes restent quasi-periodiques.
Sur cet ensemble discontinu de tores on peut toujours denir des variables action-angle.
Malheureusement, dans ce cas, les variables d'action ne sont pas denies a travers une trans-
formation analytique et donc ne constituent pas un systeme global des variables pour tout
l'espace des phases. Cependant, il y a actuellement un intere^t croissant pour le developpement
des methodes semi-analytiques/semi-numeriques de transformation, an d'obtenir des variables
action-angle sur les tores persistants apres la perturbation, ou des interpolations de ces variables
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dans l'espace complementaire [88], [137], [189]. En dynamique galactique, cet intere^t est atteste
par les etudes de Binney et ses collaborateurs [127], [19], [94], [95]. Toutefois, ces methodes
presentent diverses dicultes, surtout quand la perturbation est grande. Dans ce cas, la mesure
de l'ensemble de tores detruits augmente, en rendant de plus en plus dicile et, nalement,
impossible l'interpolation numerique.
1.1.3 Les orbites chaotiques et la forme des galaxies elliptiques
En general, les systemes hamiltoniens associes a des potentiels galactiques ne sont pas integrables,
sauf des rares exceptions (par exemple les potentiels du type Stackel [56]). Si le systeme est
proche d'un systeme integrable, la recherche des integrales du type actions ou autres peut e^tre
utile, non seulement pour simplier la dynamique du systeme (chapitre 1.1.2), mais aussi pour
fournir une solution alternative du probleme d'auto-consistance. Les travaux de George Con-
topoulos, au debut des annees '60, sur l'existence d'une \troisieme integrale" dans les systemes
galactiques, allaient dans cette direction [33], [34], [35].
Toutefois, les systemes galactiques realistes ne sont pas proche des systemes integrables.
Alors, les zones regulieres correspondant a des tores invariants sont diminuees et elles sont
remplacees par des regions irregulieres (chaotiques). Bien que Michel Henon et Carl Heiles ont
mis en evidence l'importance du chaos dans la dynamique stellaire depuis les annees '60 [87],
son inuence dans l'evolution des galaxies n'est pas encore clairement identiee [129].
En eet, le ro^le des orbites chaotiques dans la dynamique galactique est fortement lie au
probleme de construction des modeles auto-consistants. La question qui se pose est la suivante :
peut-on calculer une distribution de densite creee par ces orbites ? Nous avons deja mentionne
ci-dessus que le probleme est abordable dans le cas d'un systeme integrable ou proche d'un
systeme integrable. De plus, il est possible de resoudre ce probleme pour un systeme qui est
rempli uniformement par des orbites chaotiques (par exemple les systemes K ou C - pour plus de
details voir [6]). Dans les deux cas (systeme integrable ou chaotique), la propriete importante
respectee par les orbites sur des sous-varietes speciques du systeme est l'ergodicite.
1
Dans
le cas d'un systeme integrable, les orbites quasi-periodiques sont ergodiques sur les tores. En
outre, dans le cas d'un systeme \completement" hyperbolique (chaotique), on est capable de
calculer une distribution de densite moyenne pour chaque valeur de l'energie et les superposer
pour trouver la distribution de densite totale, dans tout l'espace des phases du systeme. Mal-
heureusement, la nature n'est pas si simple que ces deux cas extre^mes. La plupart des systemes
hamiltoniens generes par des potentiels galactiques realistes sont decomposables (le contraire
d'ergodique) sur les varietes d'energie. En eet, l'espace des phases est occupe par des orbites
regulieres evoluant sur des surfaces invariantes suivant la theorie KAM et des orbites chaotiques
qui appartiennent dans l'espace complementaire.
Les quantites physiques qui peuvent e^tre liees a l'existence des zones chaotiques ne sont pas
les me^mes pour tous types de galaxies. Par exemple, dans le cas des galaxies barrees et spirales,
les trajectoires chaotiques peuvent e^tre importantes a cause de la rotation de l'ensemble et de la
perturbation due aux barres [46], [39], [9], [153]. Recemment, pour la construction des modeles
1
Un systeme dynamique est ergodique si la moyenne temporelle de toute fonction mesurable de l'espace des
phases est presque partout egale a sa moyenne spatiale (sauf sur un ensemble de mesure nulle). La notion
d'ergodicite depend de la sous-variete consideree : par exemple, les orbites quasi-periodiques sont toujours
ergodiques sur les tores, mais un systeme hamiltonien n'est jamais ergodique dans tout l'espace des phases,
a cause de l'existence d'une integrale du mouvement qui empe^che les orbites a evoluer sur plusieurs varietes
d'energie (pour plus de details sur la notion d'ergodicite voir [48])
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auto-consistants des galaxies de ce type, il etait possible d'utiliser des orbites chaotiques pour
remplir les regions ou la barre rencontre les bras spiraux [41], [97], [98]. Dans ces zones riches
en gaz, toutefois, la dissipation doit e^tre determinante pour l'existence et l'augmentation des
regions chaotiques. Cependant, dans le cas des galaxies elliptiques, ou la vitesse de rotation
est assez faible et ou l'inuence dynamique du gaz sur les orbites des etoiles peut e^tre negligee
[59], [128], [77], l'existence d'orbites irregulieres pourrait e^tre attribuee a la forme triaxiale de
ces galaxies.
Il faut souligner que nos considerations en ce qui concerne la morphologie des galaxies
elliptiques ont change ces vingt dernieres annees. Il etait admis auparavant (voir [166], p.
8) que toutes ces galaxies etaient des corps aplatis, avec au moins un axe de symetrie (ax-
isymetriques). Ces hypotheses, ont ete remises en question, pour des raisons theoriques (ro-
tation faible, anisotropie des vitesses) [12], [13] et des nouvelles revelations observationnelles
(rotation des isophotes, formations des coquilles autour d'elles) [15], [31]. Actuellement, me^me
si nous ne pouvons pas eliminer totalement la possibilite qu'ils existent des galaxies elliptiques
axisymetriques [130], l'etude des modeles triaxiaux est indispensable.
Neanmoins, pendant la derniere decennie, mise a part le petit nombre de modeles triaxiaux
etant des perturbations de la classe integrable des systemes de Stackel [104], [60], la plupart
des potentiels etudies respectaient des symetries axiales ou etaient proche d'un systeme ax-
isymetrique. Manifestement, l'existence des symetries des modeles diminue les zones chaotiques.
Ce fait constituait un des arguments principaux pour montrer que le chaos n'est vraisemblable-
ment pas important pour la structure des galaxies reelles [162], [17], [20], [75], [76]. Goodman
et Schwarzschild [81] ont suggere que me^me si des orbites chaotiques peuvent exister dans
les modeles utilises, elles se comportent comme etant des orbites regulieres pour des echelles
de temps comparables a la vie des etoiles (une centaine de periodes radiales). Ainsi, plusieurs
modeles \auto-consistants" etaient construits en utilisant la methode de programmation lineaire
de Schwarzschild [168], soit en utilisant seulement des orbites regulieres [168], [178], soit en
considerant les deux types de mouvements sans faire aucune distinction entre eux [154], [103],
[170]. Il semble donc que ces modeles ne soient pas tout a fait stationnaires [79] parce que la
distribution de densite calculee pour les orbites chaotiques est mal determinee.
De plus, dans le centre des galaxies elliptiques, l'existence des noyaux massifs ou des sin-
gularites sur la fonction de densite (\density cusps") mene a la diminution considerable du
temps dynamique des etoiles passant a cote de ces regions et donc l'approximation des or-
bites irregulieres par des regulieres peut e^tre sujette a caution. Par consequent, l'inclusion des
orbites irregulieres dans nos modeles semble inevitable [79], [182], [117]. Le travail de Mer-
ritt et Fridman [132] contribue a la clarication de ces problemes : en eet, ils ont construit
deux modeles auto-consistants des galaxies elliptiques avec deux types de singularites (raides
et faibles). L'inclusion des orbites irregulieres dans le cas du modele avec la singularite raide
a ete reussie en supposant que ces orbites soient ergodiques. Alors, la distribution de densite
a ete calculee par une moyenne sur la distribution fournie par une orbite representative pour
chaque valeur de l'energie [132], [133]. Une remarque importante qui decoule de ce travail est
que la taille des regions chaotiques etait generalement sous-estimee dans la plupart des etudes
precedentes.
En tout cas, les considerations suggerant la non-existence des orbites chaotiques dans les
modeles galactiques etaient faites dans un cadre assez approximatif, sans avoir etudie pro-
fondement la dynamique de modeles en question. Donc, ces etudes etaient incapables de rendre
compte de la complexite des systemes en question. Ainsi, dans la plupart des analyses, la
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methode principale pour visualiser la dynamique du systeme etait la construction des surfaces
de section sur les plans principaux du mouvement, qui n'apportent que peu d'eclaircissement sur
la dynamique du probleme complet a 3 dimensions. Generalement, il est admis que l'addition
d'un degre de liberte dans les problemes a 2 dimensions doit augmenter la taille des regions
chaotiques. Me^me dans ce cas, les methodes utilisees comme les exposants de Lyapounov (voir
[119], p. 312) sont des bien maigres indicateurs pour distinguer les orbites chaotiques des orbites
regulieres. Nous voyons clairement que certains problemes de la dynamique galactique sont lie
a la diculte de clarier la dynamique des systemes a 3 degres de liberte. Alors, il nous semble
plus adequate d'essayer d'abord d'etudier profondement la dynamique d'un potentiel galactique
classique, an d'avoir une base solide pour l'interpretation des problemes mentionnes.
Dans ce travail notre demarche consiste a explorer la dynamique globale du systeme galac-
tique choisi, en utilisant l'analyse en frequence de Laskar [106], [107], [110]. En eet, Laskar a
remarque sur ces etudes sur la stabilite du systeme solaire [106], [107], qu'au lieu de chercher
des variables d'actions adaptees pour simplier la dynamique du systeme, on peut determiner
avec une grande ecacite un autre parametre xe des orbites du systeme, les frequences fon-
damentales du mouvement. Dans le cas d'un systeme integrable non-degenere, c.-a-d. ou la
torsion est dierente de zero :
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les frequences sont une fonction dieomorphe des variables d'actions. On peut alors concevoir
l'utilisation des frequences comme un autre choix des variables. En outre, dans un systeme
general, les frequences approximees calculees par la methode apparaissent comme une car-
acteristique plus naturelle du mouvement du systeme et elles sont determinees avec une grande
precision a l'aide des methodes de Fourier ranees [110].
Jusqu'a present la methode s'est revelee tres robuste pour l'interpretation de la dynamique
globale des systemes compliques, comme la dynamique chaotique du systeme solaire [107], [113],
[112], la dynamique des accelerateurs des particules [62], [114], ou bien l'etude de la diusion
dans des problemes a 3 degres de liberte [108]. Le present travail etait aussi concu comme un
test sur la possibilite d'appliquer la methode en dynamique galactique.
1.2 Contraintes observationnelles pour les galaxies elliptiques
Dans les paragraphes suivants, nous resumons quelques notions concernant la structure et la
morphologie des galaxies elliptiques. Pour plus des details on peut se referer a des articles de
revue ecrits par Binney [15], de Zeeuw et Franx [59], Merritt [128] et Gerhard [77] (dans l'ordre
chronologique) et aux livres classiques de l'astronomie galactique de Mihalas et Binney [135] et
de Binney et Tremaine [22], ainsi qu'au livre equivalent francais de Combes et al. [31].
Les elliptiques sont les galaxies les plus simples, leur structure etant la plus reguliere de
toute la sequence de classication de Hubble. Elles sont des ensembles stellaires de population
II, c.-a-d. leur vitesse de rotation est negligeable et elles sont formees par des etoiles froides,
de metallicite faible, rouges, geantes et donc plus vieilles. Alors, elles ne possedent pas ou
tres peu de gaz [77]. Elles doivent leur nom au fait que leurs isophotes (les lignes de luminosite
surfacique egale) sont approximativement des ellipses concentriques (avec moins de 2% d'erreurs
[77]). Pour classier les galaxies elliptiques par rapport a leur forme, au lieu d'utiliser le rapport
axiale q des isophotes, qui varie entre 1 et 0.3, nous utilisons traditionnellement leur ellipticite
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 = 1   q multipliee par 10 (n = 10) et nous specions l'aplatissement par le symbole En.
Alors les galaxies elliptiques les plus allongees sont du type E7. Cependant, la distribution des
leurs ellipticites apparentes peut restreindre tres faiblement la forme intrinseque des galaxies
elliptiques. De plus, du fait qu'on observe la distribution de leur luminosite en projection sur
le ciel, il est impossible de determiner directement si elles sont axisymetriques (des ellipsodes
de revolution) ou triaxiales.
A part leur ellipticite, une autre caracteristique morphologique marquante des galaxies el-
liptiques est l'existence d'un noyau tres brillant dans leur centre. En eet, leur luminosite
surfacique decro^t tres rapidement avec le rayon et la dierence de la distribution de luminosite
entre les parties interieures et exterieures est de l'ordre de 10
6
. On peut alors inferer qu'en
general les galaxies elliptiques sont tres inhomogenes. Leur luminosite presentant une indi-
vidualite remarquable, nous utilisons plusieurs fonction pour l'evoluer quantitativement [77].
La grande majorite des luminosites surfaciques correspondant aux galaxies elliptiques les plus
brillantes peut e^tre representee par une loi de puissance. Alors, deux lois empiriques classiques
sont couramment evoquer pour ajuster les prols de luminosite :
 La loi de De Vaucouleurs [55], dite en R
1=4
:
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ou I est l'intensite emise par unite de surface a la distance apparente R du centre, mesuree sur
le ciel. La constante R
e
represente le rayon contenant la moitie de la luminosite totale et I
e
la
luminosite surfacique a la distance R = R
e
.
 La loi de Hubble-Reynolds [90], [161] :
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ou I
0
est l'intensite par unite de surface au centre et R
H
ce que nous appelons l'extension
radiale qui est typiquement egale a 0:1R
e
.
Une autre formule, qui ne correspond pas tres exactement aux observations photometriques,
mais qui peut e^tre tres utile pour des calculs simples, est le prol modie de Hubble:
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ou nous utilisons les me^mes notations comme pour la loi de Hubble-Reynolds. La distribution
de luminosite est le parametre observationnel qui peut fournir des indications permettant a
etudier la structure et la dynamique des galaxies elliptiques. En supposant que le rapport
masse/luminosite est constant avec le rayon (un sujet qui restent encore controverse [77]), on
peut remonter a la fonction de densite de masse du modele. Alors, en integrant l'equation de
Poisson (1.4), on peut deduire la forme du potentiel.
La vitesse de rotation de l'ensemble peut aussi contraindre le choix d'un potentiel. En eet,
la vitesse tangentielle d'une etoile qui se deplace sur une orbite circulaire est :
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ou  est le potentiel qui est suppose d'avoir une symetrie spherique. Pourtant, la me^me relation
peut e^tre utilisee pour les orbites circulaires sur le plan equatoriale (z = 0) d'une galaxie
representee par un modele avec des equipotentielles ellipsodales  = (r
2
+ z
2
=q
2
), q etant le
rapport entre les axes des ellipses. Pour les galaxies spirales, la courbe de rotation v
c
= v
c
(R)
est calculee par le decalage des raies d'emission dans les regions H II de la bande optique ou
dans les longueurs d'onde radio, en utilisant la ligne d'emission de 21-cm de l'hydrogene neutre
H I [31].
Le spectre des galaxies elliptiques etant domine par la lumiere provenant des etoiles vieilles,
il ne contient pas, en general, des raies d'emission. Alors, la seule indication concernant les
mouvements des etoiles provient des raies d'absorption elargies. Ces raies sont creees princi-
palement par l'absorption des rayons lumineux sur les atmospheres des etoiles geantes et sont
decalees par l'eet Doppler correspondant aux projections des vitesses des etoiles sur la ligne de
visee. Les spectres integres representent une contribution collective de toutes les etoiles suivant
cette ligne. En premiere approximation la vitesse de rotation de l'ensemble est caracterisee
par la position des raies sur les spectres tandis que la dispersion des vitesses est mesuree par
la largeur du prol (pour plus de details voir [31]). Neanmoins, les raies d'absorptions etant
relativement faibles, il y a une grande diculte pour obtenir des courbes de rotation pour les
galaxies elliptiques. On n'est alors capable de mesurer que les prols de vitesses centrales : la
luminosite surfacique decroissant rapidement, les mesures cinematiques pour des distances loin
du centre sont tres cou^teuses en terme de temps d'utilisation des telescopes.
Les parties centrales des galaxies elliptiques sont tres dicilement observables du sol, a
cause de l'inuence de la turbulence atmospherique. A cause de l'eet de \seeing", me^me si le
vrai prol de luminosite centrale etait une loi de puissance, on aurait observe un prol plat d'un
noyau de luminosite surfacique constante [171]. Avec l'evolution de la photometrie CCD, il etait
possible de montrer que plusieurs galaxies elliptiques possedent vraiment des noyaux dans leur
centre [115], [100]. Recemment, les observations obtenues par le Telescope Spatiale de Hubble
ont augmente considerablement notre connaissance en ce qui concerne les noyaux des galaxies
elliptiques. Il parait que plusieurs entre eux ont des prols de luminosite surfacique au centre
qui ne sont pas plats mais peuvent e^tre approximes par des lois de puissance r
 
(des cuspides,
\cusps") ou  varie entre 0 (completement plat) et 2.5 [49], [71], [72], [116]. En eet, il existe
une singularite entre le prol de luminosite exterieur et interieur. Les noyaux representes par
les singularites les plus raides peuvent correspondre a des densites de masse tres elevees. Dans
ce cas, le systeme ne peut plus e^tre considere comme un ensemble dynamique sans collision et
plusieurs processus fascinants peuvent rentrer en jeu, comme la segregation des etoiles massives
vers le centre, l'eondrement du noyau, des collisions et du \merging" entre etoiles (pour un
article de revus sur le sujet voir [78]).
Des modeles des prols de densite qui peuvent capturer les caracteristiques essentielles de
la partie principale des galaxies elliptiques ainsi que de leurs noyaux sont les \modeles " [51],
[181] :
(r) =
(3  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Le modele avec  = 3=2 est la meilleure approximation connue du prol de luminosite de
De Vaucouleurs (1.11). Une extension triaxiale des modeles  etait utilisees par Merritt et
ses collaborateurs [132], [133] pour interpreter l'inuence des singularites centrales dans la
dynamique des galaxies elliptiques (voir aussi Section 1.1.3).
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Il y a plusieurs indications que les galaxies elliptiques ont des formes triaxiales. D'abord,
elles sont considerees comme des systemes stellaires chauds, c.-a-d. la dispersion de vitesses est
plus grande par rapport a la vitesse de rotation de l'ensemble. En eet, la valeur moyenne
du rapport v= entre la vitesse de rotation et la dispersion des vitesses est de l'ordre de 0.2
pour les galaxies elliptiques brillantes. Leur rotation etant faible ou inexistante, nous pouvons
expliquer l'aplatissement de ces corps qu'avec l'anisotropie des vitesses [15], [59], [77]. Alors,
il n'y a aucune raison que deux composantes du vecteur representant l'ellipsode de vitesses de
dispersion sont egales, pour que la symetrie axiale soit respectee (voir [31], p. 93). De plus, la
triaxialite est evoquee pour expliquer le phenomene de la torsion des grands axes des isophotes
(\isophote twists", voir [135] pour des images descriptives). En eet, dans certaines galaxies les
grands axes des dierentes isophotes ne sont pas alignes. Cet eet peut e^tre attribue proprement
a la projection des congurations triaxiales sur le ciel (voir par exemple [32], [177], [11], [18]).
Cependant, ces distorsions pourraient e^tre reelles et dues a des eets de marree entre galaxies
[31], [130].
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Chapitre 2
Le Potentiel Logarithmique
Dans ce travail de these, nous etudierons le potentiel logarithmique, un modele classique de
la dynamique galactique, deja utilise dans plusieurs etudes ([162], [14], [163], [124], [16], [20],
[164], [21], [125], [118], [61], [22], [136], [47], [148], [149], [117], [67], [68], [58]). Le grand nombre
d'applications de ce modele en dynamique galactique est du^ en grande partie au fait que malgre
sa simplicite, il est capable de reproduire la dynamique des galaxies elliptiques ou des halos
galactiques, en premiere approximation.
Notre choix est justie pour des raisons multiples. Tout d'abord, c'est un potentiel an-
alytique, donc, assez simple a etudier du point de vue theorique et numerique. En outre, il
represente un modele galactique assez realiste, et ainsi, nous pouvons l'utiliser pour examiner
l'ecacite de l'analyse en frequence en dynamique galactique. Nous etions aussi motives par le
fait que Binney et Spergel [20], [21] ont applique une methode d'analyse de Fourier pour etudier
les orbites generees par ce potentiel, ce qui nous permettra de comparer nos resultats avec leur
travail.
2.1 Choix du potentiel
La forme des galaxies elliptiques ou des halos galactiques des spirales peut e^tre approximee par
des ellipsodes. Alors, une formule generale representant leur potentiel gravitationnel est [68],
[69] :
(r; z) =

0
R

c
 
r
2
+
z
2
q
2
+R
2
c
!
=2
avec  6= 0 ; (2:1)
ou (r; z) sont les coordonnees cylindriques habituelles. Le parametre q est le rapport axial, 
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raison, on les appelle des modeles a loi de puissance. La vitesse des orbites circulaires sur
le plan equatorial z = 0 (1.14) est :
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Nous voyons clairement par l'equation precedente que pour des valeurs du rayon beaucoup plus
grandes que R
c
, la vitesse de rotation devient juste une loi de puissance :
v
2
c
=
v
0
r

: (2:3)
Alors, pour  > 0 la courbe de rotation (2.2) chute asymptotiquement, tandis que pour  < 0,
la courbe de rotation est croissante. Si maintenant  = 0, la relation (2.3) montre que la courbe
de rotation est constante v
c
= v
0
, pour des distances r  R
c
. En integrant l'equation (1.14)
on obtient :
(r; 0) = v
2
0
ln r + constante : (2:4)
Par consequent, le modele  = 0 qui manquait par la sequence des modeles de l'equation (2.1)
est un potentiel logarithmique dont la forme est :
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r
2
+
z
2
q
2
+ R
2
c
!
; (2:5)
pour v
0
= 1. Le potentiel logarithmique doit sa popularite d'une grande partie au fait qu'il
peut accorder avec la courbe de rotation plate des galaxies spirales pour des distances assez loin
du centre, ceci etant une parmi les indications les plus directes de l'existence des halos massifs
contenant de la matiere noire (pour plus des details voir [22], p. 598 et [31], p. 65 ).
En posant R
c
= 0, le potentiel devient \scale free" dans le sens qu'on peut obtenir sa valeur
sur la position (sR; sz) par une loi d'echelle du type [162] :
(sR; sz) = ln s +(R; z) : (2:6)
Du fait de cette particularite, la dynamique du systeme hamiltonien genere par ce potentiel
est independante de la valeur de l'energie imposee (les equations du mouvement sont toujours
invariantes par un changement d'echelle du type (2.6)). Miralda-Escude et Schwarzschild [136]
ont montre que la regularisation du potentiel \scale free", en ajoutant un noyau central de
rayon R
c
change substantiellement la dynamique du modele, en prolongeant les resultats de
Gerhard et Binney sur les singularites galactiques centrales [79]. En eet, alors que le potentiel
logarithmique singulier peut e^tre considerer comme modele des halos massifs (voir [103], [170]
pour une justication dynamique) sa version regularisee est plus adequate pour modeliser les
corps principaux des galaxies [118].
Une derniere remarque interessante sur le potentiel logarithmique axisymetrique (2.5) est
que, dans ce cas, on peut resoudre explicitement l'equation (1.5) [67], [92] et determiner la partie
paire f
+
de la fonction de distribution de densite f = f
+
+f
 
qui depend de l'energieH et du mo-
ment cinetique  le long de l'axe des z (les deux integrales du
mouvement) :
f
+
(H;) =

A
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
exp(2H) + C exp(H) ; (2:7)
ou A, B, C sont des constantes qui dependent des parametres q, R
c
et a la constante de la grav-
itation G [67]. Des proprietes observables correspondant a ce type des potentiels peuvent e^tre
calculees explicitement [69]. Finalement, on peut se referer a de Zeeuw, Evans et Schwarzschild
[58] pour une discussion sur les proprietes observables du potentiel \scale free" qui peuvent
correspondre a des fonctions de distribution f physiques.
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Notre but etant d'etudier la dynamique des systemes galactiques triaxiaux nous utilisons la
forme tridimensionnelle du potentiel logarithmique [14] :
(r; z) = ln
 
x
2
+
y
2
q
2
1
+
z
2
q
2
2
+R
2
c
!
; (2:8)
ou x; y et z sont les coordonnees cartesiennes. Le potentiel (2.8) est une extension des modeles a
loi de puissance, dont les equipotentielles sont des ellipsodes straties avec deux rapports axiales
q
1
est q
2
[57]. De Zeeuw et Pfenniger [61] ont mis en evidence que le potentiel logarithmique
triaxial ainsi que son limite \scale free" est un membre d'une large famille des couples potentiel-
densite qui partagent quelques proprietes interessantes avec les potentiels de Stackel [175],
[176]. Les potentiels de Stackel, introduits pour la premiere fois en astronomie par Eddigton
[66], forment une rare classe des systemes correspondants a des equipotentielles ellipsodes qui
deviennent integrables, quand on fait une transformation dans les coordonnees elliptiques de
Jacobi.
1
Pour plus des details on peut se referer aux travaux de Kuzmin [104], [105] et de Zeeuw
[56].
2.2 La fonction de densite
-0.5 0 0.5
-0.5
0
0.5
-0.5 0 0.5
-0.5
0
0.5
Figure 2.1 : Projections des surfaces de niveaux de la fonction de densite (2.9) sur les plans
(x; y) et (x; z) de l'espace de conguration du systeme logarithmique pour des rapports axiaux
q
1
= 0:9 et q
2
= 0:7
1
Comme dans le cas du probleme des deux centres xes en mecanique celeste [80]
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En utilisant l'equation de Poisson (1.4), nous obtenons directement la fonction de densite
qui peut reproduire le potentiel (2.8) :
(x; y; z) =
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; (2:9)
ou les parametres a
1
, a
2
, a
3
, a
4
sont des fonctions de q
1
et q
2
:
a
1
=   1 + q
 2
1
+ q
 2
2
a
2
= 1  q
 2
1
+ q
 2
2
a
3
= 1 + q
 2
1
  q
 2
2
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4
= 1 + q
 2
1
+ q
 2
2
: (2:10)
Pour des distances loin du centre la fonction de densite est proportionnelle a r
 2
el
, qui correspond
a plusieurs galaxies, comme la galaxie naine M32 de la Figure 2.2 (voir par exemple [180], [183],
[52], [74]).
2.2.1 Rapports axiaux des surfaces de niveaux de densite
Comme nous avons mentionne ci-dessus, les parametres q
1
et q
2
representent les rapports axiaux
des equipotentielles. Cependant, on peut voir directement par l'equation (2.9) que les surfaces de
densite egale sont relativement plus plates et divergent de la conguration ellipsodale lorsque
les rapport axiaux sont dierents de 1 [14]. Sur la Figure 2.1, nous tracons les surfaces de
niveaux projetees sur chaque plan de l'espace de conguration (x; y; z), pour des valeurs des
parametres q
1
= 0:9 et q
2
= 0:7.
En eet, on peut determiner des rapports axiaux approximatifs des surfaces de niveaux de
densite en calculant les valeurs des variables spatiales ou la surface coupe les axes x; y et z,
respectivement, et en prenant leurs rapports. En annulant successivement deux parmi les trois
valeurs des variables spatiales dans l'equation de la fonction de densite (2.9), nous avons les
relations suivantes :
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: (2:11)
Alors, en resolvant les equations (2.11) par rapport a x
m
; y
m
; z
m
, et en prenant les rapports
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entre x
m
et y
m
; z
m
on a :
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Malheureusement, ces rapports ne sont pas uniques, c.-a-d. ils sont parametres par la valeur
de la surface de niveaux consideree. Nous sommes capables pourtant de donner des rapports
axiaux approximes, en divisant les deux dernieres equations du systeme (2.11) par la premiere
et en posant x
m
; y
m
; z
m
 R
c
:
y
m
x
m
 q
1
r
a
2
a
1
et
z
m
x
m
 q
2
r
a
3
a
1
; (2:13)
et pour x
m
; y
m
; z
m
 R
c
:
y
m
x
m
 q
1
s
b
1
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2
et
z
m
x
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 q
2
s
b
1
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3
; (2:14)
ou b
i
= a
i
  2a
4
, pour i = 1; : : : ; 3. Dans ces relations nous avons considere que x
m
 y
m
 z
m
pour 1  q
1
 q
2
mais des relations equivalentes peuvent e^tre etablies pour les autres cas des
rapports axiaux.
Notons que, c'est a travers les rapports axiaux des isophotes externes qu'on denie l'ellipticite
des galaxies elliptiques. C'est pourquoi que nous pourrons obtenir des estimations plus proche
de ce qu'on observe en calculant les rapports axiaux de la surface de densite externe. Il sut
alors de trouver la surface de densite qui correspond a une valeur :

k
=
a
k
exp(h) + R
2
c
(a
4
  a
k
)
exp(2h)
; (2:15)
ou k = 1; : : : ; 3 et 
1
; 
2
et 
3
correspondent aux valeurs minimales de la densite sur l'axe x; y et
z, respectivement. En eet, nous pouvons facilement voir que suivant les valeurs des parametres
q
1
et q
2
nous pouvons designer la valeur de 
k
la plus grande parmi les trois, qui caracterise la
surface de densite egale externe (voir aussi [117]). Comme dans les paragraphes precedents, en
supposant que 1  q
1
 q
2
nous pouvons substituer les valeurs de la densite dans les equations
(2.12) et donner des meilleurs estimations sur les rapports axiaux :
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Figure 2.2 : Image de la galaxie elliptique M32
Les notations couramment employees dans la dynamique galactique pour les rapports axiaux
sont c=a et b=a, avec la convention que a  b  c. A partir de rapports axiaux nous pouvons
denir le parametre de triaxialite [73] :
T
p
=
a
2
  b
2
a
2
  c
2
; (2:17)
qui caracterise l'aplatissement du modele choisi : quand T
p
tend vers zero le modele est aplati
(\oblate"), tandis que quand le parametre tend vers 1 le modele est allonge (\prolate"). En
utilisant les approximations des rapports axiaux donnees par les equations (2.13) et (2.13), nous
pouvons calculer des parametres de triaxialite approximatifs. D'abord en posant x
m
; y
m
; z
m

R
c
:
T
p

1  q
2
1
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2
2
; (2:18)
et pour x
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m
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 R
c
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ou D
2
= q
2
1
+ q
2
1
q
2
2
+ q
2
2
. Finalement nous donnons aussi l'estimation optimale du parametre de
triaxialite en utilisant les equations (2.16) :
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; (2:20)
ou les a
i
sont donnees par l'equation (2.10).
2.2.2 Espace des valeurs admissibles des rapports axiaux
Dans la grande majorite des etudes il semblait convenable de poser 1  q
1
 q
2
. Dans ce
travail, cependant, nous preferons avoir la liberte de donner aux rapports axiaux des valeurs
quelconques dans R

+
. En general, ces parametres respectent certaines conditions pour que la
fonction de densite de l'equation (2.9) soit positive partout dans R
3
et que le modele conserve
son sens physique. En premiere approximation (voir le travail de de Zeeuw et Pfenniger [61]),
on peut verier par l'equation (2.9), que la densite est positive, pour q
2
2 R
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  f1g et :
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2.3 Structure hamiltonienne
Nous considerons le systeme hamiltonien engendre par le potentiel logarithmique triaxial
(2.8) :
H
q
1
;q
2
(x; y; z;X; Y;Z) =
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
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+ Y
2
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2

+ ln
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2
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2
2
+R
2
c
!
; (2:22)
ou (X; Y; Z) representent les moments conjugues aux variables (x; y; z), respectivement. Le
hamiltonien est une fonction a deux parametres q
1
; q
2
denie sur R
3
R
3
. Le systeme dierentiel
associe est :
_x = X
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_z = Z
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; (2:23)
ou r
l
(x; y; z) =
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2
q
2
1
+
z
2
q
2
2
+ R
2
c
!
. Dans cette etude nous choisirons une valeur arbitraire
de l'energie (h =  0:40589) et les rapports axiaux q
1
et q
2
joueront le ro^le des parametres de
32 Le Potentiel Logarithmique
perturbation. Suivant des etudes precedentes [20] le parametre de regularisation R
c
est xe a
0:1.
An d'etudier profondement la dynamique du systeme logarithmique nous allons essayer
d'abord de tirer plusieurs informations en examinant la forme du hamiltonien (2.22). Une
premiere remarque elementaire est que l'espace des phases genere par le systeme logarithmique
respecte des symetries de reexion par rapport aux axes x, y, z, X , Y et Z.
En outre, l'espace des phases du systeme est un compact : chaque variable atteint sa valeur
maximale quand toutes les autres s'annulent. Les valeurs maximales des vitesses sont les me^mes
pour les trois variables :
X
max
= Y
max
= Z
max
=
q
2h  2 ln(R
2
c
) : (2:24)
Les valeurs maximales des positions, cependant, dependent des rapport axiaux :
x
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exp(h) R
2
c
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2
c
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2
q
exp(h) R
2
c
: (2:25)
Suivant le rapport entre les valeurs maximales des variables de position nous appelons les axes
de l'espace de conguration petit, moyen et grand axe.
La region de Hill du systeme, c.-a-d. la projection des surfaces d'energie H
q
1
;q
2
= h =
constante sur l'espace de conguration (x; y; z), a une forme assez simple. En eet, lorsque
h > ln(R
2
c
), la region de Hill est un ellipsode borne par la courbe de vitesses nulles (X = Y =
Z = 0) :
x
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2
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2
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2
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2
2
= exp(h)  R
2
c
 0 : (2:26)
D'autre part, pour h > ln(R
2
c
), nous voyons clairement par l'equation (2.26) que le mouvement
ne peut pas avoir lieu (la region de Hill est vide). Dans le cas h = ln(R
2
c
), la region de Hill
degenere a un point xe : (x; y; z;X; Y; Z) = 0. Notons que les six valeurs propres du systeme
symplectique (2.23), linearise au voisinage du point xe, sont egales a i
p
2=R
c
, i
p
2=(q
1
R
c
),
i
p
2=(q
2
R
c
) et, par consequent, le point est de nature elliptique (lineairement stable).
De la me^me facon, comme pour l'espace de conguration, l'espace des vitesses est borne
entre 0 et une valeur maximale :
2h  2 ln(R
2
c
)  X
2
+ Y
2
+ Z
2
 0 : (2:27)
Le systeme possede 3 degres de liberte. Alors, en premiere vue, il n'est pas integrable, la seule
integrale evidente etant l'energie (2.22). Neanmoins, pour des valeurs speciques des variables
et des parametres, le systeme devient integrable. Ces cas speciaux peuvent nous aider dans
l'analyse de la dynamique du systeme complet.
2.3.1 Cas associes a des mouvements rectilignes
Nous pouvons observer directement par les equations du mouvement (2.23) du systeme que
les plans (x;X), (y; Y ) et (z; Z) sont invariants par le ot hamiltonien (toutes les orbites qui
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prennent leurs conditions initiales sur ces plans restent sur les plans). La restriction du systeme
sur un de ces plans constitue un systeme hamiltonien a 1 degre de liberte. En appliquant une
transformation sur les variables de position et en changeant l'echelle du temps, nous pouvons
exprimer les trois systemes avec le me^me hamiltonien [167] :
H
0
=
1
2
P
2
+ ln

p
2
+R
2
c

; (2:28)
ou (p; P; ) correspondent a (x;X; t), (y=q
1
; Y; t=q
1
) et (z=q
2
; Z; t=q
2
), pour chaque cas, respec-
tivement. Ces systemes preservent toutes les caracteristiques principales du hamiltonien general
(2.22) (convexite, symetries par reexion, etc.). Leur espace des phases est rempli par des or-
bites periodiques parametrees par la valeur de l'energie correspondante (voir Figure 2.3). Dans
l'espace de conguration, ces orbites oscillent sur des lignes droites, le long de l'axe p corre-
spondant. Suivant la \taille" de l'axe sur lequel elles se deplacent nous les appelons petite,
moyenne et grande orbites axiales.
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Phase space of the rectilinear model
Figure 2.3 : Espace des phases du systeme a 1 degre de liberte sur le plan (x;X)
Analyse de stabilite
L'existence des ces orbites periodiques dans l'espace des phases du systeme complet est tres
importante pour sa dynamique. Pour devoiler le comportement de ces orbites periodiques par-
ticulieres dans le systeme general, nous eectuerons une analyse de stabilite lineaire, suivant la
theorie de Floquet-Lyapounov [70], [122], en variant les deux parametres q
1
; q
2
. Une telle anal-
yse, en utilisant une approche perturbative du type Poincare-Lindstedt [120], [156], [187] (pour
une exposition comprehensive voir [184]), etait deja appliquee pour les orbites rectilignes du
systeme logarithmique plan par Scuaire [167]. Ici, pluto^t, nous nous appuyons sur une appli-
cation numerique de la theorie de Floquet-Lyapounov. Une etude similaire, mais en utilisant la
valeur de l'energie comme parametre de perturbation, etait eectuee par Magnenat [124]. Dans
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Figure 2.4 : Diagrammes de stabilite completes sur le plan forme par les parametres de per-
turbation (q
1
; q
2
) (a) orbite periodique x{axiale (b) orbite periodique y{axiale et (c) orbite
periodique z{axiale
les paragraphes qui suivent nous exposerons brievement l'application de la theorie de Floquet-
Lyapounov dans un contexte hamiltonien, qui remonte aux etudes de Poincare [156]. La plupart
des propositions mathematiques enoncees ci-dessous peuvent e^tre trouvees regroupees dans le
livre d'introduction sur les systemes hamiltoniens de Meyer et Hall [134] ou dans des livres
specialises sur les equations dierentielles a coecients periodiques (voir par exemple [190]).
En linearisant le systeme dierentiel (2.23) au voisinage de chaque orbite periodique (x
0
(t);
X
0
(t); 0; 0; 0; 0), (0; 0; y
0
(t); Y
0
(t); 0; 0) et (0; 0; 0; 0; z
0
(t); Z
0
(t)) nous tombons sur trois systemes
dierentiels lineaires a coecients periodiques :
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ou les expression 
x
0
, 
y
0
et 
z
0
sont des fonctions des orbites periodiques :
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:
Le theoreme de Floquet-Lyapounov enonce que pour un systeme lineaire des n equations
dierentielles a coecients periodiques :
_
x = A(t) x ; (2:30)
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ou x 2 R
n
et A(t) 2 R
n
 R
n
est continue et T -periodique, ils existent des solutions dont la
forme est :
x(t) = x
0
exp(Kt) P(t) ; (2:31)
ou P(t) 2 R
n
R
n
est T -periodique et K une matrice constante. La matrice 
 = exp(KT ) 2
R
n
 R
n
est appelee matrice de monodromie du systeme et joue un ro^le fondamental pour
la stabilite des solutions. En eet, le theoreme arme que les solutions du systeme sont des
termes T -periodiques et des polyno^mes du temps t multiplies par exp(
i
t), ou 
i
(i = 1; : : : ; n)
sont les valeurs propres de la matrice K. Alors, suivant la nature de ces valeurs propres, on
peut etudier la stabilite des solutions du systeme (2.30). La connaissance directe de la matrice
K qui est necessaire pour calculer ensuite ses valeurs propres, n'est pas evidente. Cependant,
nous pouvons remarquer que les valeurs propres  de la matrice de monodromie (qu'on appelle
des multiplicateurs caracteristiques) s'expriment comme  = exp(T ) et, par consequent, il
sut de calculer cette matrice pour tester la stabilite du systeme. Pour construire la matrice
de monodromie, nous ecrivons d'abord la solution du systeme pour t = 0 :
x(0) = x
0
P(0) ; (2:32)
et, comme x(0) = x
0
, nous avons que P(0) = I ou I est la matrice identite n n. Pour t egale
a une periode T , la solution du systeme s'ecrit :
x(T ) = x
0
exp(KT ) P(T ) : (2:33)
Comme P(t) est T -periodique, P(T ) = P(0) = I. Alors, la matrice de monodromie est

 = x(T )  x
0
 1
: (2:34)
Il parait donc necessaire pour calculer 
 de choisir n solutions lineairement independantes et
trouver la solution du systeme pour t = T . Toutefois, dans notre cas, le systeme d'equations
linearise au voisinage des orbites periodiques ne peut pas e^tre resolu analytiquement. En depit
du fait qu'il y a des moyens theoriques, suivant une theorie de matrices aleatoires introduite par
Dyson dans la mecanique quantique [63], [64], [65] (voir [10] et [160] pour plus de details), avec
lesquelles on peut avoir des estimations analytiques sur la forme de la matrice de monodromie
au temps t = T , nous preferons utiliser des integrations numeriques, qui fonctionnent tres bien
dans ce cas.
Alors, nous integrons numeriquement 6 conditions initiales lineairement independantes, cor-
respondant aux colonnes de la matrice identite I , pour une periode de l'orbite periodique en
question (nous utilisons la methode elegante proposee par Henon pour preciser la periode ex-
acte). L'integration numerique est eectuee a l'aide d'un integrateur de Runge-Kutta de 7/8eme
ordre avec des pas variables, base sur les formules de Prince et Dormand [159] (la routine Dopri8
est donnee par Hairer et al. [83]), qui assure une precision de l'ordre de 10
 12
, sur l'estimation
de la valeur de l'energie. Alors, nous construisons la matrice des solutions du systeme qui, dans
ce cas, est egale a la matrice de monodromie (2.34).
Il faut souligner que dans le cas hamiltonien on peut prouver que la matrice de monodromie
est symplectique (voir [134], p. 36) :


T
J 
 = J ; (2:35)
ou J =

0 I
 I 0

. Pour des systemes hamiltoniens autonomes comme celui que nous etudions,
une valeur propre de la matrice de monodromie est toujours egale a +1 etant donne que la
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direction le long de l'orbite periodique est degeneree (une perturbation suivant cette direction
n'inuence pas l'orbite). A cause de la structure symplectique de la matrice, on peut prouver
que son polyno^me caracteristique est reciproque et, alors, si  est une valeur propre, , 
 1
,


et


 1
sont aussi des valeurs propres. Alors, la multiplicite algebrique de la valeur propre +1
sera paire et, donc, au moins 2. Cette derniere remarque provient simplement du fait qu'un
systeme hamiltonien autonome a toujours au moins une integrale.
2
En outre, le polyno^me
caracteristique doit e^tre symetrique. En utilisant le fait que deux valeurs propres sont egales a
+1, on peut ecrire le polyno^me reduit pour un systeme a 3 degres de liberte [26] :

4
 A
3
+B
2
  A+ 1 = 0 ; (2:36)
ou A = Tr(
) et 2B = Tr(
)
2
 Tr(

2
). Des relations equivalentes mais plus compliquees peu-
vent e^tre etablies pour les polyno^mes caracteristiques des orbites periodiques dans des systemes
jusqu'a 5 degres de liberte [89]. Le polyno^me caracteristique (2.36) peut e^tre factorise a deux
polyno^mes :
(
2
  
1
+ 1) (
2
  
2
+ 1) = 0 ; (2:37)
ou 
1
; 
2
sont les racines de l'equation

2
 A +B   2 = 0 ; (2:38)
et  =  + 1=. La stabilite lineaire de l'orbite est determinee completement par 
1
, 
2
et
le discriminant  = 4(A
2
=4   B + 2)
1=2
de l'equation (2.38). Si  < 0, toutes les valeurs
propres sont complexes et ne se trouvent pas sur le cercle d'unite denie par jj = 1, dans le
plan (<();=()). Dans ce cas, l'orbite est instable (hyperbolique) complexe. D'autre part,
si  > 0 et j
1
j > 2 ou/et j
2
j > 2 l'orbite est instable dans l'une ou dans toutes les deux
directions. Le seul cas qui mene a une stabilite lineaire de l'orbite est pour  > 0 et j
1
j ; j
2
j <
2. Il faut souligner que suivant le theoreme de Hartman-Grobman (pour la preuve et des
references voir [151] p. 118), dans le cas hyperbolique, le systeme complet (non-lineaire) aura
le me^me comportement. Au contraire dans le cas elliptique (stabilite lineaire), on peut donner
des exemples des systemes dierentiels ou les termes non-lineaires d'ordre superieur, qui sont
negliges a cause de la linearisation, peuvent changer le comportement du systeme complet (voir
[151], p. 140).
Le cas de l'instabilite complexe est interessant, son apparition etant possible seulement
dans des systemes a 3 degres de libertes et plus (pour une revue voir [40]). Le theoreme de
Krein-Moser [101], [102], [139] enonce les conditions necessaires pour que les valeurs propres
du systeme linearise quitte le cercle d'unite. Neanmoins, dans le cas des orbites rectilignes du
systeme logarithmique, l'instabilite complexe ne peut pas appara^tre [124]. On peut verier
que les systemes dierentiels linearises aux voisinages des orbites periodiques rectilignes se
composent des trois couples d'equations independantes avec des coecients periodiques (voir
les systemes d'equations (2.29)). Donc, la matrice de monodromie reduite (en eliminant les
lignes qui correspondent aux valeurs propres +1) peut e^tre ecrite sous la forme de bloc :

 =
 


1
0
0 

2
!
: (2:39)
2
Le gradient du hamiltonien rH() sur une orbite T -periodique x(T; ) =  est un vecteur propre gauche de
la matrice de monodromie correspondant a la valeur propre +1
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Par consequent, le systeme linearise est decompose dans deux systemes en 2 dimensions non-
couples, dont les valeurs propres ne deviennent jamais complexes. En eet, dans ce cas, les deux
indices de stabilite 
1
et 
2
sont identiees par les traces des sousmatrices 

1
et 

2
, respec-
tivement. Elle designent la stabilite parametrique suivant les deux directions perpendiculaires
a l'orbite periodique (dans l'espace de conguration).
Nous avons calcule, au moyen de l'approche numerique que nous avons expose dans les
paragraphes precedents, les indices de stabilite 
1
et 
2
, pour plusieurs valeurs des parametres
q
1
et q
2
(non seulement pour les valeurs \physiques"). Sur la Figure 2.4, nous representons
les diagrammes de stabilite complets dans le plan (q
1
; q
2
), pour chaque orbite rectiligne. Ces
derniers diagrammes sont appeles des \diagrammes d'existence" [45], [148], pour la raison
evidente qu'ils montrent aussi les regions des parametres pour lesquelles ces orbites existent.
Dans notre cas, cependant, les orbites rectilignes existent pour toutes valeurs de q
1
, q
2
2 R

+
.
Ces diagrammes separent le plan (q
1
; q
2
) dans 4 regions selon les valeurs des indices de sta-
bilite : les points gras designent l'instabilite double, les deux semi-instabilites sont representees
par les deux types d'etoiles, tandis que la stabilite lineaire est representee par les points ns.
Les traies pleins representent des cas pour lesquels l'orbite est en transition c.-a-d. quand une
des indices de stabilite surpasse les palieres d'(in)stabilite 2. Dans notre cas, nous pouvons
observer que les indices de stabilite ne deviennent jamais inferieurs a  2, et alors, les lignes de
transition representent toutes les valeurs de q
1
; q
2
pour lesquelles l'orbite est degeneree dans une
ou dans les deux directions (l'intersection des lignes). Ces lignes designent les valeurs exactes
des q
1
et q
2
pour lesquelles, les orbites rectilignes bifurquent en generant des orbites periodiques
d'une periode plus elevee.
Du fait de l'invariance des equations linearisees en interchangeant les rapports axiaux, le
diagramme de stabilite de l'orbite periodique oscillant le long de l'axe des x est symetrique par
rapport a la diagonale q
1
= q
2
, et les deux autres diagrammes sont identiques en interchangeant
ces axes. De plus, dans le cas de l'orbite x{axiale, les bords de transition sont des lignes
verticales est horizontales dans le plan (q
1
; q
2
), du fait que chaque couple d'equations linearisees,
denissant les indices de stabilite, depend d'un seul parametre de perturbation. Dans les
deux autres cas, seulement les equations dierentielles de (x;X) dependent d'un parametre
de perturbation. C'est pour cette raison que les lignes de transition sont des lignes verticales
sur l'axe de q
1
pour l'orbite y{axiale et sur l'axe des q
2
pour l'orbite periodique z{axiale.
Finalement, pour q
1
= 1 ou q
2
= 1 ou q
1
= q
2
les orbites sont degenerees. Dans ces derniers cas
les systemes associes preservent encore une integrale (une composante du moment cinetique -
voir Section 2.3.3).
Nous pouvons remarquer, nalement, que pour la plupart des valeurs des parametres de
perturbation, l'orbite qui oscille le long du petit axe est hyperbolique. Cette derniere instabilite
est en accord avec quelques considerations analytiques de Binney [14], pour un modele galactique
general. Alors, ce resultat etait evoque comme l'indication principale que les regions irregulieres
doivent e^tre limitees au voisinage de cette orbite. Cette derniere remarque peut e^tre justiee
dans le cas d'un systeme a 2 degres de liberte (voir Chapitre 3). Cependant, dans le cas
d'un systeme a 3 degres de liberte, nous verrons dans le Chapitre 4 que la situation est plus
compliquee.
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2.3.2 Cas spherique
En posant les rapports axiaux q
1
et q
2
egaux a 1, le hamiltonien du systeme devient :
H
1 1
(x; y; z;X; Y; Z) =
1
2

X
2
+ Y
2
+ Z
2

+ ln

x
2
+ y
2
+ z
2
+ R
2
c

: (2:40)
Pour demontrer l'integrabilite de ce systeme nous devons faire une transformation canon-
ique des variables (x; y; z;X; Y; Z) aux variables (r; ; ; R;;), ou les nouvelles variables
des positions sont les coordonnees spheriques : r = (x
2
+ y
2
+ z
2
)
1=2
,  = arctan(y=x) et
 = arctan

p
x
2
+ y
2
=z

ou (r; ; ) 2 R

+
 [0; 2)  (0; ) avec (R;;) leurs moments
conjugues. Le hamiltonien du systeme s'ecrit comme une fonction des nouvelles variables :
H(r; ; ; R;;)=
1
2
 
R
2
+

2
r
2
sin
2

+

2
r
2
!
+ ln

r
2
+ R
2
c

; (2:41)
et les equations du mouvement associees :
_r = R
_
 =

r
2
sin
2

_
 =

r
2
_
R =
1
r
3
 

2
sin
2

+
2
!
 
2r
r
2
+R
2
c
_
 = 0
_
 =

2
cos
r
2
sin
3

: (2:42)
Le hamiltonien (2.41) represente un cas classique d'un systeme avec une symetrie spherique
ou on peut retrouver deux integrales du mouvement de plus a part l'energie (voir par exemple
[80], p. 70). En eet, nous voyons facilement par les equations du mouvement (2.42) que la
composante du moment cinetique L
z
parallele a la direction des z, representee par la variable ,
est une integrale du mouvement. Eventuellement, la quantite 
2
+ 
2
= sin
2
, representant le
carre de l'amplitude du vecteur du moment cinetique total L, complete le triplet des integrales
independantes. A cause de la conservation du moment cinetique total, l'espace de conguration
de ces systemes est rempli par des orbites planes qui sont centrees a r = 0, les fameuses rosettes
(Figure 2.5a).
Un probleme commun qu'on envisage quand on eectue une transformation en coordonnees
spheriques est l'introduction de la singularite a r = 0. Pour detruire cette singularite nous
pouvons utiliser la regularisation de McGehee (voir [126] et aussi [54] pour une revue sur les
singularites en mecanique classique). En eet, nous introduisons un changement de variables
qui nous fait passer des variables (R;L) aux nouvelles variables (;	). En me^me temps, on
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utilise une nouvelle parametrisation temporelle, en introduisant la variable  :
 = r
a
R
	 = r
b
L
dt = r
c
d
; (2:43)
avec a; b; c 2 Q
+
. Dans notre cas, nous posons (a; b; c) = (1; 0; 2) et l'equation de conservation
du hamiltonien s'ecrit :
r
2
h
0
=
1
2
(
2
+ 	
2
) + r
2
ln(r
2
+ R
2
c
) : (2:44)
Nous pouvons verier facilement que les equations du mouvement ne sont plus singulieres, la
singularite etant envoyee a l'innie. En revanche, la regularisation est manifestement non-
canonique. Toutefois, on doit noter que les orbites qui passent par r = 0 sont des orbites
periodiques rectilignes qui peuvent e^tre representees par des rotations de trois systemes a 1
degre de liberte, etudies ci-dessus (dans ce cas le moment cinetique total est egale a 0). Dans
ce cas ces orbites sont degenerees (voir Figure 2.4). Ainsi, nous pouvons continuer notre etude
en utilisant les variables non-regularisees sans perdre d'information par cette representation.
D'autre part, il existe encore deux singularites pour  = 0 et  =  qui peuvent e^tre
traitees avec une regularisation du me^me type. Cependant, dans ces cas,  = 0 et, alors,
ces singularites correspondent a une restriction du systeme tridimensionnel general (2.41) a un
systeme a 2 dimensions dont le plan des orbites est perpendiculaire au plan (x; y). Ces cas
peuvent e^tre representes par des rotation des systemes plans avec une symetrie centrale etudies
dans la section suivante.
Comme dans le cas general, l'espace des phases du systeme spherique est un compact.
Nous avons alors que r 2 (0; r
max
), ou r
max
= x
max
(equation (2.25)) et  2 (0; 
max
) ou

max
= arcsin j=Lj. La valeur maximale de la vitesse radiale R est equivalente aux valeurs
maximales des vitesses X; Y et Z de l'equation (2.24) et R 2 ( R
max
; R
max
). En outre, nous
verrons dans les paragraphes qui suivent que la valeur maximale des composantes du moment
cinetique correspondent a des membres d'une famille d'orbites periodiques.
En remplacant la quantite qui est egale au moment cinetique total dans le hamiltonien
(2.41), nous avons :
H
L
(r; R) =
1
2
 
R
2
+
jLj
2
r
2
!
+ ln

r
2
+ R
2
c

: (2:45)
En considerant le moment cinetique total comme un parametre, nous voyons clairement que
le systeme represente par le hamiltonien (2.45) et un systeme a 1 degre de liberte. On peut
representer l'espace des phases du systeme sur le plan (r; R), pour une variete d'energie choisi
(h =  0:40589). Il est rempli par des orbites periodiques dans les variables (r; R), qui sont
parametrees par la valeur du moment cinetique (Figure 2.5b)
Sur la Figure 2.5b nous apercevons l'existence d'un point xe dans le plan (r; R). En posant
_r =
_
R = 0 dans les equations du mouvement du systeme (2.45), nous trouvons que le point xe
r = r
0
est :
r
0
=
jL
0
j
2
0
@
1 +
 
1 + 8
R
2
c
jL
0
j
2
!
1=2
1
A
1=2
; (2:46)
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Axisymmetric 3D Orbit
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Figure 2.5 : Representation des orbites du systeme spherique (a) dans l'espace de conguration
(x; y; z) et (b) pour une valeur d'energie constante sur le plan (r; R)
ou jL
0
j est un maximum du moment cinetique pour la valeur d'energie consideree. En eet,
pour chaque niveau d'energie, il existe une valeur de l'amplitude du moment cinetique total
correspondant au point xe, dont la forme est celle donnee par l'equation (2.46). Alors, le
moment cinetique verie l'equation :
h
0
=
2
1 +
 
1 + 8
R
2
c
L
2
0
!
1=2
+ ln
0
@
R
2
c
+
L
2
0
4
0
@
1 +
 
1 + 8
R
2
c
L
2
0
!
1=2
1
A
1
A
: (2:47)
Pour le niveau d'energie en consideration (h
0
=  0:40589), l'orbite periodique est denie par
r
0
= 0:49493 et correspond a la valeur L
0
= 0:68607 du moment cinetique total. Les valeurs
propres du systeme linearise a son voisinage etant imaginaires pures :

1;2
= 2i
q
r
2
0
+ 2R
2
c
r
2
0
+ R
2
c
: (2:48)
ce point xe est lineairement elliptique. Retournons maintenant au systeme complet. En
remplacant  par
_
r
2
0
dans l'equation de jLj, separant les variables t et  et integrant, nous
avons :
t =

Z

0
A
B
sin
0
d
0
p
1  A
2
cos
2

0
; (2:49)
ou les constantes sont
A =
v
u
u
t
jL
0
j
2
jL
0
j
2
 
2
0
;
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B =
jL
0
j
r
2
0
=
4
jL
0
j+
q
jL
0
j
2
+ 8R
2
c
et 
0
la valeur initiale de l'angle. Les integrales de ce type peuvent e^tre resolues en performant
la transformation u
0
= A cos
0
. Apres quelques calculs elementaires nous avons :
t =
u
Z
u
0
1
B
d
 
arcsin u
0

; (2:50)
et nalement :
 = arccos

A
 1
cos (Bt   C)

; (2:51)
avec C = arccos (A cos
0
). La derniere equation montre que  est une fonction periodique,
la periode etant 2=B. Nous pouvons maintenant substituer la solution de  dans l'equation
dierentielle associee a
_
 et integrer en utilisant la transformation w = Bt   C :
   
0
=
A
Br
2
0
w
Z
w
0
Adw
0
A
2
  cos
2
w
0
; (2:52)
ou w
0
=  C et 
0
sont les valeurs de  et w pour t = 0. La primitive de l'integrale precedente
est :
   
0
=
A
Br
2
0
p
A
2
  1
w
Z
w
0
d
 
arctan
 
D tanw
0

; (2:53)
ou la constante D est
D =
A
p
A
2
  1
=




L





:
Alors, en tenant compte du fait que la constante a l'exterieure de l'integrale est egale a 1,
l'equation representant l'angle  est :
 = arctan





L





(tan(Bt   C) + tanC)

+ 
0
: (2:54)
Les equations (2.51) et (2.54) des solutions des deux angles  et  montrent que le point
xe r = r
0
sur le plan (r; R) represente dans le systeme general (2.41) une famille d'orbites
periodiques parametrees par les valeurs de 
0
et 
0
, dont la periode est :
T
r
0
= 2=!
r
0
=

2

jL
0
j+
q
jL
0
j
2
+ 8R
2
c

: (2:55)
Il sut de choisir une condition initiale sur cette sphere avec une valeur du moment cinetique
appropriee L = jL
0
j pour construire une orbite periodique circulaire. Ces orbites periodiques
sont lineairement elliptiques. Le destin de cette famille d'orbites periodiques quand le systeme
est perturbe est predit par le theoreme des points xes de Poincare-Birkho [156], [23]. En
eet, seulement un nombre ni des orbites periodiques survivra : dans notre cas, ce sont les
orbites periodiques restreintes sur les plans principaux de l'espace de conguration, qui sont
lies aux systemes centrals a 2 degres de liberte etudies dans la section suivante.
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2.3.3 Cas plans avec des symetries centrales
Comme nous avons note dans la Section 2.3.1, les plans (x;X), (y; Y ) et (z; Z) sont invariants
par le ot hamiltonien. Si, maintenant, nous posons dans le systeme general un couple des
variables conjuguees egale a 0, nous restreignons le systeme sur une hypersurface de dimension
4 generee par le produit des deux plans invariants. Ces hypersurfaces sont aussi invariantes par
le ot hamiltonien. Les systemes restreints ont 2 degres de liberte et leurs hamiltoniens sont:
H
q
1
=
1
2
(X
2
+ Y
2
) + ln

x
2
+
y
q
2
1
+R
2
c

H
q
2
=
1
2
(X
2
+ Z
2
) + ln

x
2
+
z
q
2
2
+R
2
c

H
q
1
;q
2
=
1
2
(Y
2
+ Z
2
) + ln

y
q
2
1
+
z
q
2
2
+R
2
c

: (2:56)
Posons, maintenant, q = q
1
et q = q
2
pour les hamiltoniens H
q
1
et H
q
2
, respectivement, et
q = q
1
=q
2
,
e
H
q
1
;q
2
= H
q
1
;q
2
+ ln(q
2
),
e
R
c
= R
c
=q
2
(ou q = q
2
=q
1
,
e
H
q
1
;q
2
= H
q
1
;q
2
+ log(q
1
),
e
R
c
= R
c
=q
1
) pour le troisieme hamiltonien. Ces derniers systemes peuvent e^tre representes par
le me^me hamiltonien et pour q = 1, ils deviennent integrables. Cela peut e^tre verie par une
transformation canonique en coordonnees polaires : dans ce cas, la composante du moment
cinetique correspondante est une deuxieme integrale du mouvement, a part l'energie.
En eet, les systemes centrals a 2 dimensions peuvent e^tre consideres comme des restrictions
sur les surfaces invariantes (;) = (=2; 0), ou (;) = (0; 0), ou nalement, (;) = (=2; 0),
du systeme spherique general. Ces systemes preservent les caracteristiques du systeme general
et leurs espaces des phases sont remplis par le me^me type d'orbites. En ce qui concerne l'orbite
periodique circulaire, autour de laquelle les orbites tournent sur le plan (r; R), elle respecte les
me^mes equations du mouvement (2.51) et (2.54), modiees en tenant compte des restrictions
mentionnees ci-dessus. Ces orbites sont les representantes de la famille des orbites circulaires
du systeme integrable qui persistent quand les parametres de perturbation sont dierents de 1.
Chapitre 3
Le Systeme Logarithmique Plan
Comme nous avons remarque dans la Section 2.3.3, en eliminant deux variables conjuguees
du hamiltonien general, le systeme se restreint sur une hypersurface de dimension 4, qui est
invariante par le ot. Le nouveau hamiltonien s'ecrit :
H
q
(x; y;X; Y ) =
1
2
(X
2
+ Y
2
) + ln
 
x
2
+
y
q
2
+ R
2
c
!
: (3:1)
Le hamiltonien du systeme devient maintenant une fonction a un parametre denie dans R
2

R
2
. Il faut souligner que ce systeme peut e^tre considere comme un cas special du systeme
logarithmique axisymetrique. En eet, le hamiltonien genere par le potentiel axisymetrique
(2.5) s'ecrit :
H
q
(r; ; z; R;; Z) =
1
2
(R
2
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
2
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2
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) + ln
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2
+
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q
2
+R
2
c
!
: (3:2)
Dans ce cas nous utilisons les coordonnees cylindriques (r; ; z) 2 R

+
 [0; 2)R. Le moment
cinetique  = xY   yX est une integrale du mouvement et peut e^tre considere comme un
parametre du systeme (3.2). Alors, si on pose  = 0 pour y = Y = 0 ou pour x = X =
0, on tombe sur un hamiltonien equivalent a celui de l'equation (3.1). L'etude du systeme
logarithmique plan nous aidera a clarier quelques aspects dynamiques interessants du systeme
triaxial.
Les equipotentielles du potentiel logarithmique plan sont des ellipses et q represente leur
rapport axial. Les valeurs de q pour lesquelles la densite est partout positive sont (voir equation
(2.21)) :
q 2
0
@
v
u
u
t
exp(h)  2R
2
c
2 exp(h)
;
v
u
u
t
exp(h)
2R
2
c
1
A
: (3:3)
Notons que l'espace des phases du systeme bidimensionnel preserve toutes les caracteristiques
du systeme triaxial. Toutes les variables respectent des symetries par reexion et l'espace des
phases reste compact, les relations (2.24), (2.25) etant vraies pour les valeurs maximales des
variables du systeme (3.1). Pour h > exp(R
2
c
), la region de Hill est l'interieur d'une ellipse (voir
equation (2.26), pour z = 0 et q
1
= q) qui degenere a un point xe elliptique, pour h = exp(R
2
c
).
Lorsque h < exp(R
2
c
), le mouvement ne peut plus avoir lieu.
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Figure 3.1 : (a) Surface de section y = 0 du systeme logarithmique pour q = 0:9 (b) Un
agrandissement au voisinage de l'intersection de l'orbite periodique x = X = 0 (c) Orbite
\bo^te" typique (d) Orbite \boucle" typique
Le hamiltonien (3.1) correspond a un systeme a 2 degres de liberte. Ce systeme est non-
integrable, l'energie etant la seule integrale du mouvement. Toutefois, les modeles a 1 degre
de liberte associes aux mouvements rectilignes et le modele central, pour q = 1, sont deux cas
speciaux pour lesquels le probleme plan devient integrable.
3.1 Structure orbitale du systeme plan - Application de pre-
mier retour
Pour faciliter l'etude d'un systeme a 2 degres de liberte, nous pouvons suivre une approche
classique en etudiant les retours successifs des orbites sur une surface donnee. En eet, dans
un systeme a n degres de liberte le mouvement se deroule dans un espace des phases de dimen-
sion 2n. Si le systeme est conservatif, on peut choisir nos conditions initiales sur une variete
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d'energie constante, de dimension 2n   1. Alors, l'intersection entre cette variete avec une
autre de la me^me dimension est une hypersurface de dimension 2n   2. Par consequent, dans
le cas d'un systeme a 2 degres de liberte cette intersection produit un plan. Le concept de
surface de section de Poincare [156] (ou application de premier retour) est tres utile dans
ce cas, permettant de visualiser la structure dynamique du systeme sur des plans. En revanche,
l'application de premier retour etant de dimension superieure a 4, elle est inexploitable pour
des systemes a 3 degres de liberte et plus.
An de construire une application de premier retour representant toute la dynamique du
probleme, on doit choisir une surface qui est transverse a la majorite des trajectoires du systeme
en question. Dans le cas du systeme logarithmique plan, il est facile de trouver une telle
surface, a cause des symetries par reexion. Nous avons choisi, donc, le plan y = 0, pour
Y > 0. L'energie est xee a h =  0:40589, et R
c
= 0:1 comme auparavant (pour ces valeurs de
l'energie et du parametreR
c
, nous avons par l'equation (3.3) que q doit e^tre superieur a 0:6964).
En outre, le rapport axial est xe a une valeur proche du cas central (q = 0:9). An d'obtenir
les iterations de premier retour, nous utilisons une methode numerique simple de Henon [86]
(la me^me que nous avons utilise pour preciser la periode exacte des orbites periodiques dans la
Section 2.3.1) et la surface obtenue est representee sur la Figure 3.1. Nous reconnaissons les
deux types d'orbites classiques generees par le systeme logarithmique plan :
a) les orbites \bo^te" (\boxes") (Figure 3.1c) qui passent toujours par le point x = y = 0 de
l'espace de conguration et ressemblent aux images des Lissajous generees par deux oscillateurs
harmoniques independantes.
b) les orbites \boucle" (\loops") (Figure 3.1d) qui ne passent jamais par le point x = y = 0
et ressemblent aux rosettes generees par un systeme avec une symetrie spherique (ou centrale).
Sur la surface de section, nous apercevons aussi quelques orbites periodiques qui sont liees
aux systemes integrables dont nous avons parle plus haut. Les deux points xes autour desquels
tournent les orbites \boucle" sur la surface de section representent l'intersection des deux orbites
periodiques qui proviennent de la perturbation de la famille d'orbite periodique du systeme
axisymetrique pour q = 1 (voir Section 2.3.3). Le point xe x = X = 0 represente l'intersection
de l'orbite periodique rectiligne provenant du systeme a 1 degre de liberte sur le plan invariant
(y; Y ) (Section 2.3.1). En n de compte, la courbe extre^me exterieure qui borne les orbites de
la surface represente l'orbite periodique generee par le systeme a 1 degre de liberte sur le plan
invariant (x;X).
1
La surface de section donne l'impression que la majorite d'orbites sont regulieres (quasi-
periodiques) [163]. Des etudes similaires ont conduit un grand nombre de chercheurs, dans les
annees '80 [162], [163], [164], [20], [21], [22], de considerer que le systeme logarithmique est tres
proche d'un systeme integrable. Toutefois, si nous agrandissons la region x = X = 0 autour
du point d'intersection de l'orbite y{axiale nous pouvons remarquer qu'il existe une petite zone
chaotique temoignant la non-integrabilite du systeme et l'existence des orbites irregulieres. En
eet, nous allons voir dans la section suivante que, pour le rapport axial choisi (q = 0:9), l'orbite
y{axiale est hyperbolique. Le theoreme de la variete stable enonce, qu'au voisinage d'un tel
orbite hyperbolique il existe une variete stable et une variete instable de dimension 2. Les
intersection homoclines entres la variete stable et la variete instable de cette orbite produisent
cette petite zone chaotique (pour des denitions et une preuve du theoreme voir [134], p. 136).
1
On doit preciser que l'orbite periodique ne fait pas partie des orbites calculees par l'application de premier
retour parce qu'elle s'etend entierement sur le plan y = 0.
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3.2 Traitement Perturbatif
Nous avons observe dans la section precedente qu'un grand nombre d'orbites du systeme doivent
e^tre tres proche des orbites quasi-periodiques qui evoluent sur des tores, suivant la theorie KAM.
Malheureusement, la separation de l'espace des phases par deux types d'orbites qui presentent
des caracteristiques dierentes ne nous permet pas d'avoir une representation perturbative
globale. Neanmoins, nous avons aussi note l'existence des deux systemes integrables qui sont
en relation avec les deux familles d'orbites. Alors, nous eectuerons deux representations locales
pour chaque type d'orbites separement, en utilisant la proximite des deux cas integrables.
3.2.1 Modele Rectiligne
Comme dans le cas du systeme triaxial, les plans (x;X) et (y; Y ) sont invariants par le ot
hamiltonien et ils sont associes a des systemes a 1 degre de liberte (equation (2.28)). Comme
nous avons mentionne dans la Section 2.3.1, l'espace des phases du systeme contient des orbites
periodiques parametrees par la valeur de l'energie h
0
(Figure 2.3). Pour R
c
= 0:1 et h
0
=
 0:40598, nous obtenons les orbites periodiques \bo^te" que nous avons apercu sur la surface
de section de la Figure 3.1.
L'analyse de stabilite qu'on a eectue dans la Section 2.3.1 est valable pour les orbites
rectilignes du probleme plan. Il faut juste noter que, dans un systeme a 2 degres de liberte,
le polyno^me caracteristique reduit s'ecrit : (
2
+ b  + 1), ou b est la trace de la matrice de
monodromie 
 (en eliminant les lignes et les colonnes correspondant aux valeurs propres +1).
Le parametre b qui caracterise la nature des solutions du systeme est appele l'indice de stabilite,
et il fut introduit par Henon pour l'etude du probleme restreint de 3 corps [85] (en eet, l'indice
de stabilite de Henon est a =  b=2). Si jbj > 2, les valeurs propres sont reelles et l'orbite en
question est hyperbolique. Par contre, si jbj < 2 les valeurs propres sont des imaginaires pures
et l'orbite etudiee est lineairement elliptique.
Suivant l'etude que nous avons eectue dans la Section 2.3.1, nous tracons l'evolution des
indices de stabilite b
x
correspondant a l'orbite periodique (x;X) et b
y
correspondant a l'orbite
periodique (y; Y ) en fonction du parametre q (Figure 3.2).
L'orbite periodique sur le plan invariant (y; Y ) est lineairement elliptique pour des petites
valeurs de q, son indice de stabilite oscillant entre les bords de la region stable, denis par les
lignes b = 2. Nous trouvons, cependant, des valeurs de q pour lesquelles l'orbite depasse le
seuil de stabilite jb
x
j = 2 (q = 0:3035 ! 0:3047, q = 0:3752 ! 0:3796, q = 0:4852 ! 0:5049,
q = 0:6628 ! 0:7698). La valeur maximum de l'indice de stabilite (b
x
= 3:484) est atteinte
quand q = 0:7133. Par contre, l'autre orbite rectiligne est hyperbolique pour toute la region de
q qui correspond a un modele physique et l'indice de stabilite devient maximum (b
y
= 24:77)
quand q = 0:6825. Pour q < 0:3659, l'orbite est lineairement elliptique. Quand q = 1, les deux
orbites sont degenerees, c.-a-d., leurs valeurs propres sont egales a +1. Ces resultats sont en
accord avec l'etude perturbative de Scuaire [167].
L'addition de la deuxieme dimension, qui n'est pas symetrique par rotation, dans l'argument
du logarithme du hamiltonien a 1 degre de liberte, deteriore l'integrabilite du systeme. Cepen-
dant, l'analyse de stabilite montre que, l'orbite periodique du grand axe est elliptique pour
la plupart de valeurs de q inferieure a 1. Alors, pour des petites valeurs de y; Y , notamment
pour des conditions initiales generant des orbites qui restent au voisinage de l'orbite periodique
oscillant le long du grand axe, le systeme sera proche d'un systeme integrable et la plupart de
ces orbites doivent e^tre quasi-periodiques, suivant les conclusions de la theorie KAM. En eet,
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Figure 3.2 : Indices de stabilite b
x
et b
y
pour les deux orbites periodiques rectilignes oscillant
le long des axes de x et de y, en fonction du rapport axial q
nous pouvons ecrire le hamiltonien du systeme general comme une perturbation du systeme
rectiligne :
H
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= H
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0
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: (3:4)
Nous pouvons considerer H
0
comme une perturbation du systeme a 1 degre de liberte, si
y
2
=[q
2
(x
2
+ R
2
c
)] et Y sont susamment petits, c.-a-d. pour des petites valeurs de y=q.
3.2.2 Modele central
Pour q = 1, le systeme devient integrable, le moment cinetique  = xY   yX etant une
deuxieme integrale du mouvement. Le hamiltonien du systeme est :
H
1
(r; ; R;)=
1
2
(R
2
+

2
r
2
) + ln

r
2
+R
2
c

; (3:5)
Il peut e^tre considere comme le hamiltonien d'un systeme a 1 degre de liberte avec  comme
parametre. Ce systeme est equivalent aux cas particuliers etudies dans la Section 2.3.3, corre-
spondant a des restrictions du probleme general, avec une symetrie spherique.
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Figure 3.3 : Surface de section y = 0 du systeme central, ecrit en coordonnees cartesiennes. On
voit clairement la ligne de points xes correspondant a la famille d'orbites rectilignes degenerees.
Comme nous avons deja mentionne dans la Section 2.3.3, toutes les caracteristiques du
systeme general sont preservees dans ce cas. Les orbites rectilignes sont exclues par cette
representation, correspondant a la singularite du systeme central a r = 0. En eet, dans le
cas central (comme dans le cas spherique), il existe une famille d'orbites periodiques rectilignes
( = 0,  = 
0
), qui forment sur la surface de section y = 0 du systeme central ecrit en
coordonnees cartesiennes, une ligne de points xes suivant l'axe des X (voir Figure 3.3). Les
deux orbites qui survivent apres la perturbation, suivant le theoreme de Poincare-Birkho, sont
l'orbite periodique x-axiale et y-axiale.
Nous trouvons aussi un representant de la famille d'orbites periodiques circulaires etudiees
dans le cas spherique (Section 2.3.2) :
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Dans la Section 2.3.2, nous nous posions la question en ce qui concerne l'avenir de la famille
d'orbites periodiques, quand le systeme integrable (2.41) est perturbe. Comme nous avons
deja signale, seulement les orbites restreintes sur les plans principaux de l'espace de cong-
uration survivent. En eet, nous pouvons determiner numeriquement la position des orbites
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BIFURCATION OF THE PERIODIC LOOP ORBIT
Figure 3.4 : Diagramme de bifurcation des orbites periodiques \boucle"
periodiques du systeme plan en utilisant une methode de Newton-Raphson (l'algorithme peut
e^tre trouve dans le livre classique de Press et al. [158]). Donc, nous pouvons tracer la po-
sition de l'intersection des orbites periodiques avec le plan y = 0, en fonction du parametre
de perturbation q (voir Figure 3.4). On peut observer que les orbites periodiques degenerent
sur l'orbite periodique rectiligne (y; Y ), quand q = 0:3658, une valeur pour laquelle l'orbite
rectiligne devient elliptique. Alors, pour q  0:3658, les orbites \boucle" disparaissent.
Suivant l'idee dont nous avons parle plus haut dans le texte, nous essaierons d'ecrire le
systeme general comme une perturbation du systeme axisymetrique. C'est pour cette raison
que nous utilisons la me^me transformation pour exprimer le hamiltonien H
q
(x; y;X; Y ) dans
les variables (r; ; R;) :
H
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Cette representation excluant les regions de l'espace des phases qui passent par le point singulier
r = 0, seulement les regions occupees par les orbites \boucle" peuvent e^tre considerer qu'elles
proviennent d'une perturbation du probleme axisymetrique. Alors, le hamiltonien (3.7) peut
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e^tre modie de la facon suivante :
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Dans ce cas, pour que H
0
soit une perturbation, il faut que l'argument dans le logarithme soit
proche de 1, ce qui correspond a des systemes avec des valeurs de q proche de 1.
Il ressort clairement de l'analyse eectuee ci-dessus que les orbites \bo^te" et les orbites
\boucle" generees par le systeme logarithmique, peuvent e^tre considerees comme des perturba-
tions qui ont comme origine le systeme a 1 degre de liberte et le systeme axisymetrique, respec-
tivement. Comme nous avons observe sur la surface des section (Figure 3.1), pour des petites
valeurs de ces perturbations la plupart des orbites doivent e^tre tres proches d'orbites quasi-
periodiques. Pour etudier le comportement quasi-periodique de ces orbites, nous benecierons
de l'aspect fondamental de l'analyse en frequence, notamment la representation d'une fonction
denie numeriquement sous la forme d'une serie quasi-periodique.
3.3 La methode d'analyse en frequence
L'analyse en frequence de Laskar est une methode nouvelle pour l'etude de la dynamique globale
des systemes conservatifs. Elle est issue des recherches de Laskar sur la stabilite du systeme
solaire [106], [107]. Dans les lignes qui suivent nous resumons les aspects fondamentaux de la
methode, suivant la redaction d'un article de revu de Laskar [110].
3.3.1 Mouvements quasi-periodiques
Dans le cas d'un systeme integrable a n degres de liberte, apres une transformation en variables
action-angle (J;'), le hamiltonien s'ecrit :
H(J;') = H
0
(J) ; (3:9)
ou (J) = (J
1
; J
2
; : : : ; J
n
) et (') = ('
1
; '
2
; : : : ; '
n
). Alors, le hamiltonien depend des variables
d'actions seules, etant les n integrales du systeme. Les equations du mouvement peuvent alors
s'exprimer sous la forme suivante :
_
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= 0; _'
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=
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j
= 
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(J) ; (3:10)
ou dans des variables complexes z
j
= J
j
exp(i '
j
) :
z
j
(t) = z
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exp(i
j
t) ; (3:11)
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avec z
j0
= z
j
(0), pour j = 1; : : : ; n. Les trajectoires du systeme evoluent sur des tores, c.-a-d.
des produits des cercles de rayon J
j
= jz
j
(0)j, avec une frequence constante 
j
(J). Maintenant,
supposons que le systeme considere est toujours integrable, mais il n'est pas exprime dans des
variables action-angle. A titre d'exemple, on peut faire la transformation (z) 7 ! () :

j
= I
j
exp(i #
j
) = z
j
+ "G
j
(z) ; (3:12)
ou G
j
est une fonction analytique sur un domaine qui exclu 0. Les mouvements representes
dans ces variables seront toujours quasi-periodiques mais dans ce cas, les trajectoires decrivent
des tores tordus, a cause de la transformation (3.12). La fonction G peut e^tre exprimee sous
la forme d'une serie de Laurent :
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) 2 Z
n
. Alors, en utilisant les equations (3.11), (3.12) et (3.13), les
variables  sont ecrites :
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le produit scalaire ordinaire.
Me^me si le systeme hamiltonien considere est integrable, il n'est pas ecrit, en general, dans
des variables action-angle. De plus, un systeme a plusieurs degres de liberte est en general
non-integrable. Neanmoins, comme nous avons montre par exemple dans la section precedente,
le hamiltonien peut souvent e^tre exprime comme une perturbation d'un systeme integrable sous
la forme :
H(I; ) = H
0
(I) + "H
0
(I; ) ; (3:15)
ou le hamiltonien H est reel et analytique pour (I; ) 2 B
n
T
n
, B
n
 R
n
et T
n
un tore de
dimension n. Poincare a demontre qu'une transformation comme celle representee par l'equation
(3.12) pourrait e^tre formellement denie, mais les series en jeu ne convergent pas uniformement
[156]. Par consequent, il est impossible en pratique de construire une transformation analytique
qui transforme les variables  aux variables z et les mouvements aux produits des rotations sur
les tores. Cependant, le theoreme KAM enonce que dans le cas ou le systeme et non - degenere
dans le domaine d'intere^t (avec une torsion non-nulle





@
2
H
0
@I
2





6= 0, voir equation (1.10)) et
sous l'hypothese que la perturbation est susamment petite, il existe encore des conditions
initiales denies sur un ensemble de Cantor pour lesquelles les series (3.14) correspondantes
sont convergentes, si le vecteur frequence associe est susamment loin des resonances [3]. Dans
ce cas aussi, comme pour un systeme integrable, les mouvements sont quasi-periodiques et
les orbites evoluent sur des tores deformes, les tores KAM. De plus, quand l'amplitude de la
perturbation decro^t, la mesure de l'ensemble des tores devient large.
Toutefois, ces tores ne sont pas denis dans un ensemble ouvert des conditions initiales,
mais dans un ensemble discontinu. En depit de ce fait, suivant des resultats de la theorie de
Nekhorochev [141], les solutions qui commencent proches des tores KAM auront un comporte-
ment tres similaire aux solutions KAM, pour un intervalle de temps ni, et, en pratique, il
sera impossible de les distinguer des vraies solutions quasi-periodiques. Cette caracteristique
du systeme nous permet de representer les mouvements entre les tores KAM, en interpolant
avec des solutions quasi-periodiques de la forme (3.14), quand la densite des tores est grande.
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L'aspect fondamental de l'analyse en frequence consiste a obtenir directement, avec une
maniere numerique, la forme quasi-periodique (3.14) des solutions du systeme, sans rechercher
une transformation explicite en variables action-angle donnees par l'equation (3.12). Plus
precisement, il est possible de denir sur un temps ni une approximation quasi-periodique
d'une solution numerique d'un systeme hamiltonien, sous la forme d'une somme nie :

j
(t) = z
j0
e
i
j
t
+
N
X
k
a
(m)
k
e
i ((m)
k
) t
; (3:16)
ou les a
(m)k
ont une amplitude decroissante. En eet, l'approximation quasi-periodique determinee
de facon numerique, concide avec la troncature de l'expansion actuelle (3.14), dans les bords
d'une precision numerique elevee [110].
3.3.2 Analyse numerique des frequences fondamentales (NAFF)
L'analyse en frequence de Laskar s'appuie sur le fait qu'il est possible de determiner une approx-
imation quasi-periodique pour une fonction f(t) 2 C denie numeriquement, dans une periode
temporelle nie [ T; T ], avec une precision elevee, plusieurs ordres de grandeur qu'une trans-
formation de Fourier rapide (FFT) [158]. En eet, quand on calcule des series de Fourier pour
approximer f(t) sur un intervalle de temps ni [ T; T ], on suppose inevitablement que f(t)
est une fonction periodique de periode 2T , ceci etant manifestement faux. Dans l'algorithme
construit par Laskar [111], [108], nous faisons une hypothese dierente, qui est dictee par le com-
portement dynamique du systeme, en cherchant des approximations quasi-periodiques. Dans
ce section, nous decrivons l'algorithme numerique NAFF, qui est utilise pour la determination
des approximations quasi-periodiques. Ici, nous donnerons un resume de l'algorithme, qui est
detaille par Laskar [106], [107], [111]. Considerons une fonction quasi-periodique du temps t :
f(t) = e
i
1
t
+
X
k2(Z
n
 (1;0;:::;0))
a
k
e
ihk;it
; (3:17)
qui est denie dans le domaine complexe, ou les a
k
sont d'une amplitude decroissante par rap-
port a k. L'algorithme NAFF est une methode numerique designee a obtenir une approximation
:
f
0
(t) =
N
X
k=1
a
0
k
e
i!
0
k
t ; (3:18)
avec un nombre ni de termes N , a partir d'une evaluation numerique de f(t) sur un intervalle
de temps ni [ T; T ]. La precision de cette procedure est tres elevee en tenant en compte que
la methode etait initialement developpee pour decouvrir d'une facon numerique une solution
analytique pour une approche perturbative dans la dynamique planetaire [106].
Les frequences !
0
k
et les amplitudes complexes a
0
k
sont denies a travers un schema iteratif,
que nous esquisserons par la suite. Pour determiner la premiere frequence !
0
1
, nous cherchons
le maximum de la quantite suivante :
() = hf(t); e
it
i ; (3:19)
ou le produit scalaire hf(t); g(t)i est deni comme :
hf(t); g(t)i=
1
2T
Z
T
 T
f(t)g(t)(t)dt ; (3:20)
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et (t) est une fonction de poids, c.-a-d. une fonction positive et paire qui respecte la relation
suivante :
1
2T
Z
T
 T
(t)dt = 1 : (3:21)
Dans tous nos calculs nous utilisons la fene^tre de ltrage de Hanning [158] :
(t) = 
1
(t) = 1 + cos(t=T ) ; (3:22)
quoi qu'une autre fonction de poids sous la forme :

p
(t) =
2
p
(p!)
2
(2p)!
(1 + cos(t=T ))
p
; (3:23)
pourrait e^tre utilisee [158]. Lorsque le premier harmonique e
i!
0
1
t
est determine, nous obtenons
l'amplitude complexe correspondante a
0
1
par une projection orthogonale et le processus est
recommence pour la fonction qui reste f
1
(t) = f(t)   a
0
1
e
i!
0
1
t
. Il faut juste noter que les har-
moniques e
i!
0
k
t
ne sont pas orthogonaux par rapport aux produit scalaire (3.20). Alors, il
est necessaire d'orthogonaliser iterativement l'ensemble des fonctions (e
i!
0
k
t
)
k
, quand nous ef-
fectuons la projection de f sur e
i!
0
k
t
. Pour une solution KAM, la precision de l'algorithme
d'analyse en frequence est plusieurs ordres de grandeur plus elevee qu'une simple FFT. Ce
resultat est rigoureusement prouve par Laskar [110] et peut e^tre enonce de la facon suivante :
Pour une solution quasi-periodique sous la forme (3.17), et en utilisant une fonction de poids
(t) = 
p
(t), l'application de l'algorithme NAFF decrit ci-dessus, sur un intervalle de temps
ni [ T; T ], fournit une approximation 
T
1
de la vraie frequence 
1
, dont la precision 
1
  
T
1
a l'expression asymptotique suivante, pour T !1 :

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avec 

k
= hk; i   
1
et A
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En particulier, alors qu'avec une FFT ordinaire, la precision pour la determination des frequences
de plus grande amplitude est de l'ordre de 1=T , l'utilisation de la fene^tre de ltrage de Han-
ning (p = 1) donne une precision de l'ordre de 1=T
4
pour des fonctions quasi-periodiques.
Sans la fene^tre (p = 0), l'algorithme NAFF permet une precision de l'ordre de 1=T
2
. Alors, a
travers la methode on pourra determiner facilement et avec une grande precision le vecteur de
frequence (
1
; 
2
; : : : ; 
n
). Il faut aussi noter que l'equation (3.24) montre que l'approximation
quasi-periodique d'une orbite reguliere converge asymptotiquement vers la vraie solution KAM.
Alors, ces approximations peuvent apporter des elements importantes en ce qui concerne la dy-
namique du systeme.
3.3.3 Application frequence (\frequency map")
Lorsque l'approximation quasi-periodique (3.16) est obtenue a la maniere decrite dans la section
precedente, nous pouvons construire des applications frequence qui representent l'aspect le plus
spectaculaire de l'analyse en frequence. L'interpretation de la dynamique globale du systeme
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est faite en etudiant la regularite de cette application [107], [111], [108], [109], [113], [112], [62],
[145], [146].
Considerons un systeme hamiltonien non-degenere, qui peut e^tre ecrit sous la forme (3.15).
Le mouvement est conne sur une variete d'energie de dimension 2n 1, denie parH(I; ) = h.
D'habitude, on construit une surface de section de Poincare , pour 
1
= 0 par exemple, qui
restreint l'etude sur un espace de dimension (2n  2). Bien que la construction de l'application
de Poincare est tres utile pour un systeme a 2 degres de liberte (voir Section (3.1)), elle devient
plus dicile a exploiter dans des systemes de dimension superieure. Pour la construction de
l'application frequence, on adopte une reduction beaucoup plus drastique du probleme, en xant
toutes les variables du type angles dans des valeurs arbitraires 
j
(0) = 
j0
, j = 1; 2; : : : ; n.
Toutes les angles etant xes et les systemes etant non-degeneres
2
, pour toutes les conditions
initiales des variables du type actions (I)
n 1
= (I
1
; I
2
; : : : ; I
n 1
) dans B
n 1
, et pour des valeurs
de " susamment petites la derniere variable d'action I

n
est determinee par la condition de la
restriction du systeme sur la surface d'energieH((I)
n 1
; I

n
; 
0
) = h. Nous pouvons eectuer une
integration numerique des equations du mouvement du systeme, pour un temps ni [0;  + T ],
ou T est xe, et  est arbitraire. Ensuite, l'algorithme NAFF fournit une approximation quasi-
periodique de la solution numerique pour un intervalle de temps de longueur T , [;  + T ] (voir
Section 3.3.2). Alors, nous obtenons l'approximation quasi-periodique sous la forme (3.18). A
partir de ces approximations nous retenons seulement le vecteur frequence (
1
; 
2
; : : : ; 
n
) et
nous construisons l'application frequence :
F
T
: B
n 1
R  ! R
n 1
((I)
n 1
; )  ! (

1

n
;

2

n
; : : : ;

n 1

n
)
; (3:26)
des variables du type actions au vecteur des nombres de rotation. Admettons que A est la
sous-variete de B
n 1
des valeurs des actions (I)
n 1
pour lesquelles les conditions initiales
((I)
n 1
; I

n
; 
0
) appartiennent a des tores KAM de dimension n. Dans ce cas, nous pouvons
armer que, dans les marges de la precision numerique de notre algorithme, le vecteur de ro-
tation (
r
) = (

1

n
;

2

n
; : : : ;

n 1

n
) est le vrai vecteur qui parametrise les tores KAM consideres.
Alors, l'application frequence a les proprietes suivantes :
a) Si (I)
n 1
2 A, alors F
T
((I)
n 1
; ) est constante dans R, c.-a-d. l'application est invariante
par rapport au temps.
b) Pour chaque  , l'application
F

T
: A  ! R
n 1
(I)
n 1
 ! F
T
((I)
n 1
; )
; (3:27)
est reguliere dans un certain sens et elle est un dieomorphisme dans le cas d'un systeme
non-degenere [157].
Ces deux dernieres proprietes sont signicatives pour l'etude de la dynamique du systeme
hamiltonien en question. Le critere (b) nous assure que quand l'application frequence n'est pas
2
La plupart de fois il nous interesse la non-degenerescence isoenergetique du systeme, c.-a-d., si une frequence
ne s'annule pas et les rapports entre cette frequence avec toutes les autres (les nombres de rotation 
i
=
n
) sont
independants par rapport au niveau de l'energie choisi H = h (voir [8], p. 183).
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reguliere, les tores KAM correspondants sont detruits. Dans le cas d'un systeme a 2 degres de
liberte, nous pouvons avoir un critere, encore plus marquant. En eet, dans ce cas, l'application
frequence F
T
: R ! Rdoit e^tre localement monotone. Des que cette condition n'est pas veriee
pour deux valeurs des variables du type actions consecutives I
10
and I
0
10
, nous pouvons conclure
que il n'existe pas de tores invariants dans tout l'intervalle de frequences (ou de nombres de
rotation) correspondant [F
T
(I
10
); F
T
(I
0
10
)] [111], [108], [145].
3.4 Analyse en frequence du potentiel logarithmique plan :
Approximations quasi-periodiques
Cette section est consacree a la determination des approximations quasi-periodiques des so-
lutions du potentiel logarithmique plan, suivant les lignes developpees dans la Section 3.3.
Nous appliquons l'algorithme NAFF sur des membres representatifs des deux types d'orbites.
A travers les expansions en series quasi-periodiques denies par l'analyse en frequence nous
esperons deduire des informations utiles sur la nature des deux familles d'orbites.
3.4.1 Orbites \bo^te"
Nous choisissons parmi les dierentes orbites \bo^te" du systeme logarithmique plan un candi-
dat typique B
1
, pour q = 0:9 et R
c
= 0:1, generee par les conditions initiales (x
0
; X
0
; y
0
; Y
0
) =
(0:49; 1:3156; 0; 0:4788). Nous integrons les equations du mouvement du systeme et nous obtenons
les solutions numeriques (x(t); y(t); X(t); Y (t)). Nous appliquons alors l'algorithme NAFF sur
la fonction numerique complexe f
x
(t) = x(t)+iX(t) qui est similaire a la fonction  de l'equation
(3.14). L'approximation quasi-periodique
~
f
x
(t) de f
x
(t) est obtenue sous la forme :
~
f
x
(t) =
40
X
k=1
a
k
e
i!
k
t
; (3:28)
ou a
k
= A
k
e
i
k
avec A
k
 0 une amplitude reelle, et 
k
est la phase.
Une analyse similaire est appliquee sur la fonction f
y
(t) = y(t) + iY (t) de la me^me orbite
\bo^te" B
1
. Nous pouvons remarquer par l'equation (3.28) que nous demandons typiquement 40
termes pour chaque approximation quasi-periodique. Ici pour des raisons d'economie d'espace
nous representons le 20 premiers termes sur le Tableau 3.1, pour
~
f
x
et
~
f
y
, respectivement.
Suivant la procedure decrite dans la section precedente nous considerons les deux frequences
de plus grande amplitude des approximations
~
f
x
et
~
f
y
, comme les frequences fondamentales du
mouvement 
B
1
et 
0
B
1
, dont les valeurs sont :

B
1
=  2:1632613 ; 
0
B
1
=  3:0140526 : (3:29)
Alors, nous pouvons verier que les frequences !
k
sont des combinaisons lineaires entieres de

B
1
et 
0
B
1
:
!
k
= m
k

B
1
+m
0
k

0
B
1
: (3:30)
Les valeurs identiees des multiplicateurs m
k
et m
0
k
peuvent se lire verticalement dans le
colonnes du Tableau 3.1, ainsi que la dierence !
k
=



!
k
  (m
k

B
1
+m
0
k

0
B
1
)



, qui peut e^tre
consideree comme un test pour verier la forme quasi-periodique de la serie. Notons que nous
arrivons a determiner avec une tres bonne precision tous les harmoniques. Il faut aussi tenir
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Tableau 3.1 : Analyse en frequence de l'orbite \bo^te" B
1
k !
k
A
k

k
m
k
m
0
k
!
k
!
k
A
k

k
m
k
m
0
k
!
k
Solution pour les variables (x;X) Solution pour les variables (y; Y )
1 -2.1632613 1.219875 58.05 1 0 .0000000 -3.0140526 .484639 145.87 0 1 .0000000
2 2.1632669 .448598 121.95 -1 0 .0000056 3.0140257 .243166 34.16 0 -1 .0000269
3 -6.4897833 .218101 354.13 3 0 .0000006 -1.3125024 .247096 330.26 2 -1 .0000323
4 6.4897837 .159862 185.87 -3 0 .0000002 -7.3405258 .134417 81.90 2 1 .0000495
5 -10.8163021 .097035 290.22 5 0 .0000045 7.3405259 .102185 98.10 -2 -1 .0000493
6 10.8163021 .080611 249.78 -5 0 .0000045 -11.6670372 .065594 17.98 4 1 .0000606
7 -3.8647527 .061526 53.59 -1 2 .0000911 11.6670373 .055238 162.02 -4 -1 .0000605
8 -15.1428193 .054603 226.30 7 0 .0000010 -15.9935497 .038197 314.06 6 1 .0000708
9 15.1428193 .047838 313.70 -7 0 .0000010 15.9935496 .033702 225.94 -6 -1 .0000709
10 3.8647576 .036232 126.41 1 -2 .0000862 1.3125175 .033392 209.72 -2 1 .0000474
11 -19.4693357 .034193 162.39 9 0 .0000161 -20.3200617 .024248 250.13 8 1 .0000815
12 -.4618507 .032923 62.60 3 -2 .0001719 20.3200616 .021973 289.86 -8 -1 .0000815
13 19.4693357 .030852 17.61 -9 0 .0000162 -24.6465725 .016193 186.21 10 1 .0000932
14 -23.7958515 .022747 98.47 11 0 .0000230 24.6465725 .014930 353.79 -10 -1 .0000933
15 23.7958515 .020912 81.53 -11 0 .0000230 -28.9730820 .011176 122.28 12 1 .0001065
16 -28.1223665 .015727 34.55 13 0 .0000307 28.9730819 .010430 57.72 -12 -1 .0001065
17 -8.1912922 .015760 349.70 1 2 .0000743 -5.6389317 .009325 86.24 4 -1 .0000601
18 28.1223665 .014647 145.45 -13 0 .0000307 -9.9656397 .008934 22.55 6 -1 .0001243
19 .4617524 .012123 297.52 -3 2 .0000736 -33.2995896 .007892 58.36 14 1 .0001214
20 8.1912921 .012330 190.30 -1 -2 .0000744 33.2995896 .007432 121.64 -14 -1 .0001215
en compte que nous ne faisons pas un ajustement supplementaire avec une methode de moin-
dre carres, par exemple. Les phases de tous les termes sont aussi determinees comme des
combinaisons entieres des deux phases correspondant aux termes d'amplitude maximale :

B
1
= 58:05

; 
0
B
1
= 145:87

; (3:31)
bien que l'accord ne pas si bon, comme pour les frequences. Alors, l'argument de l'exponentiel
des approximations s'ecrit sous la forme :
!
k
t + 
k
= m
k
(
B
1
t + 
B
1
) +m
0
k
(
0
B
1
t+ 
0
B
1
) ; (3:32)
et donc, les approximations quasi-periodiques
~
f
x
(t) et
~
f
y
(t) peuvent e^tre exprimees suivant
l'equation (3.14), avec les coecients reels 
m
.
La facilite avec laquelle nous arrivons a reconna^tre la forme quasi-periodique standard
des series montre que cette solution particuliere est reguliere. Neanmoins, l'amplitude des
coecients A
k
ne decro^t pas vite, ce qui indique que les variables utilisees sont loin des variables
action-angle. En eet, pour les vraies variables action-angle nous attendons d'obtenir seulement
un terme ! Dans le Tableau 3.1 nous pouvons distinguer des termes non-couples, dont la forme
est m
B
1
et d'autre termes couples m
B
1
+ m
0

0
B
1
, avec m
0
6= 0, qui sont associees avec des
amplitudes plus petites.
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Tableau 3.2 : Analyse en frequence de l'orbite \bo^te" periodique B
2
, variables x;X ((y = Y =
0))
k !
k
A
k

k
m
k
m
0
k
!
k
1 -2.1390513 1.353230 59.51 1 0 .0000000
2 2.1390533 .491040 120.49 -1 0 .0000021
3 -6.4171576 .243037 358.53 3 0 .0000038
4 6.4171577 .177503 181.47 -3 0 .0000040
5 -10.6952616 .110476 297.54 5 0 .0000053
6 10.6952616 .091583 242.46 -5 0 .0000054
7 -14.9733651 .063950 234.56 7 0 .0000064
8 14.9733650 .055943 303.44 -7 0 .0000063
9 -19.2514681 .041373 175.57 9 0 .0000069
10 19.2514679 .037287 4.43 -9 0 .0000067
11 -23.5295704 .028529 114.58 11 0 .0000066
12 23.5295700 .026203 65.42 -11 0 .0000063
13 -27.8076715 .020502 53.60 13 0 .0000053
14 27.8076709 .019079 124.40 -13 0 .0000047
15 -32.0857710 .015166 352.61 15 0 .0000023
16 32.0857702 .014250 187.39 -15 0 .0000015
17 -34.3638683 .011461 291.61 17 0 .0000030
18 34.3638670 .010848 248.39 -17 0 .0000042
19 -40.6419620 .008805 230.62 19 0 .0000117
20 40.6419603 .008382 309.39 -19 0 .0000134
Pour etablir la relation entre les orbites \bo^te" et le modele a 1 degre de liberte associe aux
mouvements rectilignes, nous appliquons la methode d'analyse en frequence a l'orbite periodique
rectiligne B
2
oscillant le long de l'axe des x (Section 3.2.1), generee par les conditions initiales
(x;X; y; Y ) = (0:49; 1:4; 0; 0). Dans ce cas, comme y = Y = 0, nous analysons seulement
f
x
(t). Les resultats sont presentees sur le Tableaux 3.2. Les harmoniques etant des multiples
entiers de 
B
2
, la serie represente une fonction periodique. Toutefois les amplitudes des termes
decroissent tres lentement. Si les variables analysees etaient proche des variables action-angle,
nous obtiendrions seulement quelques termes qui decro^traient tres vite par rapport a k. Nous
pouvons alors conclure que les variables utilisees sont assez loin des variables action-angle.
Autrement dit, la complexite de la solution quasi-periodique des orbites \bo^te" (voir Tableaux
3.1), ne provient pas seulement de la non-integrabilite du systeme mais principalement par le
mauvais parametrage des variables employees.
La frequence fondamentale 
B
2
=  2:1390513 de l'orbite periodique B
2
a une valeur assez
proche de la frequence 
B
1
de l'orbite \bo^te" B
1
, ce qui montre que l'orbite periodique rectiligne
est tres proche de l'orbite \bo^te" B
1
. Nous pouvons verier que les deux approximations quasi-
periodiques dierent des quelques termes couples de petite amplitude et la taille des termes
non-couples est comparable. Cet accord n'appara^t pas pour des conditions initiales generant
des orbites \bo^te" qui sont loin du probleme integrable a 1 degre de liberte. La perturbation
etant augmentee dans ce cas, nous attendons (et nous avons aussi observe) que le couplage
entre les frequences fondamentales sera beaucoup plus fort.
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3.4.2 Orbites \boucle"
Nous selectionnons une orbite \boucle" typique L
1
, generees par les conditions initiales suiv-
antes (x
0
; X
0
; y
0
; Y
0
) = (0:49; 0:4788; 0; 1:3156), pour q = 0:9 et R
c
= 0:1. Les solutions de
l'analyse en frequence pour f
x
(t) = x(t) + iX(t) et f
y
(t) = y(t) + iY (t) sont presentees sur
le Tableau 3.3. Nous pouvons d'abord remarquer qu'une resonance 1:1 appara^t entre les
frequences d'amplitudes maximales des approximations quasi-periodiques. Alors, toutes les
deux frequences fondamentales peuvent e^tre obtenues par la solution correspondant a l'approximation
quasi-periodique
~
f
x
:

L
1
=  2:9486477 ; 
0
L
1
=  1:3575268 ; (3:33)
et les phases associees :

L
1
= 17:73

; 
0
L
1
= 61:46

: (3:34)
Dans ce cas aussi, les amplitudes des deux solutions
~
f
x
(t) et
~
f
y
(t) ne decroissent pas vite.
Neanmoins, nous pouvons determiner tous les harmoniques avec une bonne precision et nous
pouvons conclure que cette orbite particuliere doit e^tre quasi-periodique. En outre, les series
presentees sur le Tableau 3.3 sont assez similaires, ce qui montre que le systeme est tres proche
du cas central (voir Section 3.2.2).
Tableau 3.3 : Analyse en frequence de l'orbite \boucle" L
1
k !
k
A
k

k
m
k
m
0
k
!
k
!
k
A
k

k
m
k
m
0
k
!
k
Solution pour les variables (x;X) Solution pour les variables (y; Y )
1 -2.9486477 .832887 17.73 1 0 .0000000 -2.9486423 .968905 107.73 1 0 .0000054
2 2.9486465 .411027 162.27 -1 0 .0000011 2.9486444 .478152 72.27 -1 0 .0000033
3 -1.3575268 .213103 61.46 0 1 .0000000 -1.3575292 .182493 331.46 0 1 .0000024
4 -7.2548206 .098186 276.92 2 1 .0000015 -7.2548196 .114114 6.92 2 1 .0000026
5 7.2548207 .074397 263.08 -2 -1 .0000014 7.2548197 .086466 173.08 -2 -1 .0000025
6 1.3575271 .032318 118.55 0 -1 .0000003 -8.8459256 .030843 143.18 3 0 .0000173
7 -8.8459249 .026970 53.18 3 0 .0000180 1.3575261 .027676 208.55 0 -1 .0000007
8 8.8459239 .021491 126.82 -3 0 .0000190 8.8459250 .024578 36.82 -3 0 .0000180
9 -11.5610026 .020119 176.12 3 2 .0000060 -11.5610012 .023518 266.12 3 2 .0000046
10 11.5610027 .016915 3.88 -3 -2 .0000061 11.5610013 .019774 273.88 -3 -2 .0000048
11 -13.1521048 .013188 312.37 4 1 .0000127 -13.1521050 .015079 42.37 4 1 .0000124
12 13.1521047 .011324 227.63 -4 -1 .0000127 13.1521049 .012948 137.63 -4 -1 .0000125
13 -5.6636127 .008182 320.54 1 2 .0000886 -17.4582782 .006058 301.56 5 2 .0000137
14 5.6636129 .005727 219.46 -1 -2 .0000884 17.4582781 .005402 238.44 -5 -2 .0000138
15 -17.4582793 .005283 211.56 5 2 .0000126 -15.8671750 .005699 165.30 4 3 .0000040
16 17.4582793 .004711 328.44 -5 -2 .0000126 15.8671751 .005023 14.70 -4 -3 .0000040
17 -4.5397922 .004946 334.04 2 -1 .0000238 -4.5396332 .004577 63.85 2 -1 .0001353
18 -15.8671787 .004832 75.31 4 3 .0000077 4.5396443 .002925 116.13 -2 1 .0001241
19 15.8671791 .004259 104.69 -4 -3 .0000081 -21.7644684 .002273 200.76 6 3 .0000021
20 4.5397897 .003161 205.96 -2 1 .0000213 -14.7426617 .002230 177.99 5 0 .0005766
Pour examiner la connexion entre l'orbite \boucle" et les orbites du systeme central (voir
equation (3.5)), nous appliquons la methode d'analyse en frequence a l'orbite \boucle" L
2
,
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Tableau 3.4 : Analyse en frequence de l'orbite \boucle" L
2
du modele central (q = 1)
k !
k
A
k

k
m
k
m
0
k
!
k
!
k
A
k

k
m
k
m
0
k
!
k
Solution pour les variables (x;X) Solution pour les variables (y; Y )
1 -2.7940218 .926343 17.55 1 0 .0000000 -2.7940415 .926343 107.57 1 0 .0000197
2 2.7940295 .438027 162.44 -1 0 .0000076 2.7940342 .438027 72.44 -1 0 .0000124
3 -1.2631535 .159477 81.67 0 1 .0000000 -1.2631539 .159477 351.67 0 1 .0000003
4 -6.8512153 .087563 296.78 2 1 .0000181 -6.8512186 .087563 26.79 2 1 .0000214
5 6.8512154 .065258 243.22 -2 -1 .0000182 6.8512182 .065258 153.21 -2 -1 .0000210
6 1.2631530 .018544 98.33 0 -1 .0000006 1.2631537 .018544 188.33 0 -1 .0000001
7 -10.9084010 .014696 216.01 3 2 .0000285 -10.9084028 .014696 306.01 3 2 .0000303
8 10.9084010 .012228 323.99 -3 -2 .0000285 10.9084028 .012228 233.99 -3 -2 .0000302
9 -14.9655868 .002950 135.23 4 3 .0000388 -14.9655876 .002950 225.23 4 3 .0000397
10 14.9655868 .002580 44.77 -4 -3 .0000389 14.9655876 .002580 314.77 -4 -3 .0000397
11 -5.3203388 .002400 .89 1 2 .0000099 -5.3203375 .002400 270.89 1 2 .0000099
12 5.3203382 .001640 179.11 -1 -2 .0000093 5.3203384 .001640 269.11 -1 -2 .0000095
13 -19.0227729 .000646 54.46 5 4 .0000496 -19.0227728 .000646 144.46 5 4 .0000495
14 19.0227728 .000582 125.54 -5 -4 .0000495 19.0227728 .000582 35.54 -5 -4 .0000495
15 -9.3775236 .000241 280.12 2 3 .0000194 -9.3775256 .000241 190.12 2 3 .0000213
16 9.3775240 .000194 259.88 -2 -3 .0000198 9.3775255 .000194 349.88 -2 -3 .0000212
17 -23.0799557 .000149 333.69 6 5 .0000570 -23.0799565 .000149 63.68 6 5 .0000578
18 23.0799560 .000137 206.31 -6 -5 .0000573 23.0799570 .000137 116.32 -6 -5 .0000584
generee par les me^mes conditions initiales, pour q = 1. Les solutions de l'analyse en frequence
de f
x
(t) et de f
y
(t), limitees a 18 termes sont exposees sur le Tableau 3.4. Les frequences
fondamentales adoptees sont :

L
2
=  2:7940218 ; 
0
L
2
=  1:2631539 : (3:35)
Les frequence !
k
sont presque les me^mes et les phases des harmoniques correspondants sont en
quadrature. Les solutions ecrites dans ces variables ne sont pas periodiques, mais l'integrabilite
du systeme est evidente a travers une transformation en coordonnees polaires (equation (3.5)).
Alors, nous avons transforme l'orbite L
2
dans les nouvelles variables, correspondant aux
conditions initiales (r
0
; R
0
; 
0
;
0
) = (0:49; 0:4788; 0; 0:6446). Cette fois ci, nous avons analyse
les valeurs tabulees des fonctions f
r
(t) = r(t) + iR(t) et f

(t) =
p
j2j(cos (t) + i sin (t))
(Tableau 3.5) ou
p
j2j cos ;
p
j2j sin  sont les variables polaires de Poincare [156]. Dans ces
variables, les frequences fondamentales sont :
~
L
2
=  4:0571847 ; ~
0
L
2
=  2:7940315 : (3:36)
En eet, la frequence ~
0
L
2
est egale a 
L
2
, tandis que ~
L
2
est egale a 
L
2
+ 
0
L
2
(equation (3.34)).
Ce changement des frequences fondamentales est justement attribue a la transformation dans les
variables polaires. Ces variables semblent plus adaptees pour etudier la dynamique de la partie
de l'espace des phases remplie par les orbites \boucle". En eet, avec cette transformation nous
arrivons a eliminer la resonance entre les variables initiales (x; y;X; Y ).
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Tableau 3.5 : Analyse en frequence de l'orbite \boucle" L
2
du cas central q = 1, exprime en
coordonnees polaires
k !
k
A
k

k
m
k
m
0
k
!
k
!
k
A
k

k
m
k
m
0
k
!
k
Solution pour les variables (r;R) Solution pour les variables (;)
1 -.0000006 .501969 .00 0 0 .0000006 -2.7940315 1.103898 107.56 0 1 .0000000
2 -4.0571847 .294418 99.22 1 0 .0000000 1.2631528 .189893 8.33 -1 1 .0000004
3 4.0571851 .177983 80.78 -1 0 .0000004 -6.8512168 .181049 26.78 1 1 .0000006
4 -8.1143703 .052560 18.45 2 0 .0000009 -10.9084019 .040083 306.01 2 1 .0000011
5 8.1143702 .041027 161.55 -2 0 .0000009 5.3203386 .010908 89.11 -2 1 .0000007
6 -12.1715554 .011756 297.68 3 0 .0000014 -14.9655871 .009760 225.23 3 1 .0000016
7 12.1715554 .009971 242.32 -3 0 .0000014 -19.0227726 .002491 144.46 4 1 .0000023
8 -16.2287406 .002864 216.90 4 0 .0000019 9.3775238 .001560 169.88 -3 1 .0000013
9 16.2287406 .002531 323.10 -4 0 .0000019 -23.0799571 .000654 63.69 5 1 .0000021
10 -20.2859258 .000730 136.13 5 0 .0000025 13.4347075 .000284 250.66 -4 1 .0000003
11 20.2859257 .000661 43.87 -5 0 .0000023 -27.1371424 .000175 342.91 6 1 .0000028
12 -24.3431112 .000191 55.35 6 0 .0000031 17.4919052 .000058 331.42 -5 1 .0000133
13 24.3431110 .000176 124.65 -6 0 .0000030 -31.1943228 .000047 262.13 7 1 .0000015
14 -28.4002959 .000051 334.58 7 0 .0000032 -35.2515642 .000013 181.42 8 1 .0000553
15 28.4002933 .000048 205.43 -7 0 .0000005 21.5490809 .000013 52.22 -6 1 .0000044
16 -32.4574765 .000014 253.80 8 0 .0000009 -39.3088659 .000004 100.86 9 1 .0001723
17 32.4574869 .000013 286.20 -8 0 .0000094 25.6062905 .000003 132.98 -7 1 .0000293
18 -36.5146743 .000004 173.04 9 0 .0000122
19 36.5146786 .000004 6.95 -9 0 .0000165
Dans ces nouvelles variables, f
r
(t) est periodique (Tableau 3.5), avec une frequence ~
L
2
,
tandis que f

(t) est periodique dans un referentiel tournant avec une frequence ~
0
L
2
(Tableau
3.5). Les series decroissent plus rapidement par rapport a celles correspondant aux fonctions
~
f
x
(t) et
~
f
y
(t). Ceci indique que le choix des variables est plus adapte, me^me si les variables
polaires ne sont pas des variables action-angle du probleme integrable. Le premier terme de la
fonction
~
f
r
(t) est une constante (la frequence est proche de 0) comme il represente la projection
du point xe r
0
sur le plan (r; R) (voir Section 3.2.2).
Notons nalement que la fonction
~
f

est quasi-periodique.
3
Ceci peut e^tre verie facilement
en examinant l'equation dierentielle
_
 = =r
2
. La variable r etant une fonction periodique du
temps,
_
 est aussi periodique, et il peut e^tre exprime en serie de Fourier :
_
 =
+1
X
k= 1
a
k
e
ikt
: (3:37)
3
Ce fait illustre l'avantage fourni par l'extension d'Arnold [2] au theoreme de Liouville. Les variables action-
angle representent un systeme des variables symplectiques dont les angles sont lineaires sur les tores, ce qui n'est
pas vrai, en general, dans le cas des variables conjuguees aux integrales du systeme qui ne sont pas des actions.
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En integrant l'equation (3.37) nous obtenons :
 = a
0
t +
+1
X
k= 1
a
0
k
e
ikt
: (3:38)
Si a
0
6= 0, l'angle polaire  est une fonction quasi-periodique dont les frequences sont a
0
et .
Dans les paragraphes precedents, nous avons montre que quand les orbites \bo^te" sont ex-
primees dans les variables (x;X; y; Y ), la mauvaise convergence de series ne provient pas d'une
interaction compliquee entre les dierents degres de libertes, mais a cause de l'inaptitude des
variables. En eet, elle est aussi presente dans la partie integrable correspondant aux solutions
de l'orbite periodique rectiligne. Pour les orbites \boucle", une situation similaire appara^t, bien
qu'une meilleure convergence peut e^tre reussie par une transformation dans des coordonnees po-
laires et ces moments conjugues (r; R; ;). Toutefois, ces variables sont encore loin des vraies
variables action-angle de la partie integrable du hamiltonien (3.5). Neanmoins, les approx-
imations quasi-periodiques obtenues a travers la methode d'analyse en frequence fournissent
des bonnes estimations de la parametrisation des tores KAM. Alors, on pourrait fournir une
solution alternative sur le probleme d'auto-consistance en utilisant les approximations quasi-
periodiques pour calculer une fonction de distribution f(q;p; t) correspondant a chaque tore
dans les parties de l'espace des phases ou la densite des tores KAM est assez elevee.
3.5 Variables action-angle
Les vraies variables action-angle des hamiltoniens non-perturbes (associees aux mouvements
rectilignes ou au modele central) doivent e^tre un meilleur choix que les variables utilisees dans
la section precedente. Malheureusement, dans le cas du systeme logarithmique ces variables ne
peuvent pas e^tre obtenues explicitement. Alors, nous utilisons des methodes numeriques an de
les calculer. Ceci nous permettra d'examiner l'amelioration atteinte en utilisant ces variables
optimales. En me^me temps, il sera une evidence numerique directe du resultat rigoureux prouve
pas Laskar [110] que les frequences determinees dans la section precedente en utilisant l'analyse
en frequence concident avec les frequences parametrant les mouvements quasi-periodiques sur
les tores KAM, dans les limites de la precision de la methode.
3.5.1 Modele rectiligne
Considerons le hamiltonien a 1 degre de liberte du modele rectiligne :
H
0
(X; x) =
1
2
X
2
+ ln(x
2
+ R
2
c
) ; (3:39)
et (x
0
; X
0
) un point donne de l'espace des phases qui correspond a une valeur de l'energie
h
0
= H
0
(x
0
; X
0
). Une variable d'action est obtenue par l'integrale suivante (equation (1.6)) :
J =
1
2
I
p dq =
1
2
I
X(x; h
0
)dx : (3:40)
L'integrale est evaluee le long d'une courbe fermee de l'espace des phases correspondant a la
valeur de l'energie h
0
. En eet, l'integrale (3.40) represente geometriquement l'aire de la surface
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Tableau 3.6 : Determination de la frequence fondamentale pour plusieurs orbites periodiques
du modele rectiligne pour plusieurs niveaux d'energie H
0
= h
0
, en utilisant trois manieres de
calcul dierentes a) analyse en frequences des solutions numeriques exprimees dans les variables
(x;X), (frequence 
x
), b) analyse en frequence des orbites exprimees en variables action-angle
(
J
), et c) calcul numerique directe en utilisant l'equation (3.42) (). Nous presentons aussi
l'amplitude A
J
=
p
2J et la phase correspondante '
J
. L'orbite correspondant a une valeur
d'energie h
0
=  0:40589 est l'orbite \bo^te" B
2
(voir aussi Tableau 3.2).
h
0
A
J
'
J

J

x

-1.32025 1.0073371 16.13 -3.33451655 -3.33451654 -3.33451665
-1.14089 1.0616411 32.13 -3.05848788 -3.05848797 -3.05848789
-0.89589 1.1389347 44.60 -2.71637266 -2.71637281 -2.71637266
-0.65089 1.2201409 53.11 -2.41109933 -2.41109944 -2.41109933
-0.47154 1.2822727 57.95 -2.20888259 -2.20888186 -2.20888259
-0.40586 1.3056139 59.51 -2.13905196 -2.13905125 -2.13905196
a l'interieur de cette courbe. La periode T et la frequence  du mouvement peuvent e^tre aussi
determinees en integrant l'equation :
_x =
@H
0
@X
: (3:41)
En tenant compte de la symetrie par reexion on a :
T =
2

=
I
dx
@H
0
@X
= 4
x
max
Z
0
dx
q
2h  2 ln (x
2
+R
2
c
)
: (3:42)
En depit du fait que les primitives des integrales (3.40), (3.42) peuvent e^tre calculees par des
codes numeriques standards (comme la methode de Romberg [158]), nous avons observe que,
dans le cas du systeme etudie, une tres grande precision peut e^tre obtenue en s'appuyant sur
la methode d'integration numerique de Runge-Kutta du 7/8eme ordre, utilisee pour evaluer les
trajectoires.
En eet, la periode T d'une orbite periodique (x(t); X(t)) est calculee numeriquement comme
le temps de retour au point initial (x
0
; X
0
) dans l'espace des phases a 2 dimensions du systeme
(en tenant compte des symetries par reexion, on peut calculer T=4). L'action est determinee
numeriquement en integrant une equation dierentielle supplementaire :
dA(t)
dt
= X(t)
dx(t)
dt
= X(t)
@H
0
@X
= X(t)
2
: (3:43)
ou A(t) est l'integrale indenie :
A(t) =
Z
X(t)dx(t) ; (3:44)
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qui represente l'aire comprise a l'interieur d'une tranche de la courbe (x(t); X(t)) a l'instant t
(voir gure 3.5a). L'angle associe ' est calcule en utilisant le temps d'intersection t
0
avec l'axe
des x positif et, par consequent :
' =
2(T   t
0
)
T
: (3:45)
Alors, on peut denir dans tout l'espace des phases une transformation symplectique de R
2
7!
T R des variables (x
0
; X
0
) en variables action-angle ('
0
; J
0
). A travers cette procedure
numerique nous pouvons verier que la valeur numerique de l'action reste constante le long des
orbites avec une precision d'environ 10
 14
.
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Figure 3.5 : Representation geometrique des variables action-angle pour les deux approxima-
tions integrables du systeme logarithmique
Nous avons integre plusieurs orbites pour des conditions initiales dierentes (correspondant
donc a plusieur valeurs de l'energie) et les resultats sont reunis sur le Tableau 3.6. L'orbite
correspondant a la valeur h
0
=  0:40589 de l'energie est l'orbite B
2
, dont l'analyse dans les
variables originales etait presentee dans la section precedente (Tableau 3.2). Pour chaque
orbite, la frequence fondamentale est determinee avec trois facons dierentes. Une analyse en
frequence dans les variables originales (x;X) fournit la frequence 
x
. Ensuite nous procedons a la
transformation en variables action-angle denies par les equations (3.43) et (3.45) et appliquons
la methode d'analyse en frequence dans les variables f
J
=
p
2J(cos'+ i sin'). Comme prevu,
dans ces variables, nous obtenons un seul terme
~
f
J
= A
J
exp i(
J
t + '
x0
), ou l'amplitude A
J
est egale a
p
2J . En eet, en utilisant ces variables nous avons transformees le mouvement
dans des cercles de rayon
p
2J (Figures 3.6c et d). Finalement, nous avons calcule les valeurs
numeriques de la frequence denie par l'equation (3.42), qui doit e^tre traite comme la valeur
exacte de la frequence fondamentale de chaque orbite.
Pour toutes les valeurs de l'energie, les trois frequences ; 
x
; 
J
concide, avec une precision
de l'ordre de 10
 7
. Comme prevu, apres une transformation en variables action-angle, l'analyse
en frequence donne toujours des resultats plus precis par rapport aux variables originales.
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3.5.2 Modele central
Tableau 3.7 : Determination de la frequence fondamentale pour plusieurs orbites \boucle" du
modele central, pour le niveau d'energie (h
0
=  0:40589) : a) analyse en frequence de l'orbite
exprimee en variables action-angle (
J
r
; 
J

), b) analyse en frequence de l'orbite exprimee dans
les variables r; R et ; (
r
; 

), et c) calcul numerique directe utilisant les equation (3.48) et
(3.53) (; 
0
).
A
J
r
'
r
0

J
r

r
 A
J

'

0

J




0
.009887 267.68 -4.0379118 -4.0379120 -4.0379118 1.171324 88.40 -2.8008021 -2.8008022 -2.8008021
.180169 187.73 -4.0487980 -4.0487975 -4.0487980 1.151195 88.40 -2.7971979 -2.7971975 -2.7971979
.355754 192.87 -4.0807327 -4.0807329 -4.0807327 1.090040 88.41 -2.7831000 -2.7830011 -2.7830100
.522946 198.57 -4.1310683 -4.1310716 -4.1310683 .984962 88.43 -2.7466060 -2.7466080 -2.7466060
.676992 203.71 -4.1932966 -4.1932946 -4.1932966 .828251 88.48 -2.6597210 -2.6597195 -2.6597210
.812373 207.53 -4.2519864 -4.2519908 -4.2519864 .595903 88.59 -2.4687254 -2.4687297 -2.4687254
Le hamiltonien du systeme central
H
C
=
1
2
(R
2
+

2
r
2
) + ln(r
2
+R
2
c
) ; (3:46)
represente un systeme a 2 degres de liberte. Les variables action-angle ('
r
; '

; J
r
; J

) 2 T
2
R
2
seront l'image de (r; ; R;) 2 R

+
 [0; 2)R
2
par une transformation symplectique que nous
allons determiner.
Le hamiltonien H
C
etant independant de , le moment cinetique  est une integrale du
mouvement et peut e^tre considere comme un parametre. Alors, le mouvement sur le plan (r; R)
est periodique (Tableau 3.5). Considerons un point de l'espace des phases (r
0
; 
0
; R
0
;
0
), et
h
0
= H
C
(r
0
; R
0
;
0
) le niveau de l'energie correspondant. Comme dans le cas du systeme a 1
degre de liberte, l'action peut e^tre determinee par l'equation :
J
r
=
I
R(h
0
; r;)dr ; (3:47)
et la frequence fondamentale 
r
est donnee par :
T
r
=
2

r
=
I
dr
@H
C
@R
: (3:48)
Comme auparavant, ces quantites sont obtenues en integrant numeriquement l'equation associee
(voir Section 3.5.1) :
dA
r
(t)
dt
= R(t)
@H
C
@R
= R(t)
2
; (3:49)
ou A
r
(t) =
R
R(t) dr(t) represente l'aire a l'interieur de la courbe (r(t); R(t)) a l'instant t
(voir gure 3.5b). Comme dans le cas du systeme rectiligne, l'angle '
r
est determine (equation
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Figure 3.6 : Transformation en variables action-angle pour les orbites \boucle" evoluant sur le
plan (r; R) du modele central (a et b) et de l'espace des phases du modele rectiligne occupe par
des orbites \bo^te" periodiques (c et d)
(3.45)) en calculant le temps d'intersection de chaque orbite avec l'axe des r. La variable 
etant une integrale du mouvement, l'action associee est simplement :
J

=  ; (3:50)
mais, l'angle des coordonnees polaires  ne represente pas l'angle '

des variables action-angle.
En eet, en utilisant la conservation de la forme symplectique de la transformation (dr ^ dR+
d^d = d'
r
^dJ
r
+d'

^dJ

) (le symbole ^ deni le produit exterieur) l'angle des variables
action-angle peut e^tre ecrit (voir aussi [88]) :
'

(t) = 

t = (t) + g(r(t); R(t);) ; (3:51)
ou g(t) est une fonction periodique de periode T
r
. Alors :
g(r(t+ T
r
); R(t+ T
r
);) = g(r(t); R(t);) ; (3:52)
66 Le Systeme Logarithmique Plan
et on peut facilement determiner 

par l'equation :


=
(T
r
+ t
0
)  (t
0
)
T
r
; (3:53)
et l'angle '

sera '

= 

t. Nous calculons le temps t comme dans le cas du modele rectiligne
(equation (3.45)), en utilisant l'equation (3.49). Mais nous devons e^tre prudents, car l'angle 
est une fonction quasi-periodique (voir equation (3.37)). Alors, nous devons faire un nouveaux
parametrage temporelle  = t=T
r
. Dans ce cas () est periodique et le calcul peut e^tre eectuer
exactement comme auparavant.
Tableau 3.8 : Analyse en frequence de l'orbite \bo^te" B
1
, exprimee en variables action-angle
('
x
; J
x
; y; Y ) (comparer au Tableau 3.2)
k 
J
x
k
A
J
x
k

J
x
k
n
J
x
k
n
0
J
x
k

J
x
k
1 -2.16326194 1.1775069 58.05 1 0 .00000000
2 2.16321868 .0756208 302.01 -1 0 .00004326
3 -3.86471203 .0660365 53.54 -1 2 .00013117
4 3.86473847 .0416293 126.43 1 -2 .00010473
5 6.48971923 .0243206 5.94 -3 0 .00006659
6 -.46172951 .0224681 62.46 3 -2 .00004883
7 8.19124334 .0167195 190.36 -1 -2 .00012374
8 -4.78820080 .0132380 178.48 5 -2 .00000375
9 10.81624069 .0130056 69.85 -5 0 .00006900
10 15.14276568 .0083503 133.76 -7 0 .00006789
11 12.51774322 .0076381 254.30 -3 -2 .00014774
12 -6.48976071 .0069717 354.11 3 0 .00002511
13 19.46928782 .0058849 197.67 -9 0 .00006962
14 4.78818717 .0049442 1.53 -5 2 .00001738
15 23.79581069 .0043829 261.58 -11 0 .00007063
16 -15.14277920 .0045644 46.26 7 0 .00005437
17 -10.81620711 .0045165 110.11 5 0 .00010258
18 -19.46931295 .0037671 342.36 9 0 .00004449
19 16.84422328 .0034815 318.26 -5 -2 .00019156
20 28.12233533 .0033823 325.49 -13 0 .00006987
Comme dans le cas du modele associe aux mouvements rectilignes, nous avons integre
plusieurs orbites generees par des condition initiales dierentes, pour la me^me valeur de l'energie
h
0
=  0:40589. Toutes ces orbites sont transformees en variables action-angle, en utilisant
la transformation numerique decrite dans les paragraphes precedents et les deux frequences
fondamentales  et 
0
du systeme ont ete determinees avec trois manieres dierentes (Tableau
3.7) : Une analyse en frequence dans les variables (r; R) et (;) donne les valeurs 
r
and 

,
une analyse en frequence dans les variables action-angle fournit 
J
r
et 
J

, alors que le calcul
numerique directe en utilisant les equations (3.48) et (3.53) fournit les valeurs \exactes"  et 
0
.
Pour chaque orbite, l'analyse en frequence appliquee dans les solutions du systeme exprimees
en variables action-angle donne un seul terme dont l'amplitude et la phase sont aussi presentees
dans le Tableau 3.7.
3.5 Variables action-angle 67
a b
-0.5 0 0.5
-2
0
2
0.2 0.4 0.6 0.8
-1
0
1
-1 0 1
-1
0
1
-0.4 -0.2 0 0.2 0.4
-0.5
0
0.5
a b
Figure 3.7 : Transformation en variables action-angle des regions de la surface de section
occupees par des orbites \boucle" (a et b) et par des orbites \bo^te" (c et d), pour q = 0:9
Comme dans le cas du systeme rectiligne, la precision dans la determination des frequences
fondamentales obtenues par l'analyse en frequence est excellente, environ 10
 6
pour les variables
originales r; R et ;, et me^me 10
 9
pour les variables action-angle. Les trajectoires du plan
(r; R) des variables originales ont ete transformees en cercles sur une surface de section '

= '
0
de l'espace des phases represente dans les variables action-angle (Figure 3.6b).
3.5.3 Hamiltonien general
Nous allons considerer maintenant le hamiltonien general du systeme plan donnee par l'equation
(3.1). Ce hamiltonien pourrait e^tre traite comme une perturbation du modele rectiligne dans
le cas des orbites \bo^te" (equation (3.4)). Pour les regions de l'espace des phases occupees
par les orbites \boucle", on pourrait considerer que le hamiltonien general est une perturba-
tion du hamiltonien correspondant au modele central (equation (3.8)). En principe, pour ces
deux regions distinctes de l'espace des phases, les variables action-angle des approximations
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integrables doivent e^tre un choix plus adapte pour l'etude de la dynamique du systeme. Suiv-
ant une approche semi-numerique/semi-analytique concue par Henrard [88], nous utiliserons
les transformations numeriques precedentes en variables action-angle. L'analyse en frequence
nous permettra d'evaluer l'amelioration realisee sur la convergence des series quasi-periodiques
en utilisant cette transformation soi disant optimal.
Nous considerons un systeme proche du cas central, pour q = 0:9 et R
c
= 0:1, et une
valeur de l'energie h =  0:40589. Pour les orbites \bo^te", nous f aisons la transformation
(x;X; y; Y )  ! ('
x
; J
x
; y; Y ), ou (J
x
; '
x
) sont les variables action-angle du systeme logarith-
mique a 1 degre de liberte (equation (2.28)), tandis que pour les orbites \boucle", nous utilisons
la transformation (x;X; y; Y )  ! ('
r
; J
r
; '

; J

) en variables action-angle du systeme central
(3.5). Ces deux transformations locales sont appliquees dans des regions disjointes de l'espace
des phases, separees par la petite zone chaotique autour de l'orbite hyperbolique oscillant le
long de l'axe des y (Figures 3.1, 3.7c).
Tableau 3.9 : Analyse en frequence de l'orbite \boucle" L
1
exprimee en variables polaires
(variables r; R)
k !
k
A
k

k
n
k
n
0
k
!
k
1 -.00000220 .4779836 .00 0 0 .00000220
2 -4.30617586 .3630382 79.19 1 0 .00000000
3 4.30617615 .2262020 100.81 -1 0 .00000029
4 -5.89727928 .0989042 215.45 0 2 .00000917
5 -8.61235478 .0806982 338.38 2 0 .00000305
6 8.61237043 .0639075 201.60 -2 0 .00001870
7 5.89728996 .0702250 324.54 0 -2 .00000152
8 -10.20345929 .0470836 114.64 1 2 .00000502
9 10.20345895 .0386784 65.36 -1 -2 .00000536
10 -12.91849910 .0221793 237.54 3 0 .00002850
11 12.91849941 .0189923 302.46 -3 0 .00002820
12 -14.50964206 .0199772 13.84 2 2 .00000189
13 14.50964187 .0174011 166.16 -2 -2 .00000170
14 -2.71488577 .0094154 122.71 2 -2 .00017752
15 -1.59116869 .0082157 316.34 -1 2 .00005611
16 -18.81580467 .0080858 273.01 3 2 .00001136
17 -11.79386928 .0072512 250.08 0 4 .00070760
18 18.81580467 .0072697 267.02 -3 -2 .00001137
19 -17.22430047 .0065606 136.28 4 0 .00040299
20 -16.10042343 .0060872 149.71 1 4 .00032932
En particulier, nous avons applique cette transformation a l'orbite \bo^te" B
1
et l'orbite
\boucle" L
1
, etudiees dans la Section 3.4. Les resultats de l'analyse en frequence des orbites
exprimees dans des variables (
p
2J
x
cos'
x
;
p
2J
x
sin'
x
) et (
p
2J
r
cos'
r
;
p
2J
r
sin'
r
), respec-
tivement, sont presentees sur les Tableaux 3.8 et 3.10. Nous pouvons comparer directement
les Tableaux 3.1 et 3.9. En eet, la convergence des series exprimees en variables action-angle
est plus rapide. Nous pouvons remarquer que les amplitudes des termes non-couples (dont
l'argument est m) sont nettement plus petites, tandis que les termes couples (des combi-
3.5 Variables action-angle 69
Tableau 3.10 : Analyse en frequence de l'orbite \boucle" L
1
exprimee en variables action-angle
('
r
; J
r
; '

; J

) (comparer au Tableau 3.9)
k 
J
r
k
A
J
r
k

J
r
k
n
J
r
k
n
0
J
r
k

J
r
k
1 -4.30617673 .2941509 169.19 1 0 .00000000
2 -5.89728950 .0950987 305.46 0 2 .00000000
3 5.89728718 .0099886 234.54 0 -2 .00000232
4 10.20346121 .0053221 335.36 -1 -2 .00000502
5 -2.71482421 .0044270 212.64 2 -2 .00023975
6 1.59113039 .0038788 313.71 1 -2 .00001763
7 -1.59110821 .0038254 46.26 -1 2 .00000455
8 -10.20346555 .0039510 204.65 1 2 .00000068
9 .00000105 .0019731 270.00 0 0 .00000105
10 14.50964906 .0021825 76.15 -2 -2 .00000610
11 16.10076513 .0012457 299.88 -1 -4 .00000940
12 11.79462901 .0012015 199.02 0 -4 .00005002
13 -14.50965500 .0013155 103.86 2 2 .00001205
14 -11.79460063 .0009256 340.94 0 4 .00002164
15 7.48823050 .0008955 278.48 1 -4 .00017176
16 -16.10075503 .0008570 240.11 1 4 .00000070
17 20.40692826 .0007727 40.70 -2 -4 .00000419
18 18.81586116 .0008134 176.95 -3 -2 .00004147
19 -20.40692545 .0004884 139.29 2 4 .00000700
20 -18.81586036 .0004624 3.04 3 2 .00004068
naisons lineaires des deux frequences) ont a peu pres la me^me amplitude. En eet, en utilisant
les variables action-angle, nous pouvons reduire que la \partie integrable" du hamiltonien.
D'autre part l'eet du couplage avec l'autre degre de liberte persiste, etant donne que nous ne
pouvons pas l'eliminer a partir de cette transformation. Dans le cas des orbites \boucle" L
1
,
nous pouvons observer que le seul terme non-couple est le premier comme la transformation
en variables action-angle a elimine tous les harmoniques du type m. Comme dans les cas
precedents, les termes couples ont la me^me amplitude pour les deux types d'approximation.
Toutefois, les solutions correspondant aux variables action-angle convergent plus rapidement.
Ensuite, nous avons applique la transformation numerique a plusieurs orbites \bo^te" et
nous avons determine la frequence fondamentale 
x
dans les variables rectangulaires, et dans
les variables action-angle pour chacune d'entre elles (
J
x
, voir Tableau 3.11). Encore une
fois, nous pouvons observer un accord excellent entre les frequences fondamentales determinees
avec deux manieres dierentes, dont la precision decro^t pour des orbites approchant la zone
chaotique. Sur les Figures 3.7c et 3.7d nous representons la surface de section pour les regions
de l'espace des phases couvertes par des orbites \bo^te" (y = 0). L'orbite approchant la zone
qui separe le deux types de mouvements, la perturbation croit et les tores deviennent de plus
en plus deformes.
La me^me approche peut e^tre aussi suivie pour plusieurs orbites \boucle" (Tableau 3.12).
Les frequences 
r
and 

sont obtenues par l'application de l'analyse en frequence dans les
variables polaires (r; R; ;), tandis que les frequences 
J
r
et 
J

sont determinees par les
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Tableau 3.11 : Determination de la frequence fondamentale pour plusieurs orbites \bo^te" en
utilisant une analyse en frequence de la solution exprimee dans les coordonnees x;X (
x
) et
dans les variables action-angle (
J
x
). La precision est  = j
x
  
J
x
j

x

J
x

-2.13905124 -2.13905196 710
 7
-2.13943306 -2.13943376 710
 7
-2.14057472 -2.14057544 710
 7
-2.14246683 -2.14246756 710
 7
-2.14509965 -2.14510022 610
 7
-2.15259497 -2.15259583 910
 7
-2.16326131 -2.16326193 610
 7
-2.17779353 -2.17779420 110
 6
-2.19807836 -2.19808359 310
 6
-2.22970984 -2.22970970 110
 6
approximations quasi-periodiques des variables action-angle (J
r
; '
r
; J

; '

). Dans ce cas, nous
avons ete trouve en face d'une diculte. Bien que la determination de la premiere frequence

r
est tres bonne, le desaccord entre 

et 
J

est assez grand (jusqu'a l'ordre de 10
 2
). Nous
pourrions penser que la frequence qui est mal determinee est celle associee aux variables initiales
(

). Mais, en eet, le probleme appara^t a cause de la transformation en variables action-angle
(J

; '

), quand la perturbation est assez elevee, ou quand les orbites approchent la singularite
a r = 0. La transformation en variables (J
r
; '
r
) ne fait pas l'objet d'une telle instabilite et nous
pouvons determiner la deuxieme frequence 
J

en tenant en compte que dans l'expansion quasi-
periodique de
p
2J
r
exp i'
r
(Tableau 3.10), le second terme correspond a 2
J

. Nous designons
la frequence obtenue de cette facon 
0
J

. Nous pouvons observer alors, que la determination de
cette frequence est en accord avec la determination directe de 

(Tableau 3.12).
Bien que ce resultat devient claire par la proposition rigoureuse de Laskar [110]
4
nous
avons verie numeriquement que, quand les vraies variables action-angle existent, c.-a-d. quand
le hamiltonien est integrable, les frequences determinees en utilisant l'algorithme NAFF sont
en eet les frequences conjuguees aux mouvements quasi-periodiques sur les tores KAM. En
outre, l'approximation quasi-periodique obtenue par l'analyse en frequence peut e^tre consideree
comme une parametrisation de ces tores. En plus, me^me dans le cas non-integrable, nous
pouvons avoir conance sur la determination des frequences par la methode, dans les regions
regulieres de l'espace des phases.
Malheureusement, la perturbation etant augmentee, la transformation en variables action-
angle n'ameliore pas la precision sur la determination des frequences fondamentales et le gain sur
la convergence des approximations quasi-periodiques n'est pas tres important. En eet, cette
convergence devient de moins en moins bonne quand le systeme s'eloigne du cas central. Nous
pouvons visualiser cela sur les Figures 3.8 et 3.9 ou nous representons les transformations en
variables action-angle des regions de l'espace des phases qui correspondent aux orbites \bo^te"
4
Il faut noter que Laskar a prouve la proposition sur la precision de l'analyse en frequence apres ce travail.
Nous devons ajouter aussi qu'il existaient deja des resultats numeriques semblables en ce qui concerne la precision
numerique de la methode (voir par exemple [111]).
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Tableau 3.12 : Determination de la frequence fondamentale pour plusieurs orbites \boucle" en
appliquant l'analyse en frequence dans les solutions exprimees dans les variables originales r; R
et ; (
r
; 

) et dans les variables action-angle (
J
r
; 
J

)

r

J
r

r



J




0
J


0

-4.2745982 -4.2745994 910
 6
-2.9607964 -2.9631 210
 3
-2.9607994 110
 6
-4.2765716 -4.2765630 910
 6
-2.9601617 -2.9614 110
 3
-2.9601627 110
 6
-4.2825091 -4.2825050 410
 6
-2.9581583 -2.9579 210
 4
-2.9581592 110
 6
-4.3061759 -4.3061767 910
 7
-2.9486442 -2.9422 610
 3
-2.9486447 510
 7
-4.3239065 -4.3239058 410
 6
-2.9397539 -2.9266 110
 2
-2.9397553 110
 6
-4.3457073 -4.3457047 610
 6
-2.9265129 -2.9031 210
 2
-2.9265228 110
 5
-4.3721580 -4.3721559 210
 6
-2.9066404 -2.8756 310
 2
-2.9066441 410
 6
-4.4040171 -4.4040128 410
 6
-2.8764637 -2.8511 210
 2
-2.8764618 210
 6
-4.4451173 -4.4451173 410
 8
-2.8271660 -2.8386 110
 2
-2.8271643 210
 6
-4.5175352 -4.5175352 210
 8
-2.7202506 -2.7211 110
 2
-2.7202146 410
 5
(c-d) et \boucle" (a-b), pour q = 0:8 et q = 0:7, respectivement. Nous voyons clairement que
l'espace des phases represente en variables action-angle n'appara^t pas e^tre moins \perturbe"
que la surface de section correspondant aux variables originales.
Finalement, nous pensons que la procedure la plus simple et ecace consiste a appliquer la
methode d'analyse en frequence directement dans les variables originales, (x;X; y; Y ) pour les
orbites \bo^te", et (r; R; ;) pour les orbites \boucle", sans essayer de les transformer en vari-
ables action-angle. En eet, dans notre etude nous avons envisage un probleme commun dans
les systemes dynamiques, que les variables d'actions ne sont pas denies proprement dans le cas
des systemes non-integrables, quand la perturbation n'est pas susamment petite. Nous pour-
rions chercher des variables d'actions locales pres de tores KAM [137], [189] mais ces dernieres
methodes necessitent des algorithmes numeriques tres compliques qui echouent au voisinage des
resonances. Nous croyons alors qu'au lieu de chercher des actions approximees, il semble plus
approprie d'utiliser les frequences approximees, qui sont introduites plus naturellement et sont
calculees beaucoup plus facilement.
3.6 Comparaison avec des travaux anterieurs
Binney et Spergel [20] ont deja applique une analyse de Fourier ranee au potentiel logarith-
mique plan qui a partiellement motive la premiere partie de ce travail. Cette methode presente
quelques similarites avec la methode d'analyse en frequence, qui a evolue independamment dans
les etudes de Laskar pour la stabilite du systeme solaire [106], [107]. La methode d'analyse en
frequence a ete revelee tres ecace pour l'etude des plusieurs systemes dynamiques [106], [107],
[108], [111], [62], [112], [113], [109] et il etait interessant de voir si elle constituait un outil
ecace pour des etudes de la dynamique galactique.
L'analyse en frequence de Laskar presente deux aspect fondamentaux : a) la determination
d'une approximation quasi-periodique des solutions d'un systeme hamiltonien, et b) l'etude de
l'application frequence (\frequency map", equation (3.26)). Ce deuxieme aspect de la methode,
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Figure 3.8 : Transformation en variables action-angle pour les regions de la surface de section
occupee par les orbites \boucle" (a et b) et par les orbites \bo^te" (c et d) pour q = 0:8
dont l'application dans le systeme logarithmique plan sera l'objet de la section suivante, est
absent de l'approche de Binney et Spergel [20]. En eet, leur preoccupation principale etait
l'etude des solutions regulieres, en suggerant que toutes (ou presque) les orbites du systeme
etaient quasi-periodiques.
Dans leur travail, ils ont construit une approximation quasi-periodique des solutions obtenues
numeriquement pour un intervalle de temps ni. Neanmoins, la precision de cette approxi-
mation est moins bonne en comparaison avec celle de l'analyse en frequence, qui etait origi-
nalement designee pour reproduire des ephemerides planetaires a long terme. En particulier,
l'utilisation d'une fonction de poids comme ltre (la fonction de Hanning (3.22)) peut ameliorer
considerablement la precision sur la determination des frequences fondamentales [110]. En ef-
fet, la determination directe des frequences fondamentales (equations (3.20), (3.21)) est cense
d'e^tre beaucoup plus precise que l'application d'une methode de moindre carres [20]. Suivant
le resultat rigoureux de Laskar [110], la precision sur la determination des frequences fonda-
mentales pour des orbites quasi-periodiques est de l'ordre de 1=T
4
 10
 6
pour environs 25
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Figure 3.9 : Transformation en variables action-angle pour les regions de la surface de section
occupee par des orbites \boucle" (a et b) et par des orbites \bo^te" (c et d) pour q = 0:7
periodes orbitales (denie comme la periode de l'orbite periodique oscillant sur le grand axe du
systeme logarithmique). Celle-ci est 4 ordres de grandeur superieur a la precision habituelle
d'une FFT (  1=25  1  10
 2
) et 3 ordres de grandeur superieur a la precision obtenue
par la methode de Binney et Spergel (4  10
 4
), pour le me^me intervalle de temps. Nous de-
vons souligner que la methode d'analyse en frequence peut atteindre le seuil de la precision de
l'integrateur numerique (10
 12
) pour seulement 10
3
periodes [111].
Apres avoir determine chaque frequence 
i
, les deux methodes obtiennent l'amplitude cor-
respondante par une projection de la fonction numerique f sur l'espace genere par les termes
harmonique exp(i
k
t). Toutefois, comme tous les dierent termes du type (exp(i
k
t))
k
ne sont
pas orthogonaux, il est necessaire d'orthogonaliser iterativement, pour chaque projection (nous
utilisons un algorithme d'orthogonalisation de Gram-Schmidt [158]). Cette orthogonalisation
etant absente de la methode de Binney et Spergel [20], la precision de la determination de
l'approximation quasi-periodique est limitee.
En eet, nous pouvons tester directement la precision sur la determination des series quasi-
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Figure 3.10 : Comportement de la frequence en fonction de la variable d'action pour des coupes
de l'espace des phases du pendule (d'apres Laskar [108])
periodiques en calculant les residus entre la solution obtenue par la methode de Runge-Kutta,
et son approximation sous la forme de la serie (3.28) denie par l'analyse en frequence. L'erreur
correspondant est de l'ordre de 10
 8
pour 40 periodes orbitales, 6 ordres de grandeur plus petit
que la valeur de ce que Binney et Spergel appelle \incompletence" i, denie comme la mesure
de la precision avec laquelle un mouvement donne peut e^tre represente comme une serie des
harmoniques. Nous devons ajouter que dans leur travail [20] le test est fait seulement pour 25
termes de la serie, tandis que la serie de l'equation (3.28) contient typiquement 40 termes.
Independamment des points techniques precedents, les deux travaux sont dierents par rap-
port a la maniere et les moyens d'approche d'un systeme pour pouvoir expliquer ces aspects
dynamiques. Binney et Spergel etaient pluto^t interessee de la structure de l'espace de con-
guration du systeme et leurs approximations quasi-periodiques ont ete obtenues directement
dans les variables x(t) et y(t). Ils ont aussi observe que les spectres des solutions x(t) et y(t)
etaient formes par des lignes spectrales distinctes sous la forme m + m
0

0
, en opposant d'un
spectre continu qui est l'indication d'un mouvement chaotique, suivant les etudes de Percival
[150] et Noid et al. [142], [143] dans la chimie quantique (cf. [188] et pour plus des details
3.7 Applications frequence (\frequency maps") 75
on peut se referer au livre de Gutzwiller [82], p. 220). Pour pouvoir accomplir ces buts, la
precision de leur methode etait susante, comme ils n'ont pas chercher a etudier des details
ns de la dynamique du systeme. En eet, ils considerent seulement l'existence des orbites
regulieres, bien que, me^me pour q = 0:9, une surface de section simple (Figure 3.1) montre que
des orbites chaotiques existent. Ce fait est encore plus facile a observer quand la valeur de q
decro^t (Figures 3.8 et 3.9), et nous allons aussi le montrer dans la section suivante en utilisant
les applications frequence. De plus, dans leur travail, le lien entre les frequences fondamentales
numeriquement determinees et les frequences \canoniques" des tores KAM associes n'est pas
etablie. C'est probablement la raison pour laquelle dans des etudes suivantes, Binney et ses col-
laborateurs ont continue la recherche pour developper un algorithme qui pourrait reconstruire
les tores KAM, en s'appuyant sur la determination des variables action-angle [21], [127], [19],
[95]. Notons que Contopoulos [37], en utilisant des approximations explicites fournies par la
theorie de la troisieme integrale, a aussi reussi de calculer des nombres de rotation dans le cas
d'un potentiel galactique.
La methode d'analyse en frequence s'appuie a des caracteristiques speciques des systemes
hamiltoniens, pour l'etude de leur dynamique globale. D'abord, la methode est appliquee dans
le cadre d'un systeme hamiltonien perturbe (equation (3.15)), comme nous avons mentionne
dans la Section 3.3. Dans ce cas, les tores KAM sont associes avec les variables action-angle

j
(t) = I
j
exp(i
j
) exprimees sous la forme d'une serie quasi-periodique (3.14). Le resultat de
l'algorithme NAFF est une approximation tronque de cette expansion quasi-periodique (3.16). Il
faut souligner que, pour formuler ces resultats, on doit considerer la dynamique de toute l'espace
des phases et non seulement de l'espace de conguration. C'est pour cette raison que l'expression
des solutions sous une forme complexe (x(t) + iX(t) et y(t) + iY (t)) est necessaire. De plus,
la precision elevee des approximations quasi-periodiques des solutions permet la determination
precise des harmoniques d'ordre superieur. Nous avons aussi demontre dans les Sections 3.4 et
3.5 que cette analyse sur la convergence des series peut fournir des informations sur la possibilite
d'utiliser des variables plus adaptees et sur l'interaction entre les dierents degres de liberte du
systeme.
Apres avoir conrme l'ecacite de l'analyse en frequence pour determiner avec une grande
precision le vecteur frequences des tores KAM conjugues aux mouvements quasi-periodiques,
nous pouvons maintenant construire les applications frequence (3.26). Dans la section suivante
nous etudions la regularite de ces applications, qui fournissent des informations importantes
sur la dynamique globale du systeme logarithmique plan.
3.7 Applications frequence (\frequency maps")
Pour la construction de l'application frequence, nous devons xer a des valeurs arbitraires
les variables correspondant aux \angles" du systeme. Plus precisement, il faut choisir une
section de l'espace des phases qui est transverse aux tores KAM que nous voulons etudier.
En utilisant les variables (x; y;X; Y ), nous pouvons voir facilement par l'application de premier
retour construite dans la Section 3.1 (Figure 3.1) que nous pouvons couvrir toutes les conditions
initiales correspondant aux orbites \bo^te" en posant x = y = 0 et en considerant la variable X
comme variable d'action. En outre, dans le cas des orbites \boucle" nous pouvons considerer
la section y = X = 0 et utiliser x comme variable d'action (Figure 3.1). Dans les deux cas, la
derniere variable Y est calculee par la restriction du systeme sur une surface d'energie constante
H
q
(x;X; y; Y ) = h. Alors, nous pouvons construire les deux applications frequence F
B
et F
L
,
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Figure 3.11 : Applications frequence pour la region de l'espace des phases occupee par des
orbites \bo^te" pour trois valeurs de q (0.9, 0.8 et 0.7) correspondant a des cas \physiques"
pour les orbites \bo^te" et \boucle", respectivement :
F
B
: (0; X
max
)  ! R
X  !

x

y
; (3:54)
F
L
: (0; x
p
)  ! R
x  !



r
; (3:55)
ou (
x
; 
y
) sont les frequences obtenues par l'analyse en frequence pour les orbites \bo^te"
generees par les conditions initiales (x; y;X; Y ) = (0; 0; X
0
; Y
0
) pour un intervalle de temps
[0; 
B
], tandis que (

; 
r
) sont les frequences correspondant aux orbites \boucle" generees par
des conditions initiales (x; y;X; Y ) = (x
0
; 0; 0; Y
0
), obtenues par l'analyse en frequence pour le
me^me intervalle de temps [0; 
B
] apres une transformation en variables polaires (r; ; R;). Il
faut noter que X
max
est egale a la valeur maximale de la variable X et x
p
est la valeur de la
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Figure 3.12 : Applications frequence pour la region de l'espace des phases occupee par des
orbites \bo^te" pour trois valeur de q (0.9, 0.8 et 0.7) correspondant a des cas \physiques"
variable x correspondant a l'orbite periodique \boucle". En pratique, le temps 
B
correspond a
environ 90 periodes orbitales et nous choisissons 3000 conditions initiales pour la construction
des applications frequence F
B
et F
L
.
3.7.1 Cas \physiques"
Les applications frequence F
B
et F
L
, pour trois valeurs physiquement acceptables de q (q =
0:9; 0:8 et 0:7) sont presentees sur les Figures 3.11 et 3.12. Dans ces diagrammes, nous
representons le nombre de rotation

x

y
pour les orbites \bo^te" et



r
pour les orbites \boucle")
en fonction de la variable d'action correspondante (X
0
pour les orbites \bo^te" et x
0
pour les
orbites \boucle"). Nous commencons notre etude par la Figure 3.11c ou les caracteristiques
principales des applications frequence sont plus visibles. D'abord, notons que l'application
frequence F
B
est une courbe a 1 dimension qui reunie d'information correspondant a un en-
semble de 3000 conditions initiales dierentes et chaque orbite est representee simplement par
un point. En eet, nous verrons que cette courbe simple fournit au moins la me^me quantite
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Figure 3.13 : Surfaces de section pour (y = 0) du systeme logarithmique pour q = 0.6, 0.5 et
0.4. Comparer avec les applications frequence des Figures 3.14 et 3.15
d'information que la surface de section de la Figure 3.9c.
La partie droite de l'application (X ! X
max
) est tres reguliere, ainsi temoignant l'existence
des plusieurs tores KAM dans cette region. Toutefois, nous pouvons observer quelques plateaux
horizontaux et des lacunes verticales. En eet, le comportement de la frequence en fonction
d'une variable du type action peut e^tre elucide en etudiant le systeme hamiltonien du pendule
considere comme le paradigme du mouvement au voisinage de resonances (voir Figure 3.10,
d'apres Laskar [108]). Les plateaux peuvent e^tre facilement identies comme des passages par
des ^les de resonance (le nombre de rotation est constant), tandis que les lacunes verticales
correspondent a des points hyperboliques [108] (une singularite logarithmique sur le nombre
de rotation). En eet, l'analyse en frequence nous permet de detecter facilement toutes les
resonances importantes. Notons que l'existence des resonances introduit des distorsions sur la
courbe des frequences et alors nous pouvons mesurer leur taille, soit par rapport au nombre de
rotation, soit par rapport a la variable d'action correspondante. En outre, la valeur numerique
des frequences fournit immediatement l'argument de la resonance correspondante. A titre
d'exemple, le plateau le plus large sur la Figure 3.11c correspond au petit ^lot sur l'axe des X
de la Figure 3.9c et c'est une resonance 2=3 entre 
x
et 
y
.
Comme nous avons indique dans la Section 3.3.3, pour un ensemble des conditions initiales
qui correspondent a des tores KAM, la courbe des frequences est reguliere. D'autre part, quand
elle n'est plus reguliere, comme dans la partie gauche de la Figure 3.11c, on peut deduire que
les tores KAM sont detruits et sont remplaces par une zone chaotique. La taille de cette zone
peut e^tre aussi mesuree en termes des frequences ou en termes des actions. Nous pouvons voir
clairement que, quand la perturbation augmente (c.-a-d. quand q decro^t), la taille de la zone
chaotique autour du point hyperbolique x = X = 0 (cf. Figure 3.1) est augmentee. En me^me
temps, plusieurs resonances voisines se recouvrent suivant le critere empirique de Chirikov [29],
[30] (decrit independamment par Rosenblath et al. [165] et Contopoulos [36]). En particulier,
pour des orbites \bo^te" nous observons sur les Figures successives 3.11a,b,c, l'elargissement
de la resonance 4/5 qui se trouve au bord de la zone chaotique pour q = 0:7. Pour les orbites
\boucle", la zone chaotique s'eteint jusqu'a la resonance 5/8 entre les frequences 

et 
r
.
Pour q = 0:7, une plus grande proportion de l'espace des phases est couverte par des orbites
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Figure 3.14 : Applications frequence pour la region de l'espace des phases occupee par des
orbites \bo^te" pour trois valeur de q (0.6, 0.5 et 0.4) correspondant a des cas \non-physiques"
irregulieres. Ce fait est en accord avec les conjectures des etudes precedentes [163], [21], [117],
me^me si la taille de la zone chaotique etait sous-estimee.
A part cette region chaotique, les orbites \boucle" et les orbites \bo^te" apparaissent tres
regulieres. Malgre l'apparition des plusieurs resonances, ces dernieres sont assez isolees et leur
comportement est similaire a celui du pendule. La regularite du systeme logarithmique plan
a conduit plusieurs chercheurs d'inferer que les zones chaotiques ne peuvent pas jouer un ro^le
important dans les modeles galactiques. Neanmoins, les resonances isolees sont tres interessantes
pour la dynamique du probleme general a 3 dimensions, comme un petit couplage avec un degre
de liberte supplementaire peut elargir considerablement les zones chaotiques [108].
Nous pouvons aussi reconna^tre facilement quelques caracteristiques interessantes de la dy-
namique des orbites \bo^te". Dans la partie gauche de la Figure 3.11a (q = 0:9), nous observons
quelques points hyperboliques (4/7, 3/5) et quelques ^lots de stabilite (resonances 9/16, et 7/12).
Pour q = 0:8, la resonance 3/5 devient plus visible. L'autre famille importante d'orbites cor-
respond a la resonance 2/3. Dans la litterature de la dynamique galactique, ces orbites sont
appelees des orbites poissons (\sh orbits", voir [136], [117]). La singularite la plus visible de
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Figure 3.15 : Applications frequence pour la region de l'espace des phases occupee par des orbites
\boucle" pour trois valeur de q (0.6, 0.5 et 0.4) correspondant a des cas \non-physiques"
la courbe des frequences correspond a une orbite periodique hyperbolique dont le nombre de
rotation est 5/8. Pour q = 0:7, la region chaotique et la resonance 2/3 dominent la courbe des
frequences des orbites \boucle". Nous pouvons aussi remarquer le point hyperbolique 9/14 et
quelques resonances moins visibles.
Les applications frequence pour les orbites \bo^te" fournissent aussi quelques informations
interessantes. Pour q = 0:9, nous pouvons reconna^tre quatre ^les de libration (9/10, 7/8,
5/6, 3/4), separees par trois points hyperboliques correspondant aux resonances 8/9, 6/7 and
4/5. Ces resonances apparaissent naturellement comme membres de la serie de Farrey F
10
des approximations rationnelles [84]. Pour q = 0:8, la resonance 4/5 correspond a une ^le de
libration. Nous pouvons aussi remarquer deux autres familles d'orbites importantes (resonances
3/4 et 2/3). On appelle ces orbites des gimblettes (\pretzels") et des poissons, respectivement
[136], [117]. L'augmentation de la perturbation (q = 0:7) fait appara^tre plusieurs resonances.
Les ^lots elliptiques les plus visibles correspondent aux resonances 4/5, 2/3, 4/7 et 6/11. On
peut aussi remarquer l'existence des orbites hyperboliques (resonances 7/9, 3/4, 5/7, 3/5).
Finalement, on peut observer une petite distorsion de la courbe des frequences au voisinage de
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Figure 3.16 : Representation de la diusion d'une orbite irreguliere typique a l'interieure de la
zone chaotique, pour q = 0:5. Nous calculons pour plusieurs tranches du temps le nombre de
rotation de l'orbite et nous representons son evolution par rapport au temps
l'orbite periodique oscillant le long de l'age des x. Ce dernier fait revele le caractere hyperbolique
de cette orbite (voir Figure 3.2).
3.7.2 Cas \non-physiques"
Nous avons souligne au debut de ce chapitre, que pour q < 0:6964 et pour le niveau de l'energie
choisi (h =  0:40589), le modele perd son sens physique, etant donne que la fonction de densite
peut devenir negative (equation (3.12)). En depit de ce fait, il est interessant du point de vue
dynamique d'etudier les applications frequence pour des valeurs de q plus petites que la valeur
critique de l'equation (3.12) (Figures 3.15, 3.14). A cause de la multitude des resonances ob-
servees dans les applications frequence correspondant a la zone de circulation (orbites \bo^te"),
nous pouvons predire que les zones chaotiques elargissent, quand la perturbation augmente.
En eet, pour q = 0:6 les resonances proche de 1/2 et 3/5 sont recouvertes en produisant des
regions chaotiques, ainsi que la region autour de l'orbite periodique y-axiale. Toutefois, nous
observons encore quelques tores resonants qui persistent. Ils correspondent a plusieurs ^les el-
liptiques (les plus importants sont associes aux resonances 4/5, 2/3 et 4/7). Nous pouvons
aussi voir quelques orbites hyperboliques. L'orbite periodique x-axiale etant elliptique pour
cette valeur de q (Figure 3.2), la region proche de cette orbite est reguliere. De l'autre cote, les
applications frequence des regions de libration (\boucle") contiennent deux ^les elliptiques prin-
cipales correspondant aux resonances 7/11 et 2/3 et un point hyperbolique (resonance 9/14), a
part la zone chaotique qui s'etend jusqu'a la resonance 4/7.
Pour q = 0:5, la majorite de l'espace des phases est remplie par des orbites irregulieres.
Il est frappant que des orbites generees a l'interieur de la zone chaotique autour de l'orbite
hyperbolique y{axiale peuvent diuser jusqu'a la zone chaotique autour de la resonance 1/2.
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Figure 3.17 : Surfaces de section (y = 0) du systeme logarithmique pour q = 0.3 et 0.2.
Comparer avec les applications frequence des gures 3.18 et 3.15
Cela nous pouvons le visualiser simplement sur la Figure 3.16. En eet, nous avons integre pour
un temps assez long (50000 periodes) une orbite qui se trouve a l'interieur de la petite zone
chaotique et nous avons calcule successivement l'evolution de son nombre de rotation, pour
des tranches du temps correspondant a 100 periodes. Ainsi, nous pouvons avoir une image
beaucoup plus representative que les approches classiques (les exposants de Lyapounov, par
exemple) sur la diusion de l'orbite dans l'espace des phases. Nous pouvons clairement voir
que l'orbite diuse assez rapidement, jusqu'a la zone de libration (nombre de rotation egale a
1) et apres elle revient dans la zone proche de la resonance 1/2.
En faisant decro^tre q, la zone de libration est diminuee. Pour q = 0:4, seulement une petite
fraction de l'espace des phases est occupee par des orbites de ce type. Nous discernons que la
region chaotique autour de l'orbite periodique y-axiale est reduite. Nous avons deja remarque
dans le diagramme de stabilite (Figure 3.2) que l'indice de stabilite de cette orbite approche
la zone de stabilite (jbj < 2) mais il reste dans le regime hyperbolique, pour cette valeur de q.
Encore un aspect interessant est l'apparition de la zone chaotique cree autour de l'orbite hy-
perbolique correspondant a la resonance 1/3. Comme avant, nous pouvons remarquer plusieurs
distorsions de la courbe des frequences correspondant a des resonances : nous pouvons remar-
quer trois ^les de stabilite (resonances 6/11, 5/9 and 4/7) et quelques orbites hyperboliques,
parmi lesquelles la resonance 9/16 est la plus visible.
Pour des valeurs de q plus petites que 0.3659, les orbites du type \boucle" disparaissent.
Ainsi, pour q = 0:3 et q = 0:2, on trouve seulement des orbites de circulation. Les applications
frequence correspondantes sont presentees sur la Figure 3.18. Nous apercevons trois petites
regions chaotiques autour des resonances 1/2, 1/3, et 1/4. L'orbite periodique y-axiale est
elliptique, et donc, la courbe des frequence est reguliere au voisinage de cette orbite. En
outre, plusieurs resonances nouvelles apparaissent, associees a des ^les de librations, (4/9, 2/5,
4/11, 4/13, 2/7 et 2/9) ou des points hyperboliques (resonances 3/7, 3/8, 3/10, 3/11 et 1/5).
Pour q = 0:2, la courbe des frequences semble tres reguliere, contenant 5 points hyperboliques
principales (1/3, 1/4, 1/5, 1/6, 1/7) et quelques ^les elliptiques (resonances 2/7, 2/9, 2/11). La
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Figure 3.18 : Applications frequence du systeme logarithmique pour deux valeurs de q (0.3 et
0.2).
regularite de l'espace des phases pour cette valeur du parametre de perturbation est aussi tres
visible sur la Figure 3.17b, ou nous representons la surface de section correspondante. En eet,
quand q devient petit (mais non nul), le hamiltonien du systeme plan peut e^tre ecrit comme
une perturbation du systeme a 1 degre de liberte restreint sur le plan invariant (y; Y ) :
H
q
= H
0
+H
0
; (3:56)
avec
H
0
=
1
2
Y
2
+ ln(y
2
=q
2
)
H
0
=
1
2
X
2
+ ln(1 +
q
2
(x
2
+ R
2
c
)
y
2
)
: (3:57)
3.7.3 Orbites periodiques
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Figure 3.19 : Principales orbites periodiques. Le nombre de rotation est note a
b
pour les orbites
\bo^te" et a
l
pour les orbites \boucle"
Les applications frequence peuvent nous aider a determiner les orbites periodiques principales.
En eet, les ^les de stabilite indiquent l'existence des orbites periodiques elliptiques correspon-
dant aux resonances identiees. Le centre du plateau observe sur la courbe des frequences
fournit une bonne indication de la position de l'orbite periodique correspondante, en utilisant
les symetries par reexion du hamiltonien (3.1). Une simple methode numerique de dichotomie
[158] nous permet de chercher la position exacte de l'orbite periodique avec une convergence
numerique tres rapide. Alors, nous avons reussi a decouvrir la position des orbites elliptiques
avec une precision de l'ordre de 10
 14
. Nous presentons dans l'espace de conguration (x; y),
l'evolution des quelques orbites interessantes du point de vue de leur topologie ou de leur dif-
culte d'e^tre apercues sur une simple surface de section (elles correspondent a des petites ^les
de libration) (Figure 3.19).
D'autre part le passage par des points hyperboliques indique l'existence des ^les de libration
associees contenant des orbites elliptiques. Dans la plupart de cas, la symetrie par reexion des
orbites nous permettra a localiser les orbites elliptiques correspondant, et en general, il donnera
des information interessant sur la taille des ces resonances, et par consequent, sur l'intere^t de
localiser l'orbite correspondante ou pas.
Chapitre 4
Le Systeme Logarithmique Triaxial
Apres avoir etudie profondement la dynamique du systeme logarithmique plan, nous procedons
a l'etude du systeme general, decrit par le hamiltonien (2.22). Tous les resultats acquis dans
le cas du systeme plan forment une base solide pour l'etude du systeme triaxial. Par ailleurs,
les applications frequence completes fourniront une representation claire des regions regulieres
et des regions chaotiques ainsi que l'evolution de ces dernieres par rapport aux parametres
physiques du systeme. Ceci permettra a cartographier les resonances dans l'espace des phases
et menera a une comprehension profonde de la dynamique globale du systeme. En se basant
sur l'ecacite remarquable de la methode par rapport aux approches classiques appliquees
jusqu'a nos jours en dynamique galactique, nous revelerons des caracteristiques peu connues
de la dynamique a 3 dimensions des modeles galactiques ainsi que leurs eets dans l'espace
physique du systeme.
4.1 Types d'orbites
Pour l'integration des equations du mouvement du systeme general, nous utilisons l'integrateur
numerique de Runge-Kutta de 7/8eme ordre, deja employe dans le cas du systeme plan. Pour
la valeur de l'energie utilisee dans les sections precedentes (h
0
=  0:40589), nous choisissons
deux valeurs des rapports axiaux qui sont proches de 1 (q
1
= 1:1 and q
2
= 0:9), an d'etudier
les eets dynamiques introduits quand le systeme devient non-integrable. Comme avant, le
parametre R
c
est egale a 0.1.
Malheureusement, la construction de l'application de Poincare est dicile dans le cas d'un
systeme a des dimensions superieures a 3. Alors, nous pouvons essayer d'avoir une idee sur
le comportement dynamique du systeme logarithmique triaxial en representant l'evolution des
quelques orbites typiques dans l'espace de conguration. Nous employons la terminologie de la
dynamique galactique en designant les axes des x, y et z comme moyen, grand et petit.
Avant d'etudier la morphologie orbitale du systeme, faisons d'abord quelques commentaires
concernant les orbites periodiques principales (familles d'orbites rectilignes et circulaires). Il
semble clair que ces orbites jouent un ro^le fondamental sur la structure de l'espace des phases
du systeme. Comme nous avons deja mentionne, les orbites rectilignes existent pour toutes les
valeurs des parametres de perturbation. En examinant la Figure 2.4, nous pouvons armer
que l'orbite x{axiale (de l'axe moyen) est lineairement elliptique suivant la direction de grand
axe (y) et hyperbolique suivant la direction de petit axe (z). D'autre part, l'orbite y{axiale
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Figure 4.1 : Orbites typiques du systeme logarithmique sur l'espace de conguration (x; y; z):
(a) Orbite \bo^te" B (b) orbite \tube de petit axe" T
S
et (c,d) orbite \tube interieur et exterieur
de grand axe" (T
O
et T
I
, respectivement)
oscillant sur le grand axe du systeme est elliptique { elliptique, tandis que l'orbite z{axiale (de
petit axe) est hyperbolique { hyperbolique.
Contrairement aux orbites periodiques rectilignes, il n'est pas du tout evident que les or-
bites periodiques associees aux systemes axisymetriques existent pour les valeurs choisies des
parametres de perturbation. En eet, la seule maniere rigoureuse pour prouver leur existence,
notamment l'application du theoreme des fonctions implicites [27] est impossible, comme nous
ne connaissons pas explicitement leur ot pour des rapports axiaux dierents de 1. Toutefois,
dans ce cas, nous pouvons localiser ces orbites numeriquement en utilisant une methode de
Newton-Raphson (voir par exemple [158]). L'application d'une analyse de stabilite montre que
les orbites qui evoluent sur les plans principaux (x; y) et (x; z) sont elliptiques { elliptiques.
Neanmoins, l'orbite restreinte sur le plan forme par le petit et le grand axe (y; z) est elliptique
{ hyperbolique.
Les categories principales d'orbites du systeme logarithmique representees sur la Figure 4.1
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sont les orbites \bo^te" et les 3 types des \tube" (voir aussi [170]). Des orbites avec la me^me
topologie apparaissent dans d'autres modeles galactiques avec des equipotentielles ellipsodales,
(par exemples les systemes de Stackel [56], [178]).
Les orbites \bo^te" peuvent e^tre considerees comme une generalisation des orbites \bo^te" a
2 dimensions (Section 3.1). Elles forment avec leurs extremites un parallelepipede, dans l'espace
de conguration, et passent toujours par le centre x = y = z = 0 (Figure 4.1a). Elles oscillent le
long des 3 dimensions de l'espace de conguration. Ces orbites peuvent e^tre considerees comme
le couplage entre les trois systemes integrables etudies dans la Section 2.3.1.
Par ailleurs, les orbites \tube" sont les extensions tridimensionnelles des orbites \boucle"
(Section
3.1) : elles tournent autour des axes principaux de l'espace de conguration. Cependant,
on peut trouver seulement des orbites \tube" qui tournent autour du petit est du grand axe
(dans ce cas les orbites qui tournent autour de l'axe des y et des z, respectivement). Ce fait est
du^ a l'hyperbolicite de l'orbite periodique plane qui se deplace autour de l'axe moyen (x) (voir
[14] pour quelques arguments analytiques). Notons aussi que les orbites \tube de grand axe"
sont separees aux orbites \tube interieur" et \exterieur" (Figure 4.1c et 4.1d, respectivement).
En premiere vue, nous pouvons considerer que les orbites \tube" sont des produits d'un
systeme axisymetrique perturbe a 2 degres de liberte (en posant les rapports axiaux dierents
de 1), et de l'addition d'une troisieme dimension non-symetrique par rotation. Alors, nous pou-
vons soupconner que les orbites \tube", comme les \boucle" (Section 3.4.2), sont des orbites
resonantes dans les variables rectangulaires. Neanmoins, leurs formes variees dans l'espace de
conguration indiquent que les orbites \tube" presentent des dierences dynamiques fondamen-
tales entre eux (voir aussi [56], [178] pour une discussion sur les orbites \tube" des systemes de
Stackel).
En eet, dans ce niveaux de notre etude, plusieurs questions peuvent e^tre soulevees en ce
qui concerne la dynamique de ces orbites. Il est certain que les projections sur l'espace de
conguration fournissent des indications tres limitees, specialement dans le cas des systemes
multidimensionnels. Un autre aspect important, qui ne peut pas e^tre explique par cette etude
ha^tive, est la nature de l'espace des phases complementaire qui separe ces orbites presumees
regulieres. An de clarier nos idees sur ces points, nous utiliserons dans la section suivante
l'aspect fondamental de l'analyse en frequence, c.-a-d. les approximations quasi-periodiques des
solutions determinees numeriquement (voir Section 3.3.2).
4.2 Analyse en frequence du systeme logarithmique triaxial :
approximations quasi-periodiques
4.2.1 Orbites \bo^te"
Nous appliquons l'algorithme NAFF a l'orbite representative \bo^te" B (Figure 4.1a), generee
par les conditions initiales (x
0
; X
0
; y
0
; Y
0
; z
0
; Z
0
) = (0; 1:5; 0; 1:5; 0; 1:975). Le temps d'integration
correspond a 20 intersections de l'orbite avec la surface y = 0 (avec une vitesse Y > 0). Pour
cet intervalle de temps, la precision sur la determination du vecteur frequence des solutions
quasi-periodiques est de l'ordre de 10
 6
(equation (3.24)).
Nous presentons dans le Tableau 4.1 les approximations quasi-periodiques donnees par
l'analyse en frequence. La methode est appliquee a chaque paire de variables conjuguees
ecrites sous la forme des fonctions complexes f
y
(t) = y(t) + iY (t), f
x
(t) = x(t) + iX(t) et
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Tableau 4.1 : Analyse en frequence de l'orbite \bo^te" B (Figure 4.1a). La solution quasi-
periodique est ecrite sous la forme
~
f(t) =
P
N
k=1
a
k
e
i!
k
t
, ou a
k
= A
k
e
i
k
, avec A
k
 0 une
amplitude reelle, 
k
la phase et !
k
doit e^tre une combinaison lineaire des trois frequences
fondamentales ; 
0
et 
00
, alors que !
k
= j!
k
  (m
k
 +m
0
k

0
+m
00
k

00
j est la mesure de la
precision de la decomposition quasi-periodique
k !
k
A
k

k
m
k
m
0
k
m
00
k
!
k
Solution pour les variables associees au grand axe (y; Y )
1 -2.0287623 .987444 84.58 1 0 0 .0000000
2 2.0287586 .335554 95.43 -1 0 0 .0000038
3 -6.0863966 .166708 74.34 3 0 0 .0001096
4 6.0863839 .119688 105.71 -3 0 0 .0000969
5 -3.1950076 .125389 270.78 -1 2 0 .0000049
6 -.8624164 .078276 257.82 3 -2 0 .0001055
7 -10.1442807 .068078 65.48 5 0 0 .0004690
8 3.1949935 .065623 269.29 1 -2 0 .0000093
9 10.1442652 .055851 114.59 -5 0 0 .0004535
10 -4.0769310 .047749 275.90 -1 0 2 .0010426
Solution pour les variables associees a l'axe moyen (x;X)
1 -2.6118825 .571272 87.67 0 1 0 .0000000
2 -1.4456238 .293950 81.39 2 -1 0 .0000183
3 2.6118841 .255012 92.32 0 -1 0 .0000015
4 -6.6694434 .133059 77.03 2 1 0 .0000360
5 6.6694377 .098392 103.00 -2 -1 0 .0000305
6 -3.4948700 .092270 278.92 0 -1 2 .0000166
7 -10.7270560 .057744 66.65 4 1 0 .0001241
8 1.4455827 .053613 98.82 -2 1 0 .0000595
9 3.4948809 .051189 261.01 0 1 -2 .0000274
10 10.7270448 .047904 113.40 -4 -1 0 .0001129
Solution pour les variables associees au petit axe (z; Z)
1 -3.0533680 .578596 93.00 0 0 1 .0000000
2 3.0533665 .293065 86.77 0 0 -1 .0000014
3 -1.0041090 .208166 75.70 2 0 -1 .0000478
4 -7.1109502 .155588 82.71 2 0 1 .0000576
5 7.1109407 .117255 97.33 -2 0 -1 .0000480
6 -2.1702015 .087983 80.93 0 2 -1 .0001956
7 -11.1685522 .068138 72.26 4 0 1 .0001348
8 11.1685374 .056938 107.79 -4 0 -1 .0001200
9 -1.8870803 .040905 86.61 2 -2 1 .0000473
10 -15.2259972 .034549 60.89 6 0 1 .0000552
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f
z
(t) = z(t) + iZ(t), respectivement (les variables representant le grand, le moyen et le pe-
tit axe pour les parametres de perturbation choisis). Comme dans le cas du probleme plan
(Section 3.4), les series comportent typiquement 40 termes. Nous presentons seulement le 10
premiers termes de chaque serie, qui fournirons, cependant, les informations necessaires an de
clarier la dynamique de l'orbite en question. Notons, d'abord, que les solutions representees
sur le Tableau 4.1 sont quasi-periodiques : tous les !
k
peuvent e^tre identiees par des combi-
naisons lineaires des trois frequences fondamentales 
B
=  2:0287623, 
0
B
=  2:6118825 and

00
B
=  3:0533680, correspondant aux trois termes d'amplitude maximale de chaque approxi-
mation quasi-periodique.
Nous pouvons aussi remarquer que les trois frequences correspondant aux termes d'amplitude
maximale ne sont pas resonantes. En eet, les \bo^te", comme leurs restrictions bidimension-
nelles (Section 3.4.1), sont des orbites de circulation dans l'espace des phases parametre par
les variables cartesiennes. Elles peuvent e^tre generees par le couplage des systemes integrables
a 1 degre de liberte, etudies en details dans la Section 2.3.1. Plus precisement, notons que la
seule orbite periodique axiale qui est lineairement elliptique pour des valeurs des parametres de
perturbation proches du cas spherique, est l'orbite de grand axe, c.-a-d. celle qui est genere par
le systeme (y; Y ), dans notre cas (voir Figure 2.4). En eet, la fonction f
y
(t) (Tableau 4.1) est
la seule approximation ou on peut distinguer des harmoniques de la forme !
k
= m
B
(voir aussi
Section 3.4.1). Alors, la perturbation du \systeme de grand axe" en ajoutant 2 dimensions non
symetriques par rotation dans l'argument du logarithme de l'equation (2.28) genere des orbites
\bo^te". Donc, pour q
1
> q
2
, q
1
> 1,
1
nous pouvons ecrire le hamiltonien du systeme complet :
H = H
0
+H
0
avec
H
0
=
1
2
Y
2
+ ln
 
y
2
q
2
1
+ R
2
c
!
H
0
=
1
2
X
2
+ Z
2
+ ln
 
1 +
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2
+ z
2
=q
2
2
y
2
=q
2
1
+ R
2
c
!
: (4:1)
La seconde partie du hamiltonien (4.1) peut e^tre consideree comme une perturbation, si x et z
sont assez petits par rapport a y. Neanmoins, une approche perturbative serait impossible (Sec-
tion 3.5) car les variables utilisees sont assez loin des variables d'action du systeme integrable.
La complexite et la convergence lente des series quasi-periodiques est une indication directe de
ce dernier fait.
4.2.2 Orbites \tube"
\Tube de petit axe"
Nous generons une orbite \tube de petit axe" typique T
S
, dont la projection sur l'espace de
conguration est representee sur la Figure 4.1b. Nous integrons les equations du mouvement du
systeme en utilisant les conditions initiales (x
0
; X
0
; y
0
; Y
0
; z
0
; Z
0
) = (0:362; 0; 0; 0:929; 0:486; 0),
pour le me^me intervalle de temps, comme pour l'orbite \bo^te". Les approximations quasi-
periodiques extraites par l'algorithme NAFF pour les trois fonctions complexes f
y
(t), f
x
(t) et
f
z
(t) sont representees sur le Tableau 4.2.
1
Dans ce cas y est le grand axe mais nous pouvons avoir des expressions similaires pour tous les intervalles
des parametres q
1
et q
2
.
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Tableau 4.2 : Analyse en frequence de l'orbite \tube de petit axe" T
S
k !
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k
Solution pour les variables associees au grand axe (y; Y )
1 -2.6918992 .750779 84.78 1 0 0 .0000000
2 2.6918988 .344067 95.23 -1 0 0 .0000004
3 -1.3171074 .120528 267.53 0 1 0 .0000215
4 -3.2918635 .101192 83.93 -1 0 2 .0000202
5 -6.7009085 .048695 257.04 2 1 0 .0000240
6 3.2918610 .054028 96.09 1 0 -2 .0000177
7 6.7009067 .036049 282.97 -2 -1 0 .0000223
8 -2.0918926 .026069 264.64 3 0 -2 .0000625
9 -8.0756836 .021531 254.15 3 0 0 .0000141
10 -8.6756293 .018564 253.34 1 0 2 .0000125
Solution pour les variables associees a l'axe moyen (x;X)
1 -2.6918970 .759688 354.76 1 0 0 .0000022
2 2.6918971 .348239 185.24 -1 0 0 .0000021
3 -3.2918330 .147746 173.39 -1 0 2 .0000103
4 -1.3170860 .091676 357.30 0 1 0 .0000000
5 3.2918324 .078852 6.57 1 0 -2 .0000108
6 -6.7008969 .050402 166.99 2 1 0 .0000124
7 -2.0918971 .040281 175.08 3 0 -2 .0000581
8 6.7008897 .037356 13.03 -2 -1 0 .0000052
9 -8.0756878 .021919 164.30 3 0 0 .0000099
10 8.0756932 .017117 15.59 -3 0 0 .0000045
Solution pour les variables associees au petit axe (z; Z)
1 -2.9918713 .738667 354.19 0 0 1 .0000000
2 2.9918716 .368675 185.82 0 0 -1 .0000003
3 -2.3919391 .134959 355.63 2 0 -1 .0000119
4 -1.0170874 .062718 357.95 1 1 -1 .0000266
5 2.3919462 .055466 184.24 -2 0 1 .0000190
6 -7.0008724 .053681 166.41 1 1 1 .0000159
7 7.0008645 .040309 13.65 -1 -1 -1 .0000081
8 -8.3756641 .026360 163.68 2 0 1 .0000056
9 8.3756730 .020781 16.26 -2 0 -1 .0000033
10 -3.5917055 .017720 171.11 -2 0 3 .0001098
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Dans la Section 4.1 nous avons deduit que l'orbite \tube de petit axe" doit e^tre resonante
dans les variables employees. Ceci est en eet vrai, comme nous pouvons observer par les
frequences d'amplitude maximale des approximations quasi-periodiques correspondant aux vari-
ables (y; Y ) et (x;X). En considerant 
T
S
=  2:6918992, 
0
T
S
=  1:3170860 et 
00
T
S
=
 2:9918713 comme frequences fondamentales, nous avons reussi a determiner avec une bonne
precision tous les harmoniques des approximations quasi-periodiques. D'autre part, les solu-
tions correspondant aux variables resonantes et les solutions des orbites \boucle" du systeme
plan (Section 3.4) sont tres semblables. Alors, nous pouvons supposer que les orbites \tube de
petit axe" sont generees par la perturbation du systeme axisymetrique restreint sur la surface
formee par les variables du moyen et de grand axe (x;X; y et Y dans notre cas), en posant le
parametre de perturbation (q
1
dans ce cas) dierent de 1 et en ajoutant dans l'argument du
logarithme du potentiel une troisieme dimension non-axisymetrique. L'orbite periodique sur le
plan forme par le moyen et le grand axe ((x; y) dans notre cas) etant lineairement elliptique,
cette perturbation produira des orbites quasi-periodiques. Alors, pour les valeurs utilisees des
rapports axiaux, nous ecrivons :
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ou r
2
xy
= x
2
+ y
2
. La partie H
0
du hamiltonien est en eet une perturbation, si q
1
est proche
de 1 et z et susamment petit par rapport a r
xy
.
La region de l'espace des phases remplie par ces orbites resonantes peut e^tre consideree
comme l'extension d'une ^le de libration (ou d'une variete centrale de dimension 4, en util-
isant la terminologie des systemes dynamiques). Dans la zone de libration de l'espace des
phases les variables cartesiennes sont resonantes, car elles sont associees aux mouvements de
circulation du systeme (les orbites \bo^te"). Par consequent, pour l'exploration de la zone de
libration correspondant aux orbites \tube" nous devons trouver un systeme des variables ap-
proprie qui elimine la resonance. L'approche la plus classique est la construction des formes
normales qui transformeront les mouvements en produits des cercles deformes. Neanmoins,
comme nous avons observe dans la Section 3.5, la transformation dans des variables action-
angle adaptees est assez laborieuse dans le cas du systeme logarithmique. Une autre possibilite
est la transformation des variables resonantes associees au grand axe et a l'axe moyen dans
des coordonnees polaires, (voir equation (4.2) et aussi Section 3.2.2), qui est un ensemble des
variables plus adapte pour l'etude d'orbites de ce type. Ici, nous allons suivre une approche
dierente qui est inspiree par la methode de \moyennisation" des systemes dynamiques. En
eet, nous pouvons integrer les equations du mouvement en utilisant comme pas d'integration
la periode resonante T
T
S
= 2=
T
S
=  2:3341087 determinee par l'analyse en frequence. Donc,
nous \moyennisons" dans un certain sens le systeme, comme il est eectue par exemple dans
la dynamique planetaire, an d'eliminer les mouvements rapides de l'orbite et decouvrir les
frequences \reelles", qui sont cachees par la resonance. Nous presentons les approximations
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fournies par l'analyse en frequence pour les iteres de la solution de l'orbite \tube de petit axe"
T
S
, dans le Tableaux 4.3. Dans ce cas, le temps d'integration correspond a 500 periodes de
l'orbite T
S
.
L'eet le plus impressionnant de cette procedure est la diminution radicale du nombre de
termes des approximations quasi-periodiques. En eet, les frequences sont denies toujours dans
un intervalle [ 2=t; 2=t), ou t est le pas d'integration. Dans notre cas, le pas choisi est
t = T
T
S
, et alors les frequences sont calculees comme mod(
T
S
). Tous les termes, donc, qui sont
une combinaison lineaire de la frequence (
T
S
) sont elimines et leurs amplitudes ont ete ajoutees
aux premiers termes. En utilisant les me^mes frequences 
T
S
, 
0
T
S
et
f

00
T
S
=  0:3002280, qui
est exactement 
00
T
S
, mod(
T
S
), nous pouvons decomposer tous les harmoniques de la nouvelle
approximation avec une assez bonne precision, ainsi justiant notre choix precedent sur les
frequences fondamentales.
Tableau 4.3 : Analyse en frequence de la solution moyennisee de l'orbite \tube" de petit axe
T
S
k !
k
A
k

k
m
k
m
0
k
m
00
k
!
k
Solution pour les variables associees au grand axe (y; Y )
1 -.0003878 .615465 134.58 0 0 0 .000388
2 .0005322 .190469 353.30 0 0 0 .000532
3 -.6002694 .117937 12.02 0 0 2 .000187
4 -1.3170938 .095044 49.08 0 1 0 .000287
5 .6001756 .078694 200.63 0 0 -2 .000280
Solution pour les variables associees a l'axe moyen (x;X)
1 -.0001122 .985153 309.34 0 0 0 .0001122
2 -.6001890 .151302 73.95 0 0 2 .0002670
3 -1.3173807 .126921 239.04 0 1 0 .0000000
4 .0006970 .118417 30.41 0 0 0 .0006970
5 .6000661 .104111 148.90 0 0 -2 .0003899
Solution pour les variables associees au petit axe (z; Z)
1 -.3002280 .785972 308.54 0 0 1 .0000000
2 .3001484 .466051 259.19 0 0 -1 .0000796
3 -1.0172461 .066054 233.15 0 1 -1 .0000935
4 1.0742381 .065176 295.00 -1 1 1 .0000502
5 -1.0741784 .045499 224.23 1 -1 -1 .0001100
\Tube exterieur de grand axe"
La troisieme famille d'orbites principales du potentiel logarithmique sont les orbites \tube
exterieur de grand axe". Pour les valeurs des rapports axiaux choisis, ces orbites tournent autour
de l'axe des y dans l'espace de conguration. Alors, nous appliquons l'algorithme NAFF a une
orbite representative de cette famille T
O
(Figure 4.1c), en integrant les equations du mouvement
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avec pour conditions initiales (x
0
; X
0
; y
0
; Y
0
; z
0
; Z
0
) = (0:430; 0; 0:416; 0; 0; 0:807) et 20 periodes
orbitales. Les approximations quasi-periodiques pour les trois paires des variables conjuguees
sont representees dans le Tableau 4.4.
L'hypothese que ces orbites presentent une resonance 1:1 entre les variables associee a l'axe
moyen et au petit axe est veriee par les series du Tableau 4.4. Tous les harmoniques peuvent
e^tre identies comme des combinaisons lineaires des trois frequences fondamentales 
T
O
=
 2:9479608, 
0
T
O
=  2:5947176 et 
00
T
O
=  1:2637688 et cette orbite particuliere semble quasi-
periodique.
La ressemblance entre les approximations quasi-periodiques de cette orbite par rapport aux
approximations correspondant a l'orbite \tube de petit axe" (voir Tableau 4.2) est assez frap-
pante, specialement dans la decomposition lineaire des harmoniques. Plus precisement, les
variables resonantes presentent approximativement les me^mes frequences dans leurs approxi-
mations quasi-periodiques. En eet, les orbites \tube exterieur de grand axe" peuvent e^tre
considerees comme une perturbation d'un systeme central (voir Section 2.3.3) en posant le
rapport axial dierent de 1, et encore une perturbation en ajoutant une troisieme dimension
non-symetrique par rotation avec les deux autres, comme dans le cas des orbites \tube de petit
axe" (equation (4.2)). En tenant compte que l'orbite periodique restreinte sur le plan forme
par le petit et l'axe moyen (x; z) est lineairement elliptique, le hamiltonien du systeme peut
e^tre ecrit :
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ou r
2
xz
= x
2
+z
2
. La seconde partie H
0
du hamiltonien est une perturbation, quand q
2
est proche
de 1 et y est susamment petit par rapport a r
xz
. Le me^me genre d'approche perturbative
peut e^tre utilisee pour toutes les valeurs des rapports axiaux q
1
et q
2
, en alternant les variables
et les parametres correspondants.
Formellement, le hamiltonien du systeme (2.22) peut e^tre aussi exprime comme une pertur-
bation du systeme central restreint sur la surface formee par les variables associees au grand
et au petit axe (y; z) et une perturbation suivant la direction de l'axe moyen (x), comme dans
le cas des orbites \tube de petit axe" et \tube exterieur de grand axe". Toutefois, ce genre
d'approche perturbative n'est pas applicable. En eet, l'orbite periodique sur le plan forme par
le petit et le grand axe est partiellement hyperbolique. Alors, une perturbation de la variete
correspondante genere des orbites irregulieres.
Les approximations fournies pour les solutions de l'orbite \tube exterieur de grand axe",
en utilisant comme pas d'integration la periode T
T
O
, sont presentees dans le Tableau 4.5.
Les remarques soulevees dans la section precedente pour l'orbite \tube de petit axe" sont
aussi valables dans ce cas. En eet, toutes les frequences qui sont egales aux multiples de la
frequence resonante 
T
O
sont eliminees (elles sont remplacees par des frequences nulles). Tous
les harmoniques peuvent e^tre identies par les termes correspondant aux solutions originales
(Tableau 4.4), en tenant en compte que les frequences sont maintenant calculees comme modulo
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Tableau 4.4 : Analyse en frequence de l'orbite \tube exterieur de grand axe" T
O
k !
k
A
k

k
m
k
m
0
k
m
00
k
!
k
Solution pour les variables associees au grand axe (y; Y )
1 -2.5947176 .430210 355.24 0 1 0 .0000000
2 2.5947142 .190888 184.78 0 -1 0 .0000034
3 -1.6170243 .163746 357.16 1 -1 1 .0000123
4 -3.3012566 .085303 354.13 2 -1 0 .0000525
5 -6.8064253 .045694 167.46 1 1 1 .0000219
6 3.3012511 .045611 185.89 -2 1 0 .0000470
7 1.6170541 .038651 182.68 -1 1 -1 .0000420
8 -6.8064253 .045694 167.46 1 1 1 .0000219
9 -.9104960 .022023 358.23 -1 1 1 .0000296
10 -8.4906514 .013050 344.44 2 1 0 .0000122
Solution pour les variables associees a l'axe moyen (x;X)
1 -2.9479608 .740682 354.51 1 0 0 .0000000
2 2.9479629 .365472 185.43 -1 0 0 .0000021
3 -1.2637285 .180916 357.55 0 0 1 .0000403
4 -2.2413770 .110407 175.42 -1 2 0 .0000974
5 -7.1596638 .092454 166.74 2 0 1 .0000267
6 7.1596695 .069793 13.22 -2 0 -1 .0000210
7 2.2413893 .042306 4.50 1 -2 0 .0000850
8 -8.8439467 .023795 344.05 3 0 0 .0000643
9 -1.9698594 .028267 174.13 2 -2 1 .0003958
10 1.2636631 .021105 182.85 0 0 -1 .0001058
Solution pour les variables associees au petit axe (z; Z)
1 -2.9479615 .935713 84.52 1 0 0 .0000007
2 2.9479602 .461826 95.45 -1 0 0 .0000007
3 -1.2637688 .169304 267.78 0 0 1 .0000000
4 -7.1596693 .115555 256.77 2 0 1 .0000211
5 7.1596685 .087298 283.24 -2 0 -1 .0000219
6 -2.2416241 .079456 86.67 -1 2 0 .0001497
7 2.2417453 .030410 92.71 1 -2 0 .0002709
8 -8.8439283 .029644 73.92 3 0 0 .0000458
9 8.8438970 .023664 106.28 -3 0 0 .0000145
10 -11.3713619 .024318 68.88 3 0 2 .0000581
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Tableau 4.5 : Analyse en frequence de la solution moyennisee de l'orbite \tube exterieur de
grand axe" T
O
k !
k
A
k

k
m
k
m
0
k
m
00
k
!
k
Solution pour les variables associees au grand axe (y; Y )
1 -.3531154 .447724 22.55 0 1 0 .0000000
2 .3531870 .238699 189.61 0 -1 0 .0000716
3 -1.3308548 .171481 160.50 -1 -1 1 .0000685
4 .9107998 .056915 351.80 0 1 1 .0000069
5 1.3308579 .046370 21.20 1 1 -1 .0000653
6 -.9108989 .030425 143.58 0 -1 -1 .0000922
Solution pour les variables associees a l'axe moyen (x;X)
1 -.0000790 .955231 304.08 0 0 0 .0000790
2 -1.2639221 .237295 243.75 0 0 1 .0000000
3 .7063596 .121189 259.76 0 2 0 .0001288
Solution pour les variables associees au petit axe (z; Z)
1 -.0002382 .734732 115.66 0 0 0 .0002382
2 .0004467 .228229 8.36 0 0 0 .0004467
3 -1.2637615 .129431 64.87 0 1 0 .0001607
4 .7064152 .075837 142.12 0 0 -2 .0001844
5 1.264203 .070470 79.19 0 -1 0 .0002810
la frequence resonante 
T
O
. Les frequences fondamentales choisies pour decomposer les approx-
imations quasi-periodiques sont les deux frequences 
T
O
et 
00
T
O
de la solution \originale" et une
troisieme
e

0
T
O
=  0:3531154, qui est egale a 
0
T
O
, mod(
T
O
).
\Tube interieur de grand axe"
La derniere famille principale d'orbites quasi-periodiques du systeme logarithmique sont les
orbites \tube interieurs de grand axe". Le comportement de ces orbites dans l'espace de con-
guration du systeme est assez similaire avec les orbites \tube exterieures de grand axe". An
d'etudier plus en detail leur dynamique, nous presentons les approximations quasi-periodiques
donnees par l'analyse en frequence (Tableau 4.6) appliquee a l'orbite de la Figure 4.1d. En
eet, nous integrons les equations du mouvement du systeme avec pour conditions initiales
(x
0
; X
0
; y
0
; Y
0
; z
0
; Z
0
) = (0:502; 0; 0:416; 0; 0; 0:998), qui dierent de tres peu des conditions cor-
respondant a l'orbite \tube exterieur de grand axe", etudiee dans la section precedente.
Nous pouvons remarquer qu'il existe toujours une resonance 1:1 entre les frequences de plus
grande amplitude des approximations quasi-periodiques des fonctions f
x
(t) et f
z
(t), comme
pour les orbites \tube exterieur de grand axe". La dierence, cependant, est apparente aux ap-
proximations quasi-periodiques de la fonction f
y
(t) (premiere partie du Tableau 4.6). D'abord,
pour un petit changement des conditions initiales par rapport a celles qui ont genere l'orbite
\tube exterieur de grand axe" (voir Sect. 4.2.2), la frequence a change dramatiquement de
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Tableau 4.6 : Analyse en frequence de l'orbite \tube interieur de grand axe" T
I
k !
k
A
k

k
m
k
m
0
k
m
00
k
!
k
Solution pour les variables associees au grand axe (y; Y )
1 -2.1157969 .579921 356.48 0 1 0 .0000000
2 2.1157998 .207799 183.51 0 -1 0 .0000029
3 -6.3473826 .080453 169.39 0 3 0 .0000081
4 6.3473937 .058588 10.55 0 -3 0 .0000031
5 -3.7548823 .061794 353.75 2 -1 0 .0000198
6 3.7548673 .035810 186.25 -2 1 0 .0000048
7 -10.5789513 .026199 342.18 0 5 0 .0000331
8 -.4767689 .026393 359.13 -2 3 0 .0000377
9 10.5789760 .021681 197.69 0 -5 0 .0000084
10 -14.8105005 .010503 154.89 0 7 0 .0000777
Solution pour les variables associees a l'axe moyen (x;X)
1 -2.9353297 .676528 355.10 1 0 0 .0000000
2 2.9353274 .332789 184.90 -1 0 0 .0000023
3 -1.2962729 .285460 357.86 0 0 1 .0000172
4 -7.1669122 .136910 168.00 2 0 1 .0000029
5 7.1669130 .103418 11.99 -2 0 -1 .0000021
6 -11.3984817 .047701 340.81 3 0 2 .0000188
7 11.3984918 .040026 199.13 -3 0 -2 .0000087
8 1.2963395 .036977 181.90 0 0 -1 .0000839
9 -8.8059011 .020605 345.17 3 0 0 .0000880
10 -15.6300372 .019471 153.60 4 0 3 .0000487
Solution pour les variables associees au petit axe (z; Z)
1 -2.9353304 .881460 85.11 1 0 0 .0000007
2 2.9353321 .433603 94.89 -1 0 0 .0000024
3 -1.2962557 .275569 267.87 0 0 1 .0000000
4 -7.1669111 .175022 258.00 2 0 1 .0000040
5 7.1669168 .132209 281.98 -2 0 -1 .0000016
6 -11.3984720 .060197 70.78 3 0 2 .0000285
7 11.3984820 .050492 109.16 -3 0 -2 .0000185
8 1.2962768 .035683 271.80 0 0 -1 .0000211
9 -8.8058941 .026333 75.12 3 0 0 .0000951
10 -13.0374912 .022266 248.04 4 0 1 .0000834
4.3 Les applications frequence du probleme triaxial 97
 2:5947176 a  2:1157969. De plus, nous pouvons remarquer l'apparition des plusieurs har-
moniques non-couples, comme dans le cas de la solution correspondant a l'orbite \bo^te" (voir
Tableau 4.1). En eet, le systeme circule dans les variables correspondant au grand axe. Par
consequent, il semble raisonnable de considerer que les orbites \tube exterieur de grand axe"
sont generees par une perturbation du systeme integrable a 1 degre de liberte associe a des
orbites rectilignes qui oscillent sur le grand axe du systeme (comme pour les orbites \bo^te").
Neanmoins, contrairement au cas des orbites \bo^te", cette perturbation est associee a un
systeme central perturbe. Alors nous pouvons ecrire :
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H
0
est une perturbation si q
2
est proche de 1 et r
xz
est susamment petit par rapport a y.
Cette approche perturbative montre aussi pourquoi le systeme ne genere pas des orbites \tube
interieur de petit axe" : les diagrammes de stabilite (voir Figure 2.4) des trois orbites periodiques
rectilignes montrent clairement que pour toutes les valeurs de q
1
et q
2
qui sont susamment
proche de 1, l'orbite periodique rectiligne qui se deplace sur le petit axe du systeme, est toujours
hyperbolique.
Finalement, nous avons essaye d'eliminer la resonance 1:1, comme dans les cas des autres
orbites \tube", en integrant les equations du mouvement pour le me^me orbite \tube interieur
de grand axe" et en utilisant comme pas d'integration la periode resonante T
T
I
=  2:14053818.
Ensuite, nous avons calcule les approximations quasi-periodiques fournies par l'analyse en
frequence. Comme dans les cas precedents, cette procedure a diminuer considerablement la
taille des series. Toutes les frequences qui restent peuvent e^tre identiees comme la com-
binaison lineaire des trois frequences fondamentales : la frequence resonante 
T
I
, et aussi
e

0
T
I
=  0:8194141 et
f

00
T
I
=  1:2963183 qui sont exactement les frequences determinees
precedemment, modulo la frequence (
T
I
).
4.3 Les applications frequence du probleme triaxial
La connaissance acquise par les approximations quasi-periodiques des types d'orbites princi-
pales sera exploitee pour la construction des applications frequence, a travers lesquelles nous
etudierons la dynamique globale du systeme logarithmique triaxiale.
4.3.1 Choix des parametres
Comme nous avons deja mentionne, nous avons choisi de garder l'energie constante a une valeur
arbitraire (h =  0:40589) et le rayon du noyau central est xe a R
c
= 0:1 (environ 1/8eme de la
valeur maximum de la variable x, voir equation (2.25)). D'autre part, nous utiliserons plusieurs
valeurs representatives des parametres q
1
et q
2
. Ainsi, nous pouvons etudier le comportement
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Tableau 4.7 : Analyse en frequence de la solution moyennisee de l'orbite \tube interieur de
grand axe" T
I
k !
k
A
k

k
m
k
m
0
k
m
00
k
!
k
Solution pour les variables associees au grand axe (y; Y )
1 -.8194141 .587290 97.23 0 1 0 .0000000
2 .8194511 .225585 103.81 0 -1 0 .0000370
3 -.4770591 .087104 94.45 1 -3 0 .0000282
4 .4771027 .055465 51.25 -1 3 0 .0000153
5 1.1617362 .024620 131.47 1 5 0 .0000048
Solution pour les variables associees a l'axe moyen (x;X)
1 -.0000895 .794412 313.50 0 0 0 .0000895
2 -1.2964310 .334600 249.12 0 0 1 .0001127
3 1.2966325 .111234 194.78 0 0 -1 .0003142
Solution pour les variables associees au petit axe (z; Z)
1 -.0001697 .843905 111.39 0 0 0 .0001697
2 -1.2963183 .275358 76.99 0 0 1 .0000000
3 -.0005125 .266220 345.34 0 0 0 .0005125
4 1.2966480 .120706 70.31 0 0 -1 .0003297
5 -.3421874 .057639 104.30 0 -2 1 .0003226
dynamique possible du systeme logarithmique et son evolution a travers le changement de la
forme des equipotentielles.
Les parametres choisis doivent correspondre a des valeurs physiques de la fonction de den-
site (voir equation (2.21)). De plus, ils doivent approximer les ellipticites des congurations
observees des galaxies elliptiques. En eet, comme nous avons mentionne dans la Section 2.2.1,
les surfaces de densite egale du potentiel logarithmique sont deux a trois fois plus plates que
les equipotentielles. Alors, nous avons calcule les meilleures estimations possibles pour les
rapports axiaux des surfaces de densite a travers les equations (2.16) (Section 2.2.1). Sur le
Tableau 4.8, nous presentons les 12 couples de parametres choisis (q
1
; q
2
), ainsi que les rapports
des equipotentielles (q
0
1
; q
0
2
) et les parametres correspondant aux surfaces de densite egale. Ce
choix nous permet d'etudier le comportement dynamique du systeme pour plusieurs congura-
tions de densite : le rapport entre le petit et le grand axe des surfaces de densite egale varient
entre 1/6 et 1/2, pour un parametre de triaxialite qui prend des valeurs de 0.94 (tres proche
d'un modele allonge) jusqu'a 0.25 (des modeles assez aplatis).
2
4.3.2 Construction des applications frequence
L'espace des phases d'un systeme hamiltonien a 2 degres de liberte peut e^tre visualise a travers
une application de Poincare [156] (voir Section 3.1). Neanmoins, ces applications sont tres
2
En eet, a cause de l'aplatissement des surfaces de niveaux de densite, me^me le modele proche du cas central
(q
1
= 1:1 et q
2
= 0:9) sont assez plats.
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Tableau 4.8 : Parametres de perturbation (q
1
et q
2
), rapports axiaux des equipotentielles (q
0
1
et q
0
2
) et parametres de forme (b=a, c=a et T
p
)
q
1
q
2
q
0
1
q
0
2
b=a c=a T
p
1.15 1.25 0.92 0.81 0.83 0.51 0.43
1.10 0.90 0.91 0.82 0.75 0.52 0.60
1.15 0.90 0.87 0.78 0.69 0.48 0.67
1.25 0.90 0.80 0.72 0.61 0.40 0.76
1.35 0.90 0.74 0.67 0.54 0.35 0.81
1.50 0.90 0.67 0.60 0.47 0.30 0.86
1.80 0.90 0.56 0.50 0.38 0.23 0.91
2.25 0.90 0.44 0.40 0.30 0.18 0.94
1.35 1.25 0.93 0.74 0.89 0.39 0.25
0.95 0.75 0.95 0.75 0.81 0.35 0.40
0.90 0.70 0.90 0.70 0.72 0.28 0.52
1.20 0.75 0.83 0.63 0.69 0.22 0.54
dicilement exploitables pour des systemes a 3 degres de liberte et plus : dans ces cas, elles
correspondent a des surfaces de dimension superieure ou egale a 4. A notre connaissance, le
seul moyen satisfaisant pour la representation de la dynamique des systemes a 3 degres de
liberte ou plus est l'application frequence. En eet, dans le cas d'un systeme a 3 degres de
liberte, l'application frequence est une representation directe du reseau complique formes par
les resonances du systeme, ce qu'on appelle le \reseau d'Arnol'd" (\Arnol'd web", voir [5] et
aussi [6], p. 93).
An de construire une application frequence, nous realisons une reduction drastique de
la dimension du systeme, en xant toutes les variables du type \angles" dans des valeurs
arbitraires. Pour un systeme a 3 degres de liberte, il est necessaire de xer trois variables a
des valeurs constantes et de prendre des conditions initiales dans le deux autres, la derniere
variable etant determinee par la restriction du systeme sur la variete d'energie consideree. En
eet, comme nous avons mentionne dans le cas du systeme logarithmique plan (Section 3.7), il
faut que la section choisie coupe transversalement les tores consideres, en tenant en compte les
symetries du systeme (pour plus de details voir aussi [108], [110]).
Orbites \bo^te"
L'espace des phases du systeme logarithmique triaxial peut e^tre divise en quatre regions corre-
spondant aux dierents types d'orbites du systeme. D'abord, les \bo^te" peuvent e^tre generees
par le couplage des trois systemes a 1 degre de liberte (equation (2.28)). L'espace des phases
de ces systemes integrables est parametre par la valeur constante de l'energie. Si maintenant
nous posons toutes les variables spatiales egales a 0, les conditions initiales des moments con-
jugues X
0
, Y
0
et Z
0
sont directement associees avec les valeurs de l'energie de chaque systeme
integrable. Alors, dans le cas du systeme general, nous pouvons generer des orbites \bo^te" en
choisissant des conditions initiales sur les plans formes par les deux moments, (le plan (X; Y )
par exemple) et calculer la troisieme variable (Z) par l'equation (2.22). A cause des symetries
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Tableau 4.9 : Orbites \bo^te" periodiques representees sur les applications frequence des Figures
4.2, 4.4 et 4.6, avec les valeurs de nombres de rotation a
1
, a
2
, les lignes resonantes (; ; ) qui
les denies par leurs intersections et les labels des Figures correspondantes
Orb. per. a
1
a
2
Lignes resonantes labels
2:3:4 0.5 0.75 (1,-2,1) \ (2,0,-1) 4.6d
4.2a,c,d
3:4:5 0.6 0.8 (1,-2,1) \ (2,1,-2) 4.4a,b
4.6a,c,d
2:5:6 0.333 0.833 (3,0,-1) \ (1,2,-2) 4.4d
4:5:6 0.667 0.833 (1,-2,1) \ (3,0,-2) 4.2a,b,c, 4.6a,b,c
4:5:7 0.571 0.714 (1,2,-2) \ (3,-1,-1) 4.6a,b,c
(2,1,-2) \ (1,-3,2) 4.2c,d
4:6:7 0.571 0.857
(2,1,-2) \ (3,-2,0) 4.6a,b
(1,-2,1) \ (3,1,-3) 4.2b
5:6:7 0.714 0.857
(1,-2,1) \ (5,-3,-1) 4.6c
3:7:8 0.375 0.875 (2,-2,1) \ (3,1,-2) 4.4c
5:6:8 0.625 0.75 (2,1,-2) \ (2,-3,1) 4.2a, 4.6a,b,c
5:7:8 0.625 0.875 (3,-1,-1)\ (1,-3,2) 4.2b,c,d, 4.4a, 4.6c
5:7:9 0.556 0.778 (1,-2,1) \ (4,1,-3) 4.6c
5:8:9 0.556 0.889 (2,1,-2) \ (1,-4,3) 4.2d
6:7:9 0.667 0.778 (3,0,-2) \ (2,-3,1) 4.2a,b,c, 4.6a,b,c
6:8:9 0.667 0.889 (3,0,-2) \ (1,-3,2) 4.2a,b,c, 4.6a,(c)
6:7:10 0.6 0.7 (4,-2,-1)\ (3,-4,-1) (4.6b)
4:9:10 0.4 0.9 (2,-2,1) \ (5,0,-2) (4.4c)
6:9:10 0.6 0.9 (3,0,-2) \ (2,2,-3) 4.2d
6:8:11 0.545 0.727 (5,-1,-2)\ (1,2,-2) (4.6c)
4:10:11 0.364 0.909 (3,1,-2) \ (5,-2,0) 4.4c
7:9:10 0.7 0.9 (1,-3,2) \ (4,-2,-1) 4.2a,b
7:8:11 0.636 0.727 (2,1,-2) \ (5,-3,-1) 4.6b
7:9:11 0.636 0.818 (1,-2,1) \ (5,-1,-2) 4.6(a),c
7:10:11 0.636 0.909 (3,-1,-1)\ (1,-4,3) 4.2c
4:11:13 0.308 0.846 (1,2,-2) \ (6,-1,-1) 4.4d
7:9:13 0.538 0.692 (2,-3,1) \ (5,-1,-2) 4.6(a),c
8:9:12 0.667 0.75 (3,0,-2) \ (3,-4,1) 4.6b
7:11:12 0.583 0.917 (2,2,-3) \ (5,-1,-2) 4.2d
8:11:12 0.667 0.917 (3,0,-2) \ (1,-4,3) 4.2b,c
7:11:13 0.538 0.846 (1,-3,2) \ (4,1,-3) 4.2d, (4.4a)
8:12:13 0.615 0.923 (3,-2,0) \ (2,3,-4) (4.2d)
7:11:15 0.466 0.733 (1,-2,1) \ (7,1,-4) (4.6d)
8:11:14 0.571 0.786 (1,-2,1) \ (7,0,-4) (4.6c)
8:11:15 0.533 0.733 (1,2,-2) \ (7,1,-3) (4.6c)
8:11:17 0.471 0.647 (3,-2,0) \ (7,1,-4) (4.6d)
9:11:15 0.6 0.733 (2,-3,1) \ (5,0,-3) (4.6a,b,c)
9:12:13 0.692 0.923 (3,-1,-1)\ (1,-4,3) 4.2b
9:12:14 0.643 0.857 (2,2,-3) \ (4,-3,0) 4.2c
10:12:15 0.667 0.8 (3,0,-2) \ (3,-5,2) (4.2a,b)
10:13:15 0.667 0.867 (3,0,-2) \ (2,-5,3) (4.2a,b,c)
10:14:15 0.667 0.933 (3,0,-2) \ (1,-5,4) (4.2c)
11:14:16 0.688 0.875 (4,-2,-1)\ (2,-5,3) (4.2a,b,c)
11:15:16 0.688 0.938 (3,-1,-3)\ (1,-5,4) (4.2a,b)
11:17:19 0.579 0.895 (1,-4,3) \ (5,-2,-1) (4.2d)
12:15:17 0.706 0.882 (3,-1,-3)\ (2,-5,3) (4.2a,b)
17:21:24 0.708 0.875 (3,0,-2) \ (3,-7,4) (4.2a,b)
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par reexion du systeme, nous considerons seulement le quart positif du plan des conditions
initiales. Plus precisement nous construisons l'application :
F
B
: [0; P
max
L
] [0; P
max
M
]  ! R
2
(P
L
; P
M
)  !


L

S
;

M

S

: (4:5)
Cette application associe les moments P
L
et P
M
du grand axe et de l'axe moyen du systeme aux
nombres de rotation a
1
et a
2
, denis par les rapports des frequences 
L
et 
M
, divisees par la
frequence 
S
conjuguee aux variables de petit axe. La zone de circulation peut e^tre aussi generee
en prenant des conditions initiales sur les variables spatiales et en xant les moments egales a 0.
Ceci etait aussi conjecture par Schwarzschild [170], dans le cas du potentiel logarithmique \scale
free", qui a appele ces plans des \espaces initiales stationnaires" (\stationary start spaces").
En eet, les orbites \bo^te" passant toujours par le centre du potentiel x = y = z = 0, la
condition susante pour les generer est d'integrer les equations de mouvement du systeme avec
pour conditions initiales correspondant a un moment cinetique initiale nulle. Nous preferons de
prendre des conditions initiales sur les moments car ces variables sont plus proches des variables
d'action des systemes a 1 degre de liberte. De plus, le plan choisi est une generalisation directe
de la section employee pour l'exploration des orbites \bo^te" bidimensionnelles (Section 3.7).
Nous construisons 12 applications frequence representatives (equation (4.5)) pour la partie
de l'espace des phases occupee par des orbites \bo^te", en choisissant 10000 conditions ini-
tiales environs, sur le plan forme par les moments associes a l'axe moyen et au grand axe du
systeme. Les applications frequence sont exposees sur les Figures 4.2, 4.4 et 4.6. Les orbites
sont integrees pour un intervalle de temps equivalent a 100 periodes de l'orbite qui se deplace
le long du grand axe de l'espace de conguration. Alors, la precision sur la determination des
frequences fondamentales est de l'ordre de 10
 7
  10
 8
, pour des solutions du type KAM [110].
Chaque orbite est representee par un point sur le plan (a
1
; a
2
), ainsi permettant une etude
tres detaillee de la dynamique des orbites \bo^te". Pour expliquer mieux les aspects visuels
de cette representation nous devons signaler que l'image sur les plans des frequences (ou, plus
exactement, des nombres de rotation) est construite par la superposition des plusieurs courbes
de frequences (voir Section 3.7, Figures 3.12, 3.14, et 3.18) qui sont produites par une ligne de
conditions initiales et en faisant des pas successifs sur l'autre direction [108].
D'abord, faisons quelques remarques sur les caracteristiques des applications frequence en
se concentrant sur la Figure 4.2a. La partie gauche de cette application frequence contient
des points arranges avec un certain ordre. Dans cette region, l'application frequence semble
reguliere et nous pouvons inferer que plusieurs conditions initiales correspondant a cette region
de l'application generent des orbites quasi-periodiques qui evoluent sur des tores KAM. Toute-
fois, notons que, dans un probleme hamiltonien a 3 degres de liberte ou plus, les tores KAM ne
peuvent pas separer l'espace des phases du systeme (ils sont des objets de dimension superieure
ou egale a 3 dans une variete d'energie de dimension superieure ou egale a 5). Pour cette rai-
son, les orbites generees dans l'espace complementaire peuvent diuser entre ces tores (d'apres
une conjecture d'Arnol'd [5]). Neanmoins, des resultats rigoureux recents de Morbidelli et
Giorgilli [138] a partir des arguments de la theorie KAM [99], [3], [140] et aussi de la theorie de
Nekhorochev [141] demontrent que les orbites qui sont generees dans un certain voisinage de
chaque tore restent dans ce voisinage pour des temps superexponentielement longs. Alors, les
orbites correspondant a des conditions initiales dans les regions des applications frequence, ou
le nombre de tores KAM est grand, ne diuserons pas pour un temps tres long.
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Figure 4.2 : Applications frequence de la region de l'espace des phases correspondant aux orbites
\bo^te", pour des valeurs dierentes des parametres de perturbation (a) q
1
= 1:15, q
2
= 1:25,
(b) q
1
= 1:1, q
2
= 0:9, (c) q
1
= 1:15, q
2
= 0:9 et (d) q
1
= 1:25, q
2
= 0:9 (voir Tableau 4.8 pour
les parametres de forme correspondants)
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D'autre part, les regions regulieres sont interrompues par plusieurs lignes sous la forme
a
1
+ a
2
+  = 0, avec ; ;  2Z(et au moins deux entre eux non nul). Ces lignes designent
les tores resonants du systeme. Ce reseau complique des lignes resonantes representees sur les
applications est une image instantanee du reseau d'Arnol'd du systeme. Les lignes resonantes
representees par des espaces vides correspondent a des tores avec un caractere hyperbolique (ce
qu'on appelle des tores moustachus, voir [6], p.93). De plus, les lignes resonantes representees
par des traies plains correspondent a des tores resonants elliptiques (c.-a-d. la generalisation
d'une ^le elliptique de stabilite, dans un systeme a 3 degres de liberte) [108].
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Figure 4.3 : Plans des conditions initiales (moments) correspondant aux orbites \bo^te" dont
les applications frequence sont representees sur la Figure 4.2
Les lignes horizontales, verticales et paralleles a la diagonale (pour ,  ou  egale a 0) sont
liees a des resonances des systemes plans formes par les variables associees aux petit/moyen,
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petit/grand ou moyen/grand axes, respectivement. Les lignes resonantes principales des deux
premiers systemes plans correspondent a des valeurs nulles des nombres de rotation (
L
= 0
ou 
M
= 0) et se trouvent hors du cadre des diagrammes. Le troisieme systeme plan ne peut
pas e^tre visualise par cette application (equation (4.5)), parce que les nombres de rotation a
1
et a
2
sont singuliers pour 
S
= 0. Toutes les autres lignes proviennent du couplage entre les
resonances des systemes plans. Les intersections entre les lignes resonantes indiquent des or-
bites periodiques qui peuvent e^tre directement identiees par les nombres de rotation donnes
sur les axes des applications. Nous pouvons avoir une idee en ce qui concerne la stabilite des
ces orbites, en examinant les lignes resonantes qui les denissent. Les lignes resonantes les
plus marquantes sont prolongees par des trais interrompus ctifs et sont marques par les trois
parametres correspondants (; ; ). De plus, toutes les orbites periodiques importantes peu-
vent e^tre trouvees dans le Tableau 4.9, avec les valeurs de leurs nombres de rotation (a
1
; a
2
), les
lignes resonantes, dont l'intersection indique l'existence de chaque orbite, ainsi que les labels des
gures correspondantes. Notons, nalement, que les orbites periodiques rectilignes qui oscillent
le long du grand, petit ou de l'axe moyen de l'espace de conguration n'appartiennent pas a
l'application frequence de l'equation (4.5) parce que les nombres de rotation sont soit singulieres
soit zero (deux frequences etant nulles). Toutefois, la partie gauche, la partie inferieure et la
partie droite des applications, correspondent a des perturbations de chaque orbite periodique
rectiligne, respectivement.
Dans la partie droite du diagramme de la Figure 4.4a, nous pouvons remarquer une region
remplie par des points dispersees, ou l'application frequence est apparemment irreguliere. Dans
ce cas, l'approximation quasi-periodique n'est plus valable et nous pouvons conclure que les
points disperses correspondent a des orbites chaotiques. Dans cette region de l'application,
nous apercevons deux lignes d'accumulation des points. La premiere est formee dans la partie
superieur de l'application et elle correspond a une resonance 1:1 entre les variables associees a
l'axe moyen et au petit axe. L'autre, qui est la diagonale du plan des frequences, correspond
a une resonance 1:1 entre les variables associees a l'axe moyen et au grand axe. En eet,
ces lignes proviennent de la perturbation de l'orbite periodique de petit axe. Pendant l'etude
de la stabilite lineaire des orbites periodiques rectilignes (Figure 2.4), nous avons remarque
que l'orbite rectiligne de petit axe (quelque soit la variable associee) est hyperbolique { hy-
perbolique, pour pratiquement toutes les valeurs des parametres de perturbation, a part le cas
spherique integrable (dans ce cas toutes les orbites periodiques rectilignes sont degenerees). Par
consequent, nous pouvons conjecturer que, pour des valeurs des parametres correspondant aux
cas non-integrables (pour q
1
; q
2
6= 1) cette orbite cree une variete stable et une variete instable
de dimension 3 qui s'intersectent transversalement (suivant le theoreme des varietes stables
pour des orbites periodiques, voir [151], p. 207). Les intersection homoclines des ces varietes
et le recouvrement des resonances voisines quand la perturbation augmente, generent la zone
chaotique. En eet, ces regions chaotiques tracent les frontieres entre la zone de circulation et
les zones des librations qui contiennent les orbites \tube de grand axe et \tube de petit axe".
Les deux lignes resonantes sont formees par des orbites chaotiques de circulation (des \bo^te")
qui deviennent des orbites de libration (des orbites \tube") et inversement. Le grand espace
vide entre ces lignes et la partie principale de l'application est attribue a la forte hyperbolicite
de l'orbite periodique, cette derniere etant liee a une singularite logarithmique sur les nombres
de rotation (voir par exemple la Figure 3.10 et aussi [108]). Dans cette zone chaotique, elle vient
s'ajouter la petite zone chaotique generee par la perturbation des varietes stables et instables de
dimension 2 creees par l'orbite periodique de l'axe moyen (partie inferieure des applications) qui
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Figure 4.4 : Applications frequence de la region de l'espace des phases correspondant aux orbites
\bo^te", pour des valeurs dierentes des parametres de perturbation (a) q
1
= 1:35, q
2
= 0:9,
(b) q
1
= 1:5, q
2
= 0:9, (c) q
1
= 1:8, q
2
= 0:9 et (d) q
1
= 2:25, q
2
= 0:9 (voir Tableau 4.8 pour
les parametres de forme correspondants)
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est partiellement hyperbolique pour les valeurs des parametres de perturbation correspondant
a toutes les applications etudiees.
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Figure 4.5 : Plans des conditions initiales (moments) correspondant aux orbites \bo^te" dont
les applications frequence sont representees sur la Figure 4.4
Le comportement dynamique du systeme s'avere assez compliquee comme il etait aussi
predit par des etudes precedentes. Neanmoins, dans les etudes de Schwarzschild sur le potentiel
logarithmique \scale free" [170] et les etudes recentes de Merritt et Fridman sur les modeles avec
des singularites centrales [132], les seuls objets dynamiques identies etaient quelques resonances
liees aux systemes plans (celles qu'on appelle \boxlets" en dynamique galactique [136], [117])
et les orbites periodiques principales. Toutefois, les objets qui jouent le ro^le fondamental sur la
structure dynamique d'un systeme a 3 degres de liberte sont les tores resonants (les couplages
entre les \boxlets"). Les conditions des resonances associees ainsi que leurs tailles exactes sont
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directement identiees sur les applications frequence. En eet, l'identication des toutes les
caracteristiques liees a l'addition de la troisieme dimension est generalement tres dicile a
travers les approches classiques employees dans des etudes precedentes.
L'evolution dynamique du systeme par rapport au changement des parametres de per-
turbation peut e^tre etudiee en comparant les applications frequence successives. Dans les 8
premieres applications (Figures 4.2 et 4.4), le rapport entre le moyen et le petit axe des surfaces
equipotentielles est egale a 0.9, correspondant a un rapport axiale des surfaces de densite egale
de 0:6 0:7, approximativement. D'autre part, en variant la valeur maximale associee au grand
axe du systeme, nous obtenons des parametres c=a entre 1/2 et 1/5 tandis que le parametre
de triaxialite T
p
varie entre une valeur moderee (T
p
= 0:43) et une valeur proche d'un modele
allonge T
p
= 0:98 (voir Table 4.8).
La ligne resonante la plus importante (celle qui correspond a la valeur la plus petite de
jj+ jj+ jj) est pour (; ; ) = (1; 2; 1). Elle se trouve au milieu de toutes les applications
frequence de la Figure 4.2 et elle semble avoir un caractere fortement hyperbolique dans le plan
des condition initiales choisies. Dans tous les diagrammes, la plupart de lignes resonantes sont
liees a la perturbation de l'orbite periodique de petite axe (des lignes radiales dont la prolon-
gation passe par le point (a
1
; a
2
) = (1; 1) de l'application). Comme nous pouvons observer
dans la Figure 4.2, quand la perturbation augmente, les lignes resonantes se recouvrent et les
orbites peuvent diuser a travers les resonances (voir [108], [110] pour des etudes numeriques).
En eet, nous pouvons remarquer sur la Figure 4.2d qui correspond a la valeur la plus elevee
de la perturbation pour ce groupe d'applications, que tous les tores sont detruits jusqu'a la
ligne resonante (3,-1,-1) et une large region chaotique est produite. En outre, la variation des
equipotentielles permet l'apparition des nouvelles conditions resonantes. Le dernier commen-
taire pour ce groupe d'applications concerne l'orbite periodique de grand axe. Pour les valeurs
des parametres correspondant aux trois premieres applications, l'orbite est elliptique { ellip-
tique, ce qui peut e^tre aussi conrme par la regularite de la region de la partie gauche des
diagrammes. D'autre part, suivant l'analyse de stabilite eectuee dans la Section 2.3.1, cette
orbite devient partiellement hyperbolique pour les parametres de perturbation correspondant a
l'application de la Figure 4.2d (q
1
= 1:25; q
2
= 0:9). Par consequent, nous pouvons remarquer
la petite zone irreguliere au voisinage de cette orbite, caracterisee par les points disperses dans
la partie gauche de l'application.
A part les applications frequence, une representation tres utile de la dynamique des orbites
\bo^te" est illustree sur les Figures 4.3, 4.5 et 4.8. Sur ces images, chaque condition initiale
est caracterisee par un certain parametre de diusion (les axes representent les carres des mo-
ments initiales). En eet, nous obtenons les nombres de rotation de chaque orbite a travers
une deuxieme approximation quasi-periodique, en continuant l'integration pour 100 periodes
supplementaires. Alors, nous calculons le maximum entre les derivees temporelles du couple
des nombres de rotation consecutifs (voir [108], [110], [62], [114]). Chaque point du graphique
est marque par ce parametre de diusion en utilisant 5 dierents niveaux de gris suivant le log-
arithme du parametre de diusion. Les points ns representent des orbites quasi-periodiques.
Une tentative de construire des diagrammes du genre pour des modeles galactiques etait deja
realisee par Schwarzschild [170] et par Merritt et ses collaborateurs [132], [133] en utilisant les
exposants des Lyapounov classiques pour distinguer les mouvements reguliers par les mouve-
ments chaotiques. L'avantage de notre representation, en dehors du balayage rapide et detaille
de toute la zone en question, est le fait qu'elle est basee sur le calcul des nombres de rotation
qui peuvent e^tre considerees comme des integrales numeriques du mouvement.
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Figure 4.6 : Applications frequence de la region de l'espace des phases correspondant aux orbites
\bo^te", pour des valeurs dierentes des parametres de perturbation (a) q
1
= 1:35, q
2
= 1:25,
(b) q
1
= 0:95, q
2
= 0:75, (c) q
1
= 0:9, q
2
= 0:7 et (d) q
1
= 1:2, q
2
= 0:75 (voir Tableau 4.8 pour
les parametres de forme correspondants)
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Figure 4.7 : Representation de la diusion d'une orbite irreguliere typique a l'interieure de la
zone chaotique, pour q
1
= 1:5 et q
2
= 0:9. Nous calculons pour plusieurs tranches du temps les
nombres de rotation de l'orbite et nous representons leur evolution par rapport au temps
Dans le premier groupe d'applications (Figure 4.3), nous pouvons observer que la region la
plus irreguliere correspond aux orbites generees par des petites valeurs du moment de grand axe.
Les orbites \bo^te" correspondantes evoluent proche du plan forme par l'axe moyen et le petit
axe de l'espace de conguration. Ce fait souligne encore une fois l'importance de l'inuence de
l'hyperbolicite des deux orbites rectilignes qui se deplacent sur ces axes. Sur les Figures 4.3,
nous pouvons aussi apercevoir les conditions initiales de tores resonants qui apparaissent comme
des lignes droites ou des courbes
3
grises. Quand la perturbation est ampliee, une region plus
large des diagrammes devient irreguliere. Comme nous avons deja remarque, pour q
1
= 1:25 et
q
2
= 0:9, une region chaotique appara^t dans la partie inferieure du diagramme, proche du grand
axe du systeme, etant donne que l'orbite periodique correspondante est devenue partiellement
hyperbolique.
Sur les quatre applications de la Figure 4.4, ou le parametre de triaxialite prend des valeurs
qui approchent des modeles allonges, la partie irreguliere de l'espace des phases est elargie. En
3
Si le carre des moments etait exactement egale aux actions d'un systeme des rotateurs couples toutes les
lignes de resonances auraient dues appara^tre comme des lignes droites.
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Figure 4.8 : Plans des conditions initiales (moments) correspondant aux orbites \bo^te" dont
les applications frequence sont representees sur la Figure 4.6
eet, comme nous avons mentionne auparavant, ceci est du^ en grand partie a l'hyperbolicite de
l'orbite axiale de grand axe et l'apparition de la ligne de resonance (2,0,-1), dans la region gauche
de la Figure 4.4a. A cause du recouvrement des resonances, la grande majorite des orbites
representees sur cette application frequence sont irregulieres. Seulement une petite zone en bas
du diagramme semble reguliere. Les orbites irregulieres sont multipliees sur l'application 4.4b,
ou presque toutes les orbites \bo^te" sont irregulieres. Les lignes principales d'accumulation des
points sur la partie centrale de l'application correspondent a des tores resonants qui viennent
d'e^tre detruits, et le point qui semble d'attirer les orbites correspond a l'orbite periodique
elliptique 4:6:7. Une image descriptive de l'inuence de ce phenomene sur la diusion des orbites
chaotiques est representee sur la Figure 4.7. Comme dans le cas du systeme plan (voir Figure
3.16), nous calculons pour des tranches du temps successives les nombres de rotation d'une orbite
chaotique integree pour un intervalle de temps assez long (50000 periodes environs) et nous
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tracons leurs evolutions par rapport au temps. Nous remarquons clairement que me^me si l'orbite
est fortement chaotique, elle reste piege pour quelques temps proche des orbites periodiques (les
nombres de rotation sont constants) ou des tores resonants a cause des correlations a long termes
au voisinage des resonances ([37], [96], [172] et pour une revue [119], p. 328). Celle-ci est la
raison principale pour laquelle nous ne pouvons pas considerer qu'une orbite chaotique remplie
ergodiquement la region chaotique me^me si elle est caracterisee par un taux de diusion assez
eleve.
Le changement important du comportement de la zone de circulation de l'espace des phases
est aussi visible dans l'espace des conditions initiales. En eet, une tres large proportion de
ces diagrammes (Figures 4.5a et b) est entierement noircie, a cause des grandes valeurs du
parametre de diusion. Seule une petite region au milieu du diagramme de la Figure 4.5b
semble reguliere pour l'intervalle de temps correspondant.
La situation change legerement dans le cas de la Figure 4.4c, pour q
1
= 1:8 et q
2
= 0:9. Pour
ces valeurs des parametres de perturbation, l'orbite rectiligne de grand axe redevient elliptique
et la partie gauche du diagramme est remplie par des orbites regulieres. Cette region reguliere
est aussi visible sur la partie gauche de l'espace des conditions initiales de la Figure 4.5c, proche
de l'orbite periodique de grand axe, correspondant a une valeur maximum du moment associe.
En outre, nous pouvons remarquer l'apparition des quelques lignes resonantes nouvelles et leurs
traces peuvent e^tre aussi identiees dans la partie gauche du diagramme des conditions initiales.
Pour des valeurs du parametre de perturbation q
1
entre 1:80 et 2:25 (Figures 4.4c et d)
l'orbite periodique de grand axe est devenu hyperbolique et nous observons la bifurcation de
l'orbite periodique 3:0:1. La perturbation de cette orbite fait appara^tre la ligne resonante
(3,0,-1) et d'autres lignes qui proviennent du couplage de cette orbite avec des resonances.
En augmentant la perturbation, cette orbite periodique redevient elliptique. Sur la derniere
application de ce groupe, toutes les resonances jusqu'a la ligne (3,-1,0) sont recouvertes. De
plus, l'orbite periodique de grand axe est redevenu hyperbolique et par consequent l'orbite
periodique 4:0:1 appara^t. Cette instabilite peut e^tre apercu sur le plan des conditions initiales
ou la partie superieure de ce diagramme proche de cette orbite semble irreguliere.
Ce comportement fortement chaotique des orbites de circulation, pour des petites valeurs
des parametres b=a et c=a (approchant des modeles allonges) n'est pas etonnant. Dans le cas
du probleme plan (voir Section 3.7), pour des valeurs du rapport axial q qui sont similaire avec
le rapport entre le petit et le grand axe des modeles triaxiaux etudies, nous etions capable de
discerner l'existence des plusieurs resonances qui etaient me^me entourer par des petites zones
chaotiques. Alors, en ajoutant un degre de liberte, l'interaction entre ces resonances a cause
du couplage, me^me pour des valeurs des rapports axiaux qui sont proches, produit des zones
chaotiques assez larges. L'eet de l'addition d'un degre de liberte est aussi apparent dans le
premier groupe d'applications (Figure 4.2), par opposition aux cas plans associes, qui etaient
pluto^t reguliers et avec des zones chaotiques assez petites (Section 3.7, Figure 3.11).
Le dernier groupe d'applications represente des modeles plus plats par rapport a ceux de la
Figure 4.2 (c=a  2=5  1=5). De plus, le rapport entre le moyen et le petit axe nous permet
d'avoir des modeles aplatis (T
p
= 0:25) et au dela (Table 4.8). L'orbite rectiligne de petit axe est
toujours hyperbolique { hyperbolique. Alors, nous pouvons remarquer l'existence d'une zone
chaotique dans son voisinage. De plus, plusieurs lignes resonantes apparaissent, qui sont les
resultats des interactions entre l'orbite periodique de petite axe et les resonances des systemes
plans. D'autre part, l'orbite periodique de l'axe moyen est partiellement hyperbolique pour
toutes les valeurs des parametres de perturbation correspondants. Alors, elle genere aussi une
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petite zone chaotique (au bord inferieur des applications). Tous ces aspects sont clairement
visibles sur l'espace des conditions initiales, ou, comme auparavant, la plupart des conditions
correspondant a des orbites chaotiques sont localisees au voisinage du systeme plan forme par
les variables associees au petit axe et a l'axe moyen du systeme. Dans les premieres deux
applications, nous remarquons des lignes resonantes qui sont originaires du systeme plan forme
par les variables associees a l'axe moyen et au petit axe (lignes verticales (3,0,-2) et (5,0,-3))
et d'autres lignes qui apparaissent a cause du couplage. Ces resonances sont aussi visibles
dans l'espace des conditions initiales, apparaissant comme une toile d'araignee qui penetre a
l'interieurs des regions regulieres.
Sur la Figure 4.6c, nous remarquons l'apparition de la ligne resonante (2,0,-1), qui est liee
a l'hyperbolicite de l'orbite periodique de grande axe et la bifurcation de l'orbite periodique
2:0:1 du systeme plan. Alors, la zone chaotique est etendue jusqu'a cette partie du diagramme,
representee par les regions grises au voisinage de cette orbite. Elle occupe aussi la partie
de l'espace des conditions initiales proche du systeme plan forme par les variables associees au
grand et au petit axe (Figure 4.8c). L'eet du recouvrement des resonances est plus apparent au
voisinage de l'orbite periodique du petit axe dans la partie gauche de l'application. Finalement,
avec l'amplication de la perturbation, le recouvrement des tous ces tores resonants genere une
zone chaotique assez large. Les regions qui apparaissent moins irregulieres au centre de l'espace
des conditions initiales correspondent a des orbites qui sont piegees par des tores resonants
qui viennent d'e^tre detruits
4
(Figure 4.8d). Ces lignes s'intersectent sur l'orbite periodique
3:4:5. D'autre part, le voisinage de l'orbite periodique de grand axe est reguliere, l'orbite etant
elliptique dans ce cas (Section 2.3.1). Pour cette derniere application, ou les regions chaotiques
s'etendent dans un echelle assez grand, le parametre de triaxialite T
p
est egale a 0.5 et le rapport
entre le petit et le grand axe c=a est egale a 1/5, approximativement.
Orbites \tube"
Tandis que la zone de circulation peut e^tre representee en choisissant des conditions initiales sur
une surface qui correspond a un moment cinetique initial nul, (en posant, par exemple, tous les
valeurs des variables des positions ou des moments egales a zero), la situation est beaucoup plus
complexe pour les zones de libration. Dans ces regions, les composantes du moment cinetique
varient dans une grande gamme des valeurs initiales. Alors, sur chaque plan des conditions
initiales produits en annulant trois variables qui ne sont pas conjuguees et en evoluant dans
les trois autres, sur la varietes d'energie constante, nous n'attendons pas de representer un
seul type d'orbite. En eet, nous somme capable de distinguer le type d'orbite genere par
chaque condition initial a travers les frequences d'amplitude maximale des approximations
quasi-periodiques. Les regions occupees par des orbites dierentes, sont tracees sur la Figure
4.9 pour les 6 plans des conditions initiales qui restent, en choisissant deux rapport axiaux
proche du cas spherique (q
1
= 1:1 et q
2
= 0:9). Les zones remplies par des orbites \bo^te" sont
representees par des espaces vides, les points ns representent les orbites \tube interieur de
grand axe", et les regions grises sont occupees par des orbites \tube exterieur de grand axe" et
des orbites \tube de petite axe", respectivement. Les points gras correspondent a des orbites
chaotiques qui bornent les dierents types des mouvements quasi-periodiques. Rappelons que
les variables des positions x, y et z sont associees au moyen, grand et petit axe, respectivement,
4
Suivant les travaux de MacKay et al. [123], pour des valeurs critiques de la perturbation, les tores se
detruisent en formant des ensembles de Cantor et les orbites sont pieges au voisinage de ces objets
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Figure 4.9 : Plans des conditions initiales representant les regions occupees par des dierents
types d'orbites, pour q
1
= 1:1 et q
2
= 0:9. Ces plans sont construits en xant trois variables
a zero et en faisant evoluer les trois variables qui restent : (a) positions associees au moyen
et petit axe et moment associe au grand axe (x
0
; z
0
; Y
0
), (b) positions associees au grand et a
l'axe moyen et moment associe au petit axe (x
0
; y
0
; Z
0
), (c) positions associees au grand et au
petit axe et moment associe a l'axe moyen (y
0
; z
0
; X
0
), (d) position associee au grand axe et
moments associes au petit et a l'axe moyen (y
0
; Z
0
; X
0
), (e) position associee au petit axe, et
moments associes au grand et a l'axe moyen (z
0
; Y
0
; X
0
) et (f) position associee a l'axe moyen
et moments associes au grand et au petit axe (x
0
; Y
0
; Z
0
)
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pour les rapports axiaux choisis.
Comme nous avons mentionne ci-dessus, la repartition des dierents types d'orbites sur ces
images peut e^tre elucidee a travers les composantes du moment cinetique initial (voir aussi
[170]). Pour le couple des parametres de perturbation choisi, les composantes paralleles au
moyen, grand et petit axe de l'espace de conguration sont representees par L
M
= yZ   zY ,
L
L
= xZ zX et L
S
= xY  yX , respectivement. Plus precisement, les composantes paralleles
au petit et au grand axe jouent un ro^le important sur la structure hamiltonienne du systeme :
elles correspondent aux integrales des hamiltoniens integrables, dont la perturbation genere les
orbites \tube", comme nous avons montre dans les equations (4.2){(4.4). En eet, ceci est en
relation etroite avec la caracterisation physique des orbites, c.-a-d. leur forme dans l'espace de
conguration.
Les diagrammes peuvent e^tre divises en trois groupes, suivant les valeurs des composantes
du moment cinetique. Les espaces des conditions initiales representes sur les Figures 4.9a et
4.9d correspondent generalement a des valeurs initiales non-nulles des composantes du moment
cinetique paralleles au moyen et au petit axe. Le moment cinetique de l'axe moyen n'est pas lie
aux mouvements quasi-periodiques du systeme : la perturbation du systeme axisymetrique sur
la surface formee par les variables associees au grand et au petit axe ne cree pas des orbites quasi-
periodiques a cause de l'hyperbolicite partielle de l'orbite periodique circulaire correspondante
(voir Section 4.2.2). Au contraire, la composante du moment cinetique associe au petit axe est
liee avec la production des orbites \tube de petit axe". En outre, ces plans contiennent quelques
orbites \bo^te" aussi, pour des petites valeurs du moment cinetique initial, qui correspondent
aux coins bas gauche et droite des gures, c.-a-d. pour des conditions initiales qui correspondent
a des petites valeurs des variables de l'axe moyen x
0
et X
0
, respectivement.
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Figure 4.10 : Applications frequence pour des orbites \tube de petit axe" et des orbites \tube
exterieur de grand axe" q
1
= 1:1 et q
2
= 0:9
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Les plans des conditions initiales representes sur les Figures 4.9b et 4.9e correspondent a
des valeurs non-nulles de la composante du moment cinetique suivant le grand axe. Alors,
naturellement, des orbites \tube exterieur de grand axe" sont produites, jusqu'au moment ou
le moment cinetique initial de grand axe atteint une valeurs critique, pour laquelle les variables
associees au grand axe commencent la circulation. Ces regions, qui correspondent a des valeurs
assez importantes de la variable des positions associee au grand axe y, sont occupees par des
orbites \tube interieurs de grand axe" (voir Tableau 4.6). Comme auparavant, les conditions
initiales, pour lesquelles le moment cinetique dispara^t, generent des orbites \bo^te".
Finalement, sur les plans (y
0
; z
0
; X
0
) et (x
0
; Y
0
; Z
0
), la situation est plus compliquee : les
deux composantes du moment cinetique paralleles au grand et au petit axe acceptent des valeurs
initiales non-nulles. Alors, d'orbites de tous les genres sont produites (voir Figures 4.9c et f),
suivant quelle composante du moment cinetique est dominante. En eet, des orbites \tube de
petit axe" occupent la region qui correspond a des valeurs elevees de la composante du moment
cinetique initial, c.-a-d. dans le cas ou les produits z
0
X
0
(Figure 4.9c) ou x
0
Z
0
(Figure 4.9f)
atteignent des grandes valeurs. Les orbites \tube exterieur de grand axe" apparaissent quand le
moment cinetique de grand axe, c.-a-d. les produits x
0
Y
0
ou y
0
X
0
sont larges pour chaque plan,
respectivement. Quand les variables associees au grand axe atteignent des valeurs qui perme-
ttent la circulation suivant cette direction, les orbites deviennent des orbites \tube interieurs
de grand axe". Finalement, les \bo^te" sont connees sur les regions ou les composantes du
moment cinetique sont proches de zero.
Un aspect dynamique important du systeme qui etait peu etudie dans les travaux precedents
est l'existence des zones chaotiques qui separent les dierents types des mouvements quasi-
periodiques, a l'interieur des zones de libration du systeme. En eet, comme nous avons men-
tionne dans le cas des orbites \bo^te" (voir Section 4.3.2), l'existence des ces regions est en
relation avec la stabilite des orbites periodiques rectilignes. Pour les valeurs des rapports axi-
aux employes, l'orbite periodique de grand axe est lineairement elliptique, tandis que les orbites
periodiques de moyen et de petit axe sont simplement et doublement hyperboliques, respective-
ment (Figure 2.4). Comme nous avons souligne dans la Section 4.3.2, la perturbation des
hamiltoniens a 1 degre de liberte associes a ces orbites, en ajoutant 2 dimensions asymetriques,
creent une variete stable et une variete instable de dimension 2, dans le cas de l'orbite par-
tialement hyperbolique, et de dimension 3, dans le cas de l'orbite hyperbolique { hyperbolique.
Dans chaque cas, la variete stable intersecte transversalement avec la variete instable correspon-
dante et des zones chaotiques sont produites, qui peuvent e^tre elargies avec l'amplication de la
perturbation. Les traces des ces regions, et specialement de la zone generee par la perturbation
du systeme forme par les variables associees au petite axe, sont en eet tres apparentes sur les
plans des conditions initiales de la Figure 4.9.
Plus precisement, sur les Figures 4.9a et d, la zone chaotique generee par l'orbite periodique
de petit axe separe les orbites \bo^te" par les orbites \tube de petit axe". De plus, a cause
de l'hyperbolicite partielle de l'orbite periodique de l'axe moyen, il existe aussi une petite zone
chaotique, au moins pour des conditions initiales tres proches du systeme cree par les variables
associees a l'axe moyen et au grand axe. Sur les Figures 4.9b et e, la zone chaotique generee par
la perturbation de l'orbite periodique de petit axe apparaissent dans trois regions de l'espace
des conditions initiales. La petite region chaotique au voisinage de l'orbite periodique de l'axe
moyen est superposee avec la zone chaotique produite par la perturbation de l'orbite periodique
de petit axe sur la partie exterieure, la partie droite et la partie inferieure de chaque diagramme,
respectivement. Notons que les varietes perturbees de l'orbite periodique de petit axe bornent
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Figure 4.11 : Plans des conditions initiales dans les positions associees a l'axe moyen et au grand
axe occupes par les deux familles d'orbites \tube de grand axe" et des orbites \bo^te", pour
des valeurs dierentes des parametres de perturbation (a) q
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les dierents types d'orbites, en separant aussi les orbites \tube interieur de grand axe" en deux
parties. Ce phenomene est aussi tres apparent sur les deux dernieres gures (Figures 4.9c et f),
ou les zones chaotiques generees a cause de l'hyperbolicite de l'orbite periodique de petit axe
separe les quatre types d'orbites.
D'autre part, dans le cas de l'espace des conditions initiales sur les variables des positions
associees au moyen/petit axe et au moyen/grand axe, la region chaotique s'eteint le long du
petit et du grand axe du systeme, respectivement, a cause de l'hyperbolicite partielle de l'orbite
periodique \circulaire" du systeme plan correspondant. Nous avons deja indique (Section 2.3.3
et 3.2.2) que dans le cas plan integrable (pour des valeurs des variables associees a l'axe moyen
egales a zero et un rapport axial egale a 1), il existe une famille d'orbites quasi-periodiques,
parametrees par la valeur constante du moment cinetique, qui tournent autour de l'orbite circu-
laire (voir Figure 2.5). Dans le cas du systeme complet, (en posant les variables de l'axe moyen
legerement dierentes de zero), ces orbites correspondent a une famille a un parametre des
tores hyperboliques, ce qu'on appelle des tores moustachus. Cresson [50] a donne un resultat
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rigoureux en ce qui concerne l'existence et la persistance d'un grand nombre de ces tores dans
le cas du systeme triaxial, pourvu que le rapport axial entre le petit et l'axe moyen est susam-
ment proche de 1, dans le sens de la theorie KAM. De plus, il a prouve que, sous ces hypotheses
et comme la deuxieme integrale est detruite (le moment cinetique), pour chaque tore mous-
tachu, il existe un certain voisinage dans lequel la variete stable de chaque tore hyperbolique
s'intersecte transversalement avec la variete instable du tore hyperbolique initial. Alors, une
cha^ne de transition est formee, a travers laquelle les orbites peuvent diuser, un processus
qu'on appelle diusion d'Arnol'd [5], [6]. Le systeme logarithmique fournie un parmi les rares
exemples decouverts jusqu'a maintenant pour lesquels l'existence des orbites d'instabilite peut
e^tre demontree rigoureusement, me^me si ce type de diusion doit e^tre extre^mement lente pour
avoir une inuence sur la physique des galaxies. Neanmoins, quand la perturbation augmente,
cette instabilite est responsable pour les regions chaotiques sur les Figures 4.9a et c, pour des
conditions initiales tres proche du systeme plan sur la surface formee par les variables associees
au petit et au grand axe (pour des petites valeurs des variables de l'axe moyen).
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Figure 4.12 : Plans des conditions initiales dans les positions associees a l'axe moyen et au petit
axe occupes par les deux familles d'orbites \tube de grand axe" et des orbites \bo^te", pour
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Faisons maintenant quelques remarques en ce qui concerne la repartition des orbites quasi-
periodiques sur les plans des conditions initiales. En eet, ces gures sont tres similaires aux
diagrammes des classications dans l'espace des phases des systemes de Stackel, projetes sur une
surface d'energie constante [56], [178], [91], [170]. Dans ces cas, cependant, le plan forme par les
conditions initiales des variables associees au grand et au petit axe peut couvrir le comportement
dynamique possible du systeme. Au contraire, dans le cas du systeme logarithmique (et du
modele \scale free") ceci n'est pas vrai. Schwarzschild [170] a eectue son etude pour les orbites
\tube" du systeme \scale free" sur ce plan, en supposant que la majorite des orbites doivent
le traverser. Neanmoins, dans notre cas, nous pouvons montrer en examinant les gammes des
nombres de rotation des orbites sur chaque plan des conditions initiales, que presque toutes les
orbites possibles peuvent e^tre obtenues en choisissant des conditions initiales sur deux plans :
l'un forme par les conditions initiales dans les variables des positions associees au grand et a
l'axe moyen, pour les orbites \tube de grand axe" (Figure 4.9a), et un deuxieme forme par les
conditions initiales dans les variables des positions associees au petit et a l'axe moyen (Figure
4.9c), pour l'etude des orbites \tube de petit axe". Ce choix semble plus approprie, comme il
est aussi dicte par l'approche perturbative que nous avons suivi pour expliquer l'existence de
ces orbites (Section 4.2.2).
5
En eet, la complexite des espaces des conditions initiales montre que les coordonnees
cartesiennes ne fournissent pas une parametrisation adequate pour l'etude des zones de libration.
Des plus, a cause de la symetrie par rapport au moment cinetique, les me^mes orbites \tube"
peuvent e^tre produites dans des endroits dierentes du me^me plan des conditions initiales.
Pour les orbites \tube de petit axe" et \tube exterieur de grand axe", il sut d'examiner les
valeurs initiales du moment cinetique [170]. Ces quantites prennent des valeurs similaires dans
deux parties dierentes des plans des conditions initiales qui sont \symetriques" par rapport
a une courbe qui correspond a des valeurs maximum du moment cinetique. Cette courbe
passe par les deux orbites periodiques \circulaires" des problemes plans, dont les conditions
initiales se trouvent sur les axes des plans des conditions initiales. Cette ligne designe des
orbites qu'on appelle des orbites \tube" minces parce qu'elles sont produites par une petite
perturbation des orbites periodiques planes correspondantes [91]. Pour les orbites \tube de
petit axe" et \tube exterieur de grand axe", une meilleur parametrisation pourrait e^tre fournie
par les coordonnees polaires du systeme plan correspondant, comme pour les orbites \boucle"
du systeme plan (Section 3.7), et en prenant des conditions initiales suivant les composantes
du moment cinetique. Neanmoins, cette transformation ne peut pas e^tre appliquee dans le cas
des orbites \tube interieur de grand axe" qui sont separes par la zone chaotique associees a
l'orbite periodique de petit axe. Ce qui semble d'e^tre plus ennuyeux est que me^me dans le
cas des orbites \tube de petit axe" et \tube exterieur de grand axe" les coordonnees polaires
n'ameliorent pas substantiellement la parametrisation des zones de libration. Ce dernier fait
etait tres apparent dans les simulations numeriques dirigees pour produire des applications
frequence pour ces zones, comme dans le cas des orbites \bo^te". En eet, pour les orbites
\tube de grand axe", l'application frequence est :
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5
Notons que le plan choisi par Schwarzschild est traversee par tous les types d'orbites et donc elle peut e^tre
choisi pour tester l'auto-consistance du modele, sans perdre beaucoup d'information.
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ou L
L
et L
M
sont les composantes du moment cinetique paralleles au grand et a l'axe moyen.
Une expression similaire peut e^tre formulee pour les applications frequence correspondant aux
orbites \tube de petit axe", avec un changement des variables approprie. Nous avons reussi de
produire des applications frequence seulement pour des rapports axiaux qui sont tres proches
du cas spherique (Figure 4.10). En eet, quand la perturbation augmente, la determination de
la frequence fondamentale des certaines orbites devient extre^mement dicile, me^me dans les
variables polaires (nous ne pouvons la retrouver dans les premiers 20 termes de l'approximation
quasi-periodique). Malheureusement, il n'y a pas une solution simple pour ce probleme. La
construction des formes normales numeriques, mise a part qu'elle est assez laborieuse, il y
a de doute si elle pourrait ameliorer la convergence de series (Section 3.5.3). D'autre part
la methode de moyennisation (voir Section 4.2) a besoin des integrations numeriques assez
longues. En outre, la construction des applications frequence pour les zones de libration n'est
pas essentielle pour etudier la dynamique globale du systeme. Les resonances importantes dans
ces regions sont assez limitees (voir Figure 4.10) et occupent une petite fraction de l'espace
des phases. De plus, quand la perturbation augmente, les conditions initiales correspondant a
des mouvements quasi-periodiques se reduisent, et des regions chaotiques occupent des parties
larges de l'espace des phases.
Ce qui semble crucial pour la comprehension de la dynamique des orbites \tube" est de
pouvoir distinguer les conditions initiales qui generent des orbites quasi-periodiques par ceux
qui correspondent a des mouvements chaotiques. Comme nous avons mentionne, dans des
etudes precedentes, ceci etaient tente a travers le calcul des exposants de Lyapounov [170],
[132]. L'analyse en frequence fournie une solution alternative elegante et beaucoup plus ecace
: comme dans le cas des orbites \bo^te", nous pouvons representer le taux de diusion sur les
plans des conditions initiales pour le me^me groupe de rapports axiaux du Tableau 4.8. Les
parametres de diusion pour les orbites \tube" sont calcules a travers la derive temporelle
des rapports des frequences d'amplitudes maximales fournies par l'application de l'analyse en
frequence sur chaque orbite pour deux integrations successives. Nous devons juste souligner
que ces rapports ne sont pas les vrais nombres de rotation des orbites \tube", les coordonnees
cartesiennes et leurs moments conjuguees etant resonantes dans ce cas. En depit de ce fait,
l'information en ce qui concerne la stabilite ou non de l'orbite est apparente me^me dans ces
frequences.
Sur les Figures 4.11 et 4.12, nous presentons les taux de diusion sur les plans formes par les
variables des positions associees au moyen/grand axe et au moyen/petit axe, pour le premier
groupe de parametres de perturbation (Tableau 4.8 - voir aussi Figure 4.3 pour l'espace des
conditions initiales des orbites \bo^te"). Notons d'abord que, sur la Figure 4.11, la majorite des
conditions initiales correspondent a des orbites \tube de grand axe" et quelques orbites \bo^te"
limitees a la region extre^me exterieure, proche des limites de l'espace des phases. La region
chaotique principale generee par l'orbite periodique rectiligne de petite axe est apparente dans
trois endroits (partie droite, partie gauche superieure et partie gauche inferieure). L'extension
de la zone chaotique pour des valeurs proches du maximum de la variable associee a l'axe moyen
est due a l'hyperbolicite partielle de l'orbite periodique rectiligne qui oscille le long de cet axe.
De plus, les tores partiellement hyperboliques generes pour des petites perturbations du systeme
plan sur la surface formee par les variables de petit et de grand axe font appara^tre la petite
zone chaotique, pour des petites valeurs initiales de la variable associee a l'axe moyen. Sur la
Figure 4.11a, les traces des quelques lignes resonantes apparaissent au milieu du diagramme.
Ces lignes sont symetriques par rapport a la courbe imaginaire correspondant a des valeurs
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Figure 4.13 : Plans des conditions initiales dans les positions associees a l'axe moyen et au grand
axe occupes par les deux familles d'orbites \tube de grand axe" et des orbites \bo^te", pour
des valeurs dierentes des parametres de perturbation (a) q
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maximales du moment cinetique. Dans tous les quatre diagrammes, les varietes perturbees de
l'orbite periodique hyperbolique dans la partie superieure et la partie droite inferieure separent
en deux les conditions initiales qui produisent les orbites \tube interieur de grand axe". De
plus, ces courbes des conditions initiales, qui correspondent a des orbites irregulieres, separent
les orbites \tube interieur de grand axe" par les orbites \tube exterieurs de grand axe" et les
\bo^te". A part les mouvement fortement chaotiques qui correspondent aux instabilites creees
par les orbites periodiques principales, il y a des regions assez grandes ou le mouvement n'est ni
quasi-periodique ni fortement chaotique, au moins pour les derniers trois cas des rapports axi-
aux (Figures 4.13b, c et d). Ce dernier fait montre que l'extension des zones chaotiques dans les
zones de libration etait generalement sous-estimee. Avec l'augmentation de la perturbation, la
fraction des orbites qui semblent quasi-periodiques diminue. Sur la derniere gure specialement
(Figure 4.13d), les regions chaotiques s'eteignent jusqu'a la partie du diagramme proche de
l'orbite periodique rectiligne de grande axe (pour des valeurs maximales de la variable corre-
spondante) du fait qu'elle devient partiellement hyperbolique pour ces valeurs des parametres
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Figure 4.14 : Plans des conditions initiales dans les positions associees a l'axe moyen et au petit
axe occupes par les deux familles d'orbites \tube de grand axe" et des orbites \bo^te", pour
des valeurs dierentes des parametres de perturbation (a) q
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de perturbation. Ce comportement est assez dierent de ce que nous avons remarque pour les
orbites \boucle" du systeme plan, ou les regions chaotiques etaient limitees au voisinage de
l'orbite periodique instable de petit axe (Section 3.7).
Sur la Figure 4.12, la majorite des orbites sont des orbites \tube de petit axe", en dehors de la
zone proche de l'orbite rectiligne de grand axe (pour des petites valeurs des variables associees
au grand axe et a l'axe moyen). Les orbites \bo^te" sont toujours separees par les orbites
\tube de petit axe" suivant une courbe des conditions initiales correspondant a des orbites
chaotiques correspondant aux varietes perturbees de l'orbite periodique de petit axe. En sus
de la zone correspondant a la perturbation des tores partiellement hyperboliques du systeme
plan forme par les variables associees au petit et au grand axe, les regions chaotiques generees
par l'orbite periodique de petit axe sont etendues le long du petit axe (pour des petites valeurs
de la variable de l'axe moyen). Sur ces gures (specialement sur la Figure 4.12a) nous pouvons
apercevoir plusieurs lignes correspondant a des resonances qui semblent e^tre originaires de la
zone chaotique au voisinage de l'orbite periodique de petit axe. Elles presentent une certaine
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Figure 4.15 : Plans des conditions initiales dans les positions associees a l'axe moyen et au grand
axe occupes par les deux familles d'orbites \tube de grand axe" et des orbites \bo^te", pour
des valeurs dierentes des parametres de perturbation (a) q
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symetrie car, comme nous avons mentionne ci-dessus, des valeurs egales du moment cinetique
initial produisent les me^mes orbites dans deux endroits dierents des plans des conditions
initiales. D'autre part, l'amplication de la perturbation augmente la proportion des conditions
initiales correspondant a des orbites chaotiques. En outre, a cause du changement des rapports
axiaux, les \bo^te" occupent une region plus grande. Comme auparavant, pour q
1
= 1:25 et
q
2
= 0:9, (Figure 4.13d), nous pouvons discerner la petite zone chaotique creee au voisinage de
l'orbite periodique de grand axe, a cause de son hyperbolicite partielle.
Sur les Figures 4.13 et 4.14 nous presentons les plans des conditions initiales pour le deuxieme
groupe de rapports axiaux. Dans ces cas, la plupart des conditions initiales conduisent a des
mouvements chaotiques. Ce dernier fait est en accord avec le comportement des orbites \bo^te"
dans les espaces des conditions initiales correspondants (Figure 4.5). Pour les rapports axiaux
q
1
= 1:50 et q
2
= 0:90 (Figures 4.13c, 4.14c) ou toutes les orbites periodiques rectilignes sont
hyperboliques, nous remarquons une tres grande proportion des conditions initiales qui corre-
spondent a des mouvements chaotiques. Sur les gures representant les plans des conditions
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initiales des variables de position associees a l'axe moyen et au grand axe, nous pouvons re-
marquer une region au milieu des applications qui semble plus reguliere et separe les orbites
\tube interieur de grand axe" par les deux autres types d'orbites. D'autre part, les regions
qui correspondent aux orbites \tube de petit axe" sont diminuees a cause du changement des
rapports axiaux. En eet, dans le dernier diagramme, pour q
1
= 2:25 et q
2
= 0:9, les orbites
\tube de petit axe" representent une petite fraction des conditions initiales, proches des valeurs
maximales de la variables de position associee a l'axe moyen.
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Figure 4.16 : Plans des conditions initiales dans les positions associees a l'axe moyen et au petit
axe occupes par les deux familles d'orbites \tube de grand axe" et des orbites \bo^te", pour
des valeurs dierentes des parametres de perturbation (a) q
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Finalement, les plans des conditions initiales representes sur les Figures 4.15 et 4.16 corre-
spondent au dernier groupe de parametres de perturbation. Comme dans le premier groupe
de rapport axiaux (Figures 4.11 et 4.14), les regions chaotiques sont concentrees proches des
orbites instables, pour des petites perturbations et sont ampliees considerablement dans le
dernier diagramme, pour q
1
= 1:20 et q
2
= 0:75, au moins dans le cas des orbites \tube de
grand axe" (Figure 4.15d). Les plans des conditions initiales occupes par des orbites \tube
de petit axe" et quelques orbites \bo^te" semblent plus regulieres. Un aspect tres interessant
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est l'apparition des traces des lignes resonantes qui forment un certain triangle dans la par-
tie inferieure des diagrammes. Pour le dernier couple de parametres de perturbation (Figure
4.16d), ces lignes se recouvrent avec la region chaotique principale generee par l'orbite hyper-
bolique de petit axe. Dans ce dernier diagramme, nous pouvons aussi remarquer quelques lignes
resonantes provenant de l'orbite periodique de l'axe moyen qui est partialement hyperbolique,
pour les rapports axiaux correspondants.
Conclusion
Plusieurs etudes avaient deja tente d'eclairer le comportement dynamique des modeles galac-
tiques triaxiaux. Neanmoins, comme on ne disposait pas d'un outil adequat pour la visualisation
de l'espace des phases des systemes a 3 degres de liberte, notre connaissance etait emaillee des
nombreuses lacunes. L'analyse en frequence basee sur le formalisme hamiltonien approprie cree
des nouvelles perspectives pour la clarication de ces problemes. Dans ce travail nous avons
poursuit deux objectifs. D'abord, nous visions a etablir le lien entre des idees modernes de
la theorie des systemes dynamiques et la dynamique galactique. Le deuxieme but etait de
fournir une image detaillee d'un potentiel galactique bien connu an de construire une base
solide pour aborder certains problemes theoriques, qui sont latents depuis des annees, comme
l'auto-consistance des modeles employes et le ro^le joue par les orbites chaotiques.
Notre etude a porte sur l'interpretation de la dynamique du potentiel logarithmique, un
membre special de la famille des galaxies a loi de puissance [68]. Ces modeles presentent
des caracteristiques physiques et des proprietes observables communes [69]. De plus, certaines
particularites dynamiques de ces modeles, comme les symetries de l'espace des phases, les points
xes, les orbites periodiques principales et les cas integrables, sont identiques. Nous pouvons
alors conjecturer que, pour des raisons topologiques liees a la forme des surfaces equipotentielles,
la plupart des aspects dynamiques d'un membre de ce famille sont generiques pour tous les
autres potentiels a loi de puissance, avec un ajustement approprie des parametres en jeu (voir
aussi [61]). Ces caracteristiques dynamiques exposees dans la Section 2.3 sont determinantes
pour la dynamique du potentiel modele.
Avant d'aborder le probleme triaxial, il nous semblait fondamental d'etudier d'abord le cas
plan du potentiel logarithmique. Nous avons concu cette premiere approche comme une etude
de faisabilite pour l'application de la methode en dynamique galactique. En outre, nous voulions
explorer la possibilite de trouver des variables plus adequates pour l'etude de la dynamique du
systeme.
Le hamiltonien du systeme logarithmique plan ne peut pas e^tre exprime d'une maniere
evidente comme une perturbation d'un hamiltonien integrable, mais son espace des phases
peut e^tre separe dans deux regions correspondant aux orbites \bo^te" (circulation) et \boucle"
(libration), respectivement. Nous avons etabli alors les liens entre les perturbations des cas
integrables du systeme (modeles rectilignes et central) avec ces deux types d'orbites (Section
3). Suivant la methode d'Henrard [88], nous avons construit numeriquement, pour chaque type
de mouvement, une transformation de l'espace des phases en variables action-angle associees
aux hamiltoniens integrables correspondants. Alors, nous avons montre numeriquement que la
frequence obtenue par l'analyse en frequence concide avec la frequence des tores KAM con-
jugues, ce qui etait ensuite prouve rigoureusement par Laskar [110]. En eet, pour chaque
condition initiale, la serie quasi-periodique peut e^tre consideree comme une parametrisation
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precise du mouvement sur les tores voisins (Section 3.5). Chose etonnante, les variables action-
angle n'ont pas beaucoup ameliore la precision sur la determination des frequences fondamen-
tales. De plus, la perturbation etant augmentee (Figure 3.8), elles perdent leurs avantages
initiaux. C'est pourquoi que nous avons decide d'appliquer l'analyse en frequence sur les vari-
ables originales (x;X; y; Y ) pour etudier les orbites \bo^te" et faire une transformation simple
en coordonnees polaires (r; R; ;), dans le cas des orbites \boucle". Ceci met en evidence
un avantage supplementaire de l'analyse en frequence qui peut e^tre souvent utilisee comme
une \bo^te noire" pour des systemes dynamiques assez varies, contrairement a la recherche des
variables action-angle adaptees. En eet, les frequences obtenues par l'analyse en frequence
peuvent e^tre considerees comme des integrales numeriques de chaque orbite quasi-periodique.
Apres avoir demontre la abilite de la methode, nous avons construit et analyse les ap-
plications frequence du probleme plan (equations (3.54) et (3.55)). Ainsi, nous avons etudie
globalement le comportement dynamique du probleme, representant les regions regulieres et
chaotiques et leur evolution par rapport au parametre de perturbation q (Figures 3.11, 3.12,
3.14, 3.15 et 3.18). Toutes les resonances importantes sont visualisees avec leur taille correspon-
dante sur une simple representation a 1 dimension. Nous devons aussi noter que l'analyse en
frequence peut fournir des informations sur le comportement des orbites pour des temps beau-
coup plus courts par rapport aux approches classiques. Alors tous nos resultats etaient calcules
pour des temps physiques correspondant a 100 periodes orbitales. Des que les resonances sont
identiees, les orbites periodiques correspondantes peuvent e^tre facilement calculees (Figure
3.19). La possibilite d'obtenir toutes les orbites periodiques est interessante pour la construc-
tion des distributions de densite dans des problemes axisymetriques, suivant la methode de
Contopoulos et Grsbol [42], [43].
L'etude du systeme plan etait un premier pas pour la clarication de la dynamique complexe
du systeme logarithmique triaxial. En eet, dans ce cas, l'espace orbitale du systeme contient
4 categories principales d'orbites : les 3 types des \tube" et les orbites \bo^te". Comme pour le
probleme plan, la decomposition quasi-periodique des orbites, nous a permis d'elucider la con-
nexion de chaque type d'orbite avec des perturbations des cas integrables (Section 4.2). An
d'avoir une image globale du comportement dynamique du systeme nous avons construit des
applications frequence pour un grand nombre de rapports axiaux (Section 4.3). L'utilisation
des rapports axiaux comme des parametres de perturbation est dictee par des arguments dy-
namiques et physiques. En outre, nous ne perdons pas d'information en xant l'energie a
une valeur constante, comme nous pouvons avoir un comportement dynamique similaire pour
n'importe quel niveau d'energie, avec un rearrangement convenable des rapports axiaux.
Les applications frequence pour la region de circulation de l'espace des phases (orbites
\bo^te") ont revele les zones chaotiques importantes creees par les intersections homoclines des
varietes perturbees des orbites periodiques principales et specialement de l'orbite periodique
rectiligne qui oscille le long du petit axe de l'espace de conguration. Me^me si l'instabilite
de cette orbite etaient connue depuis longtemps [14], son inuence dynamique n'etait ja-
mais discutee dans le cadre des systemes dynamiques modernes et son ampleur etait sous-
estimee. Plusieurs instabilites etant introduites a cause de l'addition de la troisieme dimen-
sion, les regions chaotiques sont tres apparentes me^me pour des systemes proches des cas
axisymetriques. Il faut souligner que l'integration numerique assure une distinction precise
entre les mouvements reguliers et les mouvements chaotiques, ce qui n'etait pas le cas dans les
etudes precedentes. De plus, les applications frequence representent l'espace naturel pour la
visualisation des phenomenes dynamiques associes a des systemes multidimensionnels .
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En eet, l'espace des phases du systeme est beaucoup plus complique de ce qu'il etait
predit dans des etudes anterieures, qui ont mis en evidence seulement l'existence des quelques
orbites periodiques (des points de l'espace des frequences correspondant a des resonances).
Cependant, l'existence des resonances plus compliquees entre les frequences fondamentales du
mouvement etait completement negligee. Ces dernieres forment un reseau complique des lignes
sur les applications frequence, le reseau d'Arnold du systeme. Les lignes resonantes peuvent
e^tre concues comme la generalisation des ^les de libration du systeme plan etant perturbees par
l'addition de la troisieme dimension asymetrique. Ces lignes resonantes, qui correspondent a
des tores de dimension non-maximale, sont les familles d'orbites principales qui inuencent le
comportement dynamique du systeme. Toutes les orbites periodiques importantes sont denies
par les intersections des ces lignes. Alors, il est assez facile de denir leurs positions exactes,
comme nous avons une tres bonne approximation par l'analyse en frequence, ce qui ameliore la
convergence de n'importe quelle methode numerique.
Par la suite, nous avons etudie l'evolution dynamique du systeme par rapport a la varia-
tion des parametres de perturbation. Quand la perturbation est ampliee la zone d'instabilite
principale est augmentee et elle se recouvre avec les lignes resonantes voisines, ainsi produisant
des larges zones chaotiques. En representant chaque point de l'espace des conditions initiales
avec un certain parametre de diusion, toutes les proprietes dynamiques du systeme examinees
sur les applications frequence ont ete directement liees a l'espace physique. Nous avons re-
marque alors que les orbites chaotiques sont concentrees a proximite du systeme plan forme
par les variables associees a l'axe moyen et au grand axe, du moins pour des valeurs moderees
des parametres de perturbation. Quand la perturbation augmente, les orbites chaotiques se
repandent dans toute la region de circulation de l'espace des phases.
Dans le cas des orbites \tube", il est assez dicile de construire des applications frequence
du fait de la parametrisation inopportune de cette partie de l'espace des phases par les coor-
donnees cartesiennes et ces moments conjugues. Nous avons etudie alors la dynamique de ces
zones a travers les plans des conditions initiales. Ainsi, nous avons revele les zones chaotiques
importantes, qui separent les dierents types d'orbites et couvrent une region assez grande de
cette partie de l'espace des phases.
Ces resultats conrment que le chaos doit e^tre intrinsequement connecte avec l'addition
d'une troisieme dimension asymetrique dans un systeme bidimensionnel qui n'est pas integrable.
A part les systemes integrables du type Stackel et ces perturbations, nous pouvons deduire que
l'existence d'un grand nombre d'orbites chaotiques doit e^tre une caracteristique generique de
la dynamique des systemes galactiques triaxiaux, non seulement pour des potentiels avec des
singularites [79], [132], mais aussi des modeles avec un noyau central d'une densite constante. Un
aspect dynamique peu etudie jusqu'a nos jours est l'eet de l'inclusion d'une faible rotation dans
le hamiltonien des systemes triaxiaux, qui semble plausible pour certaines galaxies elliptiques.
Dans ce cas, des symetries par reexion du systeme sont cassees ce qui entra^ne su^rement un
elargissement des zones chaotiques.
Nos resultats, ainsi que d'autres etudes recentes [132], suggerent que l'incorporation des
orbites chaotiques dans nos modeles doit e^tre une necessite pour la construction d'une fonction
de distribution de l'espace des phases. Cette inclusion ne viole pas le fait que chaque solution
stationnaire de l'equation de Vlassov doit dependre des integrales du mouvement (voir Section
1.1.1). Me^me si Binney a utilise le dernier argument pour demontrer l'incompatibilite du chaos
dans le systeme stellaires [16], il semble evident que tout systeme hamiltonien (regulier ou pas)
respecte aux moins une integrale du mouvement, l'energie. Alors on pourrait considerer une
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fonction de distribution separee en deux parties : l'une correspondant aux orbites regulieres qui
depend des integrales du mouvement et une deuxieme pour les orbites chaotiques qui depend
seulement de l'energie (pour une discussion voir [132] et [133]).
En eet, l'inclusion des orbites chaotiques dans nos modeles semble pluto^t un probleme
technique : nous ne connaissons pas de methode de calcul des densites spatiales moyennes as-
sociees a ces orbites (voir [152], [133] pour des essais). Selon leur taux de diusion les orbites
irregulieres peuvent se distinguer en faiblement et fortement chaotique.
6
Une premiere approx-
imation est de considerer les orbites fortement chaotiques comme ergodiques et les faiblement
chaotiques comme regulieres [132]. Pour e^tre assures du comportement de chaque orbite nous
devons d'abord etudier en details le mecanisme de diusion dans l'espace des phases du systeme.
En eet, nous avons deja remarque qu'en depit du fait que quelques orbites sont fortement chao-
tiques, elles sont piegees pour des temps assez longs au voisinage des orbites periodiques ou des
tores resonants (Section 4.3.2).
Un deuxieme probleme appara^t quand on essaie de construire numeriquement des solutions
auto-consistantes en utilisant la methode classique de Schwarzschild [168] ou ses versions variees
(voir [22] et [179] pour une revue). Un inconvenient serieux de la methode remarquee par
Kuijken [103] est que les solutions fournies peuvent e^tre instables quand il y a un changement
de la partition de l'espace initialement consideree. Ce probleme doit e^tre attribue au fait que
la partition est construite dans les mauvaises variables et chaque element ne correspond pas a
des volumes egaux des tores. Mise a part du fait que l'application frequence peut e^tre un outil
tres ecace pour la visualisation de l'organisation des orbites dans l'espace des phases, nous
pouvons aussi calculer a travers les approximations quasi-periodiques des variables d'actions
numeriques qui pourraient nous aider considerablement au construction de la partition et au
calcul d'une distribution de densite.
Finalement, l'hypothese de triaxialite ayant ete recemment remise en cause par Merritt
[130], on peut se demander dans quelles mesures nos modeles engendrant des regions chaotiques
importantes sont realistes. La reponse est dicile et reste controverse. Elle presuppose une
connaissance parfaite des caracteristiques physiques du systeme, connaissance qui est assez
limitee dans le cas des galaxies. Il faut aussi souligner que les approches orbitales presentent
certaines limites. Par exemple, elles ne peuvent pas tenir compte de la nature statistique des
systemes galactiques (ce qui est fait dans les approches N -corps). En outre, en considerant que
le probleme est hamiltonien, nos etudes negligent plusieurs processus dissipatifs (la formation
des etoiles et l'inuence du gaz ou me^me les rencontres proches dans les centres des galaxies) qui
peuvent jouer un ro^le determinant a l'evolution des galaxies. Une idee interessante est l'inclusion
des forces stochastiques (aleatoires) dans les equations du mouvement du systeme (voir par
exemple [133]). Ainsi, on pourrait non seulement inclure la dissipation dans nos modeles, mais
aussi essayer d'ajouter dans le systeme un parametre d'incertitude, venant de notre peu de
connaissance de la physique des galaxies (Pfenniger, communication privee). Dans le futur,
l'evolution des techniques d'observation ainsi que des eorts theoriques sont susceptibles de
fournir un nouvel eclairage dans ces problemes stimulants.
6
La qualication commune de ces orbites en stochastiques et semi-stochastiques dans un grand nombre
d'etudes de la dynamique galactique [81], [132], [133] est trompeuse parce que la stochasticite sous-entend un
comportement markovian (aleatoire), ce qui n'est pas vrai comme nous avons remarque.
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