Abstract
Introduction 8
It is estimated that 90% of the world's trade is seaborne, due to the efficiency of shipping as a 9 mode of transport. Despite this efficiency, the sheer volume of trade means that global shipping 10 is responsible for 3.1% of anthropogenic CO 2 emissions [20] , equivalent to those of a major indus- to produce a weather margin [10] [16] , struggle to give accurate predictions which would allow 20 vessels to determine the penalties for travelling a given route.
21
Traditional techniques for power prediction at the design stage rely on computational analysis 22 of the added resistance due to waves, or on towing tank tests at model scale, see Molland et al 23 [18] . Much of the operational ship performance analysis is presently based on measured data, 24 and focuses on trying to obtain an accurate regression curve fit to the power-speed relationship 25 in calm water to provide a baseline performance [3] . It has advantages in its simplicity, but is 26 time consuming and concentrates purely on the relationship between speed and power, ignoring 27 fluctuations for weather. As it is the industry standard it is chosen as a means of comparison 28 between the developed method and those in regular use for analysing ship performance. In order 29 to derive such a regression fit, it is common to filter out performance data in waves above a certain, 30 arbitrary, height. A choice must also be made on whether to derive the curve for the remaining 31 data set, or whether to also filter for draught and vessel trim. It is extremely difficult to analyse 32 ship performance data in waves using such methods shown by Lakshmynarnyanana[11] , where the required quantity of data can be collated and also suffers from the averaging inherent in using 42 one data point to represent the operation and weather conditions from a 24hr period. These reports 43 are also reliant on observation and subject to human error. Despite these drawbacks noon reports 44 are currently used to monitor vessel status and operational efficiency. Recent improvements in 45 the ability to collect, store and transmit data allows for analysis of these different variables at 46 a much higher frequency. The extra data can be combined with recent advances in forecasting 47 environmental conditions using hindcast models to provide improved predictions. Dinham-Peren 48 and Dand [4] highlight the potential benefits and some of the problems with using these data to 49 derive performance benefits.
50
Beyond Dinham-Peren and Dand [4] there are a few other recent attempts to predict ship per-
51
formance from data measured more frequently. These papers utilise a range of techniques, e.g. reporting, are compared, using 9570 data points, after filtering, taken over 370 days. It was found 62 that the number of observations in the data set has a significant effect on uncertainty, with more 63 data reducing the uncertainty, with the observations taken at either 15 mins (continuous monitor-64 ing) or 24 hrs (noon reports). Lu et al. [16] looked at a semi-empirical addition to the method of trained on one vessels data will never be able to be used on another vessel, a vital application 1 INTRODUCTION 5 of this method. Importantly the focus of all of these approaches, marine or non-marine, is on 99 the accuracy of the power prediction, but there is limited evidence of understanding how physics 100 dependant these models are.
101
There are currently limited efforts to use machine learning tools to predict ship power from 102 real data, those that do use only a few input parameters. The focus for the available attempts is on 103 the accuracy of prediction rather than the relationship between inputs and outputs, which will be 104 vital to make the most of these tools. This paper presents an application of machine learning tools 105 on measured ship data to predict shaft power in a range of ship and sea conditions. The focus 106 will be on creating networks which approximate the relationships between inputs and outputs, (1)
The output of the neuron is y = f (a), where f is the activation function, which is selected by 140 the user from a range of pre-determined functions, in this study a sigmoid activation function is 141 used. The data was split with 70% used to train the network, 15% to test the final network with 142 and the other 15% was used for 'validation', which is a standard split for these applications. There 143 are a number of different types of neural network but here a back propagation neural network is 144 used that may be divided into 4 broad steps and a brief summary is given:
145
Step 1: Hyperparameter Selection
146
The accuracy of the network is dependent on a number of key variables, the main ones are the 147 number of hidden layers and neurons. As the number of units increases more complex relation-148 ships can be modelled by the network; the selected variables are shown in table 1 .
149
Step 2: Training
150
The training is performed using Backpropogation and scaled conjugate gradient, before which error between the estimate and actual result. This is repeated and as the weights are continually 155 changed, scaled conjugate gradient descent is used to recognise that a set of weights, as close as 156 possible to the optimal set, has been found. This is performed for all of the training data. The 157 process is then repeated for the specified number of epochs, unless the error criterion is reached 158 first.
159
Step 3: Validation
160
Validation is performed during the training process to see if it can terminate early as the net- set to stop training as an additional control to ensure there was a limit on the computational time 165 but this goal was never reached.
166
Step 4: Verification -Testing
167
Once the training process has finished, testing of the net occurs. To do this the 'untouched' test-
168
ing data is run though the network, no backpropogation occurs, the outputs are then compared to • GPS ship speed (knots)
189
• ship speed through the water (knots) (Speed Log)
190
• wave height (m)
191
• true wind speed (m/s)
192
• apparent wind direction (degrees)
193
• draught (m)
194
• trim (m)
195
• heading (degrees)
196
Training data was used to predict the shaft power (KW) of the vessels. Shaft power is the product of the shaft torque (T ) and its angular velocity (ω) which can also be expressed in terms of the RPM of the engine (N ).
Shaft power is the measure of how much power the engine transmits to the propeller via the and Log speed have a coefficient of variation of 0.3.
205
The variation in the data is apparent in Figure 2 shows that the majority of the time the vessel is facing the apparent wind nearly head on, meaning 219 the vessel is traveling faster than any wind influence or that the vessel is traveling into a head 220 wind. The average wind speed over each interval shows little variation.
221
The vessels operate in either a loaded or ballast condition. Therefore the draught tends to be 222 around one of two values, figure 4 shows the split at around 0.45 of the maximum draught values.
223
Trim, unlike draught, can be altered by the captain at any time, but it tends to be kept at one of 8
224 main values with a normalised value of 0.8 dominating. speed which loses its tail. It is interesting to note that there is more variation in the speeds the ship 255 travels at than would be expected.
256
The final data selected includes all times when the ship is docked, manoeuvering or otherwise 257 stationary. There were also periods where one variable would be constant for an unlikely length 258 of time; it was decided these were due to malfunctions of the equipment. If the shaft power,
259
ship speed, wind speed or wind direction stayed constant for more than a short period the whole 260 section would be removed from the dataset, as it was assumed to be an error in the recording.
261
Also, all of the time steps when the ship was not moving were removed -that is ship speed was 262 equal to 0. This would leave all low, or manoeuvering, speeds, which were included to maximise 263 the quantity of data available to train the network.
264
Finally, the apparent wind information was converted to true wind speed and true wind angle 265 with the equations 2 and 3.
Neural Network Parameters

268
As powering requirements for ships in waves have not been investigated using machine learn-
269
ing techniques before, it is important to provide guidance on the quality and quantity of data 
284
The results show that error decreases as both numbers of layers and numbers of neurons in- 
290
It appears that an accuracy of 7-9% is easy to achieve using a basic network and limited treatment 291 of the data. However, it is also important to understand the relationship between these results and 292 the input variables. 
Numbers of Layers
294
The dependence of the performance of the network on the number of hidden layers is inves- and testing data and it is suggested this is because the data is underfitted. Larger quantities of 304 data should allow a larger number of hidden layers to be used.
305
To look for signs of over or underfitting, and to determine whether the relationship between 306 the input variables and the power are based on physicsal laws, or whether the neural network 307 provides a function which produces a low error but gives a "black box" approximation which 308 works but is not related to the real world relationship between inputs and outputs. To see the 309 variation of the shaft power prediction for each variable the following process was followed: 2. set all but one value to be constant, the mode, 
318
At 1 hidden layer (figure 7), the speed-power graph shows a curve that is starting to represent 319 the expected behaviour, which is that as ship speed increases shaft power output increases in a ships between the input variables and power show definitive overfitting and due to the size of the 332 data being used to train these networks a larger network would be needed to show this clearly.
333
Since a network with 1 layer appears to be under-fitting and a network with 4 or 5 layers show 334 some signs of overfitting, the network that best captures the relationships in these data appear to 335 be a 2 or 3 layered network which are used in the further investigations.
336
Simulations with multiple neurons, for the same number of hidden layers, are shown in figure   337 12 and figure 13. The aim is to select a number of layers that is robust to the number of neurons,
338
giving similar trends at each simulation, as this implies the network is better at consistently iden-339 tifying fundamental relationships in the data. It can be seen that the repeatability of the network 340 is better for inputs that the power is more sensitive to, the speed correlates highly with the power 341 and the resulting speed-power curve shows robustness to the network architecture. To develop 342 physics-based networks it is the less sensitive variables that should be concentrated on. from 18 knots and above. One of the simplest explanations for this is that these ships do not spend 386 much time travelling at speeds above 18 knots, therefore less data for these regions leads to less 387 reliable predictions. As well as the simulations giving different results, there is also a drop in 388 power which suggests that the higher ship speeds require less shaft power, which does not reflect 389 the behaviour seen by vessels. In figure 9 (a) the predicted powering is higher for 0 knots than 5 390 knots, this behaviour is hard to explain in terms of expected vessel behaviour, so is most likely an 391 example of the poor extrapolation of the network. Figure 2 shows the low quantity of data in this an unsurprising correlation, but more importantly that above 18 knots of ship speed the lack of 400 data means less reliable and more importantly less accurate predictions. This means that with the 401 current dataset, predictions for ship speed above 18 knots should not be considered, but since this 402 is above standard operating conditions it is not a problem. However, the same issues occur at the 403 lower end of the data set and predictions in these regions might be more valuable, and perhaps 404 improvement in this region would reduce the average error of the prediction to below 8%.
405
To ensure this phenomenon was not purely observed for the ship speed variable, and therefore 406 the "drop off" and difference in simulations was caused by lack of data at extremities rather than 407 some other reason, the same plots were created for the wind speed, figure 16 , where the results
408
are consistent with the earlier analysis. However, there is a larger variation in these simulations,
409
indicating that the power prediction is less sensitive to this variable. Whilst the prediction of 
Quantity of data vs Error in the Net
416
With the current 2 layer, 50 neuron network an error of around 8% is common. Figure 17 shows 417 that as the amount of data increases, which has been randomly sampled from across the 27 months 418 worth of data provided, the error decreases.
419
This low error shows that the network is reliable and accurate to predict shaft power for the 420 majority of weather conditions and also shows that the network parameters are correct for the 421 nature of the data it is being trained on. This also implies that a ship only needs to be at sea for 422 2 months to produce accurate results. However, this is misleading because the data used to train 423 the network is randomly sampled from the total 27 months, meaning this will most likely include 424 a larger spread of conditions than if the months were sampled as consecutive whole months.
425
For figure 18 , multiples of months are sampled whole and consecutively, i.e. the data used for 426 the first point in figure 18 is the first 288 datapoints in the database, equating to the first days' data is available and used to train the network, the network is not exposed to nearly as wide a 438 range of conditions as through random sampling. As such, the error is significantly higher, taking It is important to note that as the number of months in figure 18 increases beyond 3 the error 448 continues to decrease and by the time nearly all of the data is used the error has dropped to around 449 8% -the same as in figure 17 . The point at which the error converges for the method used in figure   450 18 is based purely on when in the 27 recorded months of data the ship encountered sufficient range 451 of conditions. This is a function of the routes the ships operate and the time of year they are in 452 different locations. to easily create similar curves for analysis for these lesser understood variables. however, the varying torque on the propeller will change the RPM for vessel speed and power.
493
This therefore provides an additional variable related to the influence of sea state on speed and 494 power.
495
The extent to which this network represents the physics of ship performance is open to debate.
496
As concluded, the network predictions are accurate and the figures shown in the paper follow between inputs and outputs. Selecting or training for these networks will improve their transfer 528 learning abilities, including extrapolation, as the response will be physics-based, meaning that the 529 input-output combination, or similar, need not have been available in training.
530
The results show that a simple backpropogation neural network with 2 layers and 50 neurons 
