If a FIFO queue is fed by several input streams that jointly satisfy a Ž . sample path large deviation principle LDP with ''linear geodesics,'' then Ž . the cumulative departures up to a large time also satisfy the LDP with a rate function which depends in a relatively simple way on the rate function corresponding to the inputs: this was demonstrated in a recent paper by the second author. It suggests the possibility of an iterative scheme which would allow one to determine the large deviation behavior of more complicated networks. To do this, however, one would require that the linear geodesic property be preserved: in this paper we demonstrate that in general it is not preserved. This is true even in the case of a single input stream.
Introduction and preliminaries.
There has been considerable recent interest in the large deviations behavior of queueing systems. This started with the observation that for a single server queue, the tails of the queue length distribution can be characterized in terms of the large devia-Ž tions behavior of the arrivals and service processes. This is actually a classical result, originally due to Cramer in the iid case; for more generaĺ w x . statements in the context of queueing systems, see 2, 7, 8, 9 . Since then there have been many attempts to extend the theory to more complicated networks. A starting point in this quest is to consider the effect of interac-Ž . tions in a shared buffer, which is served according to a FIFO first-in᎐first-out policy. More precisely, if the arrival streams are assumed to jointly satisfy a Ž . large deviation principle LDP , then what can be said about the joint large deviation behavior of the corresponding departure streams? A partial answer w x to this question was presented in 7 , where the notion of decoupling of effective bandwidths was introduced. There it is shown that there is a region over which the large deviation rate functions for the cumulative departures and arrivals agree, and bounds are given outside that region. Chang and w x Zajic 4 consider the case of a single arrival stream and stochastic service w x rate. In 10 , a full description of the rate function for the cumulative departures is given in general, under the hypothesis that the arrival prow cesses jointly satisfy a sample path LDP with ''linear geodesics.'' Roughly speaking, this means that the most likely path to an extreme value is a straight line. It is usually assumed, or is a consequence of the stochastic model of the arrival process, that the sample paths of the arrival process U˙U Ž . Ž Ž .. satisfy a LDP with rate function of the form I s H⌳ t dt. If ⌳ is Ž . convex, then the sample path that minimizes I subject to the boundary Ž . Ž . conditions 0 s a and 1 s b is described by the straight line joining Ž . Ž . x 0, a and 1, b . This begs the question, which we will address in this paper: do the departures also satisfy this hypothesis? If so, then one could treat quite complicated networks by successive iteration of the single-buffer results w x in 10 . We know of one example where this is the case, namely if the inputs and service are independent Poisson processes and the queue is stable: then the outputs, in equilibrium, are also independent Poisson processes with the same rates as the corresponding inputs. However, we find that it is not generally the case, even when there is jut one input stream.
The remainder of this section is devoted to giving some background and a formal description of the problem. Counterexamples to the above suggestion are given in the next section.
But first we discuss some special cases when the departure process does have linear geodesics. Suppose there is a single input stream. If the service process is deterministic, then the departure process has linear geodesics. So, w x a recursive analysis of networks of such queues is possible, as in 3 . Even if the service process is stochastic, we show that, conditional on the departure rate from a queue exceeding its mean, the departure process has linear geodesics. We are typically interested in the probability of queue lengths exceeding some large threshold, and in well-designed networks this requires departure rates exceeding their mean. Therefore, we have linear geodesics in the region of interest, and so the study of networks of queues using a w x recursive approach is again feasible. Such an approach has been taken in 1 , in the context of quite general arrival and service processes and a single class of customers. We show in this paper that this approach cannot be extended easily to networks with more than one traffic class. In fact, even if the service process is deterministic and there are only two traffic types, the departure Ž process need not have linear geodesics. This is true even if we condition on . the aggregate departure rate exceeding its mean.
We now give a formal description of the problem. Consider a discrete time Ž 1 d . queue with d arrival streams X s X , . . . , X sharing an infinite buffer according to a FIFO policy with stochastic service rate C. The number of arrivals of each type in time slot k is denoted by X , while the maximum k number of customers of any type that can be served in this time slot is denoted by C . We will begin by assuming that the queue is empty at time
A j denote the total number of arrivals, and D the total n js1 n n number of departures up to time n. Assuming that the queue is work-con-serving, we have
time n, is defined as follows. Set Ž 
H2
For each g ‫ޒ‬ , the limit
Ž . Ž .
where ⌳ U is the convex conjugate of ⌳. Ž . H3 The arrival and service processes are asymptotically independent in the sense that
Ž . We refer to the hypothesis H2 as the ''linear geodesic property.'' It follows Ž .
U from H2 , the convexity of ⌳ and Jensen's inequality, that the optimal path from point to point is a straight line. Such a LDP has been shown to hold w x quite generally by Dembo and Zajic 6 : roughly speaking, it holds provided the sequence is, in some sense, stationary and mixing. Under the above w x hypotheses, it was shown in 10 that the sequence R satisfies the LDP in n L L d with good rate function given by
Ž . Ž . Here 9 follows from 2 , 10 from 3 and 11 from 4 . A denotes the Ž . Ž .
d
scaled joint arrival process, while A s q иии q denotes the aggre-Ž .Ž . gate arrival process. For the scaled processes, T t denotes the last time, arrivals up to which depart by time t. Since the queue was assumed to be empty at time 0 and the service discipline is FIFO, the departures in all the Ž .Ž . streams up to time t, denoted ⌬ t , are precisely the arrivals in all the Ž .Ž . Ž . streams up to time T t . The term ⌬ describes the scaled departure process corresponding to the scaled arrival and service processes described by . By expressing the object of interest, the scaled departure process, as a Ž . continuous function, ⌬, of the arrival and service processes, 12 sets the stage for applying the contraction principle. The contraction principle then Ž . yields the LDP in 8 for the sample paths of the departure process. Using the contraction principle once more, we obtain a LDP for the departure rate: D rn satisfies the LDP in ‫ޒ‬ d with good rate function
w x for I as in 8 . From this, it was derived in 10 that
The last result has the interpretation that the most likely path of the arrival and service processes which results in the departure process having w x mean rate z on the interval 0, n is as follows. The arrival process has rate w x Ž . w Ž . x xr␤ on the interval 0, ␤ n and rate z y x r on ␤ n, ␤ q n . The w x service rate during 0, ␤ n is c, which is greater than the aggregate arrival w x rate during this period. So the queue is empty during 0, ␤ n . The queue is w x nonempty throughout ␤ n, n , during which period the service rate, at Ž . Ž . Ž . z y x r 1 y ␤ , is no larger than the total arrival rate, which is z y x r . Therefore, the aggregate departure rate is equal to the aggregate arrival rate, w x xr␤, during the first phase, 0, ␤ n , when the queue is empty, and equal to Ž . Ž . w x the service rate, z y x r 1 y ␤ , during the second phase, ␤ n, n , when the queue is never empty. The rigorous statement underlying this intuition, w x proved in 10 , is the following:
Ž . Here, ␤, x are those achieving the infimum in 14 , and I is as defined in 8 .
The result in 14 applies to a queue started empty. A similar but more involved expression was derived for a queue in equilibrium. Under the above hypotheses, we can derive an expression for the asymptotics of the queue length distribution. The problem of extending this derivation to an arbitrary queue in a feed-forward queueing network remains open. The arrival process into any queue in such a network is an aggregate of the departure process Ž . from its predecessors or splittings thereof and possibly of an external arrival process. Therefore, the result above suggests that we approach this problem using the LDP for the departure process. This would work if the departure Ž . Ž . process also satisfied hypotheses H1 ᎐ H3 . In the next section we give examples to show that there are situations where the departure process fails Ž . to satisfy H2 , both for the queue initially empty and for the system started in equilibrium.
Counterexamples.

Single customer class.
Consider a queue with a stochastic server and Ž . Ž . a single class of customers so d s 1 . Then 14 simplifies to
where now x and z are scalars. a nonempty interval, in the interior of which they are analytic. We assume
and also that these functions are finite in a neighborhood of ␣. Without loss w x of generality, we can take ␣ to be the largest number in 0, EX for which Ž .
and also that
We shall show that in this case, the most likely departure path having
1 22
22
⌬ t s Ž . Ž . Ž .
Ž .Ž . Ž . Ž . and in particular that ⌬ 1 s ␣. Therefore, by 8 and 13 ,
Ž . The first equality above follows from 6 and 7 , the second from the Ž . Ž . that the departure process ⌬ in 22 , corresponding to the arrival process 1 and service process 2 , is not linear but has different slopes x and x in 2 1 two different periods of equal length. 
Ž . In the former case, the infimum in 27 corresponding to t s q is achieved at s s q , and so
Ž . where the inequality follows from the definition of in 26 . In the latter Ž . case, we see from the continuity of that the infimum in 27 corresponding Ž .
Ž . to t s T is achieved at s s T. So T s T and 31
T y s
Ž . where the inequality follows from 26 . Now, both 30 and 31 contradict the Ž . w x Ž . Ž . hypothesis that t s ␣ t for all t g 0, 1 . Therefore, neither 28 nor 29 Ž . can hold, implying that the infimum in 27 must be achieved at for all w x t g , 1 . This completes the proof of the lemma. I Ž .
Ž . From Lemma 1 and 26 , we obtain, using 6 , that 1
The first inequality is due to the nonnegativity of ⌳ U and ⌳ U , and the second Ž . Ž . fore, by 23 , does not achieve the infimum in 13 corresponding to z s ␣. In other words, the departure process with constant rate ␣ is not the most likely to achieve an average departure rate ␣ ; this is achieved by a process with a nonlinear path. This implies that I cannot be expressed in the form
Ž .
for any convex function ⌳ U and so the departure process does not satisfy Ž . hypothesis H2 .
The above conclusion applies to a queue started empty. We now consider a queue in stationarity. Let Q denote the queue length at time 0. It is shown 0 w x in 10 that the scaled queue lengths Q rn satisfy a LDP in ‫ޒ‬ with rate 0 function L, which is explicitly computed. For our purposes, it is enough to Ž . Ž . note that L 0 s 0 and that L q G 0 for all q ) 0. Suppose the scaled initial queue length is q, and that the scaled process of arrivals and services is Ž 1 2 . described by s , . Then, the scaled departure process up to time t is given by
Ž . where x n y denotes min x, y . Notice that since 0 s 0, we recover 10 for the departure process from an empty queue by substituting q s 0. We shall
U
have by 6 , 7 and the nonnegativity of the ⌳ that
In the latter case, we have by the continuity of that Ž .
. w x Comparing this with 24 , we see that the departure process on , 1 is identical to that from an empty queue with arrival and service processes given by . This is not surprising because the queue does, in fact, becomẽ w x empty at time by definition of . Since , restricted to , 1 , is merely ã Ž . Ž . shifted version of on this interval, I s I for restricted to this interval. Therefore, 
This holds for all initial queue lengths q G 0 and arrival and service pro-Ž . Ž . cesses that result in a linear departure process t s ␣ t. Note that 23 continues to hold for departures in equilibrium because it was derived for Ž . w x departures from an empty queue, and we have L 0 s 0; see 10 . Therefore,
which implies that, conditional on a mean departure rate of ␣ , the most likely path is not linear. Thus, even in equilibrium, the departure process does not necessarily have linear geodesics.
We end this subsection with some comments about the scope and implications of the above results. A careful look at the proof shows that the result relied on ␣ being less than EX and on the rate functions of the arrival and service processes intersecting at ␣. If the service process is deterministic, the latter cannot happen, and in this case it can be shown that the departure process has linear geodesics. This makes it possible to analyze networks of w x deterministic server queues, as in 3 . Likewise, if we consider only ␣ ) EX, then too it can be shown that the departure process conditioned on having mean rate ␣ is linear. Since we are typically interested in the problem of queue lengths exceeding some large threshold, and since in well-designed networks this requires departure rates exceeding their mean, we are usually only interested in the rate function of departures for ␣ ) EX. Since we have linear geodesics in this region, the study of networks of queues using a w x recursive approach is again feasible. Such an approach has been taken in 1 . We shall next show that neither of these features comes to our rescue when dealing with multiclass queues. In this case, the joint departure process can have nonlinear geodesics even if the server is deterministic, and even if we consider departures whose aggregate rate exceeds their mean.
Two customer classes.
Consider a queue multiplexing two customer classes and served deterministically at rate c. Suppose that customers from the first class arrive deterministically at rate a, while those of the second Ž . Ž . have a stochastic arrival process satisfying hypotheses H1 ᎐ H3 with the rate function ⌳ U . We assume that the mean aggregate arrival rate is strictly 2 less than the service rate, c. Note that the two arrival streams are trivially independent, as are the arrival and service processes. We denote the large deviations rate function of the first arrival process by ⌳ U and that of the 1 service process by Ž . there is no g A A with I -qϱ such that ⌬ s . In other words, there is no process of arrivals and services whose rate function is finite, corresponding to which is the departure process. Suppose otherwise. Let 39 and 40 , T t s a y tra, and so a y tra s bt. Ž 
Ž .
We now show that ⌳ z -qϱ for z as above. Since ) 0 was arbitrary, we assume without loss of generality that a y 2 ) 0 and define a 43
x s a q 2 b y y c, x s c y a q 2 .
Ž . Ž . Ž .
2
a y 2 Since the only requirement we imposed above was that a q b y -c, it is clear that b and can be chosen so that x G 0. Also, x ) 0 since it was 1 2 assumed that c is larger than a. Let g A A 3 be defined by a, x , c , 0 -t -1r2, Ž . Ž . ½ a, x , c , 1r2 -t -1.
Ž .
2 Since x and x are nonnegative, has nondecreasing components as 1 2 required by the definition of A A
3
. Note that a q x s 2 a q b y y c -c Ž .
1 by the hypothesis that a q b y -c, whereas ac a q x s ) c.
2 a y 2 In other words, the aggregate arrival rate a q x is less than the service rate 1 w x w x c during 0, 1r2 whereas, at a q x , it is greater than c during 1r2, 1 . Ž .
Ž
