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Abstract
The 2nite Fourier representation of a function f(x) exhibits oscillations where the function or its derivatives
are nonsmooth. This is known as the Gibbs phenomenon. A robust and accurate reconstruction method that
resolves the Gibbs oscillations was proposed in a previous paper (J. Comput. Appl. Math. 161 (2003) 41)
based on the inversion of the transformation matrix which represents the projection of a set of basis functions
onto the Fourier space. If the function is a polynomial, this inverse polynomial reconstruction method (IPRM)
is exact. In this paper, we develop the IPRM by requiring that the proper error be orthogonal to the Fourier
or polynomial space. The IPRM is generalized to any set of basis functions. The primitive basis polynomials,
nonclassical orthogonal polynomials and the Gegenbauer polynomials are used to illustrate the wide validity
of the IPRM. It is shown that the IPRM yields a unique reconstruction irrespective of the basis set for any
analytic function and yields spectral convergence. The ill-posedness of the transformation matrix due to the
exponential growth of the condition number of the matrix is also discussed.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The representation of a function by a 2nite number of Fourier basis functions exhibits Gibbs
oscillations where the function has a discontinuity [16] (see also [12] for an historical review). As
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the number of terms in the series is increased, the Fourier approximation converges in the region
where the function is smooth, but not in the neighbourhood close to a discontinuity. In addition, the
amplitude of the oscillations remains almost constant and the frequency of oscillations increases as
the number of terms in the series increases. This is known as the Gibbs phenomenon [12,16]. A
typical example is the case of a function that is analytic but nonperiodic in a given domain. At the
domain boundaries, the Gibbs oscillations hinder the rapid convergence and keep the overall order
of the convergence to only O(1) in maximum norm. This is because the Fourier basis functions are
periodic, and thus the in2nite series does not converge to the exact function values at the domain
boundaries.
Many useful algorithms have been developed to reduce or resolve the Gibbs oscillations. The most
popular algorithm relies on 2ltering out the high-frequency components and considerably reducing
the over or undershoots near the discontinuities [3,10]. However, since the Fourier approximation is
the chosen representation of the given function, the convergence at a discontinuity still remains O(1).
Another approach is to use the nonperiodic basis functions to reconstruct the unknown function given
a set of Fourier coeHcients. The main idea of the reconstruction of the original unknown function
is to 2nd the relationship between the two representations; the nonperiodic basis functions and the
Fourier basis functions. This has been discussed in several papers [6,12] and references therein.
One of these eIorts, the Gegenbauer reconstruction algorithm was formulated in [12]. In this
theory, one reconstructs the unknown function in the Gegenbauer polynomials which satisfy the
Gibbs condition [12]. The Gegenbauer polynomial Cl (x) satis2es the orthogonality
1
hl
∫ 1
−1
(1− x2)−1=2Cl (x)Cl′(x) dx = 	ll′ ; (1)
with the normalization factor hl given by
hl =
√

Cl (1)
(+ 12)
()(l+ )
: (2)
The explicit formula of the Gegenbauer polynomial is
Cl (x) =
[ l2 ]∑
k=0
(−1)k()l−k
k!(l− 2k)! (2x)
l−2k ; (3)
where ()n = (n+ )=() is the shifted factorial, and
Cl (1) =
(2)l
l!
: (4)
It was shown that the method yields spectral convergence provided that the parameter  in the
weight function increases with the number of Fourier coeHcients and the summation upperbound m
is proportional to N [12] (see Eq. (11)).
Inspired by the Gegenbauer reconstruction method, a new and more robust algorithm was recently
developed in [17, paper I] referred to as the inverse polynomial reconstruction method (IPRM). The
main idea of the IPRM is that the function is reconstructed in terms of nonperiodic orthogonal basis
functions. It was demonstrated in the previous paper that the resolution of the Gibbs phenomenon
with this method is independent of the basis set. If the Gegenbauer polynomials are used, the results
are -independent. Moreover, as will be shown in the next section, by making the residue between the
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Fourier representation of the reconstructed function and the given Fourier approximation orthogonal
to the given Fourier or polynomial space, the IPRM achieves the exact representation of the unknown
function when the function is a polynomial. It is shown that the reconstruction with the IPRM is
uniquely determined and it is equivalent to the IPRM with the primitive basis functions. In this
paper, we consider the IPRM in terms of a residue minimizing problem on a test space.
In Section 2, we compare the inverse method with the original Gegenbauer reconstruction method
and provide the main characteristics of the inverse method with a one-dimensional example of
the IPRM. In Section 3, the uniqueness, consistency and the convergence of the IPRM are shown
numerically. In Section 4, we provide the numerical veri2cations of the theorems in Section 2 with
the various examples. In Section 5, we discuss the numerical invertibility of the transformation
matrix.
2. The IPRM based on Gegenbauer polynomials
In Section 2.2, we introduce the main idea of the IPRM and compare it with the Gegenbauer
reconstruction method in [13, Section 2.1], from the perspective of a residue minimizing problem.
Suppose that we are given the Fourier approximation of some unknown function f(x) in the
interval x∈ [− 1; 1], that is,
fN (x) =
N∑
k=−N
fˆk exp(ik
x); (5)
where fˆk is the projection of f(x) onto the Fourier space FN =span{exp(ik
x)|−N6 k6N} such
that
fˆk = (f(x); exp(ik
x))F ≡ 12
∫ 1
−1
f(x) exp(−ik
x) dx: (6)
The problem is then to reconstruct f(x) from the given Fourier approximation, that is, from the fˆk
coeHcients such that the reconstructed function converges to the original function very rapidly or
spectrally everywhere in the given interval. We assume that the original function f(x) is analytic
but not periodic in the interval x∈ [− 1; 1] and can be expanded in orthogonal polynomials such as
the Gegenbauer polynomials [13], that is,
f(x) =
∞∑
l=0
glCl (x); (7)
where gl are the expansion coeHcients of f(x) onto the Gegenbauer space Gm = span{Cl (x)|
06 l6m} such that
gl = (f(x); Cl (x))G ≡
1
hl
∫ 1
−1
(1− x2)−1=2f(x)Cl (x) dx: (8)
In the Gegenbauer reconstruction method (referred to as the direct method) the parameter  plays
an important role for the spectral convergence of the approximation. By contrast, the IPRM uses
any set of orthogonal polynomials, and is thus -independent. As long as the basis functions give
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spectral convergence, the reconstruction with the IPRM also results in spectral convergence. Thus in
Eq. (7) one can use any orthogonal polynomials. In this work, we use the Gegenbauer polynomials
as the basis functions to describe the IPRM and also show the universal validity of the IPRM for
any set of polynomials.
Since f(x) is assumed nonperiodic in [−1; 1], the projected image of f(x) onto the Fourier space
undergoes the Gibbs phenomenon near the domain boundaries. With Eqs. (6) and (7) the Fourier
coeHcients are given by
fˆk =
1
2
∞∑
l=0
gl
∫ 1
−1
Cl (x) exp(−ik
x) dx (9)
and thus fN (x) in Eq. (5) can be written as
fN (x) =
1
2
∞∑
l=0
gl
N∑
k=−N
[∫ 1
−1
Cl (x
′) exp(−ik
x′) dx′
]
exp(ik
x): (10)
2.1. The direct Gegenbauer method
The direct method involves the projection of the given fN (x) onto Gm and the 2nite approximation
Mfm(x)∈Gm, that is, the representation
Mfm(x) =
m∑
l=0
MglCl (x) (11)
is sought. Note that in paper I, Mg was represented as gˆ which here would be confused with fˆk .
Hereafter the overbar symbol will denote quantities associated with the direct method and the tilde
with the IPRM. The projection of fN (x) onto Gm denoted by fmN (x) is
fmN (x) =
m∑
l=0
(fN (x); Cl (x))GC

l (x): (12)
Then the direct method de2nes the error E1(x) as
E1(x) ≡ Mfm(x)− fN (x) (13)
and the Mgl coeHcients in Eq. (11) are determined such that E1(x) is orthogonal to Gm, that is
(E1(x); Cl (x))G = 0 for ∀Cl (x)∈Gm: (14)
With the orthogonality of the Gegenbauer polynomials, Eq. (1),
Mgl = (fN (x); Cl (x))G (15)
=
(
N∑
k=−N
fˆk exp(ik
x); Cl (x)
)
G
=
N∑
k=−N
fˆk MWkl; (16)
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Fig. 1. Direct method: fN (x) (solid line) and Mfm(x) (dotted-solid line) for f1(x) = x (dash–dotted line). N = 10, m= 59
and  = N=4 = 2:5. Note that Mfm(x) is indistinguishable from fN (x).
where MWkl is an element of the transformation matrix MW de2ned as
MWkl =
1
hl
∫ 1
−1
(1− x2)−1=2 exp(ik
x)Cl (x) dx: (17)
Eqs. (16) and (17) de2ne the direct method. By de2nition, we know that the coeHcients Mgl calculated
with the direct method are the same as the coeHcients in Eq. (12), that is,
Mfm(x) = fmN (x): (18)
Therefore, the reconstruction by the direct method involves consecutive projections of the original
unknown function f(x) 2rst onto FN and then onto Gm. The reason why the method is not ‘exact’
is because these two projections between the Fourier and the Gegenbauer spaces do not commute.
Only when N → ∞ is the matrix which represents the projection onto the Fourier space from the
Gegenbauer space the inverse of the matrix which represents the projection onto the Gegenbauer
space from the Fourier space [17].
From Eq. (15) it is obvious that the 2nite representation Mfm(x) is, in fact, a representation of the
periodic function fN (x) on the Gegenbauer space Gm. Thus we get
lim
m→∞
Mfm(x) = fN (x):
Thus, if m is large enough the method recovers a periodic function fN (x) instead of f(x). This is
because we make the error E1(x) orthogonal to the Gegenbauer space not to the Fourier space, i.e.,
E1(x) ⊥ Gm. This is illustrated in Fig. 1 where fN (x) (solid line), Mfm(x) (dotted-solid line) and
f(x) (dash–dotted line) are shown with N = 10, m = 59 and  = N=4 = 2:5 for f1(x) = x. As can
be seen in the 2gure, Mfm(x) is indistinguishable from fN (x) with mN . Thus we need a condition
on m such that Mfm(x) can properly reconstruct f(x). For spectral convergence, the parameters m
and  are constrained as discussed in [12,13]. As was discussed in paper I, the IPRM is exact for
this case for which f1(x) is a polynomial, and does not require any constraints on the parameters 
and m.
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2.2. The IPRM
The main diIerence between the direct Gegenbauer method and the IPRM is that the IPRM seeks
a 2nite approximation f˜m(x) as
f˜m(x) =
m∑
l=0
g˜lCl (x) (19)
on the Gegenbauer space Gm such that the error E2(x) de2ned in the following is orthogonal to the
Fourier space FN (or the polynomial space Gm, see Section 3). The IPRM 2rst projects the desired
approximation f˜m(x) onto the Fourier space FN such that
f˜Nm(x) =
N∑
k=−N
(f˜m(x); exp(ik
x))F exp(ik
x) (20)
to be contrasted with Eq. (12). We de2ne the error E2(x) as
E2(x) ≡ f˜Nm(x)− fN (x)
and the g˜l coeHcients in Eq. (19) are determined such that E2(x) is orthogonal to FN , that is,
(E2(x); exp(ik
x))F = 0 for ∀ exp(ik
x)∈FN : (21)
Then by de2nition
(f˜Nm(x)− fN (x); exp(ik
x))F = 0
and thus we obtain
(f˜Nm(x); exp(ik
x))F = fˆk
and with Eq. (19) and Eq. (20) we get(
N∑
k′=−N
(
m∑
l=0
g˜lCl (x); exp(ik
′
x)
)
F
exp(ik ′
x); exp(ik
x)
)
F
= fˆk : (22)
Here we de2ne the transformation matrix W whose element Wk′l is de2ned as
Wk′l = (Cl (x); exp(ik
′
x))F =
1
2
∫ 1
−1
Cl (x) exp(−ik ′
x) dx: (23)
With this de2nition and the orthogonality condition (exp(ik ′
x); exp(ik
x))F = 	k′k , we obtain
m∑
l=0
Wklg˜l = fˆk : (24)
Eq. (24) de2nes the IPRM. From Eq. (24) we know that the necessary condition for the above
system to be solvable is m6 2N . That is, m cannot be arbitrarily large otherwise the above system
is underdetermined. This is because the error E2(x) is on FN which has only 2N + 1 degrees of
freedom. For the direct method, however, the approximation exists even for m → ∞ in which
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Fm
Gm
f(x)fN(x)
hm  (x)(N)
hm(x) fm(x)
E2(x) = hm  (x)-fN(x)(N)
E1(x) = hm(x)-fN(x)
Fig. 2. The schematic relation between the direct method and the IPRM. f(x) is the original unknown function and fN (x)
is its Fourier representation on FN . fm(x) is the projection of f(x) onto the Gegenbauer space Gm. The approximation
hm(x) on Gm represents either f˜m(x) with the IPRM or Mfm(x) with the direct method, and h
(N )
m (x) is its Fourier projection on
FN . The naive diagram illustrates that the error E2(x)=h
(N )
m (x)−fN (x) (IPRM) resides on FN while E1(x)=hm(x)−fN (x)
(direct) does not necessarily reside on FN or Gm.
case Mfm(x) approaches fN (x) as explained in Section 2.1. The condition on m and  of the direct
method is sought in order to obtain spectral convergence. Fig. 2 shows the diIerence between
the direct method and the IPRM schematically. With Eqs. (16) and (24) we have the relationship
between the direct method and the IPRM such that
g˜l = (W)−1lk Mgl′( MW)
−1
l′k ; (25)
or
g˜l = (W)−1lk ( MW
T)−1kl′ Mgl′ ; (26)
where the summation over repeated indices is implied. Here we note that (W)−1lk ( MW
T)−1kl′ is related
to Ull′ in paper I.
Theorem 1 (Existence). The approximation f˜m(x) reconstructed with the IPRM exists.
Proof. It suHces to prove that the transformation matrix W is invertible. Let a vector wl be the
lth column vector of the matrix W. We would like to show that for l = l′ wl and wl′ are linearly
independent. By the de2nition of W we know that wl and wl′ are the Fourier coeHcients of a
polynomial function Cl (x) of degree of l and l
′, respectively, on FN . Since l = l′, by the uniqueness
of the Fourier approximation of a function we know that wl and wl′ should be linearly independent
for l = l′. Furthermore, since Cl (x) is a nonzero polynomial, no null column vector of Wkl should
exist.
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Although the transformation matrix W is invertible. Wkl → 0 as k →∞ for N →∞ by Riemann–
Lebesgue lemma [14] which says
lim
k→∞
∫ 1
−1
f(x) exp(−ik
x) dx → 0;
if f(x) is integrable on [− 1; 1]. Thus for large N we anticipate that the transformation matrix Wkl
can be ill-posed, that is, it becomes almost singular computationally. The round-oI error due to the
ill-posedness of W will be discussed in Section 4.
Theorem 2 (Exactness). If f(x) is a polynomial of degree m, then the IPRM is exact and is
-independent.
Proof. Suppose that N is suHciently large, that is, N¿m=2 and that the exact fˆk are given. Since
f(x) is a polynomial of degree m, it can be expanded in Gegenbauer polynomials
fm(x) ≡ f(x) =
m∑
l=0
glCl (x): (27)
Eq. (21) yields
(f˜m(x)− f(x); exp(ik
x))F = 0 for ∀k;−N6 k6N; (28)
where we use fˆk = (f(x); exp(ik
x))F. Since fm(x)∈Gm and f˜m(x)∈Gm, fm(x)− f˜m(x)∈Gm and
thus the error between fm(x) and f˜m(x) resides in the Gegenbauer space Gm, that is, fm(x)−f˜m(x)=∑m
l=0 g
′
lC

l (x) and thus
m∑
l=0
g′l(C

l (x); exp(ik
x))F = 0 ∀k: (29)
Since (Cl (x); exp(ik
x))F in fact forms a nonsingular matrix by Theorem 1 when we let m=2N +1,
we obtain g′l=0 for ∀l. Thus gl= g˜l, and thus fm(x)= f˜m(x). It is obvious that the above argument
is valid for ∀.
We note here that if the Fourier coe;cients fˆk of f(x) are not exact, the approximation is
not exact either. For most applications, the exact fˆk are not available and one has the approximate
version of fˆk , say pˆk and the function pN (x) which is not the same as fN (x). Thus f˜m recovers
pm(x) instead of fm(x). In practice, one usually uses DFT or any integral approximations such
as Gauss rules depending on the purpose of the work in order to obtain fˆk and thus only pˆk is
given. Thus the above theorem is valid only when we are given the exact Fourier coeHcients if the
transformation matrix W is exact. In Section 3, it is shown that the IPRM is exact if fˆk and W are
evaluated consistently.
Theorem 3 (Uniqueness). The polynomial f˜m(x) is uniquely determined with the IPRM irrespective
of the value of . In fact, every f˜m(x) with di=erent  is equivalent to the approximation with the
IPRM with the primitive basis.
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Proof. In Theorem 1 we show that there exists a unique approximation by the IPRM for a given 
such that
f˜m(x) =
m∑
l=0
g˜lCl (x): (30)
Here we note that g˜l is a function of . Since f˜m(x) is a polynomial of degree m, there exists a
polynomial expanded in the primitive basis such as
f˜m(x) =
m∑
l=0
clxl; (31)
where cl are the expansion coeHcients of xl. Owing to the uniqueness of a polynomial, Eqs. (30)
and (31) are equivalent, that is,
m∑
l=0
g˜lCl (x) =
m∑
l=0
clxl: (32)
By projecting each side onto the Fourier space, we obtain
W · g˜= P · c; (33)
where P is the matrix whose elements are given by
Pkl = (xl; exp(ik
))F
and c = (c0; : : : ; cm)T and g˜= (g˜0; : : : ; g˜m)T. Since g˜=W−1fˆ with the IPRM we obtain
fˆ = P · c
and thus we have
c = P−1 · fˆ : (34)
We realize that Eq. (34) is nothing but the IPRM with the primitive basis. Note that P is nonsingular.
Thus for every , the IPRM with the Gegenbauer basis can be reduced to the IPRM with the primitive
basis.
Fig. 3B in Section 3 shows the numerical veri2cation of this theorem. We note that cl can be
found as a limit of g˜l. Using the explicit formulae Eqs. (3) and (4) for Cl (x) and C

l (1), we obtain
the limit [1]
lim
→∞
Cl (cos())
Cl (1)
= cosl():
Thus
lim
→∞
Cl (x)
Cl (1)
= xl:
Since the approximation is uniquely determined, we can take any . If we take the limit  → ∞,
and use the above relation, we obtain the following:
f˜m(x) = lim
→∞
m∑
l=0
g˜lCl (x) =
m∑
l=0
clxl = lim
→∞
m∑
l=0
cl
Cl (1)
Cl (x):
140 J.-H. Jung, B.D. Shizgal / Journal of Computational and Applied Mathematics 172 (2004) 131–151
0 10 20 30
-16
-12
-8
-4
0
m
Lo
g(L
ma
x)
(A)
d 
c 
b 
a 
0 20 40 60 80
-16
-12
-8
-4
0
m
Lo
g(L
ma
x)
(B) 
Fig. 3. (A) Lmax error for f2(x) = cos(1:4
(x+1)). Lmax errors of the truncated sum expanded in Chebyshev polynomials
(circles), the truncated Taylor series (diamonds) and the error of the reconstruction with the IPRM and Chebyshev polyno-
mials (cross), and with the IPRM and the primitive polynomials (squares). (B) Lmax error for f3(x)=exp(sin(2:7x)+cos(x)),
with the IPRM and the polynomials orthogonal with the weight function, Eq. (62) (; )=(1; 0) (♦), (2; 0) (dotted line),
(4; 0) (◦), (8; 0) (×), (8; 16) (+), (8; 8) ( ), and (8;−8) ().
Hence
cl = lim
→∞
Cl (1)g˜l: (35)
We now show that the IPRM provides spectral convergence. Theorem 3 implies an interesting
interpretation. In general, the convergence (or divergence) rate of approximation of a function in
polynomials depends on the properties of the polynomials used. The convergence rate with the
IPRM, however, does not depend on the properties of the basis polynomials since the approximation
is uniquely determined irregardless of the basis functions used. Thus we deduce that the convergence
rate with the IPRM is solely determined by the properties of the function itself to be reconstructed.
We assume again that the function f(x) is analytic and is represented as
f(x) =
∞∑
l=0
glCl (x): (36)
Since the inverse method is basis independent, we show spectral convergence for Chebyshev poly-
nomials that is for Cl (x)= Tl(x) with =0. We de2ne the truncation error function TE(x), and the
regularization error function RE(x) such that
TE(x) = fm(x)− f˜m(x); (37)
RE(x) = f(x)− fm(x): (38)
For the following lemma we de2ne the matrices W, and W⊥ and the column vectors g, g˜, and g⊥
such that
W = [Wkl]; −N6 k6N; 06 l6m;
W⊥ = [Wkl]; −N6 k6N; l¿m+ 1 (39)
and g= (g0; g1; : : : ; gm)T, g˜= (g˜0; g˜1; : : : ; g˜m)T, and g⊥ = limi→∞ (gm+1; gm+2; : : : ; gi)T.
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Lemma 1. (TE(x) + RE(x); exp(ik
x))F = 0 ∀k = [− N; N ].
Proof. This statement is obvious from Eq. (28). By Eq. (24) and the above de2nitions we have
W · g˜=W · g+W⊥ · g⊥: (40)
Thus
W · (g− g˜) +W⊥ · g⊥ = 0: (41)
This proves the lemma since TE(x) =
∑m
l=0 (gl − g˜l)Cl (x), and RE(x) =
∑∞
l=m+1 g
⊥
l C

l (x).
The above lemma yields an interesting observation that the truncation error function TE(x) and
the regularization error function RE(x) are basically the same on the Fourier space FN . This is the
key element of the proof of spectral convergence in Theorem 4.
Lemma 2. If f(x) is analytic and we choose Cl (x) = Tl(x), the Chebyshev polynomials, then
max
−16x61
|RE(x)|6A
(
1 +
1
ln 2
)(
1
2
)m+1
; (42)
where A is a constant independent of m, that is, the error in the Chebyshev series goes to zero
exponentially.
Proof. It is well known that if the function f(x) is in2nitely diIerentiable for x∈ [ − 1; 1], the
Chebyshev series yields spectral convergence [11]. We follow the main procedure of the proof in
[13]. Since we choose the Chebyshev polynomials,
gl =
2


∫ 1
−1
f(x)Tl(x)√
1− x2 dx;
where we note that l¿ 0. Using Rodrigues’ formula
Tl(x) =
(−1)l√
(1− x2)1=2
2l(l− 12)!
dl
dxl
[(1− x2)l−1=2];
we obtain
gl =
(−1)l√


· 1
2l−1(l− 12)!
∫ 1
−1
f(x)
dl
dxl
[(1− x2)l−1=2] dx:
We use the assumption that f(x) is an analytic function [13], that is, max−16x61 |dlf=dxl(x)|6
C( )l!= l, where  is the distance from the singularity of f(x) in the complex plane, such that
 ¿ 1. By using integration by parts l times,
|gl| = 1√
 ·
1
2l−1(l− 12)!
∣∣∣∣
∫ 1
−1
f(l)(x)(1− x2)l−1=2 dx
∣∣∣∣
6
1√


· 1
2l−1(l− 12)!
C( )
l!
 l
∫ 1
−1
(1− x2)l−1=2 dx:
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Since
∫ 1
−1(1− x2)l−1=2 dx =
√

Cl0(1)(l+
1
2)=(l(l)), and C
l
0(1) = 1, we have that
|gl|6 C( ) l ·
1
2l−1
6A( )
(
1
2
)l
;
where A( ) is independent of l, and hence
max
−16x61
|RE(x)|6
∞∑
l=m+1
|glTl(x)|6
∞∑
l=m+1
|glTl(1)|
6A( )
∞∑
l=m+1
(
1
2
)l
6A( )
(
1
2
)m+1 ∞∑
l=0
(
1
2
)l
6
(
1 +
1
ln 2
)
A( )
(
1
2
)m+1
:
Theorem 4 (Spectral convergence). The inverse method is spectrally convergent.
Proof. We prove the theorem by showing that the Fourier partial sum of the truncation error function
on FN decays exponentially. By Lemmas 1, and 2
|(TE(x); exp(ik
x))F| = |(RE(x); exp(ik
x))F|
6A( )
(
1 +
1
ln 2
)(
1
2
)m+1
∀k ∈ [− N; N ]:
Let TEN (x) denote the Fourier approximation of TE(x) on FN . Using m= 2N + 1
max
−16x61
|TEN (x)|6 (m+ 1)A( )
(
1 +
1
ln 2
)(
1
2
)m+1
= A( )
(
1 +
1
ln 2
)
qm+1; (43)
where
q=
1
2
exp
(
1
m+ 1
ln(m+ 1)
)
:
Since q → 0 as m → ∞ and q′(m) = 0 only at m = e − 1, q has only one global maximum,
q= qmax = 12 e
1=e at m= e − 1. Since qmax¡ 1 for ∀m, this proves the theorem.
The numerical veri2cation of the theorem is provided in Fig. 3A and Table 2 in Section 4. We
remark that the proof is done for = 0 and it suHces since the inverse method is -independent as
shown in Theorem 3. Here we note that we observe that the inverse method yields spectral accuracy
when the function is piecewise analytic based on the partial Fourier sum over the whole interval if
the exact singular points are known [17]. The question of how the singular point detection aIects
the accuracy will be investigated in a future work.
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2.3. Implementations of the IPRM
We consider an analytic and nonperiodic function, f(x), in one dimension in the domain $ =
[− 1; 1]. The Fourier approximation fN (x) of f(x) can show an oscillatory behaviour at the domain
boundaries @$. For the reconstruction of fN (x) with the IPRM, we assume that the 2rst 2N + 1
Fourier coeHcients are known and that the reconstruction is based on the polynomials of degree 2N .
With Eq. (23),
Wkl =
1
2
∫ 1
−1
Cl (x)e
−ik
x dx:
By choosing m = 2N the transformation matrix W becomes a square matrix and we 2nd g˜l by
inverting W, that is,
Method I : g˜l =
N∑
k=−N
(W−1)lk fˆk : (44)
One can use the above equation directly or one can reduce the above system into a more eHcient
form that is faster than inverting directly. For the fast computation we exploit the properties of the
transformation matrix W. We de2ne the matrices T and V as the real and imaginary parts of W
such that their elements are given by
Tkl = Im
[
1
2
∫ 1
−1
Cl (x)e
−ik
x dx
]
=−1
2
∫ 1
−1
Cl (x) sin(k
x) dx;
Vkl = Re
[
1
2
∫ 1
−1
Cl (x)e
−ik
x dx
]
=
1
2
∫ 1
−1
Cl (x) cos(k
x) dx: (45)
By the de2nition of Tkl and Vkl we have that,
Tkl = 0 if l= even;
Vkl = 0 if l= odd: (46)
With Eq. (46) and the fact that g˜l is real, Eq. (24) can be split into two parts
m∑
l=0
Tklg˜l = Im(fˆk); l= odd (47)
and
m∑
l=0
Vklg˜l = Re(fˆk); l= even: (48)
We de2ne T as a matrix composed of the only odd l elements of T and V as a matrix com-
posed of the only even l elements of V. We also de2ne g˜o and g˜e as the column vectors com-
posed of odd and even elements of g˜. Similarly, we de2ne fˆ I and fˆR as the column vectors
composed of Im fˆk and Re fˆk , respectively. With these de2nitions, we have the following linear
144 J.-H. Jung, B.D. Shizgal / Journal of Computational and Applied Mathematics 172 (2004) 131–151
systems for gl
T · g˜o = fˆ I; (49)
V · g˜e = fˆR : (50)
Since we chose m = 2N , the 2rst linear system Eq. (49) and the second linear system Eq. (50)
have only N and N + 1 unknown Gegenbauer coeHcients, i.e., g˜1; g˜3; : : : ; g˜2N−1 and g˜0; g˜2; : : : ; g˜2N ,
respectively. Thus, both the 2rst and second systems can be reduced to N and N+1 linear equations,
respectively. In fact, this gives more accurate numerical results than using all 2N + 1 equations
because otherwise g˜o is not necessarily computed to machine accuracy when g˜e is solved and vice
versa. Thus although we are given 2N + 1 Fourier modes, we can use only the 2rst N + 1 Fourier
modes. Thus, we have Method II de2ned by,
Method II : g˜o = T−1 · fˆ I; (51)
g˜e = V−1 · fˆR ; (52)
where the size of fˆ I or fˆR is N and N + 1, respectively. By using the diIerentiation formula of the
Gegenbauer polynomial we 2nd the recursion relations for Tkl and Vkl [17], that is,
Tk;l+1 − Tk;l−1 = (−1)k+1 2k
 [C

l+1(1)− Cl−1(1)] +
2(l+ )
k

Vk;l (53)
and
Vk;l − Vk;l−2 =−2(l− 1 + )k
 Tk;l−1 (54)
with
Tk;l =
{
0 for k = 0;
(−1)k+14=(k
) for k = 0; l= 1;
Vk; l =


1 for k = 0; l= 0;
0 for k = 0; l= 0;
1
l+ [C

l+1(1)− Cl−1(1)] for k = 0; l = 0:
(55)
For Legendre polynomials with  = 12 , the analytic forms of Tkl and Vkl are known [2], and given
by
Tkl = (−1)(l−1)=2
√
1
2|k| Jl+1=2(
|k|); l= odd;
Vkl = (−1)l=2
√
1
2|k| Jl+1=2(
|k|); l= even; (56)
where k = 0.
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3. Uniqueness, convergence and consistency of the IPRM
3.1. Uniqueness and -independence
In the previous section, we formulate the IPRM by making the error E2(x) between fN (x) and
f˜Nm (x) orthogonal to the Fourier space FN , Eq. (21), where the Fourier approximation of the original
unknown function f(x) resides. However, it is obvious that it is not necessarily the Fourier space
FN to which the error E2(x) is to be orthogonal for the formulation of the IPRM. Instead of the
Fourier space, we can make E2(x) orthogonal to the Gegenbauer space Gm. Then by de2nition we
obtain
(f˜Nm(x)− fN (x); Cl (x))G = 0 (57)
and thus(
N∑
k′=−N
(
m∑
l=0
g˜lCl (x); exp(ik
′
x)
)
F
exp(ik ′
x); Cl′(x)
)
G
=
N∑
k=−N
(exp(ik
x); Cl′(x))Gfˆk : (58)
With the de2nition of MW and W the above equation becomes
MWT ·Wg˜= MWT · fˆ ; (59)
where g˜ = (g˜0; : : : ; g˜m)T with m = 2N and fˆ = (fˆ−N ; : : : ; fˆ N )T. Thus from the fact that MW is also
nonsingular, we recover Eq. (24).
W · g˜= ( MWT)−1 MWT · fˆ
= fˆ :
In fact, this is true for any space and we state the following theorem.
Theorem 5. When the error E2(x) is used, the IPRM is reduced to Eq. (24) irrespective of the
space to which E2(x) is made orthogonal.
Proof. By multiplying each side of Eq. (24) by any nonsingular transformation matrix characterized
by a space S of the same dimension as FN , the error E2(x) is made orthogonal to S rather than to
FN . Since the transformation matrix is nonsingular, it is obvious that the equation is reduced to Eq.
(24).
Thus we know that the key element of the IPRM is to use E2(x) (Eq. (21)) instead of E1(x)
(Eq. (13)). Since it is not f(x) but its Fourier approximation fN (x) that is given a priori it is
reasonable to use f˜Nm (x) instead of using f˜m(x) directly. Here we notice that once the space on
which the reconstructed function is sought is decided, the IPRM suggests that one use the Fourier
approximation of the reconstructed function and compare it to the given Fourier approximation, which
is illustrated schematically in Fig. 2. Furthermore, by Theorem 3, we know that the approximation
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Table 1
The absolute maximum error for the reconstruction f(x) = cos(1:4
(x + 1))
W \ fˆk Exact DFT Quadrature
Exact 1:2074(−12) 2.0709 2.0170(−5)
DFT 8.8348(−1) 1:9817(−14) 8.8348(−1)
Quadrature 2.0175(−5) 2.0702 6:7435(−13)
(−n) = 10−n.
f˜m(x) is indeed unique irrespective of , that is, the IPRM is -independent and the approximation
is always equivalent to the one with the primitive basis.
3.2. Convergence
The IPRM is not limited only to the polynomial reconstructions. Whatever the basis functions, if
one can 2nd the Fourier moments of those basis functions, the IPRM yields the original convergence
rate of the basis functions used. It is an interesting feature of the IPRM that the 2nal reconstruction
of f(x) with the IPRM yields the same spectral convergence rate irrespective of the polynomial
basis functions used, and thus the convergence depends on the properties of the function. In Section
4, the numerical veri2cation of this statement is provided.
3.3. Consistency
Consider Theorem 2 again. Suppose that the unknown function f(x) is a polynomial of degree
m. Then the theorem states that the IPRM is exact provided the exact fN (x) is given, that is, fˆk
are exact. In practice, fN (x) is given only in some approximate sense if fN (x) is determined for
example, with the DFT or with some quadrature formula on a discrete grid. Then for the exactness
of the reconstruction, one needs to evaluate the transformation matrix W in a consistent manner.
For example, if fN (x) is calculated by DFT then W calculated by DFT yields more accurate (in
fact exact if f(x) is a polynomial) results than W calculated exactly or in some other way. Table
1 shows the reconstruction results of f2(x) = cos(1:4
(x + 1)) for diIerent versions of fN (x) and
W with N = 12. For the quadrature rule we use 600 Chebyshev Gauss-Lobatto points. As the
table implies, the projection de2ned in Eq. (6) (·; exp(ik
x))F is in fact an integral operator that
approximates the Fourier function fN (x) from the original unknown function f(x). It is interesting
to observe that the orthogonal or nonorthogonal moment-based reconstruction algorithm has been
used in image reconstruction [15]. The main idea of the moment-based algorithm is that it uses the
moments of the unknown function and assumes that they are known. Then the algorithm calculates
the Riemann integrals of the basis functions in which the reconstructed function is to be represented
and inverts the integrals (moments) for the reconstruction. If we use the Fourier moments instead
of the Cartesian moments it can be made equivalent to the current IPRM.
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4. Application of the IPRM and comparisons
In this section, applications of the IPRM are presented analogous to several others discussed
in Paper I as well as the numerical veri2cation of the theorems in this paper. We consider the
reconstruction of the functions, f1(x)=x, f2(x)=cos(1:4
(x+1)) and f3(x)=exp(sin(2:7x)+cos(x))
from their respective Fourier coeHcients, fˆk , Eq. (6). In Fig. 3A, the curve denoted by circles shows
the spectral convergence of f2(x) when expanded directly in Chebyshev polynomials. The curve
denoted by diamonds in the 2gure is the logarithmic error of the Taylor expansion of f2(x) versus
the order of the polynomial m. The rate of convergence of the Taylor expansion of f2(x) is a rough
indication of how well the IPRM will provide an accurate reconstruction of the unknown function.
A Gauss quadrature rule with 600 points was used to evaluate the fˆk coeHcients and used in the
integration for W Eq. (23) with =0, i.e., Chebyshev polynomials and also for the primitive basis,
i.e., with xl in place of Cl (x). The reconstructed function is determined with the inversion of Eq.
(24). The Lmax errors for the reconstructed function with the IPRM is shown with curves labelled
by the crosses for the Chebyshev basis and by the squares for the primitive basis. It is observed in
Fig. 3A that the convergence rate with the IPRM is similar to the convergence rate of the function
expanded in the Chebyshev polynomials used for the IPRM. It is interesting to observe that the
maximum errors with the IPRM exist between the errors with the direct Chebyshev expansion (a)
and the Taylor expansion (b). As shown in the 2gure, the reconstructions with the IPRM show the
same results for both the Chebyshev and the primitive cases and it also shows that the convergence
is spectral. For a quantitative comparison, suppose that the error is given by
E = Aq−N ; (60)
where A and q are constants independent of N . Then for the errors E1 and E2 for N1 and N2,
respectively, we have that,
− log q= (logE1=E2)=(N1 − N2): (61)
In Table 2, we provide the values log q for the four cases. By comparing log q we observe that
the convergence with the direct Chebyshev expansion (a) is faster than those with the IPRM in
Chebyshev (c) and primitive (d) polynomials. However, the overall convergence with the IPRM is
similar to the case by the direct Chebyshev expansion. From the table, we observe that log q with
the IPRM for values of m + 2 is quite similar to log q with the direct Chebyshev expansion for
values of m while the Taylor series (b) is relatively slow compared to the IPRM (c,d) and the
direct Chebyshev expansion (a). We observe that the results deviate around m ∼ 20 and for m¿ 20
the convergence of the IPRM is no longer the same for the diIerent bases. This is due to the
round-oI error induced by the transformation matrix W. Since W is diIerent for these two cases,
we obtain diIerent results owing to the round-oI error for m¿ 20. However, until the round-oI
error dominates, we clearly see that the errors and the convergence rate of the IPRM is universal
for any polynomial basis functions.
In Fig. 3B, the uniqueness of the IPRM, i.e., the -independent property of the IPRM is illustrated
for f3(x)=exp(sin(2:7x)+cos(x)) that was used as a test function in [6]. For this 2gure, we use the
Gegenbauer polynomials as well as the nonclassical orthogonal polynomials de2ned with the weight
function,
w(x) = (1− x2)−1=2 exp(−x2); (62)
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Table 2
The logarithmic error of Lmax, E and the logarithmic slope, log q from Fig. 3A
a b c d
m E log q E log q E log q E log q
4 −0.1212 — 1.0266 — 0.2887 — 0.2887 —
6 −0.9672 0.4230 0.7418 0.1424 −0.2815 0.2851 −0.2815 0.2851
8 −2.0921 0.5624 0.1939 0.2740 −1.1439 0.4312 −1.1439 0.4312
10 −3.4180 0.6629 −0.5495 0.3717 −2.2184 0.5372 −2.2184 0.5372
12 −4.9052 0.7436 −1.4498 0.4502 −3.4609 0.6212 −3.4609 0.6212
14 −6.5263 0.8105 −2.4819 0.5161 −4.8430 0.6911 −4.8430 0.6911
16 −8.2630 0.8684 −3.6279 0.5730 −6.3448 0.7509 −6.3448 0.7509
18 −10.1019 0.9194 −4.8742 0.6232 −7.9515 0.8033 −7.9515 0.8033
20 −12.0322 0.9652 −6.2103 0.6680 −9.6513 0.8499 −9.6524 0.8505
22 −14.0571 1.0125 −7.6276 0.7086 −11.4160 0.8824 −10.8925 0.6200
24 −14.2303 0.0866 −9.1191 0.7457 −12.2621 0.4230 −10.1335 −0.3795
26 −14.4105 0.0901 −10.6788 0.7799 −12.0831 −0.0895 −9.2565 −0.4385
28 −14.1350 −0.1377 −12.3036 0.8124 −11.7766 −0.1533 −8.9744 −0.1411
30 −14.0461 −0.0445 −13.8939 0.7951 −11.2736 −0.2515 −6.4231 −1.2756
32 −13.9212 −0.0625 −14.3864 0.2462 −10.7836 −0.2450 −4.3685 −1.0273
a: Direct expansion in Chebyshev polynomials, b: expansion in Taylor series, c: the IPRM with Chebyshev polynomials,
d: the IPRM with primitive bases.
where  is a parameter. The nonclassical orthogonal polynomials are generated by using the Gautschi
Stieltjes procedure [4,5,7]. We have illustrated the basis independence of the IPRM applied to f3(x)
by varying the parameter  and  for the weight function in Eq. (62). The results for the Lmax
errors are shown in Fig. 3B for the Gegenbauer polynomials with =1 (diamonds), =2 (dotted),
 = 4 (circles), and  = 8 (crosses). For the nonclassical polynomials, we show the Lmax errors
for (; ) = (8; 16) (plus symbols), (; ) = (8; 8) (squares), and (; ) = (8;−8) (triangles). The
results shown here illustrates the remarkable property of the IPRM: that it is independent of the
basis set used. In Fig. 3B, all seven basis functions provide the same spectral convergence for the
reconstructed function until the round-oI errors introduce slight diIerences for m¿ 30.
5. Discussion of the ill-posedness of W
In this section, we address the numerical invertibility of the transformation matrix W. By Theorem
1, we know that W is invertible. However, the Riemann–Lebesgue lemma states that W becomes
ill-posed if N → ∞. We compare the convergence of the reconstructed functions with the IPRM
and the direct method for the three diIerent examples f1(x) = x, f2(x) = cos(1:4
(x + 1)) and
f3(x) = exp(sin(2:7x) + cos(x)). The Lmax errors are shown versus m for the IPRM and the direct
method in Figs. 4A and B, respectively. The results for f1(x), f2(x) and f3(x) are shown by the
curves labelled with diamonds, circles and crosses, respectively. The convergence with the IPRM
for large m is clearly faster than with the direct method. It is interesting to note that the Lmax errors
for these three functions lie approximately on the same line once round-oI errors dominate. When
this occurs, log(Lmax) equals ∼ −16, ∼ −12, and ∼ −9 for f1(x), f2(x) and f3(x), respectively.
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Fig. 4. The Lmax errors by the IPRM (left: A) and the direct method (right: B) for f1(x) = x (diamonds), f2(x) =
cos(1:4
(x + 1)) (circles) and f3(x) = exp(sin(2:7x) + cos(x)) (crosses).
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Fig. 5. log(C(m)) of W versus m. Chebyshev basis,  = 0 (solid), Legendre basis,  = 12 (dotted),  = 1 (dash–dotted),
 = 2 (dashed),  = 4 (circles),  = 8 (plus) and primitive basis (crosses).
We show in Fig. 5 the variation of the condition number of the matrix W, C(m) versus m, for
the Gegenbauer polynomials with six values of  as well as for the primitive basis. As shown in
this 2gure, the condition numbers, C(m) for the diIerent W matrices vary exponentially with m
and the inverse problem thus becomes ill-posed for large m [9]. For this 2gure, we use 600 Gauss
quadrature points to evaluate the transformation matrix W and use the full matrix as de2ned by
Eq. (44). The results for the Chebyshev and Legendre basis functions almost coincide and provide
smaller condition numbers than for the other values of . These results were evaluated with the
Matlab internal functions.
Whereas the results in Fig. 4 are calculated with 16 signi2cant 2gures (double precision), the
analogous results for 32 signi2cant 2gures (quadruple precision) are shown in Fig. 6. We also use
the Gauss rule for the evaluation of W and use Method II in Eqs. (51) and (52). The results with
the IPRM are signi2cantly improved with Lmax ∼ −20 for all these functions when round-oI errors
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Fig. 6. The L∞ errors by the IPRM (left) and the direct method (right) for f1(x)=x (diamonds), f2(x)=cos(1:4
(x+1))
(circles) and f3(x) = exp(sin(2:7x) + cos(x)) (crosses).
dominate. By contrast, there is a modest improvement in the results with the direct method. Gelb [8]
has recently provided a detailed analysis of the round-oI errors associated with the direct method.
6. Summary
In this paper, we generalize the inverse reconstruction algorithm resolving the Gibbs phenomenon
by requiring that the residue is orthogonal to either the given Fourier space or the polynomial
space on which the reconstructed function is sought. The key element of this inverse polynomial
reconstruction method (IPRM) is to use the residue between the two Fourier representations of the
unknown function and the reconstructed function. By this formulation, it is easily shown that the
IPRM is exact for a polynomial and is indeed independent of the basis function for any analytic
function, that is, the approximation with the IPRM is uniquely determined. The fact that the IPRM
yields a unique reconstruction irrespective of the basis set used is due to the uniqueness of the
polynomial function. It is also shown that for the IPRM to give exact results, the Fourier coeHcients
and the transformation matrix need to be evaluated consistently. Numerical veri2cation of spectral
convergence of the IPRM is demonstrated. It is shown that the nonsingular transformation matrix
involved in the IPRM is ill-conditioned as its size increases due to the exponential growth of the
condition number. In spite of the ill-posedness of the matrix, we show numerically that one can use
the IPRM with high accuracy for a wide range of functions. The key features of the IPRM have been
veri2ed numerically for the various basis sets and test functions with the classical and nonclassical
basis sets as well as the primitive ones showing that this is a highly accurate and robust algorithm.
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