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1. INTRODUCTION 
We consider here the existence and the asymptotic behavior as E + Of 
of solutions of the singularly perturbed boundary value problem 
v=> E3 n= f(4 y, Y’), a<t<b, 
PI(C) Y(G 4 - Pd4 Y’(G l ) = 4 nd4 Ah 4 + 4~) YW 4 = B, 
under the principal assumptions that Pf /i?y’ ay’ = f,,,, = O(1) as 1 y 1 + 00 
and f,l,t # 0 in the domain of interest. The perturbation parameter E is assumed 
to be small and positive, and we are interested specifically in how solutions 
of (9) behave for various choices of the nonnegative terms 9, , p, , pi and qz . 
Some aspects of the theory have been developed by the author for the case 
of Dirichlet boundary data (that is, pa = qz E 0) in [6, lo] and for the case 
that p, = qz = 0 in [9, 131. However there does not appear to have been any 
general systematic treatment of the problem (-9) apart from these special 
cases if f (t, y, y’) is a quadratic function of y’. The corresponding problem (3) 
for linear and quasilinear functions f (that is, f (t, y, y’) = g(t, y) y’ + h(t, y)) 
has on the other hand received a great deal of attention because of its occurrence 
in many applied areas such as chemical engineering. We note the work of 
Nasil’eva [26], Macki [17], Sear1 [24], Cohen [3] and Q’Malley [19; 20, Chap. 51. 
The theory developed by these authors also applies to the quadratically non- 
linear functions f under consideration here provided p,(c) and/or qe(c) are 
positive constants. Their results (with the exception of several contained in 
[26, Chap. II]) are however limited to a discussion of the case when a solution 
y = y(t, E) of (P) possesses a boundary layer at t = a or t = b, that is, 
lim y(t, E) = u(t) for a < t < b or a<t<b, 
t-20+ 
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where u(t) is a solution of the reduced (E = 0) equation satisfying the boundary 
condition at t = b or t = a. As we will see below solutions of (s) for quadrat- 
ically nonlinear functions f exhibit many other interesting phenomena as a 
direct consequence of the nonlinear character off. In this paper we do not 
consider the question of uniqueness of solutions since this topic is of sufficient 
complexity to warrant a separate discussion. Nonuniqueness results for the 
problem (.F) turn out to be markedly different from those for the corresponding 
quasilinear problem as treated for example by O’Malley [20, Chap. 71. 
Our interest in such problems was motivated by their occurrence in various 
branches of chemical kinetics and transport theory. A nice introduction to 
this area has been given by Lapidus [16] and more complete accounts are 
contained in the treatises of Petersen [2I] and Aris [I]. To illustrate a type 
of problem which is of interest in applications we consider in Section 8 a model 
problem of Weekman and Gorring [29] (cf. also [16] or [l]) whose solution 
describes the behavior of a gaseous reactant inside of a porous cataIyst pellet. 
Apart from any physical significance the results discussed here are also intended 
to give a comprehensive theory for solutions of (F} which is based on the 
stability and geometric properties of solutions of first-order reduced equations. 
Thus we hope to remove some of the mystique surrounding singular perturbation 
phenomena by showing why solutions can exhibit such a. diversity of behavior. 
2. BOUNDARY LA~RR PHENOMENA 
Since we will assume in (-F) that f,,,, = O(1) as 1 y’ j + w and that 
f,,,) -f 0 in the domain of interest it is no great loss of generality to consider 
the simpler differential equation 
EYf’ = 1-3f2 + 44 3’) 
where the coefficient of y’” is +I (-1) iff,,,, > 0 (f,,,, < 0). This simplifica- 
tion was made in [lo] and it is based on some results of Thorn l2.51 for implicit 
first-order diEerentia1 equations. For the sake of definiteness we will consider 
the problem 
&F-)+ 
ey” = Y’2 + qt, y), a<t<h, 
I44 Y(% e) - P2(4 Y’(G 4 = A> 41(c) Y(b, c> + 42(E) y’(k c> = B 
and note that our results apply equally to the corresponding problem (F)- 
by means of the change of variable y ---f -y. 
Tt is natural to associate with (F)+ the corresponding reduced problems 
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cR)R 
and 
ZP + h(t, u) = 0, a<t,<t<b, 
%(O) u(b) + c/do) u’(b) = B, 
CR) u’2 + h(t, 24) = 0, a < t, -=c t < t, < b, 
and to study the behavior of solutions of (9)’ using various solutions of these 
problems. In fact, our entire approach is based upon the existence of such 
(reduced) solutions, that is, solutions of (R)L , (R)R or (R), which have certain 
properties. 
Throughout this paper the function h = h(t, y) is assumed to be continuous 
with respect to t and y in domains of the form 
=@wt>> = {(t, Y>: a < t < b, 1 y - u(t)] < dj 
where u(t) is a piecewise differentiable solution of(R) and d is a positive constant 
such that 
if p,(e) = 0 or +JE) = 0. Here dl is a small positive constant. Otherwise d 
itself can be taken to be a small positive constant. (The reason for so restricting 
d is as follows. If a boundary condition does not contain the derivative of the 
solution y then y may possess boundary layer behavior at that endpoint and 
consequently, y cannot be uniformly close to u throughout [a, b]. However 
if both boundary conditions do contain y’ then under our assumptions y is 
uniformly close to an appropriate u; cf. also the last paragraph of Section 6 
below.) We will say that the function h is Z-smooth (I > 0) in a given S(u(t)) 
provided the partial derivatives ayjh(t, y) exist for (t, y) in W(u(t)) and 1 < j < 
2Z+ 1. In addition, we will say that a differentiable solution u = u(t) of (R) 
which exists on [tl , tJ is Z-stable if h is Z-smooth on 9(u(t)) r\ [tl , tJ and if 
8,‘h(t, u(t)) E.z 0 for t, < t < t, and 1 <j<2Z, 
and if there exists a positive constant m such that 
af+%(t,y) > ffz > 0 for (4 y) in B(u(t)) n [tl , t.J. 
Other definitions of “stability with respect to y” are also possible (cf. [6, lo]) 
and the reader can easily adapt our results to the case when these definitions 
are invoked. We will assume throughout this paper that all reduced solutions 
are Z-stable for some I > 0, although several of our results are valid under 
much weaker assumptions. This will be discussed in Section 9. Our principal 
reasons for making these seemingly stringent restrictions on h as a function 
of y are that many of the phenomena we study occur only in the presence 
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of some form of y-stability and that the calculations used to prove our theorems 
are greatly simplified. The need for some stability with respect to y will become 
especially apparent when we consider solutions of (R) which have singular 
points in (a? b). 
Consider first the problem 
W+ 
E?‘” = y’” + h(t, y), a<t<b, 
py(a, G) - /(a, c) = -4, y(b, c) = B, 
where p is a positive constant. The corresponding reduced problems are 
WL 
u’” + h(t, u) = 0, a<t<t,<b, 
p(a) - u’(a) = A, 
WR 
and 
d2 f h(t, 24) = 0, a<t,<t<b, 
u(b) = B, 
CR) ZP + h(t, u) = 0, a < t, < t < t, .< b. 
We begin by examining under what conditions the existence of certain solutions 
of these problems implies the e?iistence of a solution of (F)+ with a boundary 
layer at t = a, t = b or both endpoints. Solutions u = u(t) of (R) can be 
classified roughly as regular or singular (cf. [IO, 22, 251) depending on whether 
u is nonconstant (u’ + 0) or constant (u’ E 0). Regular solutions u, of (R)L 
are assumed to satisfy ui 3 0 while regular solutions ~a of (R)a are assumed 
to satisfy U’ R < 0. These restrictions are very natural and standard (cf. [6; 10; 
26; 28, Chap. X1.1) an d can be motivated by considering the simple linear problem 
q” = +y’, o<t<1. 
y(0, <) = A, Y(l, c) = 3, A + 3. 
Namely, if the coefficient of y’ is + 1 then the solution y = y(t, e) of (E) satisfies 
that is, z1r is a stable attractor. On the other band, if the coefficient of y’ is -I 
then 
lim y(t, E) = 3 E uR for O<t<ll? 
E--5-0+ 
that is. uR is a stable attractor. 
Our first three theorems are concerned with the case when there exist stable 
regular solutions of (R)r and (R)R satisfying certain inequalities. 
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THEOREM 2.1. Assume tlzat 
(1) the reduced problem (R)r has an l-stable solution u = u,(t) of class 
Cc2)[a, b] such that z+(b) < B; 
(2) the function h(t, y) is Z-smooth in g(u,(t)); 
(3) ut(t)>Ofora<t<b. 
Then there exists a positizje constant c0 (E,, < 1) such that the problem (F)+ 
has a solution y = y(t, G) .wheneaer 0 < E < e0 . In addition, for t in [a, b] we haae 
y(t, <) = uL(t) + O(zu(t, c)) + 0(&(2~+1)), 
zuhere w(t, c) = --E In{(b - a)-l[b - t + (t - a) exp[--E-l(B - z+,(b))]]> is the 
decaying solution of EU~” = z@, w(b, c) = B - uL(b). 
Proof. To prove all of the theorems in this paper me will employ a theorem 
of Heidel [5] together with several straightforward modifications. It is a general- 
ization of the classical Nagumo theorem for Dirichlet boundary conditions 
(cf. [18, 151) and th us involves the construction of bounding functions of the 
problem under study. Namely, given the general boundary value problem 
w-7 
xn = f(t, x, x’), a < t < b, 
p&a) - p&(a) = A, 9,x(b) + q,x’(b) = B, 
with p, and qa nonnegativre and p,a + peg > 0, qr2 + q22 > 0, and with f 
continuous on [a? b] x lw2 Heidel has proven the following theorem [5]. 
THEOREM (Heidel). Suppose there exist functions a! and ,/3 of class W)[a, b], 
(Y < j?, such that 
w(a) - p,a’(a> < A w(b) + qd(b) d B, 
P&W - P,P’(a> 2 4 Mb) + G’(b) 3 R and 
d 3 f (4 4 a’), P” < f (t, A B’) for t in (a, 4. 
The-n the problem (BW) has a solution x = x(t) of class (?“)[a, b] such that fk t 
in [a, b] 
c+) < x(t) G B(t) 
providedf = O(j x’ 1”) as 1 x’ 1 - a. 
The result of Nagumo mentioned above is obtained by setting p, and qn 
equal to zero. 
To prove Theorem 2.1 we define for t in [a, b] and 0 < E < 1 the following 
functions 
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where r(c) = (cyn- ) 1 i!(fg+l) for y a positive constant to be chosen later. TO 
motivate this choice of a and p we note that since ZQ@) < B the solution of 
(F)+ we are seeking will be close to u, on [CZ, b) and will rise sharply near t = b 
to satisfy the boundary condition there. Hence the function a contains only 
the smal1 correction term r(c) while j? contains in addition the boundary layer 
correction term w(t, l ). Since pzlL(a) - z~i(u) = -4 and U&5) < B it is clear that 
and a(b, c) < 3. 
As regards ,B, we note that ~‘(a, G) = O(E) and so for y suficiently large 
and P(b, 6) >, 3. 
To see if the differential inequalities are satisfied we consider first x 
provided y 2 (21 + l)!ii,f. Here j u’;. i < dl and (t, 4) in 9Y(u,(r)) is the 
appropriate intermediate point. 
Is for B we have that 
$3’” i h(t, /3) - 6” = l&y + 224,zLl‘ + w’” + h(t, U’J 
since ~20” = zP, z&w’ > 0 and y 3 (21+ l)!M. Thus by Heidel’s theorem 
the problem (F)+ has a solution y = ~(t, C) with the stated properties. 
THEoRE;\.~ 2.2. ~4ssurne that 
(1) the reduced problem (R)a has an l-stable sol&on 21 = z+(t) oj class 
C’“‘[u, b]; 
(2) the function h(t, y) is I-smooth in S++(t)); 
(3) there exists a positive constant k such that z&(t) < -+k < 0 foj 
a<t<b; 
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(4) pz&(u) - z&(u) = A 
oy h%&) - 4&) - g[(pU&) - A)” + h(a, z&(u))] < 0. 
Then there exists a posit&e constant E,, (q, < 1) such that the problem (F)+ 
has a so&ion y = y(t, c) ~~henever 0 < E < E,, . In addition, for t in [a, b] ‘we 
hazje 
y(t, E) = us(t) + O(v(t, E)) + 0(&(2z+l)), 
zuheye c(t, C) = &;$I puR(a) - U;(U) - A 1 exp[--k&t - a)]for a constant hl 
(0 < h, < h) is a sohdtion of EV’ = --k lv’, v’(a, C) = - 1 pu,(a) - 24;(a) - A j. 
Proof. Assume first that pus(a) - z&(a) < d and define for a < t < b 
and 0 < E < 1 
a(t, E) = U&) - IyE) 
P(4 c) = arc(t) + $4 c) + r(E), 
where k, = k in the definition of ‘E and T(E) = (~ym-l)l/csz+l) for a positive 
constant y to be determined. Clearly E satisfies the required inequalities and 
it is not difficult to see that @(a, c) - /3’(u, <) 3 A and /3(b, <) > B. As regards 
the P-differential inequality we have 
/3@ + h(t, /3) - C/Y = 24: - 2uk(d - p+(a) + z&(u)) esp[--ke-l(t - u)] 
+ (A - puR(u) + u&(u))’ exp[-2K1(t - a)] 
-at; - h(A - puR(a) + &(a)) exp[-EG(t - a)] 
3 &h(il - puR(u) + z&(a)) exp[--kc+(t - a)] 
+ & l)! - EAz 
30 if y > (2Zf l)!M 
since -2.u’ R > k bv assumption (3). Thus Heidel’s theorem allows us to con- 
clude that the problem (F)+ has a solution with the stated properties. 
Suppose next that pus(a) - U;(U) > ,4 and define for a ,( t <b and 
O<E<I 
where 0 < K, < k in the definition of v and r( E IS as before. Clearly /3 satisfies ) . 
all of the required inequalities for y > (2l + l)!M and also 
$,(a, E) - a’(u, E) ,( ,4 and ar(b, 6) < B. 
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It only remains to show that the a-differential inequality is satisfied: 
EM- - a”) - h(t, a!) 
= --K,(pu,(n) - z&(a) - A) exp[--li,El(t - a)] 
- CU;; - & - 2u~(puR(a) - z&(a) - A) esp[--h,e-i(t - a)] 
- (p,(a) - u&(a) - ;a>’ exp[--2k,C-1(t - a)] 
> (pu,(aj - u&z) - a)[+ - 224; - (pu&j - a&(n) - A) 
X exp[--k&t - a)]] - Eilf + (21 ;:j! . 
Now by assumption (4) there is a smali positive constant II such that 
-2&(t) > pa,(a) - a&(u) - A for a < t < a + Y, 
and so by choosing K, < k - (pus(u) - u;(u) - A> it follows that the 
bracketed term is positive on [a, a + v]. On the remaining subinterval [a + Y, b] 
of [CZ, b] the exponential term is of order O(P) f or all N 3 I and so by choosing 
y = s + (2Z$ l)!M we have the desired inequality &’ - ~$2 - Iz(t, CL>  @. 
The conclusion of the theorem now follows from Heidel’s theorem. 
It is possible to prove a similar result if z~a only satisfies & < 0; however, 
the boundary layer term must be modified and we must assume that pu,(a) - 
z&(a) < A. The precise result is contained in the next theorem. 
THEOREM 2.2’. Assume (1) and (2) as ifa Theorem 2.2. Assum also that 
(3j’ a&(t) < 0 for a < t < 6; 
(4)’ pu,(a) - u;.(u) < 4. 
Then the co~zclusio~r of Theorem 2.2 is valid with v(t, ej Feplaced by z(t, 6) = 
(~rn-~j~/~ 1 puR(aj - a&(a) - A 1 exp[-(m6-1)1/2(t - a)3 ;f I = 0 alzd 
l/(22+2) 
4) = [ (I+ 1j;;z + l)! 
Zzz+“(8 - pZ~R(a) + ~h(n!j'" 1 
ProoJ. The proof of this result involves only a minor alteration of the proof 
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of the previous theorem in the case that pus(u) - U;(U) < A. Define for 
a<t<bandO<c<l 
Note that x is a solution of 
E,$ = 
(21 z; l)! X2z+1y .+, 4 = -(A - p44 + &(a)) 
which is such that z’(t, l ) 6 0 for a < t < b. It is only necessary to verify 
that the p-differential inequality is satisfied: 
/3’” + h(t, p) - ep” = uk” + 224&z’ + d2 + h(t, UR) 
+ (2E: l)! 
q+lh(t, 7))(/3 - uR)2z+1 
-du - d 
20 if y > (2Z+ l)!M 
since ukz’ > 0. Thus the result follows from Heidel’s theorem. 
Suppose now that the reduced equation has a singular solution u = u, GE 
const. If u, is Z-stable and if pu, < A and u, < B it is reasonable to expect 
that u, will be a stable attractor of a solution of (F)+. This is the content of 
the next theorem. 
THEOREM 2.3. Assume that 
(1) the Teduced equation (R) h us an Z-stable singular solution u = u, = 
const on [a, b] (i.e., h(t, u,) = 0) such that pu, < A a& u, < B; 
(2) the function h(t, y) is I-smootlz in SY,uJ. 
Then there exists a positizle constant E,, (q, < 1) such that the problem (F)+ 
has a solution y = y(t, C) whenever 0 < E < Ed . In addition, for t if1 [a, b] we have 
u, < y(t, C) < 24, + zqt, C) + z(t, C) + El/(=+l)y 
zuhere z?(t, 6) = -2~ ln{(b - a)-l[b - t + (t - u) exp[-(26)-l(B - Us)]]) is a 
sobtion of E~Z” = $zT2, G(b, 6) = B - u, and z(t, E) is the function defined in 
the statement of Theorem 2.2’ with uR replaced by u, . 
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Proof. The proof follows by combining the arguments of Theorem 2.1 and 
Theorem 2.2’. Define for t in [a? b] and 0 < E < 1 
cc(t, e) 3 24, , ,/3(t, e) = u, + zqt, e) + z(t, e) + (,ym-ljl:(“~+l), 
where 6 defined above satisfies EC” = $zY2, G(b, c) = B - u, . The only 
difficult calculation involves the p-differential inequality: 
6’2 + h(t, p) - c/3” = ZY” + 2G’x’ + Z’f + h(t, 24,) 
2 0 provided y > 2(A - pz(J 
because EZ” = (42Zf l)!) #+l, _ 4~8 > 2~’ on [CZ -k 6, b], and w’ = O(E) 
on [a, b - S]. 
The conclusion of the theorem now follows from Heidel’s theorem. 
The reduced equation (R) can also have regular solutions ub which lie 
singular ones cannot in general be made to satisfy any supplement-ary condition. 
Such functions may behave near t = a like uR (that is, ~6 < 0) and near t = b 
like u, (that is, ui > 0); consequently, it is possible to prove a result like 
Theorem 2.3. More precisely we have the next theorem. 
THEOREM 2.4. Asszme that 
(1) the reduced equation (R) has nn &able solution u = +,(t) of class 
CQJ[a, b] such that u,(b) < B; 
(2) the function h(t, y) is Z-smooth in Gq@j): 
(3) there exists a positive constant k such that u;(t) < -$k < 0 for 
a < t < a + S (6 a small positive constant); in addition, u;(t) 2 0 for b - S < 
t < b; 
(4) &,(a) - u;(a) = A 
or (l%(a) - u;(a) - q[(puh(a) - z4jz + h(% &J(a))] < 0. 
Then there exists a positive constant E,, (Q < 1) such that the problem (F)+ 
has a solution y = y(t, c) .whenever 0 < E < q, . In addition, for t in [a, b] we have 
y(t, rz) = u&) + O(zQ, E)) + 0(7qt, 6)) + 0(&2~+1q, 
where v and z?i me de$ned above. 
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Proof. The proof follows by combining the reasoning used in the proofs 
of Theorems 2.2 and 2.3. 
A similar result holds if near t = a the function ub only satisfies z&(t) < 0 
provided pub(u) - ~;(a) < A. Th e roo can be patterned after the proofs of p f 
Theorems 2.2’ and 2.3. 
THEOREM 2.4’. Assunze (1) alzd (2) as in Theorem 2.4. Assunze also that 
(3)’ u;(t) d 0 f ora<t<a+Sandui(t)>Oj&b-8<t<bwith 
8 a small positi.0e constant; 
(4)’ p,(a) - z&(a) < 4. 
Then the conclusion of Theorem 2.4 is valid with v(t, ;) Peplaced by x(t, 6) 
where z(t, E) is dejned in the statement of Theorem 2.3. 
With this we conclude our discussion of the boundary layer behavior of 
solutions of (F)+ when the reduced equation (R) has certain Z-stable solutions 
which are also ‘ ‘y’-stable” in the sense of assumption (3) or (3)‘. It can however 
happen that solutions of (F)+ behave similarly if some Z-stable solutions of (R) 
are “$-unstable.” We will briefly examine this situation after discussing the 
various types of interior layer phenomena which solutions of (F)+ can display. 
Some remarks are now in order. 
Remark 2.1. The assumption that p(b) < B for p = uL , u, or ub deserves 
a brief comment. Inside of the boundary layer at t = b (if p(b) < B) the solution 
y(t, G) has a derivative which is unbounded as a function of ;, namely, y’(b, .s) = 
O(exp[&]) (cf. [27] or [26, Chap. II]). C onsequently, close to t = b the second 
derivative of y satisfies 
yyt, c) c? rly’Z(t, e) > 0, 
that is, y is convex inside the boundary layer. Therefore, if p is to approximate y 
to the outer edge of the boundary layer then p(b) must lie ,below B. Theorems 
2.1, 2.3, 2.4 and 2.4’ are not valid if p(b) > B for this reason. 
Remark 2.2. Assumption (4) in Theorems 2.2 and 2.4 also has a geometric 
interpretation. Instead of solving the original boundary value problem (F)+ 
consider the initial value problem ;:.j @ ;‘: 
EY ’ = Y'~ + h(t, Y), a<t<a+S, 
(1) 
Y(G 4 = 44, y’(a, c) = @z(a) - A 
where u = zca or z+, . Since u is (by assumption (3)) a stable reduced solution 
we know from classical singularly perturbed initial value theory (cf. [28, 
Chap. X]) that a solution y = y(t, c) of (I) wi 11 converge to u as E -+ Of provided. 
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~‘(a) > ~‘(a, E). In addition, if ~‘(a) < $(a, c) but (~‘(a, E) - ~‘(a)) is not too 
large then y also converges to u as E -+ O+.. The inequality in assumption (4) 
is a precise estimate of just how large (~!‘(a, E) - u’(n)) can be in order for 
convergence to occur (cf. [ll; 26, Chap. l] or [20, Chap. 43). Indeed, it is 
possible to solve (F)+ by solving (I) on (a, b) and then using a “shooting”-type 
argument (cf. [2]). 
Remark 2.3. Finally we note that assumption (4)’ is needed when u’(a) = 0 
because such a function zc has no y’stability at E = a. This implies that it is 
not possible to construct a lower solution 01 having a boundary layer term of 
the form described by the functions ~(t, e) and x(‘, E). 
3. INTERIOR CROSSING PHENOMENA 
In this section we examine the behavior of solutions of (F)+ when various 
solutions of the reduced equation (R) intersect at one or more points in (a, h). 
Such interior crossings fall into two categories: angular and smooth. As the 
names imply an angular (smooth) crossing occurs at a point where the slopes 
of the intersecting functions are unequal (equal). It mill turn out that solutions 
of (F)+ (for small E > 0) follow stable paths formed by intersecting solutions 
of (R). In this regard these interior phenomena are analogous to the boundary 
layer phenomena just discussed. 
We begin by considering angular crossings and to motivate the first two 
theorems we recall a basic result of Haber and Levinson [4] for the Dirichlet 
problem 
w 
Ef = f (4 Y, 39 a < t < 6? 
~(a, c) = A,y(b, c) = B. 
Namely, suppose the reduced equation f(t, U, u’) = 0 has two stable solutions 
u = am, zl = pa defined on [n, to], [to, B], respectively, which satisfy 
~~(a) = A, uL(tO) = pa, u~(t,,) f uk(t& and z+(b) = B. Then the problem 
(F) has a solution y = y(r, 6) (for E sufficiently small) such that 
and 
provided that 
204 F. A. HOWES 
Stability means here thatf,(t, u=(t), u;(t)) > 0 for a < t < to andf,(t, us(t), 
z&(t)) < 0 for t, < t < 6 (cf. assumption (3) in the theorems of Section 2). 
Note that there is no restriction placed on the growth off as a function of y’. 
The inequality (*) is simply the statement that the functions u, and ua must 
be adjacent stable reduced solutions. Consequently, in the case of (F)+ this 
inequality is always satisfied for stable solutions u, and us (cf. [lo]). 
This result of Haber and Levinson can be extended to non-Dirichlet boundary 
data as we show in the next two theorems. A stronger result is also possible 
and we will discuss it in Section 9 (cf. also [26, Chap. II]). 
THEOREM 3.1. Assume that 
(1) the reduced problems (R), and (R)a have Z-stable solutions u = q(t) 
and u = uR(t) which are deJined and of class G2) on the respective intervals [a, t,,] 
and [t,, , 61, and which are such that q(t,,) = z+(t,,) and u’,(t,,) > z&(&J; 
(2) the functtin h(t, y) is Z-smooth in &?(u(t)) where u(t) = uL(t) for 
a < t < t, and u(t) = uR(t) for to < t ,< b; 
(3) there exists apositive constant k such that u;(t) 3 $k > Ofor a < t < t, 
and u;(t) < -+k < 0 for t, < t < 6. 
Then there exists a positive constant E,, (E,, < 1) such that the problem (F)+ 
has a solution y = y(t, c) whenever 0 < E < E,, . In addition, for t in [a, b] 
we hme 
At, 4 = u(t) + W+&,) - 4&J> exp[--Kc-l I t - to II) 
+ O(&‘2Zfl’), 
where u(t) is dejined in (2). 
Proof. In order to prove this result we need the following slight extension 
of Heidel’s theorem. Namely, his conclusion is still valid if the functions 01 
and /3 are only piecewise--Cf2) rather than C(s). This means that there is a 
finite partition {ti} of [a, b], a = tl < t, < ... < t, = b, such that for each 
i = l,..., n - 1: 
(i) 01 and p are of class Ct2)(ti , ti+J; 
(ii) E& > f (t, 01, 01’) and e/3” < f (t, /3,/Y) on (ti , ti+J; 
(iii) d(ti-) < c/(ti+) and /3’(ti-) > /3’(&+). 
This follows because the maximum (minimum) of a finite number of LX- 
functions (/?-functions) is again an or-function (p-function). 
Define then for a < t < 6 and 0 < E < 1 
a(t, 6) = u(t) - q(t, c) - T(c) 
B(t, c) = 4) + q+ 
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where ~r(t, G) = 42kr)-1(21~(to) - z4L(tJ) exp[--k,E-l j t - to I] for 0 < kr < k 
and T(E) = (E~w- ) l l/(aLfl). Clearly p satisfies the correct inequalities on [a, t,j 
and (to , b], and 
p’(q) = I&,) > /qto+> = u&J. 
As for oi we note that 
0: (tom) = d(to+j = &(24;(to) + u;(tJ). 
It is just as easy to verify that the a-differential inequality is satisfied once 
we note that 
co’? + h(to , u&J = U&J) < 0 for z&to) < w < ut(t,) 
(cf. [8] or the proof of Theorem 2.2 above). 
The next theorem is a straightforward extension of Theorem 3.1 to the case 
where there are two intersections of reduced solutions. Clearly situations 
involving a finite number of intersections can be handled similarly. The proof 
is analogous to the previous one and is omitted. 
THEOREM 3.2. Assumethat 
(I) the reducedproblems (R)L , (R) and (R)s have Z-stable solutions u = z~(t), 
u = u*(t) and .u = uR(t) which are defined and of class C’“) on [a, tl], [tl , t2] 
and [tz , b], respectively, and zuhich satisfy U=(Q) = u,(t,), uL(t,) > uL(tJ, 
ub(t2) = z+(t,) and uL(tJ > uk(tJ; 
(2) the function h(t, y) is Z-smooth in %?(u(t>) where u(t) = uL(t) for a < 
t < t, , u(t) = z+,(t) for t, < t < t, and u(t) = uR(tj for t, < t < b; 
(3) there exists a positive constant k such that u:(t) 3 $k > 0 for a < 
t < t, , u;(t) < -&k < 0 for t, < t < t, + 6, u;(t) >, +k > 0 fey t, - S < 
t < t, and u:(t) < -$k < 0 for t, < t < b with S a small positive constant, 
Then there exists a positive constant E,, (E,, < 1) such that the problem (I?)-’ 
has a solution y = y(t, 6) whenever 0 < E < e0 . In addition, for t in [a, b] zle have 
y(t, c) = u(t) + O(c(ut(tl) - u;(Q) exp[-k,c-l j t - t, ij) 
+ O(~(ui(t,) - uk(Q) exp[-kK,E-i \ t - t, 11) 
+ q&Yzz+l,), 
where u(t) is defined in (2) and 0 < k, < k. 
The next interior crossing phenomenon we consider involves the case when 
two (or more) solutions of the reduced equation (R) intersect with equal slopes 
at the point(s) of intersection. Clearly such smooth intersections are only 
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possible at singular points of (R), that is, points at which the p-discriminant 
locus intersects the inflection locus (cf. [22], [25], or [lo]). In fact, at a singular 
point t*, z~‘(t*) = 0 where u is any solution of (R) passing through t*. Regular 
y’-stable solutions of (R), say u, and ~1s) can never cross smoothly at any 
point to in (a, b) because uL(t,) > 0 > am. Thus smooth interior crossing 
phenomena invariably involve either a singular solution of (R) or a solution 
of (R) with a singular point which coincides with the point of intersection. 
(A singular solution can be thought of as a solution curve each of whose points 
is a singular point; cf. [22] or [25].) The theory for smooth crossings which 
we now present is simpler than that just discussed for angular crossings because 
no interior transition layer terms in y and y’ are required to describe the solution 
of (F)+. However, the concept of Z-stability plays a more prominent role here 
because u’(t,,) = 0 at any smooth crossing point to . Consequently, such a 
function has no y’-stability in a neighborhood of t = to and so it must “seek” 
stability from the y variable. 
We begin by considering the case when solutions uL of (R), and zla of (R)a 
intersect a singular solution u, = const at the points t = tl and t = t, , 
respectively. 
THEOREM 3.3. Assume that 
(1) the reducedproblems (R)L , (R) and (R)s have l-stable solutions u = q(t), 
u E u, = const and u = uR(t) which are dejined and of class C@) on [a, t,], 
[tl : tJ mzd [t, , b], respectively, a < tl < t, < b; in addition, we suppose that 
uL(tl) = u, = uR(t2) and uk(t,) = 0 = z&(Q; 
(2) the function h(t, y) is Z-smooth in W(u(t)) where u(t) = z+(t) for 
a < t G 4, u(t) = u, for tl < t < t, and u(t) = UR(t) for t, < t < b; 
(3) f&(t) & 0 for a < t (5) tl and z&(t) (5) 0 for t2 (5) t < b. 
Then there exists a positive constant q, (q, < 1) such that the problem (F)+ 
has a solution y = y(t, c) whenev~ 0 < E < E,, . In addition, for t i?z [a, b] we have 
y(t, c) = u(t) + 0(,1/(2z+l)), 
whue u(t) is defked irz (2). 
Proof. Since the crossings are smooth the proof is almost immediate. 
Define for a < t < b and 0 < E < 1 
ait, c) = u(t) - (,ym-1)1/‘2~+1) 
/qt, 6) = u(t) + (qm-l)1/‘2~+1’, 
where u(t) is defined in (2). Clearly these functions satisfy the correct in- 
equalities and so by the extension of Heidel’s theorem the problem (F)+ has a 
solution with the stated properties. 
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We consider nest the case when the reduced equation has three solutions 
which intersect at two points in (a, b) and which are such that one crossing 
is angular while the other one is smooth. It is a straightforward exercise to 
prove the following theorem using the techniques used in the proofs of 
Theorems 3.1 and 3.3. 
THEOREM 3.4. Assume that 
(1) the reducedproblems (R)L , (R) and (R)a kn@e l-stable solutio?zs u = f~L(t), 
u = u,,(t) .a?zd ZL = uR(t) wkick are defined and of class C(“) OFZ [a, tl], [tl ? L] 
and [t2 . b], respectiveb, a < t, < t, < b, and .whick sat$y u,(t,) = u,jt,), 
n;(tl) > u;(tl), u&,) = u&J and u&) = &(t2j = 0; 
(2) the &nction k(t, y) is Z-smooth in a(u(t)) where u(t) = u,(rj for 
a < t .< f, , u(t) = u@(t) fog t, < t < t, and u(t) = uR(t)for t, < t < b; 
(3) there exists a positive constant k such tkat u;(t) >, +k > 0 for a < 
t < f, I and u;(t) < -+k < 0 for t, < t < t, + 6 with 6 a small positive 
constapzt. 
Then there erists a positive constant c0 (c,, < 1) such that the problem (Fj+ 
has a sohtion y = y(t, c) wkenever 0 < E < l 0 . In addition, Joy t in [a, b] we have 
y(t, e) = u(t) + O(E(ul(tl) - u;(Q) exp[-k,+ / t - t, I]) 
+ o(peI+1) 
1, 
where u(tj is deJined in (3) and 0 < k, < k. 
The analogous result when zdL and zcb have a smooth crossing at t = t, and 
ub and uR have an angular crossing at t = t, is clearly valid. We leave its precise 
formulation to the reader. 
4. BOUNDARY AND INTERIOR LAYER BEHAVIOR 
In this section we consider the asymptotic behavior of solutions of (F)T 
when the reduced problems have solutions with the properties described in 
Sections 2 and 3. For example, our first result involves the case when a solution 
uL of (R)L intersects a singular solution z(, E const of (R) smoothly at t = to 
in (a, 6) with u,~ (5) B. If these solutions are Z-stable it is reasonable to expect 
that (F)+ has a solution y = y(t, 6) such that 
Several theorems of this type will be stated here an-d since such boundary 
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and interior layer behavior have been described separately above their proofs 
are straightforward and are omitted. 
THEOREM 4.1. Assume that 
(I) the reduced problems (R)L and (R) have l-stable solutions u = q(t) 
and u = u, = const which aye defked and of class Cf2) on [a, t,,] and [to , b], 
yespectiirelj!, and which satisfy uL(tO) = u, , ui(t,,) = 0 and u, < B; 
(2) the function h(t, y) is Z-smooth in g(u(t)) where u(t) = q(t) fo1 
a < t < to and u(t) = u, for t, < t < 6; 
(3) u:(t) (?) 0 for a G t < t (-) 0 * 
Then there exists a positive constant e0 (co < 1) such that the problem (F)+ 
has a solutiolz y = y(t, E) whenever 0 < E < co . IS addition, for t in [a, b] we have 
y(t, c) = u(t) + O(w(t, c)) + 0(&/(2z+l)), 
where u(t) is de$ned in (2) and w(t, c) is the function dejned in the statement of 
Theorem 2.1 (with uL replaced by u,). 
THEOREM 4.2. Assume that 
(1) the 1-educedproblems (R) and (R)a 1 rave l-stable solutions u = u, = const 
and u = uR(t) which are dejined and of class C’f2) on [a, to] and [to , b], respectively, 
and which satisfJ7 pu, < A, u, = uR(to) and ui(t,) = 0; 
(2) the functiorz h(t, y) is l-smooth in W(zc(t)) z&ere u(t) = u, for a < t < t,, 
and u(t) = uR(t) for to < t < b; 
(3) u;(t) (5) Ofoy t,, (5) t < b. 
Then there exists a positive constafzt co (co < 1) such that the problem (F)+ 
has a solution y = y(t, 6) wheneve 0 < E < co . In addition, for t in [a, b] we have 
y(t, c) = u(t) + O(z(t, c)) + O(ell(2r+l)), 
where u(t) is dejined in (2) and z(t, 6) is the function defined in the statement of 
Theorem 2.3. 
The next group of theorems deals with the case of an angular crossing com- 
bined with boundary layer behavior at one of the endpoints. 
THEOREM 4.3. Assume that 
(1) t?ze peduced ppob1em.s (R)r, and (R) have l-stable solutions u = u=(t) and 
u = u,.(t) which are defined and of class C(“) on [a, to] and [to, b], respectively, 
and which satisfy uL(tO) = u,(t,,), uL(to) > u:(t,) and u,(b) < B; 
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(2) the function h(t, y) is I-smoorh in S?(u(t)j where zift) = uL(tj for 
a < t < t, and u(t) = up(t) t, < t < b; 
(3) there exists a positive constant k such that z&(t) 3 &k > Ofor u < t < t, 
and u;,(t) < -$4 < 0 for t, < t < to , L 6 with 6 a small positive conssta7zt; in 
addition, zce suppose that u:(t) 3 0 for b - S < t < b. 
Then thme exists a positi,ve constant q, (E,, < 1) such that the problem (F)+ 
has a sohztio?z y = y(t, 6) mhenever 0 < E ,< Ed . 1~1 addition, for t ifz [u, b] eae Aave 
?‘(f, c) = fL(t) + O(E(z&(&J - uj,(t,)) exp[--k,f-l 1 t - t, j) 
+ O(?qt, cj) + o(&/(=-*)}, 
,where u(t) is defined in (2), zZ(t, 6) is the function defirzed itz the stalemelzt of 
Theorem 2.3 z&h zz, replaced by u, apzd 0 < k, < k. 
THEOREM 4.3’. Assume that 
(1 j the reduced problems (R) and (R)a I zave l-stable solutions u = u,,(t) and 
IA = uR(t) which are de$ned and of class C’Q) on [a, t,] and [t, , b], respectively, 
and which satisfy u,$(t,j = u,(t,) mzd ul(t,) > uk(tJ; 
(2) the function h(t, y) is Z-smooth in %‘(u(t)) where u(t) = z~(tj for 
a < t < t, and u(tj = +(t)for to < t < b; 
(3) there exists a positizle colzstant k suck tlzat u;(t) < -$k < 0 -for 
CI < t < a + 6, u;(t) 2 +k > 0 for t, - 6 < t < t, and u;(t) < --gk c: 0 
for t, < s < b with 6 a small positive constant; 
(4) puA(a) - u,;(a) = A 
or (pun(a) - u:(a) - A)[(pu,(a) - A)” + h(n, uA(aj)] < 0. 
Then there exists a positive constant E,, (co < 1) such that the problem (F)+ has 
a solutiwtz y = y(t, c) .wheneaer 0 < E < E@ . In addition, for t in [a, b] we have 
y(t, E) = zr(t) j O(v(t, c)) + O(e(u6(t,) - z&(&J) esp[--k,c-l j t - a, ij] 
+ O(&Wl)), 
u>lEre u(t) is defined in (2), tlze function o(t, 6) is defined in the statement qf 
Theorem 2.2 (with uR replaced by u,,) and 0 < k, < k. 
The same result holds (with v(t, ) E re pl aced by z(t, 6)) if in assumption (3) 
uA only satisfies IL:(t) < 0 for n < t < a + 6 provided pu,(a) - Us < A. 
Finally we consider the case when two regular solutions of (R) intersect 
smoothI>; at a point in (a, b) and when there is also boundary layer behavior 
at one of the endpoints. 
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THEOREM 4.4. Assume that 
(1) tlze reduced problems (R)L and (R) haue l-stable solutions u = uL(t) and 
u = z+,(t) which are defined and of class C(“’ on [a, to] and [to , b], respectively, 
and which satisfy q(t,J = q,(t,,), uk(t,,) = ui(t,,) = 0 and u,(b) < B; 
(2) the function h(t, y) is Z-smooth in g(u(t)) where u(t) = uL(t) for 
a < t ,< t, and u(t) = us(t) for t, < t < b; 
(3) u=(t) & 0 for a < t (5) to and z+,(t) & 0 for t,, (5) t < b. 
Then there exists a positive constant E,, (ho < 1) such that the problem (F)+ has 
a solution y = y(t, E) wheneaer 0 < E < E,, . In addition, for t in [a, b] we have 
y(t, <) = u(t) + O(w(t, c)) + o(&/(2z+1)), 
where u(t) is deJined in (2) and .zu(t, E) is de$ned in the statement of Theorem 2.1 
(with uL replaced by ub). 
THEOREM 4.4’. Assume that 
(1) the reduced problems (R) and (R)a Raae l-stable solutions u = us(t) and 
u = us(t) which are de$ned and of class C(“) on [a, to], [to , b], respectively, and 
which satisfy ub(to) = uR(to) and &(t,,) = uk(t,,) = 0; 
(2) the function h(t, y) is Z-smooth in g(u(t)) where u(t) = i+(t) for 
a < t ,( t, and u(t) = uR(t) for t, < t < b; 
(3) there exists a positive constant k such that u;(t) < -$k < 0 for 
a < t < a + 8 with 6 a small positive constant; in addition, we suppose that 
ui(t)&Ofora+ 6 < t(5) o t and u;(t) (5, 0 for to (5) t < b; 
(4) pub(a) - z&(a) := J 
or (pub(a) - u;(a) - A)[(pu,(a) - J2 + h(a, ut(a))] < 0. 
Then there exists a positive constant q, ( me < 1) such that the problem (F)+ has 
a solution y = y(t, E) whenever 0 < E < co . In addition, for t in [a, b] we kave 
y(t, 6) = u(t) + O(z(t, l )) + o(e1/(2z+l)), 
where u(t) is defined in (2) and v(t, ) E is defined in the statement of Theorem 2.2 
(with uR replaced by u,,). 
We remark that the same result holds (with z(t, C) replaced by z(t, c)) if in 
assumption (3) ul, only satisfies u;(t) < 0 for a < t < a + 6 providedpu,(a) - 
z&(a) < A. 
With this we conclude our discussion of the behavior of solutions of (F)+. 
The analogous problem 
W 
E-v n = -y’” + h(t,y), a<t<b, 
py(a, c) - y’(a, c) = A, y(b, 4 = R 
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can be treated by making the change of dependent variable y + -y and 
applying the above theory to the transformed problem. This change of variable 
shows that the inequalities in assumption (3) or (3)’ must be reversed when 
discussing (F)- and that one must assume p(b) 3 B for p = uL , U, or ub since 
a solution of (F)- is concaz’e in a boundary layer at t = b (cf. Remark 2.1). 
Similarly, the reflected problem 
ey* = *Y’a + 44 YJ, a<t<b, 
y(a, 4 = 4 qy(b, 4 + y’(4 4 = B, 
can be handled by making the change of independent variable t -+ a + b - t 
and applying our previous theory. 
5. SOME REMARKS ON WEAK INSTABILITY 
In our study of solutions of (F)+ we have assumed that Z-stable solutions zcL 
of (R)L and ub of (R) satisfy 
u;(t) > 0 and u;(t) 3 0 for t near b. 
However, it frequently happens that such solutions satisfy instead 
u:(b) = 0, u;(t) < 0 for t near b, or 
u;(b) = 0, u;(t) < 0 for t near b. 
Nevertheless the theory developed above holds for such reduced solutions 
as in the case of those solutions which satisfy the first set of inequalities because 
these functions are Z-stable. The reason for this is that because u’(b) = 0 
(U = uL or ZQ,) the y’-instability of u is weak and therefore the Z-stability of zt 
is strong enough to allow u to support a boundary layer at t = b. Since u’(t) & 0 
for t near b we have termed the function u weakly unstable in [lo] and f13]. 
It is perhaps an unusual phenomenon and so we prove the following result in 
some detail. 
THEOREM 5.1. Assume that 
(1) the reduced problem (R)= has an Z-stable sohtion u = z+(t) of cZass 
P)[a, b] n P)[b - V, b] such that q(b) < B; 1 zere v is a small positice constant; 
(2) the function h(t, y) is Z-smooth in 9(u,(t)); 
(3) u;(b) = 0. 
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Then there exists a positive constant q, (E@ < 1) such that the problem (F)+ 
has a solution y = y(t, E) whenever 0 < E < Ed . In addition, for t in [a, b] we haae 
y(t, e) = q(t) + O(w(t, c)) + 0(,1/(2z+y 
whae w(t, C) is defined in the statement of Theorem 2.1. 
Proof. Define for t in [a, b] and 0 < E < 1 
a(t, e) = q(t) - (,ym-1)1iC2z+1) 
/3(t, c) = q(t) + w(t, c) + (qmz-yz+l), 
where w(t, C) = --E In((b - a)-l[b - t + (t - a) exp[--E-r@ - uL(b))]]}. It is 
only necessary to verify that the p-differential inequality is satisfied: 
/3’” + h(t, p> - $3” = ui2 + 2&W + w’2 + lz(t, UL) 
+ (22: l)! 
gz+%(t, 7&k? - uL)2z+1 
since EW” = wf2 and 1 UE j < M. We claim that 
u;(t) w’(t, E) = O(E) for b- v<t<b. 
To see this, we first have by the Mean Value Theorem 
I 4(t)l < K(b - t) for b-v<t<b 
where K is a positive constant (actually, K = max ] uE(t)j for b - v < t < b). 
Therefore, for t in [b - v, b] 
I 6.W d W - t + (t - 4 cd--E-V - GNI, 
and so 
I z&(t) w’(t, c)l d KE(1 - exp[--E-l@ - q(b))]) < KE 
because 
~(1 - exp[--E-l@ - Qb))]) 
W’(t’ ‘) = b - t + (t - a) exp[--E-l@ - u=(b)] . 
Thus z&w’ = O(E) on [b - v, b] and also on [a, b] since w’(t, 6) = O(E) for 
4 < t < b - v. Consequently, 
p’” + h(t, j3) - 4” > -2 EL + (217 I)! - dF 2 O 
if y > (21+ l)!(fil f L). Here 1 2&(t) w’(t, <)I < EL for a < t < b. 
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The conclusion of the theorem now follows front the extension of Heidel’s 
theorem. 
We remark that a similar result can be proved for an Z-stable solution 11~ 
which is weakly unstable at t = a provided @,(a) - z&(a) < d. In addition, 
it is possible to prove a theorem like Theorem 3.1 when the I-stable solutions 
zL and uR are weakly unstable at t = t, (cf. [8] for the case of Dirichiet data). 
6. RELATED CLASSES OF PROBLEMS 
In this section we will show that the results obtained above for (F)” apply 
xvith only minor modifications to related classes of problems. The first class 
we consider is 
(G)+ 
g? = y’2 + h(t, y), a-=ctcb, 
@(a, G) - y’(a, G) = A, gy(b, e) + y’(b: 6) = E, 
where p and 4 are positive constants. Since the boundary conditions implv 
that the slope of any solution of (G) + is bounded as a function of E at 6&z 
endpoints solutions will not exhibit any of the behavior of the type described 
in Theorems 2.1,2.3,2.4 and 2.4’ at t = B. In particular, under our assumptions 
any solution y = ~(t, E) of (G>+ will satisfy 
lim 1 y(r, 6) - u(t>] = 0 unzjcomdy for t in [a, b], 
e4+ 
where u(t) is an appropriate reduced path. We want to examine each of the 
theorems proved in Sections 2, 3 and 4 and discuss the necessary changes 
in the assumptions and the conclusions. 
Consider first Section 2. In the case of Theorem 2.1 we can first of al! require 
that 
u;(t) > $5 > 0 for t in [a, b]. 
Then if either qu,(b) + u;(b) = B or 
an argument similar to the one used to prove Theorem 2.2 shows that the 
problem (G)+ has a solution 37 = ;~(t, l ) such that for t in [a, b] 
where 
y(t, 6) = q(t) + O(iqt, c)) + o(E1/(2t+1)), 
qt, cj = k;lc / p,(b) f Z&I) - B 1 exp[--+-r(b - t)] 
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(0 < K, < k). Th e same result holds if uL only satisfies u:(t) > 0 for n < t 6 b 
provided qu,(b) + u;(b) < B (cf. Theorem 2.2’) with C(t, 6) replaced by 
qt, 6) = 
I 
(K-~c)~~(B - p+(b) - z&(b)) exp[-(mE1)1’2(b - t)], if I = 0 
l,,31/(21+2) B 
( 
_ pL(b) - uL(b))(l + o,(b - t) ~-~‘(a~+~))-~-~, if I > 1, 
for a positive constant ui = ~~(1). 
As regards Theorems 2.2 and 2.2’ no change is required in either the statement 
or conclusion of these theorems if (R)a is interpreted as the reduced problem 
corresponding to (G)+. The statement of Theorem 2.3 has to be changed only 
to include the restriction that qu, < B. Then the conclusion is valid with 
&?(t, E) replaced by Z(t, l ). Finally, Theorems 2.4 and 2.4’ are amended in 
the same way as Theorem 2.1. Namely, if 
u;(t) > $5 > 0 for t in [b - 6, b] 
then we assume either that 
p,(b) + u;(b) = B or 
(~44 + 40) - BW - ~$4~ + 46, MN1 -=z 0. 
While if u;(t) > 0 for b - 6 < t < b then we must assume that qua(b) + 
r.&(b) < B. The conclusion in either case is that (G)+ has a solution y = y(t, C) 
satisfying the stated estimates with zC(t, l ) replaced by fi(t, C) (if u;(t) > &k > 0) 
or by 5(t, E) (if u;(t) 3 0). 
The theorems of Section 3 are valid without change for the problem (G)+ 
if (R)R is interpreted as the reduced problem corresponding to (G)+. 
As regards the theorems of Section 4 the “interior crossing parts” do not 
have to be changed, while the “boundary layer parts” are amended as above. 
Specifically, in Theorem 4.1 the function u, is assumed to satisfy qu, < B 
and in the conclusion the function 6 is replaced by .Z. Theorem 4.2 is left 
unchanged. The statement of Theorem 4.3 must be changed as follows. If 
u;(t) > 4k > 0 for b--6<t<b 
then we assume either that pu,(b) + u:(b) = B or 
(P,@) + 4(4 - B)W - ~44)” + W, u,(@)l -=c 0. 
However, if only g:(t) > 0 on [b - 6, b] then we must assume that pu,(b) + 
u:(b) < B. In eith er case the conclusion of Theorem 4.3 is valid with ZZ replaced 
by B (if u:(t) > @ > 0) or by Z (if u:(t) > 0). Theorem 4.3’ clearly remains 
valid without change. Similar modifications must be made in the statement 
and conclusion of Theorem 4.4. Finally Theorem 4.4’ remains valid if (R)n 
is interpreted as the reduced problem corresponding to (G)+. 
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We remark that if either p = 0 or Q = 0 with pe + $ > 0 then the above 
theory is valid with only minor alterations. Aspects of this case were treated 
in [9] and [13] to which the reader can refer for details. 
Boundary conditions of the form 
y(a, c) - g’(u, c) = -4, y(b, e) = B 
or 
r(a, c> = 4 y(b, 6) + g’(b, cj = B 
arise frequently in chemical engineering problems (cf. [16, 11) and so it is 
of interest to examine briefly the asymptotic behavior of solutions of ~31” = 
-+Y’~ + Iz(t, y) satisfying such conditions. 
As an illustration, let us consider the problem 
cy’! = ?!I2 + h(t, y), a<t<b, 
y(a, e) - cy’(a, c) = A, y(b, e) = B 
together with the corresponding reduced (E = 0) problems 
WL 
and 
ZP + qt, u) = 0, n<t<t,<b, 
u(u) = ,4 
u’* + h(t, u) = 0, a<t,<t<b, 
u(b) = B. 
We claim that most solutions of (H)+ behave essentialfy (that is, up to terms 
of order O(E)) l’k I e solutions of the Dirichlet problem 
P)+ 
E$’ = y’” + h(4 Y), a<t<b, 
y(a, c) = 4 y(b, e) = B. 
The reasons for this are as follows. If we consider first a solution u = uL(t) 
of (R)L then 
UL(U) - e&z) = A - EU&z) = -4 + O(E) 
and so the theory of [6] or [IO] for (D)+ applies to uL module corrections of 
order O(E). Similar remarks apply to singular solutions U, . The situation is 
however slightiy more complicated for a solution ua of (R)R . The jump condition 
at t = a now becomes 
uR(a) - ah(a) = B or 
(u&z) - EZ&z) - A)[~-*(U&z) - A)” + h(a, UR(U))] < 0, 
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which is satisfied provided us(u) = A and U;(U) = 0 or if ~a@) < A and 
~;(a) < 0. It can be shown (cf. Example 10.4 below) that for such a zca the 
problem (H)+ has a solution y = y(t, C) such that 
lim y(t, l ) = 2*a(t) 
ElOf 
for all a < t < b 
because the coefficient of /(a, E), namely -E, is not transcendentally small. 
(A function p(e) is called transcendentally small if p(e) = O(e-llC).) The condition 
that 2ca(a) < A was used in [6] and [IO] to describe the behavior of solutions 
of the Dirichlet problem (D)+ and it has a natural geometric interpretation 
in terms of the convexity of a solution of (D)+ inside a boundary layer at t = a 
(cf. Remark 2.1). Thus one can show that (with the exception of this case) 
there is a one-to-one correspondence (modulo terms of order O(E)) between 
the asymptotic behavior of solutions of (H)+ and (D)+. 
The reader is invited to discuss for himself or herself the behavior of solutions 
of E-V” = hy’a + h(t, y) for other choices of the boundary conditions. The 
following fact is basic. If the coefficient of the slope of the solution in the 
boundary condition at t = a (t = b) is a negative (positive) constant then 
the solution y = y(t, C) of the boundary value problem is within a distance 
of order o(l) from some reduced solution u(t), that is, 
lim+y(t, C) = u(t), uniformly for t near a 
l -,0 
or t near b. The reason for this is that the derivative of JJ is forced by the 
boundary condition to be a bounded function of E near t = a or t = b. 
7. THE RELATIONSHIP BETWEEN BOUNDARY LAYER AND 
ANGULAR CROSSING BEHAVIOR 
In this section we determine precisely when solutions of the problem 
W- 
cyM zzz -yf2 + h(t, y), a<t<b, 
py(a, 6) - y’(a, c) = A, u(k c) + y’(b, ~1 = B, 
for positive constants p and q, exhibit the “Haber-Levinson” angular crossing 
behavior described in the analog of Theorem 3.1 for (G)-. Similar results 
are of course valid for the corresponding problem (G)+. We will see that the 
occurrence of such interior layer behavior is intimately connected with the 
nonoccurrence of boundary layer behavior of the type described in the analog 
of Theorem 2.2. 
To fix the ideas let us assume that the reduced problems 
WL 
*‘2 = h(t, u), n<t<b, 
pa(a) - u’(a) = A 
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have stable solutions uL and uR , respectively, that is, 
u;(t) < 0 and z&(t) > 0 for a .< t < 5. 
Then if pa,(a) - z&(fz) = A or if 
(*> f$%&) - &@) - A)[h(a,uR(a)) - (@R(a) - A)"] < 0 
we know (cf. the analog of Theorem 2.2 withy replaced by -y) that the problem 
(G)- has a solution y = y(t? C) such that. 
lim y(t, l ) = U&) for a < t < b. 
c-to+ 
Similarly, if p,(b) + u;(b) = B or if 
(**I GP&) + W) - BP@, EM)) - ~PL@J) - BYI < 0 
then (G)- has a solution y = y(t, l ) such that 
lim y(t, 6) = UL(t) 
wof 
for a < t < b. 
Suppose now that the conditions (*) and (H) fail to hold simultaneously, 
that is, 
and 
-(“*) quL(b) t u;(b) < B and h(b, u@)) - (B - pu,(b))” < 0. 
We claim that under an additional assumption these inequalities are necessary 
and sufficient for the existence of a (unique) point f, in (a, b) at which uL(tO) = 
uR(tO) (and, of course, z&(t,,) > ii(t,)). The basis of our argument is the 
following lemma. 
LEMMA 7.1. Sfdppose that i?h/tYy(t, u) = h&t, 2~) > 0 on [a, b] X .3.T, .where 
.X is the comer hull of the set of all solutions of EP = h(t, ~4). Suppose also that 
uL and uR are stable, that is, u;(t) < 0 and u;(f) > 0 for t in [a, b]. Then for 
each T in [a, b] Z&(T) + U;(T) 3 0 if and only if Us - z+(r) 3 0. 
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Proof. Fix T in [u, b]. Then p2 = h(t, p) for p = u, and ua , and so 
l-t) z&T) - UP(T) = h(T, UR(T)) - h(T, zQ(T)) 
= iiT, S)@R(T) - UL(T)), 
where .$ is the appropriate convex combination of Us and ~~(7). Rewriting 
u:(T) - uL2(T) as 
we see that the lemma follows from (t) by the assumed positivity of h, and 
the stability of uL , ua . 
We can now prove our main result. 
LEMMA 7.2. Suppose that h, > 0 on [a, b] x X and that uL and uR are 
stable. Then there exists a (unique) point t,, in (a, b) such that uL(t,,) = uR(t,) 
if and only if the inequalities “(*) and “(c*) hold. 
Proof. We will only prove the sufficiency part since the proof of necessity 
is essentially the same. Clearly it is enough to show that 
ci) uL(a) > uR(“) and (ii) uL(b) < UR(b). 
With regard to (i) we note that since ~‘,“(a) = h(a, t+(a)) the second in- 
equality in “(*) is equivalent to 
&(a) < (@R(a) - A)2. 
Taking the positive square root of both sides of this inequality and noting 
the stability of uR and the first inequality of “(*) we have that 
u&z) < A - pu,(a). 
Since #z+(a) - u;(u) = A it follows that 
u&7) < pu&z) - z&(u) - @a(a), that is, 
@R@) - uL(a)) + @k@) + &@>) < O. 
By Lemma 7.1 we see that zlR(a) - uL(u) < 0 or uL(u) > z&(a). 
With regard to (ii) we have similarly that the second inequality in “(**) 
is equivalent to 
up(b) < (B - quL(b))‘, that is, 
-4(b) < B - qlCL(@ 
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by virtue of the first inequality in -(M). Therefore since qua(b) + u;(b) = B 
--r&,(b) < p,(b) + u;(b) - pL(b), that is, 
4(%(b) - UL(b)) t @k(b) + WJ)) > 0. 
By Lemma 7.1 we see that 
uR(b) - uL(b) > 0 or %(b) < %(b)- 
We can now state analogous results for other choices of the boundary condi- 
tions. For instance, consider the problem 
(F)+ 
9 rr = y’” + h(t, y>, a<r<b, 
py(a, c> - y’(a, c) = 4 y(b, 6) = B, 
and the associated reduced problems 
WI. 
li2 + h(t, u) = 0, a<t<b, 
pu(a) - u’(u) = A, 
d2 + h(t, 24) = 0, a<t<b, 
u(b) = B. 
LEMMA 7.3. Suppose that h, > 0 on [a, b] x 2 (where s#? = convex hull 
of the solution set of uf2 + h(t, u) = 0) and that (R)L and (R)a lzave stable solutions 
, uR , respectively, that is, u:(t) > 0 and u;(t) < 0 for t in [a, b]. The7~ there 
rzists a (unipue)point t, in (a, b) such that Qt,,) = uR(t,) ijund only if uL(b) > B, 
p,(a) - r&(a) > A and (p,(a) - J2 + h(a, uR(u)) < 0. 
The proof is similar to that of Lemma 7.2 and is omitted. (Note that 
Lemma 7.1 applies equally to (F)+.) F or a given pair of boundary conditions 
one can now establish the corresponding interior crossing lemma by arguing 
as above. 
8. A MODEL PROBLEM FROM CATALYTIC REACTION THEORY 
Our interest in the class of singular perturbation problems discussed here 
was motivated in part by the following boundary value problem from catalytic 
reaction theory ([29, 161) 
(CR) ” 
” = &(l $- 8y)-ly’” + y’(1 + ey>, o<t<1, 
-y’(O) = 0, ~(1) + (l/sh)y’(l) = 1. 
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Here y represents the dimensionless concentration of a gas A undergoing 
an isothermal reaction on a flat plate catalytic surface, namely, 
The variable t is the normalized distance from a line or plane of symmetry 
to the edge of the surface (t = 1) and the positive constant n is the stoichiometric 
factor of the reaction. The parameter E is the inverse of the Thiele modulus 9, 
that is, 
E = @ E D/k, 
where D is the diffusion coefficient and k is the reaction rate constant, and 
the parameter 6’ ‘v n - 1 is the volume change modulus. For simplicity, the 
reaction is assumed to be of integral order Y 3 1. Finally the parameter Sh 
(known as the Sherwood number) is a mass transfer coefficient which measures 
the ability of the gas A to reach the catalytic surface from the bulk flow. 
If n > 1 then 0 > 0 and there is an increase in volume due to the reaction. 
The coefficient of y’s in (CR) is positive and we can apply the theory of (F)+ 
if E is sufficiently small. The assumption that E is small is equivalent to the 
assumption that the reaction is very fast (that is, k is large) and/or diffusion 
is very slow (that is, D is small). Since y measures concentration we are 
interested in positive solutions of (CR) and we see that u = 0 is the only 
nonnegative solution of the right-hand side of (CR). Since zl = 0 is r-stable 
it follows that for finite values of Sh (CR) h as a solution y = y(t, c) such that 
for t in [0, l] 
0 ,( y(t, l ) < Sh - G2 exp[--E-l!s(l - t)] if r=l, 
0 < y(r, e) < Sh .r,-l,l'cer+z,(~ + (T(l _ t)E-1!e,.+2y-' if I-22, 
where (T = o(r) is a positive constant. 
We note that if Sh = co (that is, if there is no resistance to the transfer 
of A from the bulk to the surface at t = 1) then these estimates must be 
amended to 
0 < y(t, c) ,( exp[--E-l’“(l - t)] if p=l, 
0 < y(t, c) & (1 + ur(1 - t) ,-lfi)-r-l if r>2, 
where or = CS~(T) is a positive constant. This special case was discussed in [9] 
to which the reader can refer for further details including a precise determination 
of a,(r). 
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9. RESULTS IX THE ABSENCE OF ~-STABILITY 
In this section we indicate briefly how some of the above theory applies 
when the various reduced solutions are not Z-stable. This question was treated 
many years ago by Brig [2] for the quasilinear problem and more recently 
by the authors mentioned in the Introduction for quasilinear and quadratically 
nonlinear problems. Let us consider first the problem 
(F)+ 
3’ ” = 4”” + lz(t, y), n<t<b, 
p&z, c) - y’(a, c) = A, y(b, ej = B, 
and let us assume that the reduced problem (RjlL has a solution u = z+(t) 
such that 
u;(t) > yz > 0 for a<t<b and ULU4 (5) B. 
Then if (cf. 12; 26, Chap. II; 191) 
it is possible to show that the conclusion of Theorem 2.1 is valid, that is, (F)+ 
has a solution y = y(t, E) such that 
lim r(t, c> = %,(t) 
E-O+ 
for CI < t (3 b. 
Thus the function k must satis@ a certain condition OT+ at the endpoint t = a. 
Similarly in Theorem 2.2 it is not necessary to assume that ua is Z-stable because 
the corresponding endpoint condition (cf. [2; 26, Chap. II; 193) is automatically 
satisfied in (F)+, namely 
z&(b) +0. 
It does not seem possible, however, to remove the a.ssumption of Z-stability 
(or a condition similar to it) in the other theorems of Section 2 principally 
because the reduced solutions may have zero slopes at one or more points 
in (a, b). At such points we have to require some form of stability with respect 
to 3’ in order to construct the correct bounding functions ti and p since when 
U’ = 0 this function loses y’-stability. 
If one considers now the angular interior crossing phenomena of Section 3 
then similar remarks apply here. For instance, Theorem 3.1 is valid without 
the assumption of Z-stability provided (9.1) holds. In addition, one may be 
able to remove the assumption of Z-stability on the functions uL and ua [but 
not on zlbj in Theorem 3.2 and replace it by (9.1) (cf. [8] for the case of the 
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Dirichlet problem). A similar remark applies to the smooth crossing phenomena 
of Section 3. Namely, if a reduced solution u satisfies 
u’ > 0 for t near b and 24’ < 0 for t near R 
then it may only be necessary to impose condition (9.1) and still obtain the 
same results. 
For the problem 
w+ 
EY N = y’2 + h(t, y), a<t<b, 
PY(% c) - y’(a, c> = 4 a@, 4 + y’(b, 4 = B 
the previous remarks are valid provided we impose conditions at both endpoints, 
namely (cf. [2; 26, Chap. II; 191) 
(9.1) PW) + h&P 44) i 0 
(9.2) &t(b) - h,(b, U,@)) + 0. 
We remark that if uL and ua are Z-stable then (9.1) and (9.2) follow automatically 
because ~;(a) > 0 and u;(b) < 0. 
10. EXAMPLES 
We now illustrate some of the theory developed above by means of four 
model problems. The reader is invited to work through these examples for 
himself or herself and to consider the various other cases which we will not 
discuss here. The differential equations presented in this section as well as 
several others are considered also in [6, IO]; the reader can consult these 
references for more details. 
EXAMPLE 10.1. Consider first the problem 
(El) 
Eyw = y - Y’2, o<t<1, 
y(O,4 - y’(O,4 = A, y&4 = B, 
for various values of A and B. It follows directly from Heidel’s theorem quoted 
in Section 2 that this problem has for each A and B a solution y = y(t, e) 
for all E > 0 since 
ti = min{A, B, 0) and j3 = max{A, B, O} 
satisfy the proper inequalities. Furthermore, a maximum principle argument 
(cf. [23, Chap. 11) shows that solutions of (El) are unique. However, in order 
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to determine exactly what the limiting behavior of ~(2, c) for small E > 0 is 
we must apply the above theory. 
The corresponding reduced equation is the Clairaut equation (cf. [14, 
Chap. 31 or 1251) 
(RI) u = 24’2 
whose solutions are the parabolas u = $(t + C)B, their envelope u, = 0 which 
is a singular solution, and paths formed from finite combinations of these 




$(t - C)2, C<t<l. 
See Fig. 1. The reduced problems 
(Rlk 
and 
fjz = U‘2, u(0) - u’(0) = A, 
(Rl), &? = u“2, U(1) = B, 
each have two solutions z+(t) = $(t + 1 - (1 + 4A)1!2)2, &(t) = i(t + I + 
(l+4A)192 (if A > -t) and pa = &(t+2IW-I)“, iis = $(t-2BrP-l)s 
(if B >, 0). Of these, %L and gR are clearly unstable, while uL is stable on 
[0, (1 f 4A)l/” - 1) if A > 0 and uR is stable on (1 - 2B1/2, 11 if B > 0. 
Since the coefficient of y in (El) is positive the solutions uL and ZIP are also 
O-stable. 
Let us first assume that A > 8 . It follows that uL is stable on [O, 11 and so 
if u=(l) 2, B, that is, if B < 0 or if B1/2 (5 $(l + 4A)r!a - 1, then the problem 
(El) has a unique solution y = y(t, 6) such that 
lim y(t, e) = am 
Ex-o+ 
FIG. 1. Solutions of (Rl). 
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by Theorem 2.1 (with y replaced by -y). Next, if B1/" > 4 then z+ is also 
stable in [0, 11. We consider for what values of -4 (El) hasa solution y = y(t, l ) 
such that 
lim y(t, C) = zds(t) for O<t<l. 
w-o+ 
Assumption (4) of Theorem 2.2 (with y replaced by -y) is clearly satisfied 
if ~~(0) - z&(O) > A, that is, if 
B1:2 < 1 - +(I + 4/qli% or if B1j2 > 1 + Q(1 + 414)r/2, 
and so for such values of A this situation obtains. Suppose however that 
us(O) - z&(O) < d, that is, 
(10.1) 1 - &( 1 + 4A)1/2 < ZW < 1 + g(1 + 4&4)1/2. 
Then it is still possible to satisfy assumption (4) if in addition A is such that 
that is, if 
-(z+(O) - A)Z + UR(O) > 0, 
B1p > &(l + 4-4)lp or if B1p < -+(I + 4A)r12. 
Clearly the latter inequality is incompatible with (10.1) and so we see that 
assumption (4) is satisfied if 
+( 1 + 48)lj2 < B1i2 < 1 + $( 1 $- 4/I)l/a. 
Thus for this range of B (El) has a unique solution y = y(t, l ) such that 
lim y(t, G) = Us(t) for O<t<l. 
-F0+ 
We consider next an application of Theorem 3.1. From Lemma 7.3 (with zc 
replaced by -u) we know that ur, intersects zls at the point to = $((l + 4A)1/2 - 
2B1/") in (0, 1) if and only if 
~~(1) <B, uR(0)- z&(O) -c A and -(uR@) --W-k ~~(00) < 0. 
A short computation shows that these inequalities are equivalentto 
*(I + 4A)1/2 - 1 < W/2 < $(l + 4/91/a; 
as a check, we note that for such A and B t, belongs to (0, 1). Thus by Theorem 
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3. I (with JJ replaced by --~7) the probiem (El) h as a (unique) solution y = y(t, l ) 
which satisfies 
for these values of A and B. 
Our results thus far have not involved the singular solution u, = 0. Since 
~1,~ is O-stable we can apply Theorem 2.3 (with y replaced by --y) if -4 < 0 
and B &O to deduce that (El) h as a (unique) solution y = y(t, cj such that 
We can also illustrate some of the smooth crossing phenomena. If 0 < A < 2 
then 1 < (1 + 4A)1/2 < 2 and therefore uL intersects U, = 0 smoothljr at 
t, = (1 + 4d)rp - 1. Thus for B = 0 the problem (El) has a (unique) 
solution y = y(t, C) such that 
by Theorem 3.3 (with y replaced by -y). Similarly if 0 < B < $ then Zen 
intersects u, = 0 smoothly at t, = 1 - 2B1/2 and so for A < 0 (El) has a 
(unique) solution y = y(t, 6) such that 
lim Yh cl = I;&), 
0 B t < t, , 
Ed+ t, < t < I. 
Next, if 0 < A < 8 and 0 < B < $ then there are three possibilities: 
N zcL intersects U, and then U, intersects us ; 
(ii) uL and ua intersect u, at the same point, that is, U, = us ; 
(iii) uL intersects us . 
Clearly (i), (ii) and (iii) obtain if and only if t, < t, , tl = t, and t, > t, , 
respectively. Thus we can deduce the asymptotic behavior of the solution of 
(El) from Theorem 3.3 in cases (i) and (ii) and from Theorem 3.1 in case (iii). 
Finally for 0 < A < 2 and B < 0 we know that uL intersects u, smoothly 
at tr = (1 + 4A)1/2 - 1 and u, > B. Thus by Theorem 4.1 (with y replaced 
by -y> the problem (El) has a unique solution y = y(t, e) such that 
lim y(t, e) = 1:‘“)‘. 
0 < t < t, , 
E+O+ t, < t < 1. 
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EXAMPLE 10.2. As our second example we consider the boundary value 
problem 
EY” = y - 2ty’ + y’” = f (t, y, y’), -l<t<l, 
m 
y(-1, e) -y’(-1, e) = A, Al, 4 + Y’(L 4 = B* 
The right-hand side can be replaced by a function of the form Y’s + h(t, Y) 
by making the change of variable Y’ = y’ - t; however, we will find it more 
convenient not to do so. Also we will quote the theorems of Section 2, 3 and 4 
with the tacit understanding that the modifications discussed in Section 6 
have to be applied where needed. 
As was the case with (El) this problem has for each E > 0 a unique solution 
y = y(t, 6) for all values of A and B because o( = min{Ll, B’, 0} and /3 = 
max(A, B, O> are bounding functions of (E2) and because fv = 1 allows an 
application of the maximum principle. The estimate 
is nevertheless quite crude and so we have to apply the above theory to see 
how the solution actually behaves for small E > 0. 
We begin with an examination of the solutions of the reduced equation 
@a u - 2tli + 24’2 = 0. 
By differentiating (R2) with respect to t and solving the resulting differential 
equation for du’ldt we obtain one family of solutions in parametric form, namely 
El = 2t7 - 72, t = fT + CT--2, 
for any constant C. In paiticular, for C = 0 (R2) has the solution uO(t) = $t2. 
From (R2) it follows directly that u(t) < t2 for any solution u since 
u - 204’ + 21’2 = u + (24’ - t)2 - t” = 0. 
In fact, up(t) = t2 is the p-discriminant locus of (R2) (cf. [lo, 251). The family 
of all solutions of (R2) is shown in Fig. 2. 
Consider first the parabola ub(t) = %P. Sincefv$ua(t)] = t we see that 
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FIG. 2. Solutions zlL , Ua , ub , and ur of (R2) together with the p-discriminant locus ug, , 
(Here [u(t)] = (t, u(t), u’(t)).) Th us by the O-stability of ub we can apply 
Theorem 2.4 to deduce the existence of a (unique) solution y = $t, e) of (E2) 
such that 





z&-l) - z&(-l).= A 
(2+)(-l) - z&-l) - A)f(-1, z&(-l), z&(-l)) < 0 
u,(l) + u;(l) = 3 or 041) + u;(l) - B)f(J, udlj, 4(l)) < 0. 
A short calculation shows these conditions to imply that A > $ and B > 5. 
This solution ur, can also be used to illustrate the occurrence of a double angular 
crossing described by Theorem 3.2. For constants C < 0 the functions uL 
given parametrically by 
UL = 2tr - 72, t = $T + CT-2, (3cp < T < 0, 
are such that a=(- 1) belongs to (0, 2) (cf. Fig. 2). Therefore 
uL(- 1) - ut( - 1) = uL( - 1) - 7 belongs to (0, $ + p) 
505/3012-6 
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where 0 < p < -(3C)l13. Similarly, for constants C’ > 0 there are functions 
~a given parametrically by 
UR = 2tr - 72, t = ST + CT-2, 0 i 7 < (icy, 
which are such that z+(l) belongs to (0, $) (cf. Fig., 2). Consequently 
~~(1) + u;(l) = an(l) + p’ belongs to (0, z + p’) 
where 0 < p’ < (3C’)li3. Consider now values of A and B such that ~~(-1) - 
z&-l) = A and us(l) + z&(l) = B, then it follows that (cf. Fig. 2) 
and 
q(tl) = z&(t,) = $t,2 at a point t, in (-1,O) 
ua(t2) = u,(t,) = gt,2 at a point t, in (0, 1). 
Clearly all the assumptions of Theorem 3.2 are satisfied and so we conclude 
that for such A and B the problem (E2) h as a (unique) solution y = y(t, C) 
satisfying 
ULw, -1 <t<t1, 
lim y(t, c) = 
E+O+ 
us(t), t, d t < t, , 
%(O, t, < t < 1. 
Consider next the solution uI = 0 of (R2). We see that f,,[O] = -2t and so 
Suppose first that A = 9/4 and B = 0, that is, 
z&(-l) - z&(-l) = A and z+(l) + u;(l) = B, 
then since fY,[ub(t)] (5) 0 for -1 < t (5) 0 we can apply Theorem 3.3 to con- 
clude that (E2) has a (unique) solution y = y(t, 6) such that 
lim y(t, e) = I;;I(t)’ 
-1<tto, 
C-Of O<t<l. 
Similarly if A = 0 and B = 9/4, that is, if 
?+(-1) - U;(-1) = ,4 and udl) + u;(l) = B, 
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then Theorem 3.3 again applies because fil,[zdb(tj] & 0 for 0 (5) t < 1 and we 
conclude that (E2) has a (unique) solution y = ~(t, l ) such that 
lim v(t, C) = .O’ 
I 
-1<t<o, 
E+O+ UbW? O<t<l. 
Finally we illustrate more of the theory of Section 3 and some of the theory 
of Section 4 with the aid of the functions uI , ub and uL discussed above. Suppose 
first that uL( - 1) - z&( - 1) = _L and B = 0, then U, intersects ub at a point tr 
in (-1,Oj with ut(tJ > ui(t,) and ~1~ intersects uI smoothly at t = 0. Since 
each of these functions has the proper stability we can apply Theorem 3.4 
and conclude that (E2) has a (unique) ‘solution 3’ = y(t, C) such that 
lim y(t, 6) = 
E-O+ I 
UL(O, --I <t<t1, 
u*(t), t, < t < 0, 
0, 0<t<1. 
Suppose next that ZJ,( - 1) - ZL;( - 1) = A and (z+,( 1) + u;(l) - B)f( 1, z+,( 1j7 
B - ~~(1)) < 0, that is, B > 514, B # 914. Then again uL intersects +, at tl in 
(-1,O) and both functions have the correct stability. By Theorem 4.3 we 
conclude that (E2) h as a (unique) solutionv = v(t, e) such that 
lim y(t, l ) = 
I 
-l<t<t,, 
E+O+ t1 < t < 1. 
EXAMPLE 10.3. As our next example we consider briefly the problem 
Ef = y - $ty' + y'2 = f(t, y, y'), -1 <t < 1, 
F3) 
y(-1, e) -v’(-1, C) = A, 5’(1,6j = 3, 
in order to illustrate the concept of weak instability described in Section 5. 
Arguing as in the previous two examples we see that (E3) has a unique solution 
for each E > 0 and for all values of A and B. 
The corresponding reduced problem 
u - $u’ + u’” = 0, --I < t < 1, 
u(-1) - u’(-1) = A, 
has a solution u = q(t) with Q-1) in (0, +&) of the form depicted in Fig. 3. 
This O-stable function has the following property (cf. [IO]): 
(10.2) 
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FIG. 3. Solution uL of (R3) together with the p-discriminant locus ug , 
We note that j$[~~(t)] vanishes at t = 0 and t = 1 because at these points uL 
intersects the p-discriminant locus z+(t) = (1/64)t2 of the reduced equation 
u - $tu’ + d2 = 0 (cf. Fig. 3). 
Suppose now that A > l/64 is such that ~~(-1) - z&-I) = A and that 
B > l/64 = z+(l). Then (10.2) allows us to apply Theorem 5.1 and conclude 
that (E3) has a (unique) solutiony = y(t, e) such that 
lim y(t, e) = uL(t) for -1 < t < 1. 
E-O+ 
The function uL can also be used to illustrate other phenomena of the type 




EY rl = y - $ty’ + y’2, -l<t<O, 
y(-1, l ) - y’(-1, G) = A, y(O,4 = B, 
eyn = y - $ty’ + y'2, O<t<l, 
y(0, c) - y’(0, e) = A, y(l, l ) = B. 
Suppose first that A = uL(- 1) - u;(- 1) and B > 0. Since ~~(0) = 0 < B 
and fg,[uL(t)] > 0 on r-1, 0] we can apply Theorem 2.1 to deduce that (E3)’ 
has a (unique) solution y = y(t, C) such that 
lim y(t, c) = u=(t) for -1<t<O. 
E--O+ 
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Similarly, if A > 0 and B = l/64 then it follows from Theorem 2.2’ that 
(E3)” has a (unique) solution y = y(t, e) such that 
lim y(t, 6) = U&) for o<t<1, 
E-O+ 
because z+(O) - U;(O) = 0 < A and fU,[uL(t)] < 0 on [O, 11. 
EXAMPLE 10.4. The final example illustrates our remarks at the end of 
Section 6 regarding the problem (H)+ and the reduced problem (R)s . Consider 
the problem 
F4) 
Ey" = y - y'2, 0<t<1, 
y(0, E) - ey’(O, 6) = A, y(l, c) = 1. 
Clearly am = $(t + 1)” is a solution of the reduced equation u = u’* which 
satisfies us(l) = 1. From the discussion in Section 6 we anticipate that if 
zla(O) = 4 > A then the problem (E4) has a (unique) solution y = y(t, G) 
such that 
lim y(t, .5) = 21a(t) for O<t<l. 
E-O+ 
To prove this we define for 0 < t < 1 and E > 0 
a(t’ ‘) = I 
%&), if A,.& 
zCR(t) + E ln(t + (1 - t) +$j, if &I<$- 
and 
where u = 3 - A. A straightforward verification shows that 01 and B satisfy 
the required inequalities for all E > 0 if A = $ and for 0 < E < (a - A)li2 
if B < $ . We conclude from Heidel’s theorem that the problem (E4) with 
-4 < $ has a (unique) solution y = y(t, c) for such E which satisfies on [0, l] 
G) + E ln-9 + (1 - t) u-12) < y(t, 6) < z+Jt) + ; . 
Since lim, E In E = 0 we see finally that 
lim y(t, c) = us(t) uniformly for 0 < t < 1. 
W-0+ 
11. CONCLUDING REMARKS 
The class of problems (9) considered here is distinguished by the quadratic 
rate of growth off as a function of y’ and by the assumption that f,,,~ # 0 
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in the domain of interest. Indeed, for (F)+, (G)+ and (H)+, f,,,, E 2. This 
restriction on the nonvanishing off,,, ’ actually simplifies the discussion of the 
behavior of solutions y of (F) for two principal reasons. First, if y’(t, c) is 
unbounded as a function of E inside a boundary layer then y must be convex 
(if f,,,, > 0) or concave (if f,,,, < 0) (cf. Remark 2.1). Second, the solutions 
of the first-order reduced equation f = 0 behave fairly regularly in a neigh- 
borhood of any singular point. Iff,,,, is however allowed to vanish at isolated 
values of t or along curves in the (t, y)-plane which themselves may depend 
on the solution then additional forms of asymptotic phenomena appear. Most 
notable among these are shock layer phenomena in which the solution of (9) 
transfers from one reduced path to another discontinuously in the limit of 
E = 0. Some of this theory has been described by the author in [7, 121; however, 
to our knowledge a corresponding theory which features shock layer behavior 
is nonexistent for the Robin problem. Needless to say, this situation should 
be investigated. 
There is also the question as to just how much of the above theory depends 
on the restriction to y’2-nonlinearities in the function f. Among the authors 
mentioned in Section 1 Vasil’eva [26] h as b een the only one to consider similar 
(and more general vector-valued) boundary value problems with “super- 
quadratic” right-hand sides. Based upon the estimates of Vishik and Liusternik 
[27] (cf. also [26, Chap. II]) t i is not difficult to see that boundary layer behavior 
at the point t = b of the type described in Sections 2 and 4 is impossible for 
solutions of (9) if f (t, y, y’) = 0( 1 y’ 1”) as 1 y’ 1 + co for N > 2. However 
the layer behavior at an endpoint where there is a boundary condition of the 
form 
~(a, E) - p2y’(a, 6) = A or y(h 4 + q,y’(k 4 = B 
(for p, ,qs positive constants) is essentially independent of the order of growth 
off with respect to y’. The reason for this is that such a boundary condition 
forces ~‘(a, c) or y’(b, c) to be bounded uniformly in E. Similarly, the interior 
crossing phenomena of Section 3 occur irrespective of the size off as a function 
of y’ because one can show a priori that the derivative of any solution of (9) 
in such cases is uniformly bounded in t and E. Nevertheless the superquadratic 
theory for problems of the form (F) is not without interest both from a mathe- 
matical and a physical point of view. Many natural phenomena such as those 
involving capillary action and the stretching of membranes are described in 
terms of the curvature of surfaces and thus nonlinearities of the form 
(1 + y’z)3/2 = O(] y’ 1”) as ] y’ I --+ CXJ occur frequently. Our results on the 
mathematical theory for such nonlinear problems together with several 
applications will be published separately. 
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