We present and investigate a Newton type method for online optimization in nonlinear model predictive control, the so called "real-time iteration scheme". In this scheme only one Newton type iteration is performed per sampling instant, and the control of the system and the solution of the optimal control problem are performed in parallel. In the resulting combined dynamics of system and optimizer, the actual feedback control in each step is based on the current solution estimate, and the solution estimates are at each sampling instant refined and transferred to the next optimization problem by a specially designed transition. This approach yields an efficient online optimization algorithm that has already been successfully tested in several applications. Due to the close dovetailing of system and optimizer dynamics, however, stability of the closed loop system is not implied by standard nonlinear model predictive control results. In this paper, we give a proof of nominal stability of the scheme which builds on concepts from both, NMPC stability theory and convergence analysis of Newton type methods. The principal result is that -under some reasonable assumptions -the combined system-optimizer dynamics can be guaranteed to converge towards the origin from significantly disturbed system-optimizer states.
Introduction
Nonlinear model predictive control (NMPC) is a feedback control technique that is based on the real-time optimization of a nonlinear dynamic process model. It has attracted increasing attention over the past decade, in particular in chemical engineering [QB01, Hen98, MRRS00, AZ00] . Among the advantages of NMPC are the flexibility provided in formulating the objective and the process model and the capability to directly handle equality and inequality constraints on inputs and states.
One important precondition for the application of NMPC, however, is the availability of reliable and efficient numerical dynamic optimization algorithms, since at every sampling time a nonlinear dynamic optimization problem must be solved. Solving such an optimization problem efficiently and fast is not a 
The closed loop system then obeys the "ideal-NMPC dynamics"
and one central question in NMPC is if the closed loop system (4) is stable. This question has been examined extensively over recent years and a variety of NMPC schemes exist that can guarantee stability, see e.g. [MM90, ABQ 99, DMS00] . For the purposes of this paper we enforce stability using a so called zero terminal constraint in the prediction, i.e.
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We will review the well known stability results for this case in Theorem 4.1 in Section 4.1. Summarizing, in NMPC we proceed by solving a sequence of optimization problems 
is maximal and that is compact. Clearly, contains a neighborhood of the origin. This set corresponds to the region of attraction of the ideal NMPC controller: for all ¡ T )
we can prove asymptotic stability of the ideal NMPC dynamics (4), i.e., 
Remark: In practical applications, inequality path constraints of the form
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, like bounds on controls or states, are of major interest, and should be included in the formulation of the optimization problems ) ¡ . For the purpose of this paper we leave such constraints unconsidered. However, we note that in the practical implementation of the real-time iteration scheme they are included.
Sequential versus Simultaneous Solution Approaches
Existing numerical schemes for NMPC optimization can roughly be subdivided into sequential and simultaneous solution strategies [BBB 01, BR91, Pyt99]. In the sequential approach, sometimes referred to as single shooting, the system equations (5b) and (5c) are used to eliminate the states¨G
from the optimization problem, regarding them as a function of the controls¨I T " ' ( ' " ' % I P , and substitutes these functions into the objective (5a) and the terminal constraint (5d); thus, the system equations and the optimization problem are treated sequentially, one after the other, in each optimization iteration. Many real-time optimization schemes for NMPC are based on this approach. However, sequential optimization schemes for NMPC often suffer from the drawback that poor initial guesses for the control trajectory may lead the predicted state trajectories far away from the desired reference trajectory; in particular, it may be difficult to satisfy the terminal constraint (5d); therefore, the sequential approach often causes an unnecessarily strong nonlinearity of the resulting optimization problem and poor convergence behaviour, especially for unstable systems. In some cases, an open-loop simulation on a longer horizon is even impossible.
In contrast to this, the simultaneous approach avoids this difficulty by keeping both, the control and the state in the optimization problem, and treating the problem ) ¡ £ exactly as it is formulated in (5), thus solving system equations and optimization problem simultaneously. Though the resulting optimization problem in the variables¨G
may be large-scale, it has a favourable structure 
and can be efficiently solved, and instability and nonlinearity of the dynamic model can be better controlled [BBBB92, Boc87] . Note that for some guess of the optimization variables, the state trajectorÿ
needs not necessarily satisfy the system equations (5b) and (5c) (for a visualization, see Fig. 1 ), but that a solution trajectory of course satisfies all constraints. The real-time iteration scheme is based on this simultaneous approach.
Online NMPC and System-Optimizer Dynamics
In ideal NMPC it is assumed that the feedback ¡ ¢
is available instantaneously at every sampling time . However, in practice the numerical solution of
)
The difficulty in the analysis of the closed-loop behavior of this system stems from the fact that the two subsystems mutually depend on each other. The real-time iteration scheme investigated in this paper is one specific approach to practical NMPC, where the data vector ¢ is essentially a guess for the optimal solution trajectory of
shall provide iteratively refined solution guesses, and is derived from a Newton type optimization scheme. The approximate feedback law ¡ ¢ ¢ can be considered a by-product of this Newton type iteration scheme.
Organisation of the Paper
The principal aim of the paper is to prove a nominal stability result for the system-optimizer dynamics (8) corresponding to the real-time iteration scheme. The investigation has to combine concepts from both, classical stability theory for NMPC as well as from convergence theory for Newton type optimization methods.
In Section 2 we introduce the real-time iteration scheme and its combined system-optimizer dynamics in ¡ ¢ and ¢
. Section 3 contains a detailed discussion of the convergence properties of Newton type methods for NMPC and a convergence result for ideal NMPC optimization with a shift initialization for each new optimization problem. In Section 4 we review a nominal stability result for ideal NMPC that is based on a decrease of the optimal value function in each time step, and in Subsection 4.2 we give a bound on the errors due to the feedback approximation ¡ ¢ ¢ in the real-time iteration scheme, with respect to the decrease of the value function. In Section 5 we analyze the contraction properties of the optimizer states ¢ under the assumption that the system states ¡ ¢ stay in a level set of the optimal value function. In Section 6 we finally combine the results of Section 4.2 and Section 5 to prove convergence of the real-time iteration NMPC scheme, and in Section 7 we conclude the paper with a short summary.
Real-Time Iteration Scheme
In order to characterize the solution of the optimization problem 
where we summarize all variables in the (data) vector 8¤
We assume in the following that ¢ £ is twice continuously differentiable in its arguments over the considered regions. The necessary optimality conditions of first order for
One possible solution method for this set of nonlinear equations is to use Newton type iterations, as outlined in the following.
Newton Type Iterations
The Newton type methods investigated in this paper aim to find the solution 
where " is an approximation of the second derivative
. We will use this definition of ¡ throughout the paper, and often also refer to its subvectors as 
which should also be chosen to be the structure of
"
, and is exploited in the actual implementation of the Newton type method.
Real-Time Iteration Algorithm with Shift
Let us assume that during the transition from one sampling instant to the next we only have time to perform one Newton type iteration. To allow fast convergence while the process evolves, the real-time iteration scheme is based on a suitable transition between subsequent problems. After an initial disturbance it subsequently delivers approximations ¢ for the optimal feedback control that allow to steer the system close to the desired steady state, as will be shown in Section 6, under suitable conditions.
Furthermore, as shown in [Die02] , the computations of the real-time iteration belonging to problem
can largely be prepared without knowledge of the value of ¡ ¢ , so that the time for computing the approximation ¢ of the optimal feedback control can be neglected. To underline the basic idea, suppose that the inverse " ¢ is available in explicit form (which is in practice never computed). Therefore one can write (11) as
The real-time iteration scheme with shift initialization proceeds now as follows: 
Continue by setting ¤ § ! and going to 1.
In contrast to the ideal NMPC feedback closed loop (4), in the real-time iteration scheme we have to regard combined system-optimizer dynamics of the form (8), which are given by
In the remainder of the paper we concentrate on investigating the nominal stability of these systemoptimizer dynamics.
Connection to Existing Approaches
Several features of the algorithm have been presented by other researchers for real-time optimization in NMPC. In particular, a one-iteration scheme has been proposed by Li and Biegler in [LB89] for the sequential approach. For this scheme they even derive a stability result that is, however, only applicable to stable systems, i.e., it is only shown that the controller does not destabilize a stable system, given certain conditions. In the application of classical off-line optimization schemes to on-line control, the question of how to initialize subsequent problems has found some attention in the literature [BR91, LEL92] , and a shift strategy has been proposed, e.g., by de Oliveira and Biegler [OB95a] for the sequential approach. In contrast to these previous works the real-time iteration scheme is based on the simultaneous optimization approach (cf. Section 1.2) and it is in particular suitable for stabilization of unstable nonlinear systems.
Local Convergence of Newton Type Optimization
In this section we present results on the convergence properties of Newton type methods for optimization in NMPC that lay the basis for the discussion in all subsequent sections.
Local Convergence for a Single Optimization Problem
In a first step we review a local convergence result of Newton type optimization for the solution of one fixed optimization problem (i.e. no shift of after each iteration). Thus we consider in this subsection a fixed
¡ )
a nd we will denote in the following by T 
Using the lemma we first observe that 
Local Convergence for a Class of Optimization Problems
We will tailor in this subsection the results of the previous subsection to the NMPC problem. For this purpose we need to define two sets 
and all¨)
The following two scalars and will be used throughout the paper. 
Note that
Now we can state the following corollary that provides conditions for the convergence of Newton type methods for NMPC: 
i.e., H ) ¡ .
In the remainder of the paper we will consider fixed values for and " and assume that Assumption 2 is satisfied. Furthermore, we will often refer to the set ¥ defined as follows: , and their neighborhoods.
Local Convergence for Ideal NMPC with Shift Initialization
We 
¡ )
a nd . However, this favorable result was obtained under the assumption that computation times are negligible, i.e., that the Newton type method can be iterated until convergence at every sampling time.
Nominal Stability and Decrease of the Optimal Value Function
In this section we will first review a well known result for nominal stability of ideal NMPC, which is based on a guaranteed decrease of the value function. The line of proof allows us then to examine the influence of the "input disturbance" introduced by the feedback approximation of the real-time iteration scheme (compared to ideal NMPC). We will give a bound on the error of the feedback approximation with regard to the decrease of the value function. 
Nominal Stability for Ideal NMPC
¡ T )
.
Then the closed-loop dynamics
generated by the ideal NMPC law (3) leads the system state towards the origin,
Proof:
We give an outline of the well known proof here, since this allows us to see that under the formulated assumptions NMPC has some inherent robustness properties, which can be utilized for showing stability of the real-time iteration scheme. As standard in NMPC we use the optimal value function £ ¡ £ as a Lyapunov function for the closed-loop system. First note that
Furthermore it is clear that the shifted state and control vector¨G
, is a feasible (but not optimal) solution for the next optimal control problem
, with associated costs
Since the optimal cost
can only be lower than this value, it follows that
and it is clear that
, so that as a disturbance, it can be hoped that under certain conditions the closed loop should be stable. We will build on somewhat similar arguments in the proof of the main result of this paper in Section 6. To prepare this proof, we will first provide a bound on the error of the feedback approximation due to the real-time iteration scheme.
An Error Bound for the Feedback Approximation
In the real-time iteration scheme, instead of applying, at state 
The decrease (and thus convergence to the origin) in the value function along the disturbed trajectory is ensured as long as 
Contractivity of the Real-Time Iterations
Before being able to prove stability of the real-time iteration scheme in Section 6 we need to establish some convergence properties of the Newton type iterations in the real-time iteration scheme. For this purpose we recall that the system and optimizer states of the real-time iteration algorithm with shift obey the systemoptimizer dynamics (15):
To investigate the stability of these combined dynamics we will in this section establish a bound on the size of the steps ¢ 8¤ ¡ ¢ ¢ , which is based on a stricter version of condition (25) to become arbitrarily small, as the cost function itself drives the system to the steady state, and the constraint becomes less and less important. Therefore, we argue that it is reasonable to assume that ¡ can be made sufficiently small by enlarging the optimization horizon.
We furthermore need a a second, purely technical assumption, which is a modification of Assumption 2, where the shifting matrix § is introduced. It also provides affine invariant bounds on the error of the approximation " , and on its second derivative.
Assumption 4 For all
Under the above two assumptions we can prove the following lemma. We may furthermore ask how many iterations we need to reduce the stepsize such that it becomes smaller than a given level. However, considering Corollary 5.2 we must expect that they will not become smaller than the constant 
we have for all 
Nominal Stability of the Real-Time Iteration Scheme
Equipped with the error bound from Section 4.2 and the contractivity of the real-time iterations from Section 5 we can finally prove nominal stability of the real-time iteration closed-loop scheme. However, since the error ¨¡ ¢ ¢ in the decrease in the value function depends on the real-time iteration stepsize ¢ , we have to investigate two competing effects: on the one hand, the feedback errors may allow an increase in £ ¡ ¢
, instead of the desired decrease that was needed to prove nominal stability for ideal NMPC in Theorem 4.1. On the other hand, we know that the stepsizes ¢ shrink during the iterations, and thus we also expect the errors to become smaller. Since an increase in the value function might imply that we leave the level set , we will not be able to stabilize with the real-time iteration scheme the whole set (at least not if T is too large). Thus, we have to provide a safety margin to allow an increase in the value function without leaving until ¢ is small enough to guarantee a decrease of the value function. For this reason we will distinguish two phases:
In the first phase we may have an increase in the value function £ ¡ ¢ , therefore we must allow for a safety back-off. However, the stepsizes ¢ can be shown to shrink.
In the second phase, finally, the numerical errors are small enough to guarantee a decrease of both, 
Furthermore, we define our safety back-off set as the set
Figure 2 tries to illustrate the appearing regions and the key ideas of the complete stability proof. 
. We do this inductively, and show: if for some in the system-optimizer space of variables¨¡ , and visualization of the iterates during the two phases of the stability proof.
Phase 2: Convergence towards the Origin
We now show that the real-time iterations -once the errors have become small enough -not only remain in their level sets, but moreover, are attracted by even smaller level sets. For convenient formulation of the results of this subsection we first define two constant integers. 
Discussion
From a practical point of view, the derived result can be interpreted as follows: whenever the system state is subject to a disturbance, but such that after the disturbance the combined system-optimizer state is in the region
, the subsequent closed-loop response will lead the system towards the origin with a linear convergence rate. We would like to stress again, however, that the proof should not be seen as a construction rule for designing suitable real-time iteration schemes. Instead it gives a theoretical underpinning of the real-time iteration scheme.
Similar convergence results as for the real-time iteration scheme would also hold true for numerical schemes where more than one Newton type iteration is performed per sampling time, sacrificing, however, the instantaneous feedback of the real-time iteration scheme. In the limit of infinitely many iterations per optimization problem, the set
would approach the set ¥ and the whole region of attraction of the ideal NMPC controller would be recovered, cf. Theorems 3.4 and 4.1.
The result can in principle be expanded to other NMPC schemes without a zero terminal constraint. However, one should note that we assume that the value function is continuous. As is well known [MHER95, Fon00] , NMPC can also stabilize systems that cannot be stabilized by feedback that is continuous in the state. This in general also implies a discontinuous value function. In this case the robustness properties utilized in Section 4.2 and in Theorem 4.2 do not hold [SRM97, KT02, GMTT03a, GMTT03b, FIAF03b] and further precautions must be taken.
Summary and Conclusions
We have presented a Newton type method for optimization in NMPC -the real-time iteration scheme with shift -and have proven nominal stability of the resulting system-optimizer dynamics. The scheme is characterized by a dovetailing of the dynamics of the system with those of the optimizer, resulting in an efficient online optimization algorithm which, however, shows intricate dynamics that do not allow to apply readily available standard stability results from NMPC.
The proof of nominal stability makes use of results from both, classical stability theory for NMPC as well as from convergence theory for Newton type optimization methods. Among several technical assumptions is one essential one (Assumption 3) that basically requires the disturbances in the optimization procedure which are introduced by the movement of the optimization horizon to be sufficiently small. We claim that this assumption can in practice always be satisfied by choosing a sufficiently long optimization horizon.
The proof of nominal stability gives a theoretical underpinning of the real-time iteration scheme that has already successfully been applied to several example systems, among them a real pilot-plant distillation column [DUF 01, DFS 03]. Experience has shown that in practice the real-time iteration scheme is able to bring the system-optimizer dynamics back into the region of attraction even after rather large disturbances and in the case of strongly unstable systems (cf. [DBS02a] ). 
B Proof of Theorem
