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Im alltaglichen Sprachgebrauch bedeutet das Wort \Synthese" das Zusammenfugen
einzelner Teile zu einem hoheren Ganzen. Im Gegensatz dazu meint dieser Begri
im Bereich des Entwurfs digitaler Schaltungen die stufenweise Verfeinerung einer
abstrakten in eine konkrete Schaltungsbeschreibung. Der Entwurf durchlauft dabei
verschiedene Abstraktionsebenen mit moglichen Optimierungen innerhalb der Ab-
straktionsebenen. Nach der Synthese der Schaltung liegt eine konkrete Beschreibung
vor, mit deren Hilfe die Schaltung auf einem Chip realisiert werden kann.
Die Synthese digitaler Systeme verschiebt sich zunehmend in Richtung hoherer
Abstraktionsebenen. Dies ist darin begrundet, dass die Systeme immer komplexer
werden. Damit wird aber auch der Prozess immer aufwendiger, sie zu entwerfen.
Auerdem dringen digitale Systeme in verstarktem Mae in verschiedene Bereiche
unseres Lebens ein. Von erheblicher Bedeutung ist ihr Einsatz bei sicherheitskriti-
schen Anwendungen (Verkehrstechnik, Medizintechnik, : : : ). Daruber hinaus zeigt
sich, dass die Entwicklung derartiger Systeme immer teurer wird und Fehler im Ent-
wurf hohe Kosten nach sich ziehen. Aus diesen Grunden ist es umso notwendiger,
dass digitale Systeme von Anfang an einwandfrei funktionieren.
Es lassen sich vier Fehlerquellen fur nicht funktionierende Digitalschaltungen
identizieren: Spezikationsfehler, Entwurfsfehler, Fertigungsfehler und Betriebs-
fehler. Die vorliegende Arbeit beschaftigt sich ausschlielich mit der Vermeidung
von Entwurfsfehlern.
Fur kleine Schaltungen kann die Synthese von Hand durchgefuhrt werden. Zu-
meist scheidet ein \Handentwurf" aber wegen der Komplexitat der Schaltungen aus,
sodass es heute die Regel ist, Programme einzusetzen, die eine automatische Synthe-
se ermoglichen und die in der Lage sind, die Komplexitat des Schaltungsentwurfs zu
beherrschen. Der Schaltungsentwerfer interagiert mit diesen Synthesewerkzeugen;
der Syntheseablauf und die produzierten Syntheseergebnisse sind von ihm aber nur
noch schwer oder uberhaupt nicht mehr zu ubersehen.
Der Entwerfer muss darauf vertrauen konnen, dass die eingesetzten Synthese-
werkzeuge korrekt arbeiten; eine automatisierte Synthese fuhrt per denitionem
nicht zu einem korrekten Syntheseergebnis, weil ein fehlerhaftes Syntheseprogramm
in der Regel auch zu einem fehlerhaften Syntheseergebnis fuhrt. Unter Korrekt-
2 1. Motivation
heit wird dabei verstanden, dass das Syntheseergebnis (Implementierung) der Syn-
theseeingabe (Spezikation) in einer bestimmten mathematischen und damit nach-
prufbaren Weise genugt.
Moderne Synthesewerkzeuge sind hochgradig komplexe Softwareprogramme mit
normalerweise einigen 100.000 Zeilen Programmcode, die meistens in einer impe-
rativen Programmiersprache wie C geschrieben sind. Es werden sehr komplizierte
Datenstrukturen fur die Reprasentation und die Transformation der Schaltungsbe-
schreibungen verwendet. Gerade fur die Synthese auf hoheren Abstraktionsebenen
kommen zudem ranierte Algorithmen zum Einsatz, die den Entwurfsraum auf
moglichst gute Losungen untersuchen. Da eine formale Verikation dieser Program-
me aus Grunden eines zu groen Aufwands scheitern muss, ist die Forderung nach
fehlerfreien Syntheseprogrammen i.Allg. unerfullbar.
Hinzu kommt, dass groe Synthesewerkzeuge meist von mehreren Programmie-
rern gemeinsam entwickelt werden. Dazu ist es erforderlich, dass Klarheit uber die
Schnittstellen der Programmmodule und die Datenstrukturen herrscht { eine For-
derung, die nur allzu oft nicht erfullt werden kann. Eine weitere Fehlerquelle stel-
len moderne Hardwarebeschreibungssprachen dar, die zur Spezikation eingesetzt
werden. Um solche Sprachen in die automatische Synthese einzubinden, mussen
Programme zur Ubersetzung dieser Hardwarebeschreibungssprache in das interne
Format des Syntheseprogramms und umgekehrt entwickelt werden. Eine notwen-
dige Voraussetzung dafur ist, die genaue Semantik der einzelnen Konstrukte dieser
Hardwarebeschreibungssprachen zu kennen. Dies ist aber nicht so leicht, wie es den
Anschein haben mag. Ein Paradebeispiel hierfur ist die Sprache VHDL [VHDL96],
deren Semantik trotz massiven Einsatzes immer noch nicht vollstandig festgelegt
wurde bzw. oft unterschiedlich interpretiert wird, da nur eine umgangssprachliche
Denition vorliegt. Aber auch wenn die Semantik der Hardwarebeschreibungsspra-
che bekannt ist, konnen die Ubersetzungsprogramme an sich fehlerhaft sein.
Als Konsequenz all dieser Punkte ergeben sich notwendigerweise Synthesepro-
gramme, die erst durch massiven praktischen Einsatz getestet und korrigiert werden
konnen. Auch gut getestete Werkzeuge sind aber keine Garantie fur Fehlerfreiheit.
Dem Entwerfer bleibt also bisher nichts anderes ubrig, als die Zuverlassigkeit des
Syntheseprogramms in der Praxis zu uberprufen und sodann auf dessen Korrektheit
zu vertrauen.
Dass Vertrauen zwar gut, Kontrolle aber besser ist, ist den meisten Schaltungs-
entwerfern bewusst. Aus diesem Grunde ist es heute ublich, zur Uberprufung
eines Syntheseergebnisses eine vergleichende Simulation mit der Syntheseeingabe
durchzufuhren. Da aber die Groe der Schaltungen immer mehr zunimmt, ist
eine vollstandige Simulation in angemessener Zeit nur noch in seltenen Fallen
moglich. Meistens kann der Entwerfer nur einige Bereiche, die er als kritisch einstuft,
uberprufen. Das macht es lediglich moglich, Fehler aufzuspuren, aber nicht, einen
Nachweis fur die Korrektheit zu erbringen. Als Alternative zur Simulation drangen
zurzeit Methoden der formalen Verikation [Keut96] auf den Markt. Insbesondere
Werkzeuge zur Modellprufung [ClGL96] werden dabei eingesetzt. Diese Verfahren
haben aber mehrere Nachteile.
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Die Aufgabenstellung der Modellprufung ist i.Allg. NP-vollstandig. Zwei Schal-
tungsbeschreibungen werden dabei miteinander verglichen, und es muss der Beweis
gefunden werden, dass diese in einer bestimmten mathematischen Relation stehen.
Die Information, wie die Synthese durchgefuhrt wurde, steht in der Regel nicht mehr
zur Verfugung, und der Beweis fur die Korrektheit des Synthesevorgangs ist daher
nur schwierig zu fuhren. Das hat zur Folge, dass gewohnlich nur kleine Schaltungen
mit einer kleinen Zustandsmenge automatisch veriziert werden konnen. Obwohl
die Forschung in diesem Bereich weit fortgeschritten ist, gibt es zahlreiche Klas-
sen von Schaltungen, fur die es keine ezienten Modellprufungsverfahren gibt. Ein
weiterer Nachteil der Verwendung von Modellprufungsprogrammen ist, dass deren
Implementierungen ebenfalls nicht erwiesenermaen korrekt sind. Sie bestehen mei-
stens aus vielen tausenden Zeilen Programmcode, der in der Regel nicht veriziert
ist bzw. nicht veriziert werden kann.
Des Weiteren werden bei der Modellprufung Temporallogiken eingesetzt, die zur
Beschreibung von Schaltungen auf hoheren Abstraktionsebenen nicht ausreichen.
Dort mussen unentscheidbare Logiken eingesetzt werden, die eine automatische Ve-
rikation nicht zulassen. Ein anderes Verfahren der formalen Verikation, das Theo-
rembeweisen, lasst sich zwar auch auf hoheren Abstraktionsebenen anwenden, kann
aber nicht automatisch durchgefuhrt werden. Der zeitliche Aufwand fur einen inter-
aktiven Beweis nach jedem Synthesedurchlauf ist schwer abzuschatzen.
1.1 Ziel der Arbeit
In Anbetracht dieser Situation verfolgt diese Arbeit das Ziel, eine andere Methode
zu entwickeln, mit deren Hilfe man zu erwiesenermaen korrekten Syntheseergeb-
nissen gelangt. Statt die Synthese in konventioneller Weise durchzufuhren und eine
Simulation oder Verikation nachzuschalten, soll das Syntheseergebnis innerhalb
des Logikkalkuls eines Theorembeweisers durch Anwendung elementarer mathema-
tischer Regeln abgeleitet werden. Dieser Synthesevorgang wird mit dem Begri
\Formale Schaltungssynthese" bezeichnet.
Grundlage fur diesen Ansatz ist der Theorembeweiser HOL (higher order logic)
[GoMe93]. Der Kalkul von HOL umfasst funf Axiome und acht Inferenz-Regeln. Auf
diesem Kalkul baut die logische Argumentation dieser Arbeit auf. Alle in dieser Ar-
beit vorgestellten Schaltungstransformationen sind nichts anderes als mathematische
Umformungen, die sich ausschlielich aus diesen Elementarschritten zusammenset-
zen. Die Software-Implementierung dieses Kalkuls erstreckt sich auf wenige hundert
Zeilen Code in der funktionalen Programmiersprache SML. Obwohl diese Software
nicht formal veriziert wurde, stellt sie doch eine ungleich vertrauenswurdigere Basis
fur die Synthese dar als ein herkommliches Syntheseprogramm. Da alle Schaltungs-
transformationen aus dem Kalkul von HOL abgeleitet wurden, kann die Formale
Synthese als sehr sicher angesehen werden. Insbesondere andert sich durch die-
ses Vorgehen mit der Anzahl der Transformationen und daher mit der Groe des
Syntheseprogramms nichts an dessen Korrektheit { sehr zum Unterschied von kon-
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ventionellen Syntheseprogrammen.
Im Bereich der Formalen Schaltungssynthese existieren bislang lediglich Arbei-
ten fur eine Synthese auf unteren Abstraktionsebenen (RT- und Gatterebene) sowie
fur reine Datenpfade auf algorithmischer Ebene. In dieser Arbeit soll ein neues Ver-
fahren fur die Formale Synthese allgemeiner -rekursiver Funktionen auf algorithmi-
scher Ebene und fur eine Synthese auf Systemebene entwickelt werden. Auf der al-
gorithmischen Ebene werden Einprozessbeschreibungen behandelt, wahrend auf der
Systemebene Strukturen nebenlauger Prozesse betrachtet werden. Die Schaltungs-
synthese basiert auf einer neuentwickelten funktionalen Hardwarebeschreibungsspra-
che namens Gropius. Im Gegensatz zu herkommlichen Hardwarebeschreibungsspra-
chen wie etwa VHDL hat Gropius eine mathematisch exakte Semantik, da alle Kon-
strukte in der Pradikatenlogik hoherer Ordnung deniert wurden.
1.2 Gliederung der Arbeit
Im anschlieenden Kapitel folgt zunachst eine Einfuhrung in die Logik hoherer Ord-
nung und den in dieser Arbeit verwendeten Theorembeweiser HOL. Daran schliet
sich eine Einfuhrung in die Grundlagen der digitalen Schaltungssynthese an. Es
wird eine Ubersicht der Methoden zur Gewinnung korrekter Syntheseergebnisse vor-
gestellt und der Stand der Technik beleuchtet. In Kapitel 4 werden die Konzepte
fur die dieser Arbeit zugrunde liegende Hardwarebeschreibungssprache vorgestellt,
bevor die Denition der Sprache fur die algorithmische Ebene und die Systemebene
in den Kapiteln 5 und 6 folgt. Die zwei nachfolgenden Kapitel behandeln die eigent-
liche Synthese. In Kapitel 7 wird die Synthese auf der algorithmischen Ebene und in
Kapitel 8 die Synthese auf der Systemebene beschrieben. In Kapitel 9 folgen experi-
mentelle Ergebnisse zur Laufzeitezienz des in dieser Arbeit vorgestellten Ansatzes
und Kapitel 10 bringt eine Zusammenfassung der Arbeit.
Kapitel 2
Einfuhrung in die Logik hoherer
Ordnung und den
Theorembeweiser HOL
Die in dieser Arbeit verwendete Hardwarebeschreibungssprache Gropius wurde in
einem Theorembeweiser namens HOL [GoMe93] deniert. HOL ist ein interakti-
ver Theorembeweiser fur Pradikatenlogik hoherer Ordnung, dessen Grundlagen in
diesem Kapitel vorgestellt werden sollen.
Die Version der in HOL verwendeten Logik hoherer Ordnung wurde von Mike
Gordon an der University of Cambridge entwickelt [Gord85]. Sie vereinigt Konzep-
te des -Kalkuls, der von Church entwickelt wurde, und der Typtheorie, die auf
Whitehead und Russell zuruckgeht. Der -Kalkul ist die einfachste algorithmische
Sprache, um alle berechenbaren Probleme zu formulieren. Ein anderes Modell ist
die Turing-Maschine. Wahrend imperative Programmiersprachen wie Pascal oder
C auf dem Konzept der Turing-Maschine basieren, bildet der -Kalkul die Grundla-
ge fur funktionale Programmiersprachen wie ML [Paul91] oder Miranda. So ist im
HOL-System die Logik in die Sprache ML eingebettet. HOL ist also eine Version
von ML, die um eine Sammlung von ML-Funktionen zum Beweisen von Theoremen
der Logik hoherer Ordnung erganzt worden ist. In Abschnitt 2.7 wird dies naher
erlautert. In dieser Arbeit wird die Version HOL90 des Theorembeweisers benutzt.
Sie basiert auf Standard ML New Jersey von AT&T (SML/NJ).
Im Folgenden soll ein Uberblick uber die Logik hoherer Ordnung gegeben werden,
wie sie im HOL-System verwendet wird. Ausfuhrlichere Beschreibungen nden sich
beispielsweise in [Gord85, Melh93, Bare92, Goos97a]. Anschlieend soll kurz die
Funktionsweise von HOL erlautert werden.
2.1 Terme
Die erste und einfachste Stufe der mathematischen Logik [Kond83, Scho89] ist die
Aussagenlogik . In ihr wird lediglich der Wahrheitswert einer Aussage betrachtet.
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Eine Aussage wird als Term bezeichnet und kann entweder \wahr" oder \falsch"
sein. Die einfachen Aussagen werden als unzerlegbar angesehen. Zusammengesetzte
Aussagen ergeben sich durch Anwendung der klassischen Operatoren wie der Kon-
junktion, Disjunktion und Negation. Der Wahrheitswert einer zusammengesetzten
Aussage hangt nur von den Wahrheitswerten der zugrunde liegenden Aussagen ab,
nicht aber von deren Inhalt. Die Pradikatenlogik ist eine Erweiterung der Aussa-
genlogik, die auch die innere Struktur von Aussagen in die Betrachtung einbezieht.
Was hinzukommt sind Funktions- und Pradikatenoperatoren. Quantoren sind da-
bei spezielle Funktionsoperatoren. In der Pradikatenlogik der 1. Ordnung werden
als Erweiterung der Aussagenlogik Quantizierungen uber Variablen betrachtet.
Die Pradikatenlogik hoherer Ordnung erlaubt schlielich beliebige Funktions- und
Pradikatenoperatoren. Insbesondere kann uber beliebige Funktionen quantiziert
werden. In der Pradikatenlogik hoherer Ordnung konnen Variablen einen beliebigen
Typ, insbesondere den einer Funktion, annehmen. Man spricht dabei von Variablen
hoherer Ordnung . Daruber hinaus konnen sogar Funktionen andere Funktionen
als Argumente annehmen und als Ergebnis eine Funktion liefern. Man spricht von
Funktionen hoherer Ordnung oder von Funktionalen.
2.1.1 Syntax
Die Syntax eines Terms in der Logik hoherer Ordnung ergibt sich durch die folgende
Backus-Naur-Form (BNF):
Konstante ::= spezieller Bezeichner
Variable ::= beliebiger Bezeichner
Term ::= Konstante j
Variable j
\ ( " Term Term \ ) " j
\ (  " Variable \ . " Term \ ) "
(2.1)
Es gibt vier Arten, einen Term zu erzeugen: Ein Term kann entweder eine Konstante
c oder eine Variable v sein. Eine Funktionsanwendung zweier Terme (M N) bedeu-
tet, dass die Funktion M (Operator) auf den Wert N (Operand) angewandt wird.
Eine Abstraktion (v:M) kennzeichnet schlielich eine Funktion mit Parameter v
und Funktionsrumpf M . Sie beschreibt eine Abbildung v 7!M [v]. Terme, die nach
der Syntaxregel (2.1) gebildet werden, heien auch -Ausdrucke.
Kommt eine Variable v innerhalb des Funktionsrumpfes M einer -Abstraktion
mit dem gleichen Parameter v (v:M) vor, bezeichnet man sie als gebunden durch
die Bindung v. Im Gegensatz dazu bezeichnet man eine Variable v, die in einem
Term M auerhalb eines Teilterms (v:N) vorkommt, als frei in M . Im Folgenden
Term
(x:f x) ((y:x+ y) z)
ist die Variable x folglich im Funktionsrumpf des Operators (x:f x) gebunden,
wahrend sie im Operanden ((y:x+y) z) frei vorkommt. Einen Term, dessen Varia-
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blen alle gebunden sind, nennt man geschlossen. Sind v1; : : : ; vn die in einem Term
M frei vorkommenden Variablen, so schreibt man oft M [v1; : : : ; vn].
Um die zahlreichen Klammern in -Ausdrucken zu vermeiden, gibt es folgende
Konventionen:
 Funktionsanwendungen: Der Term (M1 M2    Mn) bezeichnet den Term
((    (M1 M2) M3)    ) Mn).
 Verschachtelte -Abstraktionen: Der Term (v1:(v2:(: : : (vn:M) : : : ))) darf
abgekurzt werden mit (v1 : : : vn:M).
Diese Schreibweisen werden vom \Parser" und vom \Pretty Printer" unterstutzt.
Der Parser ubersetzt eingegebene Terme in die interne Darstellung des HOL-
Systems, und der Pretty-Printer sorgt fur den umgekehrten Weg, indem er fur eine
bessere Lesbarkeit der ausgegebenen Terme sorgt. Parser und Printer sind spezielle
ML-Programme, die fur die Interaktion zwischen dem Benutzer und HOL sorgen
(siehe Abschnitt 2.7).
2.1.2 Umformungen im -Kalkul
Die Umformung eines -Ausdrucks wird Konversion oder Reduktion des Ausdrucks
genannt. Seien N1; : : : ; Nn Terme und v1; : : : ; vn verschiedene Variablen, dann be-
zeichnet die Schreibweise M [N1; : : : ; Nn=v1; : : : ; vn] das Ergebnis, wenn gleichzeitig
jede Variable vi an jeder Stelle, an der sie im TermM frei vorkommt, durch den ent-
sprechenden Term Ni substituiert wird. Eine Substitution ist aber nur dann zulassig,
wenn keine freie Variable in einem der Terme Ni durch das Ergebnis der Substitution
gebunden wird. So ist es zum Beispiel nicht zulassig, in dem Term (x:(f x) + y)
die Variable y durch den Term (x+ z) zu substituieren. In einem solchen Fall kann
nur nach Umbenennung der gebundenen Variablen x im Term (x:(f x) + y) die
Substitution durchgefuhrt werden. Die Umbenennung gebundener Variablen ist die
erste von drei Grundregeln zur Konversion von -Ausdrucken. Die beiden anderen
denieren die Funktionsanwendung:
-Konversion: Jede -Abstraktion (v:M) darf ersetzt werden durch
(v0:M [v0=v]), falls die Substitution von v0 fur v zulassig ist.
-Konversion: Eine Funktionsanwendung ((v:M) N), dessen Operator eine -
Abstraktion ist, nennt man -Redex. Er darf ersetzt werden durch den Aus-
druck M [N=v], falls die Substitution von N fur v in M zulassig ist.
-Konversion: Eine -Abstraktion (v:M v) kann durch M ersetzt werden, falls
v in M nicht frei vorkommt.
Wird ein Ausdruck M solange umgeformt, bis ein Term N entsteht, auf den keine -
oder -Konversion mehr angewandt werden kann, bezeichnet manN als Normalform
von M . Alle weiteren Terme, die sich durch -Konversion aus N erzeugen lassen,
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werden auch als Normalformen vonM bezeichnet. Unabhangig von der Reihenfolge,
in der die Konversionen angewandt werden, erhalt man bis auf -Konversion immer
das gleiche Ergebnis. Man sagt, der -Kalkul ist konuent.
2.2 Typen
Die Logik hoherer Ordnung ist streng typisiert. Jeder logische Term hat einen
fest zugeordneten Typ. Typen sind unbedingt erforderlich, um Inkonsistenzen in
der Logik zu vermeiden. Man betrachte zum Beispiel das Paradoxon von Russell.
Gegeben sei folgender Ausdruck:

 = P::(P P ) (2.2)
Wurde man den Term 
 auf sich selbst anwenden und anschlieend eine -
Konversion durchfuhren, so ergabe sich:

 




Dieser Widerspruch ergibt sich nur dadurch, dass untypisierte Terme verwendet
wurden. Bei einer Typisierung liee sich die Funktion 
 rein syntaktisch gar nicht
denieren, wie im Folgenden erlautert wird.
2.2.1 Syntax
Die Syntax von Typen in der Logik hoherer Ordnung ist gegeben durch die folgende
BNF:
Typ ::= Typkonstante j
Typvariable j
\ ( " Typ
n
\ , " Typ
o
\ ) " Typoperator
(2.3)
Einen Typ, der aus einer Typkonstanten c oder einer Typvariablen v besteht,
nennt man atomaren Typ. Wird ein Typ aus mehreren Teiltypen (1; : : : ; n) und
einem Typoperator op gebildet, spricht man von einem zusammengesetzten Typ.
Typkonstanten bezeichnen eine festgesetzte Wertemenge. So bezeichnet z.B.
der Typ bool die Menge der Wahrheitswerte fT; Fg. Ein variabler Typ dagegen
ist ein Platzhalter fur einen beliebigen Typ und kann durch jeden beliebigen Typ
instantiiert werden. Variable Typen werden durch kleine griechische Buchstaben be-
zeichnet. Ein Typ, der einen variablen Typ enthalt, wird als polymorph bezeichnet.
Man kann von einer gewissen Allquantizierung uber Typen in der Logik hoherer
Ordnung sprechen, da ein Theorem, das einen polymorphen Typ  enthalt, auch fur
alle Instanzen von  gultig ist. Zusammengesetzte Typen bezeichnen eine Menge,
die aus den beteiligten Teiltypen konstruiert ist. Ein Beispiel fur einen Typoperator
ist der zweistellige Operator fun. Er ordnet zwei Typen 1 und 2 einen neuen Typ
(1; 2)fun zu, dessen Elemente die totalen Funktionen von 1 nach 2 sind. Um
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Typausdrucke leichter lesbar zu machen, unterstutzt der HOL-Parser die Abkurzung
1 ! 2 fur (1; 2)fun.
Es gibt in HOL zwei grundlegende Typkonstanten, namlich bool und ind. Der
Typ ind steht fur eine nicht naher spezizierte Individuenmenge, die nichts ande-
res ist als eine unendliche Menge verschiedener Elemente. Mehr ist uber ind nicht
bekannt { ind ist nur partiell speziziert. Es gibt auch nur einen grundlegenden Ty-
poperator: den zweistelligen Operator fun. Prinzipiell konnen mit bool; ind; fun und
Typvariablen alle Typen beschrieben werden. Aus pragmatischen Gesichtspunkten
ist es aber erstrebenswert, weitere Typkonstanten und -operatoren einzufuhren. In
Abschnitt 2.5 wird der Mechanismus vorgestellt, wie solche neuen Typen deniert
werden.
2.2.2 Wohltypisierte Terme
Es sollen hier nur \wohltypisierte" Terme T mit Typ  betrachtet werden. Sie wer-
den bezeichnet als (T : ). Wohltypisiertheit ist gema dem syntaktischen Aufbau
von Termen (2.1) wie folgt deniert:
 Jede Konstante hat einen festen generischen Typ. Ist der generische Typ 
einer Konstante polymorph, dann ist c : 0 wohltypisiert fur jede Instanz 0
von . Konstanten werden in Abschnitt 2.4 naher betrachtet.
 Variablen konnen jeden beliebigen Typ haben.
 Wenn zwei Terme M1 :  !  und M2 :  wohltypisiert sind, dann ist auch
die Funktionsanwendung (M1 M2) :  wohltypisiert.
 Wenn v :  eine Variable ist und M :  ein wohltypisierter Term, dann stellt
auch die Abstraktion (v:M) : !  einen wohltypisierten Term dar.
Damit wird auch verstandlich, warum das Paradoxon von Russell, das auf Seite 8
beschrieben wurde, in HOL nicht auftreten kann. Da bei einer Funktionsanwendung
Operator und Operand unterschiedliche Typen haben mussen, kann kein Term auf
sich selbst angewandt werden. Der Ausdruck (2.2) kann also niemals wohltypisiert
sein.
Wenn Terme aufgestellt werden, mussten prinzipiell fur alle Teilterme die Typen
speziziert werden. Das HOL-System verfugt aber uber einen automatischen Typ-
Inferenz-Mechanismus. Damit mussen solche Typen nicht explizit vom Anwender
angegeben werden, die aufgrund des Kontextes bereits festgelegt sind. Somit ist
es zum Beispiel nicht notig, im Term (f :  ! ) x den Typ fur die Variable x
anzugeben, da dieser bereits mit  festgelegt ist.
2.3 Formeln, Sequenzen, Axiome, Theoreme
In der Logik hoherer Ordnung bezeichnet man Terme vom Typ bool als Formeln.
Formeln werden verwendet, um Sequenzen und Theoreme zu beschreiben.
10 2. Einfuhrung in die Logik hoherer Ordnung und den Theorembeweiser HOL
Eine Sequenz wird geschrieben als ( ; P ). Dabei ist   eine Menge von Formeln,
genannt Pramissen, und P ist ebenfalls eine Formel, genannt Konklusion.
Axiome sind Sequenzen ohne Beweis, d.h. bei ihnen wird vorausgesetzt, dass sie
wahr seien. Sie werden geschrieben als   ` P , oder, falls   leer ist, einfach als ` P .
Ein Theorem ist eine Sequenz, die entweder ein Axiom ist oder durch eine
Inferenz-Regel von anderen Theoremen abgeleitet wird. Theoreme werden eben-




In der Logik hoherer Ordnung gibt es die folgenden drei elementaren Konstanten:
=: ! ! bool ): bool! bool! bool " : (! bool)! 
Die beiden Konstanten = und ) stehen fur die beiden zweistelligen Relationen
der Gleichheit und der Implikation. Diese Relationen sind in der Logik hoherer
Ordnung durch Funktionen hoherer Ordnung beschrieben. Wenn sie auf einen Wert
angewandt werden, ist das Resultat eine boolesche Funktion. So bezeichnet z.B.
die Funktionsanwendung () P ) eine Funktion vom Typ bool ! bool. Wird diese
Funktion auf einen weiteren Term Q angewandt, ergibt sich die Aussage () P Q),
P impliziere Q.
Die dritte Konstante reprasentiert den Hilbert'schen Auswahl-Operator. Die Se-
mantik von " kann informell wie folgt beschrieben werden: Wenn (P :  ! bool) ein
Pradikat uber die Werte vom Typ  ist, dann bezeichnet die Funktionsanwendung
(" P ) einen beliebigen Wert des Typs , fur den P wahr ist. Falls mehrere Werte
das Pradikat P erfullen, legt die Semantik nicht fest, welcher davon durch den Term
(" P ) speziziert wird. Falls kein Wert existiert, der P erfullt, bezeichnet der Term
(" P ) einen unbekannten, aber festen Wert des Typs .
2.4.2 Konstantendenition
Die drei soeben vorgestellten Konstanten stellen die Basis dar, um weitere Konstan-
ten durch Konstantendenitionen einzufuhren. Damit eine Konstante verwendet
werden kann, muss einfach ein neuer Konstantenname und ein Typ angegeben wer-
den. Es gibt aber dann noch keine Theoreme, die dieser Konstanten eine Eigenschaft
zuordnen. Bei einer Konstantendenition wird deshalb eine Formel eingefuhrt, die
eine Gleichung zwischen der neuen Konstante c und einem Term M aufstellt. Fur
den Term M :  gilt die Einschrankung, dass er geschlossen sein mu, dass er die
Konstante c nicht enthalten darf und dass in M keine Typvariablen vorkommen
durfen, die nicht in  vorkommen. Auerdem darf keine andere Konstante bereits
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eingefuhrt sein, die denselben Namen wie c aufweist. Das resultierende Theorem
` c = M
erweitert die Logik, indem die neue Konstante c als atomare Abkurzung des Terms
M eingefuhrt wird. Bei dem Vorgang der Konstantendenition handelt es sich um
eine konservative Erweiterung der Logik. Dies bedeutet, dass fur eine Formel P ,
die die neue Konstante c nicht enthalt, das Theorem ` P nur dann ein Theorem
der erweiterten Logik ist, wenn es bereits ein Theorem der ursprunglichen Logik
war. Insbesondere ist also das falsche Theorem ` F nur dann ein Theorem, wenn es
ursprunglich schon enthalten war. Daher wird durch das Hinzufugen von Axiomen,
die neue Konstanten denieren, keine Inkonsistenz in die Logik gebracht.
Eine erweiterte Form der Konstantendenition sieht vor, dass auf der linken
Seite der Formel neben einer Konstanten auch Variablen als Parameter vorkommen
durfen, in denen die freien Variablen des Terms M der rechten Seite enthalten sind:
` c v1 : : : vn = M bzw. ` c (v1; : : : ; vn) = M
Diese erweiterte Form kann auf die ursprungliche Form der Konstantendenition
zuruckgefuhrt werden.
Einige grundlegende Konstanten, die in HOL, aufbauend auf den Konstanten =
;) und ", durch Konstantendenitionen eingefuhrt worden sind, sind in Tabelle 2.1
aufgefuhrt. Diese Konstanten sind Bestandteile der konventionellen mathematischen
Logik. In der Logik der hoheren Ordnung mussen sie aber nicht als elementare
Konstanten eingefuhrt werden, sondern konnen formal so deniert werden, dass sie
ihre gewohnten logischen Eigenschaften erhalten.
Auch hier sind wieder einige Besonderheiten bezuglich der Schreibweise zu be-
achten. Um logische Terme leichter lesbar zu machen, gilt auch hier die Regel,
dass zweistellige Operatoren in Inx-Notation geschrieben werden. Aus () P Q)
beispielsweise wird also (P ) Q). Konstanten wie 8; 9 und " werden als Binder
bezeichnet. Wenn sie auf eine -Abstraktion angewandt werden, darf der Bezeich-
ner \  " weggelassen werden, und bei ineinander geschachtelten Bindern durfen die
inneren Binder weggelassen werden. So wird etwa anstatt 8(x: : : : ) die Schreib-
weise 8x: : : : verwendet, und 8x1x2x3: : : : ersetzt 8x1:(8x2:(8x3: : : : )). Der Parser
ubersetzt die auf diese Weise abgekurzten Terme in ihre eigentliche Form. Zu je-
der Konstanten, die in HOL durch eine Konstantendenition eingefuhrt wird, wird
festgelegt, ob sie Inx- oder Binder-Status haben soll oder nicht.
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Theorem Typ Beschreibung
` T = ((x:x) = (x:x)) bool wahr
` 8 = (P:P = (x:T)) (! bool)! bool Allquantor
` 9 = P:P ("P ) (! bool)! bool Existenzquantor
` F = 8b:b bool falsch
` : = 8b:(b) F) bool! bool Negation
` ^ = b1b2:8b:(b1 ) (b2 ) b))) b bool! bool! bool Konjunktion
` _ =b1b2:8b:
(b1 ) b)) ((b2 ) b)) b)
bool! bool! bool Disjunktion
` 91 =(P: 9P ) ^
(8xy:(Px) ^ (Py)) (x = y))
(! bool)! bool eindeutiger
Existenzquantor
Tabelle 2.1: Einige Konstantendenitionen
2.4.3 Konstantenspezikation
Die Konstantenspezikation ist ein allgemeinerer Mechanismus als die Konstanten-
denition. Die Formel muss die Konstante nicht in eindeutiger Weise beschreiben {
es muss lediglich bewiesen werden, dass ein derartiger Wert existiert. Es wird ein
Theorem
` P [c] (2.4)
eingefuhrt, das die Konstante c beschreibt. Das Pradikat P kann jedoch nicht in
beliebiger Weise gewahlt werden. Ein \ungunstig" gewahltes P konnte dazu fuhren,
dass durch die Einfuhrung des Theorems (2.4) die Konsistenz des Theorembeweisers
verletzt wird. Das Pradikat P konnte so gewahlt sein, dass P [c] widerspruchlich
ist, oder dass das Theorem (2.4) zu einer Inkonsistenz mit den bisher abgeleiteten
Theoremen fuhrt. Bei einer Konstantenspezikation wird deshalb vorausgesetzt,
dass das Theorem
` 9x: P [x] (2.5)
bewiesen wurde. Aufgrund des Theorems (2.5) kann anschlieend die Konstante c
durch das Theorem
` c = ("x: P [x]) (2.6)
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per Konstantendenition eingefuhrt werden. Zusammen mit dem Axiom uber "
(siehe SELECT AX in Tabelle 2.2 in Abschnitt 2.6) kann das gewunschte Theorem
(2.4) abgeleitet werden.
2.4.4 Rekursive Denition
Bei einer Konstantendenition ` c = M darf die zu denierende Konstante c im
Term M nicht vorkommen. Damit werden inkonsistente rekursive Denitionen wie
` P = :P verhindert. Konstanten, die rekursiven Gleichungen genugen, konnen
also nicht direkt uber den im Abschnitt 2.4.2 beschriebenen Weg eingefuhrt werden,
vielmehr wird ein Weg ahnlich dem der Konstantenspezikation eingeschlagen.
Zuerst muss bewiesen werden, dass die angestrebte rekursive Gleichung
uberhaupt erfullbar ist. Anschlieend kann die Konstante mit Hilfe des Hilbert-
Operators " deniert werden. Soll beispielsweise eine Konstante mit
` c =M [c] (2.7)
eingefuhrt werden, so muss zunachst bewiesen werden, dass die Gleichung konsistent,
also zumindest durch einen Wert erfullbar ist. Dies kann erreicht werden, indem das
Theorem
` 9x:x =M [x]
bewiesen wird.
2.5 Einfuhrung neuer Typen
Es ist aus pragmatischen Gesichtspunkten leicht einsichtig, dass fur einen prakti-
schen Einsatz der Logik eine reichere Typensyntax notwendig ist, als sie in Abschnitt
2.2 vorgestellt wurde. In Abschnitt 2.5.1 soll daher ein Mechanismus vorgestellt wer-
den, um die Logik durch weitere Typkonstanten und Typoperatoren zu erweitern.
Typen werden dabei durch Typausdrucke beschrieben, wie sie bereits in der Logik
vorhanden sind. In Abschnitt 2.5.2 wird anschlieend ein Beispiel gezeigt.
2.5.1 Typendenition
Bei einer Typdenition wird ein neuer Typ n eingefuhrt. Gleichzeitig wird ein
Axiom eingefuhrt, das die Eigenschaft des neuen Typs beschreibt. Um diesen Typ
zu beschreiben, muss zuerst in geeigneter Weise ein bereits vorhandener Typ 
ausgewahlt werden. Anschlieend wird ein Pradikat P :  ! bool festgelegt, das
eine nichtleere Teilmenge fxjP xg von  beschreibt. Das ist erforderlich, da alle
Typen in HOL nichtleere Mengen bezeichnen mussen. Der Beweis, dass diese Menge
uber mindestens ein Element verfugt, muss explizit erbracht werden. Es muss also
zunachst das Theorem
` 9x: P x (2.8)








bewiesen werden. Es wird nun eine Isomorphiebeziehung zwischen der Wertemenge
des neueinzufuhrenden Typs n und fxjP xg aufgebaut. Diese Beziehung wird durch
ein Theorem beschrieben, das die Aussage macht, dass es eine injektive Funktion
f : n !  gibt, deren Wertemenge gerade fxjP xg ist. Durch diese Funktion f
liegt eine bijektive Abbildung von der Wertemenge von n nach fxjP xg vor. Man
beachte aber, dass f in der Regel keine bijektive Funktion von n nach  ist, da
uber die Werte des Typs , fur die P nicht erfullt ist, keine Aussage gemacht wird.
In Abbildung 2.1 ist dieser Zusammenhang veranschaulicht.
Aufgrund der Isomorphie, die durch f hergestellt wird, kann gezeigt werden, dass
die Menge, die durch den Typ n beschrieben wird, dieselben Eigenschaften hat wie
die Untermenge von , die durch das Pradikat P deniert ist. Der neue Typ n
ist also durch den alten Typ  deniert, und seine Eigenschaften werden durch die
Wahl von P festgelegt. Insbesondere \erbt" der neue Typ auch die Konstanten und
Funktionen des alten Typs.
Neue Typkonstanten werden auf diese Weise ebenso eingefuhrt wie neue Typope-
ratoren. Der Unterschied besteht darin, dass fur die Denition einer Typkonstanten
der Typ  keine Typvariablen enthalten darf. Im anderen Fall wird ein neuer n-
stelliger Typoperator (1; : : : ; n)op erzeugt. Die Stelligkeit des Operators ergibt
sich dabei aus der Anzahl aller Typvariablen in .
Zur Unterstutzung der Typendenition gibt es im HOL-System folgende Kon-
stantendenition:
` TYPE DEFINITION =
P f: (8y1y2: (f y1 = f y2)) (y1 = y2))
(8x: P x = (9y: x = f y))
(2.9)
(TYPE DEFINITION P f) druckt aus, dass die Funktion f injektiv ist und dass die
Menge fxjP xg die Bildmenge von f ist. Bei der Typendenition wird das folgende
Axiom in die Logik eingefuhrt, das die in Theorem (2.9) vorkommende Bezeichnung
verwendet:
` 9f: TYPE DEFINITION P f (2.10)
Voraussetzung fur die Denition ist, dass das Pradikat P geschlossen ist, dass das
Existenz-Theorem (2.8) bewiesen ist und n nicht der Name einer bereits denierten
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Typkonstante ist. Daruber hinaus muss bei der Denition einer Typkonstanten gel-
ten, dass sowohl  als auch P uber keine Typvariablen verfugen. Die Typendenition
ist damit abgeschlossen. Die Konsistenz wird durch die gleichzeitige Einfuhrung des
Typs n und des Axioms (2.10) nicht verletzt.
Neben dem hier vorgestellten Verfahren der Typendenition gibt es noch das
allgemeinere Verfahren der Typenspezikation. Ahnlich wie bei der Konstantenspe-
zikation, muss auch bei der Typenspezikation ein Beweis erbracht werden, durch
den abgesichert wird, dass die Typenspezikation tatsachlich konsistenzerhaltend
ist. Hier soll aber auf dieses Verfahren nicht naher eingegangen werden. Es ist in
[HOL93] ausfuhrlich beschrieben.
Der Mechanismus der Typendenition ist zwar aus logischer Sicht ausreichend,
fur eine praktische Anwendbarkeit aber nicht befriedigend. Man benotigt vielmehr
Theoreme, die den neuen Typ in abstrakter Weise beschreiben. Es mussen also
mehrere Theoreme bewiesen werden, die die wesentlichen Eigenschaften des Typs
beschreiben, ohne auf dessen Denition Bezug zu nehmen. Im nachsten Abschnitt
soll daher an einem Beispiel gezeigt werden, wie ein neuer Typ deniert wird und
wie nutzliche Theoreme abgeleitet werden konnen, um ihn in abstrakter Weise zu
beschreiben.
2.5.2 Beispiel einer Typendenition
Der Typoperator prod wird fur die Beschreibung des kartesischen Produkts zweier
Terme benotigt. Dabei bezeichnen Werte des Typs (1; 2)prod geordnete Paare,
deren erste Komponente den Typ 1 und deren zweite Komponente den Typ 2 hat.
Die Schreibweise (1  2) wird dabei vom Parser in (1; 2)prod umgewandelt.
Es soll nun kurz erlautert werden, wie dieser Typ in HOL deniert ist. Als be-
reits vorhandener Typ, mit dessen Hilfe der neue Typ beschrieben werden soll, wird
zunachst 1 ! 2 ! bool ausgewahlt. Anschlieend werden zwei Konstantendeni-
tionen gemacht:
` 8x1x2: MK PAIR x1 x2 = (v1v2: (v1 = x1) ^ (v2 = x2)) (2.11)
` 8x: IS PAIR x = (9x1x2: x = MK PAIR x1 x2) (2.12)
Dabei erhalt MK PAIR den generischen Typ 1 ! 2 ! (1 ! 2 ! bool) und
IS PAIR ist eine Konstante des Typs (1 ! 2 ! bool) ! bool. Das Pradikat
IS PAIR wird nun verwendet, um eine nichtleere Teilmenge zu beschreiben. Dieser
Zusammenhang wird in Abbildung 2.2 verdeutlicht. Ausgehend von diesen Deni-
tionen kann das Existenz-Theorem
` 9x: IS PAIR x (2.13)
leicht bewiesen werden, da das Theorem ` IS PAIR (MK PAIR x1 x2) aus der De-
nition (2.12) folgt. Nun kann der Typoperator prod deniert werden. Es ergibt sich
dabei das folgende Axiom:
` 9f: TYPE DEFINITION IS PAIR f (2.14)
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REP_prod
Abbildung 2.2: Typdenition fur kartesisches Produkt
Anschlieend wird eine Konstante REP prod deniert, die gerade die bijektive Ab-
bildung von der Wertemenge des neuen Typs zu der Teilmenge fx j IS PAIR xg des
vorhandenen Typs realisiert (siehe Abbildung 2.2).
` REP prod = "f: (8y1y2: (f y1 = f y2) ) (y1 = y2)) ^
(8x: IS PAIR x = (9y: x = f y))
Anschlieend werden die folgenden Konstanten deniert:
` 8x1x2: COMMA x1 x2 = ("y: REP prod y = MK PAIR x1 x2) (2.15)
` 8y: FST y = ("x1: 9x2: MK PAIR x1 x2 = REP prod y) (2.16)
` 8y: SND y = ("x2: 9x1: MK PAIR x1 x2 = REP prod y) (2.17)
Zur besseren Lesbarkeit wird dabei die Konstante COMMA durch die Konstante
`,' ersetzt, die in Inx-Notation verwendet wird. Mit Hilfe der Denitionen (2.15),
(2.16), (2.17) und des eingefuhrten Axioms (2.14) konnen nun leicht die folgenden
Theoreme abgeleitet werden.
` 8x1 x2: FST (x1; x2) = x1 (2.18)
` 8x1 x2: SND (x1; x2) = x2 (2.19)
` 8x: (FST x; SND x) = x (2.20)
` 8x1 x2 a b: ((x1; x2) = (a; b)) = ((x1 = a) ^ (x2 = b)) (2.21)
Diese vier Theoreme beschreiben die wesentlichen Eigenschaften des neuen Typs.
Fur die weitere Argumentation uber Paare in der Logik sind nur noch diese vier
Theoreme wesentlich, und es spielt keine Rolle mehr, wie der Operator prod deniert
wurde.
2.6 Der Kalkul von HOL
Der Kalkul von HOL basiert auf funf Axiomen und acht Inferenz-Regeln. Axiome
(siehe Abschnitt 2.3) sind per denitionem allgemeingultig. Die funf Axiome sind
in Tabelle 2.2 aufgefuhrt. Das Axiom ETA AX beschreibt die bereits in Abschnitt
2.1 erwahnte -Konversion. SELECT AX ist das Axiom uber den Hilbert-Operator
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BOOL CASES AX ` 8b: (b = T) _ (b = F)
IMP ANTISYM AX ` 8b1 b2: (b1 ) b2)) (b2 ) b1)) (b1 = b2)
ETA AX ` 8f: (v:f v) = f
SELECT AX ` 8P: P x ) P (" P )
INFINITY AX ` 9f: (8x y:(f x = f y)) (x = y)) ^ (: 8x:9y:x = f y)
Tabelle 2.2: Axiome in HOL
" und INFINITY AX dient zur Charakterisierung des elementaren Grundtyps ind. Es
behauptet, dass es eine Funktion f : ind ! ind gibt, die zwar injektiv, aber nicht
surjektiv ist. Daraus folgt, dass es unendlich viele Werte des Typs ind gibt. Weitere
Axiome lieen sich prinzipiell in beliebiger Weise einfuhren. Es bestunde dann aber
die Gefahr, dass die Konsistenz des Kalkuls verlorenginge.
Mit Hilfe von Inferenz-Regeln (kurz: Regeln) konnen aus bereits abgeleiteten
oder axiomatisch eingefuhrten Theoremen neue Theoreme erzeugt werden. Die
Schreibweise fur Regeln lautet:
 1 ` P1; : : : ; n ` Pn
  ` P
Regeln konnen andere Theoreme voraussetzen. Solche vorausgesetzten Theoreme
werden bei der obigen Schreibweise gleichsam als \Zahler" uber der horizontalen
Linie aufgefuhrt. Das abgeleitete Theorem bendet sich unter der Linie (im \Nen-
ner"). Die acht Regeln des HOL-Systems sind in Tabelle 2.3 aufgelistet.
Die Regel BETA CONV beschreibt die -Konversion des -Kalkuls, die bereits
in Abschnitt 2.1 vorgestellt wurde. Die -Konversion ist dabei so deniert, dass
sie nur durchfuhrbar ist, wenn durch die Substitution keine freie Variable gebunden
wird. Ansonsten ist eine -Konversion nicht moglich. Um ein solches Scheitern
der Konversion zu umgehen, wird im HOL-System bei Bedarf durch eine Variablen-
umbenennung (-Konversion) die -Konversion moglich gemacht. Beispielsweise
wird fur den Term (x:(y:x+ y)) y die folgende -Konversion durchgefuhrt:
(x:(y:x+ y)) y
 ! (x:(y0:x + y0)) y  ! y0:y + y0
Wendet man die Regel BETA CONV auf den Term an, erhalt man also das Theorem
` (x:(y:x + y)) y = y0:y + y0. Dasselbe Prinzip greift bei Anwendung der
Regel SUBST. Gebundene Variablen im Pradikat P werden zuerst umbenannt,
damit keine freien Variablen in den Termen N 0i falschlicherweise in P [N
0
1; : : : ; N
0
n]
gebunden werden. Bei der Regel ABS ist zu beachten, dass die Variable v in der
Pramisse   nicht frei vorkommen darf. Fur INST TYPE gilt, dass die Typvariablen
i in der Pramisse   nicht vorkommen durfen. Eine weitere Gefahr bestunde, wenn
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ASSUME
P ` P
REFL ` M = M
BETA CONV ` (v: N) M = N [M=v]
SUBST
 1 ` N1 = N 01     n ` Nn = N 0n   ` P [N1; : : : ; Nn]
 1 [    [  n [   ` P [N 01; : : : ; N 0n]
ABS
  ` M = N
  ` (v: M) = (v: N)
INST TYPE
  ` P
  ` P [1; : : : ; n = 1; : : : ; n]
DISCH
  ` P
    fQg ` Q ) P
MP
 1 ` P ) Q  2 ` P
 1 [  2 ` Q
Tabelle 2.3: Inferenz-Regeln in HOL
zwei verschiedene Variablen in P , die sich nicht im Namen, sondern nur im Typ
unterscheiden, durch die Typensubstitution gleichgesetzt wurden. Das wird aber in
HOL automatisch verhindert, indem solche Variablen umbenannt werden.
2.6.1 Einige nutzliche Konstanten in HOL
Fur eine bessere Lesbarkeit der Terme wurden im HOL-System die beiden Konstan-
ten UNCURRY und LET eingefuhrt, die vom Parser und Pretty-Printer unterstutzt
werden. Die Konstante UNCURRY hat den generischen Typ ( !  ! ) !
((  )! ) und dient der Beschreibung gepaarter -Abstraktionen. Dabei wird
etwa der Term
(v1; v2):M
durch den Parser in die interne Darstellung UNCURRY (v1: (v2:M)) umgewandelt.
v1 und v2 sind dabei Variablen oder Tupel von Variablen (sog. Variablenstrukturen).
Die Konstante LET verfugt uber den generischen Typ ( ! ) !  !  und
wird verwendet, um let-Terme zu reprasentieren. let-Terme werden genutzt, um
-Redizes (v:M)N leichter lesbar zu machen. Insbesondere tief geschachtelte -
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Redizes, wie sie in dieser Arbeit vorkommen, sind kaum noch zu uberblicken, da
die Variable v und der ihr zugeordnete Term N raumlich weit auseinander stehen.
let-Terme sind daher lediglich eine andere Schreibweise fur -Redizes, bei der der
Term N direkt hinter der ihm zugehorigen Variablen v steht. Der folgende let-Term
ist denitionsgema aquivalent dem -Redex (v:M)N :
let v = N in M
Dieser let-Term wird durch den Parser in den Term (LET (v:M) N) umgewandelt.
Die Schreibweise mit let-Termen ist nicht beschrankt auf -Redizes, deren Opera-
tor eine gewohnliche -Abstraktion ist. Auch gepaarte -Abstraktionen, die mit
Hilfe von UNCURRY erzeugt wurden, konnen verwendet werden. An die Stelle der
Variablen v tritt dann eine beliebige Variablenstruktur.
Eine weitere Konstante, die in der Arbeit eine groe Rolle spielt, ist COND.
Sie wird fur Fallunterscheidungen (if-then-else) verwendet und verfugt uber den
generischen Typen bool !  !  ! . Auch hier wird mit Hilfe des Parsers eine
anschaulichere Notation angeboten. Der Term COND P M N bedeutet \if P then
M else N" und wird umgewandelt in
P ) M j N
2.7 Theorembeweisen in HOL
HOL wurde ursprunglich entwickelt, um uber die Korrektheit von Hardware zu ar-
gumentieren. Die in den vorigen Abschnitten vorgestellte Logik, die im System
verwendet wird, ist aber vollig allgemein gehalten, sodass HOL fur alle Gebiete ein-
gesetzt werden kann, die mit Logik hoherer Ordnung beschrieben werden konnen.
HOL ist eine Weiterentwicklung des LCF Systems, das ursprunglich in Edinburgh
konzipiert wurde. Die Logik von HOL wird in der streng-typisierten funktionalen
Programmiersprache ML reprasentiert, wodurch die Sicherheit des Theorembewei-
sens garantiert wird. Terme und Theoreme der Logik werden dabei mit abstrakten
Datentypen in ML beschrieben. Die Interaktion mit dem Theorembeweiser ndet
statt, indem Prozeduren in ML ausgefuhrt werden, die diese Datentypen benutzen.
HOL ist also eine Version von ML, die um eine Sammlung von ML-Funktionen zum
Beweisen von Theoremen der Logik hoherer Ordnung erganzt worden ist. Dieses
Prinzip ist in Abbildung 2.3 dargestellt.
Benutzer ML HOL
Abbildung 2.3: Interaktion mit HOL
Da HOL auf einer allgemein einsetzbaren Programmiersprache fut, kann der
Benutzer beliebig komplexe Programme schreiben, um Beweisstrategien zu ent-
wickeln. Aufgrund der Art, in der die Logik in ML eingebettet ist, ist garantiert, dass
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solche benutzerdenierten Beweisstrategien nur logisch einwandfreie Beweisschritte
durchfuhren.
2.7.1 Reprasentation in ML
Die Sicherheit des Theorembeweisens entsteht durch die rigorose Typdisziplin in
ML. Theoreme werden in ML durch einen geschutzten abstrakten Datentypen thm
reprasentiert. Man kann keine Theoreme erzeugen, indem man einfach welche ein-
gibt. Nur gewisse Werte erhalten anfangs den Typ thm. Diese Werte sind die in
Tabelle 2.2 auf Seite 17 vorgestellten Axiome der Logik hoherer Ordnung. Anson-
sten gibt es nur eine Moglichkeit, um Theoreme zu erzeugen. Es werden gewisse
ML-Funktionen zur Verfugung gestellt, die Theoreme als Argumente ubernehmen
und neue Theoreme ergeben. Diese Funktionen entsprechen den in Tabelle 2.3 auf-
gefuhrten elementaren Inferenz-Regeln. Der Typuberprufer in ML sorgt dafur, dass
nur solche Werte den Typ thm erhalten, die dadurch erzeugt wurden, dass diese
Funktionen entweder auf einen Wert, der ein Axiom reprasentiert, oder auf einen
fruher erzeugten Wert vom Typ thm angewandt werden. Daraus folgt, dass jedes
Theorem in HOL, ausgehend von den Axiomen, mit Hilfe der Inferenz-Regeln er-
zeugt werden muss. In HOL konnen daher keine \unrichtigen" Theoreme erzeugt
werden.
Neben den elementaren Inferenz-Regeln gibt es eine Reihe abgeleiteter Inferenz-
Regeln in HOL. Dies sind ML-Prozeduren, die haug verwendete Sequenzen der
elementaren Regeln durchfuhren. Damit kann der Benutzer von langwierigen Be-
weisschritten entlastet werden. Der Code fur solche abgeleiteten Regeln in ML kann
dabei hinreichend komplex sein. Da immer nur elementare Inferenz-Regeln aufgeru-
fen werden, ist die Sicherheit solcher Beweisschritte garantiert. Unter diesen abge-
leiteten Regeln gibt es auch abgeleitete Denitionsregeln. Das sind ML-Prozeduren,
die automatisch Beweise durchfuhren, um kompliziertere Denitionen von den in
den Abschnitten 2.4.2 und 2.5.1 vorgestellten Denitionsformen abzuleiten. Dazu
gehoren rekursive Typendenitionen, rekursive Konstantendenitionen uber diese
Typen und gewisse Arten der Induktionsdenition [Melh89, Melh92].
2.7.2 Interaktive Beweise
Um die Gultigkeit einer Formel zu beweisen, muss sie mit Hilfe des HOL-Kalkuls
abgeleitet werden. HOL stellt dazu zwei Verfahren zur Verfugung: Vorwartsbeweis
und Ruckwartsbeweis. Beim vorwartsgerichteten Beweisverfahren werden, angefan-
gen bei den Axiomen, sukzessiv weitere Theoreme abgeleitet und dadurch die Menge
der bewiesenen Theoreme so lange vergroert, bis man auch das zu beweisende Theo-
rem erhalten hat. Der Benutzer gibt an, welche Inferenz-Regel angewandt werden
soll. Dies kann interaktiv geschehen oder dadurch, dass ein ML-Programm geschrie-
ben wird, das die Regelaufrufe ubernimmt. Bei dieser Beweistechnik ergibt sich das
Problem, dass man die genauen Details des erforderlichen Beweises zu Anfang kaum
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kennt und schwer abschatzen kann, ob die Theoreme, die man in den Zwischen-
schritten abgeleitet hat, in die richtige Richtung fuhren.
Beim Ruckwartsbeweis, der auch zielorientierter Beweis genannt wird, ist der
Ausgangspunkt das zu beweisende Theorem. Dabei wird mit Hilfe spezieller ML-
Funktionen, sogenannter Taktiken, das Beweisziel in immer einfachere Teilziele
zerlegt, bis die Teilziele direkt mit bereits abgeleiteten Theoremen bewiesen wer-
den konnen. Neben der Zerlegung in Teilziele erzeugt eine Taktik auch einen
Vorwartsbeweis, welcher benutzt wird, um das ursprungliche Ziel zu beweisen, nach-
dem die Teilziele bewiesen wurden. Dies ist notwendig, da alle Theoreme letztend-
lich uber einen Vorwartsbeweis abgeleitet werden mussen. Auch hier entscheidet
der Benutzer interaktiv, welche Taktik angewandt werden soll. Das Problem bei
dieser Beweistechnik besteht darin, dass man durch Anwenden falscher Taktiken in
eine Sackgasse geraten kann, indem man auf widerspruchliche Teilziele stot, die
nicht abgeleitet werden konnen. In diesem Fall mussen Taktikanwendungen aufge-
hoben, und ein neuer Beweisweg gesucht werden. Dass weder das vorwarts- noch das
ruckwartsgerichtete Beweisen zu einem Algorithmus fuhren kann, der die Gultigkeit
beliebiger Formeln automatisch ableiten kann, ergibt sich bereits aus der Unent-
scheidbarkeit der Pradikatenlogik hoherer Ordnung. Generell kann man aber sagen,
dass das ruckwartsgerichtete Verfahren dem Benutzer eher entgegenkommt, da der
erforderliche Beweisweg wahrend der Zerlegung in Teilziele besser erahnt werden
kann.
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Kapitel 3
Grundlagen der
Schaltungssynthese und Stand der
Technik
In diesem Kapitel sollen zunachst die Grundlagen der digitalen Schaltungssynthese
vorgestellt werden. Anschlieend soll der Korrektheitsbegri deniert werden, der
in dieser Arbeit verwendet wird. In Abschnitt 3.3 werden verschiedene Methoden
vorgestellt, mit denen eine korrekte Schaltungssynthese erreicht werden kann, bevor
in Abschnitt 3.4 ein Uberblick uber den Stand der Technik gegeben wird.
3.1 Schaltungssynthese
Ausgangspunkt des Entwurfs digitaler Schaltungen ist eine abstrakte Spezikation,
die aussagt, was die zu realisierende Schaltung zu leisten hat. Diese Spezikation
kann sich aus mehreren Teilen zusammensetzen. Sie beschreibt zum einen den funk-
tionalen Zusammenhang zwischen Ein- und Ausgabe, den die Schaltung realisieren
soll. Daruber hinaus konnen auch Randbedingungen vorgegeben werden, wie et-
wa die gewunschte Geschwindigkeit der Berechnung, die maximal zu verbrauchende
Flache auf einem Chip oder der maximale Leistungsverbrauch.
Diese Spezikation wird im Laufe des Entwurfs immer mehr verfeinert, bis
schlielich ein Schaltungslayout vorliegt, aus dem ein Chip gefertigt werden kann.
Der Entwurf unterteilt sich in mehrere Syntheseschritte, die alle eine Transformation
von einer Eingangsbeschreibung auf eine Ausgangsbeschreibung verwirklichen. In
der Begriswelt der Schaltungssynthese wird bei jedem Syntheseschritt eine Spezi-
kation in eine Implementierung uberfuhrt. Diese Implementierung wird anschlieend
als Spezikation fur den nachsten Syntheseschritt verwendet. Man unterscheidet
zwei Arten von Syntheseschritten. Verfeinerungsschritte betreen den Ubergang
von einer Abstraktionsebene zu einer anderen. Dabei wird der Grad der Abstrak-
tion einer Beschreibung reduziert. Im Gegensatz dazu werden Optimierungsschritte
innerhalb einer Abstraktionsebene durchgefuhrt.
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In der Schaltungssynthese unterscheidet man normalerweise zwischen funf ver-
schiedenen Abstraktionsebenen. Die unterste Ebene ist die Layoutebene, bei der
eine Platzierung der Objekte und die Verdrahtung der Verbindungen stattndet.
Eine gute Platzierung ist wichtig, da die Verdrahtung zwischen zwei weit ent-
fernt platzierten Objekten sich als ungunstig erweist. Sie wurde zusatzliche Flache
benotigen, eine groere Verzogerung und einen erhohten Leistungsverbrauch bedeu-
ten. Die nachsthohere Abstraktionsebene ist die Gatterebene, bei der Schaltungen
aus Strukturen von elementaren logischen Gattern und Speicherkomponenten be-
schrieben werden, die uber Signalleitungen kommunizieren. Auf der Gatterebene
nden Optimierungen statt, um die Anzahl der Gatter und die Lange des kriti-
schen Pfades zu optimieren. Der langste Pfad durch eine kombinatorische Struktur
wird als kritischer Pfad bezeichnet. Durch ihn wird die maximal mogliche Taktfre-
quenz bestimmt. Neben booleschen Optimierungen wird auch eine Technologieab-
bildung verwirklicht, bei der die Komponenten durch Zellen realisiert werden, die in
Form einer Bibliothek gegeben sind. Uber der Gatterebene ist die Register-Transfer
(RT) Ebene angesiedelt. Hier werden Schaltungen aus Strukturen abstrakter Kom-
ponenten wie Funktionseinheiten und Register beschrieben. Die Signalleitungen
verfugen ebenfalls uber abstrakte Datentypen. Aufgabe der RT-Synthese ist es,
eine Schaltungsbeschreibung mit abstrakten Datentypen auf eine Struktur auf der
Gatterebene abzubilden. Dazu notwendige Schritte sind die Kodierung von Signa-
len und Zustandsvariablen. Weitere Syntheseschritte auf der RT-Ebene sind die
Zustandsminimierung, Retiming, Reencoding, kombinatorische Optimierungen, etc.
Die nachsthohere Ebene ist die algorithmische Ebene, auf der Schaltungen allein
durch die Angabe ihres Verhaltens mittels eines Algorithmus' beschrieben werden.
Uber der algorithmischen Ebene schlielich bendet sich die Systemebene, die zur
Beschreibung nicht nur einzelner Prozesse, sondern ganzer Systeme, die sich aus
verschiedenen Prozessen zusammensetzen, verwendet wird. Insbesondere werden
auf dieser Ebene auch Systeme betrachtet, die sich aus Hardware- und Software-
Komponenten zusammensetzen (HW/SW-Codesign, embedded systems).
Die in dieser Arbeit behandelten Abstraktionsebenen sind die RT-Ebene, die
algorithmische Ebene und die Systemebene. Dabei startet die Formale Synthese
mit einer Spezikation auf der algorithmischen bzw. auf der Systemebene, und es
wird jeweils eine Implementierung auf der RT-Ebene abgeleitet. Diese Synthese-
prozesse werden als High-Level bzw. Systemebenensynthese bezeichnet. Die dabei
auftretenden Syntheseschritte werden im Folgenden naher erlautert. Ein Ansatz zur
Formalen Synthese auf den unteren Abstraktionsebenen, der die in der vorliegenden
Arbeit beschriebene Synthese weiterfuhrt, wird in [Eise99] vorgestellt.
3.1.1 Aufgaben der Synthese auf hoheren
Abstraktionsebenen
Die High-Level Synthese [GDWL92, Mich94] erzeugt aus einer algorithmischen
Schaltungsbeschreibung eine Struktur auf der RT-Ebene. Die Synthese lasst sich
im Wesentlichen in vier Teilprobleme unterteilen. In Klammern sind jeweils die
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englischen Fachbegrie aus der Literatur angegeben:
 Zeitliche Einordnung der Operationen (scheduling)
 Bereitstellung von Funktionseinheiten zur Implementierung der Operationen
und von Registern zur Speicherung der Zwischenergebnisse (allocation)
 Zuordnung von konkreten Instanzen der bereitgestellten Komponenten an die
Operationen und Hilfsvariablen (binding)
 Schnittstellensynthese (interface synthesis)
Zusatzlich kann innerhalb der algorithmischen Ebene vor der Synthese ei-
ne Optimierung der Schaltungsbeschreibung durchgefuhrt werden. Die
drei erstgenannten Teilprobleme sind weitestgehend technologieunabhangig und
werden unter Berucksichtigung der beiden Optimierungsziele einer hohen
Ausfuhrungsgeschwindigkeit und eines geringen Hardware- bzw. Flachenbedarfs
durchgefuhrt. Oft wird eine minimale Ausfuhrungsgeschwindigkeit in Form einer
Taktzahl und/oder ein maximaler Flachenbedarf als Randbedingung fur die Syn-
these vorgegeben.
Wahrend der zeitlichen Einordnung werden alle Operationen der algorithmischen
Beschreibung einem Kontrollschritt zugewiesen. Diese Kontrollschritte entsprechen
den Takten auf der RT-Ebene. Um die Ausfuhrung auf der RT-Ebene moglichst
schnell zu machen, sollten moglichst wenige Kontrollschritte eingefuhrt und somit
den Kontrollschritten jeweils moglichst viele Operationen zugewiesen werden. Auf
der anderen Seite erhoht sich dadurch der Hardwareaufwand, denn fur jede Opera-
tion eines Kontrollschrittes muss eine eigene Funktionseinheit bereitgestellt werden.
Weiterhin erfordert eine groe Anzahl von Funktionseinheiten in den Kontrollschrit-
ten die Bereitstellung einer groen Anzahl von Speicherbausteinen (Registern), in de-
nen die Zwischenergebnisse zwischen zwei Kontrollschritten abgelegt werden mussen.
Die Aufgaben der zeitlichen Einordnung, der Bereitstellung und der Zuweisung
von Komponenten hangen eng zusammen. Aufgrund der Komplexitat dieser Auf-
gaben setzt man oft Heuristiken zur Entwurfsraumuntersuchung ein, da die Berech-
nung einer optimalen Losung in angemessener Zeit oft nicht moglich ist. Fuhrt man
als ersten Schritt die Bereitstellung durch, um den Flachenbedarf zu optimieren,
muss ein Ressourcen-beschranktes Verfahren zur zeitlichen Einordnung angewandt
werden. Kommt es bei dieser zeitlichen Einordnung zur Verletzung etwaiger zeit-
licher Randbedingungen, muss die Bereitstellung und anschlieend die Einordnung
wiederholt werden. Ein typischer Vertreter hierfur ist das Verfahren des \List-based
Scheduling". Dabei wird fur jede Operation fest vorgegeben, wie viele Instanzen
zu ihrer Realisierung bereitgestellt werden sollen. Kann eine Operation aufgrund
der Datenabhangigkeiten in einem bestimmten Kontrollschritt ausgefuhrt werden,
ist aber bereits die Anzahl der Instanzen erschopft, muss diese Operation einem
anderen Kontrollschritt zugewiesen werden. Eine hohere Parallelitat und eine da-
mit verbundene hohere Ausfuhrungsgeschwindigkeit wird somit einem geringeren
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Flachenbedarf untergeordnet. Werden primar zeitliche Randbedingungen vorgege-
ben, wird ein zeitbeschranktes Einordnungsverfahren verwendet. Typische Vertreter
sind der sog. ASAP- (as soon as possible) bzw. der ALAP-Algorithmus (as late as
possible). Hier werden die Operationen so fruh bzw. so spat wie moglich eingeteilt.
Bei diesen zwei Verfahren wird keine Rucksicht auf den resultierenden Hardwa-
reverbrauch genommen. Das Verfahren des \Force-Directed-Scheduling" [PaKn89]
hingegen versucht, die Operationen gleichmaig auf die Kontrollschritte zu verteilen,
um die Hardware-Kosten ebenfalls zu minimieren.
Als letzte Aufgabe muss die Schnittstellensynthese durchgefuhrt werden. In ihr
wird aus dem in den vorherigen Schritten erzeugten Zwischenergebnis eine struktu-
relle Implementierung auf der RT-Ebene erzeugt. Dabei mussen eine Kontrolleinheit
und eine Kommunikationsstruktur aufgebaut werden. Die Kommunikationsstruk-
tur ist erforderlich, um die Daten von den Funktionseinheiten zu den Registern
und wieder zuruck transportieren zu konnen. Der Aufwand dafur wird stark durch
das Zuordnen (Binding) von Registern und Funktionseinheiten bestimmt, da eine
schlechte Zuordnung unnotigen Transport verursachen kann. Wird wahrend des
Scheduling das sogenannte Chaining { mehrere Operationen werden nacheinander
in einem Kontrollschritt ausgefuhrt { zugelassen, muss auch noch eine Kommunika-
tionsstruktur zwischen den zugeordneten Funktionseinheiten realisiert werden.
Die Systemebenensynthese [GVNG94, Mich96, ELLS97] erzeugt aus einer
Systembeschreibung, die sich aus mehreren Prozessen zusammensetzt, eine Struk-
tur auf der RT-Ebene. Fur die Systemebenensynthese lassen sich drei grundlegende
Teilprobleme denieren:
 Systempartitionierung und -zusammenfassung
 Synthese der Prozesse
 Kommunikationssynthese
Durch die Systempartitionierung wird das System-Verhalten auf nebenlaug arbei-
tende Prozesse verteilt. Es ist aber auch moglich, Prozesse zusammenzufassen. Par-
titionierung und Zusammenfassung hangen davon ab, ob von einer Einprozessbe-
schreibung gestartet wird oder ob bereits eine Mehrprozessbeschreibung vorliegt.
Das Zusammenfassen von Prozessen hat den Vorteil, dass wahrend der Synthese
des neuen Prozesses uber die Grenzen der ursprunglichen Prozesse hinweg Optimie-
rungen durchgefuhrt werden konnen. Man kann somit zu einer kostengunstigeren
Implementierung kommen, die weniger Flache benotigt, bzw. eine kurzere Abarbei-
tungszeit hat. Dies wird dadurch noch verstarkt, dass durch die Zusammenfassung
der Kommunikationsaufwand zwischen den beteiligten Prozessen beseitigt wird. Die
Partitionierung eines Prozesses in mehrere kleinere Prozesse hat dagegen den Vor-
teil, einen groen, komplexen Prozess in mehrere kleine Prozesse zu zerlegen, um
somit die nachfolgende Synthese zu vereinfachen. Daruber hinaus konnen auf diese
Weise Prozesse erzeugt werden, die bereits in einer vorherigen Synthese realisiert
wurden und daher wiederverwendet werden konnen. Des Weiteren ist eine Partitio-
nierung gerade im Hinblick des HW/SW-Codesigns interessant, da ein Prozess in
3.2 Korrektheit von Schaltungen 27
solche Teile zerlegt werden kann, die in Hardware realisiert werden, und solche, die
als Software-Programm ablaufen.
Die Prozesse der sich ergebenden Mehrprozessbeschreibung konnen durch die
bereits vorgestellten Schritte der High-Level Synthese anschlieend auf die RT-Ebene
uberfuhrt werden. Stark damit verknupft ist die Kommunikationssynthese, welche
die fur die Kommunikation der Prozesse erforderliche Verbindungsstruktur generiert.
Dabei werden gewohnlich abstrakte Kommunikationskanale eingefuhrt, uber welche
die Prozesse via I/O-Operationen miteinander kommunizieren. Die entsprechenden
Kanale und Schnittstellen mussen dann synthetisiert werden.
3.2 Korrektheit von Schaltungen
Unter der Korrektheit von Schaltungen kann zweierlei verstanden werden: Spezika-
tionskorrektheit und Implementierungskorrektheit (siehe [Keut96]). Diese Begrie
sollen im Folgenden naher betrachtet werden.
3.2.1 Spezikationskorrektheit
Beim Begri der Spezikationskorrektheit geht es um die Frage, ob die Beschrei-
bung der Schaltung in einer Hardwarebeschreibungssprache eine Spezikation der
Schaltung impliziert. Dieses Problem teilt sich in zwei Teile auf: Zuerst muss eine
formale Spezikation der Schaltung erstellt werden; anschlieend muss das Modell in
der Hardwarebeschreibungssprache gegenuber dieser Spezikation veriziert werden.
Fur die Uberprufung der Spezikationskorrektheit eignen sich Verfahren der Mo-
dellprufung [ClGL96]. Damit konnen Eigenschaften wie Sicherheit, Lebendigkeit
oder Fairness uberpruft werden. In dieser Arbeit wird die Spezikationskorrektheit
nicht behandelt, vielmehr wird davon ausgegangen, dass die Spezikationen korrekt
sind.
3.2.2 Implementierungskorrektheit
Die Frage, ob eine erzeugte Implementierung der Spezikation genugt, die den Aus-
gangspunkt der Synthese dargestellt hat, fuhrt zum Begri der Implementierungs-
korrektheit. Hier wird also die Korrektheit des Syntheseprozesses untersucht. Die
vorliegende Arbeit beschaftigt sich ausschlielich mit der Implementierungskorrekt-
heit. Im Weiteren soll unter Korrektheit verstanden werden, dass Implementierung
und Spezikation konsistent sind. Wie bereits in Abschnitt 3.1 erwahnt, wird die
durch einen Syntheseschritt gewonnene Implementierung als Spezikation fur den
nachsten Syntheseschritt verwendet. Fur die zwei Arten von Syntheseschritten, die
in Abschnitt 3.1 eingefuhrt wurden, ergeben sich dabei verschiedene Aussagen. Die
Korrektheit eines Verfeinerungsschrittes erfordert den Nachweis eines mathemati-
schen Theorems ` Imp ) Spec, das aussagt, dass die Implementierung die
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Spezikation impliziert. Im Gegensatz dazu muss fur einen Optimierungsschritt ein
Theorem der Form ` Imp = Spec gefunden werden.
Da eine Spezikation neben dem funktionalen Aspekt auch Randbedingungen
wie den Flachenbedarf oder den Zeitverbrauch einschlieen kann, musste der Nach-
weis der Implementierungskorrektheit all diese Facetten umfassen. Die vorliegende
Arbeit soll sich aber auf den Nachweis der Korrektheit des funktionalen Zusam-
menhangs beschranken, der durch die Spezikation vorgegeben wird. Dies hat zwei
Grunde: Zum einen ist die Uberprufung auf funktionale Korrektheit die bei weitem
schwierigste Aufgabe. Zum anderen ist es weder notwendig noch sinnvoll, die Ein-
haltung von Randbedingungen wie etwa die eines maximalen Flachenbedarfs durch
einen mathematischen Beweis zu uberprufen. Das lasst sich einfacher durch nicht-
formale Methoden erreichen.
Neben der Suche nach einemmathematischen Beweis kann die Implementierungs-
korrektheit auch durch nichtformale Methoden wie etwa durch Simulation uberpruft
werden. Wie aber bereits in Kapitel 1 erwahnt, muss eine vollstandige Simulation
bei der Groe der heutigen Schaltungen in den allermeisten Fallen scheitern. Im Fol-
genden sollen daher formale Methoden vorgestellt werden, die zur Sicherstellung des
funktionalen Aspektes der Implementierungskorrektheit verwendet werden konnen.
3.3 Formale Methoden zur Sicherstellung der
Korrektheit
Eine Analyse des Entwurfsprozesses ergibt, dass seine Korrektheit in verschiedenen
Phasen garantiert werden kann: vor, wahrend und nach dem Entwurf [KBES96].
Daher konnen die Ansatze zur Sicherstellung der Korrektheit als Prasynthese-
Verikation, Formale Synthese und Postsynthese-Verikation klassiziert werden.
3.3.1 Prasynthese-Verikation
Unter Prasynthese-Verikation versteht man dabei den Beweis der Korrektheit des
Entwurfsprozesses an sich. Ein auf diese Weise uberpruftes Syntheseprogramm lie-
fert immer ein bezuglich der Eingabe korrektes Syntheseergebnis. Dies wird da-
durch erreicht, dass das Syntheseprogramm mit Mitteln der Software-Verikation
uberpruft wird. Der Korrektheitsbeweis wird dabei ein einziges Mal gefuhrt. Da
die gesamte logische Argumentation wahrend der einmaligen Uberprufung des Pro-
gramms stattndet und somit der Anwender von der Uberprufung vollig verschont
bleibt, ware diese Methode fur den Anwender an sich die optimale. Da aber die
Software-Verikation speziell bei sehr groen Programmen, wie sie Synthesepro-
gramme gewohnlich darstellen, sehr kompliziert, wenn nicht zurzeit sogar unmoglich
ist, gibt es erst wenige Arbeiten in diesem Bereich.
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3.3.2 Postsynthese-Verikation
Die Postsynthese-Verikation [Gupt92] ist die heute am meisten eingesetzte formale
Methode. Hier wird zunachst ein Syntheseschritt in konventioneller Weise durch-
gefuhrt. Anschlieend wird die Korrektheit des Syntheseergebnisses uberpruft. Ein
Vorteil dieser Methode liegt darin, dass sie vollig unabhangig vom Syntheseschritt
ist. Es konnen daher allgemeine Verfahren eingesetzt werden. Dies ist aber gleich-
zeitig auch ein Nachteil, da nur die Syntheseeingabe und -ausgabe vorliegen, und die
Information, wie die Synthese durchgefuhrt worden ist, nicht langer zur Verfugung
steht. Dies fuhrt dazu, dass die Verikation sehr zeitaufwendig wird und nur eine
exzessive Fallunterscheidung zum Ziel fuhrt.
Eine automatische Verikation lasst sich nur auf unteren Abstraktionsebenen
mit Verfahren der Modellprufung und Tautologieprufung erreichen. Auf hoheren
Abstraktionsebenen ist aufgrund der Komplexitat eine automatische Verikation
i.Allg. unmoglich. Hier mussen Theorembeweiser eingesetzt werden, die vom An-
wender profunde Logikkenntnisse und Erfahrung im Umgang mit diesem Werkzeug
verlangen. Um Verfahren der Postsynthese-Verikation ezienter bzw. auf hoheren
Abstraktionsebenen uberhaupt realisierbar zu machen, muss die interne Steuerin-
formation des Syntheseprozesses zuganglich gemacht werden. Ferner werden dazu
oft nur hinreichende Kriterien fur die Korrektheit formuliert und uberpruft, anstatt
einen durchgangigen Beweis zu fuhren.
Ein weiteres Problem der Postsynthese-Verikation liegt darin, dass die fur die
Synthese oft verwendeten Hardwarebeschreibungssprachen formal schwer zu fas-
sen sind, fur die Verikation aber in eine logische Beschreibung uberfuhrt werden
mussen.
3.3.3 Formale Synthese
Bei der Formalen Synthese geht es darum, das Syntheseergebnis innerhalb eines all-
gemeinen Logikkalkuls eines Theorembeweisers abzuleiten. In der konventionellen
Synthese konnen beliebige Datenstrukturen zur Reprasentation von Schaltungsbe-
schreibungen herangezogen werden und es gibt keine Beschrankungen hinsichtlich
der Transformationen auf diesen Datenstrukturen. Im Gegensatz dazu werden in
der Formalen Synthese Schaltungen durch logische Terme und Formeln beschrieben
und es sind nur korrektheitserhaltende, logische Transformationen, die auf allge-
meine mathematische Regeln zuruckgefuhrt sind, erlaubt. Dadurch wird die Kor-
rektheit der Synthese implizit garantiert. Als Ergebnis erhalt man somit nicht nur
eine Implementierung, sondern auch den mathematischen Beweis dafur, dass diese
Implementierung korrekt ist.
Die Formale Synthese hat gegenuber der Postsynthese-Verikation im wesentli-
chen zwei entscheidende Vorteile. Zum einen leitet das Verfahren eine Implemen-
tierung konstruktiv ab. Damit wird die nachtragliche i.Allg. NP-vollstandige Suche
nach dem Beweis vermieden. Die Formale Synthese hat somit Vorteile bezuglich der
Laufzeitezienz. Der zweite Vorteil liegt darin, dass generische Schaltungen synthe-
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tisiert werden konnen. Ist etwa die Bitbreite einer Schaltung noch nicht festgelegt,
konnen somit ganze Klassen von korrekten Schaltungen erzeugt werden. Erst spater
kann dann eine konkrete Bitbreite instantiiert werden. Die Verfahren der Modell-
prufung sind nicht in der Lage, generische Schaltungen zu uberprufen. Hier mussten
alle erforderlichen Bitbreiten erst instantiiert und dann die entstehenden konkreten
Schaltungen gepruft werden. Mit der Groe der Bitbreite nehmen dabei aber der
Zustandsraum und der Zeitaufwand exponentiell zu, was die Modellprufung von
Schaltungen mit groen Bitbreiten sehr erschwert, bzw. scheitern lasst.
3.3.4 Vergleich der Formalen Synthese mit dem
transformationsbasierten Entwurf
Die Verfahren der Formalen Synthese (aber auch die der Prasynthese-Verikation)
erfullen das in der Synthesewelt seit langerem propagierte Paradigma der Korrekt-
heit durch Konstruktion (\correctness by construction"). Es gibt neben den Verfah-
ren der Formalen Synthese noch die Ansatze des transformationsbasierten Entwurfs,
die ebenfalls von sich behaupten, dieses Paradigma zu erfullen.
Dazu ist festzustellen, dass in Arbeiten, die ein Verfahren des transformations-
basierten Entwurfs betreen, zwar ein Korrektheitsbeweis der Transformationen an-
geboten wird. Einschrankend muss aber gesagt werden, dass den Beweisen oft kein
exakter mathematischer Formalismus zugrunde liegt. Daruber hinaus werden die
Beweise mit Papier und Bleistift durchgefuhrt, was bedeutet, dass sie nicht not-
wendig objektiv richtig sind, sondern lediglich durch Uberprufung, z.B. hauges
Gegenlesen, validiert werden konnen. Zudem lassen jene Beweise oft ein intui-
tives Vorgehen [McFa93] sowie eine Beschrankung auf das Uberprufen von Plau-
sibilitatskriterien erkennen und eine durchgangige Beweisfuhrung vermissen. Der
wesentliche Kritikpunkt bei den Verfahren des transformationsbasierten Entwurfs
betrit aber die Tatsache, dass nach dem Korrektheitsbeweis die Transformatio-
nen durch eine beliebige Software-Implementierung realisiert werden und fur diese
Programme kein Korrektheitsbeweis gefuhrt wird. Jede neue Transformation, die
in ein Syntheseprogramm eingefuhrt wird, erhoht somit das Risiko, dass sich ein
Fehler im Programm einschleicht. Dies ist vor allem vor dem Hintergrund zu sehen,
dass im transformationsbasierten Entwurf der Kern der Transformationen sehr gro
ist, da die Transformationen mit den Schaltungstransformationen identisch sind.
Daruber hinaus sind fur eine Synthese auf verschiedenen Abstraktionsebenen auch
verschiedene Transformationen erforderlich, was die Anzahl der fehlerfrei zu imple-
mentierenden Transformationen weiter in die Hohe treibt.
Im Gegensatz dazu ist die Anzahl der elementaren Transformationen bei der For-
malen Synthese klein und stabil, da alle Schaltungstransformationen auf allgemeine
logische Regeln zuruckgefuhrt sind. Dies fuhrt dazu, dass mit der Aufnahme neuer
Schaltungstransformationen in das Syntheseprogramm sich nichts an dessen Kor-
rektheit andert. Des Weiteren basieren die elementaren Transformationen der all-
gemeinen Logikkalkule der Formalen Synthese auf wohlbekannten mathematischen
Zusammenhangen, die wesentlich besser getestet sind, da sie in verschiedenen Dis-
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ziplinen eingesetzt werden. Die Formale Synthese hat daruber hinaus noch zwei
weitere positive Konsequenzen. Indem Schaltungstransformationen innerhalb des
Theorembeweisers bewiesen werden, erhalt man eine hohere Qualitat ihrer Beweise.
Sie sind objektiv nachvollziehbar; jede Form von Intuition ist eliminiert und der
Beweis durchgehend gefuhrt. Ein weiterer Vorteil besteht darin, dass die bewiesene
Schaltungstransformation nicht anschlieend separat durch ein Softwareprogramm
realisiert werden muss, sondern der Korrektheitsbeweis gleichermaen als Vorlage fur
die Software-Implementierung fur die Transformation dient. Die einzige sicherheits-
kritische Komponente bei dieser Vorgehensweise ist die Software-Implementierung
des Kerns des Theorembeweisers. Nur mit Hilfe dieses Kerns konnen Theoreme,
d.h. Beweise fur Transformationen, abgeleitet werden. Da dieser Kern aber (jeden-
falls in dem in dieser Arbeit verwendeten Theorembeweiser HOL) sehr klein ist,
kann die Formale Synthese als extrem sicher betrachtet werden. All dies erhoht die
Zuverlassigkeit der Formalen Synthese in entscheidender Weise und rechtfertigt die
Annahme, dass sie ein ungleich vertrauenswurdigeres Fundament darstellt als der
transformationsbasierte Entwurf.
Der Vorteil des transformationsbasierten Entwurfs gegenuber der Formalen Syn-
these besteht allein darin, dass die Synthese ezienter bzw. in kurzerer Zeit durch-
gefuhrt werden kann, da die elementaren Transformationen gerade den Schaltungs-
transformationen entsprechen und in der Formalen Synthese dagegen fur jede Schal-
tungstransformation eine Reihe elementarer Logiktransformationen angewandt wer-
den muss. Da aber aus den oben genannten Grunden die Formale Synthese we-
sentlich sicherer ist als der transformationsbasierte Entwurf und eigentlich eine
zusatzliche Postsynthese-Verikation fur den transformationsbasierten Entwurf er-
forderlich ist, kann die Formale Synthese im Endeekt als ezienter betrachtet
werden.
3.4 Stand der Technik
Im Folgenden soll ein Uberblick uber den derzeitigen Stand der Technik gegeben
werden. Er beschrankt sich dabei auf Arbeiten, die die Implementierungskorrektheit
auf hoheren Abstraktionsebenen untersuchen. Der Stand der Technik bezuglich der
unteren Abstraktionsebenen ist in [Eise99] beleuchtet.
3.4.1 Verfahren der Prasynthese-Verikation
Im Bereich der Prasynthese-Verikation gibt es wegen der oben erwahnten Grunde
nur sehr wenige Arbeiten. Das System BEDROC, das an der Cornell University
in Ithaca, NY entwickelt wurde, unterstutzt eine Prasynthese-Verikation teilweise
[LCAL93, LeAL91]. Mit diesem System werden Verhaltensbeschreibungen in ei-
ne Implementierung mit einem programmierbaren Gate-Array (FPGA) uberfuhrt.
Als Ausgangspunkt dient eine Verhaltensbeschreibung der Schaltung in einer im-
perativen Programmiersprache namens HardwarePal, die auf der Sprache Pascal
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basiert. Diese Beschreibung wird anschlieend in ein Zwischenformat ubersetzt.
Als Zwischenformat dient ein Abhangigkeitsussgraph. Auf diesem Graph konnen
bestimmte Optimierungen wie Konstantenpropagierung, Eliminierung toten Codes,
etc. realisiert werden. Anschlieend werden die zeitliche Einordnung und die Bereit-
stellung/Zuordnung von Hardwarekomponenten iterativ durchgefuhrt. Die resultie-
rende RT-Beschreibung wird in eine Gatternetzliste uberfuhrt und einer Logikmi-
nimierung zugefuhrt. Anschlieend wird ein FPGA programmiert. Die Teile des
Entwurfsprozesses, die gema einer Prasynthese-Verikation korrekt arbeiten, sind
die Ubersetzung von HardwarePal in das Zwischenformat, die Optimierungen inner-
halb des Zwischenformats sowie die Logikminimierung. Die eigentliche Uberfuhrung
der Verhaltensbeschreibung in eine Beschreibung auf RT-Ebene ist nicht veriziert.
Eine weitere Arbeit, die sich mit Prasynthese-Verikation beschaftigt, ist in
[NTRG98] beschrieben. Darin wird ein Verfahren zur Verikation eines Algorith-
mus' vorgestellt, der die zeitliche Einordnung einer Datenuss-basierten Schaltungs-
beschreibung vornimmt. Dazu werden im Theorembeweiser PVS [OwSR93], der
auf Logik hoherer Ordnung basiert, Eigenschaften formalisiert und bewiesen. Diese
Eigenschaften sind im Wesentlichen die, dass jeder Operation ein Kontrollschritt
zugewiesen wird, dass die Datenabhangigkeiten nicht verletzt und dass die Rand-
bedingungen des zulassigen Hardwareaufwands eingehalten werden. Es wird zu-
dem der Beweis erbracht, dass ein formales Modell des Algorithmus' diese drei
Eigenschaften erfullt. Anschlieend werden diese Theoreme \sorgfaltig" (Zitat) in
Uberprufungsanweisungen in der Programmiersprache C++ ubersetzt. Somit liefert
nach Meinung der Autoren das Softwareprogramm immer ein Ergebnis, bei dem die
Operationen in korrekter Weise zeitlich eingeordnet wurden. Einschrankend ist fest-
zustellen, dass sich die Methode nur fur reine Datenusse einsetzen lasst. Daruber
hinaus handelt es sich bei diesem Ansatz streng genommen nicht um eine reine
Prasynthese-Verikation, da das C++-Programm nicht veriziert wurde. Auch die
Uberprufungsroutinen wurden nicht veriziert, vielmehr wurde nur darauf geach-
tet, dass diese korrekt implementiert wurden. Ein ahnliches Verfahren derselben
Autoren fur die Bereitstellung von Registern wird in [NaVe98] vorgestellt.
3.4.2 Verfahren der Postsynthese-Verikation
Ein Verfahren zur automatischen Postsynthese-Verikation wird in [MaVe98] be-
schrieben. Die Verhaltensbeschreibung in VHDL wird dabei zunachst in einen
Verhaltensautomaten ubersetzt. Dieser besteht aus Zustanden und Transitionen.
Es gibt Zuweisungszustande mit nur einer Ausgangstransition und Verzweigungs-
zustande mit zwei Ausgangstransitionen. Die Synthese erzeugt daraus einen Daten-
pfad und einen Kontrollautomaten, die uber Kontrollvariablen kommunizieren. Der
Kontrollautomat ist ahnlich aufgebaut wie der Verhaltensautomat, mit dem Unter-
schied, dass den Zuweisungszustanden lediglich aktive Kontrollsignale zugeordnet
sind. Kritische Zustande sind alle Verzweigungs- bzw. Zusammenfuhrungszustande
sowie Ein- und Ausgabezustande. Als kritische Variablen werden all diejenigen be-
zeichnet, die Ein- oder Ausgabevariablen sind, sowie alle lokalen Variablen, deren
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Wirkungsweise uber kritische Zustande hinweg geht. Die Aquivalenz der beiden Mo-
delle wird durch ein Plausibilitatskriterium uberpruft, indem untersucht wird, ob die
Werte in den kritischen Variablen der kritischen Zustande des Verhaltensautomaten
den Werten in den kritischen Registern der kritischen Zustande des Kontrollers ent-
sprechen. Zu beachten ist die Tatsache, dass wahrend der Synthese kein Code uber
Verzweigungs- bzw. Schleifenanweisungen verschoben werden darf. Transformatio-
nen auf der Verhaltensebene sind nicht erlaubt. Dies ist eine sehr einschrankende
Bedingung, da dadurch bereits implizit ein grobes Zeitmodell eingefuhrt wird. Als
Folge ergibt sich, dass die beiden Automaten einen sehr ahnlichen Aufbau haben. Sie
unterscheiden sich lediglich dadurch, dass zwischen den kritischen Zustanden evtl.
unterschiedlich viele Zwischenzustande vorhanden sind. Die kritischen Zustande
werden nicht verandert. Dies macht die Uberprufung sehr einfach. Der Beweis
wird im Theorembeweiser PVS erbracht. Dazu werden zunachst die Informatio-
nen im Verhaltensautomat, im Datenpfad und im Kontrollautomat als Axiome in
PVS ubertragen. Dann werden zu beweisende Lemmata aufgestellt. Bei der For-
mulierung dieser Lemmata muss die Information des Synthesewerkzeugs vorliegen,
wie die kritischen Variablen auf Register und wie kritische Verhaltenszustande auf
Kontrollzustande abgebildet wurden. Insofern unterscheidet sich dieser Ansatz von
allgemeinen Postsynthese-Verikationsverfahren, bei denen die Syntheseinformation
nicht vorliegt. Die Lemmata werden anschlieend automatisch durch Termerset-
zung bewiesen. Bei diesem Ansatz, wie aber auch bei vielen anderen Ansatzen
(siehe auch spater), muss deutlich darauf hingewiesen werden, dass das Einfuhren
neuer Axiome in den Kalkul eines Theorembeweisers sehr heikel ist, da somit der
Kalkul inkonsistent werden kann.
Die Verikation eines Teilschritts wahrend der High-Level Synthese, namlich der
der zeitlichen Einordnung, wird in [EvHR99] vorgestellt. Die Verhaltensbeschrei-
bung wird zunachst in ein spezielles Zwischenformat namens LLS (Language of
Labelled Segments) ubersetzt. Nach der zeitlichen Einordnung ergibt sich eine neue
LLS-Beschreibung. Das Verikationsziel besteht darin, zu beweisen, dass die bei-
den Beschreibungen berechnungsaquivalent sind. Dieser Begri besagt, dass beide
Beschreibungen dasselbe Endergebnis liefern, wenn sie mit denselben Eingabewer-
ten versehen werden. Die Aquivalenz wird aber nur indirekt nachgewiesen. Anstatt
beide Beschreibungen zu vergleichen, wird die Ausgangsbeschreibung in eine berech-
nungsaquivalente Beschreibung transformiert, die bisimilar zur Beschreibung nach
der zeitlichen Einordnung ist. Zwei Beschreibungen sind bisimilar, wenn es jeweils
zwei bisimilare Segmente gibt. Zwei Segmente sind bisimilar, wenn dieselben Daten-
operationen ausgefuhrt werden und der Kontrolluss in jeweils bisimilare Segmente
uberfuhrt wird. Die Transformation der Ausgangsbeschreibung erfolgt durch ein-
fache Transformationsregeln, wie die mogliche Parallelisierung sequentieller Zuwei-
sungen unter Berucksichtigung der Datenabhangigkeiten oder einfacher boolescher
Zusammenhange in bedingten Verzweigungen. Die korrekte Implementierung der
Transformationen wird nicht nachgewiesen.
Ein weiterer Ansatz fur eine Postsynthese-Verikation sind die Arbeiten von
Mutz und Lock von der Universitat Passau. In [Mutz97, LoMu97, LoMM98] wird
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deren Verfahren zur Verikation der High-Level Synthese reiner Datenpfade vorge-
stellt. Schaltungen auf der algorithmischen sowie auf der RT-Ebene werden in einer
Untermenge der Hardwarebeschreibungssprache VHDL beschrieben. Diese VHDL-
Beschreibungen werden durch eine formale Verankerung (siehe Abschnitt 4.1) in den
Theorembeweiser HOL ubersetzt. Ausgehend von der algorithmischen Schaltungs-
beschreibung wird in konventioneller Weise eine High-Level Synthese durchgefuhrt.
Wichtig fur den Ansatz ist, dass die interne Kontrollinformation des Synthesewerk-
zeugs, wie die Synthese durchgefuhrt wurde, der Verikation zuganglich gemacht
wird. Auch hier handelt es sich daher wie bei [MaVe98] um kein reines Postsynthese-
Verikationsverfahren. Fur die Uberprufung der Korrektheit der sich durch die
Synthese ergebenden RT-Implementierung wird kein durchgehender Beweis gefuhrt,
sondern es wird ein intuitives Kriterium aufgestellt. Dieses Kriterium sagt aus, dass
die Synthese dann korrekt sei, wenn die Werte der Eingangsvariablen des Daten-
usses mit den Initialwerten der ihnen zugeordneten Register ubereinstimmen und
in den Registern, die den Ausgabevariablen des Datenusses zugeordnet sind, am
Ende der Berechnung die Werte der Ausgabevariablen gespeichert sind. Dies ist
ein ahnliches Kriterium wie in den beiden obigen Ansatzen. Die Uberprufung, ob
dieses Kriterium erfullt ist, lauft wie folgt ab: In einem der Synthese vorangehenden
Schritt werden mehrere abstrakte Bedingungen formuliert. Es wird dann interaktiv
ein allgemeines Theorem in HOL bewiesen, das aussagt, dass bei Erfullung dieser
Bedingungen die Korrektheit nach der eben erwahnten Denition gilt. Dieser Beweis
wird einmal gefuhrt. Nach jedem Syntheselauf wird dieses Theorem dann mit ei-
ner konkreten Spezikation und konkreten Syntheseergebnissen instantiiert. Bislang
konnen nur reine Datenussbeschreibungen mit dieser Methode veriziert werden.
Erste Arbeiten fur eine Erweiterung auf Beschreibungen mit Kontrolluss nden
sich in [LoMe98, LoMe99]. Im ersten Artikel wird eine formale Modellierung der
Schaltungsbeschreibungen vorgestellt. Im zweiten Artikel werden Korrektheitseigen-
schaften formuliert. Der schwierigste Teil, der Beweis eines Korrektheitstheorems
in HOL und die automatische Verikation mit diesem Theorem nach der Synthese,
steht aber noch aus. Wie die Autoren in [Mutz97] selbst ausfuhren, hat ihre Metho-
de den entscheidenden Nachteil, dass aufgrund der Plausibilitatsuberprufung nicht
garantiert werden kann, dass die Verikation die Korrektheit der Synthese immer
beweisen kann. Schlagt der Ansatz fehl, mussen allgemeinere, aber inezientere
Verikationsmethoden eingesetzt werden.
3.4.3 Verfahren des transformationsbasierten Entwurfs
Mehrere transformationsbasierte Verfahren wurden in den letzten Jahren sowohl
im Softwarebereich als auch im Schaltungsentwurf vorgestellt. Im Softwareentwurf
haben sich diese Verfahren allerdings noch nicht recht durchsetzen konnen. Ei-
ne Ausnahme gilt lediglich fur die automatische Optimierung von Compilern (z.B.
[Alle69, AhSU86, ViBT98], siehe auch [Paig97, PePr97] fur zukunftige Entwick-
lungen). Dies liegt vor allem an der enormen Groe von Softwareprogrammen im
Gegensatz zu Hardwarebeschreibungen, aber auch an den hoheren Anforderungen
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bei Hardwaresystemen bezuglich ihrer Zuverlassigkeit und Ezienz. Wahrend man
sich oft damit zufrieden gibt, dass ein Softwareprogramm uber eine langere Zeit
stabil lauft, ist eine fehlerhafte Digitalschaltung nicht akzeptabel. Ein weiterer
Grund ist darin zu sehen, dass imperative Programmiersprachen, die den Software-
entwurf aufgrund ihrer Laufzeitezienz beherrschen, im Gegensatz zu funktionalen
und logischen Programmiersprachen einem transformationsbasierten Entwurf weni-
ger zuganglich sind.
Im CAMAD-System [PeKu94, HaPe95] wird eine automatische High-Level Syn-
these mit Transformationen fur die zeitliche Einordnung und die Bereitstellung von
Komponenten durchgefuhrt. Die Schaltungsbeschreibungen sind in einer Pascal-
ahnlichen Notation gegeben. Um ein Programm zu transformieren, wird es zuerst
in eine Reprasentation als zeitbehaftetes Petri-Netz ubersetzt. In dieser Darstellung
sind der Daten- und der Kontrolluss getrennt. Sowohl die Ubersetzung von Pascal
in ein Petri-Netz, als auch die Transformationen innerhalb des Petri-Netzes werden
durch Softwareprogramme realisiert, die komplex und sicherheitskritisch sind. Ein
expliziter Beweis fur die Korrektheit ihrer Implementierungen wird nicht gegeben.
Das TRADES-System [MMEK96, MiRa96, MHMP96, Midd97, Huij98] verwen-
det einen Ansatz, bei dem die Schaltung durch sogenannte markierte Hypergra-
phen beschrieben wird. Das Modell ist sehr vage, da es in ihm keine strikte Unter-
scheidung zwischen algorithmischen und RT-Ebenen-Beschreibungen gibt. Vielmehr
wird ziemlich willkurlich zwischen den beiden Reprasentationsmodellen gewechselt.
Die Schaltungstransformationen werden interaktiv durch Ersetzung von Teilgraphen
(\graph-rewriting") durchgefuhrt. Die Korrektheit der Transformationen ist intui-
tiv und informell uberpruft. Fur einen formalen Beweis sollen sie in Zukunft mit
dem Theorembeweiser PVS bewiesen werden, wobei allein schon die Ubersetzung
von Graphen nach PVS und die interne Reprasentation in PVS noch unklar sind.
Ein transformationsbasierter Ansatz fur den Entwurf kontrolldominierter Hard-
ware wird in [GrLS98] vorgestellt. Als Spezikation auf der algorithmischen Ebene
dienen Zeitdiagramme, die in eine Reprasentation in Prozessalgebra uberfuhrt wer-
den. Die Korrektheit dieses Schritts wird nicht sichergestellt. Anschlieend werden
Transformationsregeln angewandt, die auf dem Papier bewiesen wurden, und es wird
eine Implementierung erzeugt. Eine Entwurfsraumuntersuchung ist nicht moglich,
vielmehr wird die Spezikation nach einem bestimmten Muster in mehrere Prozes-
se zerlegt. Jeder Datenussanteil wird in einen eigenen Prozess abgetrennt, der
Kontroller bleibt letztendlich in einem separaten Prozess ubrig.
Einen interessanten Ansatz, Programme mittels Transformationen zu syntheti-
sieren, stellt die Arbeit in [JiPB93] dar. Sie entstammt einer Untersuchung von
Hoare uber einen korrekten Compilerentwurf [HoJS93]. Programme werden dabei
durch Transformationen in eine Normalform uberfuhrt, und anschlieend in eine
Gatternetzliste ubersetzt. Die Transformationen wurden bewiesen und in einem
Compiler realisiert. Wie die Transformationen bewiesen wurden, ob sie ausreichend
sind, und ob die Umsetzung in den Compiler korrekt durchgefuhrt wurde, wird
nicht naher erlautert. Nachteilig bei diesem Ansatz ist jedenfalls das Fehlen einer
Optimierungsmoglichkeit. Jedes Programm wird in eindeutiger Weise synthetisiert.
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3.4.4 Verfahren der Formalen Synthese
Die meisten der in der Literatur bekannten Ansatze der Formalen Synthese
beschaftigen sich mit einer Synthese auf unteren Abstraktionsebenen (RT- und Gat-
terebene). Auf hoheren Abstraktionsebenen gibt es bislang nicht sehr viele Ansatze.
Hier sind vor allem die Arbeiten von Larsson zu erwahnen. In [Lars94, Lars95] wird
ein Verfahren zur Formalen Synthese von Datenussbeschreibungen vorgestellt. Eine
abstrakte Schaltungsbeschreibung wird im Theorembeweiser HOL formalisiert und
stufenweise transformiert. Es gibt Transformationen fur die zeitliche Einordnung,
die Bereitstellung und die Zuordnung von Funktionseinheiten sowie fur die Kommu-
nikationssynthese. Eine Schnittstellensynthese wird nicht durchgefuhrt. Es ergibt
sich demnach keine RT-Struktur, sondern eine algorithmische Beschreibung, bei
der den zeitlich eingeordneten Operationen konkrete Funktionseinheiten zugeordnet
sind. Die Implementierungsbeschreibung verfugt uber keine Register. Eine weitere
massive Einschrankung besteht darin, dass als Verfahren zur zeitlichen Einordnung
implizit der ASAP-Algorithmus verwendet wird. Es besteht keine Moglichkeit fur
eine (automatische) Entwurfsraumuntersuchung. Auerdem wird die zeitliche Ein-
ordnung immer nach der Bereitstellung durchgefuhrt. Bei der Bereitstellung von
Funktionseinheiten kann man zwar unterschiedliche Entscheidungen treen, dies
aber nur interaktiv. Trotz dieser Einschrankungen hat das Verfahren aber gegenuber
den bisher vorgestellten Ansatzen den entscheidenden Vorteil, dass die Korrektheit
der Implementierung tatsachlich garantiert ist.
Eine weitere Arbeit von Larsson ndet sich in [Lars96]. Sie ist unabhangig von
dem oben beschriebenen Ansatz, sodass die beiden Verfahren nicht kombiniert wer-
den konnen. Es werden korrekte Transformationen auf eine Schaltungsbeschreibung
innerhalb der algorithmischen Ebene angewandt. Eine Synthese auf die RT-Ebene
wird nicht durchgefuhrt. Im Gegensatz zu [Lars94, Lars95] enthalten die Schaltungs-
beschreibungen auch einen Kontrollussanteil. Die Schaltungsbeschreibungen liegen
in einer imperativen Programmiersprache vor. Diese Sprache wird in die Logik des
Theorembeweisers HOL eingebettet. Es werden einige Transformationstheoreme
aufgestellt, die Termersetzungsregeln darstellen. In den Pramissen der Theoreme
sind Beweisverpichtungen aufgefuhrt, die erfullt sein mussen, damit das Transfor-
mationstheorem angewandt werden kann. Einige einfache Transformationstheoreme
fur for-Schleifen wurden bewiesen, allerdings gibt es keine Transformationstheoreme
fur while-Schleifen. Fur die Termersetzung mit den Theoremen musste eine kompli-
zierte Infrastruktur fur die Uberprufung der Beweisverpichtungen geschaen wer-
den. Dies hangt mit der imperativen Natur der Programmiersprache zusammen, die
eine exakte Formalisierung dafur erfordert, was es bedeutet, wenn ein Wert einer
Variablen zugewiesen oder eine Variable gelesen wird.
Eine Arbeit, die nur bedingt zur Formalen Synthese gerechnet werden kann, ist
in [Raja95a, Raja95b] beschrieben. Es werden wie in [Lars96] Transformationen
innerhalb der algorithmischen Ebene beschrieben. Eine Verfeinerung auf die RT-
Ebene wird nicht durchgefuhrt. Die Schaltungsbeschreibungen enthalten lediglich
Datenuss und bedingte Verzweigungen. Schaltungsbeschreibungen, die in Form
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eines Abhangigkeitsgraphen gegeben sind, werden in eine Darstellung innerhalb des
Theorembeweisers PVS ubersetzt. Die Korrektheit dieser Ubersetzung wird nicht
uberpruft. Der Ansatz wird an dieser Stelle aufgefuhrt, da die Transformationen
auf den Schaltungsbeschreibungen innerhalb von PVS bewiesen wurden. Es ist aber
zu beachten, dass die Transformationen nicht auf einen allgemeinen Logikkalkul
zuruckgefuhrt wurden. Vielmehr wurden einige als intuitiv richtig eingeschatzte
Korrektheitseigenschaften als (unbewiesene) Axiome deniert. Die Transforma-
tionen wurden dann auf diese Axiome zuruckgefuhrt. Es handelt sich dabei also
lediglich um die Uberprufung von Korrektheitseigenschaften basierend auf einem
Theorembeweiser. Kritisch ist auch die Frage, ob die axiomatisch eingefuhrten Kor-
rektheitseigenschaften vollstandig, widerspruchsfrei und korrekt sind. Dieser Frage
wird nicht nachgegangen.
Auch im Bereich des Softwareentwurfs gibt es einige Arbeiten, die einer Forma-
len Synthese entsprechen. Zu nennen sind hier vor allem von Wright's Arbeiten
[BaWr90, WrSe91, Wrig94a], auf die an dieser Stelle aber nicht naher eingegangen
werden soll.
3.4.5 Zusammenfassung
Alle aufgefuhrten Arbeiten haben die Implementierungskorrektheit auf der algorith-
mischen Ebene zum Ziel. Vergleichbare Arbeiten, die sich mit einer Synthese auf
der Systemebene beschaftigen, sind mir nicht bekannt.
Die Verfahren des transformationsbasierten Entwurfs wurden nur der
Vollstandigkeit halber aufgefuhrt. Wie in Abschnitt 3.3.4 erwahnt, konnen sie die
Implementierungskorrektheit nicht garantieren. Die anderen Ansatze haben gemein-
sam, dass sie immer nur Teilaufgaben der High-Level Synthese betrachten. Entweder
beschranken sich die Autoren auf reine Datenussbeschreibungen oder es wird nur
die Korrektheit von Teilschritten untersucht. Daruber hinaus werden gerade bei den
Postsynthese-Verfahren lediglich Plausibilitatskriterien uberpruft. Die Arbeit, die
dem Anspruch eines garantiert korrekten Syntheseergebnisses am ehesten gerecht
werden kann, ist die von Larsson (siehe Abschnitt 3.4.4). Aber auch hier wird kei-
ne vollstandige Formale Synthese auf der algorithmischen Ebene oder gar auf der
Systemebene angeboten. Eine solche Synthese ist daher das Ziel der vorliegenden
Arbeit.





Um eine Synthese digitaler Systeme durchfuhren zu konnen, muss als erstes geklart
werden, wie diese Systeme uberhaupt beschrieben werden sollen. In der Literatur
ndet sich dafur eine groe Anzahl von Hardwarebeschreibungssprachen. Basierend
auf wesentlichen Erkenntnissen und Zielsetzungen, die aus einer kritischen Durch-
sicht dieser vorhandenen Hardwarebeschreibungssprachen erwachsen sind, wurde ei-
ne neue Hardwarebeschreibungssprache mit Namen Gropius entwickelt. In diesem
Kapitel sollen die wesentlichen Konzepte von Gropius vorgestellt werden. In den
nachfolgenden Kapiteln 5 und 6 schlielich wird erlautert, wie Schaltungen auf den
hoheren Abstraktionsebenen in Gropius beschrieben werden.
Statt eine neue Sprache zu denieren, ware die Alternative gewesen, eine bereits
vorhandene Sprache zu erweitern. Die Entscheidung fur eine neue Sprache hat aber
eine strategische Komponente. Die Hardwarebeschreibungssprache bildet namlich
die Grundlage fur die darauf anzuwendenden Syntheseverfahren und somit auch
das konzeptionelle Fundament fur den in dieser Arbeit entwickelten generellen Ent-
wurfsstil. Nicht zuletzt die Tatsache, dass bestehende Hardwarebeschreibungsspra-
chen die in dieser Arbeit entwickelten Synthesekonzepte nur partiell unterstutzen,
rechtfertigt die Entscheidung fur eine neue Sprache.
Gropius verfugt uber die nachfolgend aufgelisteten Eigenschaften, auf die im




Walter Gropius (1883-1969), Begrunder des Bauhauses. Im Gegensatz zum damals vorherr-
schenden Jugendstil mit seinen extravaganten Auspragungen wurde durch den Stil des Bauhauses
der Entwurf auf das Wesentliche konzentriert (form follows function).
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 Konsistenz und Implementierbarkeit
 Einfache Simulierbarkeit
 Verwendung ebenenspezischer und aufeinander aufbauender Teilsprachen
 Systematische Wiederverwertbarkeit von Schaltungsbeschreibungen
 Kein Unterschied zwischen externem und internem Format
4.1 Exakte Semantik, mathematische Notation
Das Hauptaugenmerk der formalen Synthese richtet sich auf die Korrektheit des
Syntheseprozesses. Unter Korrektheit soll dabei verstanden werden, dass das Ergeb-
nis des Syntheseprozesses (Implementierung) zu der Eingabe des Syntheseprozesses
(Spezikation) in einer bestimmten mathematischen Relation steht. Je nachdem,
ob es sich bei dem betrachteten Syntheseschritt um eine Optimierung oder um eine
Verfeinerung handelt, ist diese Relation die Aquivalenz oder die Implikation.
Um aber uber die Korrektheit der Synthese im mathematischen Sinne sprechen
zu konnen, bedarf es einer mathematisch exakten Grundlage. Dies konnen die mei-
sten der gangigen Hardwarebeschreibungssprachen wie VHDL [VHDL96] oder Ve-
rilog [Cade92] nicht bieten, da ihre Semantik umgangssprachlich deniert ist. Die
Sprache Gropius dagegen verfugt uber eine mathematisch exakte Semantik. Sie
wurde im Theorembeweiser HOL deniert und bildet somit eine Teilmenge der
Pradikatenlogik hoherer Ordnung. HOL eignet sich besonders gut fur eine For-
malisierung von Hardwarebeschreibungen [Gord86]. Gropius benutzt dabei eine
Notationsform, die einem mathematisch gepragten Denken entgegenkommt.
Es macht auch keinen Sinn, fur den einen oder anderen Bereich eine geeignete
Teilsprache gangiger umgangssprachlich denierter Hardwarebeschreibungssprachen
als Basis zu verwenden. Fur eine logische Argumentation uber den Verlauf eines Syn-
theseprozesses ist ohnehin eine Notation in der Logik unabdingbar. Es ist also wenig
sinnvoll, wahrend der Synthese zwei verschiedene Notationsformen zu verwenden.
Es gibt mehrere Ansatze, umgangssprachlich denierten Hardwarebeschreibungs-
sprachen nachtraglich eine passende mathematisch exakte Semantik zuzuordnen
[BGGH92, BGHT91, KlBr95, Pier97, Reet97]. Eine Hardwarebeschreibungssprache
formal zu verankern bedeutet jedoch, die Lucke zwischen der Hardwarebeschrei-
bungssprache und der Logik zu schlieen. Die Umsetzung der Semantik ist aber nur
dann moglich, wenn die umgangssprachliche Denition der Semantik tatsachlich ein-
deutig ist. Ist dies nicht der Fall (wie z.B. bei VHDL), muss die Umsetzung entweder
scheitern, oder man muss sich auf eine Teilsprache zuruckziehen, die dann aber evtl.
nicht mehr allgemein einsetzbar ist, da andere Benutzer sich eine andere Teilspra-
che deniert haben konnten. Gerade fur VHDL wurden zahlreiche Anstrengungen
unternommen, um eine eindeutige formale Semantik zu denieren. Es gibt aber
keinen Standard hierfur. Vielmehr wurden mehrere widerspruchliche \Semantiken"
von VHDL deniert, was erhebliche Auswirkungen auf den Schaltungsentwurf mit
4.2 Funktionale Modellierung, Konsistenz, Simulierbarkeit 41
sich bringt, da VHDL-Beschreibungen infolgedessen von unterschiedlichen Synthe-
seprogrammen unterschiedlich interpretiert werden.
Wie gro der Aufwand fur eine nachtragliche Verankerung ist, hangt nicht zuletzt
davon ab, wie nahe die Konstrukte der Hardwarebeschreibungssprache der Logik
stehen. Hier stellt die formale Beschreibung imperativer Programmierkonstrukte,
wie sie in VHDL vorkommen, ein groes Problem dar. Solche Konstrukte fuhren {
im Gegensatz zu Konstrukten in funktionalen bzw. logischen Programmiersprachen {
ausschlielich zu Nebenwirkungen, namlich der Veranderung des globalen Zustands,
d.h. der Veranderung der Werte der beteiligten Objekte. Fur eine Verankerung muss
also deniert werden, wie jede Anweisung den globalen Zustand verandert. Eine
Umsetzung funktionaler Hardwarebeschreibungssprachen ist hierbei vergleichsweise
einfach, da wie in Kapitel 2 dargelegt, funktionale Programmiersprachen auf dem
-Kalkul basieren.
4.2 Funktionale Modellierung, Konsistenz,
Simulierbarkeit
Die meisten Ansatze, Schaltungen in der Logik zu formalisieren, verwenden eine re-
lationale Schaltungsmodellierung [Melh93]. Dabei werden Schaltungskomponenten
als Relationen zwischen Ein- und Ausgangssignalen modelliert. Die einzelnen Kom-
ponenten konnen anschlieend zu relational beschriebenen Strukturen zusammenge-
fasst werden. Der hier vorgestellte Ansatz verwendet eine funktionale Schaltungsmo-
dellierung (die einzige Ausnahme stellt dabei die Beschreibung auf der Systemebene
dar, die in Abschnitt 6.1 vorgestellt wird.).
Die Entscheidung, hier vom gangigen Standard abzuweichen, hat mehrere gute
Grunde. So muss man sich zum einen vor Augen halten, dass konkret realisier-
te Digitalschaltungen stets einen funktionalen Zusammenhang zwischen Ein- und
Ausgangssignal herstellen. Eine Relation beschreibt lediglich, ob die Signale in der
gewunschten Beziehung zueinander stehen. Sie ist jedoch nicht konstruktiv, d.h. es
wird nicht beschrieben, wie aus den Eingangswerten die Ausgangswerte abgeleitet
werden konnen.
Ein anderer entscheidender Grund fur funktionale Beschreibungen ist die Sicher-
stellung der Implementierbarkeit. So konnen bei der relationalen Form der Schal-
tungsbeschreibung leicht inkonsistente Schaltungen entstehen. Auch dann, wenn die
Grundkomponenten richtig formalisiert wurden, sind z.B. durch Schaltungsstruk-
turen mit verzogerungsfreien Zyklen oder Kurzschlussen Inkonsistenzen moglich.
Inkonsistente Schaltungsbeschreibungen sind jedoch nicht implementierbar. Bei je-
dem Syntheseschritt ndet eine logische Verfeinerung statt. Das Ergebnis konnte
eine inkonsistente, nichtimplementierbare Schaltung sein (ex falso quodlibet). Das
Resultat einer derartigen Formalen Synthese ware ein Scheinerfolg: ein korrekter
Beweis fur eine nichtimplementierbare \Schaltungsbeschreibung". Da der relationa-
le Ansatz rein syntaktisch auch nichtimplementierbare Beschreibungen zulasst, ist
es erforderlich, die Implementierbarkeit explizit zu uberprufen, so dies uberhaupt
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in ezienter Weise moglich ist. Das Formale-Synthese-System Lambda/Dialog
[MaFo91] ist hierfur ein Beispiel. Nach jedem Syntheseschritt wird die Schaltung
zur Sicherstellung der Konsistenz auf Kurzschlusse und verzogerungsfreie Zyklen hin
uberpruft. Der hier vorgestellte Ansatz unterscheidet sich hiervon grundlegend. Er
erzwingt durch syntaktische Beschrankungen implementierbare Schaltungsbeschrei-
bungen, sodass alle syntaktisch zulassigen Beschreibungen auch zugleich konsistente
und implementierbare Schaltungsbeschreibungen sind.
Gropius ist durchweg typisiert. Auch dies ist ein wichtiger Beitrag zur
Gewahrleistung der Konsistenz. Zwar kann es im Softwarebereich durchaus auch
interessant sein, mit nichttypisierten Sprachen wie Lisp zu arbeiten; zur Modellie-
rung von Signalleitungen eignen sich Typen mit oenem Wertebereich jedoch nicht.
Durch die strenge Typisierung werden Fehler in der Schaltungsbeschreibung bereits
zur Compilezeit und nicht erst zur Laufzeit entdeckt. Damit konnen Fehler in einem
viel fruheren Stadium des Entwurfs entdeckt werden als bei anderen Hardwarebe-
schreibungssprachen.
Die in dieser Arbeit verwendeten Schaltungsbeschreibungen sind funktional im
Sinne des -Kalkuls deniert. Die Schaltungen konnen in einem Interpreter ei-
ner funktionalen Programmiersprache wie SML [Paul91] simuliert werden. Dazu
mussen in der funktionalen Programmiersprache die in den nachsten Kapiteln vor-
gestellten Grundfunktionen implementiert werden. Eine Simulation erfolgt durch
Evaluierung der Terme. Die Simulation kann ebenenspezisch auf eziente Weise
ausgefuhrt werden, und zwar ohne die Schaltungen auf die Gatterebene zuruckfuhren
zu mussen. So ist es moglich, auf der RT-Ebene die Simulation mit komplexeren
Operationen (arithmetische Einheiten etc.) ezient auszufuhren. Auf der algo-
rithmischen Ebene konnen reine Softwaresimulationen mit den algorithmischen Be-
schreibungen durchgefuhrt werden, ohne dabei bereits eine zeitliche Einordnung auf
Takte berucksichtigen zu mussen. Auf der Systemebene sind die Beschreibungen
in Gropius an Petri-Netze hoherer Ordnung [Jens92] angelehnt. Bei Petri-Netzen
hoherer Ordnung sind die Knoten mit Funktionen versehen, die in der funktionalen
Programmiersprache SML implementiert sind. Somit ist die Simulation der einzel-
nen Prozesse sowie des Gesamtsystems moglich. Man mag sich fragen, warum eine
Simulation uberhaupt angestrebt wird, nachdem in Abschnitt 1 die Simulation als
ungeeignetes Mittel fur eine Korrektheitsuberprufung eingestuft wurde. Tatsachlich
bezieht sich diese Aussage aber nur auf die Implementierungskorrektheit. Eine Si-
mulation ist aber auf jeden Fall interessant fur die Uberprufung der Spezikations-
korrektheit durch den Entwerfer, z.B. was das Verhalten in bestimmten Situationen
angeht.
4.3 Ebenenspezische Teilsprachen
Es gibt Ansatze, universelle Schaltungsbeschreibungssprachen wie etwa VHDL zu
entwerfen, bei denen beabsichtigt ist, mit den gleichen Sprachkonstrukten alle
Abstraktionsebenen abzudecken. Die Entwicklung im Synthesebereich deutet je-
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doch immer mehr darauf hin, dass sich dieses Konzept nicht durchsetzt. Statt
fur alle Ebenen in gleicher Weise geeignet zu sein, erweist es sich, dass die-
se Universalsprachen weder fur die eine noch fur die andere Ebene gut zu ge-
brauchen sind. Das oft gebrauchliche Konzept, zu den Universalsprachen ebe-
nenspezische Teilsprachen mit einer ebenenspezischen Semantik zu denieren
[DeBo95, JePO93, BoSa95, FuMe95, BrFK95], bedeutet letztlich nichts anderes,
als das Konzept der Universalsprache aufzugeben. Es zeigt sich immer mehr, dass
man an einer dezidierten, fur die jeweilige Ebene \ezienten" Darstellung nicht
vorbeikommt.
Die Sprache Gropius macht bewusst nicht den Versuch, eine universelle Hard-
warebeschreibungssprache darzustellen, sondern ist konzeptionell an die Anforde-
rungen der einzelnen Ebenen angepasst. Die Sprache gliedert sich in vier Teile:
Fur Schaltungsbeschreibungen auf Systemebene gibt es eine andere Darstellung als
fur Schaltungsbeschreibungen auf der algorithmischen Ebene, und diese wiederum
unterscheiden sich von Schaltungsbeschreibungen auf der RT-Ebene und auf der
Gatterebene. Diese vier Teilsprachen von Gropius sollen mit Gropius-3, Gropius-2,
Gropius-1 und Gropius-0 bezeichnet werden. Zwar sind diese vier Teilmengen in-
sofern disjunkt, als eine Schaltungsbeschreibung in Gropius immer genau einer der
vier Teilsprachen zuzuordnen ist; die vier Teilsprachen bauen jedoch aufeinander
auf, wie es in Abbildung 4.1 gezeigt wird.
Dem Benutzer stehen eine Reihe von fest denierten Grundkonstrukten zur
Verfugung. Darauf aufbauend kann er sich eigene Funktionen denieren, die er
dann zur Schaltungsbeschreibung auf verschiedenen Abstraktionsebenen verwenden
kann. Die Beschreibung von Schaltungen auf der Gatterebene stellt das Fundament
der Sprache dar. Sie bildet die Grundlage fur die restlichen Anteile der Sprache auf
der RT-, der algorithmischen und der Systemebene. In dieser Arbeit soll in den Ka-
piteln 5 und 6 ausfuhrlich auf die Schaltungsbeschreibung auf der algorithmischen
und der Systemebene eingegangen werden. Die Schaltungsbeschreibung auf der RT-
Ebene wird nur kurz in Abschnitt 5.1.2 angerissen. Eine detaillierte Beschreibung,
wie Schaltungen auf der RT- bzw. Gatterebene formalisiert werden, ndet sich in
[Eise99].
Die Teilsprachen basieren jeweils auf einem moglichst kleinen Kern. Daruber hin-
ausgehende Konstrukte werden aus diesem Kern abgeleitet. Zum einen gestaltet sich
dadurch die Synthese einfacher, denn nur fur den Kern der Sprache mussen Synthese-
und Simulationsverfahren angeboten werden. Zum anderen vereinfacht dieses Kon-
zept das Erlernen der Sprache, denn eine groe Anzahl interessanter Konstrukte
kann auf einfache Konstrukte zuruckgefuhrt werden, ohne dabei unubersichtlich zu
werden. Der Aufwand fur die Einarbeitung in konventionelle Hardwarebeschrei-
bungssprachen ist gerade auf hoheren Entwurfsebenen nicht unerheblich. In vielen
Hardwarebeschreibungssprachen sind sehr viele Grundkonstrukte enthalten, die oft
jedoch auch redundant sind. Zur Veranschaulichung sei erwahnt, dass VHDL uber
mehr als 150 Syntaxregeln verfugt, wahrend es in Gropius nur deren 15 sind (siehe
(5.1) auf Seite 50, (5.15) auf Seite 61, (5.34) auf Seite 71 und (6.1) auf Seite 83).
Zur Verdeutlichung sei erwahnt, dass in [Lips91] die Sprache VHDL auf knapp 300





























Abbildung 4.1: Aufbau der Sprache Gropius
Seiten umgangssprachlich erklart wird, wahrend Gropius in dieser Arbeit auf knapp
60 Seiten inklusive der Semantik in der Logik vorgestellt wird.
4.4 Systematische Wiederverwertbarkeit von
Schaltungsbeschreibungen
Wegen der Komplexitat heutiger Schaltungen und in dem Bemuhen um Reduzie-
rung der Entwurfskosten werden groe Anstrengungen unternommen, bereits be-
nutzte Schaltungsbeschreibungen fur den Entwurf anderer Schaltungen wiederzu-
verwenden. Dabei ist es von entscheidender Bedeutung, ob und in welchem Mae
die verwendete Hardwarebeschreibungssprache Konzepte fur eine solche Wiederver-
wendung vorsieht. Gropius wurde bewusst unter dem Gesichtspunkt entwickelt,
die Wiederverwendung von Schaltungsbeschreibungen nicht nur innerhalb einer Ab-
straktionsebene, sondern auch zwischen den Abstraktionsebenen zu ermoglichen
[EiBl98, EiBl99].
Gropius ist eine funktionale Programmiersprache hoherer Ordnung, die sehr ein-
fach verwendet werden kann. Der Benutzer kann mit Hilfe der vorhandenen Beschrei-
bungsmittel beliebige Ausdrucke bilden und ihnen einen neuen Namen geben. Durch
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eine solche Abkurzung konnen nicht nur neue Funktionen, sondern auch neue Kon-
trollstrukturen, die Funktionen hoherer Ordnung sind, per denitionem eingefuhrt
werden. Diese neuen Konstrukte stellen eine Erweiterung der Sprache Gropius dar
und konnen in verschiedenen Schaltungsbeschreibungen wiederverwendet werden.
Damit wird auch deutlich, warum es keinen Nachteil darstellt, die Sprache auf ei-
nem moglichst kleinen Kern zu denieren. Aufgrund der Erweiterungsmoglichkeiten,
uber die der Benutzer verfugt, ist es fur ihn moglich, beliebige Konstrukte zu de-
nieren, die ihm die Beschreibung von Schaltungen erleichtern (siehe dazu auch
Abschnitt 5.1.6).
Gropius unterstutzt Polymorphie. Die Operanden einer polymorphen Funktion
konnen mehr als einen Typen haben. Solche Funktionen konnen zur Beschreibung
allgemeiner Schaltungen verwendet werden. Durch unterschiedliche Instantiierung
der unbestimmten Typen konnen auf diese Weise unterschiedliche Komponenten
erzeugt werden, die auf derselben Beschreibung aufbauen.
Gropius ist eine Programmiersprache hoherer Ordnung. Dies bedeutet, dass
Funktionen (Schaltungen) als Argumente verwendet werden konnen, dass Funktio-
nen selbst ein Resultat einer Funktion sein konnen und dass Funktionen als Varia-
blen gespeichert werden konnen. Aufgrund der Tatsache, dass in Gropius Schaltun-
gen als Funktionen beschrieben werden, konnen somit Schaltungen wiederverwendet
werden, indem sie als Parameter anderer Schaltungen dienen.
Eine weitere Eigenschaft, die die Wiederverwendung von Schaltungsbeschrei-
bungen erleichtert, ist die systematische Unterstutzung von Regularitat. Dies wird
ausfuhrlich in [Eise99] erlautert. In Gropius gibt es eine elementare generische,
polymorphe Struktur, aus der durch Instantiierung die verschiedensten Strukturen
abgeleitet werden konnen.
Wie in Abbildung 4.1 gezeigt, stellen DFG-Terme die Basis sowohl fur Beschrei-
bungen auf der Systemebene, als auch fur Beschreibungen auf der algorithmischen
und der RT-Ebene dar. Damit ermoglicht Gropius eine Wiederverwendung von
Beschreibungen auch uber Abstraktionsebenen hinweg. Derselbe DFG-Term kann
auf verschiedenen Abstraktionsebenen in verschiedenen Kontexten wiederverwendet
werden.
Auf der algorithmischen Ebene setzen sich Schaltungsbeschreibungen aus zwei
Komponenten zusammen: einer fur die funktionale und einer fur die zeitliche Be-
schreibung (siehe Abbildung 4.1). Ein Vorteil dieser strikten Trennung von funk-
tionalem und zeitlichem Verhalten liegt darin, dass funktionale Beschreibungen mit
beliebigen zeitlichen Beschreibungen ohne Veranderung kombiniert werden konnen.
Dieser Aspekt wird im nachsten Kapitel noch ausfuhrlicher erlautert.
Schlielich ermoglicht Gropius auf der Systemebene die Wiederverwendung gan-
zer Prozessbeschreibungen. Durch die Verwendung eines ganz speziellen Kommu-
nikationsschemas auf der Systemebene konnen bereits existierende Prozesse ohne
Veranderung bei der Beschreibung neuer Systeme wiederverwendet werden. Daruber
hinaus gibt es sogenannte K-Prozesse (siehe Abbildung 4.1), die ein fur allemal de-
niert wurden und in verschiedenen Systemen eingesetzt werden konnen.
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4.5 Kein Unterschied zwischen externem und
internem Format
Konventionelle Syntheseprogramme unterscheiden ublicherweise zwischen interner
Schaltungsdarstellung und der Anbindung von Hardwarebeschreibungssprachen. Bei
der Synthese muss infolgedessen die vom Benutzer eingegebene Hardwarebeschrei-
bung zunachst in das interne Format konvertiert werden (front-end). Auf dem meist
komplizierten internen Format wird dann die eigentliche Schaltungssynthese durch-
gefuhrt. Dieses interne Format verfugt oft uber komplexe Datenstrukturen, die fur
Auenstehende nicht mehr zu uberblicken sind. Diese Vorgehensweise hat auf der
einen Seite zwar den Vorteil einer hoheren Ezienz, die Fehleranfalligkeit solcher
Programme steigt dadurch aber nicht unerheblich. Das Ergebnis der Berechnung
im internen Format wird schlielich durch eine weitere Konvertierung (back-end)
zuruck in eine Hardwarebeschreibungssprache ubersetzt.
Ein wesentlicher Vorteil von Gropius liegt darin, dass es keine Unterscheidung
zwischen internem und externem Format mehr gibt, denn die intern wie extern ver-
wendeten Datenstrukturen sind bereits Terme der formalen Sprache Gropius. Die
Synthesetransformationen werden direkt auf die vom Benutzer spezizierten Schal-
tungsbeschreibungen angewandt. Dadurch entfallen die fehleranfalligen Konvertie-





Auf der algorithmischen Ebene wird das Verhalten der zu synthetisierenden Schal-
tung in Form einer algorithmischen Beschreibung dargestellt. Wenn mit einer Schal-
tungsbeschreibung auf dieser Ebene gestartet wird, ist keinesfalls festgelegt, dass die
Schaltung durch Hardware-Komponenten realisiert werden muss. Sie konnte viel-
mehr genauso gut durch ein Software-Programm oder eine Kombination aus Hard-
ware und Software realisiert werden. Diese Arbeit soll sich jedoch auf die Synthese
von Hardware beschranken.
Wahrend auf der RT-Ebene eine genaue zeitliche Zuordnung der Operationen
auf einzelne Takte deniert ist, wird auf der algorithmischen Ebene von einer sol-
chen zeitlichen Zuordnung abstrahiert. Dieser Abstraktionsschritt ist insbesondere
relevant vor dem Hintergrund komplexer Schaltungen, deren konkretes zeitliches
Verhalten exibel anpassbar sein soll.
Der Ubergang von der algorithmischen Ebene zur RT-Ebene wird als High-Level-
Synthese bezeichnet. Dieser Ubergang ist nicht eindeutig, denn aus einer algo-
rithmischen Beschreibung konnen i.Allg. sehr verschiedene Implementierungen auf
RT-Ebene abgeleitet werden. Da die algorithmische Beschreibung von der zeitlichen
Einordnung der verwendeten Operationen abstrahiert, sind wahrend der High-Level-
Synthese die Freiheitsgrade gro, die Operationen in verschiedener Weise zeitlich
einzuordnen.
Die moglichen Implementierungen unterscheiden sich also vor allem in ihrem
zeitlichen Verhalten. Dieses zeitliche Verhalten umfasst mehrere Aspekte. Auf der
RT-Ebene wird genau festgelegt, wann die Eingangswerte auf den Signalleitungen
gelesen werden, wann welche Operation ausgefuhrt wird und wann die Ausgangs-
werte geschrieben werden. Daruber hinaus wird festgelegt, ob und in welcher Weise
die Schaltung ihrer Umgebung mitteilt, ob sie gerade eine Berechnung ausfuhrt oder
nicht.
Die algorithmische Beschreibung druckt aus, welcher funktionale Zusammenhang
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zwischen Eingangswerten und Ausgangswerten der Schaltung besteht. Zeit wird
hier nicht betrachtet. Um den Abstraktionsunterschied zwischen algorithmischer
und RT-Ebene zu uberwinden, ist noch eine zweite Beschreibung notwendig: das
Schnittstellenverhalten. Es beschreibt das zeitliche Verhalten der Signale an den
Schnittstellen der Schaltung und gibt an, wie die Schaltung mit ihrer Umgebung
kommuniziert.
In dem hier vorgestellten Ansatz zur High-Level-Synthese wird zwischen diesen
beiden Teilen strikt unterschieden. Sie sind voneinander entkoppelt und konnen
getrennt angegeben werden. In den allermeisten klassischen Ansatzen zur High-
Level-Synthese sind algorithmische Beschreibung und Schnittstellenverhaltensbe-
schreibung jedoch miteinander verwoben. Es ist entweder implizit ein einziges
Schnittstellenverhalten vorgegeben, oder das Schnittstellenverhalten kann in belie-
biger Weise in die algorithmische Beschreibung integriert werden. In [BRSM97]
wird ebenfalls eine Methode vorgestellt, die eine getrennte Beschreibung der beiden
Aspekte vorsieht. Die Trennung von funktionalem Verhalten und Schnittstellenver-
halten hat mehrere gute Grunde: Abstraktion, Flexibilitat, Wiederverwertbarkeit
und Verstandlichkeit.
Durch die Trennung von funktionalen und zeitlichen Aspekten gelangt man zu
einer wirklichen Abstraktion der Schaltungsbeschreibung. Der Entwurf beginnt mit
einer rein algorithmischen Beschreibung, ebenso wie im Software-Entwurf. Als algo-
rithmische Beschreibung fungiert immer eine Funktion, die einen Zusammenhang
zwischen Ein- und Ausgangswerten herstellt. Zu diesem Zeitpunkt ist die Be-
schreibung in keiner Weise Hardware-spezisch. Sie konnte genauso gut Ausgangs-
punkt fur eine Software-Losung sein. Es gibt weder Signale, noch Zeit, noch Regi-
ster. In konventionellen Ansatzen ist dies anders. So impliziert etwa eine VHDL-
Beschreibung stets ein bestimmtes Zeitmodell. VHDL ist daher fur eine abstrakte
Beschreibung auf der algorithmischen Ebene ganzlich ungeeignet.
Nach der Programmierung des funktionalen Verhaltens kann der Entwerfer dann
von der Software-Sicht zur Hardware-Sicht wechseln, indem er ein Schnittstellenver-
halten deniert. Das Schnittstellenverhalten bestimmt das Verhalten der spateren
RT-Ebenen-Schaltung, die die Funktion fur die algorithmische Beschreibung in ei-
ner spezischen Weise ausfuhrt. Fur die Beschreibung des Schnittstellenverhaltens
kann er sich dafur unter einer fest vorgegebenen Menge sogenannter Schnittstellen-
verhaltensmuster eines auswahlen. Es ist also insbesondere moglich, denselben Algo-
rithmus fur das funktionale Verhalten mit unterschiedlichen Schnittstellenbeschrei-
bungen zu kombinieren. Damit konnen Algorithmen in exibler Weise an neue zeit-
liche Anforderungen angepasst werden. Daruber hinaus wird durch die orthogonale
Behandlung von funktionalem Verhalten und Schnittstellenverhalten die Wieder-
verwertbarkeit von Beschreibungen in systematischer Weise unterstutzt. Ein Al-
gorithmus kann ohne Veranderung mit verschiedenen Schnittstellenbeschreibungen
kombiniert werden. Sind dagegen die beiden Beschreibungen miteinander verwo-
ben, muss die Beschreibung von Grund auf neu begonnen werden, wenn ein anderes
Schnittstellenverhalten notig ist.
Die Vernetzung von Algorithmus und Schnittstellenverhalten hat auf der ande-
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ren Seite den Vorteil, dass sehr komplexe Schnittstellenverhaltensbeschreibungen
realisiert werden konnen, die an die jeweilige Anforderung genau angepasst sind.
Andererseits sind solche Beschreibungen oft nur schwer zu beherrschen und zu ver-
stehen. Die in diesem Ansatz vorgestellten Schnittstellenverhaltensmuster konnen
dagegen in genereller Weise eingesetzt werden. Im ubrigen konnen solche Beschrei-
bungen konventioneller Ansatze, bei denen funktionales und zeitliches Verhalten
verwoben sind, in gewissem Umfang in Gropius auf der Systemebene reprasentiert
werden, wie in Kapitel 6 gezeigt wird.
Auerdem zeigt sich, dass durch die besagte Trennung nicht nur die
Verstandlichkeit der Beschreibungen gefordert wird, sondern sich auch eine Ver-
einfachung des Entwurfs sowie des Korrektheitsbeweises ergibt.
Im Folgenden soll zunachst beschrieben werden, wie das funktionale Verhalten in
der Hardwarebeschreibungssprache Gropius reprasentiert wird. Anschlieend wer-
den die Schnittstellenverhaltensmuster vorgestellt.
5.1 Funktionales Verhalten
In Gropius wird fur die Reprasentation des funktionalen Verhaltens zwischen zwei
Beschreibungsformen unterschieden. Zum einen werden DFG-Terme verwendet, bei
denen es sich um einen Spezialfall algorithmischer Beschreibungen handelt. Sie ent-
sprechen azyklischen Datenflussgraphen, deren Ausfuhrung immer terminiert. Zum
anderen werden P-Terme betrachtet, die zur Beschreibung -rekursiver Programme
dienen. Die Menge der P-Terme stellt somit eine Programmiersprache dar, mit
der beliebige berechenbare Funktionen ausgedruckt werden konnen, wie dies in
herkommlichen Programmiersprachen wie C oder Pascal moglich ist. Solche Pro-
gramme konnen insbesondere im Gegensatz zu denen, die durch DFG-Terme re-
prasentiert werden, nicht terminieren. DFG-Terme und P-Terme sind klar syntak-
tisch voneinander getrennt, wobei DFG-Terme die Basis fur P-Terme darstellen.
5.1.1 DFG-Terme
DFG-Terme reprasentieren Funktionen. Eine Funktion beschreibt eine Abbildung
von einem beliebigen Datentyp  auf einen ebenso beliebigen Datentyp . In der
Notation des -Kalkuls verwendet man -Abstraktionen, um Funktionen zu be-
schreiben (siehe die Syntaxregel (2.1) auf Seite 6). Die nachfolgende BNF (5.1)
beschreibt den syntaktischen Aufbau von DFG-Termen:
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Variablenstruktur ::=
Variable j
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DFG-Term ::=
\  " Variablenstruktur \ . "n




Eine Variablenstruktur besteht aus Variablen und Paaren von Variablen. In
HOL gibt es keine n-Tupel, sondern nur Paare, die das kartesische Produkt zweier
Terme bilden. n-Tupel werden durch verschachtelte Paare nachgebildet. Dabei gilt
die Konvention, dass bei rechtsgeklammerten Paaren die Klammern weggelassen
werden konnen. Fur einen Term der Form (x; (y; z)) gilt also
(x; (y; z)) = (x; y; z)
Dagegen konnen im Term ((x; y); z) keine Klammern entfernt werden. Da HOL
streng-typisiert aufgebaut ist, stellt es einen groen Unterschied dar, ob der Term
(x; (y; z)) oder der Term ((x; y); z) vorliegt. Wenn im weiteren Verlauf der Arbeit
beliebige n-Tupel (x1; : : : ; xn 1; xn) verwendet werden, verbirgt sich dahinter also
stets eine Variablenstruktur (x1; (: : : ; (xn 1; xn) : : : )).
Als Parameter einer -Abstraktion kann nicht nur eine Variable verwendet
werden, wie dies aus der Syntaxregel (2.1) auf Seite 6 hervorgeht. Mit Hil-
fe der in Abschnitt 2.6.1 vorgestellten Konstanten UNCURRY konnen auch gan-
ze Variablenstrukturen als Parameter von -Abstraktionen dienen. Diese gepaar-
ten -Abstraktionen werden durch den Parser des HOL-Systems in verschachtelte
gewohnliche -Abstraktionen umgewandelt. Der Parameter der -Abstraktion in
(5.1) stellt zugleich den Eingang des DFG-Terms dar. Als Eingange von DFG-
Termen konnen also beliebige Variablenkombinationen verwendet werden, die einen
beliebigen Eingangsdatentyp  realisieren.
Ein DFG-Term, wie er in (5.1) deniert ist, bildet eine Variablenstruktur auf
einen Ausdruck ab. Er beschreibt eine Ein-Ausgangsfunktion durch eine Kompo-
sition der zugrunde liegenden Operationen. Die Operationen entsprechen dabei
den Knoten des Datenussgraphen und werden durch let-Terme aufgelistet. Wie
in Abschnitt 2.6.1 beschrieben, stellen let-Terme eine andere Schreibweise fur -
Redizes dar, die die Lesbarkeit erhoht. Abbildung 5.1 zeigt ein einfaches Beispiel
eines Datenussgraphen nebst zugehorigem DFG-Term. Der DFG-Term beschreibt
eine Funktion vom Typ (num  num  num  num) ! (num  num  num). Der























(a; b; c; d):
let v1 = a  b in
let v2 = b+ c in
let v3 = c  d in
let v4 = v1  v2 in
let v5 = v3 + 3 in
let x = v1 + v5 in
let y = v4  v5 in
let z = v2   v5 in
(x; y; z)
(b) DFG-Term
Abbildung 5.1: Beispiel eines DFG-Terms
DFG-Term hat eine Variablenstruktur bestehend aus vier Variablen als Eingang und
eine Variablenstruktur mit drei Variablen als Ausgang. Der Datenussgraph besitzt
acht Knoten, die den Teiloperationen der Funktion entsprechen. Jede Operation
besteht aus zwei Teilen. Der erste Teil ist eine Variablenstruktur, die den Ausgang
der Operation angibt. Der zweite Teil wird durch einen Ausdruck beschrieben, der
angibt, wie der Eingang durch die Operation verandert wird. Ein Ausdruck kann
gebildet werden aus einer Variablenstruktur, einer Konstante, einem Paar zweier
Ausdrucke und aus einer Funktionsanwendung zweier Ausdrucke. Der Ausdruck
(a  b) etwa entsteht durch Funktionsanwendung der Konstanten `' auf die Varia-
ble a und nochmalige Funktionsanwendung des Ausdruckes ( a) auf die Variable b.
Da `' in Inx-Notation verwendet wird, ist der Ausdruck (( a) b) aquivalent dem
Ausdruck (a  b). Auch wenn in Abbildung 5.1 alle Operationen nur einen Ausgang
haben, konnen grundsatzlich auch Operationen mit mehreren Ausgangen verwendet
werden.
Die Reihenfolge, in der die Operationen aufgelistet werden konnen, ist i.Allg.
nicht eindeutig. Durch die Datenabhangigkeiten der Operationen ergibt sich aber
eine partielle Ordnung. Die Ausgange der Teiloperationen des DFG-Terms ent-
sprechen lokalen Variablen, die fur nachfolgende Operationen als Eingangsvariablen
fungieren konnen. Zu Beginn stehen nur die Eingange der Gesamtfunktion zur
Verfugung. Durch jede Operation wird die Menge der verwendbaren Eingangsva-
riablen um die Ausgangsvariablen der Operation erweitert. Eine Operation darf
erst dann im DFG-Term durch einen let-Term aufgefuhrt werden, wenn alle ihre
Eingange bereits eingefuhrt sind. Da durch die (gepaarte) -Abstraktion zu Beginn
des DFG-Terms die Eingangsvariablen und durch einen let-Term let x = y in z die
Ausgangsvariablen x einer Operation gebunden werden, ist dies gleichbedeutend mit
der Forderung, dass in einem DFG-Term keine freien Variablen vorkommen durfen.
Zur Veranschaulichung ist in Abbildung 5.2(a) ein korrekter und in Abbildung 5.2(c)
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(a; b; c; d):
let v2 = b+ c in
let v3 = c  d in
let v5 = v3 + 3 in
let z = v2   v5 in
let v1 = a  b in
let x = v1 + v5 in
let v4 = v1  v2 in
let y = v4  v5 in
(x; y; z)
(a) Richtig
(a; b; c; d):
let v1 = a  b in
let v2 = b+ c in
let v5 = (c  d) + 3 in
let x = v1 + v5 in
let y = (v1  v2)  v5 in
let z = v2   v5 in
(x; y; z)
(b) Richtig
(a; b; c; d):
let v1 = a  b in
let v4 = v1  v2 in  
let v2 = b+ c in
let v3 = c  d in
let v5 = v3 + 3 in
let x = v1 + v5 in
let y = v4  v5 in
let z = v2   v5 in
(x; y; z)
(c) Falsch
Abbildung 5.2: DFG-Terme zu Abbildung 5.1
(a; b; c; d):
(
((a  b) + ((c  d) + 3));
(((a  b)  (b+ c))  ((c  d) + 3));
((b+ c)  ((c  d) + 3))
)
Abbildung 5.3: DFG-Term in Normalform
ein unzulassiger DFG-Term fur den in Abbildung 5.1(a) dargestellten Datenuss-
graphen angegeben. Im falschen DFG-Term wird die Variable v2 verwendet, bevor
sie durch die entsprechende Operation erzeugt wird.
Nicht nur die Reihenfolge, in der die Operationen aufgefuhrt werden, ist in der
Regel nicht eindeutig zur Beschreibung eines DFG-Terms. Es ist auch moglich, nicht
alle Operationen explizit mit ihrem Ausgang als Zwischenergebnis einzufuhren, son-
dern mehrere Operationen zusammenzufassen. In Abbildung 5.2(b) ist ein solcher
ebenfalls zulassiger DFG-Term dargestellt. Dieser DFG-Term lasst sich aus dem
DFG-Term in Abbildung 5.1(b) gewinnen, indem auf die let-Terme mit den Para-
metern v3 und v4 eine -Konversion angewandt wird (siehe Abschnitt 2.1.2). Auch
hier mussen naturlich die Datenabhangigkeiten beachtet werden, d.h. alle Variablen
mussen gebunden sein.
Wird auf alle -Redizes eine -Konversion angewandt, erhalt man die Normal-
form des DFG-Terms (siehe Abschnitt 2.1.2). Diese Normalform ist eindeutig fur
alle DFG-Terme, die denselben Datenussgraphen reprasentieren. Somit lasst sich
aus den drei DFG-Termen in den Abbildungen 5.1(b), 5.2(a) und 5.2(b) dersel-
be DFG-Term gewinnen. Diese Normalform ist in Abbildung 5.3 gezeigt. In der
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Normalform sind alle Operationen zusammengefasst. Es gibt keine Zwischenergeb-
nisse mehr, die mit lokalen Variablen bezeichnet werden. Die Zusammenfassung von
Operationen ist von Vorteil, um im DFG-Term Umformungen uber die Operationen
hinweg durchzufuhren. So kann etwa in der Normalform in Abbildung 5.3 der dritte
Ausgang umgeformt werden zu ((b+ d) + 3).
Der Nachteil der Zusammenfassung von Operationen besteht erstens darin, dass
die Struktur des Datenussgraphen schwerer nachvollzogen werden kann. Daruber
hinaus werden Zwischenergebnisse, die mehrfach als Eingang anderer Operationen
verwendet werden, auch mehrfach aufgefuhrt. Diese Situation wird noch verscharft,
wenn die Ergebnisse nachfolgender Operationen ebenfalls mehrfach als Eingange
verwendet werden. Man spricht dabei von einem Fanout, der groer als eins ist. Der
DFG-Term kann somit exponentiell wachsen. Diese beiden Nachteile lassen sich an
der Normalform besonders gut nachvollziehen. Diese Nachteile werden vermieden,
wenn nur die -Redizes solcher Operationen ausgewertet werden, deren Ausgange
nur einmal verwendet werden.
Zusammenfassend lasst sich sagen, dass die Formalisierung von DFG-Termen
bei weitem nicht eindeutig ist. Der Entwerfer hat viele Freiheitsgrade. Die einzige
Bedingung, die fur die Beschreibung von DFG-Termen erfullt werden muss, ist die,
dass die Datenabhangigkeiten berucksichtigt sein mussen, was gleichbedeutend mit
der Forderung ist, dass der DFG-Term geschlossen sein muss.
Operationen
Die Teiloperationen, die in DFG-Termen verwendet werden, terminieren immer. So-
mit terminiert auch die Gesamtfunktion, die durch einen DFG-Term reprasentiert
wird. Als Operationen konnen in DFG-Termen nur solche verwendet werden, die
zur Realisierung als Hardware-Komponenten geeignet sind. Die Menge solcher Ope-
rationen ist daher kleiner als die, die im Software-Entwurf zur Verfugung steht.
Operationen mit Zeigern, unendlichen Listen etc. sind fur den Hardware-Entwurf
nicht geeignet, da hier immer eine feste Verdrahtung und eine statische Anzahl von
Komponenten und Signalen vorliegen muss.
Wie in Abbildung 4.1 auf Seite 44 gezeigt, konnen zur Bildung von DFG-Termen
sowohl boolesche als auch abstrakte Operatoren verwendet werden. Die Operato-
ren werden dabei als Konstanten eingefuhrt, wie es in Abschnitt 2.4 ausgefuhrt
wurde. Wahrend boolesche Operatoren rein boolesche Eingange auf rein boolesche
Ausgange abbilden, verfugen abstrakte Operatoren uber Ein- und Ausgange mit
beliebigen Datentypen.
Spezielle DFG-Terme
Prinzipiell haben DFG-Terme einen beliebigen Typ  ! . Im Weiteren sollen
aber zwei Spezialfalle besondere Beachtung nden, die in Tabelle 5.1 aufgefuhrt
sind. Ein Elementarblock sei ein DFG-Term, dessen Ein- und Ausgangsdatentypen
ubereinstimmen. Eine Bedingung produziert auf die Eingabe eines beliebigen Da-
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Bezeichner Typ Beschreibung
DFG-Term !  Datenussgraph
Elementarblock !  spezieller DFG-Term
Bedingung ! bool spezieller DFG-Term
Tabelle 5.1: DFG-Terme
tentyps eine boolesche Ausgabe. Diese beiden Spezialfalle von DFG-Termen werden
zur Beschreibung von P-Termen benotigt (siehe Abschnitt 5.1.4). Im Folgenden
werden DFG-Terme immer mit Kleinbuchstaben und P-Terme mit Grobuchstaben
bezeichnet.
5.1.2 Einschub: Schaltungsbeschreibungen auf der
RT-Ebene { Gropius-1
Das Ergebnis der High-Level Synthese ist eine Struktur auf der RT-Ebene. Schal-
tungsbeschreibungen auf der RT-Ebene basieren auf DFG-Termen. Daher soll an
dieser Stelle kurz erlautert werden, wie Schaltungen auf der RT-Ebene in Gropius
reprasentiert werden. Eine ausfuhrliche Beschreibung ndet sich in [Eise99].
Schaltungen werden in Gropius-1 durch Automaten dargestellt. Gewohnlich wer-
den Automaten durch ein 6-Tupel beschrieben, das aus Eingabealphabet, Ausgabe-
alphabet, Zustandsmenge, Ausgangsfunktion, Ubergangsfunktion und Anfangszu-
stand besteht. In Gropius dagegen wird ein Automat nur durch ein Paar (f; q)
reprasentiert, wobei q der Initialzustand vom Typ  und f eine zusammengefasste
Aus- und Ubergangsfunktion ist. Eine solche Funktion f wird dabei durch einen
DFG-Term beschrieben, der den Typ    ! !   besitzt. , ! und  sind die
Typen des Eingabealphabets, des Ausgabealphabets und der Zustandsmenge. Auf-
grund der Tatsache, dass in Gropius nur streng-typisierte Ausdrucke verwendet wer-
den, ist es nicht notwendig, explizit Ein- und Ausgabealphabet bzw. Zustandsmen-
ge anzugeben. Die Verwendung einer gemeinsamen Aus- und Ubergangsfunktion ist
deshalb sinnvoll, da es i.Allg. nicht moglich ist, in eindeutiger Weise kombinatorische
Operationen entweder der Ausgangs- oder der Ubergangsfunktion zuzuordnen.
Durch f und q wird das Verhalten eines Automaten in eindeutiger Weise be-
stimmt. Durch eine Funktion hoherer Ordnung namens automaton wird die Se-
mantik eines Automaten beschrieben, indem das Paar (f; q) auf eine Funktion
automaton(f; q) abgebildet wird. Die Funktion automaton(f; q) bildet dabei ein
zeitabhangiges Eingangssignal (Typ num! ) auf ein zeitabhangiges Ausgangssignal
(Typ num ! !) ab. Abbildung 5.4 skizziert, wie sequentielle Schaltungen auf RT-






automaton (  ,  )
Abbildung 5.4: Schaltung auf RT-Ebene
Ebene, die sich aus einer kombinatorischen Komponente f und einer Speichereinheit
(D) mit Initialwert q zusammensetzen, aufgebaut sind. Es ist anzumerken, dass auf
der RT-Ebene Zyklen nur uber Speicherbausteine gefuhrt werden durfen. Durch die-
se syntaktische Begrenzung werden verzogerungsfreie Zyklen ausgeschlossen. Auch
Kurzschlusse werden syntaktisch ausgeschlossen, da in DFG-Termen Kurzschlusse
nicht darstellbar sind. Es werden somit inkonsistente Schaltungsbeschreibungen,
wie sie typischerweise bei relationalen Darstellungen entstehen konnen, a priori ver-
mieden.
5.1.3 Primitive Rekursion
Alle Funktionen, die mit DFG-Termen beschrieben werden konnen, sind total. Das
bedeutet, dass fur jede Eingangsbelegung der Funktion ein Ergebnis deniert ist. Die
Sprache der DFG-Terme ist sehr einfach. Sie beschreibt eine Menge von Funktionen,
die eine echte Untermenge der loop-berechenbaren oder primitiv-rekursiven Funktio-
nen darstellt. Diese wiederum sind eine echte Untermenge der while-berechenbaren
oder -rekursiven Funktionen. In Gropius werden P-Terme dazu verwendet, um
-rekursive Funktionen zu beschreiben, es gibt keine gesonderte Beschreibungsform
fur primitiv-rekursive Funktionen. Da alle primitiv-rekursiven Funktionen auch -
rekursive sind, konnen durch P-Terme auch primitiv-rekursive Funktionen ausge-
druckt werden.
Loop-berechenbare Funktionen erweitern die Klasse der durch DFG-Terme
darstellbaren Funktionen um das Konstrukt der for -Schleife. Eine for -Schleife
for i loop a end, wie man sie aus prozeduralen Programmiersprachen kennt, iteriert
i-mal eine Funktion a. Bei dem Ausdruck i kann es sich dabei um eine Variable oder
eine Konstante handeln. for -Schleifen lassen sich nur dann in DFG-Terme durch i-
maliges Aufrollen der Schleife uberfuhren, wenn es sich bei i um eine Konstante han-
delt. for -Schleifen mit variablem i stellen eine echte Erweiterung zu DFG-Termen
dar.
Die Klasse der primitiv-rekursiven Funktionen ist der Klasse der loop-
berechenbaren Funktionen aquivalent. Diese Funktionen lassen sich ineinander
uberfuhren. Bei den primitiv-rekursiven Funktionen werden rekursive Unterpro-
grammaufrufe nach einem gewissen Rekursionsschema verwendet. Das Rekursions-
schema uber den Datentyp num sieht wie folgt aus: a und f seien primitiv-rekursive
Funktionen, dann ist auch die Funktion g primitiv-rekursiv, die nach folgendem
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Schema deniert ist:
g 0 = a
g (SUC n) = f (g n) n
(5.2)
Zur Berechnung von (g n) spielt der Wert n die Rolle des Zahlers fur die An-
zahl der Rekursionsschritte. Bei der Umsetzung in eine loop-berechenbare Funktion
entspricht er also dem Schleifenzahler.
In HOL kann ausgehend von den Konstruktoren eines Datentyps ein Theorem
abgeleitet werden, das die eindeutige primitive Rekursion uber den Datentyp be-
schreibt. Aufbauend auf diesem Prinzip steht in Gropius fur jeden Datentyp typ eine
elementare Hilfsfunktion PRIMREC typ zur Verfugung, die durch Konstantenspezi-
kation in konsistenzerhaltender Weise automatisch eingefuhrt wird (siehe [EiSK93]).
Bei bestimmten Datentypen stellt diese Funktion gerade das Rekursionsschema fur
den Datentyp dar. Die Funktion PRIMREC num etwa ist wie folgt deniert:
` 8a f: PRIMREC num 0 a f = a ^
8n:PRIMREC num (SUC n) a f = f (PRIMREC num n a f) n (5.3)
Bei anderen Datentypen handelt es sich um eine Analogie, da das Schema zu einer
Fallunterscheidung entartet ist. Ein Beispiel ist in Theorem (5.7) auf Seite 58 zu
sehen. Die PRIMREC-Funktionen stellen die Basis dar, um die Brucke von den
nicht-rekursiven Funktionen zu den primitiv-rekursiven Funktionen zu schlagen.
5.1.4 -rekursive Funktionen
Durch Hinzufugen des Konstrukts der for-Schleife zu den durch die DFG-Terme
beschreibbaren Algorithmen gelangten wir zu loop-berechenbaren oder primitiv-
rekursiven Funktionen. Erweitert man nun die Menge der loop-Algorithmen durch
das Konstrukt der while-Schleife, gelangt man zu den while-berechenbaren Funktio-
nen. Die Menge der while-berechenbaren Funktionen ist dabei echt groer als die
Menge der loop-berechenbaren Funktionen, da sie auch partielle Funktionen umfasst.
Insbesondere sind also alle loop-Algorithmen auch while-Algorithmen.
Auch der Ubergang von primitiv-rekursiven Funktionen zu -rekursiven Funktio-
nen, die den while-Algorithmen entsprechen, ist moglich. Wie wir gesehen haben,
entspricht bei Verwendung des Rekursionsschemas (5.2) bei der Berechnung von
(g n) der Wert n dem Schleifenzahler in einem loop-Algorithmus. Die Verallgemei-
nerung zu while-Algorithmen erreicht man, wenn man n solange verandert, bis eine
bestimmte Bedingung (f n) erfullt ist. Dazu lasst sich der -Operator wie folgt
denieren:
 f = min
n
fn 2 N j (f n) = T und fur alle u  n ist (f u) deniert.g
(5.4)
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Die Funktion ( f) ist undeniert, falls kein derartiges n existiert. Man schreibt
dann ( f) ".
Erweitert man die Beschreibungsmittel fur primitiv-rekursive Funktionen um den
-Operator, so erhalt man die -rekursiven Funktionen. Es lasst sich zeigen, dass
eine Funktion genau dann -rekursiv ist, wenn sie while-berechenbar ist [Goos97c].
Die Menge der -rekursiven Funktionen umfasst ebenso wie die Menge der while-
berechenbaren Funktionen die Menge aller berechenbaren Funktionen. Es gibt meh-
rere aquivalente Modelle, um beliebige berechenbare Funktionen zu beschreiben.
-rekursive und while-berechenbare Funktionen sind zwei davon. Ein weiteres Mo-
dell ist die Turing-Maschine, die zu der Menge der turing-berechenbaren Funktionen
fuhrt.
Es soll nun vorgestellt werden, wie in Gropius -rekursive Funktionen beschrie-
ben werden konnen. Im Gegensatz zu den durch DFG-Terme beschreibbaren Funk-
tionen, die immer terminieren, kann es bei P-Termen, die -rekursive Funktionen
beschreiben, passieren, dass sie nicht terminieren. Zur Beschreibung der Funkti-
onswerte von P-Termen wurde der Typoperator partial eingefuhrt. Der Datentyp
()partial verfugt uber die beiden Konstruktoren Dened :  ! ()partial und
Undened : ()partial:
partial = Dened of  j Undened
Wahrend Funktionen, die durch DFG-Terme beschrieben werden, ganz allgemein
den Typ !  haben, verfugen P-Terme in Gropius uber den Typ ! ()partial,
wobei der Typoperator partial nicht in  und  vorkommen darf. Die Elemente des
Typs ()partial haben entweder den Wert (Dened x), wobei x den Typ  hat, oder
der Wert ist Undened. Wenn eine -rekursive Funktion A auf einen Operanden
y angewandt wird und das Ergebnis den Funktionswert (Dened x) hat, bedeutet
dies, dass die Funktionsanwendung (A y) terminiert und dass das Ergebnis gerade
x ist. Ist das Ergebnis der Funktionswert Undened, bedeutet das, dass die Funk-
tionsanwendung (A y) nicht terminieren wird. Im Gegensatz zu herkommlichen
Programmiersprachen, bei denen eine -rekursive Funktion bei Nichtterminierung
keinen Wert zuruckgibt, also nur partiell deniert ist, gibt es in Gropius also auch in
diesen Fallen den konkreten Funktionswert Undened. Auch -rekursive Funktionen
sind deshalb in Gropius total.
Es stellt sich nun die Frage, wie man solche -rekursiven Funktionen simulie-
ren kann, denn einen Interpreter, der immer den Funktionswert einer -rekursiven
Funktion bestimmt, auch wenn diese nicht terminiert, kann es nicht geben (Halte-
problem). Ein Interpreter konnte so implementiert werden, dass er immer den Wert
(Dened x) einer Funktionsanwendung ermittelt, wenn diese terminiert, und dass
er nicht terminiert, wenn der Funktionswert Undened ist. Eine Verbesserung ware
es, wenn ein Interpreter in moglichst vielen Fallen erkennen wurde, dass die Funk-
tionsanwendung nicht terminiert { wenn sich etwa der Wert der Schleifenvariablen
von ihrem Abbruchwert entfernt, anstatt ihm naher zu kommen. In solchen Fallen
konnte der Interpreter terminieren und den Funktionswert Undened ausgeben.
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P-Terme werden dazu verwendet, beliebige berechenbare Programme, sowie
Blocke zu reprasentieren. Blocke werden verwendet, um den inneren Teil eines Pro-
gramms zu beschreiben. Im Gegensatz zu Programmen, die ganz allgemein uber den
Typ ! ()partial verfugen, ist der Typ von Blocken beschrankt auf ! ()partial.
Der Grund hierfur sind Schleifen. Um eine Funktion iterieren zu konnen, mussen
Ein- und Ausgangstyp gleich sein. Dieser Zusammenhang ist in Tabelle 5.2 zusam-
mengefasst.
Bezeichner Typ Beschreibung
P-Term ! ()partial berechenbare Funktion
Programm ! ()partial P-Term
Block ! ()partial spezieller P-Term
Tabelle 5.2: P-Terme
P-Terme reprasentieren beliebige berechenbare Funktionen. Deshalb sind DFG-
Terme durch P-Terme darstellbar. Der Ubergang von DFG-Termen zu P-Termen
geschieht durch die Funktion PARTIALIZE:
` PARTIALIZE a x = Dened (a x) (5.5)
Ein Elementarblock a :  !  wird dabei in einen Block (PARTIALIZE a) :  !
()partial umgewandelt. (PARTIALIZE a) ist eine Funktion, die einen Eingangswert
x in den Ausgangswert (Dened (a x)) abbildet. Da diese Funktion einen DFG-
Term auf die Beschreibungsebene von P-Termen uberfuhrt, terminiert sie immer.
Der Wert Undened wird nie erreicht.
Bei der Einfuhrung des Datentyps partial in HOL wird automatisch das folgende
Theorem abgeleitet, das die Semantik von partial beschreibt.
` 8a f: 91g: (g Undened = a) ^ (8n: g (Dened n) = f n) (5.6)
Dieses Theorem beschreibt ausgehend von den beiden Konstruktoren, dass die pri-
mitive Rekursion uber den Datentyp partial eindeutig ist. Ausgehend von diesem
Theorem lasst sich nun die entsprechende Funktion PRIMREC partial denieren:
` 8a f: 8x: PRIMREC partial (Dened x) f a = (f x) ^
PRIMREC partial Undened f a = a
(5.7)
Mit Hilfe von PRIMREC partial wird nun die Funktion WHILE deniert, die die Ba-
sis zur Beschreibung -rekursiver Funktionen in Gropius darstellt. Die Semantik
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von WHILE selbst basiert auf den Funktionen iota, terminates, mu und power. Die-
se Funktionen sind im Zusammenhang mit der Entwicklung der Sprache Gropius
deniert worden. Sie gehoren aber nicht zum Kern der Sprache, sondern dienen le-
diglich als Hilfsmittel. Alle diese Funktionen werden durch Konstantendenitionen
eingefuhrt.
` iota a = (91x: a x ) Dened ("x: a x) j Undened) (5.8)
` terminates (a; n) = (a n) ^ (8m: m < n ) :(a m)) (5.9)
` mu a = iota (m: terminates (a;m)) (5.10)
` power A n x =
PRIMREC num n (Dened x)
(y z:PRIMREC partial y A Undened)
(5.11)
` WHILE c A x =
PRIMREC partial
(mu (n:PRIMREC partial (power A n x) (y::(c y)) F) )
(n: power A n x)
Undened
(5.12)
Die Funktion iota ubertragt den Hilbert-Operator " (siehe Abschnitt 2.4) in die
Welt des Datentyps ()partial. Es gibt aber einen entscheidenden Unterschied. Nur
wenn es ein eindeutiges x gibt, sodass (a x) erfullt ist, wird der Wert Dened ("x: a x)
zuruckgegeben. Durch "x wird dabei genau dieses x bezeichnet. Gibt es mehrere
Werte x, fur die das Pradikat a erfullt ist, ist das Ergebnis Undened. Hier un-
terscheidet sich iota von ", da der Hilbert-Operator in diesem Fall einen beliebigen
dieser Werte herausgreift. Falls das Pradikat nicht erfullt werden kann, ist das Er-
gebnis ebenfalls Undened. Der Hilbert-Operator bezeichnet in diesem Fall einen
unbekannten, aber festen Wert.
Die Funktion terminates (a; n) gibt an, dass n der kleinste Wert vom Typ num ist,
der das Pradikat a erfullt. terminates und iota dienen zur Beschreibung der Funktion
mu, die an den -Operator (5.4) erinnert. Wenn das Pradikat a erfullbar ist, liefert
die Funktion (mu a) den Wert (Dened x), wobei x das kleinste Element des Typs
num ist, der a erfullt. Ist das Pradikat nicht erfullbar, ist das Ergebnis von (mu a)
der Wert Undened. Die Funktion (mu a) ist also die totale Variante der partiellen
Funktion ( a).
Die Funktion power berechnet die n-fache Anwendung einer -rekursiven Funk-
tion A :  ! ()partial. Wenn das Ergebnis einer Funktionsanwendung den Wert
(Dened y) hat, wird mit Hilfe der Funktion PRIMREC partial der Wert y entnom-
men und dieser anschlieend wieder auf die Funktion A angewandt. Das Ergebnis
ist Undened, wenn eine der n Funktionsanwendungen nicht terminiert.
Die Funktion WHILE basiert auf der Funktion mu. Sie hat drei Parameter:
eine Bedingung c, einen Block A und den Eingangswert x. Mit Hilfe von mu wird
die kleinste Anzahl von Schleifendurchlaufen n ermittelt, bis ein Wert (Dened y)
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erreicht wird, fur den :(c y) gilt. Anschlieend wird der Block A mit Hilfe von power
gema der ermittelten Anzahl von Schleifendurchlaufen n-mal iteriert. Existiert ein
solcher Wert n nicht, ist das Ergebnis Undened.
Die Semantik von WHILE wird klarer, wenn man die folgenden zwei Theoreme
betrachtet, die in HOL aus den Theoremen (5.7) bis (5.12) abgeleitet wurden:
` (WHILE c A x = Dened y) =
(9t s: s 0 = x ^
8n: n < t ) (A (s n) = Dened (s (SUC n))) ^
8n: n < t ) c (s n) ^
s t = y ^
:(c (s t)) )
(5.13)
` (WHILE c A x = Undened) =
(9s: s 0 = x ^
8n: (A (s n) = Dened (s (SUC n))) ^
8n: c (s n) )
_
(9t s: s 0 = x ^
8n: n < t ) (A (s n) = Dened (s (SUC n))) ^
8n: n < t ) c (s n) ^
A (s t) = Undened )
(5.14)
Theorem (5.13) beschreibt die Situation, wenn eine while-Schleife mit Bedingung
c, Schleifenrumpf A und Eingangsbelegung x mit einem gewissen Wert y terminiert.
Es existiert dann eine Sequenz s, die zu jedem Schleifendurchlauf den momentan
berechneten Wert angibt. Vor dem ersten Durchlauf (n = 0) entspricht dieser Wert
gerade dem Eingang x. Damit die Schleifenberechnung terminiert, muss bis zu
einem gewissen Schleifendurchlauf mit der Nummer t der Schleifenrumpf jedes Mal
terminieren und die Bedingung erfullt sein. Erst nach dem t-ten Schleifendurchlauf
ist die Bedingung nicht mehr erfullt, und der t-te Wert der Sequenz s gibt das
Ergebnis an.
Terminiert eine while-Schleife nicht, kann es dafur zwei Grunde geben, wie in
Theorem (5.14) gezeigt ist. Entweder terminiert der Schleifenrumpf immer, und
die Bedingung c ist ebenfalls immer erfullt, sodass die Schleife nie abbricht, oder in
einem gewissen t-ten Schleifendurchlauf terminiert der Schleifenrumpf A nicht mehr,
sodass die Schleife nicht weiter ausgefuhrt werden kann. Da der Schleifenrumpf A ein
Block ist, kann er selbst eine while-Schleife reprasentieren, die bei einer bestimmten
Eingangsbelegung nicht terminiert.
Es muss angemerkt werden, dass der Beweis der in der Arbeit vorgestellten Theo-
reme sehr aufwendig ist und eine intime Kenntnis des Theorembeweisers und seiner
Methoden erfordert. Die Schwierigkeit lasst sich vielleicht schon an der aufwendigen
Denition der Funktion WHILE erahnen.
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5.1.5 Elementare Kontrollstrukturen fur P-Terme
Nachdem die Funktion WHILE eingefuhrt worden ist, mit deren Hilfe beliebige bere-
chenbare Funktionen beschrieben werden konnen, sollen nun die elementaren Kon-
trollstrukturen vorgestellt werden, die in Gropius zur Beschreibung von Blocken und
Programmen vorhanden sind. Neben der Funktion PARTIALIZE, die in (5.5) de-
niert wurde, und der Funktion WHILE gibt es weitere funf Kontrollstrukturen, um
Blocke zu beschreiben, und eine einzige Kontrollstruktur, um aus einem Block ein
Programm zu generieren. Gropius verfugt u.a. uber Kontrollstrukturen, wie sie aus
herkommlichen Programmiersprachen bekannt sind. Es ergeben sich die folgenden
BN-Formen der Syntax fur Blocke und Programme:
Block ::= \ PARTIALIZE " Elementarblock j
\ WHILE " Bedingung Block j
Block \ THEN " Block j
\ IFTE " Bedingung Block Block j
\ LOCVAR " Konstante Block j
\ LEFTVAR " Block j
\ RIGHTVAR " Block
Programm ::= \ PROGRAM " Konstante Block
(5.15)
Die Kontrollstrukturen bilden Konstanten, Elementarblocke, Bedingungen und
Blocke auf Blocke und Programme ab. Elementarblocke, Bedingungen und Blocke
sind aber selbst Funktionen. Die Kontrollstrukturen sind also Funktionen von Funk-
tionen, oder Funktionen hoherer Ordnung. In Tabelle 5.3 sind alle acht elementaren
Kontrollstrukturen mit ihren Typen und einer kurzen Beschreibung zusammenge-
fasst.
Die restlichen sechs Kontrollstrukturen sollen nun vorgestellt werden. Die Funk-
tion THEN ist eine binare Funktion, die in Inx-Notation verwendet wird. Mit THEN
werden zwei Blocke in einen einzigen Block transformiert, der die Funktionen der
beiden Blocke hintereinander ausfuhrt. Dabei wird aber die Funktion des zweiten
Blocks nur dann ausgefuhrt, wenn der erste Block terminiert. Falls einer der beiden
Blocke nicht terminiert, ist das Gesamtergebnis Undened. Die Denition von THEN
ist wie folgt:
` (A THEN B) x = PRIMREC partial (A x) B Undened (5.16)
Gegeben seien zwei Blocke A und B und eine Eingangsbelegung x. Zunachst wird A
auf x angewandt. Abhangig von der Terminierung wird entweder B auf das Ergebnis
angewandt oder der Wert Undened ausgegeben.
IFTE ist eine Funktion, um bedingte Verzweigungen auszudrucken:
` IFTE c A B x = (c x)) (A x) j (B x) (5.17)
Die Funktion (IFTE c A B) bildet einen Eingangswert x entweder auf (A x) oder
auf (B x) ab, abhangig davon, ob die Bedingung c erfullt wird oder nicht.
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Name Typ/Beschreibung
PARTIALIZE (! )! ! ()partial
Umwandlung von Elementarblocken in Blocke
WHILE (! bool)! (! ()partial)! ! ()partial
Schleife
THEN (! ()partial)! (! ()partial)! ! ()partial
Serielle Ausfuhrung von Blocken
IFTE ( ! bool) ! ( ! ()partial) ! ( ! ()partial) !  !
()partial
Bedingte Verzweigung
LOCVAR  ! (( )! ( )partial)! ! ()partial
Einfuhrung einer lokalen Variablen
LEFTVAR (! ()partial)! ( )! ( )partial
Funktionsanwendung auf den ersten Teil des Eingangs
RIGHTVAR ( ! ()partial)! ( )! ( )partial
Funktionsanwendung auf den zweiten Teil des Eingangs
PROGRAM  ! (( )! ( )partial)! ! ()partial
Umwandlung von Blocken in Programme
Tabelle 5.3: Elementare Kontrollstrukturen
Die Funktion LOCVAR wird verwendet, um lokale Variablen einzufuhren:
` LOCVAR init A x =
PRIMREC partial (A (x; init)) ((y; z): Dened y) Undened (5.18)
Gegeben seien ein beliebiger Initialwert (init : ) fur die lokale Variable und der
Eingangswert (x : ). Der Block (A : ( )! ( )partial) wird dann zunachst
auf das kartesische Produkt (x; init) angewandt. Wenn die Funktionsanwendung
mit dem Ergebnis Dened (y; z) terminiert, wird nur der erste Teil als Dened y
ausgegeben. Der zweite Teil des Ergebnisses, der der lokalen Variable entspricht,
wird weggelassen. Abbildung 5.5(a) veranschaulicht diesen Zusammenhang. Wenn
(A (x; init)) nicht terminiert, ist das Ergebnis Undened.
Auf ahnliche Weise funktioniert die Kontrollstruktur PROGRAM, mit deren Hil-
fe Blocke vom Typ  ! ()partial in Programme mit beliebigem Ausgangstyp
















Abbildung 5.5: Einige Kontrollstrukturen
()partial uberfuhrt werden konnen:
` PROGRAM init A x =
PRIMREC partial (A (x; init)) ((y; z): Dened z) Undened (5.19)
Dazu wird ein beliebiger Wert (init : ) angegeben, der den Startwert des Ausgangs
anzeigen soll. Die Funktion (PROGRAM init A) bildet dann zunachst einen Ein-
gangswert x auf die Funktionsanwendung (A (x; init)) ab. Terminiert diese nicht,
ist das Ergebnis Undened. Terminiert sie aber mit dem Ergebnis Dened (y; z),
wird diesmal nur die zweite Komponente, die dem Ausgang entspricht, als Dened z
ausgegeben. Der Teil y, der dem Eingang entspricht, entfallt. In Abbildung 5.5(b)
ist die Wirkungsweise von PROGRAM veranschaulicht.
Die Kontrollstrukturen LEFTVAR und RIGHTVAR werden dazu verwendet, um
Funktionsanwendungen nur auf Teile der Eingangsbelegung durchzufuhren:
` LEFTVAR A (x; y) =
PRIMREC partial (A x) (z: Dened (z; y)) Undened
(5.20)
` RIGHTVAR A (x; y) =
PRIMREC partial (A y) (z: Dened (x; z)) Undened
(5.21)
Gegeben sei ein Wertepaar (x; y), das den Eingangswert reprasentiert. Die Funkti-
on LEFTVAR A bildet dann (x; y) auf (A x; y) ab. Terminiert (A x) mit dem Wert
(Dened z), wird als Ergebnis (Dened (z; y)) ausgegeben. Im Falle der Nichtter-
minierung ist das Ergebnis wiederum Undened. Die Funktion RIGHTVAR A bildet
das Paar (x; y) auf (x;A y) ab. Terminiert (A y) mit dem Wert (Dened z), wird als
Ergebnis (Dened (x; z)) ausgegeben. Die Funktionsweise dieser beiden Kontroll-
strukturen ist in Abbildung 5.5(c),(d) skizziert.
Dieser Satz von Kontrollstrukturen stellt einen kleinen Kern dar (siehe Tabelle
5.3), mit dem alle berechenbaren Funktionen beschrieben werden konnen. Der Kern
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ist bewusst in dieser knappen Form gehalten, um die Sprache auf wenige wohlde-
nierte Fue zu stellen.
5.1.6 Abgeleitete Kontrollstrukturen fur P-Terme
Aufbauend auf dem Kern der acht elementaren Kontrollstrukturen konnen { an-
ders als bei vielen herkommlichen Programmiersprachen wie VHDL oder Verilog {
weitere Kontrollstrukturen vom Benutzer eingefuhrt werden. Eine abgeleitete Kon-
trollstruktur ist nichts anderes als eine Abkurzung fur einen Ausdruck, der sich
aus elementaren oder anderen bereits abgeleiteten Kontrollstrukturen zusammen-
setzt. Aufgrund der Tatsache, dass diese Kontrollstrukturen von den elementaren
Kontrollstrukturen abgeleitet sind, erhohen sie nicht die Ausdrucksmachtigkeit der
Sprache, verbessern aber den komfortableren Umgang mit ihr.
Solche abgeleiteten Kontrollstrukturen konnen in individueller Weise vom Benut-
zer selbst durch Konstantendenitionen eingefuhrt werden. Im Folgenden werden
einige mogliche Kontrollstrukturen vorgestellt.
` NOP = PARTIALIZE (x: x)
` IFT c A x = IFTE c A NOP x
Die Funktion NOP druckt die Identitat aus, bei der keine Operation durchgefuhrt
wird. Sie kann in Verbindung mit anderen Kontrollstrukturen verwendet werden,
um Spezialfalle fur diese Kontrollstrukturen auszudrucken. So wird NOP etwa be-
nutzt bei der Denition der Kontrollstruktur IFT, die von IFTE abgeleitet ist. Im
Gegensatz zu IFTE hat IFT keinen \else"-Zweig. Wenn die Bedingung c nicht erfullt
ist, wird der Eingang x also nicht verandert.
` LEFT A init =
LOCVAR init
PARTIALIZE (((x; y); h): ((x; y); y))
THEN (LEFTVAR A) THEN
PARTIALIZE (((x; y); h): ((x; h); h))
(5.22)
` RIGHT A init =
LOCVAR init
PARTIALIZE (((x; y); h): ((x; y); x))
THEN (LEFTVAR A) THEN
PARTIALIZE (((x; y); h): ((h; y); h))
(5.23)
Die Kontrollstrukturen LEFT und RIGHT werden fur spezielle Funktionsanwendun-
gen benutzt. Gegeben sei ein Paar (x; y) als Eingang. Mit Hilfe der Funktionen
LEFT und RIGHT wird ein Block (A : ( )! ( )partial) auf dieses Paar an-
gewandt. Im Gegensatz zu einer normalen Funktionsanwendung sollen zwar beide
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Abbildung 5.6: Wirkungsweise von LEFT
Komponenten fur die Funktionsanwendung herangezogen werden, es soll aber eine
Komponente ihren Wert nicht verandern. Bei der Kontrollstruktur LEFT ist dies
der zweite Teil (y) und bei RIGHT der erste Teil (x) des Eingangs. In Abbildung
5.6 ist die Wirkungsweise fur die Kontrollstruktur LEFT dargestellt. Fur RIGHT
ergabe sich ein ahnliches Bild. Bei der Funktionsanwendung (LEFT A init (x; y))
wird zuerst eine lokale Variable mit Initialwert (init : ) eingefuhrt. Zu Beginn
der LOCVAR-Umgebung hat man damit den Zustand ((x; y); init). Der lokalen
Variablen wird dann sofort der Wert der zweiten Komponente des Eingangs (y)
zugewiesen. Dies geschieht in einem Elementarblock, der eine reine Verdrahtung
darstellt. Operationen werden dort nicht ausgefuhrt. Damit ergibt sich der Zustand
((x; y); y). Mit Hilfe der Funktion (LEFTVAR A) wird anschlieend der Block A auf
den ersten Teil (x; y) des Zustands ((x; y); y) angewandt. Terminiert diese Funkti-
onsanwendung, ist das Ergebnis Dened (r; s) mit einem gewissen Paar (r; s), das
sich gewohnlich vom Eingang (x; y) der Funktionsanwendung unterscheidet. Man
erhalt somit den Zustand ((r; s); y). Anschlieend wird der Wert y, der in der lo-
kalen Variablen zwischengespeichert ist, wieder zuruckgeschrieben, indem der Wert
s uberschrieben wird. Der Zustand andert sich in ((r; y); y). Schlielich wird die
LOCVAR-Umgebung wieder verlassen, womit die lokale Variable verlorengeht. Es
ergibt sich damit (vorausgesetzt A (x; y) terminiert) als Endergebnis Dened (r; y).
Im Falle der Funktionsanwendung (RIGHT A init (x; y)) wurde sich als Endergebnis
Dened (x; s) ergeben.
Die Kontrollstrukturen ASSOCVAR und SWAPVAR sind Beispiele dafur, wie eine
Verdrahtung realisiert werden kann, sodass ein Block A eines bestimmten Typs auf
einen gegebenen Eingang angewandt werden kann. Dabei mussen die Teiltypen von
A im Typ des Eingangs enthalten sein.
` ASSOCVAR A (i1; i2; i3) =
LOCVAR (i1; i2; i3)
PARTIALIZE ((((x; y); z); h1; h2; h3): (((x; y); z); x; y; z))
THEN (RIGHTVAR A) THEN
PARTIALIZE ((((x; y); z); h1; h2; h3): (((h1; h2); h3); h1; h2; h3))
(5.24)

















A  (i  ,i  ,i  )  ((x,y),z)
t
Abbildung 5.7: Wirkungsweise von ASSOCVAR
` SWAPVAR A (i1; i2) =
LOCVAR (i1; i2) ( PARTIALIZE (((x; y); h1; h2): ((x; y); y; x))
THEN (RIGHTVAR A) THEN
PARTIALIZE (((x; y); h1; h2):((h2; h1); h1; h2)) )
(5.25)
In Abbildung 5.7 ist die Wirkungsweise von ASSOCVAR dargestellt. Gegeben sei
ein Eingang mit dem Typ ((  )  ). Dieser Eingang soll nun so umgeordnet
werden, dass der Block A mit Eingangstyp (    ) auf ihn angewandt werden
kann. Dazu werden drei lokale Hilfsvariablen mit den Initialwerten (i1 : ); (i2 : )
und (i3 : ) eingefuhrt. In einem ersten Schritt werden die drei Komponenten des
Eingangs auf diese drei Hilfsvariablen geschrieben. Dann kann auf den rechten Teil
des sich ergebenden Zustands die Funktion A angewandt werden. Anschlieend wird
das Ergebnis, das in den Hilfsvariablen gespeichert ist, wieder in die drei Kompo-
nenten des globalen Zustands zuruckgeschrieben. Die Funktion SWAPVAR leistet
entsprechendes fur einen Block A mit Eingangstyp (  ), der auf einen Eingang
vom Typ (  ) angewandt werden soll. Aus ASSOCVAR und SWAPVAR lassen
sich weitere Verdrahtungsstrukturen ableiten, wie in Abschnitt 8.3 vorgestellt wird.
Diese Verdrahtungsstrukturen sind notwendig in zweierlei Hinsicht. Erstens die-
nen sie zur Beschreibung allgemeiner Transformationsschablonen, und zum anderen
konnen bereits beschriebene Blocke A auf diese Weise ohne Anderung in eine neue
Schaltungsbeschreibung ubernommen werden. Ergibt sich wahrend der Synthese ein
konkreter Block A, konnen diese Verdrahtungsstrukturen in einfacher Weise besei-
tigt werden, wie in Abschnitt 7.3.3 gezeigt wird.
Wie zu Beginn dieses Abschnitts erwahnt wurde, sollen mit Hilfe von P-Termen
auch primitiv-rekursive Funktionen ausgedruckt werden, auch solche, die durch
DFG-Terme nicht darstellbar sind. Im Folgenden werden mit Hilfe der Kontroll-
struktur WHILE verschiedene for-Schleifen deniert:
` FOR GEN min step A =
LOCVAR min
WHILE (((x; n); h): h  n)
A THEN (PARTIALIZE (((x; n); h):((x; n); h+ step)))
(5.26)
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` FOR C min max step A =
LOCVAR min
WHILE ((x; n): n  max)
A THEN (PARTIALIZE ((x; n):(x; n + step)))
(5.27)
` FOR PASCAL min max step A init =
FOR C min max step (LEFT A init)
(5.28)
` FOR NFOLD min max step A =
FOR C min max step (LEFTVAR A)
(5.29)
` FOR 1 NFOLD max A =
FOR NFOLD 1 max 1 A
(5.30)
Denition (5.26) beschreibt eine allgemeine for-Schleife FOR GEN. Es wird dabei da-
von ausgegangen, dass am Eingang der Schleife eine Variablenstruktur (x; n) anliegt,
bestehend aus einer Variablen x mit beliebigem Datentyp  und einer Variablen n
mit dem Datentyp num. Neben einem Block (A : (  num) ! (  num)partial)
besitzt FOR GEN als weitere Parameter noch zwei Variablen min und step, die je-
weils den Typ num haben. Zu Beginn wird eine lokale Variable mit Initialwert min
eingefuhrt. Es wird dann solange eine while-Schleife durchlaufen, bis die lokale Va-
riable groer als die Eingangsvariable n ist. Im Schleifenrumpf wird dabei zunachst
die Funktion A ausgefuhrt, und dann wird explizit die lokale Variable um den Wert
step erhoht. Handelt es sich bei dem Block A um einen Elementarblock, terminiert
die Funktion FOR GEN immer. Man konnte also meinen, diese Funktion ware auch
durch einen DFG-Term darstellbar. Dies ist aber nicht der Fall. Da die Anzahl der
Schleifendurchlaufe vom Eingang der Funktion abhangt, ist von vorneherein nicht
bekannt, wie oft die Funktion A im Schleifenrumpf ausgefuhrt wird. Das soll aber
nicht bedeuten, dass die Funktion (FOR GEN min step A) nicht determiniert enden
wurde, da es zu jedem Eingangswert ein bestimmtes Resultat gibt. Bei der abgeleite-
ten Kontrollstruktur (FOR GEN min step (PARTIALIZE a)) handelt es sich also um
die Nachbildung einer primitiv-rekursiven Funktion, die sich mit einem DFG-Term
nicht darstellen lasst.
Anders verhalt es sich mit der Funktion FOR C in Denition (5.27). Diese hat
einen Eingang nur vom Typ . Es wird auch hier eine lokale Zahlvariable eingefuhrt,
die einen Initialwert min erhalt. Die Schleife wird dann solange ausgefuhrt, bis die
Zahlvariable groer als ein Wert max ist. Im Schleifenrumpf wird der Block A aus-
gefuhrt und anschlieend auch hier die Zahlvariable um den Wert step erhoht. Wird
diese Kontrollstruktur mit einem Block (PARTIALIZE a) parametrisiert, liee sich
die Funktion zumeist auch als DFG-Term darstellen, da die Anzahl der Schleifen-
durchlaufe nicht vom Eingang abhangt. Der Unterschied zu einer Darstellung als
DFG-Term bestunde lediglich in einem anderen Ausgangstyp  anstatt ()partial.
Es muss aber die Einschrankung gemacht werden, dass die Funktion
(FOR C min max step (PARTIALIZE a)) tatsachlich nur dann als DFG-Term
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realisiert werden kann, wenn die Zahlvariable in der Funktion a nicht verandert
wird. Im Prinzip lasst dies namlich die Funktion FOR C zu, da der Block A
den Typ (  num) ! (  num)partial besitzt, also auch Einuss auf den Wert
der Zahlvariablen nimmt. Man kann deshalb davon sprechen, dass FOR C eine
for-Schleife mit der Semantik der Programmiersprache C realisiert. In C hat die
Veranderung des Wertes der Zahlvariablen im Schleifenrumpf einen Einuss auf die
spateren Schleifendurchlaufe. Die Anzahl der Schleifendurchlaufe lasst sich also in
der Funktion FOR C i.Allg. nicht vorher bestimmen.
Um garantiert immer eine bestimmte Anzahl von Schleifendurchlaufen zu ha-
ben, kann dagegen die in (5.28) denierte Kontrollstruktur FOR PASCAL verwendet
werden. Sie unterscheidet sich darin von der Kontrollstruktur FOR C, dass die Ein-
schrankung gemacht wird, dass nicht ein beliebiger Block A, sondern nur ein Block
(LEFT A h) eingesetzt werden kann. Wie oben dargelegt, wird durch Anwendung
der Funktion (LEFT A h) auf einen Eingang (x; n) nur der Wert von x verandert.
n hat zwar einen Einu auf den zukunftigen Wert von x, wird aber selbst nicht
verandert (siehe auch Abbildung 5.6). Mit dieser Manahme wird also eine un-
zulassige Veranderung der Zahlvariablen verhindert, die somit garantiert pro Schlei-
fendurchlauf nur um den Wert step erhoht wird. Die Funktion FOR PASCAL bildet
somit eine for-Schleife in der Semantik der Programmiersprache Pascal nach. In Pas-
cal wird garantiert, dass zu Beginn des i-ten Schleifendurchlaufs die Zahlvariable den
Wert (min + i  step) hat.
Die zwei Strukturen FOR C und FOR PASCAL gehen beide von einem Block A
mit dem Typ (  num) ! (  num)partial aus. Hat man einen solchen Block A
einmal beschrieben, kann er ohne Anderung in diesen Kontrollstrukturen wiederver-
wendet werden.
Wird in der Kontrollstruktur FOR C anstelle eines beliebigen Blocks der Aus-
druck (LEFTVAR A) verwendet, gelangt man zu einer weiteren semantischen Va-
riation einer for-Schleife, wie sie in Denition (5.29) gezeigt ist. In dem Block
(LEFTVAR A) ist es nicht moglich, die Zahlvariable n zu verwenden. LEFTVAR sorgt
dafur, dass die Funktion (A :  ! ()partial) nur auf den ersten Teil des Zustands
angewandt wird (vergleiche auch Abbildung 5.5(c)). Die Schleife FOR NFOLD ent-
spricht also lediglich einer mehrfachen Anwendung derselben Funktion A auf den
Eingang x der Schleife. Wie oft die Funktion A angewandt wird, hangt von den





In Denition (5.30) ist schlielich noch ein Spezialfall der Funktion FOR NFOLD
eingefuhrt. Mit Hilfe der Struktur FOR 1 NFOLD wird die Funktion A (max+1)-mal
ausgefuhrt. Sie entspricht damit der in (5.11) auf Seite 59 denierten Hilfsfunktion
power A (max + 1).
Naturlich konnen auf ahnliche Weise noch verschiedene for-Schleifen deniert
werden, beispielsweise solche, bei denen die Zahlvariable erniedrigt wird. Der Fan-
tasie des Anwenders sind hier keine Grenzen gesetzt. Aber nicht nur for-Schleifen
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konnen in beliebiger Weise eingefuhrt werden, sondern jede Art von Schleifen. Sie
konnen alle auf die Grundfunktion WHILE zuruckgefuhrt werden. So kann z.B. auch
die an die repeat-Schleife herkommlicher Programmiersprachen angelehnte Funktion
REPEAT deniert werden:
` LOOP A c B = A THEN (WHILE c (B THEN A)) (5.31)
` REPEAT A c = LOOP A c NOP (5.32)
Die Struktur LOOP realisiert eine Schleife, bei der eine Bedingung c zwischen den
zwei Teilen A und B ihres Rumpfes abgefragt wird. Ersetzt man den zweiten Block
B durch die Identitatsfunktion NOP, erhalt man die Semantik der repeat-Schleife.
Es lasst sich leicht beweisen, dass der Ausdruck (NOP THEN A) aquivalent dem
Ausdruck A ist. Bei der Funktion REPEAT wird somit der Block A mindestens
einmal ausgefuhrt.
5.1.7 Ein Beispielprogramm
Zur Veranschaulichung, wie mit Hilfe der vorgestellten Kontrollstrukturen Program-
me in Gropius beschrieben werden konnen, ist in Abbildung 5.8(a) ein Beispielpro-
gramm in der imperativen Programmiersprache Pascal und in Abbildung 5.8(b) ein
entsprechendes Programm in der funktionalen Schreibweise von Gropius dargestellt.
Es handelt sich dabei um ein Programm zur Berechnung der n-ten Fibonacci-Zahl.
Dieses Programm verwendet einen schnellen Algorithmus, der einen Aufwand von
O(log2 n) hat. Der naive Algorithmus, bei dem immer die beiden letzten Fibonacci-
Zahlen addiert werden, hat linearen Aufwand.
Es soll nun das Gropius-Programm b naher erlautert werden. b besitzt den
Typ num! (num)partial. Die Eingangsvariable vom Typ num bezeichnet die Num-
mer der gewunschten Fibonacci-Zahl. Durch das Konstrukt (PROGRAM 1) wird
eine Ausgabevariable vom Typ num mit dem Initialwert 1 eingefuhrt. Uber die-
se Ausgabevariable wird nach der Berechnung die Fibonacci-Zahl ausgegeben. Die
Ausgangsvariable entspricht dabei der lokalen Variable y1 des Pascal-Programms.
Die Funktion (PROGRAM 1) wird angewandt auf einen Block vom Typ numnum!
(numnum)partial. Mit Hilfe des Konstrukts (LOCVAR (1; 1; 0; 0)) werden innerhalb
dieses Blocks vier lokale Variablen eingefuhrt, die den lokalen Variablen a1; a2; y2
und m des Pascal-Programms entsprechen. Folglich haben alle DFG-Terme des
Blocks, auf den die Funktion (LOCVAR (1; 1; 0; 0)) angewandt wird, den Eingangs-
typ ((num  num)  num  num  num  num). Wahrend in der Pascal-Notation
die Initialwerte fur y1; a1; a2 und y2 angegeben sind, ist der Initialwert fur m nicht
speziziert. Da in Gropius fur alle Variablen, die mit PROGRAM oder LOCVAR
eingefuhrt werden, ein Initialwert angegeben werden muss, wird in diesem Fall ein
Standard-Wert fur den entsprechenden Typ verwendet. Fur eine Variable vom Typ
num sei dies 0, fur eine vom Typ bool F, usw.
Die Bezeichnung der Variablen innerhalb der DFG-Terme ist im Gropius-
Programm b entsprechend der Bezeichnung im Pascal-Programm FIB mit
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FUNCTION FIB b =
(var n : int) : int; PROGRAM 1
VAR a1; a2; y1; y2;m : int; LOCVAR (1; 1; 0; 0)
VAR r; s : int; PARTIALIZE (((n; y1); a1; a2; y2;m):
BEGIN ((n; y1); a1; a2; y2; (n DIV 2) + 1))
a1 := 1; a2 := 1; THEN
y1 := 1; WHILE (((n; y1); a1; a2; y2;m)::(m = 0))
y2 := 0; PARTIALIZE (((n; y1); a1; a2; y2;m):
m := n div 2 + 1; let c = ODD m in
WHILE (m <> 0) DO let m1 = m  1 in
BEGIN let m2 = m DIV 2 in
IF(odd m) let m3 = MUX(c;m1;m2) in
THEN BEGIN let x = a1 + a2 in
r := y1; y1 := y1  a1 + y2  a2; let x1 = MUX(c; y1; a1) in
y2 := r  a2 + y2  (a1 + a2); let x2 = MUX(c; y2; a2) in
m := m  1 let x3 = x1  a1 in
END let x4 = x2  a2 in
ELSE BEGIN let x5 = x3 + x4 in
s := a1; a1 := a1  a1 + a2  a2; let x6 = x1  a2 in
a2 := s  a2 + a2  (s+ a2); let x7 = x2  x in
m := m div 2; let x8 = x6 + x7 in
END; let y10 = MUX(c; x5; y1) in
END; let a10 = MUX(c; a1; x5) in
IF(odd n) let a20 = MUX(c; a2; x8) in
THEN let y20 = MUX(c; x8; y2) in
RETURN y2 ((n; y10); a10; a20; y20;m3))
ELSE THEN
RETURN y1 PARTIALIZE (((n; y1); a1; a2; y2;m):
END; ((n;MUX(ODD n; y2; y1)); a1; a2; y2;m))
(a) Pascal (b) Gropius
Abbildung 5.8: Programm zur Berechnung der n-ten Fibonacci-Zahl
n; y1; a1; a2; y2 und m gewahlt. Es ware nicht notwendig, dieselbe Variable in ver-
schiedenen DFG-Termen mit demselben Namen zu bezeichnen. Da jeder DFG-Term
einen geschlossenen Ausdruck darstellt, der durch -Konversion (siehe Abschnitt
2.1.2) verandert werden kann, konnten die Variablen in verschiedenen DFG-Termen
unterschiedliche Namen tragen. Eine solche Vorgehensweise wurde aber die Les-
barkeit von Programmen erheblich erschweren. Obwohl es also syntaktisch nicht
unbedingt erforderlich ist, soll die Regel gelten, dass eine Variable, deren Sichtbar-
keitsbereich sich uber mehrere DFG-Terme erstreckt, in diesen DFG-Termen auch
in derselben Weise bezeichnet werden soll.
Die Funktion MUX bezeichnet eine Fallunterscheidung innerhalb eines DFG-
Terms. Sie hat dieselbe Semantik wie die in Abschnitt 2.6.1 eingefuhrte Konstante
COND:
MUX (c; a; b) = COND c a b = c ) a j b (5.33)
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5.2 Schnittstellenverhalten
Bei der Beschreibung des Schnittstellenverhaltens muss prinzipiell unterschieden
werden, ob es sich bei der algorithmischen Beschreibung des funktionalen Verhaltens
um einen DFG-Term oder um einen P-Term handelt. Die Ausfuhrung von DFG-
Termen terminiert immer. DFG-Terme konnen durch geeignete Implementierungen
auf der RT-Ebene in einer festen Anzahl von Takten ausgefuhrt werden. Die Anzahl
der Takte kann vom Entwerfer zu Beginn der Synthese als Randbedingung vorge-
geben werden, oder der Entwerfer benutzt eine Variable, die im Laufe der Synthese
instantiiert wird. Anders verhalt es sich bei Schnittstellenverhaltensmustern fur P-
Terme. Hier ist eine Angabe der benotigten Takte nicht moglich, da die Dauer der
Funktionsausfuhrung von vorneherein nicht feststeht, ja sogar unendlich sein kann,
wenn die Ausfuhrung nicht terminiert.
In Gropius sind sowohl verschiedene generische DFG- als auch P-Schnittstellen-
verhaltensmuster deniert. Als Parameter werden den P-Schnittstellenverhaltens-
mustern P-Terme, den DFG-Schnittstellenverhaltensmustern DFG-Terme sowie
zusatzlich auch die Anzahl der benotigten Takte ubergeben.
Schaltungsbeschreibungen auf der algorithmischen Ebene, die Startpunkt fur die
Synthese sein sollen, mussen sowohl das funktionale als auch das Schnittstellen-
verhalten umfassen. Es ergibt sich demnach der folgende syntaktische Aufbau fur
Schaltungsbeschreibungen auf der algorithmischen Ebene (siehe auch Abbildung 4.1
auf Seite 44):
A-Schnittstelle ::=
\ ( " Variable
n









Die Schnittstellen der algorithmischen Schaltungsbeschreibungen weisen neben
den Dateneingangen und Datenausgangen der zu realisierenden Funktion, die durch
einen DFG-Term bzw. P-Term gegeben ist, auch noch mehrere Kontrollsignale auf,
die den zeitlichen Ablauf gegenuber der Umgebung steuern. Es werden z.B. Signale
benotigt, um eine Berechnung anzustoen oder um eine Berechnung abzubrechen.
Bei der Kommunikation mit der Umwelt unterscheiden sich Schaltungen, die
aus DFG-Termen abgeleitet wurden, von solchen, die auf P-Termen basieren. Da
aus DFG-Termen abgeleitete Schaltungen den DFG-Term immer in einer konstanten
Anzahl von Takten ausfuhren, ist es nicht unbedingt notwendig, den Berechnungszu-
stand der Schaltung nach auen zu signalisieren. Bei Schaltungen, die auf P-Termen
basieren, ist dies hingegen unerlasslich.
72 5. Schaltungsbeschreibungen auf der algorithmischen Ebene { Gropius-2
Im Gegensatz zum generellen Konzept von Gropius, das eine funktionale Schal-
tungsbeschreibung vorsieht, wird die Semantik der Schnittstellenverhaltensmuster in
HOL relational beschrieben. Es ist anzumerken, dass diese Spezikationen nicht si-
mulierbar sind, da sie im Ganzen eine relationale Beziehung zwischen Signalen und
keinen funktionalen Zusammenhang zwischen Ein- und Ausgabe herstellen. Au-
erdem sind die Spezikationen bewusst partiell. Es wurde keinen Sinn machen,
wahrend der Berechnungsphase zu jedem Zeitpunkt den Wert am Ausgangs-Signal
anzugeben, solange das Ergebnis noch nicht vorliegt. Eine solche Vorgabe wurde
nur die Freiheitsgrade im weiteren Syntheseverlauf einschranken, ohne einen Vorteil
zu liefern. Jeder dieser Spezikationen wird jedoch eine Implementierung in Form
einer sequentiellen Schaltung auf der RT-Ebene gegenubergestellt (siehe Abschnitt
7). Diese stellt wiederum eine funktionale, simulierbare Beschreibung dar.
Im Folgenden sollen zunachst die Schnittstellenverhaltensmuster fur P-Terme
vorgestellt werden. Da DFG-Terme in P-Terme uberfuhrt werden konnen, lassen
sich darauf aufbauend in einfacher Weise auch Schnittstellenverhaltensmuster fur
DFG-Terme denieren.
5.2.1 Schnittstellenverhaltensmuster fur P-Terme
Die Schnittstellenverhaltensmuster werden durch Konstantendenitionen ein-
gefuhrt. In Abbildung 5.9 ist die formale Denition eines Schnittstellen-
verhaltensmusters fur P-Terme mit Namen P IFC RESET START angegeben.
Eine beispielhafte schematische Beschreibung des Verhaltens, das sich durch
P IFC RESET START fur ein gewisses P ergibt, ist in Abbildung 5.10(a) gezeigt.
Die Funktion P IFC RESET START beschreibt eine Relation zwischen den Schnitt-
stellensignalen input, reset, start, ready und output bez. eines Programms P . Die
funf Signale input, reset, start, ready und output beschreiben jeweils eine Sequenz
von Werten unterschiedlichen Typs. Jedem Zeitpunkt wird ein Wert zugewiesen.
Die Zeit wird dabei durch den Typ num der naturlichen Zahlen reprasentiert. Die
Signale reset, start und ready haben den Typ num! bool, wahrend input vom Typ
num !  und output vom Typ num !  sind. Die funf Signale entsprechen genau
den Signalen an der Schnittstelle der entsprechenden Schaltung auf RT-Ebene.
Die Signale input und output entsprechen dem Eingang bzw. dem Ausgang des
Programms P . Die Signale reset, start und ready werden durch das Schnittstellen-
verhaltensmuster zur Kommunikation mit der Umwelt zusatzlich eingefuhrt. start
dient dazu, eine Berechnung anzustoen, mit Hilfe des ready-Signals zeigt der Prozess
an, ob er gerade eine Berechnung ausfuhrt, und reset wird verwendet, um eine
Berechnung abzubrechen.
Die Schaltung, die durch das Schnittstellenverhaltensmuster
P IFC RESET START und den P-Term P beschrieben wird, verfugt uber einen
internen Zustand, der durch das Signal ready angezeigt wird. Hat ready den Wert
Im weiteren Verlauf der Arbeit wird in den Formeln, wie in Abbildung 5.9 gezeigt, Einrucken
verwendet, um Klammerungen auszudrucken.
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` P IFC RESET START =
P:(input; reset; start; output; ready):
:(start 0) ) ready 0
^
8t:
(ready t ^ :(start (t+ 1))) )
ready (t+ 1) ^ (output (t+ 1) = output t)
^
(reset t ^ :(start t)) ) ready t
^
(((t = 0) _ ready (t  1) _ reset t) ^ start t) )
PRIMREC partial (P (input t))
y:
9m:
8n: (n < m ^ (8p: p < n ) :(reset (t+ p+ 1)))) )
:(ready(t+ n))
^
(8p: p < m ) :(reset (t+ p+ 1))) )





























Abbildung 5.9: Formale Denition des Schnittstellenverhaltensmusters
P IFC RESET START
T, ist die Schaltung im Ruhezustand, beim Wert F ist sie dagegen im aktiven
Zustand. Zum Zeitpunkt 0 hat ready den Wert T, dies allerdings nur, wenn zu
diesem Zeitpunkt kein Startsignal stattndet, wie es in Zeile 3 beschrieben ist.
Bendet sich die Schaltung im Ruhezustand und wird im nachsten Zeitpunkt kein
Startsignal gegeben (Zeile 6), wird die Schaltung auch im nachsten Zeitpunkt im
Ruhezustand sein, und am Ausgang wird der letzte Wert gehalten (Zeile 7). Dies
ist in Abbildung 5.10(a) etwa zum Zeitpunkt 12 der Fall. Durch das Signal reset
kann die Schaltung in den Ruhezustand uberfuhrt werden, aber nur dann, wenn
nicht gleichzeitig das start-Signal aktiviert wird (Zeile 9 und Zeitpunkt 17).
Falls reset und start gleichzeitig aktiv sind, setzt sich das Signal start durch,
wie aus Zeile 11, bzw. Zeitpunkt 23 ersichtlich ist. Ansonsten kann nur dann eine
Berechnung gestartet werden, wenn die Schaltung zum vorherigen Zeitpunkt im
Ruhezustand war (Zeitpunkte 1, 9, 15, 20) oder wenn das Startsignal zum Zeitpunkt
0 kommt. Es kann also insbesondere alleine durch Aktivieren des Signals start im
bereits aktiven Zustand eine laufende Berechnung nicht abgebrochen werden, wie in
Abbildung 5.10(a) zum Zeitpunkt 3 veranschaulicht wird. Wenn eine Berechnung
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Abbildung 5.10: Verschiedene Schnittstellenverhaltensmuster I
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zum Zeitpunkt t gestartet wurde, gibt es zwei Alternativen:
 Die Funktionsanwendung P (input t) terminiert mit einem gewissen Resultat
Dened y (Zeilen 13-19)
 Die Funktionsanwendung terminiert nicht und das Ergebnis ist Undened (Zei-
len 20-22)
Im zweiten Fall bendet sich die Schaltung solange im aktiven Zustand (Zeile 22),
bis sie durch Setzen des reset-Signals (Zeile 21) in den Ruhezustand uberfuhrt oder
durch gleichzeitiges Setzen von reset und start eine neue Berechnung angestoen
wird. Solange ready den Wert F hat und reset nicht aktiviert worden ist, kann keine
neue Berechnung gestartet werden.
Im ersten Fall ist die Schaltung im aktiven Zustand (ready = F), bis die Berech-
nung durchgefuhrt ist und reset nicht gesetzt wurde (Zeilen 15,16 und Zeitpunkte
1-6, 9-10, 23-27). Die Dauer der Berechnung des Ausdrucks P (input t) kann i.Allg.
nicht vorab bestimmt werden, da sie nicht von P , sondern vom Eingang abhangt.
Sie ist deshalb nicht festgelegt. Dies wird durch den Ausdruck \9m" in Zeile 14 be-
schrieben. Wenn bis zum Ende der Berechnung reset nicht aktiviert worden ist (Zeile
18), liegt schlielich zum Zeitpunkt t+m am Ausgangssignal output das Ergebnis y
an, und die Schaltung wechselt in den Ruhezustand (Zeile 19 und Zeitpunkte 7, 11,
28).
Es muss angemerkt werden, dass das Schnittstellenverhaltensmuster das Schnitt-
stellenverhalten der entsprechenden Schaltung auf der RT-Ebene beschreibt. Das
bedeutet, dass der Wertebereich fur P-Terme in den Wertebereich, der auf der RT-
Ebene zulassig ist, umkodiert werden muss. Auf der RT-Ebene gibt es nicht den
Datentyp partial und damit nicht die Werte Dened y und Undened. Vielmehr wird
durch das Schnittstellenverhaltensmuster P IFC RESET START und auch die ande-
ren Schnittstellenverhaltensmuster, die spater vorgestellt werden sollen, der Wert
Dened y auf der RT-Ebene so interpretiert, dass nach einer gewissen Zeit am Aus-
gangssignal der Wert y anliegt und das Signal ready gesetzt ist. Der Wert Undened
wird dahingehend ausgedruckt, dass das Signal ready unendlich lange den Wert F
hat. Rein praktisch kann der Wert Undened aber nicht anhand nur der Signal-
werte output und ready ermittelt werden, da diese nicht unendlich lange beobachtet
werden konnen. Wird eine Berechnung (notwendigerweise) abgebrochen, kann man
nur sagen, dass sie bis zu diesem Zeitpunkt nicht beendet wurde. Sie hatte aber zu
einem spateren Zeitpunkt terminieren konnen. Das Schnittstellenverhaltensmuster
P IFC RESET START druckt genau dies aus, indem von den Signalwerten her kein
Unterschied gemacht wird, ob durch das reset-Signal die Berechnung vor ihrer Ter-
minierung abgebrochen wird oder ob die Berechnung nie terminieren wurde.
Ausgehend von dem Schnittstellenverhaltensmuster P IFC RESET START
konnen mehrere andere Schnittstellenverhaltensmuster deniert werden, indem die
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Eingangskontrollsignale reset und start in geeigneter Weise beschaltet werden:
`P IFC START P (input; start; output; ready) =
P IFC RESET START P (input; start; start; output; ready) (5.35)
`P IFC CYCLE 1 P (input; reset; output; ready) =
P IFC RESET START P (input; reset; (t:T); output; ready) (5.36)
`P IFC CYCLE 2 P (input; output; ready) =
P IFC RESET START P (input; (t:F); (t:T); output; ready) (5.37)
`P IFC NO RESET P (input; start; output; ready) =
P IFC RESET START P (input; (t:F); start; output; ready) (5.38)
Das Schnittstellenverhaltensmuster P IFC START ergibt sich dadurch, dass in
P IFC RESET START das reset-Signal durch das start-Signal ersetzt wird. Die Fol-
ge ist ein vollig verandertes Schnittstellenverhalten, wie es in Abbildung 5.10(b)
veranschaulicht ist. Eine Berechnung kann nun durch Setzen des start-Signals ab-
gebrochen werden, indem eine neue Berechnung gestartet wird.
Setzt man das Signal start fur alle Zeiten auf den Wert T, ergibt sich das Ver-
halten, das durch das Schnittstellenverhaltensmuster P IFC CYCLE 1 beschrieben
wird. Beginnend mit dem Zeitpunkt 0 wird eine Berechnung gestartet und nach de-
ren Beendigung sofort im nachsten Zeitpunkt eine neue begonnen. Dieses zyklische
Verhalten kann durch Setzen des reset-Signals unterbrochen werden. Wenn reset
den Wert T hat, wird ein neuer Zyklus begonnen. Dieses Verhalten ist in Abbildung
5.10(c) schematisiert.
Eine weitere Variante ergibt sich bei den Schnittstellenverhaltensmustern
P IFC CYCLE 2 und P IFC NO RESET. Hier wird fur alle Zeiten das reset-Signal
ignoriert. Aufgrund des Terminierungsproblems ist klar, dass diese beiden Schnitt-
stellenverhaltensmuster nur in solchen Fallen angewandt werden sollten, in de-
nen der verwendete P-Term bekanntermaen terminiert und zwar fur alle er-
denklichen Eingaben. In Abbildung 5.10(d) ist das Schnittstellenverhaltensmuster
P IFC NO RESET skizziert. Wenn die Funktionsanwendung P (input 23) nicht ter-
minieren wurde, bestunde keine Moglichkeit mehr, die Berechnung abzubrechen und
eine neue zu starten, es sei denn, die Stromversorgung wurde unterbrochen und die
Schaltung von externer Seite in den Initialzustand gebracht, indem das den internen
Zustand reprasentierende Register mit dem Wert T geladen wird.
Bei der Denition des Schnittstellenverhaltensmusters P IFC RESET START
wurde von einem dominanten start-Signal ausgegangen. Bei gleichzeitigem Setzen
der Signale reset und start wird nicht nur eine evtl. noch laufende Berechnung abge-
brochen, sondern eine neue Berechnung wird umgehend begonnen. Genauso ist es
naturlich denkbar, ein dominantes reset-Signal einzusetzen. In Abbildung 5.11 ist
ein solches Schnittstellenverhaltensmuster mit dem Namen P IFC RESET deniert.
Es unterscheidet sich darin von dem in Abbildung 5.9 denierten Schnittstellenver-
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` P IFC RESET =
P:(input; reset; start; output; ready):
:(start 0) ) ready 0
^
8t:
(ready t ^ :(start (t+ 1))) )
(ready (t+ 1) ^ (output (t+ 1) = output t))
^
(reset t ) ready t)
^
(((t = 0) _ ready (t  1)) ^ start t ^ :(reset t)) )
PRIMREC partial (P (input t))
y:
9m:
8n: (n < m ^ (8p: p < n ) :(reset (t+ p+ 1)))) )
:(ready(t+ n))
^
(8p: p < m ) :(reset (t+ p+ 1))) )





























Abbildung 5.11: Formale Denition des Schnittstellenverhaltensmusters P IFC RESET
haltensmuster P IFC RESET START, dass in jedem Fall die Schaltung durch Set-
zen von reset in den Ruhezustand uberfuhrt wird (siehe Zeile 9). Als Konsequenz
kann eine Berechnung nur dann gestartet werden, wenn die Schaltung im Ruhezu-
stand ist, das start-Signal gesetzt wird und reset den Wert F hat, wie es in Zeile
11 beschrieben ist. Im weiteren Verlauf unterscheidet sich dieses Schnittstellenver-
haltensmuster nicht von P IFC RESET START. In Abbildung 5.12(a) ist das Verhal-
ten, das durch P IFC RESET beschrieben wird, schematisch dargestellt. Von diesem
Schnittstellenverhaltensmuster ausgehend konnen nun wieder andere Schnittstellen-
verhaltensmuster abgeleitet werden. Es ist aber nur das Schnittstellenverhaltens-
muster P IFC CYCLE 3 sinnvoll, bei dem das Signal start immer den Wert T hat.
`P IFC CYCLE 3 P (input; reset; output; ready) =
P IFC RESET P (input; reset; (t:T); output; ready)
(5.39)
Dieses Schnittstellenverhaltensmuster ist in Abbildung 5.12(b) veranschaulicht. Es
unterscheidet sich darin von P IFC CYCLE 1, dass bei der Unterbrechung eines Zy-
klus' durch reset der neue Zyklus einen Zeitpunkt spater aufgenommen wird, da
zunachst die Schaltung in den Ruhezustand versetzt wird.
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(b) P IFC CYCLE 3
Abbildung 5.12: Verschiedene Schnittstellenverhaltensmuster II
Es ist dagegen nicht sinnvoll, in P IFC RESET das reset-Signal mit start gleich-
zusetzen. Die Konsequenz ware namlich, dass niemals eine Berechnung gestar-
tet werden konnte. Wenn das reset-Signal immer den Wert F erhalten wurde,
bekame man dieselben zwei Schnittstellenverhaltensmuster P IFC CYCLE 2 und
P IFC NO RESET, die schon von P IFC RESET START abgeleitet wurden.
Auch wenn der Unterschied zwischen P IFC RESET START und P IFC RESET
sehr klein ist, soll dieses Schnittstellenverhaltensmuster dennoch an dieser Stelle
eingefuhrt werden, da es die Grundlage fur das Kommunikationsschema auf der Sy-
stemebene darstellt (siehe Abschnitte 6.2 und 8.1), bei dem ebenfalls ein dominantes
reset-Signal eingesetzt wird.
5.2.2 Schnittstellenverhaltensmuster fur DFG-Terme
Anhand der Schnittstellenverhaltensmuster fur P-Terme lassen sich in einfacher
Weise aquivalente Schnittstellenverhaltensmuster fur DFG-Terme ableiten. Ab-
bildung 5.13 zeigt beispielsweise die Denition des Schnittstellenverhaltensmusters
DFG IFC RESET, das an P IFC RESET START angelehnt ist. Eine schematische
Darstellung des Schnittstellenverhaltensmusters DFG IFC RESET ndet sich in Ab-
bildung 5.14.
Anstelle eines P-Terms bekommt diese Funktion ein Paar, bestehend aus einem
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` DFG IFC RESET =
(f;m):(input; reset; start; output; ready):
:(start 0) ) ready 0
^
8t:
(ready t ^ :(start (t+ 1))) )
ready (t+ 1) ^ (output (t+ 1) = output t)
^
(reset t ) ready t)
^
((((t = 0) _ ready (t  1)) ^ start t ^ :(reset t)) )
8n: (n < m ^ (8p: p < n ) :(reset (t+ p + 1)))) )
:(ready(t+ n))
^
(8p: p < m ) :(reset (t+ p+ 1))) )


















Abbildung 5.13: Formale Denition des Schnittstellenverhaltensmusters
DFG IFC RESET





















Abbildung 5.14: Schematische Darstellung von DFG IFC RESET
DFG-Term f und einer naturlichen Zahlm, ubergeben (Zeile 2). Zusatzlich wird der
Teil der Denition angepasst, der die Berechnungsphase beschreibt. Ersetzt man ab
Zeile 12 in Abbildung 5.9 den Ausdruck PRIMREC partial (P (input t)) (y: A[y]) B
durch den Ausdruck PRIMREC partial ((PARTIALIZE f) (input t)) (y: A[y]) B,
so ergibt sich mit Hilfe der Denitionen (5.5) und (5.7) auf Seite 58 gerade
A[f (input t)]. Das existenzquantizierte m im Ausdruck A lasst sich ebenfalls
beseitigen, da es fur alle Berechnungen mit dem Eingang m der Gesamtfunktion
instantiiert wird. Es ergeben sich schlielich die Zeilen 12-16 in Abbildung 5.13.
Neben DFG IFC RESET liee sich auch ein Schnittstellenverhaltensmuster
DFG IFC RESET START denieren, das dem im vorherigen Abschnitt vorgestell-
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ten Schnittstellenverhaltensmuster P IFC RESET START entspricht. Ausgehend von
diesen Schnittstellenverhaltensmustern lieen sich dann weitere Schnittstellenver-
haltensmuster denieren, worauf an dieser Stelle aber verzichtet werden soll. Im
Gegensatz zu den P-Schnittstellenverhaltensmustern sind im Falle der DFG-Terme
die Schnittstellenverhaltensmuster, die uber kein reset-Signal mehr verfugen, auf je-
den Fall unkritisch, da die Berechnungen immer nach derselben Zeit terminieren.
Eine weitere Besonderheit liegt darin, dass bei den Schnittstellenverhaltensmustern
ohne reset-Signal das ready-Signal nicht mehr unbedingt erforderlich ist, da bekannt




Ausgehend von Beschreibungen auf der algorithmischen Ebene werden durch die
Synthese Schaltungen erzeugt, die immer nur einzelne Programme ausfuhren. Fur
die Beschreibungen komplexerer Systeme, die in verstarktem Mae Berucksichtigung
nden, ist das oft nicht mehr ausreichend. Solche komplexen Systeme sind nur noch
dann uberschaubar und handhabbar, wenn sie als Strukturen nebenlauger, algo-
rithmisch beschriebener Prozesse modelliert werden. In dem vorliegenden Ansatz
kommunizieren dabei die beteiligten Prozesse mittels eines festgelegten Kommunika-
tionsschemas. Dieses Kommunikationsschema ist angelehnt an Petri-Netzen hoherer
Ordnung [Jens92]. Daten wandern dabei wie Marken zwischen den Prozessen, und
Prozesse konnen erst dann ihre Funktion evaluieren, wenn die Eingangsdaten anlie-
gen. Insbesondere konnen Datenpakete nicht zwischen zwei Prozessen verlorenge-
hen, indem ein Prozess sie liefert und ein anderer vergisst, sie abzuholen.
Diese Strukturen auf der Systemebene, die S-Strukturen genannt werden, zeich-
nen sich durch einen besonderen Aufbau aus. Im nachsten Abschnitt soll der Aufbau
der S-Strukturen erlautert werden, bevor in Abschnitt 6.2 das spezielle Kommuni-
kationsschema vorgestellt wird. Abschnitt 6.3 behandelt spezielle Prozesse namens
K-Prozesse, die fur die Verteilung der Datenpakete zustandig sind. S-Strukturen
dienen zur Beschreibung des gemischt funktional/zeitlichen Verhaltens auf der Sy-
stemebene. In Abschnitt 6.4 wird eine Beispielstruktur vorgestellt, die sich aus
einer Vielzahl von bis dahin vorgestellten Prozessen zusammensetzt. In Abschnitt
6.5 wird die funktionale Semantik von S-Strukturen eingefuhrt, die fur Transforma-
tionen auf S-Strukturen wichtig ist. Anschlieend wird in Abschnitt 6.6 gezeigt, wie
mit Hilfe der K-Prozesse andere Kommunikationsschemata deniert werden konnen.
In Abschnitt 6.7 wird eine Beschreibungsmethode fur solche Einprozessbeschreibun-
gen angegeben, die neben funktionalen auch zeitliche Aspekte aufweisen und daher
auf der algorithmischen Ebene nicht ausgedruckt werden konnen. Schlielich wird in
Abschnitt 6.8 eine Methode vorgestellt, um inkonsistente Schaltungsbeschreibungen
auf der Systemebene zu vermeiden.
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6.1 S-Strukturen
Strukturen auf der Systemebene zeichnen sich dadurch aus, dass die Prozesse uber
Kanale kommunizieren. Diese Kanale haben dabei einen fest vorgeschriebenen Auf-








Abbildung 6.1: Schnittstelle eines Prozesses mit einem Eingangs- und einem Ausgangs-
kanal
Alle Kanale bestehen aus drei Leitungen: einer Datenleitung data, die uber einen
beliebigen Datentypen  verfugt, sowie zwei booleschen Kontrollleitungen data valid
und ready. Es ist zu beachten, dass das Signal ready in entgegengesetzter Richtung
zu data und data valid verlauft. Die Richtung des gesamten Kanals deniert
sich uber die Richtung des Signals data. Neben den Kanalen existiert auerdem
ein globales reset-Signal (siehe Abbildung 6.1). Dieses reset-Signal wird an alle
beteiligten Prozesse als Eingang weitergeleitet.
Aufgrund des bidirektionalen Aufbaus der Kanale zeichnen sich Strukturen auf
der Systemebene dadurch aus, dass die Kanale jeweils nur einen Ausgang eines Pro-
zesses mit genau einem Eingang eines anderen Prozesses verbinden, dass sie also
einen Fanout von 1 haben. Sie unterscheiden sich dadurch von Strukturen auf der
RT-Ebene, bei denen ein Ausgang einer Komponente an mehrere Eingange ande-
rer Komponenten angelegt werden darf (Fanout  1). Ohne diese Beschrankung
kame es zu Kurzschlussen, falls mehrere ready-Leitungen zu einer einzigen zusam-
mengefuhrt wurden. Die drei Teilleitungen treten nur gebundelt auf und werden als
ein Kanal den Prozessen zugefuhrt. Ausserhalb der Prozesse kann auf die Teilsignale
nicht explizit zugegrien werden.
Um S-Strukturen zu beschreiben, konnen drei Arten von Prozessen verwen-
det werden: DFG-Term-basierte Prozesse, P-Term-basierte Prozesse und soge-
nannte K-Prozesse, auf die in Abschnitt 6.3 naher eingegangen wird. Die
DFG- und P-Term-basierten Prozesse sind im Wesentlichen nichts anderes als
bestimmte Schaltungsbeschreibungen auf der algorithmischen Ebene in Gropius-
2. Sie unterscheiden sich aber dadurch von den in Kapitel 5 vorgestellten
Schaltungsbeschreibungen, dass ihnen ganz spezielle Schnittstellenverhaltensmuster
(P IFC SYSTEM;DFG IFC SYSTEM) zugrunde liegen, die im nachsten Abschnitt
vorgestellt werden.
Fur die algorithmisch beschriebenen Prozesse, die auf DFG- oder P-Termen ba-
sieren, gilt in Bezug auf ihren syntaktischen Aufbau, dass sie jeweils nur einen
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Eingangs- und einen Ausgangskanal besitzen. Demgegenuber konnen K-Prozesse
uber eine beliebige Anzahl von Ein- und Ausgangskanalen verfugen. Der syntakti-
sche Aufbau von S-Strukturen ergibt sich durch die nachfolgende BNF:
S-Schnittstelle ::=
\ ( " \ reset "
n




\ DFG IFC SYSTEM " \ ( " DFG-Term \ , " Taktzahl \ ) " S-Schnittstelle
P-Prozess ::=

















\ ^ " S-Prozess
o
S-Struktur-Denition ::=
Prozess-Name S-Schnittstelle \ = " S-Struktur
(6.1)
Zur Beschreibung von S-Strukturen ist in (6.1) die Moglichkeit vorgesehen, S-
Strukturen einen Namen zu geben und diese als neuen Prozess zu betrachten. Auf
diese Weise konnen S-Strukturen auch hierarchisch beschrieben werden. Dabei kann
eine S-Struktur mit dem Namen S1 eine S-Struktur S2 aufrufen, wenn die Denition
von S1 einen Aufruf der S-Struktur S2 unmittelbar enthalt oder in der Denition
von S1 ein Aufruf einer S-Struktur S vorkommt, die S2 aufrufen kann. Rekursivitat
ist verboten: keine S-Struktur kann sich selbst aufrufen.
Man erkennt, dass S-Strukturen in Gropius-3 im Gegensatz zur ublichen Be-
schreibungsweise in Gropius relational beschrieben werden. Dies liegt daran, dass es
auf der Systemebene sinnvoll und erforderlich ist, Zyklen zuzulassen. Zyklen konnen
aber in funktionaler Weise nicht beschrieben werden, wodurch eine relationale Be-
schreibung erforderlich wird. Diese relationale Beschreibung von S-Strukturen ori-
entiert sich an der ublichen relationalen Beschreibung von Schaltungsstrukturen, wie
sie beispielsweise in [Melh93] vorgestellt wird. Interne Leitungen werden durch exi-
stenzquantizierte Variablen beschrieben und die beteiligten Komponenten werden
durch eine Konjunktion aufgelistet. Die externen Leitungen werden durch freie Va-
riablen beschrieben, die implizit allquantiziert sind. In Abbildung 6.2(b) wird zur

















P IFC SYSTEM P (reset; k1; k2) ^
K IFC x (reset; k2; k7; k3; k4) ^
DFG IFC SYSTEM (f; n) (reset; k3; k5) ^
K IFC y (reset; k4; k6; k7)
(b) S-Struktur
Abbildung 6.2: Beispiel einer S-Struktur
Verdeutlichung die formale Beschreibung der Prozessstruktur in Abbildung 6.2(a)
gezeigt.
Die Folge einer relationalen Beschreibung ist, dass Inkonsistenzen in der Schal-
tungsbeschreibung nicht von vorneherein ausgeschlossen sind (siehe Abschnitt 4.2).
Deshalb mussen mogliche Inkonsistenzen in S-Strukturen aufgespurt und evtl. be-
seitigt werden. Diese Problemstellung wird in Abschnitt 6.8 behandelt.
6.1.1 Verhaltenssemantik fur S-Strukturen
Fur einen DFG-, P-, oder K-Prozess P wird die Verhaltenssemantik [[P ]] deniert
als eine Funktion der hoheren Ordnung, die alle freien Variablen von P enthalt und
einfach die Anwendung von P bedeutet: [[P ]]  P .
Die Verhaltenssemantik eines Prozesses Sname(a) einer denierten S-Struktur
Sname mit der Denition Sname(x) = SStrukt wird mittels
[[Sname(a)]]  (x: [[SStrukt]]) a
eingefuhrt. Die Verhaltenssemantik einer S-Struktur S = 9 b: S1 ^ : : : ^ Sn wird
durch




festgelegt. Man nennt zwei S-Strukturen S1 und S2 verhaltensaquivalent , wenn sie
die gleiche Verhaltenssemantik aufweisen:
S1 = S2  ([[S1]] = [[S2]])
6.2 Kommunikationsschema auf der
Systemebene
Auf der Systemebene kommunizieren die Prozesse in einer fest vorgegebenen Art und
Weise. Aus diesem Grunde gibt es auf dieser Abstraktionsebene fur die Beschreibung
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von P- bzw. DFG-Prozessen nur zwei Schnittstellenverhaltensmuster: eines fur P-
Terme und eines fur DFG-Terme. Beide haben jeweils genau einen Eingangs- und
einen Ausgangskanal.
Das Kommunikationsschema lehnt sich an die Funktionsweise von Petri-Netzen
hoherer Ordnung an, bei denen jede Marke Daten enthalt. Jedem Prozess ent-
spricht eine Transition mit gewissen Platzen am Ausgang. In Analogie zu Petri-
Netzen \feuern" die Prozesse, was bedeutet, dass die Eingangsmarken abgezogen
werden, auf ihren Daten eine Berechnung durchgefuhrt wird und anschlieend das
Ergebnis in Form einer neuen Marke ausgegeben wird. Das Kommunikationsschema
unterscheidet sich aber in einem entscheidenden Punkt von der Funktionsweise von
Petri-Netzen. Wahrend Petri-Netze nichtdeterministisch (und meist auch nichtde-
terminiert) sein konnen, verhalten sich S-Strukturen stets deterministisch.
Die Kommunikation und damit auch die Markenubergabe zwischen den Prozes-
sen beruht auf einem \Handshake"-Protokoll. Gegeben seien zwei Prozesse A und
B und ein Kanal zwischen A und B (in Abbildung 6.1 konnte man sich dazu an
der Quelle von Kanal 1 einen Prozess A vorstellen; der abgebildete Prozess ware
dann B). Prozess A teilt seinem Nachfolger B uber das Signal data valid mit, ob er
uber das Signal data eine Marke an B ubertragt. Andererseits signalisiert Prozess B
uber ready an A, ob er zur Aufnahme einer Marke bereit ist. Immer wenn in einem
Kanal data valid und ready gleichzeitig wahr sind, ndet die Kommunikation statt,
d.h. eine Marke wird auf data von A nach B ubertragen. Das globale Signal reset
unterbricht bei Aktivierung alle Berechnungen in den Prozessen und uberfuhrt alle
Prozesse in ihren Initialzustand.
In Abbildung 6.3 ist die formale Denition des Schnittstellenverhaltensmusters
P IFC SYSTEM angegeben, das in Kombination mit P-Termen verwendet wird. In
Abbildung 6.4(a) ist eine beispielhafte schematische Darstellung zu sehen.
Das Schnittstellenverhaltensmuster P IFC SYSTEM ist eine Funktion mit mehre-
ren Parametern. Der erste Parameter ist ein Programm P (siehe Zeile 2 in Abbildung
6.3). Die weiteren Parameter sind das globale Signal reset sowie die zwei Kanale,
die sich aus den Schnittstellensignalen data 1, data valid 1 und ready 1 bzw. data 2,
data valid 2 und ready 2 zusammensetzen (Zeile 3). Um Ein- und Ausgangskanal
unterscheiden zu konnen, wurden an die Teilsignale die Endungen 1 bzw. 2 an-
gefugt. P IFC SYSTEM beschreibt eine Relation zwischen den Schnittstellensignalen
bez. des Programms P .
Der Prozess, der sich durch die Kombination von P IFC SYSTEM und einem be-
liebigen Programm ergibt, verfugt uber einen internen Zustand, der mittels ready 1
angegeben wird. Zu Beginn hat dieser Zustand den Wert T (Zeile 4 in Abbildung
6.3 bzw. Zeitpunkt 0 in Abbildung 6.4(a)), womit angezeigt wird, dass der Prozess
zur Aufnahme einer Marke bereit ist. Solange keine Berechnung auf einer Marke
durchgefuhrt wird, d.h. ready 1 und data valid 1 sind nicht gleichzeitig aktiviert,
bleibt der Prozess im aufnahmebereiten Zustand und das data 2-Signal halt seinen
letzten Wert (Zeilen 7-9, bzw. Zeitpunkte 6-8, 16-19, 24-25).
Wenn eine Berechnung gestartet wird (Zeile 10, bzw. Zeitpunkte 1,9,20), konnen,
wie auch bei den in Abschnitt 5.2.1 erlauterten Schnittstellenverhaltensmustern fur
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` P IFC SYSTEM =
P:
 (reset; (data 1; data valid 1; ready 1); (data 2; data valid 2; ready 2)):
ready 1 0 ^
8t:
reset t ) (ready 1 (t + 1) ^ :(data valid 2 t)) ^
(ready 1 t ^ :(data valid 1 t)) )
(ready 1 (t+ 1) ^ :(data valid 2 t) ^
(data 2 t = data 2 (t  1))) ^
(ready 1 t ^ data valid 1 t) )




(n < m ^ (8p: p  n ) :(reset (t+ p)))) )
:(ready 1 (t+ n+ 1)) ^
:(data valid 2 (t+ n))
^
8s:
(8p: p  m+ s ) :(reset (t + p))) )
(ready 2 (t+m+ s) ^
(8p: p < s ) :(ready 2 (t+m + p)))) )
ready 1 (t+m + s+ 1) ^
data valid 2 (t+m + s) ^
(data 2 (t+m + s) = y)
^
(8p: p  s ) :(ready 2 (t+m + p))) )
:(ready 1 (t +m+ s+ 1)) ^
:(data valid 2 (t +m+ s)) ^




(8n: n  m ) :(reset (t+ n))) )
:(ready 1 (t+m + 1)) ^




































Abbildung 6.3: Formale Denition des Schnittstellenverhaltensmusters P IFC SYSTEM
fur die Systemebene
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(b) DFG IFC SYSTEM
Abbildung 6.4: Schematische Darstellung der Schnittstellenverhaltensmuster fur die Sy-
stemebene
P-Terme, zwei Falle auftreten:
I: Die Funktionsanwendung P (data 1 t) terminiert mit einem gewissen Resultat
Dened y (Zeilen 12-30)
II: Die Funktionsanwendung terminiert nicht und das Ergebnis ist Undened (Zei-
len 31-34)
Im zweiten Fall bleiben ready 1 und data valid 2 solange F, bis mit Hilfe des reset-
Signals die Berechnung abgebrochen wird (siehe Zeile 6 und Zeitpunkt 23). Termi-
niert die Funktionsanwendung dagegen, bleiben ready 1 und data valid 2 zumindest
wahrend der Berechnungsdauer F, sofern die Berechnung nicht durch reset abge-
brochen wird (Zeilen 14-17, Zeitpunkte 2-4, 10, 21-22). Die Dauer fur die Funk-
tionsauswertung eines P-Terms hangt vom Eingang (data 1 t) ab und ist deshalb
nicht festgelegt (\9m" in Zeile 13). Wenn die Berechnung P (data 1 t) beendet ist,
konnen zwei verschiedene Falle auftreten:
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Ia: Der Nachfolgeprozess ist am Ende der Berechnung aufnahmebereit:
ready 2 (t+m), Zeile 21 mit s = 0, Zeitpunkt 5
Ib: Der Nachfolgeprozess ist am Ende der Berechnung nicht aufnahmebereit:
:(ready 2 (t+m)), Zeile 27 mit s > 0, Zeitpunkt 11
Im ersten Fall wird das Resultat sofort an den Nachfolger weitergeleitet. Dazu wird
data valid 2 gesetzt, und der Nachfolger liest uber data 2 die neue Marke ein. Einen
Takt spater ist ready 1 wieder T und der betrachtete Prozess somit wieder aufnah-
mebereit (Zeilen 21-25 mit s = 0, Zeitpunkte 5-6). Ist dagegen der Nachfolger am
Ende der Berechnung selber noch beschaftigt, wird das Ergebnis solange gehalten,
bis der Nachfolger aufnahmebereit ist, sofern der Vorgang nicht durch reset abge-
brochen wird (Zeile 20; es ist moglich, dass der Nachfolger selbst ein P-Prozess ist,
der mit einer nicht terminierenden Berechnung beschaftigt ist). In dieser Zeit bleibt
ready 1 F und somit auch der betrachtete Prozess nicht aufnahmebereit (Zeilen 27-
30, Zeitpunkte 11-14). Sobald der Nachfolger aufnahmebereit ist (Zeile 21 mit s > 0,
Zeitpunkt 15), wird data valid 2 gesetzt, die Marke wird ubertragen, und einen Takt
spater geht der Prozess wieder in den aufnahmebereiten Zustand uber (Zeilen 21-25
mit s > 0, Zeitpunkte 15-16).
Beim Kommunikationsschema auf der Systemebene wird ebenso wie beim
Schnittstellenverhaltensmuster P IFC RESET, das in Abschnitt 5.2.1 vorgestellt wur-
de, ein dominantes reset-Signal verwendet (siehe Zeile 6 in Abbildung 6.3). Das
bedeutet, dass unabhangig von den anderen Signalen durch Aktivieren von reset
alle laufenden Berechnungen abgebrochen werden. In Abschnitt 5.2.1 wurde als Al-
ternative zu P IFC RESET das Schnittstellenverhaltensmuster P IFC RESET START
eingefuhrt, welches uber ein dominantes start-Signal verfugt. Ein solches Verhalten
ware aber auf der Systemebene unerwunscht. Ware das Schnittstellenverhaltens-
muster P IFC SYSTEM mit einem dominanten data valid 1-Signal deniert, d.h. bei
gleichzeitiger Aktivierung von data valid 1 und reset wurde sich data valid 1 durch-
setzen und eine neue Berechnung starten, ergabe sich ein nichtdeterminiertes Ver-
halten. Dazu betrachte man wieder zwei Prozesse mit einem gemeinsamen Kanal.
Wurde im ersten Prozess gerade eine Berechnung laufen, die gerade in dem Augen-
blick terminiert, in dem reset aktiviert wird, wurde der zweite Prozess anstatt in
den Initialzustand zu gehen, mit einer Berechnung beginnen { vorausgesetzt er ist
gerade im aufnahmebereiten Zustand. Da bei P-Prozessen der Zeitpunkt der Termi-
nierung in der Regel unbekannt ist, ware nicht vorhersehbar, welche Prozesse durch
das Setzen von reset in den Initialzustand gehen wurden.
In Abbildung 6.5 ist die formale Denition fur das entsprechende Schnittstellen-
verhaltensmuster fur DFG-Terme angegeben. Analog zu den in Abschnitt 5.2.2
vorgestellten Schnittstellenverhaltensmustern erwartet DFG IFC SYSTEM anstelle
eines P-Terms ein Paar bestehend aus DFG-Term f und naturlicher Zahl m. Der
Unterschied zwischen DFG IFC SYSTEM und P IFC SYSTEM besteht darin, dass die
Funktionsanwendungen f (data 1 t) immer terminieren und dies immer innerhalb
einer bestimmten Taktzahl m, wenn die Berechnung nicht vorher durch reset abge-
brochen wurde. DFG IFC SYSTEM lasst sich aus P IFC SYSTEM gewinnen, indem in
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` DFG IFC SYSTEM =
(f;m):
 (reset; (data 1; data valid 1; ready 1); (data 2; data valid 2; ready 2)):
ready 1 0 ^
8t:
reset t ) (ready 1 (t+ 1) ^ :(data valid 2 t)) ^
(ready 1 t ^ :(data valid 1 t)) )
(ready 1 (t + 1) ^ :(data valid 2 t) ^
(data 2 t = data 2 (t  1))) ^
(ready 1 t ^ data valid 1 t) )
8n:
(n < m ^ (8p: p  n ) :(reset (t + p)))) )
:(ready 1 (t + n+ 1)) ^
:(data valid 2 (t + n))
^
8s:
(8p: p  m + s ) :(reset (t+ p))) )
(ready 2 (t +m+ s) ^
(8p: p < s ) :(ready 2 (t+m + p)))) )
ready 1 (t+m + s+ 1) ^
data valid 2 (t+m + s) ^
(data 2 (t+m + s) = f (data 1 t))
^
(8p: p  s ) :(ready 2 (t+m + p))) )
:(ready 1 (t +m+ s+ 1)) ^
:(data valid 2 (t +m+ s)) ^




























Abbildung 6.5: Formale Denition des Schnittstellenverhaltensmusters
DFG IFC SYSTEM fur die Systemebene
Abbildung 6.3 ab Zeile 11 der Ausdruck PRIMREC partial (P (data 1 t)) (y: A[y]) B
durch den Ausdruck PRIMREC partial ((PARTIALIZE f) (data 1 t)) (y: A[y]) B er-
setzt und mit Hilfe der Denitionen (5.5) und (5.7) auf Seite 58 umgeformt wird.
Abbildung 6.4(b) zeigt beispielhaft in schematischer Weise einen Zeitverlauf fur
die Kombination von DFG IFC SYSTEM mit einem gewissen DFG-Term f und der
Taktzahl 4.
6.3 K-Prozesse
Um den Markenuss und die Kommunikation zwischen P- und DFG-Prozessen
zu steuern, werden sogenannte K-Prozesse angeboten. Sie konnen als eine Art
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\glue logic" angesehen werden, um Datenpakete zu verteilen, zusammenzufuhren,
zu synchronisieren etc. Es gibt acht elementare K-Prozesse: Double, Join, Split,













































C na (a,i) Si
Sink
a
Abbildung 6.6: Elementare K-Prozesse
Die K-Prozesse unterscheiden sich von den DFG- und P-Prozessen, indem sie
uber mehrere Eingangs- und Ausgangskanale verfugen konnen und indem sie nur
uber ihr Schnittstellenverhalten deniert sind. Dieses Schnittstellenverhalten genugt
dem im vorigen Abschnitt vorgestellten markenbasierten Kommunikationsschema.
In den K-Prozessen werden die Marken in bestimmter Weise weitergereicht; es wer-
den aber keine Berechnungen auf ihnen durchgefuhrt. Aus diesem Grunde ergibt
sich die Denition eines K-Prozesses nur aus einer Beschreibung, die eine Relation
zwischen den Teilsignalen der beteiligten Kanale und dem reset-Signal ausdruckt. Im
Folgenden werden die formalen Denitionen der elementaren K-Prozesse vorgestellt.
6.3.1 Der K-Prozess Join
Der K-Prozess Join wird dazu verwendet, um zwei separate Marken zu einer einzigen
zusammenzufassen. Damit verbunden ist eine Synchronisierung des Markenusses.
Die beiden Marken werden zu i.Allg. unterschiedlichen Zeitpunkten eingelesen und
in Abhangigkeit von der Aufnahmebereitschaft des Nachfolgeprozesses wird die zu-
sammengefasste Marke zu einem bestimmten Zeitpunkt ausgegeben. Der Datentyp
der beiden einzulesenden Marken ist beliebig, aber fest. Zwei Marken vom Typ 
bzw.  werden zu einer Marke vom Typ ( ) zusammengefasst.
Abbildung 6.7 zeigt die formale Denition des K-Prozesses Join. Die Konstante
K IFC JOIN beschreibt eine Relation zwischen den Teilsignalen der Eingangskanale
(Kanal 1, Kanal 2) und denen des Ausgangskanals (Kanal 3) sowie dem reset-Signal.
Wie jeder S-Prozess ist Join zu Beginn im aufnahmebereiten Zustand (Zeile 3).
In diesen wird er durch Aktivieren von reset in jedem Fall zuruckgefuhrt (Zeilen
5,6). Ist Join aufnahmebereit, erhalt aber uber beide Eingangskanale keine Marke,
ist er auch im nachsten Takt aufnahmebereit und gibt auch keine Marke an den
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` K IFC JOIN =  (reset; (data 1; data valid 1; ready 1); (data 2; data valid 2; ready 2);
(data 3; data valid 3; ready 3)):
ready 1 0 ^ ready 2 0 ^
8t:
reset t )
(ready 1 (t+ 1) ^ ready 2 (t+ 1) ^ :(data valid 3 t)) ^
(ready 1 t ^ ready 2 t ^ :(data valid 1 t) ^ :(data valid 2 t)) )
(ready 1 (t+ 1) ^ ready 2 (t+ 1) ^ :(data valid 3 t) ^
(data 3 t = data 3 (t  1))) ^
(ready 1 t ^ ready 2 t ^ data valid 1 t) )
8m: (8p: p  m ) :(reset (t+ p)))) )
(data valid 2 (t+m) ^ (8p: p < m ) :(data valid 2 (t+ p)))) )
8s: (8p: p  s ) :(reset (t+m+ p)))) )
(ready 3 (t+m+ s) ^ (8p: p < s ) :(ready 3 (t+m+ p)))) )
ready 1 (t+m+ s+ 1) ^
ready 2 (t+m+ s+ 1) ^
data valid 3 (t+m+ s) ^
(data 3 (t+m+ s) = (data 1 t; data 2 (t+m)))
^
(8p: p  s ) :(ready 3 (t+m+ p))) )
:(ready 1 (t+m+ s+ 1)) ^
:(ready 2 (t+m+ s+ 1)) ^
:(data valid 3 (t+m+ s)) ^
(data 3 (t+m+ s) = (data 1 t; data 2 (t+m)))
^
(8p: p  m ) :(data valid 2 (t+ p))) )
:(ready 1 (t+m+ 1)) ^
ready 2 (t+m+ 1) ^
:(data valid 3 (t+m)) ^
(FST(data 3 (t+m) = data 1 t))
^
(ready 1 t ^ ready 2 t ^ data valid 2 t) )
8m: (8p: p  m ) :(reset (t+ p)))) )
(data valid 1 (t+m) ^ (8p: p < m ) :(data valid 1 (t+ p)))) )
8s: (8p: p  s ) :(reset (t+m+ p)))) )
(ready 3 (t+m+ s) ^ (8p: p < s ) :(ready 3 (t+m+ p)))) )
ready 1 (t+m+ s+ 1) ^
ready 2 (t+m+ s+ 1) ^
data valid 3 (t+m+ s) ^
(data 3 (t+m+ s) = (data 1 (t+m); data 2 t))
^
(8p: p  s ) :(ready 3 (t+m+ p))) )
:(ready 1 (t+m+ s+ 1)) ^
:(ready 2 (t+m+ s+ 1)) ^
:(data valid 3 (t+m+ s)) ^
(data 3 (t+m+ s) = (data 1 (t+m); data 2 t))
^
(8p: p  m ) :(data valid 1 (t+ p))) )
ready 1 (t+m+ 1) ^
:(ready 2 (t+m+ 1)) ^
:(data valid 3 (t+m)) ^





















































Abbildung 6.7: Formale Denition von K IFC JOIN
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Nachfolgeprozess weiter. Ferner wird in diesem Fall am Ausgang der letzte Wert
gehalten (Zeilen 7-9). Bis hierher unterscheidet sich Join kaum von P- bzw. DFG-
Prozessen. Der fur den Prozess Join charakteristische Teil der Spezikation, der
die Weitergabe von Marken beschreibt, beginnt mit Zeile 10. In den Zeilen 10 bis
30 wird der Ablauf beschrieben, wenn beide Eingangskanale bereit sind (die ready-
Signale haben den Wert T) und im ersten Kanal eine Marke eingelesen wird. Die
Zeilen 32 bis 52 behandeln den Fall, dass bei aufnahmebereiten Eingangskanalen
im zweiten Kanal eine Marke eingelesen wird. Die beiden Falle beschreiben die
folgenden Moglichkeiten:
1. Im zweiten (ersten) Kanal wird (gleichzeitig oder spater) ebenfalls eine Marke
eingelesen. Sobald der Nachfolger aufnahmebereit ist, wird die zusammenge-
fasste Marke an den Nachfolger ausgegeben.
2. Der Vorganger-Prozess, der mit Join uber den zweiten (ersten) Kanal verbun-
den ist, liefert zu keinem Zeitpunkt eine Marke. Eine mogliche Erklarung dafur
ist, dass er als P-Prozess mit einer nichtterminierenden Berechnung beschaftigt
ist. Die Konsequenz ist, dass Join selbst nie eine Marke ausgeben kann.
3. Im zweiten (ersten) Kanal wird (gleichzeitig oder spater) ebenfalls eine Marke
eingelesen. Da der Nachfolger aber zu keinem Zeitpunkt aufnahmebereit ist,
kann die zusammengefasste Marke nicht weitergegeben werden.
4. Bevor uber den zweiten (ersten) Kanal eine Marke eingelesen werden kann,
wird der Vorgang durch reset gestoppt.
5. Im zweiten (ersten) Kanal wird (gleichzeitig oder spater) ebenfalls eine Marke
eingelesen. Bevor die zusammengefasste Marke weitergegeben werden kann,
wird ein Reset ausgelost.
Im Folgenden soll kurz der Fall erlautert werden, bei dem zunachst uber den ersten
Kanal eine Marke eingelesen wird (Zeilen 10-30). Der Ablauf im anderen Fall, dass
zuerst eine Marke uber Kanal 2 aufgenommen wird, ergibt sich entsprechend. Wird
zu einem Zeitpunkt t uber den ersten Kanal eine Marke eingelesen, liegen an den
Ausgangssignalen von Join die folgenden Werte an, solange uber den zweiten Ka-
nal keine Marke eingelesen wird (Zeilen 26-30): ready 1 ist F, was bedeutet, dass
uber Kanal 1 keine weitere Marke eingelesen werden kann; ready 2 ist T, da Kanal 2
noch auf eine Eingabe wartet; data valid 3 ist F, da noch keine zusammengefasste
Marke ausgegeben werden kann. Am Signal data 3 liegt bereits der erste Teil an,
der gerade (data 1 t) ist. Der zweite Teil von data 3 ist unbestimmt. Wird zu
einem gewissen Zeitpunkt (t + m) eine Marke uber den zweiten Kanal eingelesen
(Zeile 12), muss gewartet werden, bis der Nachfolger bereit ist, d.h. bis ready 3 den
Wert T annimmt. Existiert ein solcher Zeitpunkt nicht, tritt Moglichkeit Nummer
zwei ein. Die Zeilen 20-24 beschreiben die Situation des Wartens: neben ready 1
hat nun auch ready 2 den Wert F, da keine neuen Marken eingelesen werden durfen,
solange die zusammengefasste alte Marke noch nicht weitergegeben wurde. Auch
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data valid 3 hat immer noch den Wert F. Das Signal data 3 verfugt jetzt auch uber
einen konkreten zweiten Anteil: data 2 (t +m). Ist der Nachfolger zu einem gewis-
sen Zeitpunkt (t+m+ s) aufnahmebereit (Zeile 14), wird die Marke weitergegeben
(data valid 3 hat den Wert T), und einen Takt spater sind beide Eingangskanale
wieder aufnahmebereit. Gibt es aber einen solchen Zeitpunkt nicht, tritt die oben
skizzierte dritte Moglichkeit ein, dass die zusammengefasste Marke nicht weiterge-
geben werden kann. Ist die Bedingung in Zeile 11 bzw. die in Zeile 13 nicht erfullt,
kommt es zu einem vorzeitigen Reset (Moglichkeiten vier bzw. funf).
6.3.2 Die K-Prozesse Double und Split
Mit Hilfe des K-Prozesses Double wird eine Marke von einem Vorgangerprozess auf-
genommen, dupliziert und an zwei Nachfolgeprozesse weitergereicht. Je nach Auf-
nahmebereitschaft der Nachfolger kann die Weitergabe zu unterschiedlichen Zeit-
punkten erfolgen. Der Prozess Split ist der inverse Prozess zu Join. Sein Verhalten
unterscheidet sich kaum von dem des Prozesses Double. Der einzige Unterschied be-
steht in der Ausgabe uber die beiden Ausgangskanale. Wahrend Double an beiden
Ausgangen die gleiche Marke weitergibt, leitet Split an den Ausgangen jeweils einen
Teil einer gepaarten Marke weiter. Abbildung 6.8 zeigt die formalen Denitionen
von Double und Split. Sie unterscheiden sich lediglich in den Zeilen 18-19, 25-26,
34-35, 41-42 sowie 48-49.
Die Konstanten K IFC DOUBLE bzw. K IFC SPLIT beschreiben eine Relation
zwischen den Teilsignalen des Eingangskanals (Kanal 1) und denen der zwei Aus-
gangskanale (Kanal 2, Kanal 3) sowie dem reset-Signal. Ab Zeile 10 in Abbildung
6.8 wird beschrieben, wie Double bzw. Split eine eingehende Marke verarbeiten. Die
Art und Weise, wie die Prozesse diese Marke weitergeben, hangt ganz allein von
den beiden Nachfolgern (und selbstverstandlich reset) ab. Ein Nachfolger erhalt da-
bei seine Marke, sobald er selbst aufnahmebereit ist. Es gibt neun unterschiedliche
Moglichkeiten:
1. Beide Marken werden an die Nachfolger gleichzeitig ausgegeben.
2. Der erste Nachfolger erhalt seine Marke, bevor der zweite Nachfolger seine
bekommt.
3. Der zweite Nachfolger erhalt seine Marke, bevor der erste Nachfolger seine
bekommt.
4. Beide Nachfolger sind mit nicht terminierenden Berechnungen beschaftigt und
bekommen ihre Marken daher nie.
5. Der erste Nachfolger erhalt seine Marke, wahrend der zweite Nachfolger seine
nie bekommt.
6. Der zweite Nachfolger erhalt seine Marke, wahrend der erste Nachfolger seine
nie bekommt.
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` K IFC DOUBLE
` K IFC SPLIT
=  (reset; (data 1; data valid 1; ready 1);
(data 2; data valid 2; ready 2); (data 3; data valid 3; ready 3)):
ready 1 0 ^
8t:
reset t )
(ready 1 (t+ 1) ^ :(data valid 2 t) ^ :(data valid 3 t)) ^
(ready 1 t ^ :(data valid 1 t)) )
(ready 1 (t+ 1) ^ :(data valid 2 t) ^ :(data valid 3 t) ^
(data 2 t = data 2 (t  1)) ^ (data 3 t = data 3 (t  1))) ^
(ready 1 t ^ data valid 1 t) )
8s: (8p: p  s ) :(reset (t+ p)))) )
(ready 2 (t+ s) ^ (8p: p < s ) :(ready 2 (t+ p)) ^ :(ready 3 (t+ p)))) )
8m: (8p: p  m ) :(reset (t+ s+ p)))) )
(ready 3 (t+ s+m) ^ (8p: p < m ) :(ready 3 (t+ s+ p)))) )
ready 1 (t+ s+m+ 1) ^
MUX(m = 0; data valid 2 (t+ s);:(data valid 2 (t+ s+m))) ^
data valid 3 (t+ s+m) ^
data 2 (t+ s+m) = data 1 t FST(data 1 t) ^






(8p: p  m ) :(ready 3 (t+ s+ p))) )
:(ready 1 (t+ s+m+ 1)) ^
MUX(m = 0; data valid 2 (t+ s);:(data valid 2 (t+ s+m))) ^
:(data valid 3 (t+ s+m)) ^
data 2 (t+ s+m) = data 1 t FST(data 1 t) ^






(ready 3 (t+ s) ^ (8p: p < s ) :(ready 2 (t+ p)) ^ :(ready 3 (t+ p)))) )
8m: (8p: p  m ) :(reset (t+ s+ p)))) )
(ready 2 (t+ s+m) ^ (8p: p < m ) :(ready 2 (t+ s+ p)))) )
ready 1 (t+ s+m+ 1) ^
data valid 2 (t+ s+m) ^
MUX(m = 0; data valid 3 (t+ s);:(data valid 3 (t+ s+m))) ^
data 2 (t+ s+m) = data 1 t FST(data 1 t) ^






(8p: p  m ) :(ready 2 (t+ s+ p))) )
:(ready 1 (t+ s+m+ 1)) ^
:(data valid 2 (t+ s+m)) ^
MUX(m = 0; data valid 3 (t+ s);:(data valid 3 (t+ s+m))) ^
data 2 (t+ s+m) = data 1 t FST(data 1 t) ^






(8p: p  s ) :(ready 2 (t+ p)) ^ :(ready 3 (t+ p)))) )
:(ready 1 (t+ s+ 1)) ^
:(data valid 2 (t+ s)) ^
:(data valid 3 (t+ s)) ^
data 2 (t+ s+m) = data 1 t FST(data 1 t) ^






















































Abbildung 6.8: Formale Denitionen von K IFC DOUBLE und K IFC SPLIT
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7. Beide Nachfolger bekommen ihre Marken nicht, da die Weitergabe durch reset
abgebrochen wurde.
8. Der erste Nachfolger erhalt seine Marke, der Zweite wegen reset nicht.
9. Der zweite Nachfolger erhalt seine Marke, der erste wegen reset nicht.
Die Zeilen 12-26 in Abbildung 6.8 beschreiben die Situation, in der der erste Nachfol-
ger zu einem Zeitpunkt (t+s) aufnahmebereit ist und dann auch seine Marke erhalt.
Gibt es einen Zeitpunkt (t+ s+m), an dem auch der andere Nachfolger bereit ist,
tritt entweder die erste Moglichkeit ein (m = 0) oder die zweite (m > 0). Gibt es
diesen Zeitpunkt nicht, entsteht Moglichkeit Nummer funf. Die Moglichkeiten drei
und sechs sind in den Zeilen 28-42 beschrieben, wobei auch hier nochmals die erste
Moglichkeit vorkommt. In den Zeilen 44-49 ist beschrieben, was geschieht, solange
keiner der Nachfolger aufnahmebereit ist: Double bzw. Split selbst sind beschaftigt,
keine Marke wird weitergegeben, die Marken liegen aber bereits an den Ausgangen
an. Gibt es keinen Zeitpunkt s, in dem die Bedingung in Zeile 44 nicht erfullt ist,
tritt die oben erwahnte vierte Moglichkeit ein. Die siebte Moglichkeit tritt ein, wenn
es einen Zeitpunkt s gibt, in dem die Bedingung in Zeile 11 nicht erfullt ist. Ist die
Bedingung in Zeile 13 bzw. 29 fur ein gewisses m nicht erfullt, tritt der achte bzw.
neunte Fall ein.
6.3.3 Der K-Prozess Synchronize
Bei dem Prozess Join werden zwei Marken zumeist unterschiedlichen Datentyps zu
in der Regel unterschiedlichen Zeitpunkten eingelesen und zusammengefasst. Im
Gegensatz dazu fuhrt der K-Prozess Synchronize eine andere Form der Synchroni-
sation von Markenussen durch. Auch hier werden zwei Marken, die i.Allg. einen
unterschiedlichen Datentyp haben, zu gewohnlich unterschiedlichen Zeitpunkten ein-
gelesen. Sie werden aber nicht zusammengefasst, sondern bleiben unverandert. Die
beiden Marken werden erst dann gleichzeitig weitergegeben, wenn beide Nachfolge-
Prozesse aufnahmebereit sind.
Abbildung 6.9 zeigt die formale Denition von Synchronize. Die Konstante
K IFC SYNCHRONIZE beschreibt eine Relation zwischen den Teilsignalen der Ein-
gangskanale (Kanal 1, Kanal 2) und denen der Ausgangskanale (Kanal 3, Kanal 4)
sowie dem reset-Signal. Der fur den Prozess Synchronize charakteristische Teil der
Spezikation, der die Weitergabe von Marken beschreibt, beginnt mit Zeile 10.
Ahnlich wie bei Join beschreibt der Teil von Zeile 10 bis 36, wie zunachst eine Marke
uber Kanal 1 eingelesen wird. In den Zeilen 38 bis 64 steht der entsprechende Teil
beschrieben, bei dem zunachst uber Kanal 2 eine Marke aufgenommen wird. Fur
jeden dieser beiden Falle gibt es wieder eine Reihe von Moglichkeiten, wie sich der
Baustein Synchronize verhalten kann:
1. Im zweiten (ersten) Kanal wird (gleichzeitig oder spater) ebenfalls eine Marke
eingelesen. Sobald beide Nachfolger aufnahmebereit sind, werden die beiden
Marken an die entsprechenden Nachfolger ausgegeben.
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` K IFC SYNCHRONIZE =  (reset; (data 1; data valid 1; ready 1); (data 2; data valid 2; ready 2);
(data 3; data valid 3; ready 3); (data 4; data valid 4; ready 4)):
ready 1 0 ^ ready 2 0 ^
8t:
reset t )
(ready 1 (t + 1) ^ ready 2 (t + 1) ^ :(data valid 2 t) ^ :(data valid 3 t)) ^
(ready 1 t ^ ready 2 t ^ :(data valid 1 t) ^ :(data valid 2 t)) )
(ready 1 (t + 1) ^ ready 2 (t + 1) ^ :(data valid 3 t) ^ :(data valid 4 t) ^
(data 3 t = data 3 (t   1)) ^ (data 4 t = data 4 (t   1))) ^
(ready 1 t ^ ready 2 t ^ data valid 1 t) )
8m: (8p: p  m ) :(reset (t+ p)))) )
(data valid 2 (t+m) ^ (8p: p < m ) :(data valid 2 (t + p)))) )
8s: (8p: p  s ) :(reset (t +m+ p)))) )
(ready 3 (t + s) ^ ready 4 (t + s) ^
(8p: p < s ) :(ready 3 (t+ p) ^ ready 4 (t + p)))) )
ready 1 (t +m+ s+ 1) ^
ready 2 (t +m+ s+ 1) ^
data valid 3 (t +m+ s) ^
data valid 4 (t +m+ s) ^
(data 3 (t +m+ s) = data 1 t) ^
(data 4 (t +m+ s) = data 2 (t+m))
^
(8p: p  s ) :(ready 3 (t+m+ p) ^ ready 4 (t +m + p))) )
:(ready 1 (t+m+ s+ 1)) ^
:(ready 2 (t+m+ s+ 1)) ^
:(data valid 3 (t +m+ s)) ^
:(data valid 4 (t +m+ s)) ^
(data 3 (t +m+ s) = data 1 t) ^
(data 4 (t +m+ s) = data 2 (t+m))
^
(8p: p  m ) :(data valid 2 (t + p))) )
:(ready 1 (t +m+ 1)) ^
ready 2 (t+m+ 1) ^
:(data valid 3 (t +m)) ^
:(data valid 4 (t +m)) ^
(data 3 (t +m) = data 1 t)
^
(ready 1 t ^ ready 2 t ^ data valid 2 t) )
8m: (8p: p  m ) :(reset (t+ p)))) )
(data valid 1 (t+m) ^ (8p: p < m ) :(data valid 1 (t + p)))) )
8s: (8p: p  s ) :(reset (t +m+ p)))) )
(ready 3 (t + s) ^ ready 4 (t + s) ^
(8p: p < s ) :(ready 3 (t+ p) ^ ready 4 (t + p)))) )
ready 1 (t +m+ s+ 1) ^
ready 2 (t +m+ s+ 1) ^
data valid 3 (t +m+ s) ^
data valid 4 (t +m+ s) ^
(data 3 (t +m+ s) = data 1 (t+m)) ^
(data 4 (t +m+ s) = data 2 t)
^
(8p: p  s ) :(ready 3 (t+m+ p) ^ ready 4 (t +m + p))) )
:(ready 1 (t+m+ s+ 1)) ^
:(ready 2 (t+m+ s+ 1)) ^
:(data valid 3 (t +m+ s)) ^
:(data valid 4 (t +m+ s)) ^
(data 3 (t +m+ s) = data 1 (t+m)) ^
(data 4 (t +m+ s) = data 2 t)
^
(8p: p  m ) :(data valid 1 (t + p))) )
ready 1 (t+m+ 1) ^
:(ready 2 (t +m+ 1)) ^
:(data valid 3 (t +m)) ^
:(data valid 4 (t +m)) ^

































































Abbildung 6.9: Formale Denition von K IFC SYNCHRONIZE
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2. Der Vorganger-Prozess, der mit Synchronize uber den zweiten (ersten) Ka-
nal verbunden ist, liefert zu keinem Zeitpunkt eine Marke. Eine mogliche
Erklarung dafur ist, dass er als P-Prozess mit einer nichtterminierenden Be-
rechnung beschaftigt ist. Die Konsequenz ist, dass Synchronize selbst nie eine
Marke ausgeben kann, auch die nicht, die bereits eingelesen wurde.
3. Im zweiten (ersten) Kanal wird (gleichzeitig oder spater) ebenfalls eine Marke
eingelesen. Einer der beiden Nachfolger (oder beide) wird aber zu keinem Zeit-
punkt aufnahmebereit. Als Folge werden beide Marken nie ausgegeben, auch
die Marke nicht, die an den evtl. aufnahmebereiten Nachfolger weitergegeben
werden soll.
4. Bevor uber den zweiten (ersten) Kanal eine Marke eingelesen werden kann,
wird der Vorgang durch reset gestoppt.
5. Im zweiten (ersten) Kanal wird (gleichzeitig oder spater) ebenfalls eine Marke
eingelesen. Bevor die Marken weitergegeben werden konnen, wird ein Reset
ausgelost.
Die Denition der Konstanten K IFC SYNCHRONIZE und damit die oben beschrie-
benen Moglichkeiten lassen sich sehr einfach anhand der Denition von K IFC JOIN
nachvollziehen. Der Unterschied besteht darin, dass drei Signale, die dem zweiten
Ausgangskanal Kanal 4 entsprechen, hinzugekommen sind. Dabei gilt, dass die Si-
gnale data valid 3 und data valid 4 immer den gleichen Wert haben, da die Marken
gleichzeitig ausgegeben werden. Auerdem wird nicht nur auf die Aufnahmebereit-
schaft eines Kanals, sondern auf die zweier Kanale geachtet. Dabei ist aber uner-
heblich, welcher von beiden Kanalen zuerst bereit ist. Erst wenn es einen Zeitpunkt
(t + s) gibt, an dem erstmals beide bereit sind (Zeilen 14-15, bzw. 42-43), konnen
die Marken weitergegeben werden.
6.3.4 Der K-Prozess Fork
Anders als bei den bisher vorgestellten K-Prozessen Double, Join, Split und
Synchronize, bei denen immer alle Ein- und Ausgangskanale an der Mar-
kenubertragung beteiligt sind, ist dies bei Fork und dem im nachsten Abschnitt
vorgestellten Prozess Choose nicht der Fall. Des Weiteren unterscheiden sich diese
K-Prozesse von den vorherigen vier darin, dass die Teilsignale data der Kanale nicht
einen beliebigen, aber festen Typen  haben durfen, sondern die Wahl des Datentyps
teilweise eingeschrankt ist.
Der Prozess Fork hat einen Ein- und zwei Ausgangskanale. Uber das Si-
gnal data 1 des Eingangskanals Kanal 1 werden dabei Daten des Typs (  bool)
ubertragen, wahrend beide Ausgangskanale Kanal 2 und Kanal 3 Marken des Typs
 ubertragen. Die Wirkungsweise von Fork ist wie folgt: wird eine Marke eingelesen
und hat ihre zweite Komponente den Wert F, wird die erste Komponente uber den
Ausgang Kanal 2 weitergegeben. Hat die Marke als zweiten Anteil den Wert T, wird
der erste Teil uber Kanal 3 ausgegeben.
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Die genaue Denition ndet sich in Abbildung 6.10. Die Konstante K IFC FORK
beschreibt eine Relation zwischen den Teilsignalen des Eingangskanals (Kanal 1)
und denen der Ausgangskanale (Kanal 2, Kanal 3) sowie dem reset-Signal.
` K IFC FORK =  (reset; (data 1; data valid 1; ready 1);
(data 2; data valid 2; ready 2); (data 3; data valid 3; ready 3)):
ready 1 0 ^
8t:
reset t )
(ready 1 (t+ 1) ^ :(data valid 2 t) ^ :(data valid 3 t)) ^
(ready 1 t ^ :(data valid 1 t)) )
(ready 1 (t+ 1) ^ :(data valid 2 t) ^ :(data valid 3 t) ^
(data 2 t = data 2 (t  1)) ^ (data 3 t = data 3 (t  1))) ^
(ready 1 t ^ data valid 1 t ^ :(SND(data 1 t))) )
8s: (8p: p  s ) :(reset (t+ p)))) )
(ready 2 (t+ s) ^ (8p: p < s ) :(ready 2 (t+ p)))) )
ready 1 (t+ s+ 1) ^
data valid 2 (t+ s) ^
:(data valid 3 (t+ s)) ^
(data 2 (t+ s) = FST(data 1 t)) ^
(data 3 (t+ s) = FST(data 1 t))
^
(8p: p  s ) :(ready 2 (t+ p))) )
:(ready 1 (t+ s+ 1)) ^
:(data valid 2 (t+ s)) ^
:(data valid 3 (t+ s)) ^
(data 2 (t+ s) = FST(data 1 t)) ^
(data 3 (t+ s) = FST(data 1 t))
^
(ready 1 t ^ data valid 1 t ^ SND(data 1 t)) )
8s: (8p: p  s ) :(reset (t+ p)))) )
(ready 3 (t+ s) ^ (8p: p < s ) :(ready 3 (t+ p)))) )
ready 1 (t+ s+ 1) ^
:(data valid 2 (t+ s)) ^
data valid 3 (t+ s) ^
(data 2 (t+ s) = FST(data 1 t)) ^
(data 3 (t+ s) = FST(data 1 t))
^
(8p: p  s ) :(ready 3 (t+ p))) )
:(ready 1 (t+ s+ 1)) ^
:(data valid 2 (t+ s)) ^
:(data valid 3 (t+ s)) ^
(data 2 (t+ s) = FST(data 1 t)) ^









































Abbildung 6.10: Formale Denition von K IFC FORK
Der fur den Prozess Fork charakteristische Teil der Spezikation, der die Weiter-
gabe von Marken beschreibt, beginnt mit Zeile 10. In dem Teil von Zeile 10 bis Zeile
24 wird beschrieben, wie eine Marke eingelesen wird, deren zweite Komponente den
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Wert F hat. In den Zeilen 26 bis 40 folgt die Beschreibung fur eine Marke mit T als
zweiter Komponente. Es gibt auch hier wieder eine Reihe von moglichen Ablaufen
bei der Markenubertragung:
1. Nachdem die Marke (x; F) bzw. (x;T) eingelesen wurde, ist der erste bzw.
zweite Nachfolger nach einer gewissen Zeit aufnahmebereit und der erste Teil
x der Marke wird uber den entsprechenden Kanal ausgegeben. Die Aufnah-
mebereitschaft des zweiten bzw. ersten Nachfolgers spielt dabei keine Rolle.
2. Nachdem die Marke (x; F) bzw. (x;T) eingelesen wurde, ist der erste bzw.
zweite Nachfolger zu keinem Zeitpunkt aufnahmebereit, und es wird keine
Marke ausgegeben.
3. Nachdem die Marke (x; F) bzw. (x;T) eingelesen wurde, wird ein Reset aus-
gelost, bevor die Marke x weitergegeben werden kann.
6.3.5 Der K-Prozess Choose
Ebenso wie bei Fork sind bei dem K-Prozess Choose nicht immer alle Kanale bei
der Ubertragung einer Marke beteiligt. Auerdem existiert auch hier eine gewisse
Einschrankung, was den Datentyp der Marken anbelangt. Choose hat drei Eingangs-
kanale (Kanal 1, Kanal 2, Kanal 3) und einen Ausgangskanal (Kanal 4). Wahrend
uber Kanal 1, Kanal 2 und Kanal 4 Marken eines beliebigen, aber festen Datentyps
 ubertragen werden, kann Kanal 3 nur boolesche Marken aufnehmen. Eine weitere
Besonderheit des Prozesses Choose stellt die Tatsache dar, dass im aufnahmebereiten
Zustand des Prozesses nicht alle Eingangskanale gleichzeitig aufnahmebereit sind.
Wahrend Kanal 3 in diesem Fall immer Marken aufnehmen kann, gilt dies immer
nur fur Kanal 1 oder Kanal 2, aber nicht fur beide gleichzeitig. Tabelle 6.1 zeigt in
einer knappen Ubersicht das Verhalten des Prozesses Choose.
Die exakte Denition des Prozesses Choose ndet sich in Abbildung 6.11. Die
Konstante K IFC CHOOSE beschreibt eine Relation zwischen den Teilsignalen der
Eingangskanale und denen des Ausgangskanals sowie dem reset-Signal. Im Folgen-
den soll diese Beschreibung naher erlautert werden:
Wie bereits erwahnt, ist im aufnahmebereiten Zustand des Prozesses entweder
Kanal 1 oder Kanal 2 bereit, eine Marke aufzunehmen. Zu Beginn (Zeitpunkt 0) ist
immer Kanal 1 aufnahmebereit, wie es in Zeile 4 beschrieben ist. Bei Auslosen eines
Resets gelangt der Prozess wieder in diesen Initialzustand, d.h. Kanal 1 und Kanal 3
sind aufnahmebereit, Kanal 2 ist es nicht (Zeilen 6,7). Ist Kanal 1 aufnahmebereit
und kommt keine Marke uber diesen Kanal in den Prozess und kommt entweder
keine Marke oder eine Marke vom Wert T uber Kanal 3 (Zeilen 8,9), dann bleibt
Kanal 1 aufnahmebereit, es wird keine Marke uber Kanal 4 ausgegeben und data 4
halt seinen letzten Wert (Zeilen 12, 13). Dies entspricht der Darstellung in den
Reihen 5 und 6 in Tabelle 6.1. Dasselbe Ergebnis erhalt man, wenn Kanal 2 zwar
aufnahmebereit ist, aber keine Marke aufnimmt und die Marke F uber Kanal 3
eingelesen wird (Zeilen 10,11, bzw. Reihe 10).
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` K IFC CHOOSE =  (reset; (data 1; data valid 1; ready 1); (data 2; data valid 2; ready 2);
(data 3; data valid 3; ready 3);
(data 4; data valid 4; ready 4)):
ready 1 0 ^ :(ready 2 0) ^ ready 3 0 ^
8t:
reset t )
(ready 1 (t+ 1) ^ :(ready 2 (t + 1)) ^ ready 3 (t+ 1) ^ :(data valid 4 t)) ^
((ready 1 t ^ :(ready 2 t) ^ ready 3 t ^ :(data valid 1 t) ^
(:(data valid 3 t) _ data 3 t)) _
(:(ready 1 t) ^ ready 2 t ^ ready 3 t ^ :(data valid 2 t) ^
data valid 3 t ^ :(data 3 t))) )
(ready 1 (t+ 1) ^ :(ready 2 (t + 1)) ^ ready 3 (t+ 1) ^ :(data valid 4 t) ^
(data 4 t = data 4 (t   1))) ^
((ready 1 t ^ :(ready 2 t) ^ ready 3 t ^ :(data valid 1 t) ^
data valid 3 t ^ :(data 3 t) ^ :(reset t)) _
(:(ready 1 t) ^ ready 2 t ^ ready 3 t ^ :(data valid 2 t) ^
(:(data valid 3 t) _ data 3 t) ^ :(reset t))) )
(:(ready 1 (t + 1)) ^ ready 2 (t+ 1) ^ ready 3 (t+ 1) ^ :(data valid 4 t) ^
(data 4 t = data 4 (t   1))) ^
(ready 1 t ^ :(ready 2 t) ^ ready 3 t ^ data valid 1 t ^
(:(data valid 3 t) _ :(data 3 t))) )
8s: (8p: p  s ) :(reset (t + p)))) )
(ready 4 (t + s) ^ (8p: p < s ) :(ready 4 (t + p)))) )
:(ready 1 (t+ s+ 1)) ^ ready 2 (t+ s+ 1) ^ ready 3 (t + s+ 1) ^
data valid 4 (t + s) ^ (data 4 (t+ s) = data 1 t)
^
(8p: p  s ) :(ready 4 (t+ p))) )
:(ready 1 (t+ s+ 1)) ^ :(ready 2 (t + s+ 1)) ^ :(ready 3 (t+ s+ 1)) ^
:(data valid 4 (t + s)) ^ (data 4 (t + s) = data 1 t)
^
(:(ready 1 t) ^ ready 2 t ^ ready 3 t ^ data valid 2 t ^
(:(data valid 3 t) _ data 3 t)) )
8s: (8p: p  s ) :(reset (t + p)))) )
(ready 4 (t + s) ^ (8p: p < s ) :(ready 4 (t + p)))) )
:(ready 1 (t+ s+ 1)) ^ ready 2 (t+ s+ 1) ^ ready 3 (t + s+ 1) ^
data valid 4 (t + s) ^ (data 4 (t+ s) = data 2 t)
^
(8p: p  s ) :(ready 4 (t+ p))) )
:(ready 1 (t+ s+ 1)) ^ :(ready 2 (t + s+ 1)) ^ :(ready 3 (t+ s+ 1)) ^
:(data valid 4 (t + s)) ^ (data 4 (t + s) = data 2 t)
^
(ready 1 t ^ :(ready 2 t) ^ ready 3 t ^ data valid 1 t ^
data valid 3 t ^ data 3 t) )
8s: (8p: p  s ) :(reset (t + p)))) )
(ready 4 (t + s) ^ (8p: p < s ) :(ready 4 (t + p)))) )
ready 1 (t + s+ 1) ^ :(ready 2 (t + s+ 1)) ^ ready 3 (t + s+ 1) ^
data valid 4 (t + s) ^ (data 4 (t+ s) = data 1 t)
^
(8p: p  s ) :(ready 4 (t+ p))) )
:(ready 1 (t+ s+ 1)) ^ :(ready 2 (t + s+ 1)) ^ :(ready 3 (t+ s+ 1)) ^
:(data valid 4 (t + s)) ^ (data 4 (t + s) = data 1 t)
^
(:(ready 1 t) ^ ready 2 t ^ ready 3 t ^ data valid 2 t ^
data valid 3 t ^ :(data 3 t)) )
8s: (8p: p  s ) :(reset (t + p)))) )
(ready 4 (t + s) ^ (8p: p < s ) :(ready 4 (t + p)))) )
ready 1 (t + s+ 1) ^ :(ready 2 (t + s+ 1)) ^ ready 3 (t + s+ 1) ^
data valid 4 (t + s) ^ (data 4 (t+ s) = data 2 t)
^
(8p: p  s ) :(ready 4 (t+ p))) )
:(ready 1 (t+ s+ 1)) ^ :(ready 2 (t + s+ 1)) ^ :(ready 3 (t+ s+ 1)) ^































































Abbildung 6.11: Formale Denition von K IFC CHOOSE
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Zustand Marken- Marken- Neuer Zustand
eingabe ausgabe
Kanal 1, Kanal 1: x Kanal 4: x Kanal 2, Kanal 3 bereit
Kanal 3 Kanal 1: x, Kanal 3: F Kanal 4: x Kanal 2, Kanal 3 bereit
bereit Kanal 1: x, Kanal 3: T Kanal 4: x Kanal 1, Kanal 3 bereit
Kanal 3: F { Kanal 2, Kanal 3 bereit
Kanal 3: T { Kanal 1, Kanal 3 bereit
{ { Kanal 1, Kanal 3 bereit
Kanal 2, Kanal 2: x Kanal 4: x Kanal 2, Kanal 3 bereit
Kanal 3 Kanal 2: x, Kanal 3: F Kanal 4: x Kanal 1, Kanal 3 bereit
bereit Kanal 2: x, Kanal 3: T Kanal 4: x Kanal 2, Kanal 3 bereit
Kanal 3: F { Kanal 1, Kanal 3 bereit
Kanal 3: T { Kanal 2, Kanal 3 bereit
{ { Kanal 2, Kanal 3 bereit
Tabelle 6.1: Kurze Erlauterung des Verhaltens von Choose
Ist Kanal 1 aufnahmebereit, liest aber keine Marke ein, und wird uber Kanal 3
die Marke F eingelesen und wird kein Reset ausgelost (Zeilen 14,15), dann wird
Kanal 2 aufnahmebereit, es wird keine Marke uber Kanal 4 ausgegeben, und data 4
halt seinen letzten Wert (Zeilen 18, 19, bzw. Reihe 4). Dasselbe Ergebnis erhalt man,
wenn Kanal 2 zwar aufnahmebereit ist, aber keine Marke aufnimmt, und entweder
keine Marke oder T uber Kanal 3 eingelesen wird sowie kein Reset ausgelost wird
(Zeilen 16,17, bzw. Reihen 11,12).
Bis jetzt wurde jeweils uber Kanal 1 bzw. Kanal 2 keine Marke eingelesen. Wird
dagegen uber Kanal 1 eine Marke eingelesen und wird uber Kanal 3 keine Marke
oder F eingelesen (Zeilen 20,21) geschieht folgendes: Solange der Nachfolger nicht
aufnahmebereit ist, bleiben alle Eingangskanale nicht aufnahmebereit; es wird keine
Marke uber Kanal 4 ausgegeben und das Signal data 4 halt die uber Kanal 1 einge-
lesene Marke (Zeilen 27-29). Gibt es einen Zeitpunkt (t+ s), an dem der Nachfolger
aufnahmebereit wird, wird die Marke uber Kanal 4 ausgegeben, und einen Takt
spater sind Kanal 2 und Kanal 3 wieder aufnahmebereit. Dies funktioniert aber
nur unter der Bedingung, dass bis zum Zeitpunkt (t + s) kein Reset ausgelost wird
(Zeile 22). Dieses Verhalten entspricht den Reihen 1 und 2 in Tabelle 6.1. In den
Zeilen 31-40, 42-51 bzw. 53-62 stehen die Teile beschrieben, die den Reihen 7 und
9, 3 bzw. 8 entsprechen.
6.3.6 Der K-Prozess Counter
Alle bisher vorgestellten K-Prozesse sind so aufgebaut, dass eine Konstante mit ei-
ner S-Schnittstelle parametrisiert wird. Laut der BNF fur S-Strukturen (6.1) auf
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Seite 83 konnen der Konstanten aber zusatzlich auch ein oder mehrere Variablen
als Parameter ubergeben werden. Der K-Prozess Counter ist der einzige elementare
K-Prozess, bei dem dies der Fall ist. Ihm wird zusatzlich eine Variable n vom Typ
num ubergeben. Counter verfugt uber einen Ein- und einen Ausgangskanal. Die
Marke x, die uber Kanal 1 eingelesen wird, wird intern umgewandelt in eine Marke
(x; i), wobei i  n gilt. Die nachste Marke y, die zu einem spateren Zeitpunkt
eingelesen wird, wird versehen mit i+ 1, bzw. mit 0, falls i = n. Der Prozess merkt
sich demnach bis zum Eintreen einer neuen Marke, mit welchem Wert die vorherige
Marke versehen wurde. Uber ein solches Gedachtnis verfugen DFG-Prozesse nicht.
Aus diesem Grund kann Counter nicht durch einen DFG-Prozess realisiert werden,
was man zunachst vermuten konnte. Die formale Denition ist dargestellt in Abbil-
dung 6.12. Die Konstante K IFC COUNTER beschreibt eine Relation zwischen der
` K IFC COUNTER = n: (reset; (data 1; data valid 1; ready 1);
(data 2; data valid 2; ready 2)):
ready 1 0 ^
(:(data valid 1 0) ) (SND(data 2 t) = n)) ^
8t:
reset t )
(ready 1 (t+ 1) ^ :(data valid 2 t) ^ (SND(data 2 0) = n)) ^
(ready 1 t ^ :(data valid 1 t)) )
(ready 1 (t+ 1) ^ :(data valid 2 t) ^ (data 2 t = data 2 (t  1))) ^
(ready 1 t ^ data valid 1 t )
8s: (8p: p  s ) :(reset (t+ p)))) )
(ready 2 (t+ s) ^ (8p: p < s ) :(ready 2 (t+ p)))) )
ready 1 (t+ s+ 1) ^
data valid 2 (t+ s) ^
(data 2 (t+ s) =
let z = SND(data 2 (t  1)) in
(data 1 t;MUX(t = 0 _ z = n; 0; z + 1))) ^
(8p: p  s ) :(ready 2 (t+ p))) )
:(ready 1 (t+ s+ 1)) ^
:(data valid 2 (t+ s)) ^
(data 2 (t+ s) =
let z = SND(data 2 (t  1)) in
























Abbildung 6.12: Formale Denition von K IFC COUNTER
Variablen n, den Teilsignalen des Eingangskanals und denen des Ausgangskanals
sowie dem reset-Signal. Zu Beginn ist der Prozess aufnahmebereit (Zeile 3), und am
Ausgangssignal data 2 ist der Wert der zweiten Komponente gerade n, wenn nicht
sofort eine Marke ubergeben wird (Zeile 4). Wird ein Reset ausgelost, bekommt
der zweite Teil von data 2 n zugewiesen und der Prozess geht auf jeden Fall in den
aufnahmebereiten Zustand uber (Zeilen 6,7). Wird im aufnahmebereiten Zustand
keine Marke eingelesen, bleibt der Prozess aufnahmebereit und data 2 halt seinen
letzten Wert (Zeilen 8,9). Wird eine Marke eingelesen (Zeile 10), wird der Eingangs-
kanal gesperrt, solange der Nachfolger nicht aufnahmebereit ist, und es wird keine
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Marke ausgegeben. Auerdem wird die eingelesene Marke mit einem bestimmten
Wert versehen: Ist der Zeitpunkt der Markeneingabe gerade 0 oder ist der Wert
z der zweiten Komponente von data 2 gerade n, wird die Marke mit dem Wert 0
versehen, anderenfalls mit dem Wert z + 1 (Zeilen 18-23). Wird der Nachfolger zu
einem gewissen Zeitpunkt (t + s) aufnahmebereit, wird die veranderte Marke aus-
gegeben und Kanal 1 wird wieder bereit zur Aufnahme von Marken (Zeilen 12-17).
Die Marke kann aber wieder nur dann ausgegeben werden, wenn bis zum Zeitpunkt
(t+ s) kein Reset ausgelost wird (Zeile 11).
6.3.7 Der K-Prozess Sink
Der Prozess Sink stellt einen ganz speziellen K-Prozess dar, der nur uber einen
Eingangskanal verfugt. Sinn und Zweck von Sink ist es, eine Senke fur Marken zu
realisieren. Da eine Marke nur dann aus einem Prozess uber einen Kanal ausgegeben
werden kann, wenn das ready-Signal des betreenden Kanals den Wert T hat, kann
ein solcher Kanal, uber den eine Marke ausgegeben werden soll, die nicht mehr
gebraucht wird, nicht einfach im Leerlauf gelassen werden. Der Prozess Sink stellt
sicher, dass zu jedem Zeitpunkt das Signal ready in diesem Kanal den Wert T hat
(siehe die Denition in Abbildung 6.13). Eine Marke kann somit uber einen Kanal,
der den Ausgang eines beliebigen Prozesses mit Sink verbindet, den entsprechenden
Prozess verlassen und in Sink eingelesen werden, wo sie anschlieend verschwindet.




Abbildung 6.13: Formale Denition von K IFC SINK
6.4 Eine Beispielstruktur
Alle Arten von elementaren Prozessen, die auf der Systemebene Verwendung nden,
wurden in den vorigen Abschnitten eingefuhrt. Um zu demonstrieren, wie mit Hilfe
dieser Prozesse Systeme beschrieben werden konnen, ist in Abbildung 6.14(b) eine
S-Struktur angegeben, die neben einigen K-Prozessen auch DFG-Prozesse enthalt.
Diese S-Struktur entspricht der in Abbildung 6.14(a) schematisch gezeigten Pro-
zessstruktur. Das Verhalten der S-Struktur entspricht dem eines P-Prozesses, der
eine while-Schleife realisiert, wie er in Abbildung 6.14(c) gezeigt ist. Damit soll aber
nicht der Eindruck erweckt werden, S-Strukturen lieen sich prinzipiell durch einen
P-Prozess ausdrucken.
Es soll nun veranschaulicht werden, dass die S-Struktur tatsachlich gerade eine
while-Schleife realisiert. Wird uber den Kanal kin eine Marke x ubertragen, wird
sie zunachst umgewandelt in ein Paar bestehend aus x und dem Wert yi, der den
Initialwert des Ausgangs darstellt. Die Umwandlung der Marke geschieht in einem

































9k1 k2 k3 k4 k5 k6 k7 k8 k9:
DFG IFC SYSTEM (x:(x; yi); n)
(reset; kin; k1) ^
K IFC CHOOSE (reset; k1; k7; k9; k2) ^
DFG IFC SYSTEM (x:((x; f x); c x); n)
(reset; k2; k3) ^
K IFC FORK (reset; k3; k4; k5) ^
DFG IFC SYSTEM ((x; y):(x;F); n)
(reset; k4; k6) ^
DFG IFC SYSTEM ((x; y):y; n)
(reset; k5; k7) ^
K IFC SPLIT (reset; k6; k8; k9) ^









Abbildung 6.14: S-Struktur einer while-Schleife
ersten DFG-Prozess. Die neue Marke wird uber k1 an den Prozess Choose weiter-
gegeben. Zu Beginn sind der erste und dritte Eingang von Choose aufnahmebereit
(siehe Abschnitt 6.3.5). Da nur uber den ersten Eingangskanal eine Marke eingege-
ben wird, wird nach Reihe 1 in Tabelle 6.1 die Marke uber den Ausgangskanal k2
ausgegeben und die Aufnahmebereitschaft der Eingangskanale wechselt. k1 ist ab
sofort gesperrt, wahrend k7 aufnahmebereit wird. k9 bleibt aufnahmebereit. Aus
diesem Grunde kann keine neue Marke von auen in den Zyklus eintreten.
Die Marke, die uber k2 ausgegeben wurde, wird nun in einen DFG-Prozess wei-
tergegeben, in dem sowohl die Schleifenbedingung als auch der Schleifenrumpf be-
rechnet wird. Hat der Rumpf der while-Schleife nicht die Form (PARTIALIZE f),
sondern ist er ein beliebiger P-Term, wird die Struktur etwas komplexer. Neben den
Werten (c x) und (f x) wird auch noch der alte Wert x ausgegeben, der benotigt
wird, wenn die Schleifenbedingung nicht erfullt ist. Hat die Schleifenbedingung den
Wert T ergeben, wird der erste Teil der Marke in k3 mittels des Fork-Prozesses uber
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den Kanal k5 weitergegeben. Dort lauft die neue Marke in einen weiteren DFG-
Prozess, der nur den zweiten Teil der Marke weitergibt. Der erste Teil, der dem
alten Wert vor dem Schleifenrumpf entspricht, fallt weg. Da der Kanal k7 auf-
nahmebereit ist, kann die Marke in den Prozess Choose eingelesen werden und die
Schleife wird nochmals ausgefuhrt. Hat dagegen die Schleifenbedingung den Wert F
ergeben, lauft der erste Teil der Marke ((x; f x); c x) uber k4 in einen DFG-Prozess,
der das Paar (x; f x) umwandelt in (x; F). Da die Schleifenbedingung nicht erfullt
ist, muss auf den alten Wert zuruckgegrien werden, und der Wert (f x) wird nicht
benotigt. Die Marke (x; F) lauft daraufhin in einen Split-Prozess. Der erste Teil x
wird dabei uber k8 ausgegeben und lauft in einen DFG-Prozess. In diesem DFG-
Prozess wird der zweite Teil, der dem Ausgang entspricht, herausgeltert. Der erste
Teil, der dem Eingang entspricht, wird weggelassen. Die beiden DFG-Prozesse zu
Beginn und am Ende der S-Struktur realisieren die Kontrollstruktur PROGRAM des
aquivalenten P-Prozesses, die in (5.19) auf Seite 63 deniert wurde. Der zweite Teil
F der Marke in k6 wird uber k9 ausgegeben. Wird aber der Wert F uber den dritten
Eingangskanal in den Prozess Choose eingelesen, wechselt nach Reihe 10 in Tabel-
le 6.1 die Aufnahmebereitschaft der Eingangskanale. Ab sofort sperrt der zweite
Eingangskanal, wahrend der erste und der dritte aufnahmebereit sind. Es kann da-
mit uber k1 eine neue Marke in den Zyklus aufgenommen werden, und eine neue
Berechnung kann beginnen.
Es ist anzumerken, dass Choose der einzige Prozess ist, der einen Zyklus sinn-
voll schlieen kann. Da in Gropius nur reaktive Systeme beschrieben werden, be-
ndet sich zu Beginn keine Marke in dem Zyklus. Damit unterscheiden sich S-
Strukturen prinzipiell von Petri-Netzen. Choose ist der einzige Prozess, der eine
Marke ubertragen kann, wenn nur ein Eingangskanal eine Marke einliest. Bei den
Prozessen Join und Synchronize, die uber zwei Eingangskanale verfugen, ist dies nicht
der Fall. Wurden diese Prozesse einen Zyklus schlieen, konnte keine Marke in den
Zyklus aufgenommen werden. Dies ist darin begrundet, dass sich zu Beginn kei-
ne Marke im Zyklus bendet und diese Prozesse nur feuern konnen, wenn sowohl
eine Marke uber den Kanal ubertragen wird, der ausserhalb des Zyklus' liegt, als
auch eine Marke uber den zyklusinternen Kanal ubertragen wird. Das kann aber
nie der Fall sein. Rein syntaktisch ist es zwar moglich, einen Zyklus mit Join oder
Synchronize zu beschreiben, es kame aber aus diesem Grunde zu einer Verklemmung.
6.5 Funktionale Semantik von S-Strukturen
So wie bei Einprozessbeschreibungen auf der algorithmischen Ebene eine klare Tren-
nung zwischen funktionaler Beschreibung und zeitlicher Einordnung vorgenommen
wird, existiert bis jetzt eine solche Trennung auf der Systemebene nur fur die einzel-
nen Prozesse. P- bzw. DFG-Prozesse setzen sich aus P- bzw. DFG-Termen und je
einem speziellen Schnittstellenverhaltensmuster zusammen. K-Prozesse existieren
im Wesentlichen nur aus einer zeitlichen Beschreibung, das funktionale Verhalten
ist bei ihnen trivial. Im Gegensatz zur Trennung bei den einzelnen Prozessen exi-
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stiert eine solche Trennung aber nicht fur eine S-Struktur aus mehreren Prozessen.
S-Strukturen realisieren nur eine gemischt funktional/zeitliche Beschreibung. Durch
diese Beschreibung wird einer Struktur mehrerer Prozesse ein ganz konkreter Mar-
kenuss zugewiesen. Jeder Prozess auf einem Pfad kann dabei theoretisch eine
Marke aufnehmen. Auf einem Pfad mit n S-Prozessen konnen also je nach Eingabe
des Gesamtsystems zu einem Zeitpunkt n Marken im Umlauf sein. Eine mogliche
Analogie zu dieser Situation stellt eine n-stuge Pipeline eines Prozessors dar. Auch
hier konnen n Vorgange gleichzeitig ausgefuhrt werden.
Eine genaue Festlegung des Markenusses ist aber oft gar nicht wunschenswert.
Bei der anfanglichen Beschreibung von Systemen steht oft vor allem die Funktio-
nalitat im Vordergrund. Es werden einige Prozesse beschrieben und zusammenge-
setzt, die eine gewisse Gesamtfunktion des Systems realisieren sollen. Das genaue
zeitliche Verhalten des Markenusses spielt dabei oft noch keine Rolle. Von die-
ser anfanglichen Prozessbeschreibung ausgehend konnen dann weitere Prozesse ein-
gefuhrt werden, oder einzelne Prozesse konnen partitioniert werden, ohne die Funk-
tionalitat zu verandern (siehe auch Abschnitt 8.3). Auf der Basis der S-Strukturen
wurde sich durch diese Manahme aber das zeitliche Verhalten vollig verandern.
Um bei der obigen Analogie zu bleiben, wurde dabei eine n-stuge Pipeline in eine
m-stuge Pipeline umgewandelt. Eine Aquivalenz zwischen der initialen und der
umgewandelten Systembeschreibung auf der Ebene einer genauen zeitlichen Einord-
nung des Markenusses lasst sich damit nicht nachweisen.
Es ist also wunschenswert, nicht nur gemischt funktional/zeitliche Beschreibun-
gen von Systemen zur Verfugung zu haben, sondern auch Beschreibungen, die nur
die funktionale Seite des Systems ausdrucken. Nur mit Hilfe einer solchen Beschrei-
bung lasst sich der Ubergang von einer Systembeschreibung zu einer anderen in einer
formalen Weise darstellen.
Zur Beschreibung des rein funktionalen Aspektes werden die funktionale Se-
mantik und die Relationen der funktionalen Aquivalenz sowie der funktionalen Im-
plikation der S-Strukturen deniert. Diese Aquivalenz bzw. Implikation soll so ein-
gefuhrt werden, dass aus der Verhaltensaquivalenz bzw. logischen Implikation zweier
S-Strukturen deren funktionale Aquivalenz bzw. Implikation folgt. Die funktiona-
le Semantik einer S-Struktur ist eine boolesche Funktion, die als Parameter solche
Signale enthalt, welche den Datentyp ()partial haben. Hintergrund sind dafur die
P-Terme, die unter Umstanden nicht terminieren konnen und deren Wertebereich
sich uber ()partial erstreckt. Der Wert Undened wird dabei so interpretiert, als
liege am Eingang des betrachteten S-Prozesses kein gultiges Signal an, d.h. es wird
keine Marke in den Prozess eingelesen. Der Wert (Dened x) dagegen sagt aus, dass
am Eingang eine Marke mit dem Wert x anliegt.
Zur Denition der funktionalen Semantik werden neue Hilfskonstrukte ein-
gefuhrt, die die in (5.7) auf Seite 58 denierte Funktion PRIMREC partial benutzen:
` APPLY1 A x = PRIMREC partial x A Undened
` APPLY2 A x = PRIMREC partial x A (Undened;Undened) (6.2)
6.5 Funktionale Semantik von S-Strukturen 107
Ist der Wert des Eingangs x Undened, liefert die Funktion (APPLY1 A) eben-
so den Wert Undened zuruck. Im Falle eines Eingangswertes (Dened r) ist das
Ergebnis (A r). Die Funktion APPLY2 dient zur Beschreibung von Prozessen mit
zwei Ausgangen. Wahrend die Funktion APPLY1 den Ausgangsdatentyp ()partial
hat, liefert APPLY2 Werte des Typs (()partial; ()partial) zuruck. Mit Hilfe die-
ser Funktionen kann nun fur jeden der auf der Systemebene betrachteten Prozesse
P eine relationale Beschreibung des funktionalen Zusammenhangs als funktionale
Semantik k P k eingefuhrt werden:
k P IFC SYSTEM A k (x; y)  (y = APPLY1 A x)
k DFG IFC SYSTEM f k (x; y)  (y = APPLY1 (r:Dened(f r)) x)
k K IFC DOUBLE k (x; y1; y2) 
(y1; y2) = APPLY2 (r:(Dened r;Dened r) x
k K IFC JOIN k (x1; x2; y) 
y = APPLY1 (r:APPLY1 (s:Dened(r; s)) x2) x1
k K IFC SPLIT k (x; y1; y2) 
(y1; y2) = APPLY2 ((r; s):(Dened r;Dened s) x
k K IFC SYNCHRONIZE k (x1; x2; y1; y2) 
(y1; y2) = APPLY2 (r:APPLY2 (s:(Dened r;Dened s)) x2) x1
k K IFC FORK k (x; y1; y2) 
(y1; y2) = APPLY2 ((r; s):MUX(s; (Undened;Dened r);
(Dened r;Undened))) x
k K IFC CHOOSE k (x1; x2; x3; y) 
9r: (y = MUX(r;APPLY1 Dened x1;APPLY1 Dened x2))
k K IFC COUNTER n k (x; y) 
9m: m  n ^ (y = APPLY1 (r: Dened(r;MUX(m < n;m+ 1; 0))) x)
k K IFC SINK k x  T
Die funktionale Semantik eines P-Prozesses mit zugrunde liegendem P-Term
A besteht gerade in der Auswertung der Funktion A. Liegt allerdings der Wert
Undened und somit keine Marke am Eingang an, ist der Wert am Ausgang eben-
falls Undened, es wird also auch keine Marke ausgegeben. Ahnlich verhalt es sich
mit der funktionalen Semantik eines DFG-Prozesses. Der zugrunde liegende DFG-
Term f wird ausgewertet, wobei das Ergebnis zusatzlich in den Wertebereich des
Typs ()partial uberfuhrt wird. Die funktionale Semantik der K-Prozesse Double,
Join, Split, Synchronize und Fork besteht im Wesentlichen aus einer Abfrage, ob
am Eingang eine Marke anliegt. Falls ja, wird diese Marke gema der Denition
des K-Prozesses an den Ausgang weitergegeben. Falls nein, ist der Wert an allen
Ausgangen Undened, um anzuzeigen, dass keine Marke ausgegeben wird.
Die Angabe einer funktionalen Semantik fur die K-Prozesse Choose und Counter
gestaltet sich schwieriger, da ihr funktionales Verhalten von der Vorgeschichte
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abhangt. Die Ubergangsfunktion ist in beiden Fallen abhangig vom Wert einer
Variablen, die den inneren Zustand des Prozesses reprasentiert. Dieser Wert ist
aber nicht bekannt; es ist lediglich garantiert, dass ein solcher Wert existiert. Beim
Prozess Choose reprasentiert die Variable r den Zustand, ob der erste oder zweite
Eingangskanal aufnahmebereit ist. Hat r den Wert T, kann uber den ersten Kanal
eine Marke eingelesen werden. Im anderen Falle ist nach der Denition von Choose
der zweite Kanal aufnahmebereit (Multiplexerfunktion). Der dritte Eingang hat auf
die Ubergangsfunktion keinen Einuss, sondern lediglich auf den zukunftigen Wert
des inneren Zustands. Die Ubergangsfunktion des Prozesses Counter ist abhangig
von einer Variablen m, die angibt, mit welchem Wert die vorherige Marke versehen
wurde. Der Wert dieser Variablen bewegt sich zwischen 0 und n, der genaue Wert
ist aber unbekannt. Je nachdem welchen Wert m bei der Aufnahme einer Marke x
hat, wird diese Marke in (x;m+ 1) oder in (x; 0) umgewandelt.
Einen Sonderfall stellt der Prozess Sink dar. Da dieser Prozess uber keinen Aus-
gang verfugt, kann keine funktionale Ein-/Ausgangsbeziehung aufgestellt werden.
Die funktionale Semantik wird einfach durch die Konstante T beschrieben, da die-
ser Prozess immer eine Marke aufnehmen kann. In einer relationalen Beschreibung
einer S-Struktur auf Basis der funktionalen Semantik kann dieser Prozess einfach
durch boolesche Umformung eliminiert werden, da die S-Prozesse in einer Konjunk-
tion aufgelistet werden (siehe unten).
Die funktionale Semantik eines Prozesses Sname(a) einer denierten S-Struktur
Sname mit der Denition Sname(x) = SStrukt wird ahnlich der Verhaltensseman-
tik mittels
k Sname(a) k  (x: k SStrukt k) a
eingefuhrt. Die funktionale Semantik einer S-Struktur S = 9 b: S1 ^ : : : ^ Sn wird
festgelegt durch




Man nennt zwei S-Strukturen S1 und S2 funktional aquivalent , wenn sie die gleiche
funktionale Semantik haben:
S1  S2  ( k S1 k = k S2 k)
Die funktionale Implikation S1 =) S2 bedeutet einfach die ubliche logische Impli-
kation fur die funktionalen Semantiken der entsprechenden S-Strukturen:
S1 =) S2  ( k S1 k ) k S2 k )
Die funktionale Aquivalenz (funktionale Implikation) der S-Strukturen ist kor-
rekt in dem Sinne, dass aus der Verhaltensaquivalenz (logischen Implikation) zweier
S-Strukturen deren funktionale Aquivalenz (funktionale Implikation) folgt:
(S1 = S2)) (S1  S2) bzw. (S1 ) S2)) (S1 =) S2)
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6.6 Realisierung anderer
Kommunikationsschemata
Das in Abschnitt 6.2 vorgestellte Kommunikationsschema sieht vor, dass algorith-
misch beschriebene Prozesse wie DFG- und P-Prozesse immer nur ein Datenpaket
geliefert bekommen, darauf ihre Funktion anwenden und anschlieend ein Daten-
paket als Resultat an den Nachfolger weitergeben. Dieses Kommunikationsschema
ist sehr restriktiv, da es z.B. nicht erlaubt, mehrere Datenpakete hintereinander
einzulesen oder auszugeben.
Die in Abschnitt 6.3 vorgestellten K-Prozesse konnen aber verwendet werden,
um genau dieses Problem zu losen. Sie konnen zu komplexeren Gebilden zusam-
mengefasst werden, um das Schnittstellenverhalten fur die algorithmischen Prozesse
zu verandern. Auf diese Weise konnen andere Kommunikationsschemata gewonnen
werden.
Abbildung 6.15 zeigt dafur zwei Beispiele. In Abbildung 6.15(a) werden durch
die gezeigte Struktur drei Marken, die nacheinander eingelesen werden, zu einer ein-
zigen Marke zusammengefasst. Dieses kombinierte Datenpaket kann anschlieend
einem DFG- oder P-Prozess zugefuhrt werden, sodass er seine Funktion auf allen
drei Marken gleichzeitig evaluieren kann. Abbildung 6.15(b) zeigt den umgekehrten
Vorgang. Hier werden die Teile einer kombinierten Marke nacheinander ausgele-
sen. Die Strukturen in Abbildung 6.15 sind fur jeweils drei Marken ausgelegt. Die
Vorgange lassen sich aber fur beliebig viele Marken verallgemeinern. Fur n Mar-
ken mussten dazu jeweils die grau unterlegten Teilstrukturen (n   3)-mal an den
unterbrochenen Stellen der Gesamtstruktur wiederholt werden. Werden die unter-
brochenen Stellen ohne Einfugen der Teilstrukturen geschlossen, erhalt man jeweils
gerade die erforderliche Struktur, um drei Marken umzuwandeln. Anmerkung zu
Abbildung 6.15(a): Aus Darstellungsgrunden war es notwendig, den DFG-Prozess g
einzufuhren. Es ist leicht zu erkennen, dass dieser Prozess nach Einfugen der fur n
Marken erforderlichen Teilstrukturen, bzw. nach Schlieen der unterbrochenen Ver-
bindung fur drei Marken, mit dem vorangehenden DFG-Prozess f zu einem einzigen
DFG-Prozess mit der Funktion (x; h):(x; (h  1) = 0) verschmolzen werden kann.
Es soll nur kurz die Wirkungsweise der in Abbildung 6.15(a) gezeigten Struk-
tur erlautert werden. Die Wirkungsweise der in Abbildung 6.15(b) dargestellten
Struktur lasst sich leicht anhand der in den vorigen Abschnitten erlauterten Wir-
kungsweisen der K-Prozesse nachvollziehen. Die erste Marke x0 wird durch Counter
mit dem Wert 0 versehen. Der anschlieende DFG-Prozess pruft, ob die zweite
Komponente der eingehenden Marke gleich 0 ist. Dies ist hier der Fall. Es wird
die Marke ((x0; 0);T) ausgegeben. Der erste Teil (x0; 0) dieser Marke wird uber
den oberen Ausgangskanal von Fork weitergegeben. Split trennt nun diese Marke
auf, wobei 0 in die Senke lauft und verschwindet und x0 uber den ersten Eingangs-
kanal in Join eingelesen wird. Der Prozess Join kann aber noch nicht feuern, da
am zweiten Eingangskanal noch keine Marke eingetroen ist. Die nachste Marke
x1 erhalt von Counter den Wert 1. Der DFG-Prozess wandelt diese Marke um in
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((x1; 1); F), weshalb Fork den ersten Teil uber den unteren Ausgang weitergibt. Die
Marke (x1; 1) lauft dann in einen weiteren DFG-Prozess. Wie bereits ausgefuhrt,
wird dieser DFG-Prozess f mit dem DFG-Prozess g vereinigt. Der resultierende
DFG-Prozess dekrementiert die zweite Komponente und pruft sie anschlieend auf
Gleichheit mit 0. Es entsteht die Marke (x1;T), deren erster Teil mittels Fork uber
den ersten Eingang von Join eingelesen wird. Auch dieser Join-Prozess kann noch
nicht feuern, da die zweite Eingangsmarke noch fehlt. Kommt nun die dritte Marke
x2, gelangt sie schlielich an den zweiten Eingang des Join-Prozesses, der schon die
Marke x1 aufgenommen hat. Nun kann dieser Prozess feuern und die Marke (x1; x2)
erreicht den zweiten Join-Baustein, der bereits x0 aufgenommen hat. Ist der nach-
folgende Prozess, der in Abbildung 6.15(a) nicht gezeigt ist, aufnahmebereit, kann
dieser Join-Prozess feuern und die Marke (x0; x1; x2) ausgeben.
6.7 Beschreibungen mit funktionalem und
zeitlichem Anteil
Wie bereits in Abschnitt 4.4 und zu Beginn von Kapitel 5 erwahnt, wird in Gropius
eine strikte Trennung zwischen funktionalen und zeitlichen Aspekten einer algorith-
mischen Schaltungsbeschreibung unterschieden. Dies hat zur Folge, dass gewisse
Beschreibungen, die uber beide Anteile verfugen sollen, auf der algorithmischen
Ebene nicht reprasentiert werden konnen, da dort nur Einprozessbeschreibungen
berucksichtigt werden (siehe Kapitel 5).
Es ist aber dennoch moglich, solche Beschreibungen in Gropius auszudrucken.
Dies geschieht dadurch, dass man die Beschreibung als Mehrprozessstruktur auf die
Systemebene ubertragt. Die ursprungliche Beschreibung muss dazu in rein funktio-
nale und rein zeitliche Anteile unterteilt werden. Die funktionalen Anteile konnen
dann durch DFG- oder P-Prozesse beschrieben werden, wahrend die zeitlichen An-
teile durch K-Prozesse ausgedruckt werden. Abbildung 6.16 zeigt ein Beispiel. Ab-
bildung 6.16(a) zeigt einen Teil einer VHDL-Beschreibung, die funktionale und zeit-
liche Aspekte miteinander kombiniert. Eine derartige Beschreibung ist in Gropius
auf der algorithmischen Ebene nicht moglich. Abbildung 6.16(b) zeigt eine einfache
S-Struktur auf der Systemebene, die das gewunschte Verhalten nachbildet. Sie reali-
siert die beiden funktionalen Anteile der VHDL-Beschreibung in zwei verschiedenen
DFG-Prozessen. Zunachst wird die Funktion f des ersten DFG-Prozesses auf die
Marke x angewandt. Man erhalt die Marke y. Der Synchronize-Prozess sorgt nun
dafur, dass der Markenuss solange verzogert wird, bis die Marke signal an seinem
ersten Eingang erscheint. Ist diese Marke bereits vor Eintreen von y da, wird der
Markenuss nicht verzogert. Sind beide Marken eingetroen, werden sie gleichzei-
tig weitergegeben, sobald der zweite DFG-Prozess aufnahmebereit ist. Die Marke
signal lauft dabei in eine Senke { vorausgesetzt sie wird nicht mehr benotigt. Die
Marke y durchlauft den zweiten DFG-Prozess und wird in die Marke z umgewandelt.
Eine zweite, etwas komplexere S-Struktur, die ebenfalls die VHDL-Beschreibung
nachbildet, ist in Abbildung 6.16(c) dargestellt. Hier werden die zwei Funktionen
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(b) Erzeugen seriell abgegebener Marken
Abbildung 6.15: Verandern des Markenusses (Beispiele mit drei Marken)
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VHDL:
y := f x;
wait until (signal = 010);






























(c) S-Struktur mit einem DFG-Prozess
Abbildung 6.16: Beispiel einer Beschreibung mit funktionalem und zeitlichem Anteil
f und g in einem einzigen DFG-Prozess ausgefuhrt. Die Kombination der drei K-
Prozesse Choose, Counter und Fork wirkt dabei wie eine for-Schleife. Zu Beginn ist
der erste Eingangskanal von Choose aufnahmebereit, sodass die Marke x weiterge-
geben werden kann. Als Folge wird der erste Kanal gesperrt und der zweite ist
aufnahmebereit. Die Marke x durchlauft dann den Prozess Counter, der sie mit dem
Wert 0 versieht. In dem DFG-Prozess wird nun gepruft, ob der zweite Anteil der
einkommenden Marke gleich 1 ist. Ist dies der Fall, wird die Funktion g auf den
ersten Anteil der Marke angewandt, im anderen Fall die Funktion f . Das Ergebnis
stellt den ersten Teil der resultierenden Marke dar, der Wert der Bedingung den
Zweiten. Die Marke (x; 0) wird also umgewandelt in die Marke (f x; F). Der Pro-
zess Fork sorgt nun dafur, dass die Marke (f x) uber den unteren Ausgangskanal
ausgegeben und uber den ersten Eingang in den Synchronize-Baustein aufgenommen
wird. Uber den zweiten Eingangskanal von Synchronize lauft eine Marke ein, wenn
das Signal signal aktiviert worden ist. Diese Marke hat den Wert F. Der Marken-
uss wird also an dieser Stelle solange verzogert, bis signal aktiv wird. Ist auch
die zu signal gehorende Marke von Synchronize aufgenommen worden, werden die
beiden Marken an die Eingange zwei und drei von Choose weitergereicht. Dies hat
zur Folge, dass die Marke (f x) weitergegeben wird und der erste Eingangskanal
von Choose wieder aufnahmebereit wird. (f x) erhalt in Counter den Wert 1, und
daher wird in dem DFG-Prozess die Funktion g auf (f x) angewandt. Anschlieend
wird die Marke z = (g(f x)) vom Fork-Prozess uber seinen oberen Ausgangskanal
als Ergebnis ausgegeben.
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6.8 Vermeidung inkonsistenter
Schaltungsbeschreibungen
Einen sehr wichtigen Gesichtspunkt bei der Formalen Synthese stellt, wie auch schon
in Abschnitt 4.2 erwahnt, die Tatsache dar, dass Schaltungsbeschreibungen auf kei-
nen Fall Inkonsistenzen enthalten durfen. Eine inkonsistente Schaltungsbeschrei-
bung ist nicht als konkrete Schaltung auf einem Chip realisierbar. Der formale
Beweis, dass die Implementierung korrekt ist, ware nur ein Trugschluss.
Auf den unteren Abstraktionsebenen wird rein syntaktisch gewahrleistet, dass
nur tatsachlich implementierbare Schaltungen beschrieben werden. Dies wird durch
die funktionale Modellierung erreicht. Auf der Systemebene wird aber im Gegensatz
dazu eine relationale Schaltungsmodellierung verwendet, wie sie in Abschnitt 6.1
vorgestellt wurde. Dadurch werden Inkonsistenzen nicht a priori ausgeschlossen;
vielmehr mussen die Schaltungsbeschreibungen explizit uberpruft werden. Es gibt




Kurzschlusse konnen relativ leicht in S-Strukturen aufgespurt werden. Wie bereits
in Abschnitt 6.1 erwahnt, darf jeder Kanal nur einen Prozessausgang mit jeweils
einem Prozesseingang verbinden. Diese Forderung lasst sich lokal fur jeden Prozess
uberprufen.
Anders sieht es bei verzogerungsfreien Zyklen aus. Ein verzogerungsfreier Zy-
klus liegt dann vor, wenn es einen geschlossenen Pfad gibt, der nur solche Prozesse
einschliet, die den Markenuss normalerweise nicht verzogern oder von denen nicht
bekannt ist, ob sie den Markenuss verzogern. Die uberwiegende Mehrzahl der
S-Prozesse fallt in diese Kategorie. Alle K-Prozesse konnen sich verzogerungsfrei
verhalten. Wenn der oder die Nachfolger aufnahmebereit sind, werden die Marken
sofort weitergeleitet. Auch alle P-Prozesse sind potentiell verzogerungsfrei. Dies
liegt darin begrundet, dass uber eine Terminierung der zugrunde liegenden P-Terme
nichts bekannt ist, wie in Kapitel 5 ausgefuhrt wurde. Daher ist insbesondere auch
in der Regel nicht bekannt, ob der P-Prozess in null Takten terminiert und die Mar-
ke ohne Verzogerung weitergibt. Die einzige Ausnahme stellen die DFG-Prozesse
dar, die immer terminieren und die mit einer bestimmten Taktzahl parametrisiert
sind. Ist diese Taktzahl aber explizit zu null gewahlt, verzogern auch diese Prozesse
i.Allg. nicht (die Verzogerung hangt schlielich auch von der Aufnahmebereitschaft
des nachfolgenden Prozesses ab).
Durch eine Pfadanalyse muss ermittelt werden, ob ein potentiell
verzogerungsfreier Zyklus existiert. Ist dies der Fall, gibt es die folgenden
Moglichkeiten, eine fur alle Falle garantierte Verzogerung sicherzustellen:
Gibt es in dem Zyklus einen DFG-Prozess mit variabler Taktzahl, deren kon-
kreter Wert erst im Laufe der Synthese bestimmt werden soll, muss dafur gesorgt
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` P IFC SYSTEM P (reset; x; y)

9a b c d e:
K IFC DOUBLE (reset; x; a; b) ^
DFG IFC SYSTEM (x:x; 1) (reset; a; c) ^
P IFC SYSTEM P (reset; b; d) ^
K IFC SYNCHRONIZE (reset; c; d; e; y) ^








` P IFC SYSTEM P (reset; x; y)

9a:
P IFC SYSTEM P (reset; x; a) ^
DFG IFC SYSTEM (x:x; 1) (reset; a; y)
(b) Weniger zusatzliche Flache
Abbildung 6.17: Umwandeln eines P-Prozesses in eine nicht verzogerungsfreie Struktur
Gibt es diese Moglichkeit nicht, muss ein beteiligter Prozess durch eine der in
Abbildung 6.17 dargestellten Strukturen ersetzt werden. Abbildung 6.17(a) zeigt auf
der linken Seite, wie ein P-Prozess durch eine Struktur ersetzt werden kann, die den
Markenuss um mindestens einen Takt verzogert. Verzogert der P-Prozess von sich
aus bereits, wird keine zusatzliche Verzogerung eingefuhrt. Der eingefuhrte DFG-
Prozess verandert die Marke nicht, sondern verzogert sie nur um einen Takt. Auf der
rechten Seite von Abbildung 6.17(a) ist das entsprechende Theorem dargestellt, das
die funktionale Aquivalenz zwischen den beiden Strukturen beschreibt. Da sich das
zeitliche Verhalten andert, ist ein Theorem auf Basis der Verhaltensaquivalenz nicht
beweisbar. Abbildung 6.17(b) zeigt eine zweite Variante, die immer eine zusatzliche
Verzogerung um einen Takt erzeugt. Der Vorteil dieser Struktur liegt darin, dass
der zusatzliche Hardwareaufwand geringer ist. Sie ist dann von Vorteil, wenn das




Ausgangspunkt fur die Synthese auf der algorithmischen Ebene, die als High-Level
Synthese bezeichnet wird, ist eine algorithmische Schaltungsbeschreibung, die so-
wohl die Funktionalitat der zu synthetisierenden Schaltung als auch deren zeitliche
Einordnung in ihre Umwelt berucksichtigt. In diesem Ansatz wird dabei unterschie-
den zwischen Beschreibungen, deren funktionaler Anteil uber keinen Kontrolluss
verfugt (algor. DFG-Schaltungsbeschreibungen) und solchen, die auf Kontrolluss
basieren (algor. P-Schaltungsbeschreibungen). Beide Klassen von Schaltungsbe-
schreibungen eignen sich als Startpunkt fur einen Syntheseprozess.
Das Kapitel beginnt mit der Erlauterung der generellen Vorgehensweise bei die-
sem Ansatz der Formalen Synthese: der Aufteilung von Entwurfsraumuntersuchung
und Transformation. Diese Methode ist nicht auf die Synthese auf der algorith-
mischen Ebene beschrankt, sondern auch auf die Synthese auf der Systemebene
anwendbar. Anschlieend wird auf die Synthese von DFG- bzw. P-Term-basierten
Beschreibungen eingegangen.
7.1 Aufteilung in Entwurfsraumuntersuchung
und Transformation
Um die Komplexitat eines Formale-Syntheseprogramms beherrschen zu konnen,
wird in diesem Ansatz die Formale Synthese dergestalt durchgefuhrt, dass eine strik-
te Trennung zwischen der Entwurfsraumuntersuchung und der logischen Schaltungs-
transformation vorgenommen wird, wie es in Abbildung 7.1 dargestellt ist.
Durch diese Aufteilung wird es moglich, die Entwurfsraumuntersuchung auer-
halb der Logik in ezienter Weise durchzufuhren. Die dabei gewonnene Steuer-
information, die aussagt, wie der Syntheseschritt durchgefuhrt werden soll, wird
anschlieend der logischen Transformation als Parameter zugefuhrt. Diese Trans-
formation erzeugt durch Anwendung einer Reihe von elementaren mathematischen
Regeln innerhalb des Theorembeweisers HOL das Syntheseergebnis. Auerdem wird













Abbildung 7.1: Entwurfsraumuntersuchung $ Schaltungstransformation
ein Theorem erzeugt, das aussagt, dass das Synthesergebnis zur Syntheseeingabe in
einer bestimmten Relation steht. Bei Optimierungstransformationen ist diese Rela-
tion die Aquivalenz, wahrend es bei Verfeinerungsschritten die Implikation ist. Es
ist dabei moglich, die logische Transformation im Hintergrund ablaufen zu lassen,
wahrend schon die Steuerinformation fur den nachsten Syntheseschritt berechnet
wird. Wird im Laufe der logischen Transformation ein Fehler entdeckt, muss aber
die Steuerinformation neu berechnet werden.
Es zeigt sich, dass die Aufteilung zwischen Entwurfsraumuntersuchung und
Transformation auf viele Syntheseschritte angewandt werden kann. Dabei muss
fur jeden Syntheseschritt eine eigene logische Transformation angeboten werden, die
aufgrund der Steuerinformation den Syntheseschritt durchfuhrt. Es ist anzumer-
ken, dass diese logische Transformation nur vom Syntheseschritt, aber nicht von der
Entwurfsraumuntersuchungsmethode abhangt.
Der entscheidende Vorteil dieses Ansatzes liegt auf der Hand. Es werden dadurch
zwei wichtige Kriterien fur den Entwurf erfullt: Kostenezienz und Korrektheit des
Syntheseergebnisses. Die Entwurfsraumuntersuchung sorgt dafur, dass moglichst
die bei einer vorgegebenen Kostenfunktion gunstigste Losung ausgesucht wird. In-
dem die Entwurfsraumuntersuchung auerhalb der Logik stattndet, kann das groe
Repertoire an in der Literatur vorhandenen Synthesealgorithmen eingesetzt werden.
Auf der anderen Seite wird die Korrektheit der Synthesetransformation dadurch
garantiert, dass sie im Theorembeweiser HOL durchgefuhrt wird. Aufgrund dieser
Tatsache konnen falsche Syntheseergebnisse nicht erzeugt werden, auch dann nicht,
wenn die Steuerinformation fehlerhaft ist, z.B. wenn die Datenabhangigkeiten durch
sie verletzt wurden. In diesem Fall wird die logische Transformation an irgendeinem
Punkt in HOL scheitern und anstelle eines falschen Ergebnisses wird eine Fehler-
meldung produziert.
Wie aus dem vorigen Kapitel deutlich wird, sind die Aufgaben, die wahrend der
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High-Level Synthese durchgefuhrt werden mussen, sehr komplex und bedingen ein-
ander in starkem Mae. Oft werden daher die einzelnen Aufgaben wie etwa die zeitli-
che Einteilung und die Bereitstellung von Komponenten iterativ angegangen, um die
gegenseitigen Wechselbeziehungen zu berucksichtigen. Dieses Vorgehen stellt fur die
Trennung von Entwurfsraumuntersuchung und logischer Transformation keine Ein-
schrankung dar. Auch wenn die logischen Transformationen in einer bestimmten
Reihenfolge angewandt werden mussen, konnen die entsprechenden Steuerinforma-
tionen zu beliebigen Zeitpunkten berechnet werden. Dieser Zusammenhang ist in
Abbildung 7.2 dargestellt. Es ist sowohl moglich, fur jede einzelne Transformation
die Steuerinformation einzeln zu bestimmen, als auch vorab fur mehrere Transfor-





















Abbildung 7.2: Moglichkeiten fur die Aufteilung
7.2 Synthese von algorithmischen
DFG-Schaltungsbeschreibungen
Die Synthese von DFG-Term-basierten Schaltungsbeschreibungen lauft so ab, dass
zunachst auf dem zugrunde liegenden DFG-Term die Schritte der zeitlichen Einord-
nung der Operationen, der Bereitstellung und Zuordnung von Komponenten sowie
die Kommunikationssynthese durchgefuhrt werden. Anschlieend wird die sich da-
durch ergebende Schaltungsbeschreibung, die sich aus dem veranderten DFG-Term
und einem ausgewahlten Schnittstellenverhaltensmuster zusammensetzt, durch eine
Schnittstellensynthese mittels Anwendung eines Implementierungstheorems in eine
Struktur auf der RT-Ebene uberfuhrt.
Zur Veranschaulichung der Synthese soll ein beispielhafter DFG-Term betrachtet
werden, der eine Polynomdivision durchfuhrt:





















Gegeben seien die Koezienten i des Zahlers und i des Nenners. Die Koef-
zienten i des Ergebnisses sowie i des Restes sollen berechnet werden. Um die
Berechnung zu vereinfachen, sei angenommen, dass der Nenner bez. p normalisiert
sei (p = 1). Nach einigen algebraischen Umformungen erhalt man die folgenden
zwei Formeln fur die gewunschten Koezienten:
i = i+p  
minfi+p;qgX
k=i+1
i+p k  k i = 0 : : : q (7.2)
j = j  
minfj;qgX
k=0
j k  k j = 0 : : : p  1 (7.3)
Im Folgenden sei p = 2 und q = 1 angenommen. Man erhalt damit den in
Abbildung 7.3 dargestellten Datenussgraph bzw. DFG-Term. Zu beachten ist,























(0; 1; 2; 3; 0; 1):
let v0 = 1  3 in
let 0 = 2   v0 in
let v1 = 1  0 in
let v2 = 0  3 in
let v3 = v2 + v1 in
let 1 = 1   v3 in
let v4 = 0  0 in
let 0 = 0   v4 in
(0; 3; 0; 1)
(b) DFG-Term
Abbildung 7.3: DFG-Term der Polynomdivision mit p = 2 und q = 1
7.2.1 Zeitliche Einordnung, Bereitstellung, Zuordnung,
Kommunikationssynthese
Die Transformation von DFG-Termen fur diese vier Syntheseschritte beruht jeweils
auf der bereits in den Abschnitten 2.1.2 und 5.1.1 erwahnten Normalisierung von
-Ausdrucken. Der allgemeine Algorithmus dafur lautet wie folgt:
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1. Der DFG-Term f wird durch ruckwartige gepaarte -Konversion
(siehe Abschnitt 2.1.2) in den aquivalenten DFG-Term
(x1; x2; : : : ; xm):f (x1; x2; : : : ; xm) uberfuhrt.
2. Gibt es in f -Operationen, so werden diese durch Termersetzung mit ihrer
Denition expandiert: h  g = (x: h(g x))
3. Es werden wo immer moglich (gepaarte) -Konversionen durchgefuhrt.
Basierend auf dieser Normalisierung lasst sich fur die Transformation von DFG-
Termen ein generelles Schema angeben:
1. Ausgehend von einem DFG-Term f wird auerhalb der Logik nach dem in
Abschnitt 7.1 vorgestellten Verfahren eine Steuerinformation fur die Transfor-
mation bestimmt.
2. Dieser Steuerinformation zufolge wird ein neuer DFG-Term f 0 erstellt.
3. f und f 0 werden daraufhin normalisiert, wobei die zwei Theoreme ` f = f̂
und ` f 0 = f̂ entstehen (die Normalform ist bei richtiger Steuerinformation in
beiden Fallen dieselbe).
4. Die beiden Theoreme werden vereint zum Theorem ` f = f 0
durch Ausnutzung der Symmetrie- und Transitivitatseigenschaft der
Aquivalenzrelation.
Dieses generelle Schema fur die Transformation von DFG-Termen hat einen entschei-
denden Nachteil. DFG-Terme, deren Zwischenergebnisse mehrfach verwendet wer-
den (wie etwa die Variable 0 in Abbildung 7.3) werden wahrend der -Konversion
mehrfach dupliziert. Da solche -Redizes auch verschachtelt sein konnen, kann es
geschehen, dass die Termgroe wahrend der Normalisierung exponentiell anwachst
und damit auch der Zeitbedarf fur die Transformation.
Das generelle Transformationsschema ist vergleichbar mit einer Post-Synthese-
Verikation, bei der nicht die Kenntnis mit eingeht, wie der Syntheseschritt durch-
gefuhrt wurde. Im Folgenden soll daher fur jeden Syntheseschritt eine spezische
Transformation vorgestellt werden, die genau diese Kenntnis ausnutzt. Auch diese
spezischen Transformationen basieren auf der oben vorgestellten Methode, wobei
jedoch die Normalisierung an den jeweiligen Syntheseschritt angepasst ist.
Zeitliche Einordnung
Wahrend dieses Syntheseschritts wird ein DFG-Term f umgewandelt in eine Kom-
position f 0 von n DFG-Termen, wobei n die Anzahl der dabei eingefuhrten Kon-
trollschritte ist. In Abbildung 7.4 ist dies fur den oben eingefuhrten DFG-Term zur
Berechnung einer Polynomdivision beispielhaft dargestellt. Der neue DFG-Term
ergibt sich dabei zu f 0 = f5  f4  f3  f2  f1.



























(a) Datenussgraph nach zeitlicher
Einordnung
(v3; v4; 0; 0; 1; 3):
let 1 = 1   v3 in
let 0 = 0   v4 in
(0; 3; 0; 1)
 (v2; v1; 0; 0; 1; 3; 0):
let v3 = v2 + v1 in
let v4 = 0  0 in
(v3; v4; 0; 0; 1; 3)
 (0; 0; 1; 3; 0; 1):
let v1 = 1  0 in
let v2 = 0  3 in
(v2; v1; 0; 0; 1; 3; 0)
 (v0; 0; 1; 2; 3; 0; 1):
let 0 = 2   v0 in
(0; 0; 1; 3; 0; 1)
 (0; 1; 2; 3; 0; 1):
let v0 = 1  3 in
(v0; 0; 1; 2; 3; 0; 1)
(b) Komposition von DFG-
Termen
Abbildung 7.4: DFG-Term der Polynomdivision mit p = 2 und q = 1 nach zeitlicher
Einordnung
Anstatt den ursprunglichen DFG-Term f und den durch die Steuerinformati-
on eines Einordnungsalgorithmus' gewonnenen neuen DFG-Term f 0 auf einmal zu
normalisieren, wird bei der spezischen Transformation der Normalisierungsschritt
(n   1)-mal durchgefuhrt. Bei jedem dieser Schritte werden nur die Variablen
durch -Konversion expandiert, die dem betrachteten Kontrollschritt zugeordnet
sind. Diese Vorgehensweise wird durch Abbildung 7.5 veranschaulicht.
Der Unterschied der Laufzeiten zwischen der Anwendung des allgemeinen Trans-
formationsschemas und der spezischen Transformation ist in Abbildung 7.6 darge-
stellt. (Die Experimente wurden dabei auf einer SUN UltraCreator mit Solaris 5.5.1
und 196 MB Hauptspeicher durchgefuhrt.) Beide Transformationen wurden auf eine
Reihe von DFG-Termen fur die Polynomdivision angewandt. Bei der Transforma-
tion nach dem generellen Schema kommt es zu einem exponentiellen Anwachsen
sowohl des Zeit- wie auch des Speicherbedarfs. Groere DFG-Terme konnten auf-
grund des Speichermangels nicht mehr transformiert werden. Auf der anderen Seite
sieht man, dass mittels der dem Syntheseschritt angepassten Transformation auch
groere DFG-Terme in angemessener Zeit transformiert werden konnen.
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` f = f5  f5r bei Normalisierung nur -Konversion von 1; 0
` f5r = f4  f4r " v3; v4
` f4r = f3  f3r " v1; v2
` f3r = f2  f1 " 0
) ` f = f5  f4  f3  f2  f1
Abbildung 7.5: Vorgehen bei der spezischen Transformation fur die zeitliche Einord-
nung
Zeit [s]







Abbildung 7.6: Vergleich der Transformationen (p = 5; q = 1; 2; : : : )
Bereitstellung und Zuordnung von Registern
Bei der Bereitstellung von Registern wird die Anzahl und Art der Register bestimmt,
die benotigt werden, um die Zwischenergebnisse zwischen zwei Kontrollschritten zu
speichern. Beim Zuordnen wird fur jeden Kontrollschritt eine Abbildung zwischen
den Registern und den Hilfsvariablen, in denen die Zwischenergebnisse abgelegt sind,
bestimmt.
Diese beiden Transformationen haben eines gemeinsam. Sie haben nur einen
Einuss auf die Schnittstelle zwischen zwei Kontrollschritten. Die Schnittstellen, die
vor diesen Syntheseschritten durch beliebige Variablen bezeichnet waren, werden nun
durch die konkreten Bezeichnungen der bereitgestellten Register ausgetauscht. In
der diesen Syntheseschritten angepassten Transformation werden die Schnittstellen
nacheinander ausgetauscht, anstatt dies auf einmal durchzufuhren. Das allgemeine
Transformationsschema wird also nicht auf den Term f 0 angewandt, der sich durch
die zeitliche Einordnung ergeben hat, sondern (n 1)-mal auf einen Teilterm (fi+1 
fi), wie es in Abbildung 7.7 dargestellt ist. Die Schreibweise fi0 soll dabei andeuten,
dass die Eingangsschnittstelle des DFG-Terms fi ausgetauscht wurde. f0i bezeichnet
eine ausgetauschte Ausgangsschnittstelle und f0i0 steht fur den Term, der sich ergibt,
wenn beide Schnittstellen des DFG-Terms fi ausgetauscht wurden. Zusatzlich muss
bei der Transformation 2(n   2)-mal das Assoziativitatsgesetz fur den -Operator
angewandt werden, um die jeweiligen Schnittstellen austauschen zu konnen.
Fur das laufende Beispiel mussen sieben Register r1; : : : ; r7 bereitgestellt werden.
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` f5  f4 = f50  f04 bei Normalisierung nur -Konversion von 1; 0; v3; v4
` f04  f3 = f040  f03 " v3; v4; v1; v2
` f03  f2 = f030  f02 " v1; v2; 0
` f02  f1 = f020  f01 " 0; v0
) ` f = f50  f040  f030  f020  f01
Abbildung 7.7: Vorgehen bei der spezischen Transformation fur die Bereitstel-
lung/Zuordnung von Registern
Nach der Transformation ergibt sich der in Abbildung 7.8 dargestellte DFG-Term. In
jedem DFG-Term drucken dabei die Namen r1; : : : ; r7 die Werte in den Registern vor
der Funktionsauswertung aus, und die Namen r01; : : : ; r
0
7 die Werte in den Registern
danach.
((r1; r2; r3; r4; r5; r6; r7):
let 1 = r3   r5 in let 0 = r2   r4 in
let0 = r1 in let 3 = r6 in (0; 3; 0; 1))
 ((r1; r2; r3; r4; r5; r6; r7):
let r05 = r7 + r4 in let r
0
4 = r5  r1 in let r
0
1 = r1 in
let r0
2
= r2 in let r
0
3
= r3 in let r
0
6
















 ((r1; r2; r3; r4; r5; r6; r7):
let r0
4
= r7  r1 in let r
0
7
= r5  r6 in let r
0
1






= r3 in let r
0
6
= r6 in let r
0
5
















 ((r1; r2; r3; r4; r5; r6; r7):
let r0
1
= r4   r1 in let r
0
2
= r2 in let r
0
3






= r5 in let r
0
7
















 ((0; 1; 2; 3; 0; 1):
let r0
1
= 1  3 in let r
0
2
= 0 in let r
0
3




let r06 = 3 in let r
0
5 = 0 let r
0















Abbildung 7.8: DFG-Term nach Registerbereitstellung und -zuordnung
Bereitstellung und Zuordnung von Funktionseinheiten
In diesem Syntheseschritt wird eine zusammengefasste funktionale Einheit FU ein-
gefuhrt. Sie enthalt die Funktionseinheiten, durch die die Operationen jedes Kon-
trollschrittes realisiert werden. Die Einheit FU wird mittels eines -Redex beschrie-
ben:
let FU = g in (fn      f1)
In dieser Schreibweise ist g ein DFG-Term, und jeder DFG-Term fi enthalt genau
einen einzigen FU-Operator.
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Die Transformation hat nur Einuss auf die einzelnen DFG-Terme fi. Aus diesem
Grunde kann die Transformation in der Weise durchgefuhrt werden, dass jeder der
n DFG-Terme einzeln umgeformt wird, anstatt die Normalisierung wieder auf den
gesamten DFG-Term f anzuwenden (siehe Abbildung 7.9).
` f50 = f50
FU
   ` f01 = f01
FU











Abbildung 7.9: Vorgehen bei der spezischen Transformation fur die Bereitstel-
lung/Zuordnung von Funktionseinheiten
Fur unser Beispiel der Polynomdivision mit p = 2 und q = 1 ergibt sich der
in Abbildung 7.10 dargestellte Term. Es wurde eine Funktionseinheit FU bereit-
gestellt, die sich aus vier Einheiten zusammensetzt: zwei Multiplizierer MULT, ein
Subtrahierer SUB und eine Multifunktionseinheit ADD SUB, die sowohl addieren als
auch subtrahieren kann. Diese Multifunktionseinheit hat neben den beiden Daten-
eingangen noch einen zusatzlichen Kontrolleingang. Hat dieser Eingang den Wert T,
wird addiert, im anderen Fall subtrahiert. Die Bereitstellung dieser Multifunktions-
einheit hat den Vorteil, dass stattdessen nicht ein zusatzlicher Subtrahierer und ein
Addierer bereitgestellt werden mussen. Die Funktionseinheit FU hat 15 Eingange
und zehn Ausgange. Wahrend auf den ersten neun Eingangen Berechnungen aus-
gefuhrt werden konnen, werden die restlichen sechs Eingange nur durchgeschleift. Es
muss angemerkt werden, dass der Term in Abbildung 7.10 entgegen der Darstellung
in Abschnitt 5.1.1 uber freie Variablen verfugt. Diese freien Variablen Ii bezeichnen
aber einfach nur beliebige Werte an manchen Eingangen der FU. Es macht in diesem
Stadium der Synthese keinen Sinn, diese Werte zu konkretisieren. In Abschnitt 5.1.1
wurden keine freien Variablen zugelassen, um sicherzustellen, dass es keine Verlet-
zung der Datenabhangigkeiten gibt. Durch die hier vorkommenden freien Variablen
kann dies nicht geschehen. Sie stellen einfach nur Platzhalter dar, die im weiteren
Verlauf der Synthese instantiiert werden konnen.
Kommunikationssynthese
Nachdem in den vorherigen Schritten die Register und die zusammengefasste Funk-
tionseinheit FU eingefuhrt wurden, muss nun die Kommunikationsstruktur von FU
zu den Registern und zuruck festgelegt werden. Dazu wird der Term in die folgende
Form umgewandelt:
(gn  FU  hn)      (g1  FU  h1) (7.4)
Jede Teilfunktion, die einen Kontrollschritt bezeichnet, wird umgewandelt in ei-
ne Komposition von drei Funktionen, wobei die Funktionseinheit FU jeweils in der
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let FU =
(I1; I2; I3; I4; I5; I6; I7; I8; I9; I10; I11; I12; I13; I14; I15):
let O1 = ADD SUB I1 I2 I3 in
let O2 = I4 MULT I5 in
let O3 = I6 MULT I7 in
let O4 = I8 SUB I9 in
let O5 = I10 in let O6 = I11 in let O7 = I12 in
let O8 = I13 in let O9 = I14 in let O10 = I15 in
(O1; O2; O3; O4; O5; O6; O7; O8; O9; O10)
in
((r1; r2; r3; r4; r5; r6; r7):
let (0; O2; O3; 1; 0; 3; O7; O8; O9; O10) =
FU (F; r2; r4; I4; I5; I6; I7; r3; r5; r1; r6; I12; I13; I14; I15) in
(0; 3; 0; 1))
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 ((r1; r2; r3; r4; r5; r6; r7):






























































Abbildung 7.10: DFG-Term nach Bereitstellung und Zuordnung der Funktionseinheiten
Mitte erscheint. h1 bezeichnet die Verdrahtung zwischen dem Eingang und FU,
gn druckt die Verdrahtung zwischen FU und dem Ausgang aus, und die restlichen
Funktionen gi und hi bezeichnen die Verdrahtung zwischen FU und den bereitge-
stellten Registern und umgekehrt. Auch diese Transformation kann jeweils auf den
einzelnen DFG-Termen durchgefuhrt werden. Aus diesem Grunde und weil sich das
Ergebnis durch die Zuordnung der Funktionseinheit ergibt, wird sie sinnvollerweise
zusammen mit der Transformation zur Bereitstellung und Zuordnung der Funkti-
onseinheit durchgefuhrt.
Abbildung 7.11 zeigt den entsprechenden Term fur das fortlaufende Beispiel.
Dabei wurde wieder die Funktionseinheit FU durch einen -Redex dargestellt.
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let FU =
(I1; I2; I3; I4; I5; I6; I7; I8; I9; I10; I11; I12; I13; I14; I15):
let O1 = ADD SUB I1 I2 I3 in
let O2 = I4 MULT I5 in
let O3 = I6 MULT I7 in
let O4 = I8 SUB I9 in
let O5 = I10 in let O6 = I11 in let O7 = I12 in
let O8 = I13 in let O9 = I14 in let O10 = I15 in
(O1; O2; O3; O4; O5; O6; O7; O8; O9; O10)
in
(((0; O2; O3; 1; 0; 3; O7; O8; O9; O10):(0; 3; 0; 1))  FU 
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))  FU 
((r1; r2; r3; r4; r5; r6; r7):(I1; I2; I3; r7; r1; r5; r6; I8; I9; r1; r2; r3; r6; r5; I15)))





























))  FU 






























7))  FU 
((0; 1; 2; 3; 0; 1):(I1; I2; I3; 1; 3; I6; I7; I8; I9; 0; 1; 2; 3; 0; 1)))
Abbildung 7.11: DFG-Term nach Kommunikationssynthese
7.2.2 Schnittstellensynthese
In Abschnitt 5.2.2 wurde vorgestellt, wie Schnittstellenverhaltensmuster fur
DFG-Terme deniert werden konnen. Diese Schnittstellenverhaltensmuster
konnen dann mit einem beliebigen DFG-Term zu einer algorithmischen DFG-
Schaltungsbeschreibung kombiniert werden. Fur jedes dieser Schnittstellenver-
haltensmuster wird zusatzlich ein korrektes Implementierungsmuster auf der RT-
Ebene in Form eines vorbewiesenen Theorems zur Verfugung gestellt. Jedes dieser
Implementierungstheoreme geht davon aus, dass der DFG-Term in folgender Form
vorliegt:
(gn  hn)  (list o (MAP ((p; q):p  FU  q) L))  (g1  h1)
(7.5)
Diese Form lasst sich in einfacher Weise aus (7.4) gewinnen. L bezeichnet dabei
eine Liste mit den inneren Verdrahtungen gi und hi: L = [(gn 1; hn 1); : : : ; (g2; h2)].
Diese Form impliziert, dass der ursprungliche DFG-Term f wahrend des Synthe-
seschritts der zeitlichen Einordnung in mindestens zwei Teile zerlegt wurde (dann
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ware L = [ ]). Der triviale Fall, dass sich wahrend der Einordnung nur ein einziger
Kontrollschritt ergibt, soll hier nicht naher betrachtet werden.
Die Funktionen list o undMAP sind nicht Teil der Beschreibungssprache Gropius.
Sie sind durch primitive Rekursion uber Listen deniert, wie in Abbildung 7.12
beschrieben ist. Die Funktion CONS hangt ein einzelnes Element vorne an eine
list o [ ] = (x:x)
list o (CONS h t) = (list o t)  h
MAP f [ ] = [ ]
MAP f (CONS h t) = CONS (f h) (MAP f t)
APPEND [ ] l = l
APPEND (CONS h t) l = CONS h (APPEND t l)
LENGTH [ ] = 0
LENGTH (CONS h t) = 1 + (LENGTH t)
Abbildung 7.12: Listenfunktionen
Liste an. Die Funktion list o beschreibt eine Komposition von Funktionen, die alle
in einer Liste aufgefuhrt sind. Ist die Liste leer, entspricht sie gerade der Identitat
(x:x). Im anderen Fall, wenn die Liste sich mindestens aus einer Funktion h und
einer Restliste t zusammensetzt, ergibt sich die Komposition aus h mit der Funktion
(list o t). Es ist dabei zu beachten, dass der Typ aller Funktionen in der Liste L
gleich sein muss. Die FunktionMAP wendet eine Funktion f auf jedes Element einer
Liste an.
Die Tatsache, dass die drei Funktionen list o, CONS und MAP keinen Teil der
Sprache Gropius darstellen, ist kein Widerspruch. Sie beziehen sich nur auf Listen
und werden dazu verwendet, eine allgemeine Schablone zu beschreiben. Wahrend
der Synthese werden die allgemeinen Listen mit konkreten Listen instantiiert. Durch
Termersetzung mit ihren in Abbildung 7.12 gezeigten Denitionen konnen diese drei
Hilfsfunktionen beseitigt werden. Es ergibt sich dann ein reiner Gropius-Term.
Abbildung 7.13(a) zeigt als Beispiel die Gropius-Beschreibung des Implementie-
rungsmusters DFG IMP RESET, das das Pendant zu dem Schnittstellenverhaltens-
muster DFG IFC RESET darstellt. Die RT-Struktur ist in Abbildung 7.13(b) sche-
matisch dargestellt. q1 ist ein beliebiger Initialwert in den bereitgestellten Registern,
wahrend q2 ein beliebiger Anfangswert in dem Register ist, das den Ausgangswert
halt. Der Ausdruck (CASE L i) greift das i-te Element einer Liste L heraus. Die
Funktionen APPEND und LENGTH sind in Abbildung 7.12 beschrieben. APPEND
kettet zwei Listen hintereinander und LENGTH liefert die Lange einer Liste. enum
und next sind Funktionen uber einen Aufzahlungsdatentyp. Die Kardinalitat eines
solchen Aufzahlungsdatentyps lasst sich beliebig wahlen. Ein Aufzahlungsdatentyp
7.2 Synthese von algorithmischen DFG-Schaltungsbeschreibungen 127
DFG IMP RESET (input; reset; start; output; ready;FU; gn; hn; L; g1; h1) =
9q1 q2:
(t: (output t; ready t)) =
automaton
( (((s1; s2; s3); (s4; s5; s6)):
let s7 = MUX (s3; enum ((LENGTH L) + 2) 0; (LENGTH L) + 1) in
let s8 = EQ ((LENGTH L) + 1; s4) in
let s9 = MUX (s8; s7; INC next ((LENGTH L) + 2) s4) in
let s10 = MUX (s2; (LENGTH L) + 1; s9) in
let s11 = EQ (s10; (LENGTH L) + 1) in
let s12 = CASE (APPEND (CONS (h
1 s1) (MAP (x:(SND x) s5) L))
[hn s5] )
s10 in
let s13 = FU s12 in
let s14 = CASE (APPEND (CONS (g
1 s13) (MAP (x:(FST x) s13) L))
[g1 s13] )
s10 in
let s15 = MUX (s11;MUX (s8; s6; g
n s13); s6) in
((s15; s11); (s10; s14; s15)))
; ((LENGTH L) + 1; q1; q2) )
(t: (input t; reset t; start t))
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Abbildung 7.13: Implementierungsmuster DFG IMP RESET
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mit Kardinalitat n wird als enumn bezeichnet. Der Wertebereich dieses Datentyps
erstreckt sich von 0 bis zu n   1. Die Funktion enum gibt den i-ten Wert dieses
Wertebereichs zuruck. Die Funktion next ermittelt den Nachfolger eines Wertes.
Die Semantik der Funktionen enum und next ist dabei wie folgt deniert:
enum n m = MUX(m < n;m; 0)
next n x = MUX(SUC x < n; SUC x; 0)
Die Implementierung lasst sich in zwei Teile unterteilen. Im oberen Teil erkennt
man einen Modulo-m-Zahler, der als Kontroller fungiert. Er steuert im unteren Teil
der Implementierung uber die CASE-Bausteine den Datenuss.
Das Implementierungstheorem (7.6) schlielich druckt aus, dass das Implemen-
tierungsmuster DFG IMP RESET die Spezikation aus einem DFG-Term (der in
der Form (7.5) vorliegt) und dem Schnittstellenverhaltensmuster DFG IFC RESET
erfullt.
` 8 FU gn hn L g1 h1:
DFG IMP RESET
(input; reset; start; output; ready;
FU; gn; hn; L; g1; h1)
)
DFG IFC RESET
((gn  FU  hn)  (list o (MAP ((p; q):p  FU  q) L))  (g1  FU  h1);
(LENGTH L) + 2)
(input; reset; start; output; ready)
(7.6)
Dieses Theorem wird wahrend der Schnittstellensynthese instantiiert. Somit erhalt
man die gewunschte korrekte Struktur auf RT-Ebene.
7.3 Synthese von algorithmischen
P-Schaltungsbeschreibungen
Viele in der Literatur vorgestellte Syntheseverfahren beschranken sich auf reine
Datenussgraphen, die den DFG-Termen entsprechen. Erst zogerlich setzen sich
auch Verfahren mit gemischtem Daten- und Kontrolluss (P-Terme) durch. Da-
bei wird aber oft versucht, die Synthese auf bestehende Verfahren fur Datenusse
zuruckzufuhren. Ausgehend von einer Beschreibung, die in Form eines Kontroll-
/Datenussgraphen (CDFG) vorliegt, werden zunachst die Zyklen aufgeschnitten,
um dann entlang des Graphen mehrere Kontrollschritte einzufuhren. Auf diese Wei-
se wird der Graph in kleinere, azyklische Programmstucke zerlegt, die jeweils einem
Takt entsprechen. Im System Amical [Amic96] etwa wird dabei von \macrocycles"
gesprochen. Es ist aber zu beachten, dass die Anzahl der zu betrachtenten Teilgra-
phen exponentiell mit der Anzahl der Kontrollstrukturen anwachst. Auf den einzel-
nen Teilgraphen werden dann die zeitliche Einordnung (Einfuhrung sogenannter \mi-
crocycles" im System Amical), die Bereitstellung und die Zuordnung durchgefuhrt.
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Anschlieend werden die so bearbeiteten Teilgraphen wieder zusammengefuhrt, wo-
durch ein getrennter Datenpfad und eine symbolische Zustandsubergangstabelle ent-
steht. Danach wird durch eine Steuerwerkssynthese die Kontrolleinheit erzeugt.
7.3.1 Vorgehensweise
Der hier vorgestellte Ansatz zur Synthese von algorithmischen P-
Schaltungsbeschreibungen unterscheidet sich von dem vorstehend beschriebenen
Vorgehen grundsatzlich. Die Vorgehensweise in den konventionellen Synthese-
ansatzen wie z.B. Amical fuhrt zu wesentlichen Beschrankungen. Beispiele fur
Transformationen, die uber solche Verfahren hinausgehen, sind das Aufrollen von
Schleifen oder das Heraus-/Hereinziehen von Schleifenrumpfen. In diesem Ansatz
wird die Synthese nicht auf die von reinen Datenussgraphen zuruckgefuhrt, sondern
die Schaltungsbeschreibung bleibt immer geschlossen und die RT-Ebenenstruktur
wird mit Hilfe von Programmtransformationen erreicht, die auf vorbewiesenen
Theoremen basieren.
Die High-Level Synthese wird in vier Schritten durchgefuhrt. Im ersten Schritt
wird das gegebene Programm, das die funktionale Seite der algorithmischen P-
Schaltungsbeschreibung reprasentiert, in ein aquivalentes, aber optimiertes Pro-
gramm transformiert. Anschlieend wird dieses Programm in ein aquivalentes
uberfuhrt, das eine einzige Schleife besitzt. In diesen beiden Schritten wird im-
plizit eine zeitliche Einordnung der Operationen und die Bereitstellung und Zuord-
nung von Registern durchgefuhrt. Im dritten Schritt folgt die Schnittstellensynthe-
se, indem eine RT-Ebenenstruktur durch Anwenden eines Implementierungstheo-
rems erzeugt wird. Im letzten Schritt schlielich werden innerhalb der kombina-
torischen Komponente der RT-Schaltung die Funktionseinheiten bereitgestellt und
zugeordnet. Dieser Schritt funktioniert in ahnlicher Weise wie der in Abschnitt 7.2.1
vorgestellte Vorgang zur Bereitstellung und Zuordnung von Funktionseinheiten fur
DFG-Terme und soll daher im Folgenden nicht naher vorgestellt werden. Die Tatsa-
che, dass die Bereitstellung und Zuordnung von Funktionseinheiten erst im letzten
Schritt durchgefuhrt werden, stellt keine Einschrankung dar. Vielmehr wird in die-
sem Schritt lediglich die logische Transformation durchgefuhrt. Die Information,
welche und wie viele Funktionseinheiten zur Verfugung stehen, geht bereits in den
ersten Syntheseschritt mit ein.
Im Folgenden werden zunachst die beiden ersten Schritte, die Transformation
des Programms in eine Form mit nur einer Schleife, vorgestellt.
7.3.2 Transformation in Ein-Schleifen-Form (ESF)
Die wesentliche Idee bei der Synthese von P-Termen ist die Transformation eines
gegebenen Programms in ein aquivalentes Programm, das in ESF vorliegt. Die ESF
ist ein spezielles Muster fur Programme und hat folgendes Aussehen:
PROGRAM out init (LOCVAR var init (WHILE c (PARTIALIZE a)))
(7.7)
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Die Ausdrucke out init bzw. var init bezeichnen beliebige Konstanten. Sie re-
prasentieren den Initialwert der Ausgabevariablen bzw. den Initialwert von lokalen
Variablen. Der Ausdruck c steht fur eine beliebige Bedingung (DFG-Term mit boo-
lescher Ausgabe) und a reprasentiert einen beliebigen Elementarblock (DFG-Term
mit gleichem Ein- und Ausgabetyp).
Die Motivation, ein Programm in eine ESF zu transformieren, liegt darin be-
grundet, dass Hardware-Implementierungen sich prinzipiell wie eine einzige while-
Schleife verhalten, die immer denselben Block ausfuhrt. Der Ubergang von ei-
ner algorithmischen Beschreibung mit einer einzigen while-Schleife in eine RT-
Ebenenstruktur ist somit naheliegend.
Jedes Programm kann in eine aquivalente ESF uberfuhrt werden. Dies folgt aus
dem Satz von Kleene, der dabei von einer Normalform -rekursiver Programme
spricht [Goos97c]. Es ist dabei aber zu beachten, dass es fur ein gegebenes Programm
nicht eine einzige eindeutige ESF gibt. Vielmehr lasst sich ein Programm in eine
unendliche Anzahl aquivalenter ESF's transformieren.
Man konnte einwenden, dass durch eine Transformation eines Programms in eine
ESF der Aufwand fur die Abarbeitung des Programms zunimmt, da anstatt kleiner
lokaler Programmteile immer der gesamte Schleifenrumpf durchlaufen werden muss.
Dazu muss zweierlei angemerkt werden: Zum einen liegt diese Transformation in
der Natur einer Hardware-Implementierung, da auf RT-Ebene die Schaltung ohne-
hin durch einen Automaten beschrieben wird. Der Unterschied besteht darin, dass
in dieser Arbeit die Transformation bereits auf der algorithmischen Ebene und nicht
erst beim Ubergang auf die RT-Ebene stattndet. Zum anderen nimmt der Aufwand
nur insofern zu, als im Rumpf der ESF zusatzliche Multiplexer durchlaufen werden
mussen, die die auszufuhrenden Operationen bestimmen. Der Schleifenrumpf ei-
nes Programms in ESF verhalt sich wie eine Case-Anweisung, wie sie in Abbildung
7.14 dargestellt ist. Abhangig vom Kontrollzustand werden gewisse Operationen
state:=...







Abbildung 7.14: Wirkungsweise der ESF
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wahrend eines Durchlaufs durch den Schleifenrumpf ausgefuhrt und anschlieend
wird der neue Kontrollzustand ermittelt. Ein Schleifenrumpfdurchlauf entspricht so-
mit einem Kontrollschritt. Wenn das Programm in ESF durch die Schnittstellensyn-
these in eine RT-Ebenenstruktur uberfuhrt worden ist (siehe Abschnitt 7.3.5), ent-
spricht jeder Kontrollschritt einem Takt. Die Kosten der Hardware-Implementierung
hinsichtlich Ausfuhrungsgeschwindigkeit und Flachenbedarf richten sich also da-
nach, welche Operationen innerhalb welches Kontrollschrittes ausgefuhrt werden.
Jedes Programm in ESF entspricht somit einer RT-Implementierung mit bestimm-
ten Hardwarekosten. Es ist also die Aufgabe der High-Level Synthese, ausgehend
von einem gegebenen Programm dies in ein aquivalentes Programm in ESF zu trans-
formieren, bei dem die Operationen in der Weise im Schleifenrumpf angeordnet
sind, dass das ESF-Programm einer fur eine gegebene Kostenfunktion optimalen
RT-Implementierung entspricht.
Die Transformation eines gegebenen Programms lauft in zwei Stufen ab, wie es























Abbildung 7.15: Zweistuge Transformation in ESF
eine Transformation, die Optimierungs-Programm-Transformation (OPT) genannt
wird, in ein aquivalentes, aber optimiertes Programm umgewandelt. Anschlieend
wird durch eine sogenannte Standard-Programm-Transformation (SPT) dieses Pro-
gramm in ein aquivalentes Programm in ESF transformiert. In Abbildung 7.15(a)
ist auerdem noch die anschlieende Schnittstellensynthese-Transformation (SST)
skizziert. Wahrend SPT und SST eindeutig sind, kann die OPT in beliebiger Weise
durchgefuhrt werden. Die Eindeutigkeit von SPT und SST fuhrt dazu, dass aus-
gehend von einem optimierten Programm die anschlieend entstehenden Hardware-
Kosten abgeschatzt werden konnen (siehe Abbildung 7.15(a)). Wahrend der OPT
muss also in geeigneter Weise der Entwurfsraum untersucht werden. Dies geschieht
im Rahmen der bereits in Abschnitt 7.1 vorgestellten Aufteilung in Entwurfsrau-
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muntersuchung und Transformation. Bei der Entwurfsraumuntersuchung konnen
bekannte Methoden aus dem Compiler-Bau eingesetzt werden, welche die entste-
henden Hardware-Kosten bestimmen, wahrend die eigentliche Transformation der
OPT im Theorembeweiser ablauft und damit die Korrektheit garantiert. Im Folgen-
den soll nun zuerst auf die SPT naher eingegangen werden, bevor die OPT genauer
betrachtet wird.
7.3.3 Standard-Programm-Transformation (SPT)
Im Theorembeweiser HOL wurde fur die SPT ein Satz von Transformationstheore-
men bewiesen. Diese Transformationstheoreme sind ausreichend, um alle Program-
me, die in Gropius beschrieben werden konnen, in ein aquivalentes Programm in
ESF zu transformieren. Obwohl es unendlich viele ESF's fur ein gegebenes Pro-
gramm gibt, wird durch die SPT ein Programm in eine eindeutige ESF uberfuhrt.
Dabei werden die Operationen in eindeutiger Weise im Schleifenrumpf der ESF an-
geordnet, was einer eindeutigen zeitlichen Einordnung entspricht. Damit verbunden
ist eine eindeutige Zuweisung von Hardware-Kosten, wie bereits oben erwahnt.
Die Theoreme stellen allgemeine Transformationsschablonen dar. Wahrend der
Synthese wird eine Termersetzung mit ihnen durchgefuhrt, indem sie mit einem kon-
kreten Term instantiiert werden. Die Termersetzung mit diesem Satz an Theoremen
terminiert immer und lauft automatisch ab.
Die Theoreme der SPT teilen sich in zwei Gruppen. Mit den Theoremen der er-
sten Gruppe werden die Kontrollstrukturen eines Programms schrittweise entfernt
und stattdessen boolesche Hilfsvariablen eingefuhrt, die die entsprechende Kontroll-
information enthalten. Mit den Theoremen der zweiten Gruppe werden diese lokalen
Variablen herausgezogen und zusammengefasst, so dass schlielich in der ESF al-
le lokalen Variablen vor der resultierenden while-Schleife eingefuhrt werden (siehe
(7.7) auf Seite 129). Es ist aber nicht so, dass zunachst nur Theoreme der ersten
und anschlieend solche der zweiten Gruppe angewandt werden. Vielmehr wird
je nach momentanem Aussehen des Programms ein Theorem der ersten oder der
zweiten Gruppe fur die Termersetzung verwendet. Zur Begrisvereinfachung soll im
Folgenden ein Block der Form (PARTIALIZE a) als Elementarrumpf bezeichnet wer-
den. Des Weiteren soll eine while-Schleife, deren Rumpf aus einem Elementarrumpf
besteht, Elementarschleife genannt werden. Die Transformation eines gegebenen
Programms lauft \von innen nach auen" ab, d.h. es werden die Teilterme ersetzt,
die sich aus Elementarrumpfen und/oder Elementarschleifen zusammensetzen.
Es werden nun zunachst die Theoreme der ersten Gruppe vorgestellt. Die Theo-
reme (7.8) bis (7.10) spielen dabei eine Sonderrolle. Mit (7.8) werden zwei Elemen-
tarrumpfe zusammengefasst, die hintereinander ausgefuhrt werden, wahrend mit
(7.9) zwei Elementarrumpfe, die einander ausschlieen, zusammengefasst werden.
Es werden dabei im Gegensatz zu den anderen Theoremen keine Hilfsvariablen ein-
gefuhrt, da sich am Kontrollzustand nichts andert. Theorem (7.10) dient dazu, eine
lokale Variable in einen Elementarrumpf hineinzuziehen und damit nach auen hin
verschwinden zu lassen. Anmerkung: Bei allen Theoremen erscheint auf der linken
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Seite jeweils als DFG-Term nur eine Funktion f , aber keine -Abstraktion. Nach
Abschnitt 2.1.2 gilt aber aufgrund der -Konversion (f = x:f x).
` (PARTIALIZE a) THEN (PARTIALIZE b) =
PARTIALIZE (x: let x1 = (a x) in (b x1) )
(7.8)
` IFTE c (PARTIALIZE a) (PARTIALIZE b) =
PARTIALIZE (x:MUX(c x; a x; b x))
(7.9)
` LOCVAR i (PARTIALIZE a) =
PARTIALIZE (x:let (x0; y) = a(x; i) in x0)
(7.10)
Die nachsten beiden Theoreme beschreiben, wie eine Sequenz aus einem Elemen-
tarrumpf und einer Elementarschleife, bzw. umgekehrt, zu einer einzigen Elemen-
tarschleife umgewandelt werden kann.
` (PARTIALIZE a) THEN (WHILE c (PARTIALIZE b)) =
LOCVAR F
WHILE ((x; h): c x _ :h)
PARTIALIZE ((x; h): (MUX (h; b x; a x);T))
(7.11)
` (WHILE c (PARTIALIZE a)) THEN (PARTIALIZE b) =
LOCVAR F
WHILE ((x; h): :h)
PARTIALIZE ((x; h):MUX (c x; (a x; F); (b x;T)))
(7.12)
Zur besseren Veranschaulichung ist in Abbildung 7.16 das Theorem (7.11) sche-
matisch dargestellt. Die LOCVAR-Umgebung auf der rechten Seite des Theorems
ist durch die beiden DFG-Terme auerhalb der Schleife abgebildet. In den beiden
λ
λ
λ x.(x,  )F
(x,h).x T(x,h). (          (h,b x,a x),  )MUXλ






Abbildung 7.16: Bildhafte Darstellung von Theorem (7.11)
Theoremen (7.11) und (7.12) wird jeweils eine lokale boolesche Hilfsvariable mit In-
itialwert F eingefuhrt. In (7.11) sorgt die Kontrollvariable dafur, dass die Schleife
mindestens einmal ausgefuhrt wird. Dies wird durch die Bedingung erreicht, die
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wahr wird, wenn die Hilfsvariable den Wert F hat. Im ersten Schleifendurchlauf
sorgt der Multiplexer dafur, dass der Elementarblock a ausgefuhrt wird. Gleichzei-
tig andert sich der Wert der Kontrollvariablen zu T; diesen Wert behalt sie auch
in den folgenden Schleifenrumpfdurchlaufen. Nach dem ersten Schleifendurchlauf
spielt die Hilfsvariable bei der Auswertung der Schleifenbedingung keine Rolle mehr
und die Schleife verhalt sich wie die Schleife auf der linken Seite des Theorems. Auch
in Theorem (7.12) nimmt die Kontrollvariable Einuss auf die Schleifenbedingung,
aber in anderer Form. Zu Beginn ist die Bedingung erfullt. Im Schleifenrumpf wird
infolge des Ergebnisses der alten Schleifenbedingung c der Elementarblock a bzw.
der Elementarblock b ausgefuhrt. Ist c erfullt, verhalt sich die Schleife demnach wie
die alte Schleife, und die Hilfsvariable behalt den Wert F, wodurch die Schleife nicht
verlassen wird. Erst wenn c nicht mehr erfullt ist, wird b ausgefuhrt, und die Hilfs-
variable andert ihren Wert zu T. Dies hat zur Folge, dass die Schleife anschlieend
verlassen wird.
Die zwei folgenden Theoreme widmen sich der Sequenz zweier Elementarschlei-
fen, bzw. der Verschachtelung zweier Schleifen, deren innere eine Elementarschleife
ist.
` (WHILE c1 (PARTIALIZE a)) THEN (WHILE c2 (PARTIALIZE b)) =
LOCVAR F
WHILE ((x; h): c2 x _ :h)
PARTIALIZE ((x; h):
MUX (h; (b x;T);MUX(c1 x; (a x; F); (x;T))))
(7.13)
` WHILE c1 (WHILE c2 (PARTIALIZE a)) =
LOCVAR F
WHILE ((x; h): c1 x _ h)
PARTIALIZE ((x; h):MUX (c2 x; (a x;T); (x; F)))
(7.14)
In Theorem (7.13) wird analog zu (7.11) und (7.12) die Kontrollstruktur THEN besei-
tigt, indem eine lokale Kontrollvariable mit Initialwert F eingefuhrt wird. Aufgrund
des Ausdrucks (:h) in der neuen Bedingung wird damit die neue Elementarschlei-
fe mindestens einmal ausgefuhrt. Der erste Multiplexer im Schleifenrumpf wahlt
im ersten Durchlauf das Ergebnis des zweiten Multiplexers aus. Dieser ubernimmt
der Bedingung c1 zufolge entweder das Ergebnis des Elementarblocks a, und dabei
wird die Hilfsvariable auf F gelassen, oder die Hilfsvariable wird auf T gesetzt. Die
Schleife verhalt sich in diesem Falle, solange die Hilfsvariable den Wert F hat, wie
die erste Schleife auf der linken Seite des Theorems. Ist die Bedingung c1 nicht mehr
erfullt, wird also die erste Schleife verlassen, hangt die Bedingung der neuen Schleife
nicht mehr von der Hilfsvariablen ab und die Schleife verhalt sich nun wie die zweite
Schleife auf der linken Seite. Auch in Theorem (7.14) wird eine Kontrollvariable mit
Anfangswert F eingesetzt. Dadurch wird die Kontrollstruktur WHILE beseitigt. Die
Bedingung der neuen Schleife hangt beim ersten Durchlauf nicht von der Kontroll-
variablen ab, sondern nur von der Bedingung c1 der alten aueren Schleife. Ist diese
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erfullt, wird im Rumpf abhangig vom Ergebnis der Bedingung c2 der alten inneren
Schleife der Elementarblock a ausgefuhrt und die lokale Variable auf T gesetzt, oder
die lokale Variable bleibt auf F. Ist c2 erfullt und damit der Wert der Hilfsvariablen
T, bleibt die Bedingung der neuen Schleife wahr, bis c2 nicht mehr gilt. In die-
sem Falle wechselt die Kontrollvariable wieder auf F und ein neuer Durchlauf hangt
wieder vom Resultat der Bedingung c1 ab.
Die Theoreme (7.15), (7.16) und (7.17) beschreiben, wie eine bedingte Verzwei-
gung mit einem Elementarrumpf in einem Zweig und mit einer Elementarschleife
im anderen Zweig, bzw. je einer Elementarschleife in den Zweigen, umgewandelt
werden kann in eine Sequenz aus Elementarrumpf und Elementarschleife. Diese
Sequenz kann anschlieend mit Theorem (7.11) in eine einzige Elementarschleife
umgewandelt werden.
` IFTE c1 (PARTIALIZE a) (WHILE c2 (PARTIALIZE b)) =
LOCVAR F
PARTIALIZE ((x; h):MUX (c1 x; (a x; F); (x;T)))
THEN
WHILE ((x; h): c2 x ^ h) (PARTIALIZE ((x; h): (b x;T)))
(7.15)
` IFTE c1 (WHILE c2 (PARTIALIZE a)) (PARTIALIZE b) =
LOCVAR F
PARTIALIZE ((x; h):MUX (c1 x; (x;T); (b x; F)))
THEN
WHILE ((x; h): c2 x ^ h) (PARTIALIZE ((x; h): (a x;T)))
(7.16)
` IFTE c1 (WHILE c2 (PARTIALIZE a)) (WHILE c3 (PARTIALIZE b)) =
LOCVAR F
PARTIALIZE ((x; h): (x; c1 x))
THEN
WHILE ((x; h): (c2 x ^ h) _ (c3 x ^ :h))
PARTIALIZE ((x; h): (MUX(h; a x; b x); h))
(7.17)
Zur Beseitigung der Kontrollstruktur IFTE wird wieder jeweils eine Kontrollvariable
mit Anfangswert F eingefuhrt. In (7.15) entsteht eine Sequenz, wobei zunachst in
einem Elementarblock gepruft wird, ob die Verzweigungsbedingung c1 erfullt ist. Ist
dies der Fall, wird der Elementarblock a aus dem ersten Zweig ausgefuhrt, und die
Kontrollvariable bleibt unverandert. Dies fuhrt dazu, dass die anschlieende Ele-
mentarschleife wegen des Ausdrucks (c2 x ^ h) in ihrer Bedingung nicht ausgefuhrt
wird. Ist dagegen c1 nicht erfullt, andert sich im Elementarblock nur der Wert der
Kontrollvariablen auf T. Dadurch wird gewahrleistet, dass sich die anschlieende
Elementarschleife wie die Elementarschleife im zweiten Zweig der IFTE-Umgebung
verhalt, da sich ihre Bedingung gerade zu (c2 x) reduziert. Theorem (7.16) be-
schreibt die analoge Situation, bei der die Zweige in der IFTE-Umgebung vertauscht
sind. Theorem (7.17) ist etwas komplizierter. Es entsteht eine Sequenz, bei der
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zunachst die Hilfsvariable auf den Wert des Ergebnisses der Verzweigungsbedingung
c1 gesetzt wird. Die Bedingung der anschlieenden Elementarschleife setzt sich aus
zwei Teilen zusammen, die eine Disjunktion bilden. Einer dieser Teile reduziert sich
aufgrund des neuen Wertes der Kontrollvariablen zu F. Ist c1 erfullt, ist es der zweite
Teil, im anderen Fall der erste Teil. Im Rumpf der neuen Elementarschleife wird
abhangig vom Wert der Kontrollvariablen und damit vom Ergebnis von c1 entweder
der Rumpf a der Schleife im ersten Zweig von IFTE ausgefuhrt oder der Rumpf b
der Schleife im zweiten Zweig.
Die Theoreme (7.18) bis (7.23) zeigen, wie die Kontrollstrukturen LEFTVAR
bzw. RIGHTVAR beseitigt werden konnen. Da die Transformation eines Programms
in die ESF im Syntaxbaum von unten nach oben ablauft, mussen jeweils nur die
folgenden drei Falle betrachtet werden. LEFTVAR bzw. RIGHTVAR wird angewandt
auf einen Elementarrumpf, eine Elementarschleife oder eine lokale Variable mit Ele-
mentarschleife. Alle Blocke, auf die LEFTVAR bzw. RIGHTVAR angewandt werden
konnen, konnen durch die bereits vorgestellten und die noch vorzustellenden Theo-
reme in eine dieser drei Formen uberfuhrt werden.
` LEFTVAR (PARTIALIZE a) = PARTIALIZE ((x; h): (a x; h))
(7.18)
` LEFTVAR (WHILE c (PARTIALIZE a)) =
WHILE ((x; h): c x) (PARTIALIZE ((x; h): (a x; h)))
(7.19)
` LEFTVAR (LOCVAR i (WHILE c (PARTIALIZE a))) =
LOCVAR i
WHILE (((x; h1); h2): c (x; h2))
PARTIALIZE (((x; h1); h2):
let (r; s) = a (x; h2) in ((r; h1); s))
(7.20)
` RIGHTVAR (PARTIALIZE a) = PARTIALIZE ((h; x): (h; a x))
(7.21)
` RIGHTVAR (WHILE c (PARTIALIZE a)) =
WHILE ((h; x): c x) (PARTIALIZE ((h; x): (h; a x)))
(7.22)
` RIGHTVAR (LOCVAR i (WHILE c (PARTIALIZE a))) =
LOCVAR i
WHILE (((h1; x); h2): c (x; h2))
PARTIALIZE (((h1; x); h2):
let (r; s) = a (x; h2) in ((h1; r); s))
(7.23)
Die Kombination von LEFTVAR mit einem Elementarrumpf fuhrt zu einem etwas
anderen Elementarrumpf, bei dem sich der Typ geandert hat, da nun eine zusatzliche
Eingangsvariable berucksichtigt werden muss, die durch LEFTVAR ausgeblendet war.
Analog wird die Kombination von LEFTVAR mit einer Elementarschleife umgeformt.
Kommt zusatzlich eine lokale Variable ins Spiel, wird es etwas komplizierter. In
7.3 Synthese von algorithmischen P-Schaltungsbeschreibungen 137
Theorem (7.20) setzt sich der Eingang der Schleifenbedingung und des Schleifen-
rumpfes auf der rechten Seite nunmehr aus drei Anteilen zusammen. Die Variable
h2 entspricht dabei der lokalen Variablen, deren Initialwert i ist. Da die LOCVAR-
Umgebung nun auen steht, entspricht der lokalen Variablen nach Denition (5.18)
auf Seite 62 der zweite Teil der Variablenstruktur ((x; h1); h2) der inneren DFG-
Terme. Die Variable h1 entspricht der Variablen, die zuvor durch LEFTVAR ausge-
blendet war. Die DFG-Terme c und a mussen also auf das Paar (x; h2) angewandt
werden. Die Theoreme, mit deren Hilfe RIGHTVAR beseitigt wird, sind ahnlich
aufgebaut, sodass sie nicht naher erlautert werden mussen.
Damit ist die erste Gruppe der SPT-Theoreme komplett. Es werden nun die
Theoreme der zweiten Gruppe vorgestellt, die zum Herausziehen der lokalen Va-
riablen verwendet werden. Mit Hilfe des Theorems (7.24) konnen zwei \verschach-
telte" lokale Variablen zu einer einzigen lokalen Variablen zusammengefasst wer-
den. Es wird dabei angenommen, dass der Block, auf den die innere lokale Varia-
ble angewandt wird, durch die anderen Theoreme bereits in eine Elementarschleife
transformiert wurde. Der Initialwert der neuen lokalen Variablen ergibt sich aus
dem kartesischen Produkt der beiden ursprunglichen Initialwerte. Es muss da-
bei beachtet werden, dass sich damit der Typ der inneren Elementarschleife von
((()) ! (())partial) verandert zu (() ! ()partial).
` LOCVAR i1 (LOCVAR i2 (WHILE c (PARTIALIZE a))) =
LOCVAR (i1; i2)
WHILE ((x; y; z): c ((x; y); z))
PARTIALIZE ((x; y; z):
let ((x0; y0); z0) = a ((x; y); z) in (x0; y0; z0) )
(7.24)
Das Theorem (7.25) dient dazu, eine lokale Variable aus einer Schleife herauszu-
ziehen. Es wird dabei angenommen, dass der Teil des Schleifenrumpfes, auf den die
lokale Variable angewandt wird, durch die obigen Theoreme bereits in eine Elemen-
tarschleife umgewandelt wurde.
`WHILE c1 (LOCVAR i (WHILE c2 (PARTIALIZE a))) =
LOCVAR i
LOCVAR F
WHILE (((x; h1); h2): c1 x _ h2)
PARTIALIZE (((x; h1); h2):
MUX (c2 (x; h1); (a (x; h1);T); ((x; i); F)))
(7.25)
Beim Herausziehen der lokalen Variablen mit Initialwert i muss eine weitere lokale
Variable mit Initialwert F eingefuhrt werden. Diese lokale Variable, die in den
DFG-Termen mit h2 bezeichnet wird, gibt an, ob die innere Schleife ausgefuhrt wird
oder nicht. Zunachst hat sie keinen Einu auf die neue Schleifenbedingung. Ist die
ursprunglich auere Schleifenbedingung c1 erfullt, wird im Schleifenrumpf uberpruft,
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ob die alte innere Schleifenbedingung c2 erfullt ist. Ist dies der Fall, wird der alte
innere Schleifenrumpf a ausgefuhrt und die boolesche Hilfsvariable wechselt ihren
Wert auf T, wodurch die neue Schleifenbedingung erfullt wird. Ist die Bedingung c2
einmal nicht mehr erfullt, wird der Wert der booleschen Kontrollvariablen wieder auf
F gesetzt und der Wert der ursprunglich vorhandenen lokalen Variablen wird wieder
auf ihren Anfangswert i gesetzt. In Abhangigkeit der Bedingung c1 kann dann
ein neuer Schleifendurchlauf beginnen. Da Theorem (7.25) nicht nur eine lokale
Variable herauszieht, sondern auch eine boolesche Kontrollvariable einfuhrt, indem
eine der while-Schleifen beseitigt wird, ist das Theorem nicht eindeutig einer der
beiden Gruppen von SPT-Theoremen zuzuordnen. In der Tat stellt dieses Theorem
auch das Komplexeste der SPT-Theoreme dar und der Beweis ist sehr aufwendig.
Die letzten Theoreme dienen dazu, lokale Variablen aus einer Sequenz oder einer
bedingten Verzweigung herauszuziehen.
` (LOCVAR i A) THENB =
LOCVAR i (A THEN (LEFTVAR B))
(7.26)
` B THEN (LOCVAR i A) =
LOCVAR i ((LEFTVAR B) THEN A)
(7.27)
` IFTE c (LOCVAR i A)B =
LOCVAR i (IFTE ((x; h): c x) A (LEFTVAR B))
(7.28)
` IFTE c B (LOCVAR i A) =
LOCVAR i (IFTE ((x; h): c x) (LEFTVAR B) A)
(7.29)
Die Blocke B in den Theoremen (7.26) bis (7.29), die nicht uber die lokale Va-
riable mit Initialwert (i : ) verfugen, haben den Typ ( ! ()partial) und werden
durch die Theoreme in eine LEFTVAR-Umgebung eingebettet. Damit werden sie nur
auf den linken Teil des Zustands, der den Typ () hat, angewandt. Der Wert der
lokalen Variablen bleibt dadurch unberuhrt. Diese LEFTVAR-Umgebungen konnen
mit Hilfe der Theoreme (7.18) bis (7.20) beseitigt werden. Der Block B muss dazu
aber noch jeweils in eine entsprechende Form transformiert werden.
Optimierung der SPT
Nun sind alle Theoreme vorgestellt, mit deren Hilfe jedes Programm in eine ESF
uberfuhrt werden kann. Aus Optimierungsgrunden hinsichtlich der Anzahl der Kon-
trollvariablen in der ESF sollen im Folgenden aber noch weitere Theoreme vorgestellt
werden.
Es ist zu beachten, dass jeweils die Theoreme (7.26) und (7.27) bzw. (7.28) und
(7.29) in der Situation miteinander konkurrieren, in der beide Teile der Sequenz
bzw. der Verzweigung uber eine lokale Variable verfugen. Je nachdem, welches der
beiden Theoreme dann angewandt wurde, ergabe sich eine andere ESF. Daher ist
die Termersetzung mit diesen Theoremen nicht konuent. Man konnte leicht ei-
ne konuente Termersetzung garantieren. Dazu mussten aus jedem der vier oberen
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Theoreme zwei Theoreme abgeleitet werden, in denen der Block B entweder ein Ele-
mentarrumpf oder eine Elementarschleife ist. Daruber hinaus brauchte man dann
noch ein Theorem mit zwei lokalen Variablen jeweils fur die Sequenz und die Ver-
zweigung. Statt der obigen vier Theoreme brauchte man also deren zehn. Dem soll
hier aber nicht nachgegangen werden, und zwar aus folgendem Grund: Die beiden
Theoreme, die zwei lokale Variablen in den beiden Teilen der Sequenz bzw. der Ver-
zweigung betrachten, mussten von zwei lokalen Variablen unterschiedlichen Typs
ausgehen. Hatten die beiden Variablen einen gleichen Typ, wurde dies nur einen
Sonderfall darstellen. Genau das ist aber das Problem. Die Theoreme mussten so
allgemein sein, dass letztlich beide lokale Variablen herausgezogen wurden. Im Falle
der Typgleichheit der beiden Variablen ist dies aber nicht notig. Es wurden daher
unnotig viele lokale Variablen in der resultierenden ESF auftreten, gerade im Hin-
blick darauf, dass mit den Theoremen der ersten Gruppe immer boolesche Variablen
eingefuhrt werden. Aus diesem Grund werden die beiden folgenden Theoreme (7.30)
und (7.31) hinzugezogen, wenn die zwei lokalen Variablen den gleichen Typ haben:
` (LOCVAR (i1 : ) A) THEN (LOCVAR (i2 : )B) =
LOCVAR i1
A THEN (PARTIALIZE ((x; y): (x; i2))) THENB
(7.30)
` IFTE c (LOCVAR (i1 : ) A) (LOCVAR (i2 : )B) =
LOCVAR i1
IFTE ((x; h): c x) A
(PARTIALIZE ((x; y): (x; i2))) THEN B
(7.31)
Theorem (7.30) kann verwendet werden, wenn in beiden Teilen einer Sequenz
jeweils eine lokale Variable eingefuhrt wird und diese denselben Typ haben. Auf
diese Weise bleibt nur eine Variable ubrig, deren Wert nach Ausfuhrung des Blocks
A auf den Initialwert i2 des zweiten Teils der Sequenz geandert wird. Theorem
(7.31) leistet entsprechendes fur eine Verzweigung.
Auf eine konuente Termersetzung wird also verzichtet, um die Anzahl der re-
sultierenden Kontrollvariablen in der ESF moglichst gering zu halten. Wie kommt
man nun aber zu einer eindeutigen ESF, wenn die Termersetzung mit den Theo-
remen nicht konuent ist? Dies wird erreicht, indem eine bestimmte Reihenfolge
der Theoreme bei der Termersetzung vorgegeben wird. Es wird dabei immer zuerst
gepruft, ob das Theorem (7.30) bzw. (7.31) angewandt werden kann, bevor eines der
Theoreme (7.26) und (7.27) bzw. (7.28) und (7.29) herangezogen wird. Unter dieser
Voraussetzung fuhrt die SPT immer zu einem eindeutigen Ergebnis.
Das Ergebnis der SPT kann im Hinblick auf die Anzahl der eingefuhrten Kon-
trollvariablen noch weiter verbessert werden. Theorem (7.30) bzw. (7.31) betrachtet
nur den Fall, dass beide lokale Variablen denselben Typ haben. Es kann aber auch
geschehen, dass in beiden Teilen der Sequenz bzw. der Verzweigung zusammenge-
setzte Variablen auftreten, deren Subtypen alle gleich sind, deren Gesamttyp sich
aber unterscheidet. Dafur konnten die Theoreme (7.30) und (7.31) nicht angewandt
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werden, obwohl im Endeekt nur die lokale Variable mit der hoheren Stelligkeit
notig ware. Man betrachte dazu folgendes Beispiel. Gegeben sei der Term
(LOCVAR ((F; F); F) A) THEN (LOCVAR (F; F; F; F) B)
mit beliebigen Blocken A und B. Theorem (7.30) konnte in diesem Fall nicht ange-
wandt werden, da sich die Typen der beiden lokalen Variablen unterscheiden. Die
Folge ware, eines der Theoreme (7.26) oder (7.27) einzusetzen. Dies wurde dar-
auf hinauslaufen, dass sich schlielich eine siebenstellige (!) lokale Variable ergeben
wurde. Es ist aber oensichtlich, dass eine vierstellige ausreicht. Um diesem Pro-
blem zu begegnen, werden zu den bisher vorgestellten SPT-Theoremen noch die
beiden folgenden hinzugefugt:
` LOCVAR (i1; i2) (WHILE c (PARTIALIZE a)) =
LOCVAR i1
LOCVAR i2
WHILE(((x; y); z):c(x; y; z))
PARTIALIZE(((x; y); z):let (x0; y0; z0) = a(x; y; z) in ((x0; y0); z0))
(7.32)
` LOCVAR (i1; i2) (LOCVAR i3 (WHILE c (PARTIALIZE a))) =
LOCVAR i1
LOCVAR (i2; i3)
WHILE(((w; x); (y; z)):c((w; x; y); z))
PARTIALIZE(((w; x); (y; z)):
let ((w0; x0; y0); z0) = a((w; x; y); z) in ((w0; x0); (y0; z0)))
(7.33)
Mit diesen beiden Theoremen konnen zusammengesetzte lokale Variablen wie-
der auseinandergenommen werden. Dabei wird davon ausgegangen, dass der inne-
re Block entweder eine Elementarschleife ist oder eine Elementarschleife mit einer
zusatzlichen lokalen Variablen. Mit den restlichen SPT-Theoremen kann jeder Teil-
term in eine dieser beiden Formen gebracht werden, auer es ergabe sich ein Ele-
mentarrumpf. Dieser konnte aber zusammen mit der aueren Variablen mit Hilfe
von (7.10) zu einem neuen Elementarrumpf umgeformt werden.
Die Anwendung der Theoreme (7.32) und (7.33) fuhrt dazu, dass schlielich doch
durch Anwenden von Theorem (7.30) im obigen Beispiel nur eine vierstellige Varia-
ble resultiert. (7.32) und (7.33) stellen die Umkehrung von Theorem (7.24) dar.
Aus diesem Grunde besteht die Gefahr, dass die Termersetzung nicht terminiert,
wenn die Theoreme in beliebiger Weise angewandt werden. Es muss also eine ge-
naue Festlegung der Reihenfolge getroen werden, in der die Termersetzung mit den
Theoremen stattndet.
Eine weitere Optimierung dient der Vereinfachung der Ausdrucke in den DFG-
Termen, die sich wahrend der SPT ergeben. Daher wird zusatzlich eine Termer-
setzung mit den in Tabelle 7.1 dargestellten einfachen Theoremen fur Multiplexer
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und Paare durchgefuhrt. Die elementaren Vereinfachungstheoreme fur die boole-
schen Funktionen der Konjunktion ^, der Disjunktion _ und der Negation : sind
bereits Bestandteil des Theorembeweisers HOL. Sie konnen hinzugezogen werden,
ohne gesondert bewiesen werden zu mussen.
` MUX(T; a; b) = a ` MUX(F; a; b) = b
` FST(x; y) = x ` SND(x; y) = y
` FST(MUX(c; (a1; a2); b1; b2)) = MUX(c; a1; b1)
` SND(MUX(c; (a1; a2); b1; b2)) = MUX(c; a2; b2)
` MUX(c; a;T) = :c _ a ` MUX(c;T; a) = c _ a
` MUX(c; a; F) = c ^ a ` MUX(c; F; a) = :c ^ a
` MUX(b1; a;MUX(b2; a; c)) = MUX(b1 _ b2; a; c)
` MUX(b1;MUX(b2; a; c); c) = MUX(b1 ^ b2; a; c)
` MUX(a; (b; c); (d; e)) = (MUX(a; b; d);MUX(a; c; e))
` MUX(c;MUX(c; b; d); a) = MUX(c; b; a)
` MUX(c; a;MUX(c; b; d)) = MUX(c; a; d)
` MUX(c; a; a) = a
Tabelle 7.1: Einige Vereinfachungstheoreme fur DFG-Terme
In Abschnitt 5.1.6 wurden die zwei abgeleiteten Verdrahtungsstrukturen
ASSOCVAR und SWAPVAR vorgestellt. Sie werden benotigt, um allgemeine Scha-
blonen einer Schaltungsbeschreibung zur Verfugung zu stellen. Im weiteren Verlauf
der Arbeit wird noch naher darauf eingegangen. Durch Termersetzung mit ihrer
Denition lieen sich diese zwei Verdrahtungsstrukturen wahrend der SPT beseiti-
gen. Wenn man sich aber ihre Denitionen (5.24) und (5.25) auf Seite 65 genauer
ansieht, erkennt man, dass dadurch zu viele Hilfsvariablen eingefuhrt wurden. Es
ist besser, fur diese zwei wichtigen Strukturen eigene Theoreme zur Verfugung zu
stellen. Dies soll hier nur exemplarisch fur ASSOCVAR gezeigt werden.
` ASSOCVAR (PARTIALIZE a) (i1; i2) =
PARTIALIZE (((x; y); z): let (x0; y0; z0) = a (x; y; z) in ((x0; y0); z0)) (7.34)
` ASSOCVAR (WHILE c (PARTIALIZE a)) (i1; i2) =
WHILE (((x; y); z): c (x; y; z))
PARTIALIZE (((x; y); z):
let (x0; y0; z0) = a (x; y; z) in ((x0; y0); z0))
(7.35)
` ASSOCVAR (LOCVAR i (WHILE c (PARTIALIZE a))) (i1; i2) =
LOCVAR i
WHILE ((((x; y); z); h): c ((x; y; z); h))
PARTIALIZE ((((x; y); z); h):
let ((x0; y0; z0); h0) = a ((x; y; z); h) in (((x0; y0); z0); h0))
(7.36)
Es sind { wie bei den Theoremen (7.18) bis (7.20) zur Beseitigung von LEFTVAR{ nur
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drei Theoreme erforderlich, da alle Blocke, auf die ASSOCVAR angewandt werden
kann, mit diesen und den bereits vorgestellten Theoremen in eine dieser drei Formen
uberfuhrt werden konnen.
Ein Beispiel
In Abbildung 7.17 ist das Theorem dargestellt, das ausdruckt, dass das in Abschnitt
5.1.7 vorgestellte Programm b aquivalent seiner durch die SPT erreichten ESF ist.
Es wurden zwei boolesche Kontrollvariablen mit Initialwert F eingefuhrt. Dabei




LOCVAR (1; 1; 0; 0;F;F)
WHILE(((n; y1); a1; a2; y2;m; h1; h2)::h1_ :h2)
PARTIALIZE(((n; y1); a1; a2; y2;m; h1; h2):
let x10 = :(m = 0) in
let c = ODD m in
let x100 = MUX(c; y1; a1) in
let x2 = MUX(c; y2; a2) in
let x5 = x100  a1 + x2  a2 in
let x8 = x100  a2 + x2  (a1 + a2) in
( (n;MUX(h2;MUX(x10;MUX(c; x5; y1);MUX(ODD n; y2; y1)); y1));
MUX(h2 ^ x10;MUX(c; a1; x5); a1);
MUX(h2 ^ x10;MUX(c; a2; x8); a2);
MUX(h2 ^ x10;MUX(c; x8; y2); y2);
MUX(h2;MUX(x10;MUX(c;m  1;m DIV 2);m); (n DIV 2) + 1);
MUX(h2; x10; h1);T ) )
Abbildung 7.17: Einschleifenform (ESF) des Programms b
In der ESF gibt die Variablenstruktur der DFG-Terme die benotigten Register
an, die fur die RT-Implementierung notig werden. In Abbildung 7.17 besteht die
Variablenstruktur (n; y1; a1; a2; y2; m; h1; h2) aus acht Variablen, es wurden also
acht Register bereitgestellt. Der Typ der bereitgestellten Variablen ist identisch
mit dem Typ der entsprechenden Variablen. Wird ausgehend von einem Programm
nur die SPT durchgefuhrt, ist die Bereitstellung und Zuordnung von Registern tri-
vial. Zusatzlich zu den bereits in den Variablenstrukturen der Anfangsbeschrei-
bung enthaltenen Variablen treten i.Allg. nur boolesche Kontrollvariablen hinzu. Im
nachsten Abschnitt wird aber deutlich, dass wahrend der Optimierungs-Programm-
Transformation die Bereitstellung und Zuordnung von Registern nicht mehr trivial
bleibt.
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7.3.4 Optimierungs-Programm-Transformation (OPT)
Durch die SPT werden einem Programm in eindeutiger Weise Kosten zugewiesen.
Dies geschieht durch eine bestimmte zeitliche Einordnung der Operationen sowie
durch eine eindeutige Bereitstellung und Zuweisung von Registern. Um die durch
die SPT festgelegten Kosten hinsichtlich einer gegebenen Kostenfunktion zu mi-
nimieren, wird vor der SPT eine Optimierungs-Programm-Transformation (OPT)
durchgefuhrt. Wahrend dieser Optimierung wird das Ausgangsprogramm in ein
aquivalentes Programm uberfuhrt, das als Startpunkt fur die SPT zu einer ESF
fuhrt, die einer RT-Implementierung mit geringeren Kosten entspricht.
Die OPT beruht wie die SPT auf vorbewiesenen Transformationstheoremen, die
wahrend der Synthese instantiiert werden. Im Gegensatz zur SPT muss aber ei-
ne Steuerinformation zur Verfugung gestellt werden, welches Theorem auf welchen
Teilterm angewandt werden soll. Wie in Abbildung 7.15(b) dargestellt, konnen
dazu nichtformale Techniken hinzugezogen werden. Es ist aber auch moglich, in-
teraktiv die Theoreme auszuwahlen und anzuwenden. Ein interessantes Verfahren,
wie Optimierungs-Transformationen automatisch bestimmt werden konnen, wird in
[GeRo98, GeKR99] vorgestellt.
Auf der algorithmischen Ebene liegt die Beschreibung des funktionalen Verhal-
tens einer Schaltung als reines Software-Programm vor. Es liegt also nahe, fur die
OPT solche Transformationen zu verwenden, die aus dem Compiler-Bau bekannt
sind. Eine Reihe solcher Transformationen ndet sich in [AhSU86]. Der Unterschied
besteht darin, dass sich fur die Auswahl und Parametrisierung der Transformatio-
nen die Kostenfunktion andert, da fur eine Hardware-Losung andere Kosten relevant
sind als fur eine Software-Losung. Es werden also fur die OPT im Folgenden kei-
ne \neuen" Transformationen vorgestellt, sondern es werden bewiesene Theoreme
fur bekannte Transformationen prasentiert. Man muss sich dabei vor Augen hal-
ten, dass aufgrund der Tatsache, dass fur die Transformationen Theoreme in HOL
bewiesen wurden, die Korrektheit der Transformationen wahrend der Synthese nach-
weislich garantiert wird. Dies ist im Compiler-Bau, in dem die Transformationen
sonst verwendet werden, zumeist nicht der Fall.
Schleifenaufrollen
Die erste Transformation, die vorgestellt werden soll, ist das \Schleifenaufrollen", im
Englischen loop-unrolling. Eine while-Schleife wird transformiert in eine aquivalente,
n-fach aufgerollte Schleife. Im Rumpf der neuen Schleife wird der alte Schleifen-
rumpf n-mal wiederholt, wobei zwischen zwei alten Rumpfen die Schleifenbedingung
uberpruft wird, um zu garantieren, dass der zweite Rumpf nur dann ausgefuhrt ist,
wenn die Bedingung noch wahr ist. Das in HOL bewiesene Theorem fur diese Trans-
formation ist in (7.37) dargestellt. FOR 1 NFOLD ist die in Abschnitt 5.1.6 auf Seite
67 unter (5.30) denierte spezielle for-Schleife, die eine n-malige Anwendung der-
selben Funktion realisiert. Theorem (7.37) ist parametrisierbar darin, wie oft der
Schleifenrumpf wiederholt werden soll. Wahrend der Synthese wird dieser Parame-
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ter n instantiiert. Danach kann Theorem (7.38) verwendet werden, um die Funktion
FOR 1 NFOLD zu beseitigen.
`WHILE c (PARTIALIZE a) =
WHILE c
(PARTIALIZE a) THEN
FOR 1 NFOLD n (PARTIALIZE (x:MUX(c x; a x; x)))
(7.37)
` FOR 1 NFOLD 0 A = NOP ^
FOR 1 NFOLD (SUC n) A = A THEN (FOR 1 NFOLD n A)
(7.38)
Die Bedeutung des Schleifenaufrollens fur die Schaltungssynthese liegt in einer
erhohten Ausfuhrungsgeschwindigkeit, da die zur Abarbeitung notwendige Taktan-
zahl abnimmt. Durch die SPT werden alle Operationen eines Schleifenrumpfes einem
Kontrollschritt zugeordnet. Durch das Schleifenaufrollen wird damit die Anzahl der
wahrend eines Kontrollschrittes ausgefuhrten Operationen erhoht. Wie viel schneller
die Abarbeitung dadurch wird, lasst sich aber i.Allg. nicht vorhersagen, da dies von
der Schleifenbedingung abhangt. Wahrend bei einer while-Schleife der Zeitgewinn
u.U. bescheiden ausfallen kann, lasst sich bei einer for-Schleife { die in Gropius als
while-Schleife reprasentiert wird { die Ersparnis an Ausfuhrungszeit durchaus genau
abschatzen. Ein entscheidender Nachteil des Schleifenaufrollens ist aber der erhohte
Flachenbedarf, da alle Operationen n+ 1-mal realisiert werden mussen. Verbunden
damit ist eine Erhohung der kombinatorischen Tiefe in der korrespondierenden RT-
Struktur und somit eine Erhohung der Verzogerungszeit wahrend eines Taktes. Die
theoretisch mogliche Taktfrequenz wird damit verringert.
Schleifenauftrennen
Der zum Schleifenaufrollen umgekehrte Vorgang ist das \Schleifenauftrennen" (loop-
cutting). Hier werden die Operationen eines Schleifenrumpfes nicht mehrmals in
einem Kontrollschritt, sondern verteilt auf mehrere Kontrollschritte ausgefuhrt. Der
Schleifenrumpf wird in mehrere kleinere Teile zerlegt. Jeder dieser Teile entspricht
dann einem Kontrollschritt.
Das in HOL bewiesene Theorem fur das Schleifenauftrennen ist in (7.39) darge-
stellt. Das Theorem geht davon aus, dass der Schleifenrumpf bereits in eine Kompo-
sition von Teilfunktionen eingeteilt wurde. Der Term list o L bezeichnet eine solche
Komposition von Funktionen, die in der Liste L aufgefuhrt sind. Indem vorgeschrie-
ben wird, dass die Liste L das Aussehen (CONS k r) hat, wird garantiert, dass die
Liste nicht leer ist.
`WHILE c (PARTIALIZE (list o (CONS k r))) =
LOCVAR (enum (SUC (LENGTH r)) 0)
WHILE ((x; h): c x _ :(h = 0))
PARTIALIZE ((x; h): ((CASE (k :: r) h) x;
next (SUC (LENGTH r)) h) )
(7.39)
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Die Funktionen list o, CONS und LENGTH wurden bereits in Abbildung 7.12 auf
Seite 126 deniert. Sie wurden zusammen mit den Funktionen CASE, enum und
next in Abschnitt 7.2.2 eingefuhrt.
Das Theorem (7.39) sagt folgendes aus: Ist eine while-Schleife mit einem un-
terteilten Schleifenrumpf (list o (CONS k r)) gegeben, wird sie umgewandelt in
eine aquivalente while-Schleife, die (LENGTH r)-mal ofter ihren Rumpf ausfuhrt
als die gegebene Schleife. Wahrend einer Ausfuhrung des neuen Schleifenrumpfes
wird genau eine der Funktionen der Liste (CONS k r) angewandt. Die Kontrollin-
formation, welche Funktion in welchem Durchlauf ausgefuhrt werden muss, steckt
in einer neu eingefuhrten lokalen Variablen. Diese lokale Variable hat den Daten-
typ enum
1+ LENGTH r und den Initialwert (enum (1 + LENGTH r) 0), was gerade
dem Wert 0 entspricht. Hat die lokale Variable den Wert 0, hat sie keinen Einuss
auf die Schleifenbedingung, und es hangt von der ursprunglichen Schleifenbedin-
gung c ab, ob der Schleifenrumpf ausgefuhrt wird oder nicht. Ist der Wert der
lokalen Variablen hingegen ungleich 0, wird der Schleifenrumpf unabhangig von c
ausgefuhrt. Wird der Schleifenrumpf ausgefuhrt, wird einerseits die h-te Funktion
der Liste (CONS k r) auf den ersten Teil des Eingangs (x; h) angewandt, anderer-
seits wird h inkrementiert, bzw. auf 0 gesetzt, wenn ansonsten der Wertebereich des
Aufzahlungsdatentyps uberschritten wurde.
Das Schleifenauftrennen hat die umgekehrte Bedeutung des Schleifenaufrollens
fur den Schaltungsentwurf. Hier wird angestrebt, den Flachenbedarf moglichst zu
verkleinern. Da die einzelnen Teilfunktionen verteilt auf mehrere Kontrollschritte
angewandt werden, besteht die Moglichkeit, dass gleiche Operationen, die unter-
schiedlichen Teilfunktionen zugeordnet sind, auf der RT-Ebene durch gemeinsame
Funktionseinheiten ausgefuhrt werden konnen. Das Schleifenauftrennen macht also
nur dann Sinn, wenn der Schleifenrumpf so aufgeteilt ist, dass in unterschiedlichen
Teilfunktionen gleiche Operationen vorhanden sind. Als Nachteil dieser Transfor-
mation ergibt sich auf jeden Fall eine hohere Ausfuhrungszeit.
Die Transformation des Schleifenauftrennens soll nun exemplarisch am in Ab-
schnitt 5.1.7 vorgestellten Programm b prasentiert werden. Bevor Theorem (7.39)
angewandt werden kann, muss der Schleifenrumpf von b zuerst in eine Komposition
von Teilfunktionen zerlegt werden. Das entspricht einer zeitlichen Einordnung der
Operationen des Rumpfes. Dies wird in der in Abschnitt 7.2 vorgestellten Weise
durchgefuhrt, indem der Syntheseschritt in Entwurfsraumuntersuchung und Trans-
formation aufgeteilt wird. Der obere Teil von Tabelle 7.2 zeigt das Ergebnis des
Einsatzes verschiedener Techniken fur die zeitliche Einordnung, die bereits in Ab-
schnitt 3.1.1 vorgestellt wurden. Fur jede Teilfunktion werden dabei die lokalen
Variablen des in Abbildung 5.8 vorgestellten Programms angegeben, die das Er-
gebnis der entsprechenden Operation speichern. Fur das Verfahren des \list-based
scheduling" wurde die Anzahl der Multiplikationen und Additionen pro Kontroll-
schritt auf jeweils zwei beschrankt. Daraus resultiert, dass sich im Vergleich zu den
beiden anderen Techniken die Anzahl der Teilfunktionen um eins erhoht.
Es muss angemerkt werden, dass bei der Implementierung der Algorithmen zur
Entwurfsraumuntersuchung kein Chaining berucksichtigt wurde. Dies stellt aber
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Teilfunktion ASAP Force-directed List-based
1 c;m1; m2; x c c;m1; m2; x
2 m3; x1; x2 m1; m2x; x1; x2 m3; x1; x2
3 x3; x4; x6; x7 x3; x4; x6; x7 x3; x4
4 x5; x8 m3; x5; x8 x5; x6; x7
5 y10; a10; a20; y20 y10; a10; a20; y20 x8; y10; a10
6         a20; y20
Typ bool : 1 Typ bool : 1 Typ bool : 1
Bereitgestellte Register
Typ num : 10 Typ num : 10 Typ num : 11
Tabelle 7.2: Steuerinformation verschiedener Techniken zur zeitlichen Einordnung
keine allgemeine Einschrankung dar.
Im Programm b hat der Schleifenrumpf sechs Eingange und sechs Ausgange.
Die Unterteilung in eine Komposition von Teilfunktionen wird aber i.Allg. ergeben,
dass die Teilfunktionen eine unterschiedliche Anzahl von Ein- und Ausgangen ha-
ben. Um Theorem (7.39) anwenden zu konnen, mussen aber alle Teilfunktionen
denselben Ein- und Ausgangstyp haben. Bevor also die logische Transformation zur
zeitlichen Einordnung durchgefuhrt wird, mussen mehrere Variablen eingefuhrt wer-
den. Da die Anzahl der Variablen in der Variablenstruktur der DFG-Terme in der
ESF direkt der Anzahl der erforderlichen Register auf RT-Ebene entspricht, ist dies
gleichbedeutend mit der Bereitstellung zusatzlicher Register. Im unteren Teil von
Tabelle 7.2 ist fur jedes Einordnungsverfahren die Anzahl und Art der Register ange-
geben, die benotigt werden, um alle Zwischenergebnisse zwischen den Teilfunktionen
zu speichern. Die Anzahl der zusatzlich einzufuhrenden Variablen ergibt sich somit
aus der Dierenz zwischen benotigter Registerzahl und der Anzahl der bereits vor-
handenen Eingangsvariablen des Schleifenrumpfes. Wendet man zur Unterteilung
des Schleifenrumpfes das list-based Verfahren an, mussen sechs zusatzliche Variablen
eingefuhrt werden. Das Einfuhren zusatzlicher Variablen vor einer Elementarschleife
geschieht mit Hilfe von Theorem (7.40). Der Term (7.41) ergibt sich, indem dieses
Theorem auf die Elementarschleife von b angewandt wird, wobei i in geeigneter
Weise instantiiert wurde.
` WHILE c (PARTIALIZE a) =
LOCVAR i (WHILE ((x; h): c x) (PARTIALIZE ((x; h):(a x; i)))) (7.40)
LOCVAR(F; 0; 0; 0; 0; 0)
WHILE ((((n; y1); a1; a2; y2; m); h1; h2; h3; h4; h5; h6)::(m = 0))
PARTIALIZE((((n; y1); a1; a2; y2; m); h1; h2; h3; h4; h5; h6):
let c = ODD m in : : : in
(((n; y10); a10; a20; y20; m3); F; 0; 0; 0; 0; 0) )
(7.41)
Die zusatzlich eingefuhrten Variablen sind nur Platzhalter fur die anschlieen-
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de zeitliche Einordnung und das Zuordnen der Register. Sie durfen im Rumpf der
-Abstraktion nicht verwendet werden, da sonst die Algorithmen zur zeitlichen Ein-
ordnung davon ausgehen, dass die Werte in diesen Variablen durchgereicht werden
mussen. Aus diesem Grunde wird am Ausgang des Schleifenrumpfes an der Stel-
le der zusatzlichen Variablen deren Initialwert i ausgegeben. Da alle sechs bereits
vorhandenen Eingangsvariablen vom Typ num sind und elf Register vom Typ num,
aber eines vom Typ bool bereitgestellt wurde, wird neben funf Variablen vom Typ
num auch eine boolesche Variable eingefuhrt. Die Initialwerte fur die jeweiligen In-
itialwerte sind beliebig, es sollen hier aber bestimmte Default-Werte fur jeden Typ
eingesetzt werden.
Erst jetzt kann die logische Transformation fur die zeitliche Einordnung und das
Zuordnen der Register durchgefuhrt werden. Dies geschieht auf demselben Wege, der
bereits in Abschnitt 7.2.1 beschrieben wurde. Abbildung 7.18 zeigt das resultierende
Theorem.
Die zeitliche Einordnung wurde aufgrund der Steuerinformation des \list-based
scheduling"-Verfahrens durchgefuhrt, fur die Registerzuordnung wurde eine Heu-
ristik benutzt, die dafur sorgt, dass eine Variable solange wie moglich in einem
Register bleibt, um unnotigen Registertransfer zu vermeiden. Die rechte Seite des
Theorems in Abbildung 7.18 hat nun die Form (list o L), wobei L eine Liste mit
sechs DFG-Termen ist. Nun kann das Theorem (7.39) fur das Schleifenauftrennen
angewandt werden, worauf hier aber aus Platzgrunden verzichtet werden soll.
Andere Schleifentransformationen
Zwei weitere Transformationen, die bei der Verwendung von Schleifen angewandt
werden konnen, sind das Herausziehen einer Schleifeninvariante und das Herauszie-
hen des Schleifenrumpfes. Die in HOL bewiesenen Theoreme, die dies leisten, lauten
wie folgt:
` WHILE c LOCVAR zi ( PARTIALIZE (((x; y); z):((x; y); f y)) THEN
ASSOCVAR(LEFT A (i2; i3)) (i1; i2; i3) )
=
LOCVAR zi
PARTIALIZE (((x; y); z):((x; y); f y)) THEN
WHILE (((x; y); z):c(x; y)) (ASSOCVAR(LEFT A (i2; i3)) (i1; i2; i3))
(7.42)
` WHILE c A = (IFT c A) THEN (WHILE c A) (7.43)
Theorem (7.42) geht von einer Schleife aus, in deren Rumpf eine lokale Variable
eingefuhrt wird. Dieser lokalen Variablen wird in einem ersten Schritt ein Wert zu-
gewiesen, der vom zweiten Teil des globalen Zustands (x; y) abhangt. Anschlieend
wird im Rumpf ein Block ausgefuhrt, durch den nur der erste Teil x des globalen
Zustands verandert wird. Dies wird gewahrleistet durch die zwei abgeleiteten Kon-
trollstrukturen ASSOCVAR und LEFT, die in Abschnitt 5.1.6 eingefuhrt wurden. Die
Funktion A hat den Typ (())! (())partial. ASSOCVAR wandelt den
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Typ (() ) des Zustands ((x; y); z) in den Eingangstyp von A um, und LEFT
sorgt dafur, dass nur die erste Komponente des Ergebnisses von A ubernommen
wird, sodass y und z durch diesen Block nicht verandert werden. Aus diesem Grund
kann die lokale Variable samt dem Elementarblock des Schleifenrumpfes aus der
Schleife herausgezogen werden. Der Vorteil dieser Transformation ist oensichtlich.
Der DFG-Term f wird im transformierten Term nur einmal ausgefuhrt, anstatt in
jedem Schleifenrumpfdurchlauf ausgefuhrt zu werden.
` (((n; y1); a1; a2; y2;m); h1; h2; h3; h4; h5; h6):
let c = ODD m in : : : in
(((n; y10); a10; a20; y20;m3);F; 0; 0; 0; 0; 0)
=
(((r1; r2); r3; r4; r5; r6); r7; r8; r9; r10; r11; r12):
let a20 = MUX(r7; r9; r2) in let y20 = MUX(r7; r2; r10) in
let n = r6 in let y0 = r3 in let a10 = r4 in let m3 = r5 in
(((n; y0); a10; a20; y20;m3);F; 0; 0; 0; 0; 0)

(((r1; r2); r3; r4; r5; r6); r7; r8; r9; r10; r11; r12):
let r20 = r4 + r2 in let r30 = MUX(r7; r3; r1) in
let r40 = MUX(r7; r8; r3) in let r70 = r7 in let r50 = r5 in
let r60 = r6 in let r90 = r9 in let r100 = r10 in
(((r10; r20); r30; r40; r50; r60); r70; r80; r90; r100; r110; r120)

(((r1; r2); r3; r4; r5; r6); r7; r8; r9; r10; r11; r12):
let r30 = r12 + r11 in let r40 = r2  r9 in let r20 = r4  r3 in
let r70 = r7 in let r50 = r5 in let r60 = r6 in
let r10 = r1 in let r80 = r8 in let r90 = r9 in let r100 = r10 in
(((r10; r20); r30; r40; r50; r60); r70; r80; r90; r100; r110; r120)

(((r1; r2); r3; r4; r5; r6); r7; r8; r9; r10; r11; r12):
let r120 = r2  r8 in let r110 = r4  r9 in let r20 = r2 in
let r40 = r4 in let r30 = r3 in let r70 = r7 in
let r50 = r5 in let r60 = r6 in let r10 = r1 in
let r80 = r8 in let r90 = r9 in let r100 = r10 in
(((r10; r20); r30; r40; r50; r60); r70; r80; r90; r100; r110; r120)

(((r1; r2); r3; r4; r5; r6); r7; r8; r9; r10; r11; r12):
let r50 = MUX(r7; r2; r4) in let r20 = MUX(r7; r1; r8) in
let r40 = MUX(r7; r10; r9) in let r30 = r3 in let r70 = r7 in let r60 = r6 in
let r10 = r1 in let r80 = r8 in let r90 = r9 in let r100 = r10 in
(((r10; r20); r30; r40; r50; r60); r70; r80; r90; r100; r110; r120)

(((n; y1); a1; a2; y2;m); h1; h2; h3; h4; h5; h6):
let r70 = ODDm in let r20 = m  1 in let r40 = mDIV 2 in
let r30 = a1 + a2 in let r60 = n in let r10 = y in let r80 = a1 in
let r90 = a2 in let r100 = y2
(((r10; r20); r30; r40; r50; r60); r70; r80; r90; r100; r110; r120)
Abbildung 7.18: Theorem nach zeitlicher Einordnung und Zuordnung der Register
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Durch Theorem (7.43) wird der erste Schleifenrumpfdurchlauf aus der Schleife
herausgezogen. Eine mogliche Anwendung dieses Theorem ist es, in Verbindung mit
Theorem (7.11) eingesetzt zu werden. Liegt vor der Schleife ein Elementarrumpf, so
kann der Schleifenrumpf zunachst herausgezogen werden und mit diesem Elemen-
tarrumpf zusammengefasst werden. Wendet man dann Theorem (7.11) an, wird im
ersten Schleifendurchlauf der neuen Schleife nicht nur der Elementarrumpf, sondern
auch der alte Schleifenrumpf ausgefuhrt, wenn die alte Schleifenbedingung erfullt
ist. Man gelangt so zu einer ESF, die einer RT-Implementierung entspricht, deren
Ausfuhrungszeit i.Allg. kurzer, deren Flachenbedarf aber auch hoher ist.
Einfugen von Kontrollschritten
Durch die SPT werden in festgelegter Weise Kontrollschritte eingefuhrt und die
Operationen auf diese Kontrollschritte verteilt. Eine einfache Manahme, um si-
cherzustellen, dass an einer bestimmten Stelle ein neuer Kontrollschritt eingefuhrt
wird, stellt Theorem (7.45) dar:
` BREAK = WHILE (x:F) NOP (7.44)
` A THEN B = A THEN BREAK THEN B (7.45)
Die abgeleitete Kontrollstruktur BREAK steht fur eine Schleife, deren Rumpf niemals
ausgefuhrt wird. Wird diese Pseudo-Schleife aber zwischen zwei Blocken eingefuhrt,
wird durch die SPT dafur gesorgt, dass diese beiden Blocke in verschiedene Kon-
trollschritte eingeteilt werden. Die Konsequenz fur die Hardware-Implementierung
ist wieder ein evtl. geringerer Flachenbedarf (hangt von den Operationen in den
Blocken A und B ab) sowie auf der anderen Seite eine erhohte Taktzahl.
Transformationen fur bedingte Verzweigungen und Sequenzen
Im Folgenden sind einige Transformationstheoreme aufgelistet, die zur Vereinfa-
chung von bedingten Verzweigungen und Sequenzen eingesetzt werden konnen. Sie
lassen sich leicht durch einfache Fallunterscheidung beweisen.
` IFTE c A A = A
` IFTE c A B = IFTE (x::(c x)) B A
` IFTE c1 (IFTE c2 A B) D =
IFTE (x:(c1 x) ^ (c2 x)) A (IFTE (x:(c1 x) ^ :(c2 x)) B D)
` IFTE c1 A (IFTE c2 B D) = IFTE (x:(c1 x) _ (c2 x)) (IFTE c1 A B) D
` IFTE c1 (IFTE c2 A B) B = IFTE (x:(c1 x) ^ (c2 x)) A B
` IFTE c1 A (IFTE c2 A B) = IFTE (x:(c1 x) _ (c2 x)) A B
` IFTE c1 (IFTE c1 A D) B = IFTE c1 A B
` IFTE c (B THEN A) (D THEN A) = (IFTE c B D) THEN A
` IFT c (B THEN (IFT c A)) = (IFT c B) THEN (IFT c A)
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` (A THEN B) THEN D = A THEN (B THEN D)
` A THEN NOP = A ^ NOP THEN A = A
Die in diesem Abschnitt vorgestellten Transformationen stellen nur einen Aus-
schnitt von moglichen Transformationen dar, mit deren Hilfe Programme optimiert
werden konnen. Insbesondere aber Schleifentransformationen wie das Schleifen-
aufrollen und das Schleifenauftrennen sind machtige Hilfsmittel hierfur. Im Rah-
men des DFG-Projektes Schm-623/6-2 wird daran gearbeitet, weitere leistungsfahige
Transformationstheoreme fur die Synthese zur Verfugung zu stellen.
7.3.5 Schnittstellensynthese
In Abschnitt 5.2.1 wurden verschiedene Schnittstellenverhaltensmuster ein-
gefuhrt, die mit einem beliebigen Programm zu einer algorithmischen P-
Schaltungsbeschreibung kombiniert werden konnen. Fur jedes dieser Schnittstellen-
verhaltensmuster wird zusatzlich ein korrektes Implementierungsmuster auf der RT-
Ebene in Form eines vorbewiesenen Theorems zur Verfugung gestellt. Jedes dieser
Implementierungstheoreme geht davon aus, dass das Programm in ESF vorliegt. Es
sagt aus, dass das Implementierungsmuster auf der RT-Ebene das entsprechende
Schnittstellenverhaltensmuster fur jedes beliebige Programm in ESF erfullt.
Abbildung 7.19(a) zeigt die Gropius-Beschreibung des Implementierungsmusters
P IMP RESET START, welches das Pendant zu dem Schnittstellenverhaltensmuster
P IFC RESET START darstellt. Diese RT-Struktur ist in Abbildung 7.19(b) sche-
matisch dargestellt. Die Struktur lasst sich in zwei Teile gliedern: Der obere Teil
stellt den Kontroller dar, der die Kommunikation mit der Umgebung regelt (Signale
reset, start und ready). Der untere Teil dient der Berechnung (DFG-Terme a und
c), der Kommunikation (Multiplexer) sowie der Datenspeicherung (Register). Diese
Register werden im Laufe der OPT und SPT bereitgestellt. Die Variablen q1, q2
und q3 sind beliebige Initialwerte in diesen Registern. Sie konnen im Verlauf der
RT-Synthese in geeigneter Weise instantiiert werden.
Theorem (7.46) druckt aus, dass fur jedes Programm in ESF die Implementie-
rung P IMP RESET START die Spezikation erfullt, die durch das Schnittstellen-
verhaltensmuster P IFC RESET START und eben dieses Programm beschrieben ist.
` 8a c out init var init:
P IMP RESET START (input; reset; start; output; ready; a; c; out init; var init)
)
P IFC RESET START
PROGRAM out init (LOCVAR var init (WHILE c (PARTIALIZE a)))
(input; reset; start; output; ready)
(7.46)
Im Laufe der Schnittstellensynthese wird dieses Theorem mit einem konkreten Pro-
gramm in ESF instantiiert und man erhalt durch logische Verfeinerung eine Imple-
mentierung auf RT-Ebene.
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P IMP RESET START (input; reset; start; output; ready; a; c; out init; var init) =
9q1 q2 q3:
(t: (output t; ready t)) =
automaton
( (((s1; s2; s3); (s4; s5; s6; s7)):
let s8 = s2 _ s7 in
let s9 = s3 ^ s8 in
let s10 = MUX (s9; s1; s6) in
let s11 = MUX (s9; out init; s5) in
let s12 = MUX (s9; var init; s4) in
let s13 = :s3 ^ s8 in
let s14 = c ((s10; s11); s12) in
let ((s15; s16); s17) = a ((s10; s11); s12) in
let s18 = s13 _ :s14 in
let s19 = MUX (s14; s16; s11) in
let s20 = MUX (s13; s11; s19) in
((s20; s18); (s17; s20; s15; s18)))
; (q1; q2; q3;T) )
(t: (input t; reset t; start t))








































































Abbildung 7.19: Implementierungsmuster P IMP RESET START
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Nachdem die Schnittstellensynthese durchgefuhrt wurde, konnen die Funkti-
onseinheiten bereitgestellt und zugeordnet werden. Fur das Implementierungs-
muster P IMP RESET START geschieht dies in dem DFG-Term b, der durch die
graue Flache in Abbildung 7.19(b) markiert ist. Er ergibt sich durch die parallele
Ausfuhrung der DFG-Terme a und c der ESF. Da dieser Vorgang im Wesentlichen
bereits in Abschnitt 7.2.1 vorgestellt wurde, soll er hier nicht naher erlautert werden.
Fur die vier Schnittstellenverhaltensmuster P IFC START, P IFC CYCLE 1,
P IFC CYCLE 2 und P IFC NO RESET, die alle aus P IFC RESET START abge-
leitet wurden, lassen sich in einfacher Weise die entsprechenden Implementie-
rungsmuster aus P IMP RESET START ableiten. Das Implementierungsmuster
P IMP RESET fur das Schnittstellenverhaltensmuster P IFC RESET unterscheidet
sich von P IMP RESET START lediglich durch einen anderen Kontroller. Dieser ist








Abbildung 7.20: Kontroller von P IMP RESET
Fortsetzung des laufenden Beispiels
Das Programm b sei mit dem Schnittstellenverhaltensmuster P IFC START zu einer
algorithmischen Schaltungsbeschreibung zusammengesetzt. Das Implementierungs-
muster P IMP START ergibt sich aus P IMP RESET START, indem das Signal reset
durch start ersetzt wird. Zusammen mit dem Theorem uber die ESF, das in Abbil-
dung 7.17 gezeigt wird, ergibt sich das Implementierungstheorem (7.47).
` P IMP START (n; start; b(n); ready;
(((n; y1); a1; a2; y2; m; h1; h2):let x10 = :(m = 0) in : : : );
(((n; y1); a1; a2; y2; m; h1; h2)::h1 _ :h2);
1; (1; 1; 0; 0; F; F) )
)
P IFC START b (n; start; b(n); ready)
(7.47)
Die entsprechende RT-Implementierung ist in Abbildung 7.21 gezeigt. Aus Platz-
grunden wurde dabei der DFG-Term a der in Abbildung 7.17 gezeigten ESF nicht
eingesetzt. q bezeichnet die Initialwerte in den acht bereitgestellten Registern.


























Abbildung 7.21: Implementierung des Programms b fur das Schnittstellenverhaltens-
muster P IFC START




Das mit der Sprache Gropius verbundene Konzept sieht vor, Schaltungen auf der
Systemebene durch miteinander kommunizierende Prozesse zu beschreiben. In die-
sem Ansatz entspricht jeder Prozess einer solchen Mehrprozessbeschreibung direkt
einer Schaltungskomponente, und die Verbindungen zwischen zwei Prozessen, die zu
einem Kanal zusammengefasst werden, entsprechen direkt Signalleitungen.
Diese Vorgehensweise ist nicht selbstverstandlich. Bei anderen Ansatzen auf der
Systemebene werden Systeme durch Programme beschrieben, die in direkter Weise
via I/O-Operationen uber Kommunikationskanale miteinander kommunizieren. Die
entsprechenden Kommunikationskanale und Schnittstellen mussen dann erst syn-
thetisiert werden, wozu i.Allg. auch aktive Komponenten erforderlich sind.
Im vorliegenden Ansatz konnen die einzelnen Prozesse direkt uber eine High-
Level Synthese unabhangig voneinander synthetisiert werden. Da die Kanale di-
rekt elektronischen Leitungen entsprechen, ist keine zusatzliche Synthese abstrakter
Kommunikationskanale erforderlich. Daher konnen die synthetisierten RT-Ebenen-
Strukturen der einzelnen Prozesse ebenso wie auf der Systemebene in einfacher Weise
\zusammengesteckt" werden.
8.1 Synthese von P- und DFG-Prozessen
Die Synthese von P- und DFG- Prozessen erfolgt prinzipiell in der gleichen Weise wie
die von P- und DFG-Term basierten Schaltungsbeschreibungen auf der algorithmi-
schen Ebene (siehe Abschnitte 7.3 und 7.2). Der einzige Unterschied besteht darin,
dass wahrend der Schnittstellensynthese ein anderes Implementierungstheorem an-
gewandt werden muss. Wahrend auf der algorithmischen Ebene aus verschiedenen
Schnittstellenverhaltensmustern eines ausgewahlt werden kann und damit auch eines
der moglichen Implementierungstheoreme angewandt wird, gibt es auf der Systeme-
bene fur P- und DFG-Prozesse jeweils nur genau eine Schnittstellenverhaltensbe-
schreibung und damit auch jeweils nur genau ein Implementierungstheorem.
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Das Implementierungstheorem fur P-Prozesse (8.1) beschreibt, wie die Imple-
mentierungstheoreme in Abschnitt 7.3.5, eine logische Verfeinerung fur alle Pro-
gramme in ESF. Wahrend der Synthese mussen dazu wieder die Komponenten a,
c, out init und var init des Theorems durch die entsprechenden Komponenten des
konkreten Programms in ESF instantiiert werden.
` 8a c out init var init:
P IMP SYSTEM
( reset; data 1; data valid 1; ready 1; data 2; data valid 2; ready 2;





WHILE c (PARTIALIZE a)
(reset; (data 1; data valid 1; ready 1); (data 2; data valid 2; ready 2))
(8.1)
In Abbildung 8.1 wird die schematische Darstellung des Implementierungsmu-
sters P IMP SYSTEM gezeigt. Auf eine Beschreibung des entsprechende Terms in
Gropius-1 wurde aus Platzgrunden verzichtet. Wie in Abschnitt 5.2.1 erwahnt, stellt
das Schnittstellenverhaltensmuster P IFC RESET die Grundlage fur das Kommuni-
kationsschema auf der Systemebene dar. Die Struktur lasst sich demnach in zwei
Teile gliedern. Der grau unterlegte Teil entspricht gerade dem Implementierungs-
muster P IMP RESET, das in den Abbildungen 7.19(b), bzw. 7.20 gezeigt wurde.
Neben den Signalen start und ready, die den Ein- und Ausgang des Kontrollers
von P IMP RESET bilden, werden hier zwei zusatzliche Ausgangssignale aus diesem
Kontroller herausgefuhrt, die in Abbildung 8.1 mit old ready und idle bezeichnet
sind. old ready gibt dabei an, ob die Schaltung im letzten Takt aufnahmebereit
war, und idle ist dann auf wahr gesetzt, wenn die Schaltung momentan nicht mit
einer Berechnung beschaftigt ist. Ist dies der Fall, ist auch ready wahr. ready kann
aber auch wahr werden, wenn die Schaltung gerade rechnet und im selben Takt die
Schleifenbedingung c nicht mehr erfullt ist.
Der obere Teil von Abbildung 8.1 zeigt den zusatzlichen Kontroller, der benotigt
wird, um das spezielle Kommunikationsschema der Systemebene zu realisieren. Im
Gegensatz zum Kontroller von P IMP RESET, der den Zustand speichert, ob die
Schaltung mit der Berechnung des Programms fertig ist (Signal ready), speichert
dieser Kontroller den Zustand, ob die Schaltung zur Aufnahme einer neuen Mar-
ke bereit ist (Signal ready 1). Der Unterschied zwischen diesen beiden Zustanden
besteht darin, dass die Schaltung nicht nur die Berechnung beendet, sondern das
Ergebnis auch an ihren Nachfolger ubergeben haben muss, bevor eine neue Marke
aufgenommen werden kann.
Ahnlich verhalt es sich mit dem Implementierungstheorem (8.2) fur DFG-
Prozesse. Der gegebene DFG-Term wird, wie in Abschnitt 7.2.2 gezeigt, in einen

















































































Abbildung 8.1: Implementierungsmuster P IMP SYSTEM fur P-Prozesse auf der Systemebene
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(g1  FU  h1) umgewandelt. Anschlieend kann Theorem (8.2) instantiiert werden.
` 8 FU gn hn L g1 h1:
DFG IMP SYSTEM
(reset; data 1; data valid 1; ready 1; data 2; data valid 2; ready 2;
FU; gn; hn; L; g1; h1)
)
DFG IFC SYSTEM
((gn  FU  hn)  (concat (MAP ((p; q):p  FU  q)L))  (g1  FU  h1);
LENGTH L+ 2)
(reset; (data 1; data valid 1; ready 1); (data 2; data valid 2; ready 2))
(8.2)
Abbildung 8.2 zeigt das entsprechende Implementierungsmuster DFG IMP SYSTEM
in schematischer Weise. Auch hier lasst sich die Struktur in zwei Teile gliedern.
Der untere Teil entspricht dem Implementierungsmuster DFG IMP RESET (siehe
Abbildung 7.13(b)), wobei wieder zwei zusatzliche Signale herausgefuhrt werden.
Das Signal idle muss dabei durch einen zusatzlichen Baustein erst erzeugt werden.
Der obere Teil ist identisch mit dem oberen Kontroller in Abbildung 8.1.
8.2 Synthese von K-Prozessen
Im Gegensatz zur Synthese von P- bzw. DFG-Prozessen, in deren Lauf verschiede-
ne Aufgaben wie die zeitliche Einordnung von Operationen sowie die Bereitstellung
und Zuordnung von Komponenten durchgefuhrt werden mussen, beschrankt sich
die Synthese der K-Prozesse auf die Anwendung eines entsprechenden Implemen-
tierungstheorems. Fur jeden der acht K-Prozesse wurde auf der RT-Ebene eine
Implementierung gefunden und ein Theorem bewiesen, welches aussagt, dass diese
Implementierung die Spezikation des K-Prozesses erfullt.
Diese Theoreme sollen hier nicht explizit aufgefuhrt werden. Stattdessen sind
in den Abbildungen 8.3 bis 8.9 die Implementierungen der acht K-Prozesse sche-
matisch dargestellt. Diese Implementierungen erfullen die in den Abbildungen 6.7
bis 6.13 gezeigten Spezikationen. Abbildung 8.6 zeigt die Implementierung fur die
zwei K-Prozesse Double und Split. Diese unterscheiden sich lediglich in dem unte-
ren Datenteil. Wahrend Double das gleiche Signal an beide Ausgange data 2 und
data 3 ausgibt, wird bei Split das Signal aufgeteilt, und jede Komponente wird in
einem eigenen Register gespeichert und an einen der Ausgange weitergegeben. Der
Kontroller ist bei beiden Prozessen derselbe.
Die in Abbildung 8.9 gezeigte Implementierung des Prozesses Sink ist dergestalt,
dass die beiden Eingangssignale data 1 und data valid 1 nicht verwendet werden,
und das Signal ready 1 immer den Wert T aufweist. Dies hat zur Konsequenz, dass
in den Prozessen, die uber einen Kanal mit Sink verbunden sind, durch boolesche
Umformungen einige Gatter und sogar der betreende Kanal selbst eliminiert werden
konnen. Abbildung 8.10 zeigt die restliche Implementierung eines Split-Prozesses,




















































































Abbildung 8.2: Implementierungsmuster DFG IMP SYSTEM fur DFG-Prozesse auf der Systemebene















































































































































Abbildung 8.5: Implementierung fur Choose












































































Abbildung 8.7: Implementierung fur Synchronize
























































Abbildung 8.10: Restliche Implementierung von Split, wennKanal 2mit Sink verbunden
war
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8.3 Optimierungen
Durch die in den vorherigen Abschnitten vorgestellte Methode konnen alle Systeme
auf die RT-Ebene uberfuhrt werden. Diese getrennte Synthese der einzelnen Prozes-
se hat den Nachteil, dass Optimierungen nur innerhalb der Prozesse durchgefuhrt
werden konnen. Auerdem benotigt jeder Prozess auf der RT-Ebene seine eigenen
Komponenten.
Ebenso wie auf der algorithmischen Ebene mit OPT und SPT kann auch auf
der Systemebene eine zweistuge Synthese durchgefuhrt werden. Bevor die einzel-
nen Prozesse unabhangig voneinander synthetisiert werden, sind Optimierungen auf
der Prozess-Struktur moglich. Im Weiteren sollen zwei Arten von Optimierungen
betrachtet werden:
 Zusammenfassen von Prozessen
 Partitionieren von Prozessen
Die Vorteile dieser Optimierungen wurden in Abschnitt 3.1.1 erlautert. Wenn Pro-
zesse zusammengefasst oder partitioniert werden sollen, ist zu beachten, dass sich
damit i.Allg. das Zeitverhalten andert. In Abschnitt 6.5 wurde dies bereits naher
erlautert. Als Konsequenz ergibt sich, dass diese Transformationen auf der Basis der
in Abschnitt 6.5 eingefuhrten funktionalen Semantik durchgefuhrt werden mussen.
Eine Transformation auf Basis der Verhaltenssemantik ist nur moglich, wenn die
betrachtete S-Struktur lediglich aus einem Zyklus besteht. Zur Beschreibung eines
Zyklus' ist der K-Prozess Choose notwendig, der dafur sorgt, dass sich immer nur
eine Marke im Inneren des Zyklus' bendet. Damit kann sich durch eine Transfor-
mation die Anzahl der umlaufenden Marken nicht verandern. Transformationen auf
Basis der Verhaltenssemantik sind aber sehr aufwendig zu beweisen, was man schon
an der Lange der Denitionen der Schnittstellenbeschreibungen erkennt. Sie sollen
deshalb hier nicht weiter betrachtet werden.
Im Folgenden sind beispielhaft einige mogliche Theoreme fur das Zusammen-
fassen und Partitionieren von P-Prozessen angegeben. Um diese Transformations-
theoreme beschreiben zu konnen, werden zunachst einige abgeleitete Verdrahtungs-
strukturen aufgefuhrt. In (5.24) und (5.25) auf Seite 65 wurden bereits die beiden
Verdrahtungsstrukturen ASSOCVAR und SWAPVAR eingefuhrt, die die Grundlage
fur alle Verdrahtungsstrukturen darstellen. Die folgenden Strukturen lassen sich
mit Hilfe von ASSOCVAR, SWAPVAR und den Kernkontrollstrukturen fur P-Terme
beschreiben.
` REVASSOCVAR A (h1; h2; h3) =
SWAPVAR (ASSOCVAR (SWAPVAR (ASSOCVAR (SWAPVAR A
((h1; h2); h3)) (h3; h1; h2)) ((h3; h1); h2)) (h2; h3; h1)) ((h2; h3); h1)
` RIGHTPAIR A (h1; h2; h3) =
ASSOCVAR (RIGHTVAR (SWAPVAR A (h3; h2))) (h1; h2; h3)
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` OUTERVAR A (h1; h2; h3) =
SWAPVAR (REVASSOCVAR (LEFTVAR (SWAPVAR A (h1; h3)))
(h3; h1; h2)) (h3; (h1; h2))
` FIRSTVAR A (h1; h2; h3; h4) =
REVASSOCVAR (LEFTVAR (OUTERVAR A (h1; h2; h3))) ((h1; h2); h3; h4)
` SECONDVAR A (h1; h2; h3; h4) =
ASSOCVAR (RIGHTVAR (REVASSOCVAR (OUTERVAR A (h2; h3; h4))
(h2; h3; h4))) (h1; h2; (h3; h4))
Die Funktion REVASSOCVAR wandelt einen Eingang mit Typ () so um, dass
auf ihn ein Block A mit Eingangstyp (( ) ) angewandt werden kann. Diese
Funktion stellt die Umkehrung zu ASSOCVAR dar. Die Funktion RIGHTPAIR passt
den gleichen Eingang so an, dass ein BlockAmit Eingangstyp () angewandt wer-
den kann, wahrend OUTERVAR den Eingang zu () umwandelt. Die Funktionen
FIRSTVAR und SECONDVAR gehen von einem Eingang mit Typ (() (  ))
aus. FIRSTVAR wandelt diesen um in ( ), wahrend SECONDVAR eine derartige
Verdrahtung realisiert, dass ein Block mit Eingangstyp (  ) angewandt werden
kann. Naturlich lieen sich diese Verdrahtungsstrukturen auf die gleiche Weise de-
nieren wie ASSOCVAR und SWAPVAR, namlich durch Einfuhrung lokaler Variablen.
Der Vorteil, dass sie auf ASSOCVAR und SWAPVAR und die Kernkontrollstrukturen
zuruckgefuhrt werden, liegt darin, dass nur fur diese Konstrukte Syntheseverfahren
angeboten werden mussen. Die Theoreme (7.34) bis (7.36) auf Seite 141 beispiels-
weise zeigen, wie die Funktion ASSOCVAR bei der SPT beseitigt werden kann.
Mit Hilfe dieser Verdrahtungsstrukturen konnen nun Transformationstheoreme
fur Systeme abgeleitet werden. Die folgenden Theoreme beschreiben jeweils eine
funktionale Aquivalenz S1  S2 zwischen der Originalstruktur S1 und der trans-
formierten Struktur S2. Die Information, welche Theoreme wann und wo in ei-
ner Systembeschreibung angewandt werden sollen, lasst sich auf Grund der Auftei-
lung zwischen Entwurfsraumuntersuchung und Transformation (siehe Abschnitt 7.1)
durch konventionelle Verfahren [GVNG94, ELLS97] auerhalb der Logik bestimmen.
Mit Hilfe der Theoreme (8.3) und (8.4) konnen zwei P-Prozesse zusammengefasst
werden.
` 9r: P IFC SYSTEM (PROGRAM i1 A) (reset; a; r) ^
P IFC SYSTEM (PROGRAM i2 B) (reset; r; b)

P IFC SYSTEM (PROGRAM i2 (LOCVAR i1(OUTERVAR A (h1; h2; h3)
THEN RIGHTPAIR B (h1; h2; h3)))) (reset; a; b)
(8.3)
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` 9r s: P IFC SYSTEM (PROGRAM i1 A) (reset; a; r) ^
P IFC SYSTEM (PROGRAM i2 B) (reset; b; s) ^
K IFC JOIN (reset; r; s; c)

9r: K IFC JOIN (reset; a; b; r) ^
P IFC SYSTEM (PROGRAM (i1; i2) ((FIRSTVAR A (h1; h2; h3; h4)) THEN
(SECONDVAR B (h1; h2; h3; h4)))) (reset; r; c)
(8.4)
In Theorem (8.3) werden zwei P-Prozesse, die hintereinander ausgefuhrt werden, zu
einem einzigen P-Prozess zusammengefasst. Theorem (8.4) dagegen wandelt zwei
parallel ausgefuhrte P-Prozesse, deren Ergebnisse uber einen Join-Prozess kombiniert
werden, in eine Struktur um, bei der zunachst die Eingange uber Join zusammenge-
fasst und anschlieend einem einzigen P-Prozess zugefuhrt werden.
Die umgekehrte Richtung, das Partitionieren von Prozessen, wird in den Theo-
remen (8.5) und (8.6) beschrieben.
` P IFC SYSTEM (PROGRAM i (A THEN B)) (reset; a; b)

9r: P IFC SYSTEM (PROGRAM (ix; i) ((PARTIALIZE ((x; y; z):(x; x; z)))
THEN (RIGHTVAR A))) (reset; a; r) ^
P IFC SYSTEM (PROGRAM i ((LEFTVAR B) THEN
(PARTIALIZE (((x; y); z):((x; y); y))))) (reset; r; b)
(8.5)
` P IFC SYSTEM (PROGRAM (i1; i2) ((FIRSTVAR A (h1; h2; h3; h4))
THEN (SECONDVAR B (h1; h2; h3; h4)))) (reset; a; b)

9r s t u: K IFC SPLIT (reset; a; r; s) ^
P IFC SYSTEM (PROGRAM i1 A) (reset; r; t) ^
P IFC SYSTEM (PROGRAM i2 B) (reset; s; u) ^
K IFC JOIN (reset; t; u; b)
(8.6)
Mit Hilfe von Theorem (8.5) wird ein P-Prozess in eine Sequenz zweier P-Prozesse
partitioniert. Theorem (8.6) schlielich beschreibt, wie ein P-Prozess in eine Struk-
tur partitioniert werden kann, in der zwei P-Prozesse parallel ausgefuhrt werden.
Zum Schluss sollen noch zwei Transformationstheoreme fur die K-Prozesse
Choose und Counter vorgestellt werden. Obwohl in Abschnitt 6.5 deren funktio-
nale Semantik nicht eindeutig beschrieben werden konnte, ist es dennoch moglich,
Transformationen auf Basis der funktionalen Semantik durchzufuhren.
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` 9r s: P IFC SYSTEM A (reset; a; r) ^
P IFC SYSTEM A (reset; b; s) ^
K IFC CHOOSE (reset; r; s; c; d)

9r: K IFC CHOOSE (reset; a; b; c; r) ^
P IFC SYSTEM A (reset; r; d)
(8.7)
Theorem (8.7) beschreibt, dass eine Struktur mit zwei gleichen P-Prozessen, die mit
Choose uber dessen ersten bzw. zweiten Eingangskanal verbunden sind, aquivalent
ist einer Struktur mit jenem P-Prozess, der mit Choose uber dessen Ausgangskanal
verbunden ist. Gleiche Prozesse an den beiden ersten Eingangen von Choose konnen
demnach uber Choose hinweg geschoben werden, womit nur noch eine Instanz des
Prozesses erforderlich ist.
` 9r: P IFC SYSTEM (PROGRAM i A) (reset; a; r) ^
K IFC COUNTER n (reset; r; b)

9r: K IFC COUNTER n (reset; a; r) ^
P IFC SYSTEM
PROGRAM (i; 0)
PARTIALIZE (((x;m); (y; h)):((x;m); (y;m))
THEN (FIRSTVAR A (h1; h2; h3; h4)) (reset; r; b)
(8.8)
Theorem (8.8) beschreibt eine Transformation, bei der ein P-Prozess uber Counter
hinweg geschoben wird. Der P-Prozess muss dabei aber leicht modiziert werden.
Diese Transformation erlaubt es, den P-Prozess anschlieend mit einem weiteren
Prozess zusammenzufassen, der bereits hinter Counter liegt.
168 8. Schaltungssynthese auf der Systemebene
Kapitel 9
Experimentelle Ergebnisse
Die Anwendbarkeit eines Verfahrens der Formalen Synthese hangt in starkem Mae
davon ab, wie ezient der Syntheseprozess durchgefuhrt werden kann. Der E-
zienzbegri muss dabei von zwei Seiten betrachtet werden. Zum einen ist es er-
forderlich, eziente Schaltungsimplementierungen hinsichtlich des Zeitverhaltens,
Flachenbedarfs etc. zu erzielen. In den beiden letzten Kapiteln wurde gezeigt, dass
dies nicht zuletzt durch die Trennung zwischen Entwurfsraumuntersuchung und logi-
scher Transformation moglich wird. Indem Verfahren eingebunden werden konnen,
die auerhalb der Logik den Entwurfsraum untersuchen und somit fur die Qualitat
der Synthese sorgen, steht das Resultat einer Formalen Synthese i.Allg. dem einer
konventionellen Synthese nicht nach.
Eine eziente Synthese bedeutet aber auf der anderen Seite auch, dass die Dauer
des Syntheseprozesses an sich moglichst kurz sein soll. Im Folgenden soll daher
vor allem die Laufzeitezienz betrachtet werden. Im Abschnitt 9.2 werden dazu
beispielhafte experimentelle Ergebnisse vorgestellt.
In Abschnitt 7.2.1 wurde bereits gezeigt, wie wichtig es ist, bei der logischen
Transformation sich Gedanken uber die Reihenfolge der Anwendung der elementaren
Regeln zu machen. In Abbildung 7.6 auf Seite 121 wurde dies drastisch anhand des
Syntheseschritts der zeitlichen Einordnung demonstriert.
Neben diesen Manahmen ist aber auch entscheidend, wie ezient der zugrunde
liegende Theorembeweiser ist. Es soll daher zunachst im nachsten Abschnitt eine
Modikation des Theorembeweisers HOL vorgestellt werden, die aus einer kritischen
Betrachtung hinsichtlich der Ezienz erwachsen ist.
9.1 Modikation des Theorembeweisers
Alle in den vorangegangenen Abschnitten vorgestellten Transformationen basieren
auf dem Theorembeweiser HOL. Deshalb wurde untersucht, wie dieser zugrunde lie-
gende Theorembeweiser fur die Formale Synthese optimiert werden kann, d.h. wie die
benotigten Grundregeln ezienter implementiert werden konnen [BlEi97, BlES99].
Man konnte nun fragen, ob nicht ein anderer Theorembeweiser von vorneherein
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besser geeignet ware. Die Auswahl von HOL als Grundlage fur den in dieser Ar-
beit vorgestellten Formalismus geschah aber nicht zufallig. HOL basiert auf einem
streng-typisierten pradikatenlogischen Kalkul hoherer Ordnung, der zur Formalisie-
rung auf den hoheren Abstraktionsebenen unumganglich ist, und der sich fur die
Verikation von Hardwarebeschreibungen besonders gut eignet [Gord86]. Daruber
hinaus bietet er durch Beschrankung auf einen sehr kleinen Kern und durch eine
ausgereifte Konsistenzsicherung ein groes Ma an Sicherheit, dass die entworfene
Schaltung korrekt ist. Andere modernen Theorembeweiser wie etwa PVS [OwSR93]
verfugen uber solche Konzepte nicht.
Es wurde eine modizierte Version von HOL implementiert, die im Folgenden
HOL+ genannt werden soll. HOL+ unterscheidet sich in zwei Gesichtspunkten von
HOL: Zum einen wurde die Termreprasentation geandert, zum anderen wurden zwei
neue Grundregeln hinzugefugt.
9.1.1 Veranderung der Termreprasentation
Im Theorembeweiser HOL wird zur Implementierung von logischen Termen eine so-
genannte deBrujin-Termreprasentation gewahlt [Bare92]. Dies bedeutet, dass freie
und gebundene Variablen in unterschiedlicher Weise gespeichert werden. Wahrend
freie Variablen mit ihrem Namen und Typ reprasentiert werden, wird zur Re-
prasentation von gebundenen Variablen lediglich eine naturliche Zahl verwendet.
Diese Zahl gibt an, um wie viele Schachtelungstiefen von -Abstraktionen die kor-
respondierende -Abstraktion von der gebundenen Variable entfernt ist. Betrachtet
man beispielsweise den Term
x:(y:x+ y + z);
dann werden in dem Teilterm x + y + z die beiden gebundenen Variablen x und y
intern mit den Zahlen 1 bzw. 0 gespeichert.
Der Vorteil dieser Art von Termreprasentation liegt darin, dass die -Aquivalenz
zweier Terme in linearer Zeit uberpruft werden kann. Zwei Terme sind -aquivalent,
wenn sie sich nur in den Namen ihrer gebundenen Variablen unterscheiden (siehe
Abschnitt 2.1.2). Aus diesem Grunde mussen zur Uberprufung zweier Terme auf
-Aquivalenz nur die Typen der Parameter der -Abstraktionen und die Zahlen, die
die gebundenen Variablen reprasentieren, auf Gleichheit uberpruft werden.
Auf der anderen Seite hat diese Art von Termreprasentation fur Beschreibun-
gen von (groen) Schaltungen einen erheblichen Nachteil. Schaltungsbeschreibun-
gen zeichnen sich dadurch aus, dass gewohnlich lokale Variablen mit einem groen
Bindungsbereich vorkommen. Beispiele dafur sind die lokalen Variablen innerhalb
von DFG-Termen, die zur Speicherung von Zwischenergebnissen verwendet werden.
Aber auch in anderen Formalisierungsansatzen, die eine relationale Schaltungsbe-
schreibung verwenden, taucht dieses Problem auf. So werden dort etwa interne
Signale existenzquantiziert, was gerade im Hinblick auf groe Schaltungsbeschrei-
bungen zu erheblichen Bindungsbereichen fuhrt. Das Problem der groen Bindungs-
bereiche liegt darin, dass wahrend der Erzeugung und Zerlegung eines Terms zwi-
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schen freien und gebundenen Variablen hin- und hergewechselt werden muss, und
somit ein quadratischer Aufwand beim Erzeugen und Zerlegen und deshalb auch
beim Transformieren von Termen entsteht.
Aus diesem Grunde wurde der Kern von HOL mit einer anderen Termre-
prasentation reimplementiert. In diesem modizierten Theorembeweiser HOL+
werden freie und gebundene Variablen in gleicher Weise mit ihrem Namen und
dem Typ gespeichert. Diese Termreprasentation wird im Fachjargon als \name-
carrying" bezeichnet. Damit wird der quadratische Aufwand vermieden, und die
Terme lassen sich in einer wesentlich ezienteren Weise transformieren. Anderer-
seits wird dadurch die Uberprufung auf -Aquivalenz etwas inezienter, was auf die
Formale Synthese aber keinen gravierenden Einuss hat. Als zweiter Nachteil ist ein
erhohter Speicherbedarf fur Terme zu nennen, da fur gebundene Variablen anstatt
einer naturlichen Zahl nun ein Name und ein Typ gespeichert werden mussen.
9.1.2 Hinzufugen ezienterer Regeln
Eine wichtige Grundregel des -Kalkuls, die auch fur die Transformationen in die-
ser Arbeit eine entscheidende Rolle spielt, ist die -Konversion (siehe Abschnitt
2.1.2). Fur einen gegebenen Term erlaubt das HOL-System immer nur eine einzi-
ge -Konversion gleichzeitig. Sollen mehrere -Redizes aufgelost werden, muss der
Term fur jede einzelne -Konversion einmal durchlaufen werden.
Da bei der Transformation von Schaltungsbeschreibungen in Gropius in erhebli-
cher Menge -Konversionen anfallen, wurde dies zu einem sehr ungunstigen Verhal-
ten fuhren. Es wurde daher in HOL+ eine zusatzliche Regel aufgenommen, die in ei-
nem einzigen Traversierungsschritt mehrere -Konversionen gleichzeitig durchfuhren
kann. Daruber hinaus ist diese verbesserte -Konversion mit einer Filterfunktion
ausgestattet, die daruber entscheidet, welche -Redizes eines Terms aufgelost wer-
den sollen und welche nicht.
Neben einfachen -Konversionen fallen auch oft gepaarte -Konversionen an. Ein
gepaarter -Redex ((x; y):t) (a; b) wird dabei umgeformt in einen Term t [a; b=x; y],
in dem im Abstraktionsrumpf t die Variablen x bzw. y durch die Terme a bzw. b
substituiert wurden. Die sogenannte gepaarte -Konversion ist aber nicht auf Paa-
re als Parameter fur eine -Abstraktion beschrankt, sondern kann auf -Redizes
mit beliebig verschachtelten Tupeln angewandt werden. Beispielsweise wird der
Term (((a; b); (c; d)):a + b + c + d) ((1; 2); (3; 4)) konvertiert zu dem Ausdruck
1 + 2 + 3 + 4. Im Theorembeweiser HOL wird eine -Konversion mit einem n-
Tupel in n Traversierungsschritten durch den Term durchgefuhrt. Dies liegt daran,
dass gepaarte -Redizes mit Hilfe der in Abschnitt 2.6.1 vorgestellten Funktion
UNCURRY reprasentiert werden. Um die Konversion von gepaarten -Redizes zu
beschleunigen, wurde eine weitere neue Funktion eingefuhrt, die einen gepaarten
-Redex in mehrere verschachtelte einfache -Redizes umwandelt. So wird etwa
der Term (((a; b); (c; d)):a+ b + c+ d) ((1; 2); (3; 4)) konvertiert zu dem Ausdruck
(a b c d:a + b + c + d) 1 2 3 4 (siehe dazu auch die Konvention zur Klamme-
rung auf Seite 7). Um diese Transformation durchzufuhren, muss nicht der ge-
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samte Term durchlaufen werden. Der Rumpf der gepaarten -Abstraktion bleibt
unverandert. Anschlieend konnen alle -Redizes durch die oben beschriebene ver-
besserte -Konversion in einem Durchlauf beseitigt werden. Je nachdem, welche
Filterfunktion eingesetzt wird, ist es zudem auch moglich, die -Redizes im Rumpf
zu eliminieren. Ein besonderes Charakteristikum der Konversion von einem ge-
paarten -Redex in eine ungepaarte Darstellung ist, dass diese Umwandlung auch
stattndet, wenn der Operand nicht in genugender Weise gepaart ist. Es werden
dabei in geeigneter Weise die Konstanten FST und SND eingefuhrt. Der Term
(((a; b); (c; d)):a+ b+ c+ d) ((m;n); p) etwa wird auf diese Weise in den Ausdruck
(a b c d:a + b + c + d) m n (FST p) (SND p) umgewandelt. Somit kann diese
Konversion auf beliebige -Redizes angewandt werden.
Diese hinzugefugten Regeln sind so allgemeiner Natur, dass sie auch fur andere
Benutzer des Theorembeweisers HOL von Interesse sein durften. Allerdings hat die
Erweiterung des Kerns einen erheblichen Einuss auf die Sicherheit des Theorembe-
weisers. Wird der Kern erweitert, nimmt die Glaubwurdigkeit fur seine Korrektheit
um einiges ab. Bei der Implementierung dieser zusatzlichen Regeln muss daher mit
groter Sorgfalt vorgegangen werden. Aus diesem Grunde sollte man bei der Erwei-
terung des Kerns sehr restriktiv sein. Ein Vorteil der hier beschriebenen Erweiterung
ist jedoch die Tatsache, dass die erste der vorgestellten Regeln die Verallgemeine-
rung der bereits im HOL-Kern vorhandenen Regel der -Konversion darstellt. Diese
vorhandene Regel kann somit durch die allgemeinere ersetzt werden, wodurch sich
die Anzahl der elementaren Regeln nur um eins erhoht.
9.2 Experimente fur OPT, SPT und
Schnittstellensynthese
In Kapitel 7.3 wurde die Synthese von algorithmischen P-Schaltungsbeschreibungen
vorgestellt. Es wurde gezeigt, wie mit Programmtransformationen eine abstrakte
Schaltungsbeschreibung auf die RT-Ebene abgebildet werden kann. Die Synthe-
se gliedert sich dabei in mehrere Schritte. Wahrend der OPT wird ein gegebenes
Programm in ein aquivalentes, aber hinsichtlich einer bestimmten Kostenfunkti-
on gunstigeres Programm transformiert. Es gibt zahlreiche Moglichkeiten fur eine
solche Optimierung. In Abschnitt 7.3.4 wurden verschiedene Programmtransfor-
mationstheoreme dazu vorgestellt. Um zu einem kostenoptimalen Programm zu
gelangen, muss dazu in geeigneter Weise der Entwurfsraum untersucht werden, wie
es in Abschnitt 7.1 angedeutet wurde. Ziel dieser Arbeit war es jedoch, eine Me-
thode zu entwickeln, um eine Formale Synthese innerhalb eines Theorembeweisers
durchfuhren zu konnen, die zu garantiert korrekten Ergebnissen fuhrt. Die Ent-
wicklung von Heuristiken zur Entwurfsraumuntersuchung geht uber diesen Rahmen
weit hinaus. Zwar ist es moglich, bereits vorhandene Syntheseverfahren einzubin-
den; da aber in dieser Arbeit ein Synthesekonzept entwickelt wurde, das von den
gangigen Verfahren nur partiell unterstutzt wird, ist diese Vorgehensweise nur einge-
schrankt moglich. Im Rahmen des DFG-Projektes Schm 623/6-2 wird aber bereits
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an Entwurfsraumuntersuchungsmethoden gearbeitet, die auf das in dieser Arbeit
vorgestellte Vorgehen abgestimmt sind.
Aus diesen Grunden ist es nicht sinnvoll, fur beliebige Programme eine Formale
Synthese durchzufuhren und deren Ergebnis mit dem von herkommlichen Synthe-
severfahren zu vergleichen. Anhand des laufenden Beispiels in Abschnitt 7.3 kann
man erkennen, dass unterschiedlichste Implementierungen mit dem vorgestellten
Verfahren erzielt werden konnen. Wie in Kapitel 3.4.4 erlautert, beschaftigen sich
die meisten anderen Ansatze fur eine Formale Synthese mit den unteren Abstrak-
tionsebenen. Die wenigen Autoren, die sich mit einer Formalen Synthese auf den
hoheren Abstraktionsebenen beschaftigt haben, geben keine Auskunfte uber Expe-
rimente bezuglich der Laufzeitezienz ihrer Ansatze. Aus diesem Grunde konnte
auch kein experimenteller Vergleich mit solchen Ansatzen durchgefuhrt werden.
Es sollen daher zur Verdeutlichung der Leistungsfahigkeit des vorgestellten An-
satzes verschiedene Experimente vorgestellt werden. (Alle Experimente wurden auf
einer SUN UltraCreator mit Solaris 5.5.1 und 196 MB Hauptspeicher durchgefuhrt.)
Das erste Experiment bezieht sich auf die OPT und betrachtet die Transforma-
tion des Schleifenauftrennens. Bevor das auf Seite 144 eingefuhrte Theorem (7.39)
zum Schleifenauftrennen angewandt werden kann, muss der Rumpf der entspre-
chenden Schleife in eine Kombination mehrerer DFG-Terme unterteilt worden sein.
Dies entspricht dem Problem der zeitlichen Einordnung von Operationen in Daten-
ussgraphen. Es sollen daher im folgenden zwei skalierbare DFG-Terme betrachtet
werden, die mit Hilfe verschiedener Entwurfsraumuntersuchungsmethoden unterteilt
werden.
Als erstes Beispiel dient der bereits in Abschnitt 7.2 vorgestellte DFG-Term zur
Berechnung einer Polynomdivision. Der DFG-Term ist skalierbar in den Parametern
p und q, wobei p den Grad des Zahlerpolynoms und p + q den Grad des Nenner-
polynoms bezeichnen. Der DFG-Term besteht aus p + q Subtraktionsoperationen,
p(q+1) Multiplikationen und q(p 1) Additionen. Somit gibt es eine Gesamtzahl von
2p(q + 1) Operationen. Der kritische Pfad hat eine Lange von 3q + 2 Operationen.
Als zweites Beispiel soll ein DFG-Term zur Berechnung der diskreten Cosi-
nustransformation (DCT) betrachtet werden. Die DCT wird gewohnlich zur Kom-



















und c(u); c(v) = 1 fur u; v > 0
Eine ausfuhrliche Beschreibung dieses Datenussgraphen ndet sich in [BlEK96].
Im Folgenden sei angenommen, dass nur Bilder quadratischen Umfangs vorliegen
und somit N = M gilt. Unter dieser Annahme verfugt der DFG-Term uber 2N3  
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N2 N Additionen und 2N3 N +2 Multiplikationen, also uber 4N3 N2 2N+2
Operationen. Der kritische Pfad hat bei diesem DFG-Term eine Lange von 2N +1.
In Abbildung 9.1 sind die Laufzeiten angegeben, die erforderlich sind, um einen
DFG-Term fur die Polynomdivision in eine Kombination von DFG-Termen zu un-
terteilen.
Zeit [s]







Abbildung 9.1: Laufzeitvergleich fur die logische Transformation bei der Polynomdivi-
sion
Der Parameter p wurde dabei zu 25 gesetzt und der Parameter q stufenweise
erhoht. Die obere Kurve zeigt dabei die Laufzeiten fur eine Transformation im
HOL-System, wahrend die untere Kurve die Laufzeiten im veranderten Theorem-
beweiser HOL+ angibt. Wie man sieht, lasst sich der zeitliche Aufwand durch die
Verwendung von HOL+ erheblich reduzieren.
Das gilt auch fur die Laufzeiten, um DFG-Terme der DCT zu transformieren
(siehe Abbildung 9.2). Hier wurde der Parameter N von 2 bis 7 erhoht. Wie man
erkennt, ergibt sich bei der Transformation von DFG-Termen der DCT bei glei-
cher Anzahl der Operationen eine bei weitem geringere Laufzeit. Dies liegt an der
verschiedenen Struktur der jeweiligen Datenussgraphen. Sie unterscheiden sich so-
wohl hinsichtlich der Tiefe (Lange des kritischen Pfades) als auch in der Anzahl von
mehrfach verwendeten Zwischenergebnissen. Beide Kriterien sind bei der Polynom-
division starker ausgepragt und fuhren damit zu einem hoheren Zeitverbrauch.
In den Experimenten in den Abbildungen 9.1 und 9.2 wurde jeweils die Trans-
formation ausgehend von einer bestimmten Steuerinformation der Entwurfsraum-
untersuchung durchgefuhrt. Interessant ist aber, wie die Transformation im Theo-
rembeweiser im zeitlichen Verhaltnis steht zur Entwurfsraumuntersuchung auerhalb
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Abbildung 9.2: Laufzeitvergleich fur die logische Transformation bei der DCT
der Logik. Damit verbunden ist die Frage nach dem Mehraufwand fur eine Formale
Synthese gegenuber einer konventionellen Synthese ohne formale Absicherung.
In Abbildung 9.3 ist dies gezeigt fur die Polynomdivision und in Abbildung 9.4
fur die DCT. Es wurden zur Entwurfsraumuntersuchung zwei verschiedene Verfah-
ren angewandt. Ein sehr schneller Algorithmus, der allerdings oft auch nicht die
besten Ergebnisse erzielt, ist der ALAP (as-late-as-possible), der die Operationen
gema ihrer Datenabhangigkeiten so spat wie moglich einem Kontrollschritt zuteilt.
Eine andere Methode, die aufwendiger ist, aber in der Regel bessere Ergebnisse
liefert, ist das \force-directed scheduling". Hier wird versucht, in Analogie zu den
Federkraften eines mechanischen Modells die Operationen moglichst gleichmaig auf
die Kontrollschritte zu verteilen.
Wie man an den Abbildungen erkennen kann, steht das Verhaltnis zwischen dem
Aufwand fur die Entwurfsraumuntersuchung und dem fur die Transformation in ei-
nem annehmbaren Rahmen (fur die logische Transformation wurde der Theorembe-
weiser HOL+ verwendet). Die Laufzeiten fur die Transformation sind unabhangig
von der eingesetzten Entwurfsraumuntersuchungsmethode. Bei der Verwendung auf-
wendiger Entwurfsraumuntersuchungsmethoden kann der Mehraufwand fur die lo-
gische Transformation sogar vernachlassigbar gering sein, wie man in Abbildung 9.3
bei der Verwendung des force-directed scheduling erkennt. Aber auch bei der Trans-
formation der DCT erkennt man, dass die Komplexitat des force-directed scheduling
eine hohere ist als die der Transformation, sodass bei noch groeren DFG-Termen
ein noch gunstigeres Verhaltnis zu erwarten ist. Man erkennt weiterhin, dass selbst
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Abbildung 9.3: Laufzeit fur Heuristik und Transformation bei der Polynomdivision
bei der Verwendung sehr einfacher Verfahren zur Entwurfsraumuntersuchung (wie
dem ALAP-Algorithmus) der Mehraufwand fur die Formale Synthese vertretbar ist.
Man muss sich dabei vor Augen halten, dass der Mehraufwand fur eine vollstandige
Simulation oder fur eine Postsynthese-Verikation mit interaktivem Theorembewei-
sen erheblich hoher ausfallen wurde.
Das zweite Experiment bezieht sich auf die SPT und die Schnittstellensynthe-
se. Wahrend dieser Transformationen wird eine Termersetzung mit vorgegebenen
Theoremen durchgefuhrt. Aus diesem Grunde lassen sich die SPT und die Schnitt-
stellensynthese vollstandig automatisieren. In Tabelle 9.1 werden fur beide Trans-
formationen die Laufzeiten fur verschiedene Programme gezeigt, angefangen beim
Programm zur Berechnung des groten gemeinsamen Teilers (gcd), der sehr einfach
ist und nur uber sehr wenige Kontrollstrukturen verfugt, bis hin zum Programm fur
den Kalman-Filter, der aus vielen, verschachtelten Kontrollstrukturen besteht. Die
Codes dieser Programme in der Programmiersprache C nden sich in [cdes].
Die Kosten fur die SPT wachsen hauptsachlich mit der Anzahl der Kontroll-
strukturen, aber auch mit der Groe der DFG-Terme des Programms. Die Anzahl
der Kontrollstrukturen ist dafur verantwortlich, mit wie vielen der in Abschnitt 7.3.3
vorgestellten Theoremen eine Termersetzung durchgefuhrt werden muss. Da aber
nach der Anwendung eines jeden Theorems eine -Konversion in den DFG-Termen
durchgefuhrt werden muss, um diese anzupassen, spielt auch die Groe der DFG-
Terme eine entscheidende Rolle. Die Laufzeiten in Tabelle 9.1 wurden mit dem
Theorembeweiser HOL+ erzielt. Die Verwendung von HOL wurde aufgrund der
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Tabelle 9.1: Zeit in Sekunden fur die Synthese
vielen erforderlichen -Konversionen schlechtere Zeiten ergeben. Die Kosten fur die
Schnittstellensynthese hangen in wesentlichem Mae von der Groe des Schleifen-
rumpfes in der ESF ab, der sich durch die SPT ergibt. Nach der Anwendung eines
der Implementierungstheoreme mussen auch hier -Konversionen durchgefuhrt wer-
den, deren Aufwand von den DFG-Termen der ESF abhangt.
Bei der Beurteilung der Synthesezeiten in Tabelle 9.1 ist zu beachten, dass fur
die betrachteten Syntheseschritte eine automatische Postsynthese-Verikation mit
Hilfe von Modellprufungsprogrammen aufgrund der hohen Abstraktionsebene nicht
moglich ist. Auch eine Postsynthese-Verikation durch interaktives Theorembewei-
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sen ware dagegen extrem aufwendig und bei weitem zeitintensiver. Ebenso stellt
eine Simulation keine Alternative dar, um besser zu einer garantiert korrekten Im-
plementierung zu gelangen, da die Dauer fur die Formale Synthese unabhangig von
einer bestimmten Bitbreite ist, die Simulation dagegen nicht.
Kapitel 10
Zusammenfassung
In dieser Arbeit wurde eine neue Methode vorgestellt, um Schaltungen auf hohen
Abstraktionsebenen formal zu beschreiben und daraus durch eine Formale Synthe-
se Schaltungsbeschreibungen auf der RT-Ebene zu erzeugen. Aufgrund der Tat-
sache, dass die Synthese komplett in einem Theorembeweiser realisiert wurde, er-
gibt sich eine garantierte Korrektheit des Syntheseergebnisses. Wahrend in den
bisherigen Arbeiten zur Formalen Synthese auf hoheren Abstraktionsebenen nur
eingeschrankte Schaltungsbeschreibungen synthetisiert werden konnten, erlaubt der
vorgestellte Ansatz die Synthese beliebiger berechenbarer, also -rekursiver Funktio-
nen. Der Ansatz basiert auf einer neuentwickelten Hardwarebeschreibungssprache,
die einerseits uber eine prazise, formal denierte Semantik verfugt und anderer-
seits sowohl ausdrucksstark ist als auch systematisch die Wiederverwertbarkeit von
Schaltungsbeschreibungen ermoglicht.
Daruber hinaus wurde sowohl fur die algorithmische wie fur die Systemebene
ein neuer Entwurfsstil erarbeitet. Er unterscheidet sich von bisherigen Ansatzen da-
durch, dass auf der Systemebene ein exakt deniertes Kommunikationsschema zu-
grunde gelegt wird, das formale Schaltungsbeschreibungen in exibler Weise zulasst
und daruber hinaus eine separate Synthese abstrakter Kommunikationskanale ver-
meidet. Auf der algorithmischen Ebene wird in vielen konventionellen Verfahren
die Synthese kontrollussbehafteter Schaltungsbeschreibungen oft auf die Synthese
reiner Datenussbeschreibungen zuruckgefuhrt. In diesem Ansatz dagegen werden
Schaltungen durch Anwendung von Programmtransformationen synthetisiert. Die
Programmtransformationen basieren dabei auf vorab im Theorembeweiser abgelei-
teten Theoremen, die wahrend der Synthese in geeigneter Weise instantiiert werden.
Die Entscheidung, welche Transformationstheoreme wann und an welcher Stelle
eingesetzt werden sollen, ist wesentlich fur die Implementierungskosten des Synthese-
ergebnisses. Sie kann einerseits interaktiv getroen werden, andererseits ist es aber
auch moglich, eine automatische Entwurfsraumuntersuchung auerhalb des Theo-
rembeweisers durchzufuhren. Aufgrund der durch die Entwurfsraumuntersuchung
erzeugten Steuerinformation wird anschlieend die Transformation im Theorembe-
weiser automatisch ausgefuhrt. Als Methoden fur eine Entwurfsraumuntersuchung
konnen dabei Verfahren der konventionellen Hardware-Synthese eingesetzt werden.
180 10. Zusammenfassung
Aufgrund dieser strikten Trennung zwischen Entwurfsraumuntersuchung und
Transformation wird es moglich, nicht nur zu garantiert korrekten, sondern auch
zu kostengunstigen Hardwareimplementierungen zu gelangen, die den durch kon-
ventionelle Schaltungssynthese erzeugten nicht nachstehen. Da die Formale Schal-
tungssynthese die Korrektheit konstruktiv ableitet und nicht wie die ublichen Veri-
kationsverfahren im Nachhinein uberpruft, steht der zeitliche Mehraufwand fur eine
Formale Synthese in einem angemessenen Verhaltnis zur konventionellen Synthese.
Experimentelle Ergebnisse zeigen, dass insbesondere bei Anwendung komplexerer
Entwurfsraumuntersuchungsmethoden der zusatzliche Aufwand fur die formale Ab-
leitung im Theorembeweiser keinen entscheidenden Nachteil darstellt.
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