We de ne a new model of complexity, called object complexity, for measuring the performance of hidden-surface removal algorithms. This model is more appropriate for predicting the performance of these algorithms on current graphics rendering systems than the standard measure of scene complexity used in computational geometry. We also consider the problem of determining the set of visible windows in scenes consisting of n axis-parallel windows in R 3 . We present an algorithm that runs in optimal (n log n) time. The algorithm solves in the object complexity model the same problem that Bern 3 addressed in the scene complexity model.
The Object Complexity Model
How to render a set of opaque or partially transparent objects in R 3 quickly and in a visually realistic way is a fundamental problem in computer graphics. 11;20 A central component of rendering is hidden-surface removal: given a set of objects, a viewpoint, and an image plane, compute the scene visible from the viewpoint as projected onto the image plane.
Various hidden surface algorithms have been proposed in the computational geometry literature. Such algorithms typically compute the visibility map, which is a partition of the image plane into regions with the property that in each region, at most one object is visible. The size of the visibility map is often called the scene complexity. Worst-case optimal algorithms are presented by D evai and McKenna. 9;13 The running time of more recent algorithms depends on the input size and the scene complexity. 3;7;8;12;17;18;19 The fastest known algorithm for hidden-surface removal takes time O(n 2=3+ k 2=3 + n 1+ ), where n is the size of the input and k is the scene complexity. 1 The computer graphics community, which is the source of the problem, has also studied hidden-surface removal extensively. Sutherland, Sproull and Schumacker 20 survey early hidden surface removal algorithms used in graphics. More recently, algorithms have been developed for walkthrough systems. 2;5;6;21 The aim here is to visually simulate the experience of walking inside an environment like a building using an architectural model of the building. The simulation achieves realism when 20{30 scenes are generated and displayed per second.
A conceptually simple solution to the hidden-surface removal problem is the zbu er algorithm. 4;11 This algorithm sequentially processes the input objects; for each object, it updates the pixels of the image plane covered by the object, based on the distance information stored in the z-bu er. Assuming that the input objects are triangles, the time taken by the z-bu er algorithm is proportional to the number of triangles processed by it, except in the atypical case where the triangles are extremely large, when the processing cost is dominated by the number of pixels covered by the triangles.
A very fast hidden-surface removal algorithm can be obtained by implementing the z-bu er in hardware. For example, the Silicon Graphics In niteReality system is capable of rendering more than seven million triangles per second. 15 Fast as the zbu er is, datasets are becoming so huge that even the fastest z-bu er cannot render them in real time. Some aircraft models consist of tens of millions of triangles, and submarine models may have a billion triangles. This problem is compounded for interactive real-time applications like walkthrough systems. 2;21 In such applications, new scenes need to be generated about 20{30 times a second. Processing all the input through the z-bu er at these rates is currently not possible. If the visible scene is to be displayed in real time, it is imperative that the z-bu er should process only (a small superset of) the visible triangles. This strongly motivates the development of provably-fast algorithms for determining a small superset of the visible triangles (a.k.a. \occlusion culling") so that the requirements on z-bu ers are eased.
Conceptually, algorithms that compute the visibility map are ideal for culling away invisible objects since they determine the exact set of visible objects. In practice, however, they are not appropriate for use with the z-bu er since their running time depends on scene complexity. The scene complexity for n objects can be (n 2 ) in the worst-case; in such cases, it is likely that the z-bu er can process the original n objects much faster than it can process the (n 2 ) faces of the visibility map.
Motivated by this disparity between the theoretical model of scene complexity and the performance characteristics of current graphics rendering hardware, we propose a more realistic model of complexity, called object complexity, in which the size of a scene is measured in terms of the number of objects visible in the scene.
Object complexity is always at most n, the number of objects in the input and hence can be much less than the scene complexity (which can be (n 2 )). This happens, for example, when the viewpoint is at z = +1 and the scene contains n=2 thin rectangles parallel to the x-axis lying directly above n=2 thin rectangles parallel to the y-axis. See Figure 1 . Algorithms whose running time depends on scene complexity can be used trivially to determine visible objects by outputting all the objects that contain segments in the view. However, in the worst case, this technique might entail spending (n 2 ) time to output only O(n) distinct objects. Thus, in the object complexity model, our goal is to develop e cient algorithms for hidden-surface removal whose running time depends on the input size and the object complexity of the scene.
Hidden-Surface Elimination in Static Scenes
Our model of object complexity is relevant not only for dynamic scenes as mentioned above but also for static scenes like the one we address in this paper. Most machines do not have z-bu ers and must resort to software z-bu ers, or else they have hardware z-bu ers that perform at a fraction of the speed of a state-of-theart z-bu er like the In niteReality. In such cases, the speed of the rendering process is considerably heightened by a fast and e cient software algorithm which culls all but a small superset of the visible triangles and feeds only these to the z-bu er. Even in machines with state-of-the-art z-bu ers, faster CPUs can put the bottleneck of rendering back on the z-bu er. Thus, an e ective culling algorithm can produce a resulting speedup in rendering by decreasing the load on the z-bu er.
In this paper, we study the problem of nding the exact set of rectangles visible from the point z = +1 in a set of n rectangles with sides parallel to the x-and yaxes. We solve this problem in optimal (n log n) time. Bern 3 addresses this problem for the standard scene complexity model. Our algorithm is novel because we cannot a ord to maintain information about all the visible segments explicitly (like he does). We maintain this information implicitly by using the segment tree in a clever manner. The following sections describe our technique. Section 3 de nes the problem and proves a lower bound. The algorithm is described in Section 4. Section 5 contains the proof of correctness and the analysis of the running time. An improved, optimal algorithm is described in Section 6. Section 7 concludes.
Window Visibility Problem
Our input consists of n rectangles, each with sides parallel to the x-and y-axes. We want to report the set of rectangles visible from the point z = +1. This problem arises in windowing systems where windows are drawn on the screen according to a priority assigned to each window.
Each rectangle R is speci ed by ve numbers, R:x 1 ; R:x 2 ; R:y 1 ; R:y 2 ; and R:z such that R = x 1 ; x 2 ] y 1 ; y 2 ] z; z], where x 1 < x 2 and y 1 < y 2 . If two edges belonging to di erent rectangles have di erent z-coordinates but project to the same segment in the xy-plane, the edge with larger z-coordinate is considered to obscure the edge with smaller z-coordinate.
Theorem 1 In the algebraic decision tree model, any algorithm that determines which of n rectangles with sides parallel to the x-and y-axes are visible from z = +1 requires (n log n) tests.
Proof. It is well known that the problem of determining whether all the members of a set of n real numbers are distinct has a lower bound of (n log n). 10 Suppose we are given a set S of n real numbers. For every element x of S we create a square of side x whose top left corner is at (x; x). These squares are assigned distinct heights. See Figure 2 . The point (a; a) on the square corresponding to an element a of S can be obscured only by another square with top left corner at (a; a). Hence, the members of S are distinct if and only if the algorithm to determine the visible rectangles reports n rectangles. plane. Each such cross-section is stored as O(log n) basic segments in T . 16 The following elds are stored at each node v in T . At each event point, the algorithm performs the following two actions: (i) If an event point corresponds to the left edge of a rectangle R, the corresponding cross-section is inserted into T using procedure left-insert (described below) and each basic segment it is divided into is checked for visibility.
(ii) If an event point corresponds to the right edge of a rectangle R, the corresponding cross-section is deleted from T using procedure right-delete (described below) and cross-sections which become visible as a result of this deletion are reported.
left-insert(R, S, root), where S is the background rectangle (that is, S:z = ?1) and root is the root of T , inserts the cross-section of a rectangle R into T by dividing it into O(log n) cross Proof. The In the procedures left-insert, right-delete and right-report, when we are visiting node v, the rectangle S is the highest rectangle stored at an ancestor of v. Since the checks implied by the above statements are made using S and the l v eld before a cross-section is reported as visible, the algorithm reports only visible cross-sections.
A visible rectangle R has either its left edge visible or a portion of its interior visible. It is easy to see if R's left edge is visible, R is reported as visible when it is inserted into T . If only an interior portion of R is visible, this portion must rst become visible during the sweep when some visible rectangle S above R is deleted.
Then a call to right-report at some node in T where a cross-section of S is stored will report R as visible. This implies that all visible rectangles are reported. It is also clear that the unrep eld ensures that each visible cross-section is reported only once.
2
The analysis of the running time depends on the following key lemma. We say that a node is marked if a rectangle is reported as visible when the node is visited by right-report.
Lemma 2 Let U be the subtree of T explored by a single call to right-report. If two leaves of U are siblings and unmarked, then their parent is marked.
Proof. Let the two unmarked leaves be u and w, and let v be their parent.
Let S v ; S u and S w be the values of S when right-report visits v; u and w respectively. To show that v is marked we need to show that top(H v ) is reported as visible when v is visited by right-report. We can do this if we show that the following three facts are true: Since both u and w are leaves of U, we know from the pseudo-code for rightreport that h u < S u :z and h w < S w :z:
We also know from the pseudo-code for right-report that S u :z = S w :z = maxfS v :z; top(H v )g: 
By ( (1) It is now an easy exercise to show that if a subtree traversed by a call to rightreport has k marked nodes, then the subtree has O(k log n) nodes.
Theorem 2 The rectangles visible from z = +1 in a set of n rectangles with sides parallel to the x-and y-axes can be reported in O(n log 2 n) time. The space used is O(n log n).
Proof. The space taken by T is clearly O(n log n) because each cross-section is stored at O(log n) nodes in T .
Each of the O(n) calls to left-insert and right-delete takes O(log 2 n) time since O(log n) nodes are visited in each call and O(log n) time is spent at each node in updating the heap stored at that node. Hence the total time spent in calls to left-insert and right-delete is O(n log 2 n). Lemma 2 implies that rightreport will traverse a tree of size O(l log n) to report l previously unreported crosssections. Since each visible rectangle is reported O(log n) times, calls to rightreport take O(k log 2 n) time, where k is the number of visible rectangles. Since k is at most n, the total time is O(n log 2 n). 2 6. An Improved Algorithm
In this section, we improve the running time of the algorithm to O(n log n). When a rectangle is reported for the rst time by the above algorithm, in O(log n) time all cross-sections corresponding to it can be marked as reported (using the unrep eld). Since these cross-sections are the leaves of a subtree of T of size O(log n), the h v values in the tree can be updated to re ect the changes to T in O(log n) time. This reduces the O(k log 2 n) component of the running time (which is hidden by O(n log 2 n) in Theorem 2) to O(k log n).
To reduce the time taken by the rest of the algorithm to O(n log n), we use Bern's trick. 3 He notes that anytime a node v of T is visited, it is enough to know just the value of top(H v ) rather than what is stored in the entire heap. At each node v of the segment tree, the modi ed algorithm stores a list of values of top(H v ). Each entry in the list has a range of x values for which it is valid. The modi ed algorithm simulates the old algorithm exactly except that no insertions and deletions are made into the heaps and whenever the value at the top of a heap is needed, the correct value is taken from the corresponding list.
Once the skeleton of T and the event schedule have been determined, for all nodes v in T , we calculate a sorted list of R:z values for all rectangles R ever stored at v. We can do this in O(n log n) time. We also keep a sorted list of R:x 1 and R:x 2 values for each node corresponding to the insertions and deletions made at that node. Theorem 3 The rectangles visible from z = +1 in a set of n rectangles with sides parallel to the x-and y-axes can be reported in (n log n) time. The space used is O(n log n).
