Abstract.
Introduction
In a recent article, Jordan (2006) argued that more objective, rigorous, quantitative methods for testing earthquake prediction schemes need to be developed. Particularly, he asked \What is the intrinsic predictability of the earthquake rupture process?" To contribute to this inquiry I discuss two methods currently used to measure the performance of earthquake prediction programs.
The rst method is the likelihood ratio procedure which has long been used for statistical analysis of random processes. In particular, Knopo (1976 1987) , Kagan (1991) , Ogata (1999) , Kagan and Jackson (2000) , Imoto (2004) , Rhoades and Evison (2006) , and Helmstetter et al. (2006) have applied this likelihood method for earthquake occurrence studies. Kagan and Knopo (1977) rst proposed calculating the information score for earthquake predictability based on the likelihood ratio.
The second method is related to the Relative Operating Characteristic (ROC) used in weather prediction e orts (Jolli e and Stephenson, 2003) , where the success rate of an event prediction is compared against the false alarm rate (ibid., p. 69 see also Holliday et al., 2005) . Since periodic (diurnal, annual) e ects are strong in weather prediction, such a method has broad applications we can compare the above c haracteristics of a forecast system for one-day or one-year alarm periods. But in earthquake prediction, there is no natural time scale for forecasting, so the time interval is arbitrary. Therefore, if the alarm duration is increased, both criteria approach the trivial result: all events are predicted with no false alarms. Molchan (1990) modi ed this method as an error diagram to predict random point processes. Molchan and Kagan (1992) and Molchan (1997 Molchan ( 2003 2. Information score Kagan and Knopo (1977) suggested measuring the e ectiveness of earthquake prediction algorithm by rst evaluating the likelihood ratio to test how w ell does a model approximate earthquake occurrence. In particular, they estimated the information score, I, per one earthquake b yÎ
where`;`0 is the log-likelihood ratio, N is the number of earthquakes in a catalog, p i is the probability of earthquake occurrence according to a stochastic model, i is a similar probability for a Poisson process, and log 2 was used to obtain the score in bits of information. One information bit would mean that uncertainty of earthquake occurrence is reduced on average by a factor of 2 by the using a particular model. Here the`average' needs to be understood as a geometrical mean.
For long catalogs (N ! 1 )
where E is the mathematical expectation (Vere-Jones, 1998 Daley and Vere-Jones, 2003) .
For a renewal (i.e., with independent i n tervals) process the information score can be calculated as (Daley and Vere-Jones, 2003, their equation 7.6.16) I = m ( 1 ; log m + H )
where m is the intensity (rate) of a renewal process and the entropy function H is
where f(x) is a probability density function (pdf).
The entropy function (4) has been calculated in closed form for two distributions, gamma and lognormal Vere-Jones, 2004 Bebbington, 2005) . Imoto (2004) obtained information score estimates for the lognormal, gamma, and several other distributions.
For this purpose (4) was integrated numerically.
The gamma distribution has the pdf
where ; is the gamma function, is a shape parameter, is a scale parameter, and 0 < < 1 0 < < 1 0 x < 1 (Evans et al., 2 0 0 0 ) . I f = 1, then the process is the Poisson one, < 1 c haracterizes the occurrence of clustered events.
For the gamma renewal process, normalized to have the mean equal to 1, i.e., = , the information score is (Daley and Vere-Jones, 2004, their equation 14) I( ) = l o g + ( ; 1) ( ) ; ; log ;( ) ] = log(2)
where is the digamma function (Abramowitz and Stegun, 1972) . If = 1 , I( ) = 0 .
The lognormal distribution has the pdf
where is a shape parameter, is a scale parameter and 0 < < 1 0 < < 1 0 x < 1 (Evans et al., 2000) . For a renewal process normalized to have the mean equal to 1, the information score for the lognormal distribution is (Bebbington, 2005 (Bebbington, , p. 2303 I( ) = " 1 + 2 2 log(2) ; log 2
The small -values correspond to a quasi-periodic process, the large values to a clustered one. The sequence with the parameter value = 1 is the closest to the Poisson process, its information score is at minimum, but is still non-zero, I = 0 :117 bits. 
Error diagrams
The error diagram for evaluating how w ell a prediction program performs was rst suggested by Molchan (1990) . For any prediction algorithm, the diagram plots the fraction of failures to predict, , v ersus the fraction of alarm time, . The curve i s c o n c a ve (Molchan, 1997 (Molchan, 2003 .
The error diagram curve for a clustered renewal process can be calculated as
where w is the alarm duration and
The rst right-hand term in (10) is the average alarm duration, if no event occurs in the w interval. The second term is the average alarm length.
For the lognormal and gamma renewal processes the variables (w) a n d (w) c a n b e found in a closed form. For the gamma distribution (w) = ( w)=;( )
and (w) = w 1 ; (w) ] + (1 + w)=;(1 + ) (12) where is the incomplete gamma function (Abramowitz and Stegun, 1972) . 
Here erf and erfc are the error function and its complementary function, respectively. I also show in this diagram the results of simulating a mixture of two P oisson processes with the rates di ering by a factor 44.4. This factor was adjusted to obtain the information score 1 bit for a renewal process in which i n tervals have been selected randomly from each sequence. The simulation results are similar to theoretical curves having two straight line segments. Fig. 4 displays the curves for the renewal processes with gamma and lognormal distributions. The information score again is taken to be 1 bit. Curves for both sequences, clustered and quasi-periodic, are shown. All four curves are within the region speci ed by (18) and the random guess line.
When simulating or computing curves for quasi-periodic sequences, alarm declaration is reversed, i.e., it is declared after the elapsed w time period following an event. Alternatively, an alarm strategy is the same as in clustered sequences producing an`antipodal prediction' Kagan, 1992 Molchan, 1997) . Then a curve is rotated 180 around the center of symmetry = 1 =2 = 1 =2 ].
Discussion
Clearly, from the theoretical and the simulation results described above, the error diagram represents a much more complete picture of the stochastic point process than does the likelihood analysis. Using the diagram curve one can calculate the information score for a sequence. The score also imposes some limits on the diagram region where curves are located, but Figs. 3 and 4 show that these limitations are rather broad. By specifying a more restricted class of point processes to approximate an earthquake occurrence, the interrelation between these two methods can likely be made more precise.
A few comments on how the discussed techniques might forecast real earthquake rupture are due here. First, more appropriate stochastic model for earthquake occurrence is not a renewal but a branching process (Hawkes and Oakes, 1974 Kagan and Knopo , 1976 Ogata, 1999 which captures the important feature of seismicity, its clustering.
Moreover, earthquakes occur not only in time. Their spatial coordinates, earthquake size, and focal mechanisms need to be taken into account in actual prediction e orts. Introducing new variables complicates the calculation of the information score and the error diagram. Molchan and Kagan (1992) have done some preliminary work in determining error diagrams for multidimensional processes. Kagan and Jackson (2000) and Helmstet- Another challenge in dealing with earthquake prediction is the fractal nature of most distributions controlling earthquakes (Kagan, 2006) . Since these distributions approach in nity for small time and distance intervals, the value of the information score is not well de ned (see Helmstetter et al., 2006) . Similarly, the error diagram curve w ould start to approach the point of the ideal prediction ( = 0 = 0) for earthquake catalogs of high location accuracy and extending to small time intervals after a strong earthquake. 
