ABSTRACT. Let B H = {B H (t), t ∈ R N } be an (N, d)-fractional Brownian sheet with index
Introduction
For a given vector H = (H 1 , . . . , H N ) (0 < H j < 1 for j = 1, . . . , N), a one-dimensional fractional Brownian sheet B H 0 = {B H 0 (t), t ∈ R N } with Hurst index H is a real-valued, centered Gaussian random field with covariance function given by In the above, Fractional Brownian sheets arise naturally in many areas, including in stochastic partial differential equations (cf. Øksendal and Zhang [26] , Hu, Øksendal and Zhang [16] ) and in studies of most visited sites of symmetric Markov processes (cf. Eisenbaum and Khoshnevisan [14] ).
Recently, many authors have studied various properties of the fractional Brownian sheets. For example, Dunker [11] has studied the small ball probability of an (N, 1)-fractional Brownian sheet. For the special class of fractional Brownian sheets such that there is a unique minimum among H 1 , . . . , H N , Mason and Shi [25] have obtained the exact rate for the small ball probability and have computed the Hausdorff dimension of some exceptional sets related to the oscillation of their sample paths. Belinski and Linde [6] give a different proof of the small ball probability result of Mason and Shi [25] and have also obtained a sharp estimate for the small ball probability in the case of N = 2 and H 1 = H 2 . More generally, by using different kinds of s-numbers Kühn and Linde [21] have determined the rate, up to a logarithmic factor, for the small ball probability and the optimality of series representations for the fractional Brownian sheet B H with an arbitrary index H = (H 1 , . . . , H N ) ∈ (0, 1) N . Ayache and Taqqu [4] have derived optimal wavelet series expansions for the fractional Brownian sheet B H ; see also Dzhaparidze and van Zanten [12] for other optimal infinite series expansions. Xiao and Zhang [36] have proved a sufficient condition for the joint continuity of the local times of an (N, d)-fractional Brownian sheet B H . Kamont [18] and Ayache [3] have studied the box-dimension and the Hausdorff dimension of the graph set of an (N, 1)-fractional Brownian sheet B H using wavelet methods.
The main objective of this article is to further investigate the asymptotic and fractal properties of the (N, d)-fractional Brownian sheet B H . We are particularly interested in describing the anisotropic nature of B H in terms of the Hurst index H = (H 1 , . . . , H N ) ∈ (0, 1) N . We should mention that several authors have been interested in applying anisotropic Gaussian random fields to stochastic modelling; see, for example, Bonami and Estrade [9] for bone structure modelling, and Benson et al. [7] for modelling aquifer structure in hydrology. We hope that the results and techniques in this article will be helpful for studying more general anisotropic Gaussian random fields.
The rest of this article is organized as follows. In Section 2, we study the uniform and local modulus of continuity and the law of the iterated logarithm of an (N, 1)-fractional Brownian sheet. Many authors have studied the asymptotic behavior of the sample functions of Gaussian random fields (see, e.g., Albin [2] and Kôno [20] and the reference therein). Our approach is different from those in the aforementioned references and relies on the wavelet expansion of B H in terms of a Lemarié-Meyer wavelet basis for L 2 (R). We remark that, even though the methods of Albin [2] and Kôno [20] based on metric entropy may be modified to prove our Theorems 1 and 2 below, our wavelet-based approach has certain advantages. In particular, it allows us to prove that, with probability 1, the sample function B H (t) does not satisfy any local Hölder conditions with respect to the function σ 1+ε (t + h, t), for any ε > 0, where 2 ; see Theorem 3. This implies that B H (t) is nowhere differentiable on R N . Theorem 3 is more difficult to establish directly due to the complex dependence structure of B H . It is worthwhile to mention that another way of proving the non-differentiability of B H is by investigating the regularity of the local times of B H . This approach relies on solving Problem 4.12 in Xiao and Zhang [36] and requires totally different techniques. We will deal with it elsewhere.
In Section 3, we determine the Hausdorff and packing dimensions of the range B H ([0, 1] . We use ·, · and | · | to denote the ordinary scalar product and the Euclidean norm in R m , respectively, no matter the value of the integer m.
We will use c to denote an unspecified positive and finite constant which may not be the same in each occurrence. More specific constants in section i are numbered as c i,1 , c i,2 , . . . , and so on.
Modulus of Continuity and Asymptotic Properties
In this section, we investigate the uniform and local modulus of continuity, nowhere differentiability and the laws of the iterated logarithm of the fractional Brownian sheet 
Remark 1.
• Up to a constant, the inequality in Theorem 1 is sharp. When
it agrees with the corresponding result for the Brownian sheet due to Orey and Pruitt [28] , • Theorem 1 remains valid when [0, 1] N is replaced by any compact rectangle of R N .
• The event * 1 will be specified in the proof of Theorem 1.
• As we mentioned in the introduction, Theorem 1 can also be proven using the method of proving Theorem 1 in Kôno [20] . The proof we give below is based on the wavelet representation of B H .
Next we give an upper bound for the asymptotic behavior of the fractional Brownian sheet B H (t) as |t| → ∞. Recall that, by the law of the iterated logarithm (see, for example, Orey [27] ), the ordinary fractional Brownian motion {B H (t), t ∈ R} with Hurst index H ∈ (0, 1) satisfies with probability 1,
where A is a positive random variable. This result can be extended to the fractional Brownian sheet as follows. 
In order to prove Theorems 1, 2, and 3, we will use the wavelet representation of the fractional Brownian sheet introduced in Ayache [3] . To this end, we need to introduce the following notation.
• {2 J/2 ψ(2 J x − K), (J, K) ∈ Z × Z} will be a Lemarié-Meyer wavelet basis for L 2 (R) (see, for instance, Lemarié and Meyer [23] , or Meyer [24] ). Recall that such orthonormal bases satisfy the following properties:
(a) ψ and its Fourier transform ψ belong to the Schwartz class S(R), namely the space of all infinitely differentiable functions u which verify for all integers n ≥ 0 and m ≥ 0,
(b) ψ is even, compactly supported and vanishes in a neighborhood of the origin. More precisely, the support of ψ is contained in the domain {ξ :
• For any α ∈ (0, 1), the functions ψ α and ψ −α will denote, respectively the fractional primitive of order α + 1 2 and the fractional derivative of order α + 1 2 of the mother wavelet ψ, which are defined for all x ∈ R as
In view of properties (a) and (b) of the Lemarié-Meyer wavelets, these definitions make sense and ψ α and ψ −α are real-valued and belong to the Schwartz class S(R). Moreover, we have for every ξ ∈ R,
where for any α ∈ (0, 1), x ∈ R and any (J, K) ∈ Z 2 ,
We are now in a position to give the wavelet representation of fractional Brownian sheet.
Proposition 2 (Ayache [3] ). There is a sequence In fact, the series (2.11) is also convergent in a much stronger sense. More precisely, we have the following.
Proposition 3.
For almost all ω ∈ , the series (2.11) is uniformly convergent in t, on any compact subset of R N . Proposition 3 can be obtained by using the same method as that of Ayache and Taqqu [4] . But since we are not interested in determining the rate of convergence of the series (2.11), this proposition can also be proved more simply as follows.
Proof.
For simplicity we will only prove that, with probability 1, the series (2.11) converges uniformly in t ∈ [0, 1] N . For any n ∈ N and t ∈ R N , let 12) where 
, this finishes the proof of Proposition 3.
The proof of Theorem 1 mainly relies on the following two technical lemmas. The proof of Lemma 1 is similar to that of Lemma 4 of Ayache [3] , or Lemma 2 of Ayache and Taqqu [4] . Hence, it is omitted. 
(2.14)
We will also make use of the following elementary inequality: There is a constant
Lemma 2. For any α ∈ (0, 1), define the functions
Then there is a constant c 2,4 > 0 such that for all x, y ∈ [0, 1], one has
Proof. First we prove (2.18). Since the function ψ α belongs to the Schwartz class S(R), its derivative of any order n ≥ 0, satisfies
where c 2,5 > 0 is a constant that only depends on n. For any x, y ∈ [0, 1], satisfying x = y, there is a unique integer J 0 ≥ 0 such that
We decompose S α (x, y) into the following 3 parts:
and derive upper bounds for S α,1 (x, y), S α,2 (x, y) and S α,3 (x, y) separately. Without loss of generality, we will assume x < y. It follows from the Mean-Value Theorem that for any integers −∞ < J ≤ J 0 and K ∈ Z, there is ν ∈ (2 J x, 2 J y), such that
By using (2.20) and (2.21) we derive
To estimate S α,1 (x, y), we note that for all integers J ≤ −1, (2.26) gives
So (2.22), (2.25), and (2.27) entail that
where the constant c 2,6 = c 2,5
(2.29)
In the above, z denotes the integer part of z and 0 < c 2,7 < ∞ is a constant. Note that for any J ∈ N,
It follows from (2.29), (2.30), and (2.21) that 
Thus, it is sufficient to bound θ J 0 (z), uniformly in z ∈ [0, 1]. Note that for any fixed J ∈ N and any z ∈ [0, 1], (2.20) and (2.15) imply that
where c 2,10 is a finite constant. It follows from (2.34), (2.32) and some simple calculations that for every z ∈ [0, 1],
It is clear that (2.33), (2.35), and (2.21) entail that, We are now in a position to prove Theorem 1. 
Proof of Theorem 1. Observe that for any s, t ∈ [0, 1] N , one has that
B H (t) − B H (s) ≤ N i=1
. , t N ) = B H (s).
Another convention that will be used in the sequel is that, when i = 1,
1 be the event of probability 1 on which Proposition 3 and (2.14) hold. For every fixed integer 1 ≤ i ≤ N , it follows from Propositions 2 and 3, Lemmas 1 and 2, (2.10) and (2.15) Proof of Theorem 2. For any α ∈ (0, 1), let T α (x) be defined by (2.17) . We first show that there is a constant c 2,13 > 0, depending on α only, such that for all x ∈ R,
It follows from (2.19) that the inequality (2.39) is satisfied when |x| ≤ 1. It remains to show that it is also true when |x| > 1. Our approach is similar to the proof of Lemma 2. For any |x| > 1, we choose an integer J 0 ≥ 0 such that
and then write T α (x) as the sum of the following 3 parts:
First, let us derive an upper bound for T α,1 (x). For any integers −∞ < J ≤ −J 0 − 1 and K ∈ Z, (2.10), the Mean-Value Theorem and (2.20) imply that 
Applying (2.20) with n = 0 and (2.15), we have
Hence, with some elementary computation, we have 
Combining (2.46), (2.47), and (2.50) we obtain that for any |x| > 1,
Now, let us derive an upper bound for T α,3 (x). It follows from (2.43) and (2.10) that for all x ∈ R,
where for any x ∈ R,
Using (2.20) again one obtains that for all x ∈ R,
(2.54)
Note that for any x ∈ R, 
This finishes the proof of Theorem 2 with A 2 = c 2,24 A 6 .
Remark 2.
Observe that while proving Theorem 2, we have obtained the following result which will be used in the proof of Proposition 4. Namely, there is a random variable A 2 > 0 of finite moments of any order such that for all n ≥ 1, t = (t 1 , . . . , t N ) ∈ R N and ω ∈ * 1 , one has
The rest of this section is devoted to the proof of Theorem 3. First, we need to fix some more notation.
• For any λ = (λ 1 , λ 2 , . . . , λ N ) ∈ R N and for each integer 1 ≤ n ≤ N , we denote by λ n the vector of R N−1 defined as
with the convention that
For convenience, we may sometimes write λ as (λ n , λ n ) [see, e.g., (2.69)].
Let us now introduce a wavelet transform that allows us to construct a sequence of independent and identically distributed fractional Brownian sheets on R N−1 starting from a fractional Brownian sheet on R N . = (H 1 , . . . , H N ) . For every n ∈ {1, . . . , N}, (j n , k n ) ∈ Z × Z and
Proposition 4. Let B H = {B H (t), t ∈ R N } be an (N, 1)-fractional Brownian sheet with index H
we define Proof. Note that Property (b) of Lemarié-Meyer wavelets and (2.8) imply that ψ −H n (0) = 0. Therefore one has that,
For every (p, q) ∈ Z N × Z N and for every t n ∈ R N−1 , define
We claim that
where δ(p n , q n ; j n , k n ) = 1, if (p n , q n ) = (j n , k n ) and δ(p n , q n ; j n , k n ) = 0 otherwise. To verify (2.63), note that (2.9), (2.10), (2.59), and (2.61) imply that
Since the functions ψ H n and ψ −H n are real-valued, it follows from Parseval's formula, (2.8) and the orthonormality of the Lemarié-Meyer wavelets 2 J/2 ψ(
Combining (2.64) and (2.65) yields (2.63).
Next it follows from Proposition 3, (2.60), (2.62), and (2.63), that almost surely, for every t n ∈ R N−1 ,
(2.66)
Observe that we are allowed to interchange the order of integration and summation in deriving the first equality in (2.66) because the function t n → ψ −H n (2 j n t n − k n ) belongs to S(R), the partial-sum processes B H m (t) [which are defined in (2.12)] converge to B H (t) uniformly on all compact sets and because of (2.57). Also, observe that Propositions 2 and 3 entail that, with probability 1, the series (2.66) is uniformly convergent in t n , on any compact of R N−1 and that the Gaussian field {C j n ,k n ( t n ), t n ∈ R N−1 } is a fractional Brownian sheet on R N−1 , with index H n . Finally, observe that the Gaussian random sequences
and have the same distribution, so are the fractional Brownian sheets
Let us show that the increments of the Gaussian field {C j n ,k n ( t n ), t n ∈ [0, 1] N−1 } can be controlled uniformly in the indices j n and k n .
Lemma 3. Let
Then there is a random variable A 7 > 0 of finite moments of any order, such that for every 
where the last integral is finite since ψ −H n belongs to S(R). Moreover, the integral
can be bounded independently of j n ∈ N and k n ∈ {0, 1, . . . , 2 j n }. Indeed, by setting u = 2 j n t n − k n , we derive that
Thus, (2.69) follows from (2.70) and (2.71).
In the following, without loss of generality, we will suppose that Observe that Theorem 2 implies that by increasing the value of c 2,26 , (2.76) holds for all h 1 ∈ R. Hence, it follows from (2.60), (2.61), and (2.76) that for every j n ∈ N and k n ∈ {0, 1, . . . , 2 j n },
Setting u = 2 j 1 t 1 − k 1 in this last integral, one obtains that
for some finite constant c 2,25 > 0. This proves (2.74).
The proof of Theorem 3 mainly relies on the following technical lemma, which is, to a certain extent, inspired by Lemma 4.1 in Ayache, Jaffard, and Taqqu [5] .
Lemma 5.
There is an event * 3 with probability 1 satisfying the following property: For all arbitrarily small η > 0, > 0 and for all ω ∈ * 3 , there exist a real number ν > 0 and an integer j 1,0 ≥ 0 such that for all integers
(2.77) and
Proof. Let us fix two constants , η ∈ (0, 1). Since the distribution of the fractional
} is independent of the indices j 1 and k 1 (see Proposition 4), there is a constant ν η > 0, depending on η only, such that for all
Thus, for all j 1 ∈ N, k 1 ∈ {0, 1, . . . , 2 j 1 } and
For any j 1 ∈ N, we set
and
where x is the integer part of x. Observe that each k 1 ∈ {0, 1, . . . , 2 j 1 } can be written as 
Hence, we have for all r j 1 ∈ {0, 1, . . . , 2 j 1 H 1 − 1},
and (2.77) follows from this last inequality. Now we consider the event E η, ,j 1 defined by
It follows from the independence of the random variables
, (see Proposition 4), (2.80), (2.81), and (2.82) that 
Lemma 5 implies that for some real ν > 0, integer j 1,0 ≥ 0 and every integer j 1 ≥ j 1,0 there is k 1 (j 1 ) ∈ {0, 1, . . . , 2 j 1 } satisfying
(2.88) and
On the other hand, applying Lemma 3 with n = 1, together with (2.72) and (2.87), one obtains that for any 0 < θ < H 1 , there is a constant c 2,29 > 0 such that for all j 1 ∈ N,
Combining (2.89) and (2.90), we have that for all j 1 ≥ j 1,0 ,
(2.91)
By choosing θ > 0 small enough so that lim j 1 →∞ 2 3 We are now in a position to prove Theorem 3.
Proof of Theorem 3. Let * 2 be the event in Lemma 6. Suppose, ad absurdum, that there is > 0 small enough, t = (t 1 , t 1 ) ∈ (0, 1] × (0, 1] N−1 and ω ∈ * 2 such that lim sup
Then, it follows from Lemma 4 that there is a constant c 2,25 > 0 such that for every j 1 ∈ N and k 1 ∈ {0, 1, . . . , 2 j 1 },
On the other hand, Lemma 6 implies the existence of k 1 (j 1 ) ∈ {0, 1, . . . , 2 j 1 } satisfying (2.85), (2.86), and (2.92). Hence, for every integer j 1 ≥ j 1,1 ,
Since > 0 can be taken arbitrarily small, one may suppose that 
Hausdorff Dimension of the Range, Graph, and Level Sets
In this section, we study the Hausdorff and packing dimensions of the range
We refer to Falconer [15] for the definitions and properties of Hausdorff and packing dimensions.
In order to state our theorems conveniently, we further assume H = (H 1 , . . . , H N ) satisfying (3.1) . Then with probability 1, The second equality in (3.3) is verified by the following lemma, whose proof is elementary and is omitted. Denote
Theorem 4. Let B H = {B H (t), t ∈ R N + } be an (N, d)-fractional Brownian sheet with Hurst index
Lemma 7. Assume (3.1) holds. We have
(ii) If
As usual, the proof of Theorem 4 is divided into proving the upper and lower bounds separately. In the following, we first show that the upper bounds in (3.2) and (3.3) follow from Theorem 1 and a covering argument.
Proof of the upper bounds in Theorem 4.
For the proof of the upper bound in (3.2), we note that clearly dim H B H [0, 1] N ≤ d a.s., so we only need to prove the following inequality:
For any constants 0 < γ j < γ j < H j (1 ≤ j ≤ N), it follows from Theorem 1 that there is a random variable A 1 of finite moments of all orders such that for all ω ∈ * 1 ,
Let ω ∈ * 1 be fixed and then suppressed. For any integer n ≥ 2, we divide [0, 1] N into m n sub-rectangles {R n,i } with sides parallel to the axes and side-lengths n −1/H j (j = 1, . . . , N), respectively. Then
and B H [0, 1] N can be covered by B H (R n,i ) (1 ≤ i ≤ m n ) and, by (3.6), we see that the diameter of the image B H (R n,i ) satisfies
Hence, for γ =
, it follows from (3.7) and (3.8) that
s. By letting γ j ↑ H j along rational numbers, we derive (3.5). Now we turn to the proof of the upper bound in (3.3). We will show that there are several different ways to cover GrB H [0, 1] N , each of which leads to an upper bound for dim H 
For each fixed integer n ≥ 2, we have
It follows from (3.8) and (3.9) that GrB H [0, 1] N can be covered by m n cubes in R N+d with side-lengths c 3,4 n −1+δ and the same argument as the above yields
We fix an integer 1 ≤ k ≤ N . Observe that each R n,i × B H (R n,i ) can be covered by n,k cubes in R N+d of sides n
Recall from the above that we can choose the constants γ k and
. Some simple calculations show that
Combining (3.10) and (3.11) yields the upper bound in (3.3).
For proving the lower bounds in Theorem 4, we need several lemmas.
Lemma 8.
For any ε > 0, there exist positive and finite constants c 3,7 and c 3, 8 such that Proof of Lemma 8. In order to prove the upper bound in (3.12), we use (1.1) and write
Therefore the upper bound in (3.12) follows from (3.13) and induction on N . It seems to be quite involved to apply a similar elementary method to prove the lower bound in (3.12); see Xiao and Zhang [36, pp. 213-214] for an application of this argument to a similar, but easier problem. Instead, we will proceed by making use of the stochastic integral representation (1.4). We believe that our argument below will be useful in further studying other problems such as the sharp Hölder conditions for the local times and the exact Hausdorff measure of the image and graph sets of fractional Brownian sheet B H .
Let Y = {Y (t), t ∈ R N + } be the Gaussian random field defined by
(3.14)
Then by the independence of the Brownian sheet on different quadrants of R N , we have
For every t ∈ [ε, 1] N , we decompose the rectangle [0, t] into the following disjoint union: 
Since the processes X(ε, t), Y j (t) (1 ≤ j ≤ N ) and Z(ε, t) are defined by the stochastic integrals over disjoint sets, they are independent. Only the Y j (t)'s will be useful for proving the lower bound in (3.12). Now let s, t ∈ [ε, 1] N and 1 ≤ j ≤ N be fixed. Without loss of generality, we assume
where
By (3.17) and some elementary calculations we derive 18) where c 3,9 is a positive constant depending on ε and H k (1 ≤ k ≤ N) only. It follows from (3.16), (3.17) , and (3.18) that for all s, t 
Proof. By a change of variable, we have
(3.25)
To prove (i) and (ii), we note that, if B < 1, then we can split the integral in (3.25) so that
If B ≥ 1, then J is bounded by the first term in (3.26) . Hence, in the following, it is sufficient to consider the case 0 < B < 1.
When αβ > 1, by using (3.26) and changing the variables again, we get
A β−α −1 B η , (3.27) where in deriving the third and the last inequalities, we have used the fact that αβ > 1 and BA −1/α ≥ c −1 3, 11 .
When αβ = 1, similar to (3.27), we have
Hence, (3.23) holds. Finally, we consider the case 0 < αβ < 1. If we further have αβ + η < 1, then it follows from (3.21) that J ≤ 1 0 dt t αβ+η < ∞ and (3.24) holds. So it only remains to consider the case 0 < αβ < 1 and αβ + η > 1. For simplicity, we assume c 3,12 = 1 and split the integral in (3.25) as where the last inequality follows from the assumption that 0 < αβ < 1 and BA −1/α ≥ c −1 3, 11 . Thus, (3.24) holds and the proof of Lemma 10 is finished.
Proof of the lower bounds in Theorem 4. First we prove the lower bound in (3.2).
Note that for any
Hence, by Frostman's theorem (see e.g., Kahane [17, Chapter 10] ), it is sufficient to show that for all 0 < γ < min{d, To prove the above integral is finite, we observe that for any 0 < γ < min{d, 33) where
In the following, we will only consider the case of k = 1, the remaining cases are simpler because they require less steps of integration using Lemma 9. Now assuming (3.33), we choose positive constants δ 2 , . . . , δ N such that δ j > 2H j for each 2 ≤ j ≤ N and
Applying Lemma 9 to (3.32) with
we obtain from (3.32) that By repeatedly using Lemma 9 to the integral in (3.35) for N − 2 steps, we derive that
Since the δ j 's satisfy (3.34), we have 2H 1 γ /2 − (1/δ 2 + · · · + 1/δ N ) < 1. Thus, the integral in the right-hand side of (3.36) is finite. This proves (3.31). Now we prove the lower bound in (3.3).
always holds, we only need to consider the case when
Here and in the sequel, 
Note that the last integral is finite since γ − d < N − k + 1. On the other hand, if
We integrate [dt k ] in (3.43) and by using (3.24), we see that H = (H 1 , . . . , H N ) satisfying (3.1) . If
s. However, we have not been able to prove this statement. In the Brownian sheet case, this was proved by Orey and Pruitt [28, Theorem 3.4] . It also follows from a result of Khoshnevisan and Shi [19] .
Proof. The second equality in (3.45) follows from Lemma 7. First we prove
and L x = ∅ a.s. whenever the right-hand side of (3.46) is negative. It can be verified that the latter is equivalent to
sub-rectangles R n, of side lengths n −1/H j (j = 1, · · · , N). Let 0 < δ < 1 be fixed and let τ n, be the lower-left vertex of R n, . Then
In the above we have applied Lemma 2.1 in Talagrand [29] to get the second inequality. If Note that, if we can prove that there is a constant c 3,24 > 0, independent of δ and γ , such that
then the lower bound in (3.45) will follow by letting δ ↓ 0. Our proof of (3.51) is based on the capacity argument due to Kahane (see [17] ). Similar methods have been used by Adler [1] , Testard [30] , and Xiao [31] .
Let M + γ be the space of all non-negative measures on R N with finite γ -energy. It is known (cf. Adler [1] ) that M + γ is a complete metric space under the metric where µ n = µ n ([ε, 1] N ), then there is a subsequence of {µ n }, say {µ n k }, such that µ n k → µ in M + γ and µ is strictly positive with probability ≥ c 2 3, 25 /(2c 3, 26 ). In this case, it follows from (3.53) that the measure µ has its support in L x ∩[ε, 1] N almost surely. Hence, Frostman's theorem yields (3.51) with c 3,24 = c 2 3, 25 /(2c 3, 26 where the two inequalities follow from (3.58) and a change of variables. Note that the last integral in (3.60) is similar to (3.40). By using Lemma 10 in the same way as in the proof of (3.41)-(3.44), we see that for any γ defined in (3.50), E( µ n γ ) < +∞. This proves (3.55) and hence Theorem 5.
By using the relationships among the Hausdorff dimension, packing dimension and the box dimension (see Falconer [15] 
