Abstract. The numerical solution of the Helmholtz equation subject to nonlocal radiation boundary conditions is studied. The speci c problem is the propagation of hydroacoustic waves in a two-dimensional curvilinear duct. The problem is discretized with a second-order accurate nitedi erence method, resulting in a linear system of equations. To solve the system of equations, a preconditioned Krylov subspace method is employed. The preconditioner is based on fast transforms, and yields a direct fast Helmholtz solver for rectangular domains. Numerical experiments for curved ducts demonstrate that the rate of convergence is high. Compared with band Gaussian elimination the preconditioned iterative method shows a signi cant gain in both storage requirement and arithmetic complexity.
1. Introduction. The Helmholtz equation arises in many physical applications, e.g., scattering problems in electromagnetics and acoustics Ernst94], AbKr94]. In realistic applications, a wide range of wavenumbers is often of interest. For a nite element (or nite-di erence) discretization of the two-dimensional Helmholtz equation, it is necessary that the number of grid points grows faster than quadratically in the wavenumber in order to maintain a given accuracy BaGoTu85a], IhlBa97]. Thus, for high wavenumbers, the discretized Helmholtz equation \leads to a huge linear system of equations" AbKr94]. Due to the large bandwidth, the storage requirement renders Gaussian elimination prohibitive. To handle high wavenumbers and large domains for the Helmholtz equation in duct acoustics, Abrahamsson and Kreiss AbKr94] devised a special iteration technique related to separation of variables. However, the e ectiveness of the method relies on the degree of separability of the problem. Another way to address the computational di culties for the discretized Helmholtz equation is to design iterative methods. Bayliss et al. BaGoTu83 ] used a preconditioned conjugate gradient method applied to the normal equations for a nite element discretization BaGuTu82]. Due to the ill-conditioning of the normal equations, the unpreconditioned algorithm su ered from extremely slow convergence. The convergence rate was substantially improved through preconditioners based on symmetric successive overrelaxation BaGoTu83]; or a multigrid V -cycle BaGoTu85b], Gold82]; only for the Laplacian part of the Helmholtz operator. Recently, the iterative quasi-minimalresidual algorithm has been applied to capacitance matrix methods for exterior Helmholtz problems Ernst94] .
The objective of this paper is to develop a technique for solving the Helmholtz equation with an iterative method. In order to be a viable method, it should exploit the sparsity of the discretization matrix in an e cient way, converge rapidly, and be competitive with Gaussian elimination in regard to the total arithmetic complexity. Our approach is to apply a preconditioned Krylov subspace method FrGoNa92] directly to the discretized equations. Typically and especially for high wavenumbers, the discretization matrix is large, complex, inde nite, and ill-conditioned. As a result, standard preconditioning techniques like diagonal scaling and incomplete LU decomposition are likely to do poorly. Instead we construct preconditioners based on fast transforms, see Otto96] and the survey in ChanNg96]. In order to get a highly structured matrix, facilitating the design of the preconditioner, a nite-di erence method is used for the discretization. For the same reason, special attentention is given to the choice of radiation boundary conditions. A nite element method would be more exible for complicated geometries, but also less amenable to fast transform-based preconditioners. This is particularly noticeable for higher orders of approximation, where some of the degrees of freedom typically are not node values.
The paper is organized as follows. In x2 the governing equations, the boundary conditions, and the nite-di erence discretization of a Helmholtz problem are derived. The speci c problem is the propagation of hydroacoustic waves in a curvilinear duct. The same technique would easily carry over to, e.g., an electromagnetic waveguide.
Issues concerning the preconditioner are treated in x3. Section 4 is devoted to computational aspects with an emphasis on resolution criteria, i.e., relations between the wavenumber, the grid size, and the desired accuracy. Finally, numerical experiments are presented in x5 followed by conclusions.
2. The model problem. In this section the theory needed to determine the system of equations for the model problem is discussed.
2.1. Notation. The quantity I m denotes the identity matrix of order m. The square matrices diag j;m ( j ) and trid j;m ( j ; j ; j ) are de ned in the following way: 
where u(x 1 ; x 2 ) is the phasor of the acoustic pressure <e(u(x 1 ; x 2 )e ?i2 ft ). The wavenumber is given by = 2 f=c, where f is the frequency, and c = 1500 m/s is the sound speed. For heterogeneous media, the sound speed and consequently the wavenumber would depend on the space coordinates. We consider a physical domain x 1 = x 1 ( 1 ; 2 ) x 2 = x 2 ( 1 ; 2 ) that can be mapped onto the unit square 0 1 1 0 2 1 via an orthogonal transformation. Equation (1) 2.3. Boundary conditions. We now choose the physical domain to be a twodimensional duct, see the shaded area in Fig. 1 . For the problem to be well-posed, conditions are needed on all four boundaries. Our model problem is partly xed by letting the physical boundary ? 1 be a soft wall (air), whereas ? 2 is a rigid wall (rock). The sound eld is generated by a source along x 2 = 0, speci ed by a source term g( 1 ) g(x 1 ( 1 ; 0)). At x 2 = d 2 an arti cial farzone boundary has been introduced. Originally, the domain is semi-in nite (d 2 ! 1), but for computational reasons it is truncated by assigning d 2 some nite value. For the soft wall ? 1 , the boundary condition is u = 0 (pressure release). This leads to u(0; 2 ) = 0; 0 2 1; (3) in the computational domain. Since the bottom ? 2 is rigid, a condition on the normal derivative is imposed: @u @n = 0; (x 1 ; x 2 ) 2 ? 2 :
Due to the orthogonal transformation this becomes @u @ 1 (1; 2 ) = 0; 0 2 1: (4) For the radiation conditions at the near-and far-zone boundaries, Dirichlet{to{ Neumann (DtN) maps KeGi89] are employed. The main reason for choosing nonlocal DtN maps, instead of the local radiation conditions described in BaGuTu82], is that discretized DtN maps are more apt to preconditioning by fast transforms. Our design of radiation conditions follows the principles outlined in FixMa78], where a variational formulation of DtN conditions was derived for an axially symmetric duct parametrized by cylindrical coordinates. Boundary conditions based on DtN maps require the boundary in question to be a separable coordinate surface. Moreover, for the radiation condition in FixMa78], it is implicitly assumed that the duct could be extended beyond the arti cial boundary by parallel straight walls. This is a so-called anechoical termination AbKr94]. Since the wavenumber is independent of 2 , the above prerequisites are ful lled by requiring the duct to be at only in an in nitesimal neighborhood of x 2 = d 2 and x 2 = 0. In the present application, the wavenumber is actually a constant. Thus, without any signi cant loss of accuracy we can use the slightly more restrictive assumption that, in the vicinity of x 2 = 0, there is a local transformation 
For mode indices below the cuto limit, i.e.,
the eigenvalues m become negative, yielding propagating modes. If m were positive, we would get evanescent modes. Analogously to the motivation in FixMa78], the in uence of the evanescent modes is neglible, especially on the far eld. Thus, an appropriate way to truncate the series in (6) is to retain only the terms with mode indices m `. The situation is somewhat di erent for a purely exterior Helmholtz problem, where an appropriate truncation of DtN maps is a more delicate matter GrKe95].
The A m -terms in (6) correspond to rightgoing waves, and the B m -terms correspond to leftgoing waves. In our model we have a source at the left boundary. We will treat the rightgoing waves as originating from a \truncated" point source positioned at depth 1 = s by letting Note that leftgoing waves are feasible in order to handle possible re ections from the curved bottom. Inserting (7) and (8) Let u j;k denote the approximate solution at the point ( 1;j ; 2;k ). We use centered di erence operators to obtain second-order accuracy. Equation (2) (3) and (4) Moreover, a second-order accurate nite-di erence discretization of the eigenproblem yields exactly the same eigenvectors as (18). The resulting discretization of conditions (11) and (14) but leaving the rest of B intact.
3. Preconditioning. We employ a Krylov subspace method to solve the system of equations. For simplicity and robustness, we choose the restarted generalized minimal residual (GMRES(`)) algorithm SaadSch86], where`is the restarting length. For the iterative method to be competitive, an e ective preconditioner is needed. Otherwise the cost of computing the solution would be too high. After preconditioning, the original system Bu = g is transformed into M ?1 Bu = M ?1 g. We construct a preconditioner that preserves the block structure of B, thus exploiting sparsity. Moreover, it should be possible to form and apply the preconditioner at low arithmetic costs.
To meet these demands, we use a preconditioner Otto96] based on fast trigonometric transforms VLoan92], BaSw91]. The main idea in the design is to approximate the matrix B with a preconditioner having the same block structure, and where all the blocks have the same prescribed eigenvectors. These eigenvectors depend on the boundary conditions, but are chosen so that the corresponding similarity transformation is associated with a fast transform. Observe that the blocks de ned by (21) can be rewritten as linear combinations of outer products q m q m . This means that the matrix blocks (22) corresponding to the left and right boundaries will be diagonalized by Q. In fact, for a duct with a at bottom, all the blocks in B would be diagonalized by Q, yielding M = B Otto96]. Hence, the operator M ?1 is a direct fast Helmholtz solver for rectangular domains. For a duct with a curved bottom, blocks corresponding to inner grid lines will not be completely diagonalized. However, when the domain is moderately curved, the preconditioner presumably acts like a viable convergence accelerator.
For the Dirichlet{Dirichlet and Neumann{Neumann boundary conditions discussed in x2.4, the eigenvector matrices would rather be chosen as those associated with the sine and cosine transforms, respectively. The preconditioners thus arising would also yield direct fast solvers for rectangular domains, see Otto96]. For each iteration, the computation x = M ?1 y has to be performed. Due to the structure of the blocks of M, it holds that The analysis is based on a one-dimensional counterpart of (2), i.e., Thus, for the two-dimensional problem in x2.4, we are led to the following resolution in the 2 -direction:
4.2. Complexity. In this section we discuss the e ciency of our method regarding memory requirement and arithmetic complexity. Note that only the highest order terms will be considered, and that the number of arithmetic operations will be normalized by the number of unknowns m 1 m 2 . A complex addition will be counted as two arithmetic operations, a complex multiplication as six arithmetic operations, and a complex division as eleven arithmetic operations. In order to determine the arithmetic complexity, we must specify how the initial approximation and the stopping criterion are computed. As an initial approximation we use the preconditioned right-hand side M ?1 g, which is advantageous if M ?1 B is close to the identity matrix. We have imposed the following stopping criterion kM ?1 (g ? Bu (i) )k 2 kM ?1 gk 2 < with tolerance = 10 ?4 . The arithmetic work can be divided into initialization and iteration. The initial part consists of forming Otto96] the preconditioner and factorizing the tridiagonal systems at a cost of a pf = 20m m1 log 2m + 139, wherem = 2 dlog 2 (2m1+1)e+1 . The computation of the initial approximation is done with a preconditioner solve that requires a ps = 20m m1 log 2m + 117 arithmetic operations per unknown. The iterative method also goes through some initial steps. The cost for these is a in = 2a ps +a m +10, where a m = 40 is the work required for a matrix{vector product y = Bx. Accordingly, the total arithmetic cost for the initialization becomes a init = a pf + a ps + a in .
The work for one iteration of GMRES(`) is taken as the average over a complete cycle of`iterations, and is given by a it = a m + a ps + 8`+ 44.
If we let n it be the number of iterations required for convergence, then the total work for solving M ?1 Bu = M ?1 g with the GMRES(`) method is a init + n it a it .
The memory requirement for our method is m m +m p +m it ; where m m = 7m 1 m 2 is the number of memory positions needed for the coe cient matrix, the right-hand side, and the solution; m p = 8m 1 m 2 +4mm 2 is the number of memory positions used by the preconditioner; and m it = 2(`+ 1)m 1 m 2 denotes the storage requirement for the iterative method. Note that a complex value is considered to take up two memory positions.
In Table 1 our method is compared with band Gaussian elimination, which is the standard solution technique. The storage requirements have been normalized by the number of unknowns. Table 1 Comparison of GMRES(`) and band Gaussian elimination.
arithmetic complexity memory requirement band GE 8m 2 1 + 27m 1 4m 1 + 4 GMRES(`) 80m m1 log 2m + 540 2`+ 17 + 4m m1 + n it (20m m1 log 2m + 8`+ 201) 5. Numerical experiments. In this section the results from some numerical experiments are presented. In all experiments, the systems of equations have been solved using the GMRES(`) method combined with the preconditioner de ned in x3.
The orthogonal grid is generated by a code based on the method described in Abra91]. The implementations are made in Fortran 90, utilizing 64 bit precision for the grid generation, and 32 bit precision for the iterative method and the preconditioner. The numerical experiments were performed on a DEC AlphaServer 8200 ev5/300. The geometry of the duct, i.e., the bottom pro le is de ned by the following functions: By this choice the depth varies smoothly from d`at the left boundary to d r at the right boundary. The parameter c determines the center of the slope, whereas s controls the steepness. By increasing s, the slope steepens and the bottom attens out at the ends. The relative source depth s is set to 0.5 in all experiments. We use resolution criteria (29) and (30) with a phase error tolerance = 8%. It would be interesting to investigate the arithmetic speedup for the preconditioned GMRES(`) method compared with plain GMRES(`), but the latter does not converge in a reasonable number of iterations. However, the e ectiveness of the preconditioner is indicated when comparing unpreconditioned and preconditioned spectra. The spectra for a small problem are shown in Figs. 2 and 3. The preconditioned spectrum exhibits a high degree of clustering around one, which is favorable for Krylov subspace methods Axel94], Axel88].
Since the preconditioner coincides with the discretization matrix for the model problem in a duct with a at bottom, it is to be expected that the rate of convergence will be a ected by the geometry. When the bottom of the duct gets more curved, the preconditioner is not as good an approximation of B. Figure 4 shows how the geometry in uences the number of iterations for GMRES(6). Notice that here the number of iterations decreases when the problem size increases (and the duct gets less curved). Another interesting issue is how the frequency a ects the number of iterations. This is demonstrated in Fig. 5 for a duct of medium steepness and frequencies in the low{to{intermediate range. In Figs. 6 and 7, the results from comparative experiments are shown. The number of unknowns depends cubically on the frequency and ranges from 7452 to 2563902. It is clear that our method is more e cient than band Gaussian elimination both regarding arithmetic complexity and memory requirement for all problem sizes considered. Furthermore, the relative gain increases as the frequency increases. Finally, we display the solutions for two di erent frequencies. We have chosen rather low frequencies, because those solutions are easier to visualize. Note that, for the lower frequency, only one wave mode is transmitted in the narrow part of the duct. For the higher frequency, several modes are transmitted and interfere.
6. Conclusions. We have applied a preconditioned GMRES(`) algorithm to a second-order nite-di erence discretization of the two-dimensional Helmholtz equation subject to Dirichlet, Neumann, and DtN boundary conditions. The preconditioner is based on fast transforms, and results in a direct fast Helmholtz solver for rectangular domains. The memory requirement for the preconditioned method is linear in the number of unknowns. Thus, the sparsity of the original discretization matrix is e ciently exploited. Numerical experiments, for a hydroacoustic wave propagation problem, show that the preconditioned iterative method yields a signi cant gain both in storage requirement and arithmetic complexity, when it is compared with band Gaussian elimination. Especially, the relative gain increases when the wavenumber is raised. Moreover, the number of iterations required for convergence grows moderately (or even decreases) as the number of unknowns increases.
In order to suppress the phase error, the number of unknowns has to grow cubically in the wavenumber due to the second-order accurate discretization. Thus, for high wavenumbers, the discretization is less tractable from a computational point of view. The memory requirement might be a bottle-neck. To mitigate this adverse e ect, high-order discretizations will be investigated in a forthcoming paper. Another pertinent concern is to perform a more rigorous phase error analysis. Further directions of research will also entail applications to heterogeneous media, e.g., cases where the sound speed depends on the depth due to temperature gradients, changes in hydrostatic pressure, and variable salinity.
