In this paper, we study the nonlinear stability of growing crystals and the development of protocols for controlling their shapes. We focus on the effects of surface tension anisotropy on the morphology of a 2D, non-circular crystal growing in a supercooled melt. We use a spectrally accurate boundary integral method to simulate the long-time, nonlinear dynamics of evolving crystals and to characterize the nonlinear morphological stability during growth. Our analysis and simulations reveal that under critical conditions of an applied far-field heat flux, there is nonlinear stabilization leading to the growth of compact crystals even though unstable growth may be significant at early times. The crystal morphologies are determined by a complex competition between the heat transport (far-field flux) and the strength of surface tension anisotropy. In particular, we observe three types of behavior: universal, limiting and oscillatory. Universal behavior occurs when the shape of the evolving crystal tends to a shape that is independent of both time and the initial condition. Limiting behavior occurs when the shape of the crystal tends to a shape that is independent of time, but depends on the initial condition. Oscillatory behavior occurs when the shape depends on both time and the initial condition, though its growth is bounded. Unlike the isotropic case where universal shapes have an arbitrary symmetry that depends only on the far-field flux [S. Li, J. Lowengrub, P. Leo, V. Cristini, Nonlinear Stability Analysis of Self-similar crystal growth: control of Mullins-Sekerka instability, J. Crystal Growth 277 (2005) 578-592.], here the surface tension anisotropy selects the symmetry of the universal shape. The results are presented as a phase diagram that characterizes the long time evolution behavior in a plane parameterized by the far-field flux and the strength of surface tension anisotropy. The phase diagram delineates the parameter ranges for the observed behaviors and can be used to design a nonlinear protocol to control the shapes of growing crystals that might be able to be carried out in an experiment. Finally, the analysis developed here may provide insights on the control of pattern formation in other physical and biological systems.
Introduction
Pattern formation is typically characterized by a competition among stabilizing and destabilizing effects (e.g. [1] ). This is particularly evident for crystal growth problems where it has been recognized that growth morphologies are determined by the interaction between macroscopic driving forces (applied supercooling or far-field flux) and microscopic interfacial forces (surface tension, kinetics of atomic attachment, anisotropies, etc.) and their associated time scales. The interaction among these forces produces complex morphologies including dendrites and side-branches, which have been extensively studied theoretically (e.g. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] ) and experimentally (e.g. [26] [27] [28] [29] [30] [31] ). The complex morphologies are a result of the Mullins-Sekerka instability. In many applications (e.g. castings) it is desirable to suppress the instability and prevent the formation of complex shapes. Mullins and Sekerka [15] identified the possibility of growing crystals with compact shapes when the supercooling is kept sub-critical but this was not quantified. Much less work has been performed on this topic. Our work here helps to fill this gap. More generally, our work also may provide insights on the control of pattern formation in other physical and biological systems such as epitaxial growth of thin films (e.g. [19] ), viscous fingering (e.g. [20] ), bacteria colonies (e.g. [21] ) and tumor growth (e.g. [22] [23] [24] ).
The Mullins-Sekerka instability arises because of the imbalance of time scales governing the macroscopic and microscopic forces. For example, the ratio of the time scale for growth t ∞ (due to a constant supercooling) and the time scale over which surface tension acts t τ scales as t ∞ /t τ ∝ R −1 where R is the effective radius of the crystal, i.e. radius of a sphere with the same volume (see [2, 12] ). Thus, the surface tension has less and less time to stabilize the shape during growth. In 3D, Cristini and Lowengrub [2, 3] showed that the time scales t ∞ and t τ can be balanced (i.e. τ ∞ /t τ ∝ 1) and the Mullins-Sekerka instability can be suppressed if instead the far-field heat flux is constant (the supercooling is time dependent). Note that what we mean by flux here is the integral flux applied at the far-field boundary, see Eq. (4) . In particular, Cristini and Lowengrub [3] showed numerically via 3D adaptive boundary integral simulations that compact nonlinear crystal shapes can be achieved. Their results also suggested that nonlinear self-similar evolution and the control of crystal morphologies are possible.
In 2D, in order to balance the growth time and surface tension time scales and to suppress the MullinsSekerka instability, the far-field heat flux needs to be scaled as R −1 because of the spatial differences between the 2D and 3D growth [4, 5, 12] . Li et al. [4] identified precise heat flux conditions such that these two time scales balance. They developed a nonlinear theory of self-similar crystal growth and demonstrated the existence of 2D non-circular self-similar solutions [4] . Recently, Li et al. [5] performed a stability analysis of these self-similar solutions under isotropic surface tension. Very interestingly, at long times nonlinear stabilization was found even though unstable growth may be significant at early times. This stabilization was found to lead to the existence of universal limiting shapes. In particular, the morphologies of the nonlinearly evolving crystals tend to limiting shapes that evolve self-similarly and depend only on the flux [5] . A number of limiting shapes exist for each flux (the number of possible shapes actually depends on the flux), but only one is universal in the sense that a crystal with an arbitrary initial shape will evolve to this universal shape. Linear theory was found to provide a good prediction for the flux to achieve a k-fold symmetric universal shape. Oscillatory behavior may occur for a narrow range of fluxes near the transition region from k-fold to (k + 1)-fold symmetric universal shapes. A phase diagram was constructed to characterize the achievable symmetries of the limiting shapes as a function of the far-field flux.
In this paper, we extend our recent study [5] and examine the effects of surface tension anisotropy on the morphology of a 2D, non-circular crystal growing in a supercooled melt. We use a spectrally accurate boundary integral method to simulate the long-time, nonlinear dynamics of evolving crystals and to characterize the nonlinear morphological stability during growth. Our analysis and simulations reveal that under critical conditions of an applied far-field heat flux, there is nonlinear stabilization leading to the growth of compact crystals even though unstable growth may be significant at early times. The crystal morphologies are determined by a complex competition between the heat transport (far-field flux) and the strength of surface tension anisotropy. In particular, we observe three types of behavior: universal, limiting and oscillatory. Universal behavior occurs when the shape of the evolving crystal tends to a shape that is independent of both time and the initial condition. Limiting behavior occurs when the shape of the crystal tends to a shape that is independent of time, but depends on the initial condition. Oscillatory behavior occurs when the shape depends on both time and the initial condition, though its growth is bounded. Unlike the isotropic case where universal shapes have an arbitrary symmetry that depends only on the far-field flux [5] , here the surface tension anisotropy selects the symmetry of the universal shape. The results are presented as a phase diagram that characterizes the long time evolution behavior in a plane parameterized by the far-field flux and the strength of surface tension anisotropy. The phase diagram delineates the parameter ranges for the observed behaviors and can be used to design a nonlinear protocol to control the shapes of growing crystals that might be able to be carried out in an experiment.
Although this paper focuses on crystal growth in 2D, our analysis applies qualitatively to 3D. This is because once the difference between 2D and 3D heat fluxes (i.e. area versus volume growth) is scaled out the governing equations are very similar [4] . In addition, the linear analysis in [5] shows that interactions among the perturbation modes are similar in both 2D and 3D. However, the surface tension anisotropy is more complicated in 3D, since there are two principal directions of curvature.
We note that in the special case in which the velocity of the crystal is determined locally by the surface energy, and not by diffusion as considered here, it has been shown that the evolution tends to the Wulff shape [35, 36] . The relevance of this example to our work is currently under study.
This paper is organized as follows: in Section 2, we review the governing equations, and linear stability analysis; in Section 3, we describe the numerical scheme; in Section 4, we briefly review the results of a crystal with isotropic surface tension. in Section 5, we discuss numerical results; and in Section 6, we give conclusions and describe work in progress.
Theory

Governing equations
We consider a two-dimensional solid crystal growing quasi-statically in a supercooled liquid phase. The interface Σ separates the solid phase Ω 1 from the liquid phase Ω 2 . We assume for simplicity that local equilibrium holds at the interface, and the thermal diffusivities of the two phases are identical. However, the results presented herein apply more generally [37] . Using the nondimensionalization given in [2, 3] in which the length scale is the equivalent radius of the crystal at time t = 0 and the time scale is the characteristic surface tension relaxation time scale, the following equations govern the growth of the crystal:
where Σ ∞ is a circle with radius R ∞ . The interface Σ evolves via
where T i is the temperature field, i = 1 for solid phase and i = 2 for liquid phase, V is the normal velocity of the interface, n is the unit normal directed towards Ω 2 , κ is the curvature, τ is the anisotropic surface tension, and J is the far-field heat flux. In Eq. (4) we have used the fact that the T i are harmonic so that J specifies the time derivative of the area of the solid phase. In 2D, the normal vector n = (n 1 , n 2 ) can be characterized in terms of the tangent angle θ = tan −1 (−n 1 /n 2 ), i.e. the angle that a tangent vector makes with the x 1 -axis. Thus, the anisotropic surface tension τ = τ(θ). Further,
where γ(θ) is the anisotropic surface energy. For a general m-fold symmetric anisotropy,
where ν m is the strength of the anisotropy (e.g. see [14] ). In this paper, we restrict our study to the case ν m < 1/(m 2 − 1). Thus, there are no missing orientations, as would be the case with larger anisotropies.
Linear analysis
In this section, we analyze the linear stability of a growing crystal following [15, 16, 2, 4, 25] . We take the perturbed crystal-melt interface to be given by a linear combination of Fourier modes,
where R(t) is the radius of a underlying growing circle (R(0) = 1), the δ's are amplitudes of perturbations, and α is the polar angle. We assume that the anisotropy ν m is on the same order as the amplitudes of perturbations so that products of ν m and δ's are neglected. Note that in Eq. (7), k = 1 means a translation of a circle (i.e. no shape perturbation occurs). The rate of area growth for the unperturbed circle is
where J(t) is the specified flux. The far-field temperature T ∞ is related to the heat flux via
where R ∞ is the radius of a large circle containing the growing crystal [4] . The growth rate of the k-th mode perturbation,
where the critical flux J k and the associated linear flux constant C k are
If the applied flux J < J k (t), then the k-th mode perturbation decays. If J > J k (t), the k-th mode perturbation grows. If J = J k (t) the k-th mode perturbation is unchanged (i.e. self-similar [4] ). As discussed in Section 1, the critical flux J k (t) scales as 1/R(t) in order to balance the time scales for growth and surface tension. Also, because of anisotropy J k (t) depends on the current shape through δ k (t)/R(t) when k = m. Note that that anisotropy reduces the critical flux compared to the isotropic case where ν m = 0, see Eq. (11) . It can be shown [37] that by taking an alternative flux
where ( If the initial shape of an interface is a mixture of Fourier modes, the flux that makes l-th mode have the largest growth rate can be derived as
Given a wavenumber l = m and taking the applied flux to be J = J * l , then Eq. (10) can be solved to yield:
where k is an arbitrary mode and q(k, l) is given by
and
Eq. (14) shows that the anisotropy symmetry mode m associated with the surface tension can compete with mode l, the mode with the fastest growth rate. For instance, there exists a critical radius R * lin such that the growth rates of mode m and l are equal at R * lin ,
where
lin mode l dominates. In addition, Eq. (14) shows that if l < m and q < 0 then δ m /R tends to a finite value that depends only on ν m , m, l and is independent of the initial data. If in addition l < k and q < 0, for any k, or if only modes k > m are present initially the linear evolution converges to the same limiting shape. This hints at the possibility of universality that does not exist in the case of isotropic surface tension (i.e. ν m = 0).
Boundary integral method with time and space rescaling
In order to fully characterize the nonlinear morphological stability of a growing crystal, we use a spectrally accurate 2D boundary integral method in which a novel time and space rescaling is implemented [5] . This enables us to accurately simulate the long-time, nonlinear dynamics of evolving crystals. For completeness, the method is briefly described below.
Following [2, 5] , we introduce the spatial and temporal scaling of the dynamical equations
whereR(t) = R(t(t)) andx(t, α) is the position vector of the scaled interface, andt is the new time variable. The scalingR is chosen such that the areaĀ enclosed by the scaled interface is constant in time. The scalingR can be found by integrating the normal velocity over the interface and dividing by 2π to get
The normal velocity in the new frame isV (t, α) = dx(t,α) dt · n and satisfies
Thus, the scaling factor is
Further, in Eq. (19) we have takenT
To evolve the interface numerically, Eqs. (19) and (20) are discretized in space using spectrally accurate discretizations and a scaled (equal arclength) parametrization [32] . The resulting discrete system is solved efficiently using GMRES together with a diagonal preconditioner in Fourier space [32, 34] . OnceV is obtained, the interface is evolved by using a second order accurate non-stiff updating scheme in time [32, 33] .
Isotropic results
In this section, we briefly review our studies of a crystal with isotropic surface tension [5] . In [5] , we applied fluxes of the form J = C/R(t) in the far-field, where the flux constant C is varied. As seen from Eq. (10) this choice of flux implies that the number of linearly unstable modes is bounded independent of the crystal size and the Mullins-Serkeka instability is suppressed.
Our analysis and simulations revealed that there is nonlinear stabilization leading to the growth of compact crystals even though unstable growth may be significant at early times. We observed three types of behavior: universal, limiting and oscillatory as discussed in Section 1. Universal behavior occurs when the long time shape of the evolving crystal is independent of both time and the initial shape. Limiting behavior occurs when the long time shape of the crystal is independent of time, but depends on the initial shape. Finally, oscillatory behavior occurs when the long time shape depends on both time and the initial shape, though its growth is bounded.
By performing a series of simulations, we constructed a limiting shape phase diagram that maps the limiting morphologies onto a graph shown in Fig. 1(a) in terms of their symmetries and associated flux constants C. Note that Fig. 1(a) is a simplified phase diagram, and the full version was shown in [5] . The set of dynamically achievable shapes is found to be in region II. The curve marking lower bound of region II describes the parameters appropriate to obtain universal shapes. Note that the universal shapes are determined solely by the heat flux. This curve takes a stair-case pattern because there are morphology transitions from k-fold to (k + 1)-fold symmetries. The circles mark the transitions. Near these transitions, oscillatory behavior is observed. On the universal curve, the length of each step increases as the flux constant increases indicating that larger and larger fluxes are needed to produce higher and higher symmetries of the universal shapes. Note that because the surface energy is isotropic, the growing crystal may achieve any symmetry. There is a continuous set of flux constants that can be used to achieve a limiting (but not necessarily universal) shape of a particular symmetry. The shape factors δ/R of these limiting shapes are different. The shape factor δ/R measures the deviation from a circle and is defined as
wherex is the position vector from the centroid of the shape to the interface andR eff is the effective radius of the shape. In Fig. 1[b] we examined the relation between the shape factors δ/R of the universal limiting shapes and the flux constant. The vertical dashed lines indicate transitions from symmetry k to k + 1. Representative universal morphologies are shown for each symmetry. The solid-dotted curve suggests that the asymptotic behavior may be δ/R ∼ √ C at large flux constants C. This suggests the intriguing possibility there may be a critical value of C at which the topology of the universal shape changes from a simply connected to a multiply connected region characterized by a shape with identical, equally spaced fingers that are all connected at the origin (i.e. there is an inner tangent circle with vanishing radius). This is currently under study.
Anisotropic results
In this section, we present the results of a parameter study in which the surface tension anisotropy is four-fold symmetric, i.e. m = 4 in Eq. (6), and the anisotropy strength ν = ν 4 is varied. Because we want the growth and surface tension time scales to balance, we use fluxes of the form J = C/R(t), where the flux constant C is also varied.
Our analysis and simulations reveal that, as in the isotropic case, nonlinearity stabilizes the evolution of a growing crystal even though unstable growth may be significant at early times. In particular, we observe three types of behavior: universal, limiting and oscillatory. By performing simulations with a variety of initial shapes, anisotropy and specified flux constants, we map the resulting morphologies onto a phase-diagram that is shown in Fig. 2(a) . In this figure, the parameter space is accordingly divided into three regions according to the results of long-time simulations. The stars are a result of simulations that define the boundaries of the regions up to an accuracy of approximately 5% in the flux constant C. The other symbols are the results of specific simulations that will be discussed later.
The set of the dynamically achievable universal limiting shapes found in this paper is contained in the region marked I. That is, for each value of ν and C in region I, the evolution tends to a unique four-fold symmetric universal shape. The four-fold symmetry is due to the anisotropy and the fact that the universal shape is independent of the initial data. This is in contrast to the isotropic case we studied previously where universal shapes are achievable with any symmetry [5] and depend only on the flux constant. Here, the surface ten- sion anisotropy selects the symmetry of the universal shape.
Region I is bounded on the left by a nearly linear curve which is qualitatively consistent with linear theory. This is seen as follows. From Eq. (13) linear theory predicts that the flux for which mode 4 is the fastest growing mode is a decreasing function of ν. If in Eq. (13) we set l = m = 4 and replace the left hand side by C/R(t) and the right hand side by C * 4 /R(1 − ν)/(δ/R) then we can solve for ν to obtain ν = δ/R(1 − C/C * 4 ) which indicates a linear dependence of ν on the flux constant C. The curve shown in the figure is the result of using a characteristic value δ/R obtained from the nonlinear simulations and fitting C * 4 to the nonlinear data (instead of taking C * 4 = 94 as predicted by linear theory (e.g. see Eq. 13)). In the figure, we take δ/R = 0.32 and C * 4 = 70. According to linear theory, the range of flux constants C for which mode 4 is dominant is 94 = C * 4 ≤ C < C * * 4 where C * * 4 is the flux constant such that mode 4 and mode 5 have the same growth rate. A calculation shows that the relationship C = C * * 4 from linear theory can be solved for ν in terms of C. It follows that ν is an increasing function of C consistent with the nonlinear results. In this sense, surface tension anisotropy has a stabilizing effect on the evolution.
In regions II and III non-universal behavior is observed. Region II consists of two subregions. The first subregion is on the low flux side of the phase diagram, and its boundary with region I is at a flux constant of approximately 70. The boundary with region I is only weakly dependent on ν. In this subregion the limiting shapes have symmetries dominated by modes 3 or 4, depending on the initial conditions. The second subregion is on the high flux side of the phase diagram, and its boundary with region I depends strongly on ν. As expected in this region the limiting shapes have symmetries dominated by modes 5 and higher.
Interestingly, we also find a small region III in which the evolution exhibits oscillatory behavior at long times and the growth shapes do not tend to a limiting shape although the growth is bounded. The oscillatory behavior is inherited from the isotropic case. In the isotropic case, oscillatory behavior is observed when the flux constant is near the transition regions separating mode k-dominated growth from mode k + 1-dominated growth (see also [5] ). The oscillatory behavior observed in region III here is due to the transition that occurs in the isotropic case between five-fold and six-fold symmetric universal shapes (C ≈ 148). For flux constants away from the transition region, oscillatory behavior is not observed. Moreover, as ν increases, region III narrows. This also suggests a stabilizing effect of surface tension anisotropy in the sense that the anisotropy limits the growth directions.
In Fig. 2[b] , we present the shape factors δ/R associated with the universal limiting shapes for different anisotropy strengths ν and flux constants C. Recall that the shape factor measures the deviation from a circle.
For a crystal with anisotropic surface tension, the shape factor δ/R is a nonlinear function of both ν and C.
The shape factor is an increasing function of ν and is non-monotone in C owing to the change in symmetry of the limiting shape as it passes from region I (universal) to region II. In all cases δ/R is quite large indicating that nonlinearities are important. Note that when C is small, the shape factor depends only weakly on ν. This is currently under study.
To illustrate the range of behavior described above in regions I, II and III, we consider a case in which the flux constant is fixed C = 148 and the anisotropy ν is decreased from ν = 0.02 to 0.005. These parameters are chosen so that the shapes transit from region I to region II to region III (e.g. see the plus, cross and diamond symbols in Fig. 2(a) ). In Fig.  3(a) , we take ν = 0.02 and plot the evolution of the shape factor δ/R as a function of R for three different initial conditions. This corresponds to region I. This Figure shows that although there is significant growth of the perturbations at early times, linear theory overpredicts the growth. The simulations show that there is strong nonlinear stabilization and the shape factors converge to a single value that characterizes the universal shape. The associated crystal morphologies are shown as insets. Note that the evolution from the initial data that does not contain mode 4 takes a relatively longer time (larger R) to converge to the universal shape since mode 4 must be generated by the anisotropy and nonlinear interactions among modes. By performing an analysis similar to that presented in [5] , we can demonstrate that indeed the universal shape is a nonlinear self-similar solution of the crystal growth equations [4] .
We next decrease the anisotropy strength to ν = 0.01 keeping the flux constant C = 148. This corresponds to region II. The resulting plot of δ/R versus R is shown in Fig. 3(b) for initial shapes r(0) = 1.0 + 0.01(cos 4α + cos 5α) and r(0) = 1.0 + 0.01(cos 2α + cos 3α + cos 5α + cos 6α). The associated crystal morphologies are shown as insets. The perturbations grow significantly at early times and the evolution of the initial shape r(0) = 1 + 0.01(cos 4α + cos 5α) yields a mode 5 dominant shape at its early times (small R). As R increases, oscillations appear in the shape factor due to a complex process of tip-splitting. Eventually, mode 6 emerges and the evolution tends toward a six-fold limiting shape. However, for the case with initial data r(0) = 1 + 0.01(cos 2α + cos 3α + cos 5α + cos 6α), the evolving shape is always 5 mode dominant and converges to a limiting shape at very large R. By performing an analysis similar to that presented in [5] , we can demonstrate that both limiting shapes obtained here are nonlinear selfsimilar solutions. This implies that there is no universal shape when ν = 0.01 and C = 148.
We next decrease the anisotropy strength to ν = 0.005. This corresponds to region III. The results are shown in Fig. 3(c) for two different initial data. The evolution of the initial data r(0) = 1 + 0.01(cos 2α + cos 3α + cos 4α + cos 5α + cos 6α + cos 7α + cos 8α) is oscillatory and the growth of the shape factor is bounded. The associated morphologies are shown as insets. The last two shapes from a valley and peak, corresponding to R = 10 8 , 7 × 10 12 , respectively, of the oscillatory curve δ/R are compared. The figure indicated by the two arrows shows the morphologies of the last two shapes plotted on top of one another. The difference between the two shapes is clearly seen. Note that the differences in these two shapes are primarily confined to a small region near the rightmost finger. It appears that this finger fails to tip-split to form a 6-mode dominated shape and instead oscillates. In contrast, the evolution of the initial data r(0) = 1 + 0.01(cos 4α + cos 5α) tends toward a six-fold symmetric limiting shape at very large R. Fig. 3 . (a) Shape factor evolution is shown for three arbitrary initial shapes, r(0) = 1.0 + 0.01(cos 4α + cos 5α), r(0) = 1.0 + 0.01(cos 2α + cos 3α + cos 4α + cos 5α + cos 6α + cos 7α + cos 8α), and r(0) = 1.0 + 0.01(cos 2α + cos 3α + cos 5α + cos 6α). The anisotropy strength is set to be ν = 0.02. The associated morphologies are shown. The far-field flux is taken to be J = 148/R(t). The evolution tends to a universal limiting shape with a 4-fold symmetry. The dashed-dot line is the linear theory prediction for the mode mixture of 4 and 5. (b) Non-universal shape evolution when the far-field flux J = 148/R(t) and anisotropy strength ν = 0.01. The shape starting from a mixture r(0) = 1.0 + 0.01(cos 4α + cos 5α) tends to a 6-mode dominant limiting shape. The shape starting from a mixture r(0) = 1.0 + 0.01(cos 2α + cos 3α + cos 5α + cos 6α) evolves to a 5-mode dominant limiting shape. (c) Non-universal shape evolution when the far-field flux J = 148/R(t) and anisotropy strength ν = 0.005. The shape starting from a mixture r(0) = 1.0 + 0.01(cos 2α + cos 3α + cos 4α + cos 5α + cos 6α + cos 7α + cos 8α) shows an oscillatory behavior and is 5-mode dominant. The shape starting from a mixture r(0) = 1.0 + 0.01(cos 4α + cos 5α) tends to a 6-mode dominant limiting shape.
Conclusion and discussion
In this paper, we characterized the nonlinear morphological stability of 2D anisotropic crystals using a spectrally accurate 2D boundary integral method with a novel time and space rescaling scheme developed in [5] . We simulated the long-time, nonlinear dynamics of evolving crystals. Our analysis and simulations revealed that as in the isotropic case nonlinearity stabilized the evolution of a growing crystal even though unstable growth was significant at early times. The crystal morphologies were determined by a complex competition between the heat transport (far-field flux) and surface tension anisotropy. As in the isotropic case, we observed three types of behavior: universal, limiting and oscillatory. The results of a parameter study were mapped onto a phase-diagram that separates the parameter space into three regions that are characterized by these three types of evolution.
The phase-diagram presented here can be used to design a nonlinear protocol that might be able to be carried out in a physical experiment to control the nonlinear morphological evolution of a crystal as follows. For a given value of surface tension anisotropy, the phase-diagram yields the range of fluxes such that an arbitrarily shaped crystal will evolve to a universal limiting shape. The symmetry of the universal shape is consistent with the symmetry of the surface tension anisotropy. The shape factor of the universal shape is a nonlinear function of the heat flux and anisotropy and is also determined from our simulations. For example, the size of the perturbation can be controlled by a careful selection of C. In addition, the evolution towards the universal shape is faster for choices of C away from the boundary of region I. In an experiment, the flux condition can be imposed by varying the far-field temperature in time following Eq. (9).
Even though this paper focused on four-fold symmetric surface energy anisotropies, we have performed studies for other anisotropy symmetries and found similar results. Thus our results apply more generally.
While this paper focused on crystal growth in 2D, our analysis applies qualitatively to 3D [4, 5] . We are currently performing 3D simulations to confirm that our 2D model indeed captures the significant features of 3D growth. In future work, we will demonstrate that universal attractive 3D limiting shapes exist.
Our results show that in some cases the evolution towards universal limiting shapes may be somewhat slow with the universal shape being achieved only when the crystal grows very large compared with its initial size. The rate of convergence to the universal limiting shapes is initial data-dependent even though the universal shape itself is independent of the initial data. For instance, the evolution towards the universal shape is faster starting from initial shapes containing many modes. As mentioned above, a careful selection of C can also accelerate the growth process.
Depending on the initial size of the crystal, gravitational effects may become important during the evolution. This can generate effective fluid motion and convection. This potentially important physical effect is neglected here. We have also neglected other important physical effects such as interface kinetics. These effects can play a significant role in the development of the complex patterns seen during crystal growth. We are currently investigating these physical effects. For example, our results indicate that nonlinear, stable, self-similar shapes exist for finite interface kinetics as well [37] .
Finally, the analysis developed here may provide insights on the control of pattern formation in other physical and biological systems.
