On quadrature error expansions. Part I  by Lyness, J.N. & De Doncker-Kapenga, Elise
Journal of Computational and Applied Mathematics 17 (1987) 131-149 
North-Holland 
131 
On quadrature error expansions. Part I* 
J.N. LYNESS 
Mathematics and Computer Science Division, Argonne National Laboratory, Argonne, IL 60439, U.S.A. 
Elise DE DONCKER-KAPENGA 
Computer Science Department, Western Michigan University, Kalamazoo, MI 49008, U.S.A. 
Received 16 July 1985 
Abstract: We treat the theory of numerical quadrature over a square using an m2 copy Q’“‘f of a one-point 
quadrature rule. For some integrand functions the quadrature error Q'""f - Zf may be expressed as an asymptotic 
expansion in inverse powers of m or other simple functions of m. We determine in some cases the nature of this 
expansion and derive integral representations for both the coefficients and the remainder term. In this part we deal 
only with smooth functions and those having algebraic line singularities along edges. In some of these cases the 
form is already known but some of the integral representations are new. These results form the basis for Part II in 
which new expansions, for integrands having algebraic singularities along intersecting edges and point algebraic 
singularities at the vertices will be presented. 
1. Introduction 
One familiar method of one-dimensional numerical quadrature is Romberg Integration. 
This is based on the classical Euler-Maclaurin asymptotic expansion which is valid when the 
integrand function and its early derivatives are integrable over the integration interval. This 
asymptotic expansion is easy to prove and is well known. 
It is only recently that investigators have turned to the problem of generalizing the 
procedure to integrand functions having singularities. Since then several results have been 
established relating to integration over (N-dimensional) hypercubes and simplices. The 
significant difficulty has usually been the construction of the corresponding analog of the 
Euler-Maclaurin asymptotic expansion. These efforts have been characterized by long and 
complicated formulas [l]. In fact at first glance, it seems that progress is made only as and 
when simple notation is constructed. 
In Section 2 we treat only one-dimensional integration over a finite interval taken to be 
[0, l] using the off-set m-panel trapezoidal rule defined by 
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This is the m-copy of the one-point rule Q, f = f(a). In Section 3 we treat integration over the 
square 
H2: O<x<l; Ocy<l. (1.2) 
Here we use the m*-copy of the rule Q,,pf= f(a, p) namely 
The familiar m-panel trapezoidal rule can be expressed in the form 
Qf = $<Q:““f + Q:"'f> . 
(1.3) 
(1.4) 
In general, the m-copy of any one-dimensional quadrature rule 
Gf = ,z wJ( P,) 
can be expressed as 
It follows that an Euler-Maclaurin expansion for any rule may be constructed from the 
corresponding expansions for individual one-point rules by simply taking a weighted sum. It is 
sufficient then, in developing the theory, to treat only one-point rules. 
When G(x) and its first p derivatives are integrable a trivial extension of the classical 
Euler-Maclaurin expansion is 
p-1 
Qb"'G - IG = $?I 3 + R,(m), (l-7) 
where B, is independent of m and R,(m) = O(m -“). Integral representations for B, and R,(m) 
are well known and are given below. In this paper we treat this formula and generalizations of 
this formula for integrand functions of the following characters. 
Theorem 2.1 
Theorem 2.4 
Theorem 2.5 
Theorem 2.6 
Theorem 2.8 
Theorem 3.2 
Theorem 3.4 
Theorem 3.5 
G(x) 7 
f*(x) = xh , 
K,,_,(x) = x”G(x) , 
fo,&> = (1 - XY > 
Fh,Jx) = x*(1 - x)~G(x) , 
4(x> Y) = ~“G(Y) , 
G(x7 Y) 3 
4(x, Y) = x”G(x, y) . 
Here G(x) and G(x, y) are functions whose early derivatives are continuous and A and p are 
not integers. 
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The fundamental theorems are the first two and Theorem 3.5. The other theorems are 
derived from these by the appropriate use of subtraction functions, reflection, and formula 
(3.4) which can be used to form the two-dimensional product of two independent one- 
dimensional expansions. 
We provide an integral representation for all the terms in the expansion. Since these are 
quite complicated we have had to introduce concise notation (3.19)-(3.21). While the nature 
of most of the expansions is already known, most of the integral representations for the 
coefficients and the remainder terms are new. These representations will be needed to 
construct new expansions in Part II. 
In this paper and its sequel, we have adhered to several notational conventions. 
(a) The constants in the expansions are denoted by the letter A, B, C, or E with a subscript 
and a set of arguments. The subscript denotes the inverse power of m in the cofactor. The 
arguments denote respectively the regions ([0, l] or H,), the rule (Q,, Qp or Q,,,) and the 
integrand function (G, F,, etc.) in whose asymptotic expansion this is a term. In Section 3, 
Q a p is suppressed. 
(b) Elements of remainder terms are denoted by R,(m; . . .); the subscript p denotes that 
this is O(KP) or of lower order. Arguments other than m have the same meaning as in (a) 
above. 
We have also adhered to certain self imposed constraints. These include: 
(i) We do not consider at all the expansions for integrands having arbitrarily located point 
(or line) singularities. For some such integrands, expansions involving the l function (Hurwitz) 
exist, but are presently considered to be too complicated for practical use. 
(ii) We do not consider expansions for functions having logarithmic singularities. Some of 
these may be obtained from those given here by differentiation with respect to incidental 
parameters such as A. 
(iii) We have not considered special cases in which some coefficients vanish because of 
special properties of the quadrature rule, symmetry or other properties of the integrand 
function and so on. 
2. One-dimensional expansions 
Let G(x) be an integrand function and 
Q,G=G(p), 0</3<1, 
be a one-point quadrature rule approximation to the integral 
I 
1 
ZG = 
0 
G(x) dx . 
The m-copy of Qa is defined by 
(2.1) 
(2.2) 
(2.3) QT’G = k 1;: G(( p + k)lm) . 
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Theorem 2.1. When G(x) and its first p derivatives are an integrable in [0, l] and p 3 1, 
‘-’ B,([O> 11, Q,, G) 
Q&I”‘G - IG = c 
s=l mS 
+ R,(m; 1% 11, Qp, 9 (2.4) 
where B, is independent of m and RP = O(mPP). 
This is a well known minor generalization of the classical Euler-Maclaurin summation 
formula. The integral representations of the coefficients depend on the rule QP through one of 
two kernel functions. 
Definition 2.2. 
h:“(P, t> = c,(P) = B,(PW , s20, (2.5) 
hj”‘(~,t)=h,y(~,t)=(B,(~)-I!$(~-t))ls!, ~21, (2.6) 
where B,(x) is the Bernoulli polynomial of degree s and B,(x) is the associated Bernoulli 
function which coincides with B,(x) in the interval (0,l) and has unit period. 
Two properties of these coefficients are 
h,(P,t)=h,(P,t+l) forallt, p=1,2,3,. . . . 
cp(P> = I 
O’h,(/?,t)dt, p=l,2,3 ,.... 
In terms of these quantities, the coefficients in (2.4) are 
(2.7) 
(2-S) 
B,(P> 11, Qp, G) = c,(P) L1 G’“‘(t) dt > s=O,l,..., (2.9) 
R,(m; [0, 11, QP, G) = m-’ (I1 h,(P, mt)GcP)(t) dt , 
I 
p = 1,2, . . . . (2.10) 
It is convenient to define 
R,(m; [0,11, Qp, G) = Ql;“‘G (2.11) 
and to treat h,( /3, mt) as a delta function. Note that 
B,([O, 11, Qp, G) = IG , (2.12) 
B,J[O, 11, Qp, G) = c,(P)(G’“P”(l) - G’“-“(O)) , s = 1,2, . . . , 
Theorem 2.1 is valid when G(x) and its first p derivatives are integrable. Thus it can be 
applied to the function defined by 
f&)=x”, A>-1 (2.13) 
only so long as p d A. A variant of expansion (2.4) is required for higher values of p. This is 
given in (2.17) below. The nature of the series is well known. (See for example [2,5]). We 
shall require an integral representation for the remainder term. Since the derivation of this 
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simple result employs techniques used later in a more complicated context, we outline the 
proof. 
Lemma 2.3. 
6-n *+‘-’ - 1) 6’ f:‘(x) dx , s<A+l, 
s>A+l, 
s=h+l, 
(2.14) 
and 
1 m 
m A+1 I 1 
hs@, Wf’W dt 
h,(a, t>ff’(t) dt f -$ 
I 
1 
=- 
m 
/~,(a, mt)ff’(t) dt , s>h+l. m (2.15) 
These elementary formulas can be verified by setting f,(x) = x’. 
In view of the different lower limits of integration occurring under different conditions in 
these formulas, we make another notational dejkition. 
I 
0, V-CO, 
aV = 2, ZJ=O, (2.16) 
co, v>o. 
The reader will note that on the right hand sides of (2.14) and (2.15) the lower limits 0, 2, 03 
may all be replaced by as_A_l. 
Theorem 2.4. Let f,(x) = xh where h > -1. Let Q&“’ f, be finite. Then 
Q(-‘f = E~+~([o, 11, Qa> f,) 
a A 
+ “’ 4W> 11, Q,> fd 
m A+1 s=o ms 
+R,(mS411~Qa,fAL ~P~A+L 
where E,,, and B, are independent of m and R, = O(mPP). The values of 
these coejjkients are 
BsUO, 11, Q, 7 fd = c&4 f., f:‘(t) dt 7 s=o, 1,. . . ) 
R,h P, 11, Q,, f,) = 2 1’ hs(cr, mt)ff’(t) dt , s = 1,2, . . . , 
as-A-1 
E,+,([O, 11, Q,, f,) = R,(k W>ll, Q,, f,) 
p-1 
- c B,([O, 11, Q,, f,) - R,(k P, 11, Q,, f,) > 
s=S 
(2.17) 
(2.18) 
(2.19) 
(2.20) 
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for any values of S and ~5 satisfying 0 < S < A + 1 < p- where, for notational convenience, we 
define 
Ml; [O,ll, Q,> f,) = Q,fA . (2.21) 
Proof. Unless both A < 0 and (Y = 0, it follows from (2.3) and (2.13) 
(2.22) 
Each term in the summation over j represents the error functional for the one-point rule Q, 
over the interval (j, j + 1); so except for the j = 0 term, the result (2.4) with m = 1 may be 
used. Since h,(cr, t) is periodic in t, one obtains 
Q?’ f, - ZfA = -$z (ffA-l f*(t)dt) 
+ j$i @ c,(a) r f:‘(t) dt + r h&x, t)flP’(t) dt) . s=l 
(2.23) 
To establish the theorem, one replaces the integrals having upper limit m using (2.14) and 
(2.15) above. Collecting together the terms gives a result of the stated form. It gives also the 
coefficients as written in (2.18)-(2.20) with S= 0 and p = p. 
To establish the more general form of (2.20), we note that 
R,(m; [O, 11, Q,, f,) = m-PB,(P, 11, Q,, f,) + R,+,(m; P, 11, Q,, fJ 7 
p # [A + l] (2.24) 
for p d A and p > A + 1. For p > A + 1, this follows from (2.17) by taking the difference 
between the formula as written and the formula written with p replaced by p + 1. For p G A, 
(2.24) follows in the same way from (2.8). But note that this is not valid for p = [A + l] unless 
A is an integer. Using (2.24) in (2.20) with S= 0 and @ = p, we may extend the result to any 
values of S, p satisfying 0 < S < A + 1 < 15. This condition is critical. If one sets S <p < A + 1 or 
A + 1 < S<p the right hand side of (2.20) reduces to zero. 0 
We note that in the statement of Theorem 2.4 we have restricted p so that p > A + 1. When 
p < A + 1 the corresponding formula is (2.4) since in this case the derivatives of order p or less 
of f,(x) are integrable over [0, 11. When A is an integer, Theorem 2.4 reduces to a special case 
of Theorem 2.1, many explicit terms dropping out due to the vanishing of derivatives of order 
A + 1 or greater. 
The corresponding expansion for a general function having this singularity follows by taking 
linear superpositions of the results in Theorems 2.1 and 2.4. We find: 
Theorem 2.5. Let F,,,(x) = f,(x)&) = x^g(x) with A > -1 where g(x) and its first [p - A] 
derivatives are integrable in [0, l] and p 3 1. Then 
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[P-Al-l E 
+ c ,+,+l(P> 11, Qa 1 FuJ 
mA+t+’ 
+ R,(m; LO, 11, Q,, &,,) (2.26) t=o 
where coefficients B, and E,,,,, are dependent of m and R, = O(mPP). 
Proof. We define a subtraction function 
I-1 
4,(X) = z0 CA+$+l , CA,, = g”‘(w~! * (2.27) 
The function 
&,“,,(X) = K,,(x) - 4,pPA,(n) (2.28) 
is by construction one whose first p - 1 derivatives at x = 0 are zero and whose pth derivative 
is integrable. Consequently, we may set 
Q’“‘F 
a 
= Q(“‘)F 
A,0 a A,o,p + Q?%r,-,, (2.29) 
and use Theorem 2.1 to expand the first term on the right. In view of (2.27) the second term 
on the right is the sum of [p - A] terms to each of which the expansion of Theorem 2.4 may be 
applied. Collecting together all these expansions, we find after rearrangement an expansion of 
type (2.26) so establishing the theorem. Cl 
This procedure provides integral representations for the coefficients. For example, 
R,(m; [O, 11, Q,, F,,,) 
[P-Alp1 
= R,h FA 11, Q,, FA,o,p) + z. C,+,R,h PA 11, Q,, fh+J 
1 =- 1’ h(a, mt)F~P,‘,,(t) dt + 5 “?-’ CA+, $mA_l_, h(a, Wf%O dt . mp 0 
(2.30) 
In these integrals, the lower limit is 0 or ~0 according as p - A - I- 1 S 0. Collecting terms 
having the same integration interval together, and using (2.27) and (2.28), we find 
R,(m; 10, 11, Q,, F,,,) = 5 i1 h(a, mW,,,(O - 4,,pAl(t))(P)dt 
+L I 
1 
mp m 
h(cr, mt)4j,P)Al(t) dt I 
A similar calculation gives 
(2.31) 
B,(P, 11, Q,, F,,,) = cs(4[1’ (Fh,&)- ~,s-~l(f))(S) dt + j--l 4&,(t) dt] . (2.32) 
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The final theorems of this section will deal with an integrand function having algebraic 
singularities at both ends of the integration interval. To this end we extend our notation and 
define 
f,,,(X)=Xh(l-*)P) A, /-LB-l. 
Our first result is somewhat trivial. 
Theorem 2.6. Let fo+ (x) = (1 - x)’ where ,x > -1. Let Qk”“f,,, be finite. Then 
+R,(~;PJl;Q~,f0,,J, P>P+~, (2.33) 
where EP +, and B, are independent of m and R, = O(mPP). 
This is simply a reflection about x = i of Theorem 2.4. Of subsequent interest is the 
representation of the coefficients, which may be derived directly from those following 
Theorem 2.8. We note that 
Qh”‘fo,, = Q!‘kf,.o > (2.34) 
hr’(a, t) = (-l)"hr'(l - cx, 1 - t) , n = 0,l . (2.35) 
Using these we find 
B,(P, 11, Q,, A,,,) = c,(4 i'-""-' fb"l,Wdx 3 s = 0, 1,2,. . . ) (2.36) 
&Cm; P, 11, Q,, fo,J = f ~lpasmw~’ h,h t>fb”.‘,(t) dt, s=l,2,... (2.37) 
where a, is as defined in (2.16) and EP+l([O, 11, Q,, fo,,) is defined in terms of these as in 
(2.20). 
In nearly all the expressions we derive subsequently, the integral representations of the 
coefficients are more useful in the development than any simpler expressions. However, in the 
next theorem, we need some alternate expressions. We collect these here for future reference. 
Lemma 2.7. When s 2 1 
B,([O, 11, Q,, G) = c,(cr)(G’“-‘j(l) - G’“-l’(0)), 
B,W7 11, Q,, f,,,) = ~,(~>ff~~)(l>, Afinteger, 
B,([O, 11, Q,, f,,,> = -c,Wf~,~l'(0), P #integer3 
B,W4 11, Q,, &,,I = ~,(4~!,,~'(0) 3 
E,+,U% 119 Q,, O= G-A> 4 7 A # integer . (2.38) 
The integral representations from which these may be derived are (2.9), (2.18), (2.36), (2.32) 
and (2.20), respectively. The final result is established in the Appendix. 
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We now treat the function 
F&) = x*(1 - 4W) (2.39) 
where A, I_L are not integers and g(x) has integrable derivatives of order max([ p - A], 
[P - 4 
We define two subtraction functions, these involving truncated Taylor expansions about 
each end. Thus 
C/+(X) = c,x” + c*+lXA+’ + . * * + C*+r_lXh+~-’ ) 
et(x) = 6,(1- q + Cfi+,(l - q+l +. * * + C/#(l - X)fi+f+l .
The coefficients are 
(2.40) 
(2.41) 
C =_- 
*+’ 
l d’ [(l- X)Pg(X)],=” )
I! & 
c,,, = $g 2 [&+)I,=, . (2.42) 
We define 
FA,,&) = F*,.(x) - 5&](4 - e[p-&) (2.43) 
and note that the first ( p - 1) derivatives of this function are continuous both at x = 0 and at 
x = 1 and 
first p - 1 
Similarly, 
so its pth derivative is integrable. Using the fact that p is non-integer, and that the 
derivatives of FA,P(~) - +,p_hl( x are zero at x = 0 we find from (2.43) that ) 
F:,)P,p(0) + $~;_P,(o) = 0 ) s = 0, 1, . . . ) p - 1 . (2.44) 
since A is not an integer 
~~,~,,(l)+~~_,l(l)=O, s=O,l,..., p-l. (2.45) 
Theorem 2.8. Let FA,cL(x) = x*(1 - x)Pg( x w ) h ere A, p are not integers and g(x) has integrable 
derivatives of order max([p - A], [p - CL]). Let QLT”‘F,,, be finite; then 
Qk"'Fn,, = IFA,, + 
[P--hl-1 E 
c ,+,+,UA 11, Qa, f’,,J h+l+l 
t=o m 
[P-ccl-2 E 
+ c 
.+,+AO~ 11, Qa, &,,A 
&L+r+1 + &,(m; P, 11, Q,, K,J, p>l 7 
t=o m 
(2.46) 
where E,+,+, and E,+,+, are independent of m and R, = O(m-‘). 
Proof. For m > 1, splitting the interval into two parts and applying Theorem 2.5 to each part 
separately establishes this form, but with additional terms of the form Err,’ B,lm”. To 
establish the theorem as stated, we have to show that these terms disappear. In view of 
definition (2.43) we have 
Q:m’F,;p = Q?'F,_,,t + Q:‘%,,-1, + Qkl)+,,-,, . (2.47) 
Since Fh,+ has integrable derivatives of order p, we apply (2.4) to evaluate the first term on 
the right. Since c#+~_~, is a sum (2.40) of elements fA+j we may use (2.17) on each element to 
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evaluate the second term on the right. Similarly we use (2.33) for the third term. Collecting 
together the coefficients of VZ-’ we find 
[r-h]-1 
B,(P, 11, Q,, &,,I = fW> 11, Q,, FA.,,J + c C,+P,(P~ 11, Q,, L+t,o> r=o 
b-PI-1 
+ c ~w+,f$(LO, 11, &a> fO,p+r) s = (41, . . . . (2.48) 
t=o 
Using the expressions in Lemma 2.7 to simplify this, we find 
4W, 11, Q,, K,,) = csW[( 
[P-Al-l 
c,;t;w - e,;t;m + Ix0 c,+tKtRcl, 
b-l*l-1 
- c 
t=0 
c,+,fb”,,:‘,(O) 
I 
) s=1,2,. . . . (2.49) 
In view of identities (2.44) and (2.45), the expression in square brackets is identically zero and 
so B, = 0 for s 3 1. The theorem now follows by identifying the nature of the contributions 
from each term of (2.47). •i 
This procedure provides integral representations for the coefficients in (2.46). Thus the 
remainder term is the sum of the three remainder terms corresponding to the three terms in 
(2.47). This sum resembles that in (2.48). Using (2.10), (2.19) and (2.37), we find 
R,(m;[O, 11, Q,, &J=m-' I olhPc a, mW(,$,,W dt 
h-Al-l 
I 
1 
+ C CA+ppp 
s=o +-I 
$(Q, m9f%,o(x) dx 
b-PI-1 l-a 
+ c 
s=o 
Cp+sm-p 
I 0 
p-lr-s~l $,(a, mt)f~f’~+,(-4 dx 
(2.50) 
= mpp 
if o1 hp( a, mW,,,W - +,p-hlW - ~,p-~lWP~ dt 
+ a, mt)4[,PLhJ(t) dt + I o --m h,( a, mth$g$$) dtI 
and 
E A+t+AO, 11, Q,, &J= C~+t~%+t+dP> 11, Qa, fh+t,d > 
(2.51) 
E F+,+,([O, 11, Q,, &,,A = ~p+&+t+AO> 11, Qa, f&J 
where CA,, and CP+, are defined by (2.41) and the coefficients on the right are given by (2.20) 
and its counterpart. 
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3. Two-dimensional integrands with one line singularity 
In this section we shall be dealing with integration over the square 
H*: 06:x, y<l. 
In all subsequent sections, we shall treat only the one-point rule 
Q,,,G = G@> PI 
and its m2-copy 
Q;y;G = 4 5’ 5’ ((2, e) 
m j=O k=O 
and we shall suppress explicit reference to this rule in the formulas for the coefficients. We 
shall be particularly interested in obtaining explicit integral representations for the remainder 
term as these are needed to construct the coefficients in subsequent more sophisticated 
expansions. We draw attention to this because some of the results of this section may be 
derived in an easier manner if one only requires order estimates for the remainder term. 
In this section we shall derive the two-dimensional Euler-Maclaurin summation formula for 
a function rA(x, y) = x*G(x, y) where G(x, y) has early integrable derivatives. In the process 
we shall treat first Fh(x, y) = x”G(y) and then G(x, y) and construct the result for r*(x, y) 
from the two previous results. 
Lyness and McHugh [4], described a formalism to deal with an analytic function G(x, y) 
which provides an integral representation for the remainder term. That formalism may not be 
directly used for a function such as x*G(x, y) mainly because some of the integrals involved in 
(2.18) have limits (0, 1) and others (1, ~0). Nevertheless, the underlying algebra may be used 
for a product function x”G( y). In [4] the quantities 0:‘) 8;’ stand for differential operators. 
Here we employ numbers D”,, which correspond to Z’“‘Dt’ F. The description given here is 
self explanatory. 
Let us denote an expansion of 0; by 
D~=61;+6;+...+6~_,+D~, p=l,2 ).... (3.1) 
The terms in the expansion are 67 and the remainder term is Dl. Any of the expansions in 
Section 2 could be expressed in these terms. We take two independent expansions of this type 
(distinguished by superscripts 1 and 2) and consider an expansion for D@i. Let 
k=O 
(3.2) 
Using only the defining identities 
II; = ai” + II;+, ) j=O,l,..., p-l, n=l,2 
it is possible to establish the expansion 
(3.3) 
p-1 
zl($; = c a, + f: x;x;_j ) p 2 1) 
.s=o i=o (3.4) 
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where, in the remainder term, Xi stands for 6 ;t, XI stands for either 87 or DI, and in each 
product XiXi_j at least one factor X stands for D. The proof in this two-dimensional context 
is straightforward. In [4], the corresponding n-dimensional result is derived. An example of 
(3.4) with p = 3 is 
DAD; = S,$; + S;S; + 8;s; + 6;s; + S;S; + S;S; 
+ S;D; + S;D; + D;D; + D;S:, . 
(3.5) 
Note the lack of symmetry between 6 and D in the final four terms. For subsequent notational 
convenience, we restate result (3.4) in the following form. 
Definition 3.1. For a given p > 
j=o, 1,. . . ) p, each of which 
P-1 P 
1, there exist a set of remainder term index pairs [O,’ p, OE_j,,], 
takes the value [0, 11, [0, 0] or [l, 01, in terms of which 
DAD;= 2 
x=0 
a, + C (‘:,,‘: + (1 - e:,,)D:)(B~-j,p’~-, + (1 - e~-j,p)D2p_j) 
j=O 
Note that 
e:,,, = et,, = 1 > 8;P+e;_jPSl. , , 
For a given p, there are several choices for this set of index pairs. One choice is 
(OJ) j-&2, 
(0’ G-k+, I,k+i’ (0,O) j-k=l,O, 
(1,O) j-ka-1. 
(3.7) 
(3.8) 
(3.9) 
This is the one illustrated in (3.4). 
We now apply the formalism to 
where 
F&, Y) = x”G(y) . 
We define 
D; = Q,f, 3 
obtain the Euler-Maclaurin expansion for Q,,PFA - IF, 
(3.10) 
D:,=R,(m;[O,ll,Q,,f,>, ~21, 
s~=rn-“B,([O,l],Q,,f,), s~[A]andsa[A+2], 
6: = m-“B,([O, 11, Q,, f,> + m-A-lEA+l([O, 11, Q,, f,) , s = [A + 11 ; 
(3.11) 
D;=R,(w[O,ll,Qp,G), ~31, 
6.; = m-“B,([O, 11, QP, G) , s z 0 , 
(3.12) 
so that (3.1) with II = 1 coincides with expansion (2.17) and with y1= 2 coincides with 
expansion (2.4). Direct application of (3.7) gives the following theorem. 
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Theorem 3.2. Let Fh(x, y) = xAG( y) w h ere G(y) and its first p derivatives are integrable. Then 
‘-’ B,tH,, F,> [p-*1-1 EA+l+ttHp FA) e~~~tH,)F, = c ms + c m*+l+t + R,tm; 4, F,) (3.13) 
s=o t=o 
where the coej’jkients B, and E,, 1+1 are independent of m and R, = O(mmP). 
Expressions for these coefficients are given in (3.14)-(3.18) below and integral representa- 
tions in (3.22)-(3.24) below. 
Proof. The left hand side of (3.13) is simply D@i. We expand D@i using (3.7) and 
re-express the series using (3.11) and (3.12). Collecting together the terms gives the right 
hand side of (3.13) with 
B,(H,, F*) = i: B,AO, 11, Q,, f~VLW> 11, Q,v G) > 
k=O 
E h+l+t(Hz, Fh) = E,+,(P, 11, Q,, f,VW’, 11, QP> G) 7 
R(b)@; Hz, F*) 
(3.14) 
(3.15) 
. 
= E (m-j’f,pB,([O> 11, Qa> fh)+ (1 - ei,p)Rj(m; [O, 11, Qa, fA>> 
j=O 
X(m’~P’~-j,pBp-j([O~ 11, Qp, G) + (1~ oi-j,p)Rp-j(M; [O> 11, Qp, G)) 3 (3.16) 
R;‘(m; Hz> F*) = ~-*-l~t*+~l,pE*+~((O, 11, &a, f~)Rp-,~+@; LO, 11, QP, G) > 
(3.17) 
R,(m; Hz, FJ = R;‘( m; Hz, F,) + R;‘(m; Hz, FJ . (3.18) 
The quantities on the right hand sides of these equations are defined in (2.9), (2.10), (2.18), 
(2.19) and (2.20). Clearly, B, and E,,,,, are independent of m. The remainder term R, has 
been divided into two components, one of which is O(KP) and the other O(mPP-(*‘) where 
{A} is the fractional part of A, i.e. h = [A] + {A}. The indices 8L,p may be set to 1 or 0 
according to (3.9). Cl 
Each element of (3.14) to (3.18) is a sum of products of terms each of which has an integral 
representation given in Section 2. Consequently, we may form an integral representation for 
each of these terms. Before doing this, we shall introduce some concise notation, (3.19)- 
(3.21) below, in terms of which the coefficients are expressed in (3.22)-(3.24). 
Definition 3.3. 
t~;“*+n; F); ; = l’ dx I: dy (hjtl”(Cy, rnx)hjp*‘( j3, n~y))(F(j’~)(x, y)) , 8” = 0,l . 
(3.19) 
(We recall from (2.5) that h:.“(cu, mx) = cj(cx) and h:“(cy, mx) = hj(a, mx).) Here a, b, c and d 
may take any values which define integration limits. 
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In nearly all contexts, the limits a, b, c, d will take on predictable values, namely b = d = 1 
and a, c = 0, a~ or 2. For this reason we are able to suppress the values of a, b, c, d. When this 
is done, the reader should assume default values as follows. 
Default Values in (3.19): b = d = 1; a = 0, unless this makes the integral diverge, in which 
case a = CC unless this also makes the integral diverge, in which case a = 2. c is assigned by the 
same method as a. 
For example, with Fh(x, y) = xAG( y), 
cj(a)ck( p)Fy’k’(~, y) dx dy (3.20) 
with a = aj_A_l. The lower limits are those which ensure the integral exists. A second minor 
notational abbreviation is also employed. The remainder term indices [0’, 0”] are replaced by 
[ * -1 when their values are obvious from the context. Thus, in 
the superscript [. -1 stands for [O:,j+k, Oilj+J as defined in (3.9). 
A second complicated definition will be helpful. 
(3.21) 
where, as before 0 d S < A + 1 < p. Here a = a,_,_ 1 is the value which makes the integral 
converge. 
Besides enabling us to express results in relatively compact form, the use of 
facilitates subsequent manipulation. 
For subsequent convenience, we define 
whereO<S<p+l<pandc=a,_,_,. This coefficient is used in the expansion 
of the form FU(n, y) = yPG(x). 
(3.21a) 
of a function 
Substituting the expressions in Section 2 for the coefficients on the right hand side ot 
(3.14)-(3.17) d an simplifying the resulting expressions using (3.19)-(3.21a) we find 
this notation 
(3.22) 
(3.24) 
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the coefficients on the right being defined in (3.19)-(3.21a). Here {A} = A - [A] is the 
fractional part of A. 
The following theorem is a minor modification of one derived in [4]. 
Theorem 3.4. Let G(x, y) and its partial 
Then 
Q,,,WG= c ms ‘-’ B,(H,> G) + 
s=O 
derivatives of order p or less be integrable over H,. 
R,(m; Hz, G) (3.25) 
where integral representations of the coeficients are 
Bs(ff,, G) = i t;,;l!Jl, G) , 
k=O 
(3.26) 
(3.27) 
The coefficients on the right are defined in (3.19)-(3.20). Note that here all the lower limits 
are zero, making this a somewhat straightforward result. We now establish the important 
theorem of this section. 
Theorem 3.5. Let rA(x, y) = x”G(x, y) where A > -1 and the derivatives GCrxs)(x, y) are 
integrable for r d [ p - A] and s d p, then 
‘-’ B,(H,, r,> “-“-l &+l+r(&, r,) 
Qa,pWX = c ms + c h+l+t (3.28) 
s=o 1=0 m 
+ R,(m; 4, r,> 
where B, and E,, 1 +f are independent of m and R, = O(mPP). 
Proof. Here, as in the proof of the similar one-dimensional Theorem 2.5 we use a subtraction 
function to express rh(x, y) in terms of functions whose expansion we have available. Let 
t-1 t-1 
AC? Y> = [go x A+‘G(tvO)(O, YV! = ;s, FA+r(~, y) , (3.29) 
and let 
with 
rh,&, Y) = rh(& Y) - &(% Y) (3.30) 
w=p-[A+l]=[p-A]. 
$w(~, y) is a sum of functions each of which is of form (3.10) while r,,, and its partial 
derivatives of order p or less are integrable over Hz. Thus we may set 
w-1 
Q::;r, = Q::;rA.w + Q::; c F,,, 
i=o 
(3.31) 
and apply Theorem 3.4 to the first term on the right and Theorem 3.2 to each of the terms in 
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the sum over 1. This gives (3.28) with 
(3.32) 
(3.33) 
w-1 
R,(m; ff*, r,) = c 
I=0 
q m; f&, &+r) + R,(m; 4, r,,,) (3.34) 
which clearly satisfy the conditions of the theorem. 
We next employ (3.22)-(3.24) and (3.26)-(3.27) to obtain integral representations for 
these coefficients. Direct application of (3.22) and (3.26) reduces (3.32) to the form 
w-1 s 
B,W,, r’,) = 2 c tjctl’lk(l: F,,,) + i t;,$k(l, r,,,) . 
I=0 k=O k=O 
(3.35) 
The integration interval in the x direction is ( 03, l] when A + 1 - k < -1, is [0, l] when 
A+I-k>-1, and is [0, l] in the final term. In cases in which the interval of integration is the 
same, we may invert the summation and integration order. Thus, we may rewrite (3.35) in the 
form 
s [k-A-l] 
cc = 
w-1 
t”“’ (1, &+/) + c $!!k(l, &+I) + $!!k(l, r,,,) k,s-k . 
k=O l=O l=[k-A] 
) 
Introducing the subtraction function (3.29), this reduces to the form (3.36) given below. A 
similar rearrangement may be carried out in the remainder term. 
We find 
1 [p-Al-l 
+p 
mP+v) c e;A+l+l],pUIPll-[h]-l(112, &+,)k . 
l=O 
(3.36) 
(3.37) 
(3.38) 
Alternative expressions for B, and Eh+l+r may be derived by evaluating the integrals in (2.18) 
and (2.20), i.e. 
MO, 11, Q, > f,> = +>ff-“(1) 
(3.39) 
=-<(l-s,a)A!/((S- l)!(h-s+l)!), AZinteger, 
E,+,([O, II, Q,, f,> = 4’(-4 a> , A # integer. (3.40) 
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These leads to 
B,(ff*, r,) = i C&+_,( p)(r~-‘X”-k-“(l, 1) - rj\k-lSS-k-i)(l, 0)) ) 
k=O 
A # integer , (3.41) 
E A+l+t(fL r,) 
= i ((-A - I, a)~,_~( p) i (G("'-'-')(O, 1) - G(“‘-‘-‘)(O, 0)) , A # integer . 
I=0 
(3.42) 
Both require proper interpretation as integrals when a superscript is -1. When the second 
superscript is - 1, the pair of terms should be replaced by an integral in y over [0, 11, in a 
standard manner. In (3.41) when the first superscript is -1, that is k = 0, each of the terms 
Z(‘,‘-‘)(l, y) should ,+ b e separately replaced by an integral in x over [0, l] of Zr,S-l)(~, y). 
4. Ignoring the singularity 
The results of this paper apply for all the integrand functions treated here, so long, of 
course, that the quadrature rule sum Qr’ f exists. Generally, this condition coincides with the 
condition that the integral Zf exists. However, not always; in some cases an abscissa (Z + CX) lm 
may be a point at which the function value is indeterminate. This happens, for example, when 
f(x) = X* with -1~ A < 0 and (Y = 0. It is generally believed that in practice one may ‘ignore’ 
such inconvenient points, i.e. assignf(0) = 0. In fact, it may be readily established that this is a 
proper procedure for the classes of integrand functions treated in this paper. Here all 
singularities occur on the boundary and so only when (Y or p take values 0 or 1 does the 
problem arise. We describe here the adjustment of the theory necessary to cover the case 
CX =o. 
We define a modified rule 
(4.1) 
When f(0) is defined, this is identical with 
Qim’f= Qim’f- (llm)f(O) . (4.2) 
When f(x) = f,(x) = xA with A # 0, the use of the modified rule coincides precisely with using 
the unmodified rule and ‘ignoring the singularity’. (Note f,(O) = 0 for A > 0.) Thus, if we wish 
to modify the theory to allow ‘ignoring the singularity’ we need only reconstruct he theory for 
rule (4.1). 
In fact, such a reconstruction alters very little. Theorem 2.4 is the point in the theory where 
modification first becomes necessary. However, so long as A is non-integer, this theorem and 
all equations required in its proof remain valid precisely as written when one sets (Y = 0, 
replaces QI;“’ f, by Q b”‘f’ and removes the term a”lm”+’ from the right hand sides of (2.22) 
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and (2.23). The effect of this in the rest of the paper is that all theorems are valid in the 
context of ignoring the singularity (so long as parameters A and Al. are non-integer). 
When f(x) has no singularity at x = 0 and the modified rule &I;“’ f is used, it ignores a finite 
function value. To complete the theory for the rule Qim’f, one has to note that in the modified 
version of Theorem 2.1, all coefficients except B, take their unmodified values. However, 
B,(]O, 11, & G) = 4(P, 11, Q,, G) - G(O) 7 (4.3) 
The result is actually needed in the proof of the modification of Theorem 2.8. When Q0 
replaces Q,, two of the terms in (2.47) represent ‘ignoring finite function values’. However, in 
view of (2.44), these two terms eliminate each other and the final result is precisely as stated. 
5. Concluding remarks 
The reader will have noticed that, although the principal results of this paper are asymptotic 
expansions, in every case an explicit representation of the remainder term is given. No appeal 
to the theory of asymptotic expansions has been necessary. 
The techniques of this paper may be employed to construct expansions of the same nature 
for integrand functions having algebraic singularities along several of the sides. We have 
determined some of these. These are 
f(x, y) = x’\‘yh2(1 - ~)“~(l - Y)*~G(x, y) 
with two of, three of and all four of Ai non-integer. The expansions are quite predictable, being 
of the form 
the asterisk on the sum over i indicating that the sum is restricted to values of i for which Ai is 
non-integer. When all four A, are non-integer, one finds B, = 0; s 3 1. Otherwise, in general, 
all terms are non-vanishing. In particular, Theorem 2.8 notwithstanding, the B, terms do not 
vanish in the case A, = A, = 0, A,, A, non-integer. 
For integrands having point singularities of the type 
f(x, y) = (~=)‘G(x, y) i p non-integer , 
expansions are given by Lyness [3]. In part 2 of this paper, we shall exploit the results of this 
part to generalize the results of Lyness to integrand functions having intersecting point and 
line singularities. These will include 
f(x, Y) = +Y~=-?%W, Y> 
and others like it. 
Appendix A. Required properties of the zeta-function 
The properties of the Bernoulli polynomials B,(x) and the Bernoulli functions B,(x) are well 
known. In the text we have defined 
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es(a) = q(a) is! ) h&r, t) = (B,(a) - B,(a - t))ls! . (A4 
In terms of these, the Euler-Maclaurin expansion (2.4) for the finite interval [0, l] takes the 
form described in Theorem 2.1. 
A form for the semi infinite interval may be obtained by applying (2.4) with m = 1 to each 
of the intervals (1,2), (2,3), (3,4), . . . and summing the result. This gives 
Theorem A.2. So long as 4’“‘(t) is integrable in the interval [l, ~0) 
i $(j + a) = ‘.’ c,&x) [ c$‘“‘(x) dx + 1; h,(a, t)@“(t) dt 
j=l s = 0 
We shall use this later. 
(A.21 
The properties of the (Hurwitz) zeta function are less well known. 
defined (for A < - 1) by 
This is conventionally 
~(--A,a)=cu”+(cu+1)“+(cu+2)A+~**, ff>o, A< -1. (A.3) 
By reexpressing this as a contour integral, it may be shown that this is an analytic function in 
A, having a single pole at A = -1; see for example [6, p. 2661. Thus its analytic continuation for 
A > -1 exists. To obtain the result we need in (2.38) we set 4(x) = X* and p > A + 1 in (A.2). 
Direct evaluation of the integrals gives 
p-1 
((-A, a) = a* - 2 es(a) (A _;!+ I)! + I ,g h&7 t> (A :!,,j t”-P dt 3 p>A+l s=O 
(A4 
with the further restriction A < - 1. However, this restriction may be lifted since each element 
in equation (A.4) is an analytic function of A and so by analytic continuation, the equation 
remains valid for all A. It is readily verified that, with S = 0 and p = p, the right hand side of 
(2.20) reduces to the right hand side of (A.4), establishing the result that EA+, = [(-A, a). 
Further, useful results include 
and 
6(--s + 1, CX) = -B,(cx)/s , Vinteger s 3 1 , (A.9 
5(-A, a) = 2A! 2 sin’2;~;;+:A’Z1, ReA>O. 
i-=1 
(A.6) 
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