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Abstract
Suppose that A and B are real Hurwitz matrices, and that their difference A − B is rank one. Then A and
B have a common quadratic Lyapunov function if and only if the product AB has no real negative eigenvalue.
This result is due to Shorten and Narendra, who showed that it follows as a consequence of the Kalman–
Yacubovich–Popov lemma and the solution of the Lur’e problem. Here we present a new and independent
proof based on results from convex analysis and the theory of moments.
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1. Introduction
1.1. Overview
Lyapunov functions play a key role in the stability analysis of ordinary differential equations.
Loosely speaking, V (x) is called a Lyapunov function for the n-dimensional system x˙ = f (x, t),
x ∈ Rn, if V (x) > 0 for all x /= 0, V (0) = 0, and if V (x(t)) decreases along the solution curves
x(t). If such a function exists then one can deduce that x(t) → 0 as t → ∞ for every solution,
thereby establishing asymptotic stability of the system (a precise statement of this result can be
found for example in [12]).
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The simplest application of this method occurs for the linear system x˙ = Ax, where x ∈ Rn
and A ∈ Rn×n is a fixed real matrix. In this case it is sufficient to consider the class of quadratic
functions V (x) = xTPx, where P is a positive definite n × n matrix. Since
d
dt
V (x) = xT(PA + ATP)x (1)
it follows that a sufficient condition for stability of the system x˙ = Ax is the existence of a positive
definite matrix P such that PA + ATP is negative definite. It is well-known that this condition is
also necessary for stability of this system, and is equivalent to the statement that A is a Hurwitz
matrix, meaning that the spectrum of A lies wholly in the open left half of the complex plane [12].
Recently there has been considerable interest in finding stability conditions for the class of
equations known as switching systems. These equations have the form x˙ = A(τ)x where A(τ) ∈
{A1, . . . , Ak} with Ai ∈ Rn×n for i = 1, . . . , n, and where the switching function τ may depend
on both x, t and other variables. One basic goal in the study of these systems is to find necessary and
sufficient conditions which guarantee asymptotic stability for any choice of switching function.
For example, it is necessary but not sufficient that all the matrices {A1, . . . , Ak} be Hurwitz.
Numerical methods are available to test stability [6], but no general analytical test is known, even
when attention is restricted to quadratic Lyapunov functions.
One of the few cases where an analytical result is available arises when A(τ) ∈ {A,B} and
the difference A − B is a rank one matrix. In this case Shorten and Narendra discovered a simple
spectral condition which is both necessary and sufficient for the existence of a common quadratic
Lyapunov function (CQLF) [11]. The result is stated below in Theorem 1. Our purpose in this
paper is twofold: to derive a new proof of the Shorten–Narendra Theorem which seems more
natural from the viewpoint of matrix analysis; and to introduce a new approach to the general
CQLF problem. We hope that this new approach will lead to further insights for the general CQLF
problem, and perhaps allow analytic solutions for a wider class of examples.
The underlying motivation for our work comes from applications in automatic control theory.
The case discussed above where A − B is rank one arises for example in the analysis of nonlinear
control systems of the form x˙ = Ax + u(x, t)b, where u(x, t) is a control variable and b is a fixed
vector. If the nonlinear term can be dominated by a linear function of x, then the CQLF results can
be used to prove stability of this system. For example, if there is a vector c and λ > 0 such that
0  u(x, t)  λ〈c, x〉 for all x, t , then the stability of this system is guaranteed by the existence
of a CQLF for the pair of matrices A and A + λbcT [12].
1.2. Organization and notation
The paper is organized as follows. In Section 2.1 we present the Shorten and Narendra result
in Theorem 1 as the equivalence of two conditions (A) and (B). We then state three other results,
Proposition 2, Theorem 3 and Proposition 4. These involve two other conditions which we label
(C) and (D). Proposition 2 states the equivalence of the conditions (A) and (C), Theorem 3
the equivalence of (C) and (D), and Proposition 4 the equivalence of (B) and (D). Combining
these three statements together implies Theorem 1. We include a flow chart which explains the
interrelationship between the four results. Propositions 2 and 4 are known results which we
quote without proof. The main effort of the paper is devoted to the proof of the new result
Theorem 3.
Section 2.2 contains some basic facts about Hurwitz matrices. In Section 2.3 we give an outline
of the proof of Theorem 3 by breaking it down into three steps. Step 1 is the reduction to companion
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form for A and B; Step 2 is the special case where the criterion of condition (C) is satisfied by
matrices X and Y whose sum has rank 2; Step 3 is the reduction of the general case to the special
case in Step 2.
Section 3 contains the proof of Step 1, and is a standard argument showing that it is sufficient
to prove Theorem 3 under the assumption that A and B are in companion form. Section 4 contains
the proof of Step 2. This is the special case of Theorem 3 where the criterion of condition (C) is
satisfied by matrices X and Y whose sum has rank 2; in this case we show that X + Y must be a
Hankel matrix (modulo some signs) of the form shown in (27), and then use this explicit form to
derive condition (D) for this case. Section 5 contains the proof of Step 3, which is the reduction
of the general case of pairs of matrices X, Y satisfying condition (C) to the special case in Step
2. The proof uses Theorem 6 to represent X + Y as a sum of rank two matrices of the form (27),
and then uses Lemma 7 to deduce that at least one of these rank two matrices must itself provide
a solution of condition (C), thereby reducing the proof to the case in Step 2.
Section 6 contains the proof of Theorem 6, which uses a result of Aheizer and Krein on the
solution of the discrete moment problem. Finally Section 7 contains the proof of Lemma 7, which
is an elementary but non-obvious identity from linear algebra.
Notation: The inner product of two (real or complex) vectors a and b will be denoted 〈a, b〉. If the
vector c belongs to the range of a symmetric matrix M , we will write M−1c to denote the unique
vector in Ran(M) satisfying M(M−1c) = c.
2. Statement of results and outline of proof
2.1. Statement of results
We first introduce some basic definitions. We will say that the matrices (A,B) have a common
quadratic Lyapunov function (CQLF) if there is a positive definite matrix P such that
PA + ATP < 0, PB + BTP < 0. (2)
The following result provides a simple test for the existence of a CQLF in the case where
A − B is rank one. The theorem is stated in [11] for matrices in companion form; however this is
unnecessary [9] and we state the result in its full generality here.
Theorem 1 (Shorten and Narendra). Let A and B be Hurwitz matrices and suppose that A − B
is rank one. Then the following statements are equivalent:
(A) The pair (A,B) do not have a CQLF.
(B) The matrix product AB has a real negative eigenvalue.
The proof of Theorem 1 presented in [11] first shows that the condition that AB has no real
negative eigenvalue is equivalent to the following positivity condition for the resolvent of A along
the imaginary axis:
Re z = 0 ⇒ 1 + Re Tr(z − A)−1(A − B) > 0. (3)
The authors then make use of earlier work of Narendra and Goldwyn [10] and Willems [13]
which showed that this resolvent condition (known as the circle criterion) is equivalent to the
existence of a CQLF. These earlier papers proved the equivalence by transforming the question of
the existence of a CQLF for the pair (A,B) into the existence of a solution for the Lur’e problem.
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They then used the fundamental results of Kalman [4] who used techniques from analytic function
theory to show that the circle criterion gives a necessary and sufficient condition for the existence
of a solution of the Lur’e problem.
The result of Theorem 1 is strikingly simple, and it gives an easy way to check for the existence
of a CQLF. It also encourages the belief that there should be a direct matrix proof which does
not use the equivalence between the CQLF problem and the Lur’e problem. In this paper we
provide such a proof, using methods of convex analysis and the theory of moments. The proof
has a geometrical flavor which is described in the next paragraph.
There is a dual formulation of the CQLF condition in terms of intersecting cones in the space
of symmetric matrices. Given a real matrix A, define
C(A) = {AX + XAT|X  0}. (4)
That is, C(A) is the cone of symmetric matrices of the form AX + XAT where X runs over all
positive semidefinite matrices. Considering real n × n matrices as n2-component vectors with the
Hilbert–Schmidt inner product, the existence of a quadratic Lyapunov function for A is equivalent
to the existence of a positive definite matrix P such that 〈P,M〉 = Tr PM < 0 for all M /= 0 in
C(A). It is convenient to view this in terms of the hyperplane which is the orthogonal complement
of P , in which case the condition is that the cone C(A) lies on one side of the hyperplane.
Correspondingly, the existence of a CQLF for A and B is equivalent to finding such a hyperplane
with both conesC(A) andC(B) on the same side, or alternatively with the conesC(A) andC(−B)
on opposite sides. Therefore the existence of a CQLF for A and B is equivalent to the existence
of a separating hyperplane for the cones C(A) and C(−B), or equivalently the non-intersection
(except at the origin) of these cones. This observation leads to the following proposition, which
is a special case of a more general result proved in [5].
Proposition 2. Let A and B be Hurwitz matrices. Then the following statements are equivalent:
(A) The pair (A,B) do not have a CQLF.
(C) There are non-zero, positive semidefinite matrices X and Y such that
AX + XAT + BY + YBT = 0. (5)
The main result of this paper is contained in the following theorem, which is of independent
interest. It describes a special property of the intersection of the cones C(A) and C(−B) in the
case of interest here, namely when A − B is rank one. The extreme points of the cone C(A) have
the form AvvT + vvTAT, where v is any vector. The next theorem shows that whenever the cones
C(A) and C(−B) have a non-zero intersection, then the extreme points of the cones must also
have a non-zero intersection.
Theorem 3. Let A and B be Hurwitz matrices, with A − B rank one. Then the following state-
ments are equivalent:
(C) There are non-zero, positive semidefinite matrices X and Y such that
AX + XAT + BY + YBT = 0. (6)
(D) There are non-zero vectors v and w such that
AvvT + vvTAT + BwwT + wwTBT = 0. (7)
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Combining Proposition 2 and Theorem 3 shows that the pair (A,B)does not have a CQLF if and
only if there are non-zero vectors v and w such that (7) holds. The proof of Theorem 1 is completed
by showing that for Hurwitz matrices A and B, the existence of vectors v and w satisfying (7)
is equivalent to the condition that AB has a real negative eigenvalue. This equivalence was first
shown in a more general setting by Mason and Shorten [8], and we refer to that paper for the
proof of the following Proposition.
Proposition 4. Let A and B be Hurwitz matrices. Then the following statements are equivalent:
(B) The matrix product AB has a real negative eigenvalue.
(D) There are non-zero vectors v and w such that
AvvT + vvTAT + BwwT + wwTBT = 0. (8)
Combining Proposition 2, Theorem 3 and Proposition 4 provides our new proof of Theorem
1. As noted before, Propositions 2 and 4 are special cases of results which have appeared in other
works, and we refer the reader to [5,8] for proofs. The new ingredient is Theorem 3, and most of
the paper is devoted to its proof.
In order to clarify the relation between our results and earlier work we present next a ‘flow
chart’ which illustrates the logic of the argument:
(A) Proposition 2⇐⇒ (C) Theorem 3⇐⇒ (D) Proposition 4⇐⇒ (B) (9)
The equivalence (C) ⇐⇒ (D) proved in our new result Theorem 3 implies the desired result
Theorem 1, that is (A) ⇐⇒ (B).
2.2. Hurwitz matrices
We recall some standard facts about Hurwitz matrices which are used at various points in the
paper and which are discussed, for example, in [3]. The following are equivalent:
(1) A is Hurwitz,
(2) the spectrum of A is wholly contained in the open left half of the complex plane,
(3) there is a positive definite matrix P such that PA + ATP is negative definite,
(4) RAR−1 is Hurwitz for any invertible matrix R,
(5) AT is Hurwitz.
If A is Hurwitz then the following is true:
(6) A2 + k2 is invertible for every real number k,
(7) the Lyapunov operator LA : X 	→ AX + XAT is invertible on the space of symmetric
matrices. Thus if X is symmetric and AX + XAT = 0, then X = 0.
2.3. Steps in the proof of Theorem 3
For convenience we now present a summary of the steps in the proof of Theorem 3.
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Step 1: Reduction to companion form
In Section 3 we demonstrate that it is sufficient to prove Theorem 3 for the case where both
matrices A and B are in companion form, meaning that they have the special structure
A =

0 1 0 . . . 0
0 0 1 . . . 0
...
.
.
.
...
0 . . . 0 1
a1 a2 . . . an−1 an
 , B =

0 1 0 . . . 0
0 0 1 . . . 0
...
.
.
.
...
0 . . . 0 1
b1 b2 . . . bn−1 bn
 . (10)
The assumption thatA andB are Hurwitz places constraints on the entriesa1, . . . , an, b1, . . . , bn
[2].
Step 2: Special case where rk(X + Y ) = 2
In Section 4 we first prove Theorem 3 for the special case where the sum of the matrices X, Y
appearing in (6) has rank two, and A,B are in companion form. Under these assumptions we show
that Z = X + Y must be a positive multiple of the matrix Z(k0) for some k0, where {Z(k) : k  0}
is a one-parameter family of positive semidefinite rank two matrices (defined explicitly in (28)).
Furthermore we show that for every k  k0, Z(k) can be written as a sum Z(k) = X(k) + Y (k)
where X(k) and Y (k) are positive semidefinite matrices satisfying (6). The proof is completed by
showing that there is some k∗ ∈ [k0,∞) for which both X(k∗) and Y (k∗) are rank one.
Step 3: The general result as a consequence of the rank 2 case
In Section 5 we complete the proof of Theorem 3 by showing that the existence of any pair
of positive semidefinite matrices X, Y satisfying (6) implies the existence of another pair whose
sum has rank two, and then we apply the results of Section 4. The proof again revolves around
the analysis of the sum Z = X + Y . We show that when A,B are in companion form, this sum
must be a Hankel matrix (modulo some minus signs). It is well-known that the diagonal entries
of a positive semidefinite Hankel matrix are the moments of a discrete random variable. Using a
strong version of this result due to Aheizer and Krein [1], we show that every matrix Z = X + Y
arising from a solution of (6) can be written as a sum Z =∑µiZ(ki), where µi > 0, and Z(ki)
are the matrices described above. The last step is to show that at least one of these matrices Z(ki)
must itself furnish a solution of (6). Since this matrix Z(ki) has rank two, this completes the proof.
3. Step 1: Reduction to companion form
In Theorem 3 we assume that the difference A − B is a rank one matrix. Let us write
A − B = xyT, (11)
where x and y are vectors in Rn. Let V be the span of x,Ax,A2x, . . . Suppose first that V is a
proper subspace of Rn. Then Rn = V ⊕ V ⊥ and with respect to this decomposition A and B are
block matrices of the form
A =
(
A1 A2
0 A3
)
, B =
(
B1 B2
0 A3
)
. (12)
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Since the spectrum of A is the union of the spectra of A1 and A3, it follows that A1, A3 and B1
are also Hurwitz. Now suppose that (6) holds, and write X and Y in block form
X =
(
X1 X2
XT2 X3
)
, Y =
(
Y1 Y2
Y T2 Y3
)
. (13)
Then it follows from (6) that
A3(X3 + Y3) + (X3 + Y3)AT3 = 0 (14)
which in turn implies that X3 + Y3 = 0 since A3 is Hurwitz. Then the positivity of X and Y
implies that X2 = X3 = Y2 = Y3 = 0. Therefore (6) reduces to
A1X1 + X1AT1 + B1Y1 + Y1BT1 = 0. (15)
This means that it is sufficient to prove Theorem 3 for the pair (A1, B1). Since A1 − B1 = xy˜T
where y˜ is the projection of y onto V , Eq. (15) is a special case of (6), namely the case where the
vectors x,Ax,A2x, . . . span the whole space. Hence without loss of generality we will assume
that the vectors x,Ax,A2x, . . . , An−1x are linearly independent. In this case the pair (A, x) is
called completely controllable. We next show how this allows a change of basis into a special
form known as companion form (see [7] for details).
We first introduce the matrix
S =

0 1 0 . . . 0
0 0 1 . . . 0
...
.
.
.
...
0 . . . 0 1
0 . . . 0 0
 (16)
and the vector
en =

0
...
0
1
 . (17)
Then a matrix A is said to be in companion form if it can be written
A = S + enhT (18)
for some vector h. Suppose that the pair (A, x) is completely controllable, and that the character-
istic polynomial for A is
An + anAn−1 + · · · + a1I = 0. (19)
Then we choose the following vectors as a basis:
en = x,
en−1 = (A + anI)x,
en−2 = (A2 + anA + an−1I )x,
...
e1 = (An−1 + anAn−2 + · · · + a2I )x.
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The condition that (A, x) is completely controllable guarantees that these vectors form a basis.
Furthermore when the matrix A is written in this basis, it is easily seen to have the form (18).
That is, there is a non-singular real matrix R such that Rx = en and RAR−1 has the form (18).
It follows that RBR−1 = RAR−1 − enyTR−1 is also in companion form, and furthermore that
the pair (A,B) has a CQLF if and only if the pair (RAR−1, RBR−1) has a CQLF. Similarly for
the condition that AB has a negative real eigenvalue. Therefore it is sufficient to prove Theorem
1 for the case that both A and B are in companion form.
4. Step 2: Proof of rank 2 case of Theorem 3
We will prove Theorem 3 under the additional assumption that X + Y has rank two. We assume
that A and B are in companion form, that is
A = S + enaT, B = S + enbT, (20)
where S and en were defined in (16) and (17). We also assume that (6) holds for some pair of
positive semidefinite matrices X, Y , and we define
Z = X + Y. (21)
We note that as a consequence of this definition, the following relation holds:
Z  Y. (22)
Substituting (20) in (6) and using (21) gives
SZ + ZST = −en(Xa + Yb)T − (Xa + Yb)eTn . (23)
Let  denote the orthogonal projection onto the subspace orthogonal to the vector en, so that
 = I − eneTn , (24)
where I is the identity matrix. Then Eq. (23) is equivalent to the following two equations:
SZ+ZST = 0 (25)
and
SZen + Xa + Yb = 0. (26)
It is straightforward to check that every symmetric matrix Z which satisfies (25) has the
following form:
Z =

z0 0 −z1 0 z2 . . .
0 z1 0 −z2 0 . . .
−z1 0 z2 0 −z3 . . .
0 −z2 0 z3 0 . . .
...
.
.
. . . . . . .
 . (27)
Now we use the assumption that Z is positive semidefinite and has rank two to conclude that there
are positive numbers α and k2 such that Z = αZ(k) where
Z(k) =

1 0 −k2 0 k4 . . .
0 k2 0 −k4 0 . . .
−k2 0 k4 0 −k6 . . .
0 −k4 0 k6 0 . . .
...
.
.
. . . . . . .
 . (28)
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For every k  0 we define the vector
w(k) = (A2 + k2)−1Aen. (29)
The next lemma shows that these vectors characterize the matrices Z(k).
Lemma 5. For every real k there is a positive β such that
Z(k) = β(w(k)w(k)T + k2A−1w(k)w(k)T(A−1)T). (30)
Proof. For complex z we define
V (z) =

1
z
z2
...
zn−1
 . (31)
Then it follows that
Z(k) = Re V (ik)V (ik)∗, (32)
whereV ∗ denotes the hermitian adjoint. Elementary algebra shows that forα = 〈a + iken, V (ik)〉,
(A − ik)V (ik)=αen (33)
=α(A2 + k2)A−1w(k). (34)
Since (A − ik) is invertible, α /= 0 and
V (ik) = α(A + ik)A−1w(k) = α(w(k) + ikA−1w(k)). (35)
Substituting for V (ik) in (32) gives the result with β = |α|2. 
Lemma 5 shows that under the conditions of Theorem 3 with rk(X + Y ) = 2,
Z = X + Y = w(k0)w(k0)T + k20A−1w(k0)w(k0)T(A−1)T (36)
for some k0. It is then straightforward to show that
AZ + ZAT = enw(k0)T + w(k0)eTn . (37)
Using (20) we can write (6) as
AZ + ZAT = en(Y (b − a))T + Y (b − a)eTn . (38)
Comparing (37) and (38) we deduce that
Y (b − a) = w(k0). (39)
Since Y is positive semidefinite, 〈b − a,w(k0)〉  0, and the condition 〈b − a,w(k0)〉 = 0 would
imply Y (b − a) = w(k0) = 0 which is false. Therefore 〈b − a,w(k0)〉 > 0, and we can define
the vector
y(k0) = 〈b − a,w(k0)〉−1/2w(k0). (40)
The Cauchy–Schwarz inequality implies that
Y  y(k0)y(k0)T (41)
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and hence it follows that
Z = X + Y  y(k0)y(k0)T. (42)
Referring back to (36) and (40) we deduce that
(1 − 〈b − a,w(k0)〉−1)w(k0)w(k0)T + k20A−1w(k0)w(k0)T(A−1)T  0. (43)
The explicit form (29) shows that the vectors w(k0) and A−1w(k0) cannot be parallel, therefore
(43) implies that
〈b − a,w(k0)〉  1. (44)
Again using (29) we see that 〈b − a,w(k)〉 is a decreasing function of k which goes to zero as
k → ∞. Therefore (44) implies that there is some k∗ ∈ [k0,∞) such that
〈b − a,w(k∗)〉 = 1. (45)
Elementary computations then show that
ABw(k∗) = −k2∗w(k∗) (46)
meaning that −k2∗ is a real negative eigenvalue of AB. Proposition 4 then implies the result
(7). 
Comment: The argument presented above (along with the results of Section 5) shows directly
that if (6) holds then AB must have a real negative eigenvalue. Although obtaining this spectral
result was the original motivation for this work, the geometrical result stated in Theorem 3 has
independent interest, and so we have chosen to keep it as a separate statement.
5. Step 3: Reduction of Theorem 3 to rank 2 case
We suppose now that (6) holds with X and Y positive semidefinite matrices, without making
any assumptions about their ranks. We will show that there must be another pair of matrices X′,
Y ′ which satisfy (6) and for which X′ + Y ′ has rank two. Then the Theorem will follow from the
results of the previous section.
As before we assume without loss of generality that A, B are in companion form, as detailed
in (20). Again we write Z = X + Y . Then the derivation of (25) and (26) goes through as before,
and the conclusion is that Z again has the form given in (27). The following Theorem provides a
characterization of all such positive semidefinite matrices.
Theorem 6. Suppose that the n × n matrix Z  0 satisfies Eqs. (25) and (26), with Z = X + Y
where both X and Y are positive semidefinite. Then there is an integer p  (n + 1)/2, non-
negative numbers k0, k1, . . . , kp−1, and positive numbers µ0, . . . , µp−1, such that
Z =
p−1∑
i=0
µiZ(ki), rk(Z) =
p−1∑
i=0
rk(Z(ki)), (47)
where Z(k) is defined in (28).
The proof of Theorem 6 is presented in Section 6, using standard results from the theory of
moments [1]. Indeed, the result is equivalent to the solution of the discrete moment problem for
z0, . . . , zn−1, the diagonal entries of Z. This is the problem of finding numbers k0, . . . , kp−1 and
positive µ0, . . . , µp−1, so that
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zj =
p−1∑
i=0
µik
2j
i , 0  j  n − 1. (48)
The technical difficulty in the proof of Theorem 6 arises when trying to satisfy the second condition
in (47) concerning the ranks of the matrices.
Our proof of Theorem 3 will proceed by showing that at least one of the matrices Z(ki)
occurring in the decomposition (47) must also satisfy Eqs. (25) and (26), with some matrix Y
satisfying Z(ki)  Y  0. This will return us to the situation analyzed in Section 4, and hence
we will be able to reach the same conclusion.
Following (26) we define the vector
y = 〈a − b, Y (a − b)〉−1/2Y (a − b). (49)
We note as before that 〈a − b, Y (a − b)〉 cannot be zero, as this would imply Y (a − b) = 0 and
(working backwards from (23)) that AZ + ZAT = 0. However this would imply Z = 0, since A
is Hurwitz (see condition (7) in Section 2.2). Now the Cauchy–Schwarz inequality implies that
Y  yyT, from which we deduce that
Z  yyT. (50)
The inequality (50) implies that y is the range of Z. As noted at the end of Section 1.2, we will
write Z−1y to denote the inverse restricted to Ran(Z). Then (50) is equivalent to the inequality
1  〈y, Z−1y〉. (51)
Define
ξ = SZen + Za, (52)
then (26) implies that ξ = Y (a − b). Hence (51) can be written as the condition
〈a − b, ξ〉  〈ξ, Z−1ξ〉 (53)
(where again the notation Z−1ξ refers to the inverse of Z restricted to its range). For convenience
we introduce the function
F(Z, ξ) = 〈ξ, Z−1ξ〉. (54)
Note thatF(Z, ξ) is well-defined for any positive semidefinite matrixZ and any vector ξ belonging
to the range of Z.
The key to further progress is the following Lemma, which displays a remarkable property of
the function F(Z, ξ) when Z has the form (47), and ξ is given by (52).
Lemma 7. Suppose that Z satisfies the hypotheses of Theorem 6, so that the representation (47)
holds. For each i = 0, . . . , p − 1 define
ξi = SZ(ki)en + Z(ki)a. (55)
Then ξi is in the range of Z(ki) for all i = 0, . . . , p − 1, and
F(Z, ξ) = F
p−1∑
i=0
µiZ(ki),
p−1∑
i=0
µiξi
 = p−1∑
i=0
µiF (Z(ki), ξi). (56)
Lemma 7 is proved in Section 7. We now use it to complete the proof of Theorem 3. From (53)
we deduce
〈a − b, ξ〉 − F(Z, ξ)  0. (57)
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Using (47), (55) and (56) we get
p−1∑
i=0
µi(〈a − b, ξi〉 − F(Z(ki), ξi))  0. (58)
Since µi  0 for all i = 0, . . . , p − 1, there is some i such that
〈a − b, ξi〉 − F(Z(ki), ξi)  0. (59)
Define
yi = 〈a − b, ξi〉−1/2ξi . (60)
Then reversing the steps that led from (50) to (53) we conclude from (59) that
Z(ki)  yiyTi . (61)
Furthermore (37) implies that
w(ki) = SZ(ki)en + Z(ki)a = ξi . (62)
Reversing the steps that led from (6) to (38), we deduce that
A(Z(ki) − yiyTi ) + (Z(ki) − yiyTi )AT + ByiyTi + yiyTi BT = 0. (63)
Let X′ = Z(ki) − yiyTi and Y ′ = yiyTi . From (61) we deduce that X′ and Y ′ are both positive
semidefinite, and Z(ki) = X′ + Y ′ has rank two. We now apply the result proved for this special
case in Section 4 to complete the proof. 
6. Proof of Theorem 6
There are many results known for the discrete moment problem. We have found special cases
of our result in the literature (for example when n is even and Z is non-singular [2]) but not the
full statement. For this reason we include the proof here; our starting point is the following result
from the text of Ahiezer and Krein [1].
Lemma 8. Given a sequence s0, s1, . . . , s2m−2 letK denote them × mHankel matrix with entries
Kij = si+j−2, i, j = 1, . . . , m. (64)
If K  0 (positive semidefinite), then there is an integer p  m − 1, distinct numbers x1, . . . , xp,
and positive numbers µ1, . . . , µp and M such that
sk =
p∑
i=1
µix
k
i (k = 0, . . . , 2m − 3), (65)
s2m−2 =
p∑
i=1
µix
2m−2
i + M. (66)
We now use Lemma 8 to prove Theorem 6. First suppose that n = 2m − 1 is odd, and that
Z has the form (27). Then letting sk = zk for k = 0, . . . , 2m − 2 it follows that the matrix K
defined by (64) is equal to the matrix obtained by taking the odd-numbered rows and columns of
Z, modulo the minus signs of some off-diagonal entries. These minus signs can be removed by
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conjugation with a diagonal matrix with ±1 on the diagonal. Since Z is positive semidefinite, it
follows that K is also positive semidefinite. Hence the representation (65) implies that there is
some p  m − 1 and numbers xi , µi and M such that
zk =
p∑
i=1
µix
k
i (k = 0, . . . , 2m − 3), (67)
z2m−2 =
p∑
i=1
µix
2m−2
i + M. (68)
For each x ∈ R we define the following vectors in Rn:
u(x) =

1
0
−x
0
(−x)2
0
(−x)3
...

, v(x) = STu(x) =

0
1
0
−x
0
(−x)2
0
...

. (69)
Then substituting (67) into (27) gives
Z =
p∑
i=1
µi(u(xi)u(xi)
T + xiv(xi)v(xi)T) + MenenT. (70)
Since x1, . . . , xp are distinct, and 2p  2m − 2 < n, it follows that the 2p + 1 vectors {u(xi),
v(xi)} and en are linearly independent (this is easily demonstrated using the Hadamard determi-
nant). Hence positivity of Z implies that each term in (70) is separately positive. This implies in
particular that
xi  0, i = 1, . . . , p. (71)
Therefore we can define
ki = √xi (72)
and recalling (28) we find that (70) can be rewritten as
Z =
p∑
i=1
µiZ(ki) + MeneTn . (73)
The linear independence of the vectors {u(xi), v(xi)} implies that
rk
(
p∑
i=1
µiZ(ki)
)
=
p∑
i=1
rk(Z(ki)). (74)
Hence the proof for the case where n is odd will be completed once we show that M = 0 in (73).
In general the coefficient M need not be zero for a matrix Z  0 of the form (27). However for
our application the additional relation (26) holds, and as we will show, this implies that M = 0.
Note first that (26) can be re-written in the form
SZen + Za = Y (a − b). (75)
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Furthermore it is easy to see from (69) that for n odd,
Z(k)en = (−k2)(n−1)/2u(k2), Su(k2) = (−k2)v(k2). (76)
Therefore substituting (73) into (75) shows that the vector Y (a − b) is a linear combination of
the vectors {u(xi), v(xi)}, en, and Sen = en−1, where the coefficient of Sen is M .
If p  m − 2 then a calculation using the Hadamard determinant shows that the vectors
{u(xi), v(xi)}, en, and Sen are linearly independent. Combining this observation with the rep-
resentation (73) shows that Sen does not lie in the range of Z. However the relation (22) implies
that Y (a − b) belongs to the range of Z. Therefore the coefficient of Sen must be zero, which
means that M = 0.
Suppose now that p = m − 1. If Z is singular, then counting dimensions in (73) (and recalling
that each matrix Z(ki) has rank two) shows that M = 0. In the case where Z is non-singular, we
argue as follows. Notice that Z(0) is the matrix whose (1, 1) entry is 1, and all other entries are
zero, and hence rk(Z(0)) = 1. If Z > 0 then there is c > 0 such that
Z = cZ(0) + W, (77)
where W  0 is singular. Since W satisfies (25), Lemma 8 leads to the representation (73) for W ,
that is
Z = cZ(0) +
p∑
i=1
µiZ(ki) + MeneTn . (78)
Since Z is non-singular, counting dimensions shows that p = m − 1, and since c /= 0 we must
have M = 0.
This completes the argument for the case when n is odd. When n is even, we first create a
(n + 1) × (n + 1) matrix Z˜ by adding an extra row and column to the matrix Z. The new entries
are chosen so that Z˜ has the form (27). This determines uniquely all the entries of Z˜ except the
bottom right corner. In particular the first n entries of the last column of Z˜ are the vector −SZen.
Therefore
Z˜ =
(
Z −SZen
−(SZen)T γ
)
. (79)
The number γ is chosen large enough so that Z˜  0. To see that this is possible, recall the
conditions for positivity of a symmetric 2 × 2 block matrix:(
A B
BT C
)
 0 ⇔ A  0, C  0, ‖A−1/2BC−1/2‖  1 (80)
(where as usual A−1/2 and C−1/2 refer to the restrictions on the ranges of A and C respectively).
Since Z  0 the first condition on the right side of (80) is satisfied, and choosing γ > 0 will
satisfy the second condition. The third condition can be satisfied by choosing γ sufficiently large,
provided that SZen belongs to the range of Z, so that Z−1/2SZen is well-defined. Referring to
(75), we see that
SZen = Y (a − b) − Za. (81)
Also from (22) we have Z  Y and hence Y (a − b) belongs to the range of Z. Therefore also
SZen belongs to the range of Z, and so by taking γ sufficiently large and positive, the matrix Z˜ is
guaranteed to be positive semidefinite. Hence the argument leading to (73) can be repeated, and
we deduce that
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Z˜ =
p∑
i=1
µiZ˜(ki) + Men+1eTn+1, (82)
where Z˜(ki) are the (n + 1) dimensional versions of (28), and 2p  n. Restricting both sides of
(82) to the top left n × n block gives
Z =
p∑
i=1
µiZ(ki) (83)
and this completes the proof of Theorem 6.
7. Proof of Lemma 7
We assume that the representation (47) holds. Lemma 7 follows from a result in linear algebra
which we state and prove in Lemma 9 below. First note that for any k and for the vectors u(x)
and v(x) defined in (69)
SZ(k)en =
{−(−k2)n/2u(k2) n is even,
(−k2)(n+1)/2v(k2) n is odd, (84)
∈Ran(Z(k)). (85)
Since Z(k)a is clearly in Ran(Z(k)), we deduce that for all i,
ξi = Z(ki)a + SZ(ki)en ∈ Ran(Z(ki)). (86)
In the following Lemma we use the notation for inverses defined in Section 1.2.
Lemma 9. Let Z be an n × n matrix
Z =
∑
i
µiZi (87)
such that each Zi is symmetric and rk(Z) =∑ rk(Zi). Also, let
v =
∑
i
µivi, (88)
where each vi ∈ Ran(Zi). Then
〈v, Z−1v〉 =
∑
i
µi〈vi, Z−1i vi〉 (89)
Proof. It is not assumed that Z is invertible on Rn; since v ∈ Ran(Z), Z−1v is always well-
defined. We first prove the result in the case that each Zi = λiuiuTi is rank 1. Since each vi is in
the range of Zi ,
vi = aiui, v =
∑
i
µiaiui . (90)
The fact that rank(Z) =∑ rank(Zi) implies that the ui’s form a basis for Ran(Z). We write
Z−1v in that basis with arbitrary coefficients:
Z−1v =
∑
j
αjuj . (91)
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Now apply Z to both sides
v = Z
∑
j
αjuj
 =∑
i,j
µiZiαjuj =
∑
i,j
µiλi〈ui, uj 〉αjui. (92)
Comparing coefficients in (90) and (92), we see that for all i,
ai = λi
∑
j
〈ui, uj 〉αj . (93)
Now we can calculate
〈v, Z−1v〉=
∑
i,j
µiai〈ui, uj 〉αj (94)
=
∑
i
µiai
(
ai
λi
)
(95)
=
∑
i
µi
(
a2i
λi
)
(96)
=
∑
i
µi〈vi, Z−1i vi〉. (97)
To get the full result is now straightforward: since each Zi is symmetric, it can written in terms
of an orthonormal basis
Zi =
ri∑
k=1
λi,kui,ku
T
i,k, vi =
ri∑
k=1
ai,kui,k. (98)
Now, we can write Z as a sum of linearly independent rank 1 projections and apply what was
shown above:
Z =
∑
i
µiZi =
∑
i,k
µiλi,kui,ku
T
i,k, (99)
v =
∑
i
µivi =
∑
i,k
µiai,kui,k, (100)
〈v, Z−1v〉 =
∑
i,k
µi
(
a2i,k
λi,k
)
. (101)
The final observation is that, for each i, the ui,k are orthogonal, which means
Z−1i =
ri∑
k=1
(
1
λi,k
)
ui,ku
T
i,k, (102)
〈vi, Z−1i vi〉 =
ri∑
k=1
(
a2i,k
λi,k
)
. (103)
Combining (101) and (103), we see
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〈v, Z−1v〉 =
∑
i,k
µi
(
a2i,k
λi,k
)
=
∑
i
µi〈vi, Z−1i vi〉, (104)
which was to be shown. 
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