Bath application of dopamine modifies the rhythmic motor pattern generated by the 14 neuron pyloric network in the stomatogastric ganglion of the spiny lobster, Panulirus interruptus. Among other effects, dopamine excites many of the pyloric constrictor (PY) neurons to fire at high frequency and phase-advances the timing of their activity in the motor pattern. These responses arise in part from direct actions of dopamine to modulate the intrinsic electrophysiological properties of the PY cells, and can be studied in synaptically isolated neurons. The rate of rebound following a hyperpolarizing prestep and the spike frequency during a subsequent depolarization are both accelerated by dopamine. Based on theoretical simulations, Hartline (1979) suggested that the rate of postinhibitory rebound in stomatogastric neurons could vary with the amount of voltage-sensitive transient potassium current (/,). Consistent with this prediction, we found that dopamine evokes a net conductance decrease in synaptically isolated PY neurons. In voltage clamp, dopamine reduces /,, specifically by reducing the amplitude of the slowly inactivating component of the current and shifting its voltage activation curve in the depolarized direction. 4-Aminopyridine, a selective blocker of 1, in stomatogastric neurons, mimics and occludes the effects of dopamine on isolated PY neurons. A conductance-based mathematical model of the PY neuron shows appropriate changes in activity upon quantitative modification of the /, parameters affected by dopamine.
These results demonstrate that dopamine excites and phase-advances the PY neurons in the rhythmic pyloric motor pattern at least in part by reducing the transient K+ current, I,,.
[Key words: dopamine, stomatogastric ganglion, postinhibitory rebound, transient K+ current, I,, neuromodulation, phase shift] An important goal in neuroethology is to understand the cellular mechanisms by which a single neural network can be modulated to produce a family of related behaviors. Simple rhythmic behaviors are generated by limited neural networks called central Received Feb. 14, 1994; revised June 20, 1994; accepted June 23, 1994. This work was supported by NIH NSI 7323, NSF DMS-9204098, a grant from the Human Frontiers Science Program, and Hatch Act Grant NYC-191410. We thank Bruce Johnson, Jack Peck, Deborah Bare, Bing Zhang, and Robert Levini for useful comments on the manuscript, and Ms. Terri Natoli for assistance in preparation of the manuscript. Selverston and Moulins, 1985; Getting, 1989; Pearson, 1993) . The output from a CPG network is not fixed, but can be modified by neuromodulatory and sensory input (Harris-Warrick and Marder, 199 1; Harris-Warrick et al., 1992a,c) . Nearly every aspect of a rhythmic motor pattern can be changed, including which cells are actively firing and at what intensity, the cycle frequency, and the phasing of cell activity within the cycle. In this article, we address the cellular mechanisms that underlie phase shifts in a simple rhythmic motor pattern. Changes in phasing cause important changes in behavior, for example, from trotting to cantering or galloping in a quadruped (Grillner, 198 1) . Phase shifts result from alterations in the relative timing of activity of neurons in the CPG that coordinates the behavior. Much previous work on the cellular mechanisms of phase shifts in behavior has emphasized alterations in synaptic efficacy, demonstrating that changes in the relative amounts of synaptic excitation or inhibition a neuron receives can shift its firing time within the cycle (Cohen and Harris-Warrick, 1984; Eisen and Marder, 1984; Sharp et al., 1992 ). An alternative mechanism for phase shifts in rhythmic motor patterns can arise from alterations in the intrinsic electrophysiological properties of CPG neurons. Changes in such properties as postinhibitory rebound or plateau potential capabilities can evoke significant changes in phasing ofcell activity in a rhythmic motor pattern (Nagy and Dickinson, 1983; Nagy et al., 1988; Elson and Selverston, 1992) . In most cases, however, the ionic bases for these modulatory actions are not well understood.
We are studying the pyloric network of the stomatogastric ganglion in the spiny lobster, Panulirus interruptus. This 14 neuron network is one of the best understood CPGs (reviewed in Selverston and Moulins, 1987; Harris-Warrick et al., 1992b) : all the component neurons and their synaptic connections are known (Miller, 1987; Johnson and Hooper, 1992) . The electrophysiological properties of the 6 classes of neurons have been extensively studied, including rhythmic bursting, bistability and postinhibitory rebound (Hartline et al., 1988; Hartline and Graubard, 1992) . These intrinsic properties are subject to differential modulation in different neurons by identified neuromodulators that alter the motor pattern generated by the pyloric network (reviewed in Han-is- .
Bath application of the monoamine dopamine can dramatically alter the pyloric motor pattern ( Fig. 1 ; Eisen and Marder, 1984; Flamm and Harris-Watrick, 1986a ) through a combination of effects on synaptic efficacy (Johnson and Harris-Warrick, 1990; Johnson, et al., 1993a,b) and direct effects on the intrinsic properties of the pyloric network neurons (Flamm and Harris-Warrick, 1986b ; Harris-Warrick and Flamm, 1987) . Several neurons are directly excited by dopamine, and fire with Only four of the six major cell classes are shown, and some weak rectifying electrotonic connections are excluded. Inhibitory chemical synapses are represented by solid circles, while electrical coupling is represented by resistor symbols. AB, Anterior burster neuron; PD, pyloric dilator neuron; LP, lateral pyloric neuron; PY, pyloric constrictor neuron. B, Summary of the effects of 1O-4 M dopamine on the pyloric network (Flamm and Harris-Warrick 1986a,b; HarrisWarrick et al., 1992; Johnson and Harris-Warrick, 1990 ). Excited cells and strengthened synapses are represented by thick lines, while inhibited cells and weakened synapses are represented by dashed lines. C and D, Intracellular recording of pyloric rhythm under control conditions and in the presence of 1O-4 M dopamine. Vertical markers, 10 mV; horizontal marke., r 1 sec. E and F, Phase diagrams for activity of pyloric neurons under control conditions and in the presence of 1O-4 M dopamine. Phase 0 is defined by the first action potential recorded intracellularly from the AB neuron; other phases are defined as the fraction of the cycle in which the corresponding neuron is firing action potentials. The PY neurons were measured as a group from extracellular recordings of the PY nerve. Onset and offset values are means and SEs from three experiments.
high frequency, while other neurons are inhibited and decrease within the pyloric cycle. This effect of dopamine has been exor cease firing (Plamm and Harris-Warrick, 1986b) . Three idenplained by a loss of synaptic inhibition that these cells normally tified neuronal types, including the eight pyloric constrictor (PY) receive, allowing them to fire earlier in the pyloric cycle (Eisen neurons, show marked phase advances in their timing of activity and Marder, 1984) . In this article, we show that in addition to changing synaptic strength, dopamine evokes a dramatic change in the rate of postinhibitory rebound that is intrinsic to some of the PY cells themselves. Some of these results have been presented in abstract form (Harris-Watick, et al., 1992d 'Cell identification. The stomatogastric ganglion, along with its motor nerves and the associated commissural and oesophageal ganglia, was dissected from the animal as described by Selverston et al. (1976) and pinned in a Sylgard-lined dish. The preparation was continuously perfused at 3 ml/min with saline at 16°C of the following composition (mM): NaCl479, KC1 12.8, CaClz 13.7, Na,SO, 3.9, MgSO, 10.0, glucose 2.0, Tris base 11.1, pH 7.35 (Mulloney and Selverston, 1974) . Extracellular recordings were made from identified motor nerves using bipolar suction or pin electrodes. After desheathing the STG, individual somata were impaled with fine microelectrodes (15) (16) (17) (18) (19) (20) 3 M KCl) . The pyloric neurons were identified using three criteria: (1) 1: 1 action potentials recorded intracellularly in the soma and extracellularly from an identified motor nerve, (2) characteristic phasing and synaptic input during the pyloric motor pattern, (3) characteristic shape of the membrane potential oscillations and action potentials in the pyloric rhythm.
Physiological recording. The response of the intact pyloric motor pattern to dopamine was recorded as described above, except that two or three neurons were impaled for intracellular recordings. Both intracellular and extracellular recordings were digitized on video tape. Dopamine (1 Om4 M) was bath applied, and the response of the preparation was recorded after 5-10 min. For phase measurements within the pyloric cycle, activity of the LP and PY cells was measured from extracellular recordings and thus represents the average activity of all eight PY neurons. Onset and offset phases were calculated as the fraction of the cycle period to the first or last spike of the indicated neuron type relative to the first spike in an intracellularly recorded AB neuron.
Synaptic isolation of PY neurons. The PY cells were isolated from all detectable synaptic input as previously described (Flamm and HarrisWarrick, 1$866)! using three steps: (lj removal of modulatory inputs from other aangha with a lo-' M TTX/isotonic sucrose block placed in a small Vaseline well on the stomatogastric nerve, the sole input nerve to the STG (Russell, 1979) ; (2) photoinactivation of the cholinergic PD and VD neurons by intracellular injection of 5,6-carboxyfluorescein and illumination with blue light (Miller and Selverston, 1979; Flamm and Harris-Warrick, 1986b) ; (3) blockade of remaining glutamatergic synapses with 5 x 1O-6 M picrotoxin (Bidaut, 1980) . The PY neurons were allowed to recover for at least I hr after the photoinactivation before measurements were made. Although there might be additional sources of synaptic input to the PY neurons after this treatment , such input was never observed. Some of the PY neurons are weakly electrically coupled (coupling coefficients typically 0.05; Johnson et al., 1993a ), but we saw no effect of this coupling in our experiments.
Stimulation of isolated PY neurons. Following isolation, a PY neuron was impaled with two microelectrodes, one of low resistance (7-9 MQ, 3 M KCI) for current injection and one of higher resistance (12-I 5 MQ) for voltage recording. DC current injection was used to hold each cell at a constant membrane potential of -55 mV during the entire experiment; this is similar to the normal resting potential of PY neurons under control conditions. Current injection protocols were driven by the ~CLAMP program (Axon Instruments) using an Everex Step-386 microcomputer. Typically a series of 200 msec hyperpolarizing prepulses with incrementing currents was given, followed immediately by a 650 msec depolarizing current pulse. The amplitude of this current pulse was adjusted throughout the experiment to give a constant depolarization to about -45 mV, which is just above threshold for action potential generation in the PY neuron. This was necessary because under control conditions the synaptically isolated PY neuron is quiescent, while in the presence of dopamine the responsive cell depolarizes and fires tonically. The depolarizing pulse allowed us to compare the spike frequency in the presence and absence of dopamine under the same voltage conditions. Dopamine (1 Om4 M) was bath applied, and the PY cell response was measured after 8-10 min. All effects of dopamine on the isolated PY neuron were reversed after a 30 min washout with normal saline.
Voltageclamp. The synaptically isolated PY neuron was impaled with a low resistance current-injection electrode (4-7 Ma) and a higher resistance voltage recording electrode (10-12 Ma). The STG was bathed in saline containing lo-'M TTX, 20 mM TEA, and 200 PM Cd2+ to greatly reduce non-IA currents. The cell was voltage clamped using an Axoclamp-2A amplifier driven by PCLAMP software from an Everex
Step-386 microcomputer. To isolate the transient potassium current, I,, from remaining contaminating currents, we took advantage of its voltage dependence for deinactivation and activation (Harris-Warrick, 1989; Graubard and Hartline, 199 1; Tiemey and Harris-Warrick, 1992; Hartline et al., 1993) . The cell was held at -50 mV, where I, is mostly (but not completely) inactivated. Two series of 10 mV voltage steps between -40 mV and +20 mV were delivered: the first series had no prestep, while the second series had a 200 msec prestep to -100 mV to maximally deinactivate I,. Each series of steps was leak subtracted, and the first series (which evoked the residual non-I, currents not blocked with our drugs) was digitally subtracted from the second series (which additionally possessed active IA). The resulting outward current was completely abolished by 4 mM 4-aminopyridine (4-AP), which selectively blocks I, in STG-neurons at this cb&entration (&aubard and Hartline, 199 1: Tiemev and Harris-Warrick. 1992) . While this digital subtraction piocedure gives a relatively pure IA, it &.o removes the contribution of active Z, at or below -50 mV. This was typically less than 4% of the maximal conductance.
The inactivation kinetics and amplitudes of the two kinetic components of I, were fit by the multiexponential curve-fitting routine CLAMP-HT within the ~CLAMP package to the equation I = Z, + Z, e-'/r, + I e-"7.
I > (1) where II and 7/ are the maximal amplitude and time constant of the rapidly inactivating component of the current while I, and T, are the corresponding values for the slowly inactivating component of the current. These values were measured from identical points along the falling phase of the currents in all the cells.
The voltage dependence of activation of IA was determined by converting the peak current to a peak conductance (assuming E, = -86 mV; Hartline and Graubard, 1992) , and fitting the resulting g/V curve to the Boltzmann equation
where g, is the maximal conductance, V,, is the voltage at which halfmaximal activation of the individual gating steps occurs, s is a slope factor, and a third order activation relation is assumed.
Steady state inactivation of Z, was measured from a holding potential of -50 mV. Voltage presteps of 200 msec duration were delivered at 10 mV intervals from +20 to -100 mV, to remove resting inactivation. Each prestep was followed by a step to +20 mV, and the peak current was measured. The data were fit to the Boltzmann equation (with n = 1) and scaled as a fraction of the calculated maximal current.
Mathematical model of PY neuron. We adapted the model of Golowasch (199 1) and Buchholtz et al. (1992) for the LP neuron in the crab, Cancer borealis, for use with the PY neuron in the spiny lobster. This model has differential equations representing the major currents present in STG neurons, including I,,, I,,, I,,,), I,,,,, I,, and Ileak. We changed the Buchholtz et al. model to better fit our experimental measurements of the dynamic response of the lobster PY neuron to depolarizing and hyperpolarizing steps, and to fit our voltage-clamp measurements of outward currents in this cell (Tiemey and Harris-Wanick, 1992 ; L. Coniglio and R. M. Harris-Warrick, unpublished observations). The major changes from the Buchholtz et al. model are the following: (1) Zh has been removed, as it is not present in a majority of PY neurons; (2) the maximal conductance, 9,, of Z, was increased, and the activation rate was assumed to be instantaneous; (3) the maximal conductances of&,,,, and L,17 have been altered to fit experimental measurements in P. interruptus (Coniglio and Harris-Warrick, unpublished observations). The equations and parameter values used in this model are shown in Tables 2 and 3. Analysis of the dynamical responses of the model to sequential changes in the parameters of I,, Z,.,, and I,,, was done using DSTOOL. a dvnamical systems toolkii (Back et al.; ? $92) on a SUN @PARC 2j workstation. This software package is designed to aid the analysis of models beyond the simulation of individual trajectories. It facilitates exploration of the dependence of the complex dynamical system on its parameters by providing efficient numerical algorithms that can be invoked through a graphical interlace. DsToo~ is available via anonymous ftp from an ftp server on macomb.cam.comell.edu 132.236.122.12.
Results
Effect of dopamine on the ongoing pyloric rhythm The normal pyloric rhythm is a triphasic motor pattern (Fig.  1) . A simplified circuit diagram of some of the major neurons in the pyloric network is shown in Figure IA . The electrically coupled anterior burster (AB) and two pyloric dilator (PD) neurons are the major pacemakers and inhibit the lateral pyloric (LP) and the eight pyloric constrictor (PY) cells. These cells recover from inhibition by postinhibitory rebound (PIR) and resume firing in two phases: first the LP, and, with a delay, the PY neurons ( Fig. 1 C,E) . A subset of the PY cells in turn inhibits the LP cell, terminating its activity in the cycle. The PY cells continue to fire until inhibited by the next AB/PD burst at the beginning of the next cycle. Thus, the phasing of activity of neurons in the pyloric motor pattern (Fig. 1 E) depends on both the pattern of synaptic inhibition within the network and the different intrinsic rates of postinhibitory rebound in different cells (Miller, 1987; Johnson and Hooper, 1992) .
As previously reported (Flamm and Harris-Warrick, 1986a ), bath application of 1 O-4 M dopamine evokes a number of changes in the pyloric rhythm. The AB, LP, and many of the PY neurons are excited and increase their firing frequencies, while the PD neurons are inhibited and decrease their firing frequencies ( Fig.  l&D) and sometimes cease firing altogether. In addition, the LP and most of the PY neurons are phase advanced in their activity within the pyloric cycle (Fig. 1F) . In three experiments, the LP onset phase was advanced by dopamine from 0.55 ? 0.02 (SE) to 0.36 f 0.03. Its termination of firing was also phase advanced from 0.77 + 0.03 to 0.58 -t 0.04 by dopamine, due to the phase advance in onset of the activated PY cells that inhibit the LP. Finally, the onset of PY cell activity (measured extracellularly) was phase advanced from 0.69 + 0.01 to 0.55 t-0.0 1. All of these phase advances were statistically significant (paired Student's t test, p < 0.05). Intracellular recordings from the LP and PY neurons showed a marked increase in the rate of postinhibitory rebound following the rhythmic inhibition by the AB neuron: the LP and PY neurons repolarize with a steeper slope and thus resume firing earlier than under control conditions (compare Fig. 1 
C,D).
Efect of dopamine on synaptically isolated PY neurons To examine the effect of dopamine on the intrinsic rebound properties of the PY cell, we studied 12 PY neurons that had been isolated from all detectable synaptic input in situ (see Materials and Methods). Dopamine causes many, but not all, PY cells to depolarize from a quiescent state and spike tonically (Flamm and Harris-Warrick, 1986b ). In our study, 10 ofthe 12 neurons tested were excited by dopamine; this heterogeneity is described in further detail below. To facilitate quantitative comparisons between dopamine and control states, all PY cells were held at -55 mV by constant current injection throughout the experiment. Instead of synaptic inhibition, we directly injected hyperpolarizing current pulses of 200 msec duration and varying amplitudes, followed by a small depolarizing current pulse to a constant voltage slightly above the threshold for spike initiation; typically, this was set at -45 mV. The rate of rebound was monitored by measuring the latency, or delay from the end of the hyperpolarizing prepulse to the first action potential, and the first interspike interval, or the time between the first and A. Control B. Dopamine C. Wash Figure 2 . Effect of dopamine on postinhibitory rebound in a synaptically isolated PY neuron. A, Control; B, 1O-4 M dopamine; C, 30 min wash from dopamine. In each panel, the fop trace indicates the current injection protocol. The neuron was held at -55 mV by current injection throughout the experiment; voltage traces are offset to enhance readability. A 200 msec prestep was delivered to hyperpolarize the cell hetween -60 and -110 mV, followed by a depolarizing step to depolarize the cell to -45 mV, the amplitudes of the current injections were adjusted during the experiment to maintain these voltage steps. Calibration: 20 mV, 100 msec.
second spikes in the subsequent spike train (Tiemey and HarrisWarrick, 1992) .
Under control conditions, all 12 PY neurons showed similar firing characteristics. The latency to first spike is increasingly prolonged as the amplitude of the hyperpolarizing prestep is increased ( Fig. 2A) . At the end of the prestep, the cell begins to rebound passively, but then displays a slow and fairly linear ramp depolarization that delays the first spike. The ramp duration increases with increasing amplitudes of the hyperpolarizing prestep, up to about -90 mV (Fig. 3A) . Beyond this voltage, the latency either remains relatively constant (Figs. 2A, 3A) , or increases much more slowly with voltage (see Fig. 8A ), mostly due to longer times for the initial passive rebound immediately after the end of the hyperpolarizing prestep. In parallel, the spike frequency during the subsequent depolarizing step decreases with increasing amplitude of the hyperpolarizing prestep ( Fig. 2A ). This was measured as an increase in the first interspike interval (Fig. 3B ). The frequency of tonic spiking is only slowly restored to its asymptotic value, and is typically not regained by the end of the 650 msec depolarizing voltage step ( Fig. 2A) . The combination of increasing latency to first spike and reduced spike frequency during the spike train causes a decrease in total spikes during the depolarizing step with increasing amplitude of the hyperpolarizing prepulse (Figs.  2A, 3C ).
Bath application of DA (1 O-4 M) alters all these characteristics of postinhibitory rebound in a majority of cells tested (Figs. 2,  3 ). In the presence of dopamine, the latency to first spike is significantly reduced for all hyperpolarizing presteps (Figs. 2,  3A ). This is accompanied by a marked reduction in the duration and an increase in the slope of the slow ramp depolarization following termination of the hyperpolarizing prestep (compare Fig. 2A,B) . The latency to first spike has a similar voltage dependence to that seen in control, showing a steep rise with hyperpolarizing voltage to around -90 mV (Fig. 3A) and a more shallow increase beyond this voltage. Dopamine also causes an increase in spike frequency during the subsequent depolarizing step (Fig. 2B ). In the presence of dopamine, the interspike interval shows only a shallow dependence on the hyperpolarizing prestep voltage, and the cell fires at similar frequencies for all hyperpolarizing prepulses (Fig. 3B) . As a consequence of the decrease in latency together with an increase in spike frequency, the total number of spikes during the depolarizing step is markedly increased during dopamine (Fig. 3C) . All of these effects reverse following a 30 min washout of dopamine (Fig. 2C) .
The eight PY cells are a heterogeneous set of neurons, with somewhat different electrophysiological properties and synaptic connections within the pyloric network (Hartline et al., 1987 ; R. Levini and R. Harris-Wanick, unpublished observations). Hartline et al. (1987) classified this group into two subgroups, PE and PL, based on their timing of activity following stimulation of the stomatogastric nerve, synaptic connections with other pyloric neurons, and sensitivity to an identified sensory/ modulatory input. Consistent with this physiological heterogeneity, we found that not all PY neurons respond equally to dopamine. Figure 4 shows a comparison of the effects of dopamine on latency to first spike and first interspike interval for 12 PY neurons after presteps to -100 mV. Two of the 12 neurons did not respond at all to dopamine, while the remaining 10 neurons gave varying reductions ranging from 10% to 80% compared to control values of both latency and interspike interval. There was a tendency for the dopamine-responsive neurons to cluster into a weakly responding ( 1 O-30%) and a strongly responding (40-60%) group (Fig. 4) ; these correspond to the PE Interspike interval (Zsr). The time between the first and second action potentials during the depolarizing step is shown as a function of the membrane potential at the end of the hyperpolarizing prestep. C, Spikes per step. The total number of action potentials fired during the depolarizing step is shown as a function of the membrane potential at the end of the hyperpolarizing prestep. A-C, Open squares, control; solid circles, 1O-4 M dopamine. Harris-War&k, unpublished observations). However, in this article we treat these dopamine-responsive cells as a single group, since the distribution of their dopamine sensitivity is not strictly bimodal, and all the dopamine-sensitive cells had similar qualitative responses to dopamine and our other experimental manipulations (see below). There is a strong correlation (correlation coefficient = 0.92) for the two measurements of latency and interspike interval: cells that show large reductions in latency to first spike also show large reductions in first interspike interval, while cells showing weak responses to one measurement also show weak responses to the other. Regression analysis shows a linear relation between these variables (Fig. 4) . This raises the possibility that a common mechanism may mediate both responses (see below).
We performed a statistical analysis of the effect of dopamine in nine responsive neurons following a hyperpolarizing prestep to -100 mV (Table 1) . Calculations of the percent effect of dopamine on each cell showed that the amine evoked a reduction of the latency to first spike to 66 + 5% (SE) of control (p < 0.01). Dopamine reduced the first interspike interval to 59 t 8% of control values (p < 0.01). The similar percent reductions in latency and interspike interval induced by dopamine are not statistically different from one another (p > 0.05); again, this raises the possibility that a common mechanism might mediate both effects (see below). Finally, as a consequence of the two effects, the total number of spikes evoked during the depolarizing step to -45 mV was increased to 245 * 56% of control values (p < 0.05).
Ionic mechanism of action of dopamine Based on theoretical simulations of STG neuron activity, Hartline (1979) proposed that the amplitude of the transient potassium current, I,, is a major factor determining the rate of postinhibitory rebound after inhibition in STG neurons. This outward current opens transiently only when the cell is depolarized following a hyperpolarization such as is evoked by synaptic inhibition. This arises because IA is mostly inactivated at the PY's normal resting potential (-55 mV), but the inactivation can be removed by brief (< 200 msec) hyperpolarizations -War-rick, 1992) . Subsequent depolarization activates the outward current transiently with an apparent activation threshold around -60 to -50 mV. We tested the hypothesis that dopamine modulation of IA changes the isolated PY's posthyperpolarization rebound characteristics.
Input resistance measurements
We measured the input resistance of eight dopamine-responsive PY neuron with small (10 mV) hyperpolarizing steps from -50 mV. In these experiments, the input resistance was 33 -+ 11 MQ under control conditions, increased to 43 + 14 MQ during dopamine superfusion, and recovered to 34 & 12 MQ after a 30 min wash. Statistical analysis comparing the percent changes in each cell showed that dopamine evoked a 38 + 13% increase in input resistance (p < 0.03; n = 8). This suggests that dopamine acts on its responsive neurons by a net conductance decrease mechanism.
Voltage-clamp measurements We analyzed the effects of dopamine on I, in dopamine-responsive PY neurons using two-electrode voltage-clamp techniques (Fig. 5) . IA was isolated by a combination of selective pharmacological block of other currents and digital subtraction of currents activated from a holding potential of -50 mV, where IA is mostly inactivated. Under control conditions, IA activates with voltage steps above -60 to -50 mV, and increases with depolarization (Fig. 5A,D) . The current is transient, and decays due to inactivation during a maintained depolarizing voltage step. The conductance/voltage relation (Fig. 5D) was constructed from the peak currents evoked by each voltage step. This curve shows a typical voltage dependence for activation of IA, and was fit to the Boltzmann equation with third order activation (Eq. 2, Materials and Methods). This fit shows half-maximal activation of each of the three individual gating steps at -43 mV, leading to half-maximal activation of the peak current at -2 1 mV. Once inactivated, IA must be deinactivated by hyperpolarization. The voltage dependence of steady state inactivation is well fit by the Boltzmann equation with a single exponential (Fig. 5D) . The voltage for half-inactivation under control conditions was -62.5 f 2.7 mV (n = 6). Note that there is a significant region of overlap between the activation and inactivation curves, suggesting that IA is partially activated at the normal resting potential (-50 to -55 mV).
Although the peak currents of Z, were well clamped, the activation kinetics were too rapid to be fit reliably. The kinetics of inactivation during maintained depolarizing steps are complex, showing two decaying exponential components. We fit the (Eisen and Marder, 1982; Hartline and Graubard, 1992) . Values are means and SEs from seven experiments, calculated as a fraction of the calculated maxima1 conductance under control conditions in each experiment. The curves are best fits of Equation 2 in Materials and Methods, with the following parameters. Control, g, = 2.24 pS; VA = -43 mV; s = -16 mV. Dopamine, 9, = 1.65 rS; V,, = -37.5 mV, s = -15.4 mV. Steady state inactivation (measured from varying prestep voltages during a step to +20 mV) is shown in curves with solid symbols, and was calculated as described in Materials and Methods. n = 6 for control and n = 3 for dopamine. The curves are best fits of the Boltzmann equation with n = 1 and the following parameters. Control, VO., = -63 mV; s = 7.2 mV. Dopamine, VOS = -53 mV; s = 7.6 mV.
falling phase of the current after steps to +20 mV to a double exponential curve described by Equation 1 (see Materials and Methods) to determine the time constants and amplitudes of the rapidly and slowly inactivating components of the current. The time constants were 25 + 4 msec and 107 f 11 msec (n = 7; Fig. 6B ). The slow component is larger (122 ? I 1 nA at +20 mV) than the fast component (70 + 9 nA at +20 mV); the ratio ofthe amplitude of the slow to fast component is 1.75: 1 (Fig. 6C) .
Dopamine reduces IA at all voltages (compare Fig. 54,B ; g/V curve in Fig. 5D ). In seven PY cells, dopamine evoked a 30% decrease in peak current at 0 mV (p < 0.02). There was a shift in the voltage dependence of activation of IA toward more depolarized voltages in the presence of dopamine. Fits of the data to the Boltzmann equation (Eq. 2 in Materials and Methods; Fig. 5D ) show a shift in half-maximal activation of the three activation gating steps from -43 mV in control to -37.5 mV in the presence of dopamine, leading to half-maxima1 activation of the peak current at -17 mV, compared to -2 1 mV under control conditions. The decreases in peak amplitude evoked by dopamine were statistically significant at all voltages (p < 0.02). In keeping with the heterogeneity of physiological responses of different PY neurons to dopamine (Fig. 4) , there was heterogeneity in the dopamine-evoked reduction of IA in different PY cells: some cells showed strong reductions of 60% in peak current at 0 mV, while others showed more modest reductions of 15-25% in peak current. Interestingly, the steady-state inactivation curve was also shifted to the right by dopamine. In three experiments, the voltage for half-maximal inactivation was shifted from -57.3 +3.2 mV under control conditions to -53.3 +2.2 mV in the presence of 10m4 M dopamine; however, with our small sample size, this shift did not achieve statistical significance. The effects of dopamine reversed after a 30 min wash (Fig. 5C) .
Analysis of the kinetics of inactivation of Z, showed a selective effect of dopamine on the amplitude of the slowly inactivating component of the current. Inspection of the current traces suggested that IA inactivates more rapidly during a maintained voltage step in the presence of dopamine (Fig. 6A) . However, when the decaying phase of the current was fit to the biexponential relation in Equation 1 (Materials and Methods), dopamine did not significantly change the time constants for inactivation of either the rapidly or slowly inactivating components of Z, (Fig. 6B) ; these were 25 & 4 msec and 107 & 11 msec in control and 22 + 2msec and 100 + 6 msec in DA (p > 0.2; 12 = 7). Instead, dopamine significantly reduced the amplitude of the slowly inactivating component by 43%, from 122 nA to 69 nA at +20 mV (p < 0.001); the amplitude of the rapidly inactivating component was unaltered (p > 0.3; Fig. 6C ). This effect reversed upon a 30 min washout from dopamine. Thus, dopamine reduces I, in PY cells by selectively reducing the maximal conductance of its slowly inactivating component and slightly shifting its voltage dependence for activation (and to a lesser extent inactivation) to more depolarized voltages. As a consequence, the current is smaller at peak amplitude at any voltage and inactivates significantly more rapidly.
Efect of I-aminopyridine and cesium
Further evidence for the importance of IA in dopamine modulation of postinhibitory rebound in the PY cells comes from application of the selective I, channel blocker 4-aminopyridine (4-AP). We and others have previously shown that 4-AP selectively blocks Z, with no detectable effect on other K+ currents (including I,(, and ZKcCaj ) in Panulirus STG neurons (HarrisWarrick, 1989; Graubard and Hartline, 199 1; Tiemey and Harris-Warrick, 1992). Bath application of low concentrations of 4-AP to the intact pyloric network evokes changes in PY activity similar to those seen during application of dopamine: the PY neurons fire at higher frequency and are phase advanced relative to the pacemaker group in the pyloric rhythm (Tiemey and Harris-Warrick, 1992) . When 4-AP is bath applied to a quiescent, synaptically isolated PY neuron, the cell responds as it does to dopamine by depolarizing and firing tonically at high frequency (Tiemey and Harris-Warrick, 1992) . Here, we look at the effect of 4-AP on the isolated PY neuron's postinhibitory rebound characteristics. When 4 mM 4-AP (sufficient to abolish I,; Tiemey and Harris-Warrick, 1992 ) is bath applied, a strong reduction in the latency to first spike following hyperpolarizing prepulses is seen (compare Fig. 7A,B) . The delayed slow ramp depolarization is completely eliminated, leaving a simple exponential recovery to the initiation of tonic spiking. When measured following a -100 mV prestep, 4-AP reduced the latency to first spike to 30 f 3% of control values (p < 0.001; n = 4). The voltage dependence of the latency to first spike is also reduced, reflecting only the passive electrical recovery from the hyperpolarizing presteps (Fig. 8A) . In parallel, 4-AP evokes a t the first column under each condition, while the slow time constant is the second column. Dopamine (middle set of columns) does not change the values of 'T( or 7, compared to control (left set of columns) or wash (right set of columns).
C, Effect of dopamine on the amplitudes of the slowly and rapidly inactivating components of I, measured during a voltage step to +20 mV. Amplitudes were obtained by biexponential curve fits of Equation 1 (Materials and Methods) to the decaying portions of the current traces and show a selective reduction of the slowly inactivating component during dopamine, with no effect on the rapidly inactivating component. In Band C, the values are means and SEs from seven cells. significant increase in spike frequency during the subsequent depolarizing step (Fig. 7B) . Following a prestep to -100 mV, the first interspike interval in the train was reduced to 35 + 4% of control values (p < 0.005; n = 4). Again, the voltage dependence of the interspike interval is greatly reduced, suggesting an important role for Z, in determining this effect (Fig. 8B) . As a consequence of these dual actions, 4-AP increased the total number of spikes during the depolarizing step (Fig. 7B) , to 334 * 116% of control values. These results show that the effects of 4-AP on postinhibitory rebound resemble those of DA. The effect of 4-AP is more pronounced than that of DA because 4-AP (at 4 mM) abolishes I,, whereas DA reduces it by only 30%.
In the presence of 4 mM 4-AP, dopamine has little or no additional effect on postinhibitory rebound in the PY cells (Fig.  7C) . The latency to first spike (Fig. 8A ) and interspike interval (Fig. 8B) are not significantly changed when comparing 4-AP + dopamine to 4-AP alone. Statistical comparisons were made using hyperpolarizing presteps to -100 mV. The mean latency to first spike was reduced to 30 + 3% of control values by 4-AP and unchanged at 29 + 4% when DA was added with 4-AP (p > 0.35; n = 4). The mean interspike interval decreased from 35 + 6% of control values in 4-AP to 3 1 + 6% when DA was further added, a nonsignificant change (p > 0.05; n = 4). The increase in number of spikes per step was not significantly changed, from 334 +-116% in 4-AP to 382 f 128% in 4-AP + dopamine (p > 0.05; n = 4). 4-AP also abolished the increase in input resistance evoked by dopamine in the PY cells: in the four cells we tested with 4-AP, the input resistance in 4 mM 4-AP was 1929 MO; addition of dopamine with 4-AP caused a nonsignificant increase to 2 1 + 9 MQ (p > 0.1). These results show that 4-AP occludes the effects of dopamine on postinhibitory rebound in the PY neuron.
The hyperpolarization-activated inward current, Zh, is a very slowly activated inward current that regulates the rate of postinhibitory rebound in some systems (Angstadt and Calabrese, 1989; Harris-Warrick et al., 1992d) . This current is present in a subset of stomatogastric neurons, where it evokes a slow depolarizing voltage sag during a prolonged (4 set) constant amplitude hyperpolarizing current pulse (Golowasch, 199 1; Kiehn and Harris-Warrick, 1992a,b; Coniglio and Harris-Warrick, unpublished observations) . However, such a sag voltage was not detectable in the majority (8/l 1) of PY neurons. In three PY cells, a small depolarizing sag was observed during 4 set constant hyperpolarizing current injection, but only at nonphysiological voltages (below -100 mV). Dopamine did not change the amplitude of the hyperpolarization-induced voltage sag in these three cells (data not shown). Direct efforts to detect I,, in PY neurons during prolonged (l-5 set) hyperpolarizing voltage steps under voltage clamp have also been unsuccessful. However, it is possible that I,, is localized in the distal neuropil regions of these cells, where it would be hard to detect from our soma recordings. Thus, we used pharmacological antagonism to study the possible role of Z,, in PY cells. Zh is sensitive to low concentrations of extracellular Cs+ (McCormick and Pape, 1990; Kiehn and Harris-Warrick, 1992a,b) . Accordingly, we studied the effects of Cs+ on postinhibitory rebound in the PY neuron. In three PY cells, bath application of 3-5 mM Cs+ (sufficient to abolish I,, in STG neurons; Kiehn and HarrisWarrick, 1992b ; Coniglio and Harris-Warrick, unpublished observations) very slightly increased the latency to first spike from 175 f 13 to 18 1 + 14 msec (n = 3; p = 0.04), and insignificantly prolonged the first interspike interval from 65 -t 17 to 69 rt 2 1 msec (p > 0.4) following a prestep to -100 mV. Cs+ application did not significantly affect the PY neuron's response to dopamine. In three PY cells, dopamine reduced the latency to first spike to 65 f 10% of control in the absence of Cs+, and to 74 + 7% in the presence of 3-5 mM Cs+ (p > 0.2). Similarly, dopamine reduced the first interspike interval to 57 +-13% of control values in the absence of Cs+ and to 70 + 13% in the presence of 3-5 mM Cs+ (p > 0.15). Thus, while I,, may contribute marginally to postinhibitory rebound of a subset of PY neurons, it does not appear to be a major target of dopamine action in this cell type. 
Mathematical model of PY response to dopamine
To study whether the measured reduction in IA is qualitatively sufficient to explain the changes in postinhibitory rebound evoked by dopamine in the dopamine-responsive PY neuron, we analyzed a mathematical model ofthis neuron. Our model is based on the experimental work of and the mode1 developed by Buchholtz et al. (1992) of the LP neuron from the crab, Cancer borealis, with modifications necessary to fit our experimental data. The model is a single compartment conductance-based model containing the following currents: a Hodgkin-Huxley sodium current (I,,), a delayed rectifier potassium current (I,,,?), a calcium-activated potassium current (IK&, a potassium A current ( I,), a calcium current (I,,) , and a leak current (IL). Since the sag current, Z,, is not detectable in a majority of PY neurons, it was removed from the Buchholtz et al. model of the LP cell to produce this model for the dopamine-responsive PY cell. Additional modifications to the model of Buchholtz et al. are described below. The full set of equations used to describe the model, along with the values of fixed parameters, are given in Tables 2 and 3 . Our model defines a multidimensional parameter space within which the PY neuron is located; the axes of this space correspond to the variable parameters of the model, such as the maxima1 conductance of an ion current or the reversal potential for an ion. The activity profile of the PY neuron then depends on its location in this multidimensional parameter space: with certain ranges of parameters the cell is quiescent, but with other ranges the cell fires tonically or shows bistability. In the multidimensional parameter space of the model, there is a surface, called a bifurcation, that divides the tonic firing region from the region in which the cell is quiescent. Dopamine acts by altering the parameters ofthe PY neuron to cross this bifurcation surface from the quiescent to the tonically active region. Our problem is to determine which parameters are altered by dopamine. Variations of many parameters of different ionic conductances are capable of moving the model cell across this bifurcation surface, though the sensitivity to variations of each parameter differs. At the boundary between the firing and quiescent regions, the tonic firing slows smoothly until its frequency is zero. Thus, the distance from this boundary is correlated with the frequency of tonic spiking. However, the rate of variation of the frequency with variations in individual parameters is not uniform.
We adjusted the parameters ofthis model so that its "control" conditions approximate those of the synaptically isolated PY cell from P. interruptus. We have made a series of measurements of the maximal conductance of IA, the calcium activated potassium current ZKCCa) and the delayed rectifier current IKC,,, in PY neurons from P. interruptus to establish baseline parameters for the model cell. The maximal conductances (using the input capacitance to correct for cell size) were 1.2 -t 0.1 pS/nF and 0.7 f 0.09 pS/nF for the slow and fast components of IA, 5.9 f 0.6 pS/nF for IKCCa), and 0.59 + 0.08 PSlnF for I,,,? (n = 8). The voltage for half-activation of the individual gating steps of IA was measured to be -43 mV, substantially more negative than the value measured by in the LP neuron of the crab Cancer borealis. With these parameters, the model cell behaves like the real cell in the following respects:
(1) The model cell is quiescent with a resting potential of -53.6 mV without current injection, but fires tonically with sufficient current injection (I,,,). Increasing current injection evokes tonic activity at increasing frequencies ( Fig. 1 OD,) .
(2) The model cell shows a strong dependence of latency to first spike on the magnitude of the previous hyperpolarizing prepulse. Figure 9A shows a plot of voltage traces from a sequence of hyperpolarizing presteps of increasing magnitude followed by a fixed depolarizing step. This can be compared with the response of a real dopamine-responsive PY cell (Fig. 2) . The range of voltages for which latency depends upon the magnitude of the hyperpolarizing prestep voltage matches the experimental data.
(3) The model shows appropriate dependence of latency to first spike on the maxima1 conductance and voltage dependence Figure 9 , which shows the effect of mimicking the actions of dopamine by reducing 9,, the maximal conductance of the slowly inactivating component of IA, from 1.2 to 0.7 pS/ nF, and by shifting the voltage for half-activation, V,, from -43 to -37 mV. The model cell responds like the real dopamineresponsive PY neuron by depolarizing from its resting potential of -53.6 mV and firing tonic action potentials (not shown). The latency to first spike is reduced at all voltages by the parameter changes mimicking dopamine's actions on real dopamine-responsive PY cells (compare Figs. 3A, 9B ). Both parameters of I+, contribute significantly to the reduction in latency to first spike. Their independent effects are shown in Figure 10 , A and B. Figure lOA, shows the latency following a prestep to -80 mV as a function ofg,,, the maximal conductance of the slowly inactivating component of IA; clearly, the changes evoked by dopamine in this parameter can strongly affect the latency. Figure lOB, shows the effect of changes in VA, the voltage halfactivation parameter, and demonstrates that even subtle effects on this parameter, such as are observed with dopamine, evoke significant changes in the latency.
(4) When depolarized by current injection to fire tonically following a hyperpolarizing prepulse, the model shows substantial dependence of firing frequency on the parameters of IA that are modulated by dopamine (though not as much as the real cell). For example, reduction of 9, and V,, mimicking dopamine's actions, reduced the tonic interspike interval during a 1 nA current injection from 89 msec to 68 msec. In Figure 9 , B and D show that the initial interspike interval following a hyperpolarizing prestep is particularly sensitive to reduction of IA. Under "control" conditions, the model shows only slight dependence of this interval on the amplitude of the hyperpolarizing prestep, but reduction of Z, mimicking the parameters altered by dopamine reveals a somewhat stronger voltage dependence (Fig. 9D) . In Figure 10 , A, and B, show the dependence of the first interspike interval on g, and V,. The interspike interval is a monotonic function of each of these parameters, consistent with the effects of dopamine on the same parameters in the real dopamine-responsive PY neuron.
We have explored the effect of several other parameters on latency and first interspike interval in the PY cell model. Reducing gKCQ3, the maximal conductance of the delayed rectifier (Fig. lOC,) , but causes a pronounced increase in the firing frequency of the cell. This can be seen by the very strong dependence of first interspike interval on gKcq (Fig. IOC,) . Increasing the external current injection, I,,,, both reduces latency (Fig. lOD,) and increases firing frequency, (Fig. lOD,) consistent with our observations in real dopamine-responsive PY neurons. Combined changes in both latency and first interspike interval showed greatest dependence on alterations in the parameters of IA (g, and V,). Thus, the observed changes in postinhibitory rebound seen with dopamine are qualitatively reproduced by simulating dopamine's effects on I, in our model. Our current model does not perfectly reproduce the responses of the experimental PY neuron during current injection. Following a hyperpolarizing prestep, the model rapidly approaches its final tonic spiking frequency during the subsequent depolarizing current step. Thus, there is only a small dependence of interspike interval on the hyperpolatizing prestep amplitude, unlike the real PY neuron (Fig. 9D, control curve) . After changing parameters to mimic the effects ofdopamine, a more marked voltage dependence in first interspike interval is obtained (Fig.  9D , dopamine simulation curve), but there is little dependence on hyperpolarizing prestep amplitude for spike frequency after the first interspike interval (Fig. 9B) . Presumably, hyperpolarization activates an additional slow adaptive process in the real cell that only slowly relaxes upon depolarization, constraining the cell to fire at lower frequencies for prolonged periods of time; we do not know what this process is, and as a result it is not present in the model.
Discussion
Two major mechanisms can alter the timing of a neuron's activity in a rhythmic motor pattern: changes in synaptic input and changes in the neuron's intrinsic response properties (Getting, 1989; Harris-Warrick and Marder, 1991; Harris-Warrick et al., 1992~) . Most research to date on phase shifts has focused on synaptic mechanisms: if a neuron receives more excitatory or less inhibitory synaptic input, this could cause a phase advance ofits activity during the cycle (Cohen and Harris-Warrick, 1984; Eisen and Marder, 1984; Sharp et al., 1992) . Changes in synaptic input can result from a variety of causes, including excitation or inhibition of presynaptic neurons, modulation of transmitter release, and modulation of postsynaptic sensitivity to the transmitter (Kaczmarek and Levitan, 1987) . Eisen and Marder (1984) showed that part of the dopamine-induced PY phase advance in the pyloric rhythm results from loss of synaptic inhibition by the pacemaker PD neurons. Dopamine directly inhibits the PD neurons (Eisen and Marder, 1984; Flamm and Harris-Warrick, 1986b) , and eliminates their chemical synaptic transmission (Johnson and Harris-Warrick, 1990) . With this loss of PD inhibition, the PY cells recover to fire at an earlier phase.
A second mechanism for phase shifts is to modulate the postsynaptic cell's intrinsic response to synaptic input. This can also occur in a variety of ways. For example, simple input resistance changes can alter the degree of shunting of synaptic current flow within the cell. More complex forms ofconductance modulation can affect how the cell interprets the synaptic input, including modulation ofbistability, plateau potential capability, rhythmic bursting and postinhibitory rebound (Nagy and Dickinson, 1983; Nagy et al., 1988; Heinzel and Selverston, 1988) . In this article, we have shown how modulation of a specific voltage-dependent current, IA, can modify the rate of postinhibitory rebound in some PY cells and shift their firing phase in the rhythmic pyloric motor pattern. Four results support this conclusion.
(1) Dopamine evokes an increase in the input resistance of responsive PY cells. This suggests that dopamine acts predominantly by closing ion channels that are open at rest. The transient K+ current appears to be partially activated at the normal Cell is held at -55 mV, and 200 msec hyperpolarizing current pulses of increasing amplitude are injected, followed by a 1 nA depolarizing pulse. Voltage marker, 100 mV, time marker, 100 msec. C, Dependence of delay to first spike on the amplitude of the hyperpolarizing prestep under control and simulated dopamine conditions. D, Dependence of the first interspike interval (ZSZ) on amplitude of the hyperpolarizing prestep under control and simulated dopamine conditions. Control parameters (A, C) are those given in Table 2 . Simulated dopamine parameters (B, D) are identical with two exceptions: g,, the maxima1 conductance of the slowly inactivating component of IAl is reduced from 1.2 to 0.7 pS/nF and VA, the voltage for half-maximal activation of the individual gating events for I,, is altered from -43 to -37 mV.
resting potential of the PY cells, since selective blockade with 4-AP causes the neurons to depolarize and spike tonically (Tierney and Harris-Warrick, 1992). In addition, our curve fits for the activation and inactivation of IA overlap in the region between -60 and -30 mV (Fig. 5D) , allowing a small steady state Z, to contribute to the active membrane conductance at the normal resting potential (-55 mV). An alternative explanation of our data is that in addition to reducing IA, dopamine reduces a 4-AP-sensitive leak current that is different from Z, and is active at the PY resting potential; however, we have no evidence for this hypothesis. Johnson et al. (1993a) did not report a significant increase in input resistance in PY cells during dopamine superfusion, although a trend in this direction was observed. This may reflect their inclusion of both dopamine-responsive and dopamine-nonresponsive PY neurons in their analysis.
(2) In voltage clamp, dopamine reduces Z,, specifically by decreasing g,,, the amplitude of the more slowly inactivating component of the current, and shifting VA, its voltage for halfactivation, toward more depolarized voltages. In addition, there was a trend for dopamine to shift the half-inactivation voltage to the right, though this effect was not statistically significant. Dopamine has little effect on the rapidly inactivating component of I,. There are two interpretations of these results. First, the PY neurons may express multiple channels with transient IAlike characteristics but different inactivation rates, similar to the shaker and shal genes and their alternatively spliced products in Drosophila Butler et al., 1989; Wei et al., 1990 Table 2 , and the indicated parameter is then sequentially changed. The cell is held at -55 mV, given a 200 msec prestep to -80 mV, and then given a 1 nA depolarizing current step to evoke tonic spiking; an example is given in Figure 9 , A and B.
different potassium channel genes in the PY cells is known (Baro et al., 1993) . (3) 4-Aminopyridine, which selectively blocks Z, in the crustacean stomatogastric ganglion (Graubard and Hartline, 199 1; Tierney and Harris-Warrick, 1992 ) mimics and occludes the effects of dopamine in synaptically isolated PY neurons. Both dopamine and 4-AP cause responsive neurons to depolarize and fire tonically, and reduce the latency to first spike and first interspike interval. In the presence of sufficient 4-AP to completely eliminate Z,, dopamine has no significant effect on the responsive PY neuron. In the intact pyloric network, 4-AP enhances activity of most pyloric neurons, including the PY cells, and evokes a significant phase advance in PY activity in the cycle (Tiemey and Harris-Warrick, 1992) . Pharmacological blockers of other hyperpolarization-activated currents do not affect the PY cell's response to dopamine. For example, low concentrations of extracellular cesium, which block both Z, and the inwardly rectifying potassium current ZK& in many cell types (McCormick and Pape, 1990; Hille, 1992; Kiehn and Harris-Warrick, 1992a,b) , had no significant effect on dopamine modulation of the PY cells. This suggests that Zh and ZKcIRJ, which are not detectable by voltage clamp in most PY cells, are not significant targets of dopamine modulation in these cells. However, they are important in other neurons. Zh plays a role in postinhibitory rebound and phasing among leech heart interneurons (Angstadt and Calabrese, 1989) . Modulation of the voltage dependence of Z, (along with a reduction in Z,) helps to determine the dopamine-evoked phase advance of another neuron in the pyloric network, the lateral pyloric (LP) cell (Harris-War&k et al., 1992d; unpublished observations). The T-type low threshold calcium current is another subthreshold current that affects postinhibitory rebound. Differential expression of this calcium current evokes different rates of postinhibitory rebound in two types of sensory neurons in the lamprey (Christenson et al., 1993) .
(4) A mathematical model of the dopamine-responsive PY neuron has been adapted from the LP model of . When dopamine's effects on &?, and V., are simulated, the model shows appropriate changes in the PY rebound time and interspike interval. The model, however, does not show a strong dependence of interspike interval on the amplitude of the hyperpolarizing prepulse that is seen in the real PY neuron under control conditions. In addition, the model does not reproduce well the slow recovery of the frequency of tonic spiking following a hyperpolarizing prepulse: the model cell reaches its asymptotic state within one or two spikes following rebound. This suggests that there are hyperpolarization-activated slow currents that are not represented in our model. While the model is not correct in every detail, it demonstrates that changes in Z, are sufficient to explain the effects of dopamine on postinhibitory rebound in the PY cell.
Relationship between rebound rate and interspike interval Dopamine simultaneously increases the rebound rate following a hyperpolarizing prestep and increases the tonic spike frequency during depolarization of a subset of the PY neurons. We hypothesize that a reduction of IA is responsible for both of these effects. Z, plays an important role in determining the tonic spike frequency in a number of neurons (Connor and Stevens, 197 1; Segal et al., 1984; Hille, 1992) , including the pyloric neurons in Panulirus interruptus (Tiemey and Harris-Warrick, 1992 ).
advances of responsive PY and other cells in the pyloric rhythm (Tiemey and Harris-Warrick, 1992) ; Z, also helps determine phasing in the swim pattern generator in Tritonia (Getting, 1983) .
To understand better the factors that play a role in determining the relationship between rebound time and interspike interval, we have analyzed the dependence of these variables on several important parameters in our mathematical model of the PY cell. Bifurcation surfaces separate the regions of the model's multidimensional parameter space in which there is a quiescent steady state or tonic firing. Crossing these bifurcation surfaces with changes in a parameter (such as the maximal conductance of an ionic current) alters the state of the cell. The "scenarios" of cellular responses associated with these changes depend upon which parameters are altered, and thus where in the parameter space one crosses a bifurcation surface. Some (but not all) of the scenarios result in a strong correlation of latency to first spike following a hyperpolarizing prestep and interspike interval during tonic firing. One of these, the "saddle-node in a cycle" scenario, appears in the model cell and mimics the effects of dopamine, so we describe it here.
The latency to first spike is determined by the rate of depolarization following the hyperpolarizing prestep. With increasing latencies, the cell passes through a phase in which the rate of depolarization becomes smaller and smaller. As this rate falls to zero, the cell crosses the bifurcation surface to achieve a quiescent state. Similarly, approaching the bifurcation surface from the opposite side, when the tonically firing cell slows and stops firing, a smooth decrease in the frequency of firing is associated with a slower rate of depolarization between action potentials. In the saddle-node scenario, the mechanisms responsible for the slow rebound of a hyperpolarized cell and for the slow depolarization of a tonically firing cell are the same. At the bifurcation surface, a pair of equilibrium steady states are created that leave the cell in a state that is potentially excitable, but has no limit cycle and therefore does not fire action potentials. One of the equilibrium points is the stable quiescent state. The second is a saddle point that is not stable. Perturbations from this state either lead monotonically toward quiescence or to excitable states that fire a single action potential before reaching quiescence. Variation of any parameter in the model that carries one across the bifurcation surface from spiking to nonspiking regions of parameter space will produce the same qualitative effects of a simultaneous smooth slowing of the tonic spike frequency and smooth increase of latency to first spike following a hyperpolarizing prepulse, which were also seen with the biological experiments (Figs. 3, 4) . When we modeled the effects ofdopamine in the responsive PY neuron by reducing the maximal conductance and shifting the voltage dependence of Z,, the model showed simultaneous alterations in latency and interspike interval (Fig. 9) . We interpret this correlation between spiking frequency and rebound time as a natural corollary of the fact that the cell is operating in a region of its parameter space that lies close to a "saddle-node in a cycle" bifurcation surface. In contrast, modeling a reduction in the maximal conductance of Z,,,, had a strong effect on the interspike interval (Fig. lOC,) , but only weakly modified the latency to first spike following a hyperpolarizing prepulse (Fig. lOC,) . This occurs because ZKcn is not significantly activated at the subthreshold voltages traversed following the hyperpolarizing prestep but is significantly activated by the depolarization accompanying the action potential. We have previously shown that 4-AP block of Z, evokes phase Modulation of motor patterns allows an anatomically defined neural network to generate a variety of related behaviors. Our study has focused on a single parameter of this modulation, phase advances in responsive PY neurons evoked by dopamine in the pyloric motor pattern. Dopamine excites and phase-advances these neurons by reducing the transient K+ current, IA. Other intrinsic cellular mechanisms for phase changes exist and are likely to be important in both other neurons in the pyloric network (Harris-Warrick et al., 1992d ) and other systems.
