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Abstract 
In this paper, a two-dimensional (2D) multiple-relaxation-time (MRT) lattice Boltzmann (LB) 
model is developed for simulating convection heat transfer in porous media at the representative 
elementary volume scale. In the model, a MRT-LB equation is used to simulate the flow field, while 
another MRT-LB equation is employed to simulate the temperature field. The effect of the porous 
media is considered by introducing the porosity into the equilibrium moments, and adding a forcing 
term to the MRT-LB equation of the flow field in the moment space. The present MRT-LB model is 
validated by numerical simulations of several 2D convection problems in porous media. The numerical 
results are in good agreement with the well-documented data reported in the literature.  
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1. Introduction 
The analysis of convection heat transfer in porous media has attracted considerable attention due 
to its importance in the related technological and engineering applications, such as geothermal energy 
systems, chemical catalytic reactors, crude oil extraction, solar power collectors, electronic device 
cooling, and contaminant transport in groundwater. In the past several decades, various traditional 
numerical methods, such as the finite volume method, the finite difference method, and the finite 
element method, have been used to study convection heat transfer in finite porous enclosures. 
Comprehensive literature surveys of this subject can be found in Refs. [1, 2]. In particular, the 
non-Darcy effects on convection heat transfer in fluid-saturated porous media have been investigated 
numerically by many researchers [3-6]. 
The lattice Boltzmann (LB) method, which evolves from the lattice-gas automata (LGA) method 
[7], has gained great success in modeling complex fluid flows and simulating complex physics in fluids 
due to its kinetic background [8-11]. As a mesoscopic method based on the kinetic equation, the LB 
method has some distinctive merits over the traditional numerical methods (see, e.g., Ref. [12]). Owing 
to its kinetic nature and distinctive computational feature, the LB method has been successfully applied 
to study fluid flows in porous media soon after its emergence [13]. The existing LB models for porous 
flows can be generally classified into two categories, i.e., the pore scale method [13-15] and the 
representative elementary volume (REV) scale method [16-21]. In the pore scale method [13-15], the 
standard LB model is used to simulate the fluid flows in the pores, and the interaction between the solid 
and fluid phases is realized by using the no-slip bounce-back rule. The detailed flow information of the 
pores can be obtained by this method, which can be utilized to investigate macroscopic relations. 
However, this method needs the detailed geometric information of the pores, and each pore needs 
several lattice nodes in simulations, so the computation domain is small because of the limited 
computer resources [19]. In the REV scale LB method [16-18], an additional term is added to the 
standard LB equation to consider the effect of the porous media based on some semiempirical models, 
such as the Darcy model, the Brinkman-extended Darcy model and the Forchheimer-extended Darcy 
model. Based on the so-called Brinkman-Forchheimer-extended Darcy model (also called the 
generalized model) [5, 34] that overcomes some limitations of the Darcy model, Brinkman-extended 
Darcy model and Forchheimer-extended Darcy model, Guo and Zhao [19] proposed a generalized LB 
model for simulating isothermal incompressible porous flows. In this model, the porosity is included 
into the equilibrium distribution function, and a forcing term is added to the LB equation to account for 
the Darcy (linear) and Forchheimer (nonlinear) drag forces of the solid matrix. Subsequently, Guo and 
Zhao [20] extended the generalized LB model to incompressible thermal flows in fluid-saturated 
porous media by using the double-distribution-function (DDF) approach. In the literature, Seta et al. 
[21] confirmed the reliability and the computational efficiency of the LB method in studying natural 
convection flow in porous media with the generalized model. As reported in Ref. [21], the LB method 
needs less computational time than the finite difference method to obtain the same accurate solutions of 
natural convection flow in porous media on the same grid size.  
 However, to the best of our knowledge, the existing LB models for porous flows at the REV 
scale employ the Bhatnagar-Gross-Krook (BGK) collision model [22] to represent the collision process 
in the evolution equation. Although the lattice Bhatnagar-Gross-Krook (LBGK) model has become the 
most popular one for its extreme simplicity, it has also received several well-known criticisms, among 
which the most important one is the numerical instability at low viscosities. Fortunately, it has been 
demonstrated that the shortcomings of the LBGK model can be resolved by using the 
multiple-relaxation-time (MRT) collision model [23, 24]. In the LB community, it has been widely 
accepted that the MRT model can improve the numerical stability by separating the relaxation rates of 
the hydrodynamic (conserved) and nonhydrodynamic (nonconserved) moments [25-27]. In recent years, 
the MRT-LB method has been successfully applied to simulate complex fluid flows such as 
axisymmetric flows [28], microscale flows [29], and multiphase flows [30, 31]. In Refs. [32, 33], the 
MRT-LB method has been used to study two-dimensional convective flows in the absence of porous 
media. The basic idea of the MRT-LB method [32, 33] is that the flow and temperature fields are solved 
separately by two different MRT-LB equations. As reported in Ref. [33], the MRT-LB model with two 
MRT-LB equations is second-order accurate for simulating incompressible thermal flows with the 
Boussinesq approximation. 
In this paper, we aim to develop a MRT-LB model for simulating convection heat transfer in 
fluid-saturated porous media at the REV scale, which can be viewed as an extension to some previous 
studies. The rest of this paper is organized as follows. The macroscopic governing equations are 
described in Section 2. The MRT-LB model is proposed in Section 3. In Section 4, the numerical tests 
are presented. Finally, a brief conclusion is made in Section 5. 
 
2. Macroscopic governing equations 
The flow is supposed to be two-dimensional, laminar and incompressible with negligible viscous 
heat dissipation. In addition, it is assumed that the solid phase is in local thermal equilibrium with the 
fluid phase [2]. Based on the generalized model, the dimensional governing equations for convection 
heat transfer in a homogeneous, isotropic and fluid-saturated porous medium at the REV scale can be 
written as [5, 6, 34]: 
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where 0  is the mean fluid density, u , T , and p  are the volume-averaged fluid velocity, 
temperature, and pressure, respectively;   is the porosity, K  is the permeability, e  is the 
effective kinetic viscosity, and Q   is the internal heat source term; the coefficient 
      f f f f1p s ps pc c c           is the thermal capacity ratio, in which f  ( s ) and fpc  
(
psc ) are the density and specific heat of the fluid (solid) phase, respectively; the effective thermal 
diffusivity  f fe e pk c  , in which ek  is the effective thermal conductivity. F  denotes the total 
body force induced by the porous media and other external force, which can be expressed as [34] 
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where   is the kinetic viscosity, 2 2
x yu u u , in which xu  and yu  are the components of u  in 
the x- and y-directions, respectively. According to the Boussinesq approximation, the buoyancy force 
G  induced by the gravity is given by  0= g T T G j , where g  is the gravitational acceleration, 
  the thermal expansion coefficient, 0T  the reference temperature, and j  the unit vector in the 
y-direction.  
Based on Ergun’s relation [35], the geometric function F  and the permeability K  can be 
expressed as [36] 
 
3
1.75
150
F 

, 
 
3 2
2
150 1
pd
K 



,                 (5) 
where 
pd  represents the solid particle diameter. 
Several dimensionless parameters characterize the system governed by Eqs. (1)-(3): the thermal 
Rayleigh number Ra , the internal Rayleigh number IRa  (for thermal convection flows with internal 
heat source), the Darcy number Da , the viscosity ratio J , the Prandtl number Pr , which are 
defined as follows 
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where L  and T  are the characteristic length and temperature, respectively. 
 
3. MRT-LB model for thermal flows in porous media 
3.1 MRT-LB equation for the flow field 
For the flow field, a LB equation with the MRT collision model [23-27] is considered in this 
study. According to Refs. [28, 30], the MRT-LB equation with an explicit treatment of the forcing term 
can be written as 
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where M  is a Q Q  orthogonal transformation matrix ( Q  represents the number of discrete 
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where T  is the transpose operator,  ,i k nf tx  is the volume-averaged discrete distribution function 
with velocity ie  at lattice node kx  and discrete time nt  (at REV scale),  ,k ntm x  and 
   eq ,k ntm x  are the velocity moments and the corresponding equilibrium moments, respectively, and 
iS  is the component of the forcing term S . 
For fluid flows through porous media in two dimensions, we use the D2Q9 lattice model, of which 
the nine discrete velocities  | 0,1, , 8i i e  are given by [39] 
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where x tc    is the lattice speed, in which t  and x  are the discrete time step and lattice 
spacing, respectively. In the present MRT-LB model, x  is set equal to t , which leads to 1c   (in 
lattice unit). 
The transformation matrix   linearly maps the discrete distribution functions 9 f  
(velocity space) to their velocity moments 9 m  (moment space): 
 m Mf , 1= f M m .    (9) 
The nine velocity moments are:  
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where 0m    is the fluid density, 1m e  is related to energy, 2m    is related to energy square, 
3,5 ,x ym j  are components of the momentum  ,x yj j  J u , 4,6 ,x ym q  are related to energy 
flux, and 
7,8 ,xx xym p  correspond to the symmetric and traceless components of the strain-rate tensor 
[25]. With the ordering of the above specified velocity moments, the transformation matrix M  is 
given by ( 1c  ) [25] 
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Among the nine velocity moments  | 0,1, , 8im i  , only the density 0m    and momentum 
3,5 ,x ym j  are conserved (hydrodynamic) quantities, while the other six velocity moments are 
non-conserved (kinetic) quantities. To include the influence of the porous media, the equilibrium 
moments 
 eq
m  for the non-conserved moments m  can be defined as: 
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For incompressible fluid flows through porous media considered in this study, an incompressible 
MRT-LB equation is proposed to solve the flow field. To do so, the equilibrium distribution function of 
the LBGK model [38] for incompressible Navier-Stokes equation is employed. To account for the 
porosity   of the porous media, the equilibrium distribution function is now modified as: 
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where  | 0,1, , 8i i   are weight coefficients with 0 4 9  , 1 9i   for 1~ 4i  , 1 36i   
for 5 ~ 8i  , 3sc c  is the sound speed, and 
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Through the transformation matrix M , the equilibrium distribution function  
eq
if  in the 
velocity space can be projected onto the moment space with 
   eq eqm Mf , where 
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the equilibrium moments 
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m  for the velocity moments m  can be obtained as 
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The incompressibility approximation, i.e., 0   and   0= ,x yj j  J u , have been used in the 
equilibrium moments of Eq. (15). In simulations, the mean fluid density 0  is usually set to be 1 for 
simplicity.  
The evolution of the MRT-LB equation (6) consists of two steps, i.e., the collision step and 
streaming step [25]. The collision step is executed in the moment space:        
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where I  is the 9 9  identity matrix, and S MS , in which  
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step is still carried out in the velocity space:    
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where 1  f M m . The components of the forcing term S  in the moment space are given explicitly 
by 
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where  ,x yF FF  is given by Eq. (4).  
The diagonal relaxation matrix Λ  is given by:    
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The macroscopic fluid velocity u  is defined as [19] 
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where V  is a temporal velocity 
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The two parameters 0l  and 1l  in Eq. (21) are given by 
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The macroscopic fluid pressure p  is defined as 
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The effective kinetic viscosity e  is defined as 
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with 7 8 1s s s    . Note that when the nine relaxation rates are all equal, i.e.,  1 Λ I , the 
MRT-LB equation (6) reduces to the LBGK equation with the equilibrium distribution function given 
by Eq. (13).  
Through the Chapman-Enskog analysis [30, 39] of the evolution equation (6) in the moment space, 
the generalized Navier-Stokes equations (1) and (2) can be obtained exactly without artificial 
compressible error. Note that as 1  , the MRT-LB equation (6) (without the forcing term) reduces 
to the MRT-LB equation [40] for incompressible flows without porous media. Moreover, if we set 
0F   in the present MRT-LB equation, a simplified MRT-LB equation can be derived for the 
Brinkman-extended Darcy model. 
3.2 MRT-LB equation for the temperature field 
For the temperature field, the MRT-LB equation with a source term based on the D2Q5 lattice is 
defined as  
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where N  is a 5 5  orthogonal transformation matrix , and   is a diagonal relaxation matrix. The 
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function at lattice node kx  and discrete time nt , and  | 0,1, , 4i i   are components of the 
source term  .  
In the D2Q5 model, the five discrete velocities  | 0,1, , 4i i e  are given by  
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The transformation matrix N  linearly transforms the discrete distribution functions 
5 g  
to their velocity moments 5 n : 
 n Ng , 1= g N n .    (27) 
    For the D2Q5 model, the transformation matrix N  is given by [32, 33]: 
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In the system of  ig , only the temperature 0 iiT n g   is conserved quantity. The 
equilibrium moments   eq | 0,1, , 4in i   for the velocity moments  | 0,1, , 4n i   are defined 
as 
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,  
eq
3n T , 
 eq
4 0n  ,        (29) 
where   is a constant. As reported in Ref. [33], to avoid the so-called “checkerboard” type instability, 
  must be smaller than 1 . 
The components of the source term   are given as follows: 
 0
Q



 , 1 0  , 2 0  , 3
Q



 , 4 0  .     (30) 
    The diagonal relaxation matrix   is given by: 
  1 2 3 4=diag 1, , , ,    .         (31) 
Through the Chapman-Enskog analysis (see Appendix for details), we obtain the following 
macroscopic equation: 
  
12
t
e
QT
T T Q
t t

 

      
 
u   .     (32) 
Note that the last term  
1
2t t Q    in the right-hand side of Eq. (32) can be neglected if the heat 
source term is time independent. In the LBGK model [41] for convection-diffusion equation with a heat 
source term, such an additional term has been removed by adding a source term to the evolution 
equation, and using the redefinition of the temperature. In order to remove the additional term in Eq. 
(32), in the present study we employ the following D2Q5 MRT-LB equation to solve the temperature 
field: 
        
eq1 1
,
, ,
2k n
k t n t k n tt
t t   
             
x
g x e g x N n n N I

  ,    (33) 
which also consists of two steps, i.e., the collision step and streaming step. The collision step is 
implemented in the moment space  
 
 eq
2
t
           
n n n n I

  ,    (34) 
where I  is a 5 5  identity matrix. The streaming step is carried out in the velocity space 
    , ,i k i t n t i k ng t g t
   x e x ,         (35) 
where 1  g N n . 
The macroscopic temperature T  is now defined as 
  
4
0 2
t
i
i
Q
T g



  .    (36) 
Through the Chapman-Enskog analysis of the D2Q5 MRT-LB equation (33) in the moment space, 
the temperature equation (3) can be recovered. The heat source term Q   considered in this study is a 
linear function of T , so the macroscopic temperature T  can be obtained from Eq. (36). 
If the five relaxation rates are all equal, i.e.,  = 1 T I , the MRT-LB equation (33) reduces to 
the LBGK equation with the following equilibrium distribution function: 
 
 eq
2
1 ii i
sT
g T
c

 
  
 
e u
,        (37) 
where the weight coefficients  | 0,1, , 4i i   are given by  0 1 5   ,  4 20i    for 
1~ 4i  , and  2 24 10sTc c   is the sound speed of the D2Q5 model (
2 2 2
sT i ix i iyi i
c e e    , 
see Ref. [42]). The effective thermal diffusivity e  can be written as  
2 0.5e sT T tc     . 
 
4. Numerical tests 
In this section, numerical simulations of several 2D convection problems in porous media are 
carried out to demonstrate the effectiveness of the present MRT-LB model. For different boundary 
conditions in the systems of  if  and  ig , the non-equilibrium extrapolation scheme [43] is 
adopted in this study. If needed, some other scheme [33] can also be adopted in the present MRT-LB 
model. Unless otherwise stated, we set 0 1  , 2   , =1J , =1 , and 1t x y      in all 
computations. The relaxation rates,  | 0 8is i   and  | 0 4i i   , are chosen as follows: 
0 3 5 1s s s   , 1 2 1.1s s  , 4 6 1.2s s  , 7 8 1s s   , 0 1  , 1 2 1 T    , and 
3 4 1.5   . For convection problems in porous media, the dimensionless relaxation times   and 
T  can be fully determined in terms of Pr , Ra  and Ma  [11, 44, 45], where sMa U c  is the 
Mach number ( U g TL   is the characteristic velocity). According to Ref. [11, 45], the 
dimensionless relaxation times for the flow field and temperature field can be determined as  
 
1
2 s t
MaJL Pr
Rac
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
  , 
 2
2
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2
s
T
sT
c
c Pr



  ,            (37) 
respectively. To comply with the stability criterion on e  and also the incompressible limit of the flow, 
the Mach number should be small (usually < 0.3Ma ). In this study, Ma  is set to be 0.1 in all 
simulations. 
4.1 Natural convection in a porous cavity 
Natural convection flow in a fluid-saturated porous cavity has been investigated extensively by 
many researchers using traditional numerical methods [3-5] and LB method [20, 21]. The geometry and 
boundary conditions are illustrated in Fig. 1. The horizontal walls are thermally isolated, while the left 
and right vertical walls are kept at constant but different temperatures hT  and cT , respectively 
( h cT T ). H  and L  are the height and width of the cavity (aspect ratio 1A H L  ), respectively. 
h cT T T    is the temperature difference (characteristic temperature), and  0 2h cT T T   is the 
reference temperature. According to Ref. [45], the average Nusselt number Nu  of the left (or right) 
vertical wall is defined as  
 
0
( ) /
L
Nu Nu y dy L  ,                  (38) 
where  
wall
( ) =Nu y L T x T     is the local Nusselt number. The five-point formula is employed to 
calculate the temperature gradient T x  .  
In this subsection, we first consider the case in which 1   and Da  tends to infinity with 
3 710 10Ra  . Simulations for 0.71Pr  , 0.9999  , and 810Da   with 3 710 10Ra   using 
the present MRT-LB model are performed. The grid sizes of 150 150  for 310Ra  , 410 , and 
250 250  for 510Ra  , 610 , 710 , are used in our simulations. The predicted average Nusselt 
numbers of the right vertical wall by the present MRT-LB model are listed in Table 1 and compared to 
the results from previous numerical studies [44-46]. As shown in Table 1, our results agree well with 
those of previous numerical studies. 
We now present the results for various values of Ra , Da , and  . In simulations, Pr  is set to 
be 1 , the grid sizes of 120 120 , 200 200 , and 250 250  are employed for 210Da  , 410 , 
and 610 , respectively. Fig. 2 illustrates the streamlines and isotherms for * = 100Ra  ( * =Ra RaDa ) 
and 0.6  . From Fig. 2 we can observe that, for the same *Ra , as Da  decreases, the velocity and 
thermal boundary layers near the hot (left) and cold (right) vertical walls become thinner. As Da  
increases to 210 , more convective mixing occurs inside the cavity, and the streamlines and isotherms 
are somewhat similar to those of the pure fluid cases. Those observed phenomena from the flow and 
temperature fields agree well with Refs. [5, 20]. To quantify the results, the average Nusselt numbers of 
the left vertical wall are calculated and listed in Table 2. The numerical results given by Nithiarasu et al. 
[5] using a finite element method and the numerical solutions obtained by Guo and Zhao [20] using a 
LBGK model are also listed in Table 2 for comparison. To sum up, our results agree well with the 
well-documented numerical results in previous studies. 
4.2 Thermal convection in a porous cavity with isothermally cooled walls and internal heat generation 
In this subsection, to test the applicability of the present MRT-LB model for convection flows in 
porous media with internal heat generation, we apply it to simulate thermal convection flow in a porous 
cavity with isothermally cooled walls in the presence of internal heat generation [47]. The geometry 
and boundary conditions are shown in Fig. 3. The four walls of the cavity ( 1A  ) are maintained at 
temperature cT . Q   is the internal heat source term, and the temperature difference T  is defined 
as 2
eT Q L   . In this test, the reference temperature 0 cT T , Pr  is set to be 7 , = 0Ra , and 
56.4 10IRa   . The dimensionless relaxation time   is determined by 
 0.5 s t IMaJL Pr c Ra   . A grid size of 120 120  is employed in simulations.  
Numerical simulations using the present MRT-LB model are carried out based on the 
Brinkman-extended Darcy model, i.e., 1  , 0F  . The streamlines and isotherms for different 
Da  are shown in Fig. 4. These plots are in good agreement with those reported in Ref. [47]. To 
quantify the comparisons, the maximum dimensionless stream function max  (normalized with 
L g TL ) and the maximum dimensionless temperature max  (  cT T T    ) are calculated and 
included in Table 3 together with the data of Ref. [47]. From Table 3 we can observe that, the 
maximum dimensionless stream function max  decreases as Da  decreases, but the maximum 
dimensionless temperature max  increases. As shown, our results are in excellent agreement with the 
solutions reported in the literature. 
4.3 Thermal convection in a porous cavity with internal heat generation  
In this subsection, we apply the present MRT-LB model to study thermal convection flow in a 
porous cavity in the presence of internal heat generation, which has been investigated in Ref. [6]. The 
computational domain and boundary conditions are the same as natural convection problem in porous 
media (see Fig. 1), but a volumetric internal heat source Q   is applied in the domain. In this test, Pr  
is fixed at 0.7 , and the grid sizes of 150 150  for 510Ra  , and 200 200  for 610Ra   are 
employed. 
The streamlines and isotherms for different IRa  with 
510Ra  , 0.4  , and 210Da   are 
shown in Fig. 5. At 310IRa  , an elliptic vortex appears in the cavity, and the heat transfer is 
dominated by convection due to the external sidewall-heating. As IRa  increases to 
710  (see Fig. 5c), 
two counter-rotating vortices appears in the cavity, and in the left part of the cavity, the isotherms curve 
in the opposite direction as compared with those in Figs. 5a and 5b.  
Fig. 6 illustrates the streamlines and isotherms for different IRa  with 
510Ra  , 0.4  , and 
410Da  . As Da  decreases to 
410 , the strength of the flow field reduces due to the low 
permeability of the porous media (compared with Fig. 5 for 210Da  ). At 310IRa  , the heat 
transfer in the cavity is still dominated by the external sidewall-heating, and a weak-convection 
structure can be observed from the isotherms. At 710IRa  , the flow field is governed by the 
internal-heating, and the heat transfer is dominated by convection due to internal-heating effect.  
Fig. 7 illustrates the streamlines and isotherms for different Da  with 
610Ra  , 710IRa  , and 
0.4  . For 10IRa Ra  , the intensity of the internal-heating is much stronger than the external 
sidewall-heating, and the heat transfer from hot wall to the interior area has been suppressed by heat 
transfer from interior area to the hot wall. Furthermore, in the internal-heating dominated cases, as Da  
decreases, the maximum dimensionless temperature max  increases. These observations from Figs. 5-7 
agree well with those reported in Ref. [6]. 
To quantify the results, the maximum dimensionless temperature max  and the average Nusselt 
numbers of the hot wall are measured and included in Table 4. The numerical results of Ref. [6] using a 
finite element method are also included in Table 4 for comparison. From Table 4 we can see that, the 
present results are in quantitative agreement with those reported in Ref. [6]. 
 
5. Conclusions 
In this paper, a MRT-LB model has been proposed for simulating incompressible thermal flows in 
porous media at the REV scale. The proposed MRT-LB model is constructed based on the MRT and 
DDF frameworks. The MRT-LB model consists of two MRT-LB equations: an incompressible D2Q9 
MRT-LB equation is employed to solve the flow field, while a D2Q5 MRT-LB equation with a source 
term is used to solve the temperature field. The key point of the present MRT-LB model is that the 
effect of the porous media is incorporated into the MRT-LB model via introducing the porosity into the 
equilibrium moments and adding a forcing term, which accounts for the linear and nonlinear drag 
forces of the solid matrix, to the MRT-LB equation of the flow field in the moment space. 
Numerical simulations of several 2D convection problems, including natural convection in a 
porous cavity, thermal convection in a porous cavity with isothermally cooled walls and internal heat 
generation, and thermal convection in a porous cavity with internal heat generation, have been 
performed to validate the proposed MRT-LB model. The results predicted by the present MRT-LB 
model agree well quantitatively with those reported in the literature. 
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Appendix: Chapman-Enskog analysis  
The Chapman-Enskog analysis is employed to derive the macroscopic equation from the present 
D2Q5 MRT-LB equation. To this end, the following multiscale expansions in time and space are 
introduced [8, 39]: 
  
0 (1) 2 (2)
i i i ig g g g    ,                         (A1a)  
 2
1 2t t t
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 
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,                       (A1b) 
  1  , 1  , 1Q Q  ,                      (A1c) 
where  is an expansion parameter.  
Expanding  ,k t n tt  g x e  in Eq. (25) as a Taylor series about kx  and nt , and substituting 
Eq. (A1) into the resulting equation, then multiplying by the transformation matrix N , we can derive 
the following equations (in the moment space) in  as 
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Writing out the equations of Eq. (A2b), we obtain 
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The zeroth-order conserved moment of Eq. (A2c) is 
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According to Eqs. (A3b) and (A3c), we have  
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For incompressible flows,  
1t x
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u T   in Eq. (A5) can be neglected [20], then Eq. 
(A5) can be written as  
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Substituting Eq. (A6) into Eq. (A5), then combining the resulting equation with Eq. (A3a) at the 1t  
and 2t  time scales, we get 
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Assuming that   does not change with space and time, in the incompressible limit = 0u , we 
obtain the following macroscopic equation 
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with t  and 1 2 1 T    , e  is the effective thermal diffusivity and given by 
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Fig. 1. Geometry and boundary conditions of example 1. 
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Fig. 1. Geometry and boundary conditions of example 1. 
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(a) 210Da  , 410Ra   
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(a) 410Da  , 610Ra   
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(a) 610Da  , 810Ra   
Fig. 2. Streamlines (left), and isotherms (right) for 0.4   and 1Pr  . 
 
 
  
 
 
 
 
 
 
 
Fig. 3. Geometry and boundary conditions of example 2. 
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(a) Da   
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(b) 210Da   
2E-05
6E-05
0.0001
-2E-05
-6E-05
-0.0001
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
0.014
0.028
0.042
0.056
0.07
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
 
(c) 410Da   
Fig. 4. Streamlines (left), and isotherms (right) for = 0Ra , 5= 6.4 10IRa  , 1  , 0F  , 
and 7Pr  . 
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(a) 310IRa   
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(b) 510IRa   
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(c) 710IRa   
Fig. 5. Streamlines (left), and isotherms (right) for 510Ra  , 0.4  , and 210Da  . 
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(b) 510IRa   
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(c) 710IRa   
Fig. 6. Streamlines (left), and isotherms (right) for 510Ra  , 0.4  , and 410Da  . 
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(a) 210Da   
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(b) 410Da   
0.03
0.01
-0
.0
1
-0
.0
5
-0
.0
9
-0
.1
3
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
0.6 1 1.2 1.2 1 0.6 0
.2
-0
.2
1.3
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
 
(c) 610Da   
Fig. 7. Streamlines (left), and isotherms (right) for 610Ra  , 710IRa  , and 0.4  . 
 
  
 
 
 
 
 
 
 
 
 
 
Table Captions 
Table 1 Comparisons of the average Nusselt numbers ( 0.9999  , 0IRa  , 
810Da  , 0.71Pr  ). 
Table 2 Comparisons of the average Nusselt numbers for moderate   and Da  ( 1.0Pr  , 0IRa  ). 
Table 3 Comparisons of the present results for max  and max  with those reported in Ref. [47] 
( = 0Ra , 5= 6.4 10IRa  , 1  , 0F  , 7Pr  ). 
Table 4 Comparisons of the present results for Nu  and max  with those reported in Ref. [6] 
( 0.7Pr  ). 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
Table 1 Comparisons of the average Nusselt numbers ( 0.9999  , 0IRa  , 
810Da  , 
0.71Pr  ). 
Ra  Ref. [44] Ref. [45] Ref. [46] Present 
103 1.121 1.1169 - 1.1160 
104 2.286 2.2452 2.2448 2.2447 
105 4.546 4.5219 4.5216 4.5197 
106 8.652 8.7926 8.8251 8.7881 
107 16.79 - - 16.4386 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
Table 2 Comparisons of the average Nusselt numbers for moderate   and Da  
( 1.0Pr  , 0IRa  ). 
 
Da  
 
Ra  
0.4   0.6   
Ref. [5] Ref. [20] Present Ref. [5] Ref. [20] Present 
210  310  1.010 1.008 1.007 1.015 1.012 1.012 
 410  1.408 1.367 1.362 1.530 1.499 1.494 
 510  2.983 2.998 3.009 3.555 3.422 3.460 
410  510  1.067 1.066 1.067 1.071 1.068 1.069 
 610  2.550 2.603 2.630 2.725 2.703 2.733 
 710  7.810 7.788 7.808 8.183 8.419 8.457 
610  710  1.079 1.077 1.085 1.079 1.077 1.089 
 
 
810  2.970 2.955 2.949 2.997 2.962 2.957 
 910  11.460 11.395 11.610 11.790 11.594 12.092 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
Table 3 Comparisons of the present results for max  and max  with those reported in Ref. [47] 
( = 0Ra , 5= 6.4 10IRa  , 1  , 0F  , 7Pr  ). 
Da
 
 Ref. [47] Present 
  max  
32.91 10  32.86 10  
 max  
24.75 10  24.79 10  
210  max  
32.21 10  32.17 10  
 max  
25.22 10  25.26 10  
410  max  
41.10 10  41.06 10  
 max  
27.35 10  27.34 10  
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
Table 4 Comparisons of the present results for Nu  and max  with those reported in Ref. [6] 
( 0.7Pr  , 0.4  ). 
 
 
Ra  
 
 
IRa  
 
 
 
Da  , 1  210Da   410Da   
610Da   
Nu  max  Nu  max  Nu  max  Nu  max  
105 103 Ref. [6] 4.505 0.5 2.884 0.5 1.058 0.5 0.995 0.5 
  Present 4.538 0.5 2.903 0.5 1.061 0.5 0.995 0.5 
 105 Ref. [6] 4.021 0.5 2.401 0.5 0.571 0.5 0.506 0.5 
  Present 4.057 0.5 2.421 0.5 0.575 0.5 0.506 0.5 
 107 Ref. [6] -42.45 5.54 -44.08 7.30 -46.37 10.86 -48.35 12.63 
  Present -41.35 5.52 -43.41 7.23 -45.08 10.76 -48.31 13.27 
106 107 Ref. [6] 4.129 0.66 1.242 0.81 -1.789 1.01 -3.93 1.32 
  Present 4.254 0.65 1.296 0.80 -1.728 1.05 -3.926 1.32 
 
