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C∗-DYNAMICAL SYSTEMS OF SOLVABLE LIE GROUPS
INGRID BELTIT¸A˘ AND DANIEL BELTIT¸A˘
Abstract. In this paper we develop a groupoid approach to some basic topo-
logical properties of dual spaces of solvable Lie groups using suitable dynamical
systems related to the coadjoint action. One of our main results is that the
coadjoint dynamical system of any exponential solvable Lie group is a piece-
wise pullback of group bundles. Our dynamical system approach to solvable
Lie groups also allows us to construct some new examples of connected solv-
able Lie groups whose C∗-algebras admit faithful irreducible representations.
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1. Introduction
We initiate an approach to representation theory of solvable Lie groups that is
based on the systematic use of groupoid C∗-algebras associated to the coadjoint
transformation groups. Our main achievements in this sense are
1. a framework in which some transformation groups, including among others the
coadjoint transformation groups of exponential solvable Lie groups, are piecewise
pullbacks of group bundles (Theorem 5.4, Corollary 5.6);
2. a method to construct new examples of connected solvable Lie groups of type I
whose C∗-algebras are primitive, that is, admit faithful irreducible representations
(Theorem 6.3, Example 6.8).
To put the aforementioned results into perspective, we recall that if G is an
exponential Lie group, that is, a Lie group whose exponential map expG : g→ G is
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bijective, then G is a solvable Lie group. It is also known that there exists a canon-
ical homeomorphism from the space of coadjoint orbits g∗/G onto the dual space
Ĝ, which consists of the equivalence classes of unitary irreducible representations
of G (see [LeLu94]). The dynamical system (G, g∗,Ad∗G) defined by the coadjoint
action Ad∗G : G×g
∗ → g∗ holds a key role in this picture by means of its orbit space
g∗/G, and the topological properties of the orbits encode certain properties of their
corresponding representations of G. Thus, a coadjoint orbit is closed if and only if
its corresponding unitary irreducible representation of G is CCR, that is, the cor-
responding image of C∗(G) is equal to the C∗-algebra of compact operators on the
representation space. See also [BB16a] for the significance of open coadjoint orbits,
whose corresponding irreducible representations must be regarded as the discrete se-
ries of G and are square integrable cf., [Dix64, 18.9.1]. We prove that none of these
discrete series representations could be faithful on C∗(G) (Proposition 6.1), and
this raises the interesting problem of describing the connected solvable Lie groups
whose C∗-algebras do admit faithful irreducible representations. This problem is
a major motivation of the present paper, as explained in Section 6, because the
analogous primitivity problem for other algebraic structures was already solved, for
instance for universal enveloping algebras [Oo74], for C∗-algebras of e´tale groupoids
[BCFS14], and for discrete groups [Mu03], [Om14]. On the other hand, examples
of solvable Lie groups with unique open coadjoint orbits were given in [Ko12], and
we relate them to solvable Lie groups with primitive C∗-algebras.
Another theme of the present paper is to contribute to the above discussion, by
exploring some properties of locally closed Hausdorff subsets Γ ⊆ g∗/G which are
related to dynamical systems, in the sense of transformation groups. Specifically,
if q : g∗ → g∗/G denotes the quotient map, then Ξ := q−1(Γ) ⊆ g∗ is a G-invariant
locally compact Hausdorff space. One can consider the corresponding dynamical
system (G,Ξ,Ad∗G|G×Ξ), whose orbit space is Hausdorff. We develop some abstract
tools that allow us to study the C∗-algebra of that dynamical system and its relation
to topological properties of the coadjoint orbits contained in Γ. See Corollary 4.19
where we establish conditions ensuring that a transformation group is isomorphic
to a groupoid pullback of a group bundle of its isotropy groups. This property
implies some nice properties of the C∗-algebra of that transformation group, that
however could also be obtained using the theory of crossed products from [Wi07,
Ch. 8].
Our perspective is that the natural framework to which the above themes belong
is the theory of C∗-algebras of second countable, locally compact groupoids with
left Haar systems, and therefore we establish our main results on that level of
generality.
All groupoids are pullbacks of group bundles. Before proceeding with the
description of the structure of the present paper, it is worthwhile to briefly dis-
cuss here, on a purely algebraic level, the method of our investigation. This may
also at least in part explain the role of bundles of coadjoint isotropy groups in
representation theory of exponential solvable Lie groups.
Let G be any groupoid, viewed as a discrete topological space, with its do-
main/range maps d, r : G → G(0) and the quotient map q : G(0) → G(0)/G onto its
set of orbits. Assume that we have fixed a map γ : G(0)/G → G(0) with q ◦ γ = id,
that is, γ is a cross-section of q. Denote Ξ := γ(G(0)/G) ⊆ G(0), and fix another
C∗-DYNAMICAL SYSTEMS 3
map σ : G(0) → G with d ◦ σ = id and r ◦ σ = γ ◦ q. The set Ξ intersects every
G-orbit at exactly one point.
Then define the bundle of isotropy groups Γ :=
⊔
x∈Ξ
G(x), and let Π: Γ→ Ξ be the
canonical projection with Π−1(x) = G(x) for all x ∈ Ξ. Define θ := γ ◦ q : G(0) → Ξ
and the pullback of Π by θ
θ
↓↓
(Π) := {(x, h, y) ∈ G(0) × Γ× G(0) | θ(x) = Π(h) = θ(y)}.
The projections on the first and third coordinates, regarded as domain/range maps,
define a groupoid θ
↓↓
(Π)⇒ G(0) and it is straightforward to check that the map
Φ: G → θ
↓↓
(Π), Φ(g) := (r(g), σ(r(g))gσ(d(g))−1 , d(g)) (1.1)
is a groupoid isomorphism, with its inverse
Φ−1 : θ
↓↓
(Π)→ G, Φ−1(x, h, y) = σ(y)−1hσ(x) (1.2)
(see [MRW87] and [Bu03] for the special case of transitive groupoids). In this way
every groupoid is (noncanonically) isomorphic to the pullback of the group bundle
obtained as the restriction of its isotropy subgroupoid to any cross-section of its
space of orbits. In particular, when viewed as discrete groupoids, all transformation
groups are pullbacks of group bundles.
Structure of this paper. Some of our main results (Theorem 5.4 and its corol-
laries) give versions of the above italicized statement for some linear dynamical
systems, including the coadjoint action of any exponential solvable Lie group. The
key points in the proofs of these results are the conditions which ensure that the
above cross-sections γ and σ can be constructed satisfying appropriate topological
conditions. These topological conditions should be strong enough for obtaining
information on the C∗-algebra of the considered dynamical systems, in the sense
that the corresponding C∗-algebra turns out to be piecewise Morita equivalent to
C∗-algebras of group bundles as above. Along the way we found it useful to include
a detailed presentation of some facts on locally compact groupoids, that may hold
an independent interest. Some of these facts are already known (see for instance
Theorem 4.6), while some others (as Proposition 3.7, or Proposition 2.5) we were
unable to locate in the literature. From the present perspective, the significance of
these facts is that they belong to a framework in which transformation groups are
obtained from group bundles by a procedure that preserves the Morita-equivalence
class of their C∗-algebras. Therefore the bulk of this paper (Sections 2–4) is de-
voted to establishing the topological framework in which the pullback operation
works suitably. Then Section 5 contains some of our main results (Theorem 5.4,
Corollary 5.6). Specific examples of solvable Lie groups, including groups whose
C∗-algebras are primitive (Theorem 6.3, Example 6.8), are then discussed in Sec-
tion 6.
2. Preliminaries on groupoids
2.1. Basic notation. Throughout the paper, unless otherwise mentioned, G is a
second countable locally compact Hausdorff groupoid with its space of objects
G(0), space of morphisms G, and its domain/range maps d, r : G → G(0). We usually
summarize this setting by the symbol G ⇒ G(0). For short we say that G is a locally
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compact groupoid. Hence one has a category whose objects constitute the set
G(0), all morphisms are invertible and constitute the set G, and the set of composable
pairs of morphisms is defined by G(2) := {(g, h) ∈ G×G | d(g) = r(h)}; the sets G(0)
and G are endowed with second countable locally compact topologies for which the
structural maps (domain, range, inversion of morphisms ι : G → G, and composition
of morphisms G(2) → G) are continuous. Moreover, we assume that the canonical
inclusion map G(0) →֒ G, which maps every object to its identity morphism, is a
homeomorphism onto its image, and the domain map d is open (hence so is the
range map r = d ◦ ι).
For any point x ∈ G(0), its isotropy group is G(x) := {g ∈ G | d(g) = r(g) = x}
and its G-orbit is G · x := {r(g) | g ∈ G, d(g) = x} = r(Gx), where Gx := d
−1(x).
The set of all G-orbits is denoted by G(0)/G. If there exists only one orbit then G
is called a transitive groupoid. If G(x) = {1} for all x ∈ G(0), then G is called a
principal groupoid. A principal transitive groupoid is called a pair groupoid.
A subset A ⊆ G(0) is said to be G-invariant if for every x ∈ A one has G ·x ⊆ A.
If moreover G(x) = {1} for all x ∈ A, then A is called a principal (invariant) set.
Now assume that in addition G is endowed with a left Haar system, that is, a
family λ = {λx}x∈G(0) where λ
x is a Radon measure supported on Gx := r−1(x) ⊆ G
for every x ∈ G(0), satisfying the continuity condition that the function G(0) ∋ x 7→
λ(ϕ) :=
∫
ϕdλx ∈ C is continuous and the invariance condition
∫
ϕ(gh)dλd(g)(h) =∫
ϕ(h)dλr(g)(h) for all g ∈ G and ϕ ∈ Cc(G).
Then one can define a convolution on the space Cc(G) by the formula
(ϕ1 ∗ ϕ2)(g) :=
∫
Gr(g)
ϕ1(h)ϕ2(h
−1g)dλr(g)(h) for g ∈ G and ϕ1, ϕ2 ∈ Cc(G).
This makes Cc(G) into an associative ∗-algebra with the involution defined by
ϕ∗(g) := ϕ(g−1) for all g ∈ G and ϕ ∈ Cc(G). There also exists a natural alge-
bra norm on Cc(G) defined by
‖f‖I := max
{
sup
x∈G(0)
∫
|ϕ|dλx, sup
x∈G(0)
∫
|ϕ∗|dλx
}
.
Then C∗(G) is defined as the completion of Cc(G) with respect to the norm
‖ϕ‖ := sup
pi
‖π(ϕ)‖
where π ranges over all bounded ∗-representations of Cc(G). One can similarly
define the reduced C∗-algebra C∗red(G) by restricting the above supremum to the
family of regular representations {Λx | x ∈ G(0)}, where we define
(∀x ∈ G(0)) Λx : Cc(G)→ B(L
2(G, λx)), Λx(ϕ)ψ := ϕ ∗ ψ,
where λx is the pushforward of λ
x under the inversion map on G. There is a
canonical surjective ∗-homomorphism C∗(G) → C∗red(G), and if it is also injective
then the groupoid G is called metrically amenable.
Remark 2.1. Any locally closed subset (i.e., a difference of two open subsets)
of a locally compact space is in turn locally compact with its relative topology.
Then any G-invariant locally closed subset A ⊆ G(0) gives rise to a locally compact
groupoid GA, its corresponding reduced groupoid, with its set of objects A and its
set of morphisms GA := d
−1(A). We note that GA = d
−1(A) ∩ r−1(A) = {g ∈ G |
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d(g) ∈ A, r(g) ∈ A} since A was assumed to be G-invariant. Then GA has a left Haar
system λA obtained by restricting the Haar system λ of G to GA, since the Tietze
extension theorem implies that every function in Cc(GA) extends to a function in
Cc(G), using the fact that GA is a locally closed subset of G. In particular, we can
construct the corresponding C∗-algebra C∗(GA) and reduced C
∗-algebra C∗red(GA).
If the above subset subset A ⊆ G(0) is closed, then the subset GA ⊆ G is also
closed. Thus the restriction map Cc(G) → Cc(GA) is well defined, and it ex-
tends by continuity both to a ∗-homomorphism RA : C∗(G) → C∗(GA) and to a
∗-homomorphism of the reduced C∗-algebras (RA)red : C∗red(G) → C
∗
red(GA) which
are related by the commutative diagram
C∗(G)
RA−−−−→ C∗(GA)y y
C∗red(G)
(RA)red
−−−−−→ C∗red(GA)
(2.1)
where the vertical arrows are the natural quotient homomorphisms.
For later use, we record the following basic facts on reductions of a groupoid to
open or closed invariant subsets of the space of units.
Proposition 2.2. If G is any locally compact groupoid with a left Haar system,
then the following assertions hold:
(i) There exists a bijective correspondence U ←→ I(U) between G-invariant open
subsets U ⊆ G(0) and some closed two-sided ideals of C∗(G) such that for
every U with its complement F := G(0) \ U one has a short exact sequence
0→ I(U)→ C∗(G)
RF−→C∗(GF )→ 0
and a natural ∗-isomorphism I(U) ≃ C∗(GU ).
(ii) For every U and F as above one has the short exact sequence of multiplier
algebras
0→ KerR∗∗F →M(C
∗(G))
R∗∗F−→M(C∗(GF ))→ 0.
(iii) If U and F as above have the additional property that the canonical quotient
map C∗(GF ) → C∗red(GF ) is an isomorphism, then one has the short exact
sequence of reduced C∗-algebras
0→ C∗red(GU )→ C
∗
red(G)
(RF )red
−−−−−→C∗red(GF )→ 0.
Proof. The first assertion is well known, see for instance [MRW96, Lemma 2.1].
For the second assertion first recall from [We93, Subsect. 1.5 and Rem. 2.2.3]
that if A is any C∗-algebra, then its multiplier algebra can be identified as a C∗-
subalgebra of the universal enveloping von Neumann algebra A∗∗ as M(A) = {a ∈
A∗∗ | aA + Aa ⊆ A}. Then the conclusion follows by [We93, Th. 2.3.9], which
says that if A1 → A2 → 0 is an exact sequence of σ-unital C∗-algebras, then
the corresponding sequence of multiplier algebras M(A1) → M(A2) → 0 is also
exact, and every separable C∗-algebra is σ-unital. In particular, this is the case for
C∗red(G), which is separable as a quotient of the separable C
∗-algebra C∗(G).
The third assertion was noted in [Re91, Rem. 4.1]. 
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Remark 2.3. Let G be a locally compact groupoid with a Haar system. Fix any
x ∈ G(0) for which the corresponding G-orbit U := G · x ⊆ G(0) is a locally closed
set. Then there exist a positive measure µ on U and a ∗-isomorphism C∗(GU ) ≃
C∗(G(x)) ⊗K(L2(U, µ)). (See [MRW87, Th. 3.1] and [Bu03, Th. 7].)
Now we can draw the following corollary of Proposition 2.2.
Corollary 2.4. If G is a locally compact groupoid with a left Haar system for which
there exists an open principal orbit U ⊆ G(0), then there exists a positive measure µ
on U such that C∗(G) has a closed ideal isomorphic to K(L2(U, µ)) and there exists
a short exact sequence
0→ K(L2(U, µ))→ C∗(G)
RY−→C∗(GF )→ 0
where F = G(0) \ U .
Proof. We first note that the hypothesis that U is a principal orbit is equivalent to
the fact that GU is a pair groupoid, and in particular G(x) = {1} for any x ∈ U .
Then Remark 2.3 implies C∗(GU ) ≃ K(L2(U, µ)) for a suitable measure µ on U .
Now the conclusion follows by Proposition 2.2(i). 
2.2. Open dense orbits. We now note a property of the ideals I(U) from Propo-
sition 2.2. This is a very special instance of [CAR13, Th. 6.1], with a stronger
conclusion. Our result is also closely related to the interesting characterization of
e´tale groupoids having a simple C∗-algebra, given in [BCFS14, Th. 5.1]. Here we
denote by K the C∗-algebra of compact operators on a suitable separable complex
Hilbert space.
Proposition 2.5. Let G ⇒ G(0) be any locally compact groupoid, which has a Haar
system, and whose orbits are locally closed. Then C∗(G) ≃ K if and only if G is a
pair groupoid.
Proof. If G is a pair groupoid, then clearly C∗(G) ≃ K by Remark 2.3.
Assume now that C∗(G) ≃ K. We first prove that G is transitive. The orbit
space G(0)/G is a T0 space by [Ra90, Th. 2.1((4) ⇔ (5))]. If there exist two
distinct points O1 and O2 in G(0)/G, then by the T0 property, we may assume
that there is an open neighbourhood V ⊂ G(0)/G of O1 with O2 6∈ V . Denote
by q : G(0) → G(0)/G the quotient map. Then U = q−1(V ) is a non-empty open
subset on G(0), different from G(0), and G-invariant. It follows, by the bijective
correspondence in Proposition 2.2 (i), that I(U) is a nontrivial closed ideal of C∗(G).
This is impossible since C∗(G) ≃ K. Therefore G is transitive.
By Remark 2.3 we have now that, for any x ∈ G(0), C∗(G) ≃ C∗(G(x)) ⊗
K. If G(x) 6= {1}, then by the Gelfand-Raikov Theorem there is an irreducible
representation π of G(x) different from the trivial representation τ . Thus π ⊗ id
and τ ⊗ id are two non-equivalent irreducible representations of C∗(G(x)) ⊗ K,
which is a contradiction with the assumption C∗(G) ≃ K. Hence we must have
G(x) = {1}, and this finishes the proof. 
Lemma 2.6. If G ⇒ G(0) is any locally compact groupoid with a left Haar system.
Assume that for x0 ∈ G(0) the regular representation Λx0 : C
∗(G) → L(L2(Gx0)) is
injective. Then the G-orbit of x0 is dense in G
(0).
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Proof. We will actually prove a stronger fact, namely that if the regular representa-
tion Λx0 |Cc(G) is injective, then the orbit G·x0 is dense in G
(0). To this end we assume
that there exists an open nonempty set U ⊆ G(0) with U ∩ G · x0 = ∅, and we will
show that this leads to a contradiction. Specifically, since U is open and nonempty,
then V := r−1(U) (⊇ U) is an open nonempty subset of G. Since G is locally com-
pact, it then easily follows by Urysohn’s lemma that there exists ϕ ∈ Cc(G) \ {0}
with suppϕ ⊆ V . In particular, ϕ(k) = 0 if k ∈ G \V = r−1(G(0) \U) ⊇ r−1(G ·x0).
Then for every ψ ∈ Cc(Gx0) and g ∈ Gx0 we have
(Λx0(ϕ)ψ)(g) =
∫
Gx0
ϕ(h)ψ(h−1g)dh = 0
because here we have r(h) = r(g) ∈ r(Gx0 ) = G·x0, hence ϕ(h) = 0. Since Cc(Gx0) is
dense in L2(Gx0), it then follows ϕ ∈ Ker (Λx0 |Cc(G)) \ {0}, which is a contradiction
with our assumption. 
Proposition 2.7. Let G ⇒ G(0) be any locally compact groupoid with a left Haar
system. If U ⊆ G(0) is any open G-invariant set and x0 ∈ U , then the following
assertions hold:
(i) For every x ∈ G(0) \ U the ideal C∗(GU ) of C∗(G) is contained in the kernel
of the regular representation Λx : C
∗(G) → L(L2(Gx)), and similarly, for the
reduced C∗-algebras, the ideal C∗red(GU ) of C
∗
red(G) is contained in the kernel
of the regular representation Λx : C
∗
red(G)→ L(L
2(Gx)).
(ii) If U is an orbit of G, then the regular representation Λx0 is faithful if and only
if U is dense in G(0).
Proof. Assertion (i) directly follows as a byproduct of the proof of Lemma 2.6,
where we actually checked that if U ∩ G · x0 = ∅ and suppϕ ⊆ r−1(U) = ∅ then
ϕ ∈ KerΛx0 .
For Assertion (ii), first note that since GU is transitive and x0 ∈ U , it follows
that U = G.x0. Now, if the representation Λx0 is faithful, then the set U is dense
again as a consequence of Lemma 2.6. Conversely, assume that U is dense in
M . Since the topology of U is second countable, we may select any sequence
of points x1, x2, · · · ∈ U which is dense in U . The corresponding infinite convex
combination of Dirac measures ν :=
∑
n≥1
1
2n δxn is a measure on G
(0) with dense
support, hence by [KS02, Cor. 2.4] the representation Indν :=
∫
G(0)
⊕
Λxdν(x) of
C∗red(G) is faithful. But for every n ≥ 1 the representation Λxn is unitarily equivalent
to Λx0 because xn ∈ U = G.x0, hence it follows that KerΛx0 = Ker (Indν) = {0},
and this completes the proof. 
3. Group bundles
In this section we study group bundles, a special type of groupoids that will turn
out to play an important role in our investigation of transformation groups in the
next section (see for instance Corollary 4.19).
Definition 3.1. A group bundle is a locally compact groupoid whose range and
domain maps are equal.
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Remark 3.2. We recall that by definition the range and domain maps of any locally
compact groupoid are assumed to be open maps. Then, as a direct consequence of
[Re91, Lemma 1.3], any group bundle has a left Haar system.
We record the following result for further reference although it is known and can
be traced back to [Gl62, Lemma 1.1A].
Lemma 3.3. Let p : T → S be a group bundle with a fixed Haar system and denote
Ts := p−1(s) for every s ∈ S. The following assertions hold:
(i) The C∗-algebra C∗(T ) is a C0(S)-algebra and is C0(S)-linearly ∗-isomorphic
to the algebra of sections of an upper semicontinuous C∗-bundle over S whose
fiber over any s ∈ S is C∗(Ts).
(ii) One has a partition into closed subsets Ĉ∗(T ) =
⊔
s∈S
Ĉ∗(Ts) and there is a
continuous map π : Ĉ∗(T )→ S with π−1(s) = Ĉ∗(Ts) for every s ∈ S.
Proof. For Assertion (i), we need to construct a nondegenerate ∗-morphism Φ from
C0(S) into the center ZM(C∗(T )) of the multiplier algebra M(C∗(T )) of C∗(T )
(see [Wi07, Def. C.1]). Here we regardM(C∗(T )) as the C∗-algebra of adjointable
operators on C∗(T ) viewed as a right Hilbert module over itself with the scalar
multiplication and inner product defined by ϕ · ψ := ϕ ∗ ψ and 〈ϕ, ψ〉 := ϕ∗ ∗ ψ.
For all ϕ, ψ ∈ Cc(T ) their product in C∗(T ) is the function ϕ ∗ ψ ∈ Cc(T ) given by
(ϕ ∗ ψ)(g) =
∫
Ts
ϕ(h)ψ(h−1g)dλs(h) for g ∈ Ts and s ∈ S.
Let f ∈ C0(S) be arbitrary and define Φ0(f) : Cc(T )→ Cc(T ), Φ0(f)ϕ := (f ◦ p) ·ϕ.
It is straightforward to check that
〈Φ0(f)ϕ, ψ〉 = 〈ϕ,Φ0(f¯)ψ〉 and Φ0(f)ϕ ∗ ψ = ϕ ∗ Φ0(f)ψ = Φ0(f)(ϕ ∗ ψ)
which imply at once that 〈Φ0(f)ϕ,Φ0(f)ϕ〉 ≤ ‖f‖2∞〈ϕ, ϕ〉, hence Φ0(f) extends to
a bounded linear operator Φ(f) : C∗(T ) → C∗(T ). Moreover Φ(f) ∈ ZM(C∗(T ))
by [Wi07, Lemma 8.3]. One thus obtains a ∗-morphism Φ: C0(S) → ZM(C
∗(T )),
and it is easily seen that the set {Φ0(f)ϕ | f ∈ C0(S), ϕ ∈ C0(T )} is dense in
C∗(T ). Hence the morphism Φ is nondegenerate, and it thus defines a C0(S)-algebra
structure on C∗(T ). The second part of the assertion then follows by [Wi07, Th.
C.26]. Assertion (ii) follows by [Wi07, Prop. C.5]. 
Lemma 3.4. Let p : T → S be any group bundle and θ : Ξ→ S be any continuous
map, and define θ∗(T ) := {(ξ, t) ∈ Ξ × T | θ(ξ) = p(t)} ⊆ Ξ × T with its relative
topology. Then q : θ∗(T ) → Ξ, (ξ, t) 7→ ξ, has the canonical structure of a group
bundle.
Proof. It is clear that the fibers of q : θ∗(T )⇒ Ξ are locally compact groups, hence
it remains to check that q is an open map. To this end, for arbitrary open subsets
V ⊆ Ξ andW ⊆ T with (V ×W )∩θ∗(p) 6= ∅, we must prove that q((V ×W )∩θ∗(p))
is an open subset of Ξ. One has
q((V ×W ) ∩ θ∗(p)) = {ξ ∈ Ξ | (∃t ∈ W ) θ(ξ) = p(t)} = θ−1(p(W ))
and this is an open subset of Ξ since θ is continuous and p is an open map. 
C∗-DYNAMICAL SYSTEMS 9
A strong group bundle is a group bundle s : T → S with a fixed Haar system
(see Remark 3.2) for which C∗(T ) is C0(S)-linearly ∗-isomorphic to the C∗-algebra
of sections of a continuous C∗-bundle q : E → S. We note that by Lemma 3.3(i)
there always exists such an upper semicontinuous C∗-bundle.
Lemma 3.5. In the setting of Lemma 3.4, the following assertions hold:
(i) (a) If p is a strong group bundle, then for every ψ ∈ Cc(T ) the function
ψ˜ : S → [0,∞), ψ˜(s) := ‖ψ|Ts‖C∗(Ts) is continuous.
(b) Conversely, if there is a ∗-subalgebra F of the convolution algebra Cc(T )
such that for every ψ ∈ F its corresponding function ψ˜ : S → [0,∞) is
continuous, and for every s ∈ S the set {ψ|Ts | ψ ∈ F} is dense in
C∗(Ts), then p : T → S is a strong group bundle.
(ii) If p : T → S is a strong group bundle, then also q : θ∗(T )→ Ξ is a strong group
bundle and one has C0(Ξ) ⊗C0(S) C
∗(T ) ≃ C∗(θ∗(T )) via a C0(Ξ)-linear iso-
metric ∗-isomorphism induced by the bilinear map Cc(Ξ)×Cc(T )→ Cc(θ
∗(T )),
(f, ψ) 7→ (f ⊗ ψ)|θ∗(T ).
Proof. Let E := {C∗(Ts)}s∈S be the upper semicontinuous C∗-bundle whose C∗-
algebra of global sections Γ0(E) is canonically isomorphic to the groupoid C
∗-
algebra C∗(T ).
For every ψ ∈ C(T ), its corresponding map s 7→ ψ|Ts ∈ C
∗(Ts) is a global
cross-section of E, hence both parts (i)–(ii) of Assertion (i) follow by Fell’s theorem
[Wi07, Th. C.25].
For Assertion (ii), assume that p : T → S is a strong group bundle, hence
q : θ∗(T ) → Ξ is a group bundle by Lemma 3.4. Then we note that the prop-
erty that q be a strong bundle is a local property with respect to the points in Ξ.
Therefore, restricting q to compact subsets of Ξ with nonempty interior, we may
assume that Ξ is compact.
Then let ψ ∈ Cc(T ) arbitrary, and define 1⊗ψ : θ∗(T )→ C, (1⊗ψ)(ξ, t) = ψ(t)
for all (ξ, t) ∈ θ∗(T ). It is clear that 1⊗ ψ ∈ C(θ∗(T )). We now check that the set
F := span{1⊗ψ | ψ ∈ Cc(T )} satisfies the hypothesis of Assertion (ii) for the group
bundle q : θ∗(T )→ Ξ. If ψ1, ψ2 ∈ Cc(T ), then (1⊗ ψ1) ∗ (1⊗ ψ2) = 1⊗ (ψ1 ∗ ψ2).
One also easily checks that (1 ⊗ ψ)∗ = 1 ⊗ ψ∗, and it then follows that F is a
∗-subalgebra of the convolution algebra Cc(θ
∗(T )).
For every ξ ∈ Ξ one has (1 ⊗ ψ)|(θ∗(T ))ξ = ψ|Tθ(ξ) ∈ Cc(Tθ(ξ)), which im-
plies at once that {(1 ⊗ ψ)|(θ∗(T ))ξ | ψ ∈ C(T )} contains Cc(Tθ(ξ)), hence is
dense in C∗(Tθ(ξ)) = C
∗((θ∗(T ))ξ). Also, one has ‖(1 ⊗ ψ)|(θ∗(T ))ξ‖C∗((θ∗(T ))ξ) =
‖ψ|Tθ(ξ)‖C∗(Tθ(ξ)), which depends continuously on ξ ∈ Ξ since θ : Ξ→ S is continu-
ous by hypothesis and s 7→ ‖ψ|Ts‖C∗(Ts) is continuous by Assertion (ia).
Thus the group bundle q : θ∗(T ) → Ξ satisfies the hypothesis of Assertion (ib),
and then q is a strong group bundle. Finally, the ∗-isomorphism from the statement
follows by [RWi85, Prop. 1.3], and we are done. 
Now we show that to every locally compact group there corresponds a group
bundle whose fibers are the closed subgroups of the group under consideration. We
establish in Proposition 3.7 a lesser known aspect of this construction that goes
back to [Fe64] and is a version of the construction of the tautological vector bundle
over the Grassmann manifold of subspaces of a vector space. It is remarkable
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that the well known universality property of the tautological vector bundle has
an analogue for the group bundles associated to locally compact groups and this
idea plays a central role in the investigation of transformation groups in terms of
their isotropy groups (see particularly Corollary 4.19). Specifically, for any locally
compact group G one defines
• K(G) := {K | K closed subgroup ⊆ G}
• T (G) := {(K, g) ∈ K(G) ×G | g ∈ K}
• p : T (G)→ K(G), p(K, g) := K.
Then it is well known that K(G) is a compact topological space with its Fell topol-
ogy, for which a basis consists of the sets
U(C,S) := {K ∈ F(G) | K ∩ C = ∅; (∀A ∈ S) K ∩ A 6= ∅} (3.1)
for all compact sets C ⊆ G and all finite sets S of open subsets of H . Moreover
T (G) is a closed subset of K(G) × G, hence T (G) is locally compact with its
relative topology. (See for instance [Wi07, App. H].) We will prove in Lemma 3.6
below that p : T (G) → K(G) is a group bundle, hence by Remark 3.2 it has Haar
systems (see also [Gl62, Appendix]). We fix a Haar system on the group bundle
p : T (G)→ K(G) and we denote its corresponding C∗-algebra by C∗(T (G)).
Lemma 3.6. For any locally compact group G the map p : T (G)→ K(G) is a group
bundle.
Proof. We keep the notation in (3.1) above. We must prove that for any set U(C,S)
as above and any open set D ⊆ G, if (U(C,S)×D)∩T (G) 6= ∅, then p((U(C,S)×
D) ∩ T (G)) is an open subset of K(G). Indeed, for any K ∈ F(G), we have
K ∈ p((U(C,S)×D)∩T (G)) if and only if K ∈ U(C,S) and there exists x ∈ D∩K,
since if that is the case, then (K,x) ∈ (U(C,S) × D) ∩ T (G) and K = p(K,x).
Therefore
p((U(C,S) ×D) ∩ T (G)) = {K ∈ U(C,S) | K ∩D 6= ∅} = U(C,S ∪ {D})
which is an open subset of K(G), and this concludes the proof. 
It is easily seen that the proof of Lemma 3.6 carries over for the space of closed
subsets of any locally compact space (rather than closed subgroups of a locally
compact group), and leads to the fact that the corresponding map (K, g) 7→ K is
open.
Proposition 3.7. If a locally compact group G is amenable, then p : T (G)→ K(G)
is a strong group bundle.
Proof. Since p : T (G)→ K(G) is a group bundle, its C∗-algebra C∗(T (G)) has the
canonical structure of a C(K(G))-algebra and is C(K(G))-linearly ∗-isomorphic to
the algebra of sections of an upper semicontinuous C∗-bundle q : E(G) → K(G)
whose fiber over any K ∈ K(G) is ∗-isomorphic to C∗(K), by Lemma 3.3(i). We
must prove that q : E(G) → K(G) is a continuous C∗-bundle. That continuity
property will be obtained by an application of [Wi07, Th. C.26], and for that we
need to check that the continuous map π : ̂C∗(T (G)) → K(G) which defines the
C(K(G))-algebra structure of C∗(T (G)) is also an open map.
To this end we will first describe the map π in more detail. It follows by [Fe64,
Lemmas 2.6 and 2.8] that for every K ∈ K(G) one has a canonical injective map
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K̂ →֒ ̂C∗(T (G)) which is a homeomorphism onto its image, and whose image is
closed, and moreover ̂C∗(T (G)) =
⊔
K∈K(G)
K̂. The natural map ̂C∗(T (G))→ K(G),
x 7→ K if x ∈ K̂, defined by the above partition, is continuous by [Fe64, Lemmas
2.8 and 2.5] and is exactly the map π we seek to describe.
Since the group G is amenable, it follows that every K ∈ K(G) is an amenable
locally compact group, hence every unitary irreducible representation ofK is weakly
contained in the regular representation of K. It then follows by [Fe64, Th. 2.1 and
Cor. 6 in §5] that π : ̂C∗(T (G))→ K(G) is an open map, and we are done. 
3.1. Duals of C∗-algebras of regular groupoids. In this subsection we discuss
a class of groupoids for which the irreducible representations of their corresponding
C∗-algebras can be described in terms of the representation theory of their isotropy
groups.
We will use the following terminology which is inspired by (but slightly different
from) [Go10] and [Go12]; see also [Ra90].
Definition 3.8. A locally compact groupoid G ⇒ G(0) endowed with a left Haar
system λ is called regular if it satisfies the following additional conditions:
(1) Every orbit of G is a locally closed subset of G(0).
(2) The isotropy subgroupoid G(·) :=
⊔
x∈G(0)
G(x) is a group bundle.
In the above definition, the condition that G(·) be a group bundle actually re-
quires that the natural projection G(·) → G(0) is an open map, and this implies
that G(·) is a locally compact groupoid with a Haar system (see Remark 3.2). Some
examples of regular groupoids are constructed in Proposition 4.20 as groupoid pull-
backs of group bundles.
With Lemma 3.3 at hand, we can prove the following theorem, where we use
the notation Ind for induced representations of groupoids (see for instance [IW09]).
This theorem goes back to [Gl62, Th. 2.1] in the special case of transformation
groups.
Theorem 3.9. For a regular groupoid G ⇒ G(0), define
Φ: ̂C∗(G(·))→ Ĉ∗(G), Φ([π]) := [IndGG(x)π],
for [π] ∈ Ĝ(x) ≃ ̂C∗(G(x)) ⊆ ̂C∗(G(·)) for x ∈ G(0). Then Φ is a continuous open
surjective map, and it induces a homeomorphism ̂C∗(G(·))/G ≃ Ĉ∗(G), where the
left-hand side is the quotient of ̂C∗(G(·)) ≃
⊔
x∈G(0)
Ĝ(x) by the natural action of G.
Proof. The definition of Φ is correct by [Go10, Prop. 4.13], where it was established
that every irreducible representation of some isotropy group of G induces an irre-
ducible representation of C∗(G). The assertion follows by Lemma 3.3 and [Go12,
Th. 2.22]. 
For a locally compact space T we denote by βT its Stone-Cˇech compactification.
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Corollary 3.10. Let G ⇒ G(0) be a regular groupoid whose isotropy groups G(x)
are of type I and amenable. Assume in addition that the orbit space G(0)/G is locally
compact and Hausdorff. Then M(C∗(G)) is a C(β(G(0)/G))-algebra.
Proof. We first recall that [Cl07, Th. 7.2] ensures that if G is a groupoid in which all
the isotropy groups are amenable, then C∗(G) is GCR if and only if the orbit space
is T0 and the isotropy groups are GCR. Since G(x) are type I and have separable
C∗-algebras, we get that C∗(G) is of type I. From Lemma 3.3 we have that C∗(G(·))
is a C0(G(0))-algebra, hence there is a continuous map ̂C∗(G(·))→ G(0). This map
commutes with the natural actions of the groupoid G on its domain and range,
hence it induces a continuous map ̂C∗(G(·))/G → G(0)/G. By Theorem 3.9 we
obtain a continuous map Ĉ∗(G) → G(0)/G. This implies, by [ArSo11, Prop. 1.2],
that M(C∗(G)) is a C(β(G(0)/G))-algebra. This concludes the proof. 
4. Pullback of groupoids
A general method of constructing new examples of groupoids is the pullback
(see for instance [Wi16, § 3.3]). As we will see below, the operation of pullback
by continuous open surjections preserves most of the properties that are relevant
from the operator algebraic perspective, as for instance the topological properties
of the orbits, the homeomorphism class of the orbit space, the isomorphism classes
of isotropy groups, and existence of Haar systems. For the sake of completeness,
we give below a detailed presentation of an important result (Theorem 4.6), that
asserts that the pullback of a groupoid by a continuous open surjection is equivalent
to the initial groupoid. This will be used in the later sections via its Corollary 4.19.
Definition 4.1. Let G ⇒ G(0) be a groupoid and θ : N → G(0) be any map. The
pullback of G by θ is the groupoid θ
↓↓
(G)⇒ N defined by
θ
↓↓
(G) := {(n2, g, n1) ∈ N × G ×N | g ∈ G
θ(n2)
θ(n1)
}
with its domain/range maps defined by d(n2, g, n1) = n1 and r(n2, g, n1) = n2 for
all (n2, g, n1) ∈ θ
↓↓
(G). The middle projection Θ(n2, g, n1) = g, defines a map
Θ: θ
↓↓
(G)→ G which is a groupoid morphism.
If G ⇒ G(0) is a topological groupoid, N a topological space and θ is continuous,
then θ
↓↓
(G)⇒ N is a topological groupoid with its topology induced fromN×G×N .
We show in Proposition 4.20 below that pullbacks of group bundles by surjective
open maps are regular groupoids.
Remark 4.2. The map Θ makes the following diagram commutative (in which the
vertical arrows are either both domain maps or both range maps)
θ
↓↓
(G)
Θ
−−−−→ Gy y
N
θ
−−−−→ G(0)
and moreover the map Θ gives a bijection (θ
↓↓
(G))n2n1 → G
θ(n2)
θ(n1)
, for all n1, n2 ∈ N .
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In particular, for every n0 ∈ N , one has the algebraic isomorphism of isotropy
groups (θ
↓↓
(G))n0n0 → G
θ(n0)
θ(n0)
, which is also an isomorphism of topological groups if
G ⇒ G(0) is a topological groupoid.
Remark 4.3. For every n0 ∈ N , its corresponding d-fiber of θ
↓↓
(G) can be de-
scribed as
(θ
↓↓
(G))n0 = {(n, g, n0) ∈ θ
↓↓
(G) | g ∈ Gθ(n0), r(g) = θ(n)} (4.1)
hence one has the commutative diagram
(θ
↓↓
(G))n0
Θ
−−−−→ Gθ(n0)
r
y yr
N
θ
−−−−→ G(0)
Thus (θ
↓↓
(G))n0 is in fact the fiber product Gθ(n0) ×G(0) N .
Remark 4.4. The θ
↓↓
(G)-orbit of the point n0 ∈ N is the inverse image through
θ of the G-orbit of the point θ(n0) ∈ G(0), since, using (4.1), one obtains
(θ
↓↓
(G)) · n0 = r((θ
↓↓
(G))n0 ) = θ
−1(r(Gθ(n0))) = θ
−1(G · θ(n0)). (4.2)
This shows that if both G(0) and N are topological spaces, θ is continuous, and the
G-orbit of the point θ(n0) is an open/closed/locally closed subset of G(0), then so
is the θ
↓↓
(G)-orbit of the point n0 in N .
Proposition 4.5. The orbit spaces of the groupoids θ
↓↓
(G) and G are related by
β : N/θ
↓↓
(G)→ G(0)/G, (θ
↓↓
(G)).n 7→ G.θ(n)
which is a well-defined map and has the following properties:
(i) β is injective;
(ii) if the image of θ intersects every G-orbit, then also β is surjective;
(iii) if G is a topological groupoid and the map θ is continuous, then β is continuous
with respect to the quotient toplogies on the orbit spaces;
(iv) if G is a topological groupoid whose range map r : G → G(0) is an open map,
and the map θ is continuous, open, and surjective, then β is a homeomor-
phism.
Proof. In fact, properties (i)–(ii) follow by (4.2). For proving property (iii), one
needs the commutative diagram
N
θ
−−−−→ G(0)y y
N/θ
↓↓
(G)
β
−−−−→ G(0)/G
whose vertical arrows are the quotient maps, and in which the map θ is continuous.
For property (iv) we also use the above diagram to check that if both θ and the
quotient map G(0) → G(0)/G are open, then β is an open map, and then the assertion
follows using also properties (i)–(iii). It remains to note that since the range map
r : G → G(0) is an open map, the quotient map q : G(0) → G(0)/G is always open.
Indeed, this follows because for every open set U ⊆ G(0) one has q−1(q(U)) =
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r(d−1(U)) which is open in G(0), hence q(U) ⊆ G(0)/G is open by the definition of
the quotient topology. 
Morita equivalence. In the following theorem we use the notion of equivalence
of groupoids in the sense of [MRW87, Def. 2.1]. Results similar to this theorem
were earlier established for instance in [Wi16, § 3.3] and the references therein, but
we provide the full details of the proof here for the sake of completeness.
Theorem 4.6. Assume the following:
(1) G ⇒ G(0) is a locally compact groupoid,
(2) N is a second countable, locally compact topological space,
(3) θ : N → G(0) is a continuous open surjective map.
Define the fibered product
Z := G ×G(0) N := {(g, n) ∈ G ×N | d(g) = θ(n)}
and the maps ρ : Z → G(0), ρ(g, n) = r(g), and σ : Z → N , σ(g, n) = n. We also
define a left action of the groupoid G ⇒ G(0) on Z by
(h, (g, n)) 7→ h · (g, n) := (hg, n) if d(h) = ρ(g, n),
and a right action of the groupoid θ
↓↓
(G)⇒ N on Z by
((g, n), (n2, h, n1)) 7→ (g, n) · (n2, h, n1) := (gh, n1) if σ(g, n) = r(n2, h, n1).
Then Z is a (G, θ
↓↓
(G))-equivalence.
The proof is based on several lemmas.
Lemma 4.7. The left and right actions on Z from the statement are well defined.
Proof. For the left action, the condition d(h) = ρ(g, n) means d(h) = r(g), hence
hg ∈ G is well defined and moreover d(hg) = d(g) = θ(n), hence h · (g, n) =
(hg, n) ∈ Z. For the right action, the condition r(n2, h, n1) = σ(g, n) means n2 = n,
hence r(h) = θ(n2) = θ(n) = d(g), and then gh ∈ G is well defined. Moreover
d(gh) = d(h) = θ(n1), hence indeed (g, n) · (n2, h, n1) = (gh, n1) ∈ Z. 
Lemma 4.8. Let ϕ : X → A and ψ : Y → A be continuous maps, and define
B := {(x, y) ∈ X × Y | ϕ(x) = ψ(y)} ⊆ X × Y . If ψ is open and surjective, then
the Cartesian projection p1 : B → X, (x, y) 7→ x, is an open surjective map.
Proof. Since ψ is surjective, it is clear that also p1 is surjective. Thus p1 is contin-
uous and surjective and then, reasoning by contradiction, it is straightforward to
check that the map p1 is open if and only if it has the limit covering property, that
is, whenever lim
j∈J
xj = x in X and (x, y) ∈ B, there exist a subnet {xi}i∈I and a net
{yi}i∈I with (xi, yi) ∈ B for every i ∈ I and lim
i∈I
yi = y in Y .
Since (x, y) ∈ B, we have ϕ(x) = ψ(y), and thus continuity of ϕ implies
lim
j∈J
ϕ(xj) = ψ(y) ∈ A. Now, using the aforementioned limit covering property
for the continuous open surjective map ψ : Y → A, we obtain a subnet {xi}i∈I
of {xj}j∈J and a net {yi}i∈I in Y with lim
i∈I
yi = y and ψ(yi) = ϕ(xi) for every
i ∈ I. Then (xi, yi) ∈ B for every i ∈ I, and thus the limit covering property of the
Cartesian projection p1 indeed holds true, which completes the proof. 
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Lemma 4.9. Both ρ : Z → G(0) and σ : Z → N are open maps.
Proof. The map σ : Z = G ×G(0) N → N is exactly the Cartesian projection on the
second factor. Since the map d : G → G(0) is open and surjective, it then follows by
Lemma 4.8 that σ is an open map.
On the other hand, since the map θ : N → G(0) is continuous, open and surjective,
the Cartesian projection on the first factor p1 : Z = G ×G(0) N → G is an open
map, by Lemma 4.8 again. As r : G → G(0) is an open map by the definition of a
topological groupoid, it follows that their composition r◦p1 = ρ is an open map. 
We now use terminology from [MRW87, Sect. 2] again.
Lemma 4.10. Z is a left principal G-space.
Proof. It follows by Lemma 4.9 that the structural map ρ : Z → G(0) is open, so Z
is a G-space. Then we must check that the following conditions are satisfied, where
G ×G(0) Z = {(g, z) ∈ G × Z | d(g) = ρ(z)}:
(1) The action of G on Z is free, that is, if (h, z) ∈ G×G(0) Z and h · z = z, then
h ∈ G(0).
(2) The action of G on Z is proper, that is, the map Φ: G ×G(0) Z → Z × Z,
(h, z) 7→ (h · z, z) is proper.
For the first condition, let z = (g, n) ∈ Z and h ∈ G with d(h) = ρ(z) and h.z = z.
One has ρ(z) = r(g), hence d(h) = r(g). Also (hg, n) = h · z = z = (g, n), hence
hg = g, and this implies h = r(g) ∈ G(0).
For the second of the above conditions, we first describe the set G ×G(0) Z ⊆
G × Z ⊆ G × G ×N . If h, g ∈ G and n ∈ N , then one has (h, (g, n)) ∈ G ×G(0) Z if
and only if (g, n) ∈ Z and d(h) = ρ(g, n), which is equivalent to d(g) = θ(n) and
d(h) = r(g). Hence
G ×G(0) Z = {(h, g, n) ∈ G × G ×N | d(g) = θ(n) and d(h) = r(g)}.
Moreover, for every (h, g, n) ∈ G ×G(0) Z, one has
Φ(h, g, n) = (h.(g, n), (g, n)) = ((hg, n), (g, n)) ∈ Z × Z.
This shows that Φ is injective and is a homeomorphism onto its image, hence in
particular Φ is a proper map. 
Lemma 4.11. Z is a right principal θ
↓↓
(G)-space.
Proof. As in the proof of Lemma 4.10, it follows by Lemma 4.9 that the structural
map σ : Z → (θ
↓↓
(G))(0) = N is open, so Z is a θ
↓↓
(G)-space. Now we will check that
the following conditions are satisfied, where Z ×N θ
↓↓
(G) = {(z, γ) ∈ Z × θ
↓↓
(G) |
σ(z) = r(γ)}:
(1) The action of θ
↓↓
(G) on Z is free, that is, if (z, γ) ∈ Z ×N θ
↓↓
(G) and
z · γ = z, then γ ∈ (θ
↓↓
(G))(0).
(2) The action of θ
↓↓
(G) on Z is proper, that is, the map Ψ: Z ×N θ
↓↓
(G) →
Z × Z, (z, γ) 7→ (z · γ, z) is proper.
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For the first condition, let z = (g, n) ∈ Z and γ = (n2, h, n1) ∈ θ
↓↓
(G) with
σ(z) = r(γ) and z · γ = z. One has σ(z) = n and r(γ) = n2, hence n = n2. Also
(gh, n1) = z · γ = z = (g, n), hence n = n1 and gh = g. This implies n1 = n2 = n
and h = d(g) ∈ G(0), hence γ = (n2, h, n1) ∈ (θ
↓↓
(G))(0).
For the second of the above conditions, we first describe the set Z ×N θ
↓↓
(G) ⊆
Z × θ
↓↓
(G) ⊆ (G ×N)× (N × G ×N). If h, g ∈ G and n, n1, n2 ∈ N , then one has
((g, n), (n2, h, n1)) ∈ Z×N θ
↓↓
(G) if and only if (g, n) ∈ Z, (n2, h, n1)) ∈ θ
↓↓
(G), and
σ(g, n) = r(n2, h, n1). This is equivalent to d(g) = θ(n), d(h) = θ(n1), r(h) = θ(n2),
and n = n2. Hence
Z ×N θ
↓↓
(G) = {(g, n, n, h, n1) ∈ G ×N ×N × G ×N |
d(g) = r(h) = θ(n) and d(h) = θ(n1)}.
Moreover, for every (g, n, n, h, n1) ∈ Z ×N θ
↓↓
(G), one has
Ψ(g, n, n, h, n1) = ((g, n) · (n, h, n1), (g, n)) = ((gh, n1), (g, n)) ∈ Z × Z.
This shows that Ψ is injective and is a homeomorphism onto its image, hence Ψ is
a proper map. 
Lemma 4.12. The map ρ˜ : Z/θ
↓↓
(G)→ G(0), z · θ
↓↓
(G) 7→ ρ(z) is well defined and
is bijective.
Proof. If z = (g, n) and γ = (n2, h, n1) with (z, γ) ∈ Z ×N θ
↓↓
(G), then n2 = n,
d(g) = r(h) = θ(n), d(h) = θ(n1), and z·γ = (gh, n1) (see the proof of Lemma 4.11),
hence ρ(z ·γ) = ρ(gh, n1) = r(g) = ρ(z). This shows that the map ρ˜ is well defined.
Moreover, ρ˜ is surjective because ρ is clearly surjective.
To check that ρ˜ is injective, let z = (g, n) and z′ = (g′, n′) in Z with ρ(z) = ρ(z′),
that is, r(g) = r(g′). We have to find γ = (n2, h, n1) ∈ θ
↓↓
(G) with (z, γ) ∈
Z ×N θ
↓↓
(G) and z′ = z · γ. As above, these two conditions are equivalent to
n2 = n, d(g) = r(h) = θ(n), d(h) = θ(n1), g
′ = gh, and n′ = n1, hence we
obtain the unique solution γ = (n, g−1g′, n′) ∈ N × G × N , which is well defined
since r(g) = r(g′). We note that d(g−1g′) = d(g′) = θ(n′) since z′ ∈ Z, and
r(g−1g′) = r(g−1) = d(g) = n since z ∈ Z, and this shows that indeed h ∈ θ
↓↓
(G),
as we wished for. 
Lemma 4.13. The map σ˜ : G \Z → N , G ·z 7→ σ(z) is well defined and is bijective.
Proof. If h ∈ G and z = (g, n) ∈ Z with (h, z) ∈ G ×G(0) Z, then d(h) = r(g),
d(g) = θ(n), and h · z = (hg, n), hence σ(h · z) = n = σ(z). This shows that the
map σ˜ is well defined. Moreover, σ˜ is surjective because σ is clearly surjective.
To check that σ˜ is injective, let z = (g, n) and z′ = (g′, n′) in Z with σ(z) = σ(z′),
that is, n = n′. We must find h ∈ G with (h, z) ∈ G ×G(0) Z and h · z = z
′, which
is equivalent to d(h) = r(g) and (hg, n) = (g′, n′). Using that z, z′ ∈ Z, we obtain
d(g) = θ(n) = θ(n′) = d(g′), hence one has the unique solution h = g′g−1 ∈ G,
which indeed satisfies d(h) = r(g), and we are done. 
Proof of Theorem 4.6. To prove that Z is a (G, θ
↓↓
(G))-equivalence, we must check
the conditions of [MRW87, Def. 2.1], that is:
(i) Z is a left principal θ
↓↓
(G)-space.
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(ii) Z is a right principal θ
↓↓
(G)-space.
(iii) The actions of G and θ
↓↓
(G) on Z commute.
(iv) The map ρ induces a bijection of Z/θ
↓↓
(G) onto G(0).
(v) The map σ induces a bijection of G \ Z onto (θ
↓↓
(G))(0).
The first two of these conditions follow by Lemmas 4.10 and 4.11, respectively. An
inspection of the actions of G and θ
↓↓
(G) on Z shows that the third condition follows
by associativity of the multiplication in the groupoid G. Finally, the fourth and
fifth of the above conditions follow by Lemmas 4.13 and 4.12, and this completes
the proof. 
Remark 4.14. In Theorem 4.6, the (G, θ
↓↓
(G))-equivalence Z is actually an essen-
tial equivalence in the sense of [Mr96] (see particularly [Mr96, Cor. II.1.7]). This
can be seen from the proofs of Lemmas 4.10 and 4.11, where each of the maps Φ
and Ψ is a homeomorphisms onto its image, rather than only a proper map.
Corollary 4.15. Let G ⇒ G(0) be a locally compact groupoid having a left Haar
system. If N is a second countable, locally compact topological space, and θ : N →
G(0) is a continuous open surjective map, then θ
↓↓
(G) ⇒ N is a locally compact
groupoid with a left Haar system, and the C∗-algebras C∗(G) and C∗(θ
↓↓
(G)) are
Morita equivalent.
Proof. It follows by Theorem 4.6 that there exists a (G, θ
↓↓
(G))-equivalence. Now,
since G has a Haar system, it follows by [Wi16, Th. 2.1] that also θ
↓↓
(G) has a
Haar system, and then [MRW87, Th. 2.8] implies that the C∗-algebras C∗(G) and
C∗(θ
↓↓
(G)) are Morita equivalent. 
One of the conditions imposed in Theorem 4.6 is that certain maps be open and
surjective. A convenient tool for checking these conditions is the notion of local
cross-section: A map between topological spaces θ : X → Y has local cross-sections
if for every y ∈ Y and every x ∈ θ−1(y) there exist an open neighborhood V of y
and a continuous map τ : V → X with τ(y) = x and θ ◦ τ = idV . The next lemma
shows that these maps are in particular open and surjective, and records some other
basic properties, for later use.
Lemma 4.16. If θ : X → Y is a map between topological spaces, then one has:
(i) If X and Y are smooth manifolds and θ is a surjective submersion, then θ has
local cross sections.
(ii) If θ has local cross-sections, then it is surjective and is an open map.
(iii) If θ has local cross-sections and Y0 ⊆ Y , then the map θ|θ−1(Y0) : θ
−1(Y0)→ Y0
has local cross-sections.
(iv) If θ has local cross-sections, η : Z → Y is any continuous map, and we define
the topological space η∗(X) :=
⋃
z∈Z
{z} × θ−1(η(z)) ⊆ Z × X, then the map
π : η∗(X)→ Z, (z, x) 7→ z, has local cross-sections.
Proof. Assertions (i)–(iii) are clear. For Assertion (iv) let z0 ∈ Z and (z0, x0) ∈
π−1(z0) = {z0} × θ−1(η(z0)) arbitrary. Then θ(x0) = η(z0) =: y0 ∈ Y , hence by
the hypothesis on θ, there exist an open neighborhood V of y0 and a continuous
map τ : V → X with τ(y0) = x0 and θ ◦ τ = idV . The set U := η
−1(V ) is
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an open neighborhood of z0. Moreover, as η(U) ⊆ V , the map σ : U → η∗(X),
σ(z) := (z, τ(η(z))) is well defined, continuous, and satisfies π ◦ σ = idU and
σ(z0) = (z0, τ(η(z0))) = (z0, x0). This completes the proof. 
Results as Corollary 4.17 below were already indicated in [MRW87, Ex. 2.7] and
[MW95, Th. 2.5].
Corollary 4.17. Let G ⇒ G(0) be a locally compact groupoid with its quotient map
q : G(0) → G \ G(0) onto its set of orbits. Assume that one has a locally closed
subset Ξ ⊆ G(0) for which the map q|Ξ : Ξ → G \ G(0) is a homeomorphism, and
denote θ = (q|Ξ)−1 ◦ q : G(0) → Ξ. Also assume that one has a continuous map
σ : G(0) → G with d◦σ = id and r◦σ = θ. Then define the bundle of isotropy groups
Γ :=
⊔
x∈Ξ
G(x), and let Π: Γ → Ξ be the canonical projection with Π−1(x) = G(x)
for all x ∈ Ξ. If Π has local cross-sections, then one has:
(i) Π: Γ→ Ξ is a group bundle and the groupoid G ⇒ G(0) has a left Haar system.
(ii) The set Ξ is closed and the map θ := (q|Ξ)−1 ◦ q : G(0) → Ξ is continuous,
open, and surjective.
(iii) The locally compact groupoids G ⇒ G(0) and θ
↓↓
(Γ)⇒ G(0) are isomorphic.
(iv) The C∗-algebras C∗(G) and C∗(Γ) are Morita equivalent.
Proof. The set Ξ is locally compact with its induced topology and intersects every
G-orbit at exactly one point. Since q|Ξ is a homeomorphism, it follows that G \G(0)
is Hausdorff and then it is straightforward to check that Ξ is closed in G(0), as noted
for instance in [MW95, p. 113].
The pullback of Γ by θ
θ
↓↓
(Γ) = {(x, h, y) ∈ G(0) × Γ× G(0) | θ(x) = Π(h) = θ(y)}.
It is straightforward to check that the map
Φ: G → θ
↓↓
(Π), Φ(g) := (r(g), σ(r(g))gσ(d(g))−1 , d(g))
is an isomorphism of topological groupoids, with its inverse
Φ−1 : θ
↓↓
(Π)→ G, Φ−1(x, h, y) = σ(y)−1hσ(x)
On the other hand, let us note that both maps Π and θ are continuous, open, and
surjective: These properties of Π follow by Lemma 4.16(ii), while the same assertion
for θ is a consequence of the well-known fact that q is open and surjective. (Recall
that for any open set U ⊆ G(0) one has q−1(q(U)) = r(d−1(U)), which is an open
set in G(0), since r is an open map and d is continuous. Then use the definition of
the quotient topology on G \ G(0).)
Then, using Corollary 4.15 for the groupoid G = Γ⇒ Ξ that has a Haar system
by Remark 3.2, we can see that the groupoid θ
↓↓
(Γ) ⇒ G(0) in turn has a Haar
system and its C∗-algebra is Morita equivalent to C∗(Γ). Therefore, as we have
already seen that G is isomorphic to θ
↓↓
(Γ), it follows that G has a Haar system
and its C∗-algebra is Morita equivalent to C∗(Γ), which concludes the proof. 
Remark 4.18. The method of proof of Corollary 4.17 goes back to [MRW87] and
[Bu03] in the special case of transitive groupoids.
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For the following corollary we recall that for any locally compact group G we de-
noted by K(G) the compact space of all closed subgoups of G with its Fell topology.
(see Section 3). For results of this type on noncommutative C∗-dynamical systems
we refer to [Wi07, Prop. 8.7].
Corollary 4.19. Let α : G ×X → X, (g, x) 7→ g · x, be a continuous action of a
locally compact group on a locally compact space, quotient map q : X → G \X onto
its set of orbits. We assume the following:
• One has a locally closed subset Ξ ⊆ X for which the map q|Ξ : Ξ → G \X
is a homeomorphism.
• The map Ξ→ K(G), x 7→ G(x) := {g ∈ G | g · x = x}, is continuous.
• One has a continuous map σ0 : X → G with σ0(x) · x = θ(x) for all x ∈ X,
where θ := (q|Ξ)−1 ◦ q : X → Ξ.
Let Γ :=
⋃
x∈Ξ
{x} ×G(x), and Π: Γ→ Ξ with Π({x} ×G(x)) = {x} for all x ∈ Ξ.
Then Π: Γ → Ξ is a group bundle. If moreover Π has local cross sections, then
one has:
(i) The set Ξ is closed, and the maps θ and q are continuous and have local
cross-sections.
(ii) The locally compact groupoids G×X ⇒ X and θ
↓↓
(Γ)⇒ X are isomorphic.
(iii) The C∗-algebras G⋉ C0(X) and C∗(Γ) are Morita equivalent.
(iv) If the locally compact group G is amenable, then C∗(Γ) is a C0(Ξ)-algebra that
is C0(Ξ)-linearly ∗-isomorphic to the C∗-algebra of global cross sections of a
continuous C∗-bundle whose fibers are {C∗(G(x))}x∈Ξ.
Proof. We check that the conditions of Corollary 4.17 are satisfied by the groupoid
A := G × X ⇒ X =: A(0), with d(g, x) = x and r(g, x) = g · x, defined by the
action of G on X . Any Haar measure on the locally compact group G defines a left
Haar system on A, and it is well known that C∗(A) is ∗-isomorphic to the crossed
product G⋉ C0(X).
The map σ : X → G×X , σ(x) := (σ0(x), x), is continuous, and satisfies d◦σ = id
and r ◦ σ = θ.
To see that q has local cross-sections, define γ := (q|Ξ)−1 : G\X → Ξ, and select
x0 ∈ X arbitrary. Then ξ0 := γ(G · x0) ∈ X satisfies G · x0 ∩ Ξ = {ξ0}, hence one
can find g ∈ G with g · ξ0 = x0. Defining γg : G \X → X , γg(G · x) := g.γ(G · x),
one obtains a continuous map satisfying q ◦ γg = id and γg(G · x0) = g · ξ0 = x0.
Now define θ0 : Ξ → S, θ0(ξ) := G(ξ). This map is continuous by hypothesis
and one has Γ = θ∗0(T ), where p : T → S is the group bundle from Lemma 3.6.
Then Π: Γ → Ξ is a group bundle by Lemma 3.4, and this completes the proof of
Assertions (i)–(iii).
For Assertion (iv) we still need to check that if the group G is amenable, then
Π: Γ → Ξ is a strong group bundle. To this end we recall from Proposition 3.7
that p : T (G) → K(G) is a strong group bundle, hence q : η∗(T (G)) → Ξ is in
turn a strong group bundle by Lemma 3.5(ii), where η : Ξ → K(G), η(x) := G(x).
Here one has η∗(T (G)) = {(x, (K, g)) ∈ Ξ × T (G) | θ(x) = K} hence there is the
topological isomorphism of group bundles over Ξ,
η∗(T (G))→ Γ, (x, (K, g)) 7→ (x, g)
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with its inverse Γ → η∗(T (G)), (x, g) 7→ (x, (θ(x), g)). Therefore Π: Γ → Ξ is a
strong group bundle, and we are done. 
We point out here that in the proof of Corollary 5.6 we show that the hypotheses
of the above Corollary 4.19 are satisfied for sufficiently small pieces of the coadjoint
dynamical system of any exponential solvable Lie group.
Proposition 4.20. Let T → S be any group bundle having local cross-sections
and θ : N → S be any continuous surjective map with local cross-sections. Then
θ
↓↓
(T )⇒ N is a regular groupoid.
Proof. By Remark 3.2, the group bundle T → S has a Haar system. It then
follows by Corollary 4.15 that θ
↓↓
(T ) ⇒ N is a locally compact groupoid with a
Haar system. Therefore, according to Definition 3.8, it remains to check that the
isotropy subgroupoid of θ
↓↓
(T ) ⇒ N is a group bundle. But it is easily seen that
the isotropy subgroupoid of θ
↓↓
(T ) ⇒ N is θ∗(T ) ⇒ N , which is a group bundle
by Lemma 3.4. This completes the proof. 
Piecewise pullback. We now introduce a special class of groupoids which prove
to be suitable for describing the coadjoint transformation groups associated to
exponential solvable Lie groups. The importance of these groupoids stems from
Corollary 4.15, Proposition 4.20, and Theorem 3.9. Loosely speaking, these re-
sults together imply that the dual spaces of C∗-algebras of these groupoids can be
computed from C∗-algebras of group bundles.
Definition 4.21. Let G ⇒ G(0) be any locally compact groupoid. We say that G is
a piecewise pullback of group bundles with pieces Vk for k = 1, . . . , n if the following
conditions are satisfied.
(i) There exists an increasing family
∅ = U0 ⊆ U1 ⊆ · · · ⊆ Un = G
(0)
where Uk are open G-invariant subsets of G(0) and
Vk = Uk \ Uk−1
for k = 1, . . . , n.
(ii) For k = 1, . . . , n, there exist an open continuous surjective map θk : Vk → Sk
having local cross-sections and a group bundle Tk → Sk for which one has an
isomorphism of topological groupoids GVk ≃ θ
↓↓
k (Tk).
Remark 4.22. In Definition 4.21, the orbits of G are exactly the sets θ−1k (x)
for x ∈ Sk and k = 1, . . . , n. This shows that for every k, the orbits of the
reduced groupoid GVk are closed, and moreover the orbit space of that groupoid is
homeomorphic to Sk, by Proposition 4.5.
We also note that GV1 is a pair groupoid if and only if the set T1 is a singleton.
Theorem 4.23. Let G ⇒ G(0) be a piecewise pullback of group bundles that has a
left Haar system. Then:
(i) The orbits of G are locally closed subsets of G(0).
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(ii) The C∗-algebra of G has a sequence of closed two-sided ideals
{0} = J0 ⊆ J1 ⊆ · · · ⊆ Jn = C
∗(G)
such that for k = 1, . . . , n the subquotient Jk/Jk−1 is Morita equivalent to the
C∗-algebra of sections of an upper semicontinuous C∗-bundle whose fibers are
C∗-algebras of isotropy groups of G, and every isotropy group of G occurs in
this way for exactly one value of k.
If in addition all the isotropy groups of G are amenable, then:
(iii) G is metrically amenable.
(iv) If all the isotropy groups of G are of type I, the multiplier algebra of the
C∗-algebra Jk/Jk−1 is a C(β(Vk/G))-algebra, where Vk for are the pieces of
G ⇒ G(0), for k = 1, . . . , n.
(v) The C∗-algebra of G is of type I if and only if all the isotropy groups of G are
of type I.
Proof. Assertion (i) follows directly by Remark 4.22.
For Assertion (ii), use the bijective correspondence from Proposition 2.2(i) to
define Jk := I(Uk) for k = 0, . . . , n. Then one has the isomorphism of C∗-algebras
Jk/Jk−1 ≃ C∗(G
Vk
Vk
). On the other hand, one has an isomorphism of topological
groupoids GVk ≃ θ
↓↓
k (Tk) by Definition 4.21, where θk : Vk → Sk is an open contin-
uous injection and Tk ⇒ Sk is a group bundle. Hence Corollary 4.15 implies that
the C∗-algebras C∗(GVk) and C
∗(Tk) are Morita equivalent.
Since the orbits of G are locally closed and G is locally compact and second
countable, it follows by [Ra90, Th. 2.1((5)⇔(4))] that the orbit space of G is a
topological space of type T0. Then [SW13, Th. 4] implies that if the isotropy
groups of G are amenable, then G is a measurewise amenable groupoid, hence it is
also metrically amenable (see for instance [Re80, Sect. II.3]), and this concludes
the proof of Assertion (iii).
For Assertion (iv), it follows by Corollary 3.10 thatM(C∗(GVk )) is a C(β(Vk/G))-
algebra, because the orbit space Vk/G is Hausdorff by Remark 4.22.
Finally, since Tk ⇒ Sk is a a group bundle, it follows by Lemma 3.3 that C∗(Tk)
is a C0(Sk)-algebra. This, along with [Cl07, Th. 7.1], also implies Assertion (v),
because if two C∗-algebras are Morita equivalent, then one of them is of type I if
and only if the other one is. 
The above Theorem 4.23 provides the motivation for the notion of piecewise
pullback of group bundles introduced in Definition 4.21. We give some examples
of such structures in Theorem 5.4 and Corollary 5.6. Composition series as in
Theorem 4.23(ii) also play an important role in the description of C∗-algebras of
nilpotent/exponential Lie groups (see [BBL16] and [BB16a]). We also mention that
infinite composition series of this type exist for all C∗-dynamical systems (A,G, α)
for which the orbit space of the action of G on PrimA is almost Hausdorff, as shown
in [Wi07, Th. 8.16].
5. Application to linear dynamical systems
Let G be any Lie group with a continuous representation τ : G → End(V) on
a finite-dimensional real vector space. We say that the action of G on V is a
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linear dynamical system, and this transformation group defines as usual a groupoid
G×V ⇒ V , whose C∗-algebra is the crossed product G⋉C0(V). Our main aim here
is to investigate some aspects of the way the C∗-algebra of that groupoid encodes
topological properties of the G-orbits in V or in V∗, or of the orbit space G \ V :=
{τ(G)v | v ∈ V}.
Regarding the dual space V∗ as an abelian Lie group (V∗,+), the Fourier trans-
form defines a ∗-isomorphism C0(V) ≃ C
∗(V∗,+), hence one has
G⋉ C0(V) ≃ G⋉ C∗(V∗,+) ≃ C∗(G⋉ V∗)
by [Wi07, Prop. 3.11], where the semidirect product G ⋉ V∗ is defined via the
contragredient representation τ∗ : G → End(V∗), τ∗(g) := τ(g−1)∗, regarded as a
representation of G by automorphisms of the abelian group (V∗,+).
The relevance of the above constructions for representation theory of G comes
from the fact that if the Lie group G is amenable, then one has the short exact
sequence of amenable Lie groups
0→ V∗ → G⋉ V∗ → G→ 1 (5.1)
which leads to a short exact sequence of C∗-algebras
0→ J → C∗(G⋉ V∗)→ C∗(G)→ 0. (5.2)
Classical examples of this type are the ax + b-group (see Example 6.10) or the
motion groups (in which G is a compact group).
In the following we use the notion of module of exponential type in the sense
of [FL15, Def. 5.3.1]. For any continuous representation τ : G → End(V) of a
finite-dimensional Lie group on a finite-dimensional real vector space, we denote
by VC := C⊗R V the complexification of V and by g the Lie algebra of G, with its
complexification gC := C⊗R g. The differential of the representation τ extends to a
Lie algebra representation dτ : g → End(VC), where End(VC) stands for the space
of C-linear maps on V . A weight is an R-linear functional λ : g→ C for which there
exists v ∈ VC with v 6= 0 and dτ(X)v = λ(X)v for every X ∈ g. One says that the
action of G on V defines a module of exponential type if for every weight λ there
exist c ∈ R \ {0} and γ ∈ g∗ with λ(X) = (1 + ic)γ(X) for every X ∈ g. If V = g
and τ = AdG is the adjoint representation of G, then the weights of the G-module
g are called roots, and the G-module g is of exponential type if and only if G is an
exponential Lie group (see [FL15, Subsect. 5.2.2]).
Proposition 5.1. If G is an exponential solvable Lie group and the representation
τ : G→ End(V) defines the structure of a module of exponential type on the finite-
dimensional real vector space V, then the following assertions hold:
(i) The contragredient representation τ∗ : G → End(V∗) defines the structure of
an exponential module on the finite-dimensional real vector space V∗.
(ii) The semidirect products G⋉V and G⋉V∗ are exponential solvable Lie groups.
(iii) The ideal J from (5.2) corresponds to the subset of the dual of G⋉V∗ defined
by the coadjoint orbits of functionals that do not vanish identically on the
abelian ideal V∗ ⊆ g⋉ V∗.
Proof. Denote n := dimV and m := dim g, and use Sophus Lie’s theorem to select
a sequence of G-invariant subspaces of the complexified vector space VC,
{0} = V0 ⊂ V1 ⊂ · · · ⊂ Vm = gC
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with dimC Vj = j for j = 0, . . . , n. Denoting by V∗C the space of C-linear functionals
on VC and V⊥j := {ξ ∈ V
∗
C
| Vj ⊆ Ker ξ}, it then follows that
{0} = V⊥n ⊂ V
⊥
n−1 ⊂ · · · ⊂ V
⊥
1 ⊂ V
∗
C (5.3)
is a sequence of G-invariant subspaces, every successive quotient in the above se-
quence having its dimension over C equal to 1.
If λ1, . . . , λn : g→ C are the weights of the G-module V , hence
(dτ(X)− λj(X))Vj ⊆ Vj−1 for j = 1, . . . , n and all X ∈ g,
then it is easily seen from (5.3) that the functionals −λ1, . . . ,−λm : g → C are
the weights of the G-module V∗, and this completes the proof of Assertion (i), by
[FL15, Def. 5.3.1].
For Assertion (ii) it suffices to prove that G ⋉ V is an exponential Lie group.
Denote m := dim g and use again Sophus Lie’s theorem to select a sequence of
ideals of the complexified Lie algebra gC,
{0} = g0 ⊂ g1 ⊂ · · · ⊂ gm = gC
with dimC gj = j for j = 0, . . . ,m. Then
{0} = V0 ⊂ V1 ⊂ · · · ⊂ Vn = VC ⊂ g1 ⋉ VC ⊂ · · · ⊂ gm ⋉ VC = gC ⋉ VC (5.4)
is a sequence of G⋉ V-invariant subspaces. Let µ1, . . . , µm : g→ C be the weights
of the G-module g, and define µ˜1, . . . , µ˜m+n : g ⋉ V → C by µ˜j(X, v) := µj(X) if
j = 1, . . . ,m, and µ˜j(X, v) := λj−m(X) if j = m+1, . . . ,m+n. Then, using (5.4), it
is easily seen that the functionals µ˜1, . . . , µ˜m+n are the roots of the Lie algebra g⋉V .
The hypothesis that the Lie group G is exponential is equivalent to the fact that
for every j = 1, . . . ,m there exist numbers θj ∈ R and functionals ξj ∈ g∗ with
[g, g] ⊆ Ker ξj and µj(X) = (1+ iθj)ξj(X) for every X ∈ g (see for instance [FL15,
Subsect. 5.2.2]). Similarly, the hypothesis that V is an exponentialG-module means
that for k = 1, . . . , n there exist the number γk ∈ R and the functional ηk ∈ g∗ with
[g, g] ⊆ Ker ηk and λk(X) = (1 + iγk)ηk(X) for every X ∈ g.
Then, defining θ˜j := θj and ξ˜j(X, η) := ξj(X) if j = 1, . . . ,m, and on the other
hand θ˜j := γj−m and ξ˜j(X, v) := ηj−m(X) if j = m+ 1, . . . ,m+ n, for all X ∈ gC
and η ∈ VC, we obtain µ˜j = (1 + iθ˜j)ξ˜j on g⋉ V for j = 1, . . . ,m+ n, hence G⋉ V
is an exponential Lie group, by the characterization of exponential Lie groups in
terms of roots used above.
For the assertion on the ideal J from (5.2), let us consider the exact sequence
of Lie algebras
0→ V∗ → g⋉ V∗ pi−→ g→ 0.
One has Ĝ⋉ V∗ = ̂C∗(G⋉ V∗) = Ĵ ⊔ Ĉ∗(G) = Ĵ ⊔ Ĝ, where Ĝ is embedded into
Ĝ⋉ V∗ as the closed subset corresponding (via the method of coadjoint orbits) to
the set of coadjoint orbits of G ⋉ V∗ that are contained in π∗(g∗) ⊆ (g ⋉ V∗)∗.
Since Kerπ = V∗, it is easily seen that π∗(g∗) = {ξ ∈ (g ⋉ V∗)∗ | V∗ ⊆ Ker ξ}.
Therefore Ĵ = Ĝ⋉ V∗ \ Ĝ corresponds to the set of coadjoint orbits of G ⋉ V∗
that are contained in (g ⋉ V∗)∗ \ π∗(g∗) = {ξ ∈ (g ⋉ V∗)∗ | V∗ 6⊂ Ker ξ}, and this
completes the proof. 
We now begin the preparations for proving Theorem 5.4.
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Lemma 5.2. Let V be a finite-dimensional vector space and π : E → M be a
continuous locally trivial vector bundle over a topological space, with its space of
continuous global sections denoted by C(π). Assume that τ : V → C(π) is a linear
map and for every x ∈ M denote V(x) := {v ∈ V | (τ(v))(x) = 0}. If dimV(x) is
locally constant with respect to x ∈ M , then the map M → Gr(V), x 7→ V(x), is
continuous.
Proof. The assertion has a local character, so we may assume that the vector bundle
π is trivial and dimV(·) is constant on M .
Now consider the trivial vector bundle M × V →M and define
τ˜ : M × V → E, τ(x, v) := (τ(v))(x).
Then it is clear that τ˜ is a continuous morphism of vector bundles, having constant
rank, hence Ker τ˜ =
⋃
x∈M
{x}×V(x) is a locally trivial vector bundle (see for instance
[Hu94, Ch. 3, Th. 8.2]).
Further shrinking M , we may assume that Ker τ˜ → M is actually a trivial
vector bundle. This implies that there exist a vector space V0 and a continuous
map ψ : M → L(V0,V) for which ψ(x) : V0 → V(x) is a linear isomorphism for all
x ∈M .
This directly implies the conclusion. 
The following result was noted in [Ri68, Prop. 2.2] but we give here a simple
alternative proof for the sake of completeness.
Lemma 5.3. Let α : G×M →M be a smooth action of a Lie group on a manifold.
Assume that M0 ⊆ M is a subset for which the dimension of the isotropy groups
G(x) := {g ∈ G | α(g, x) = x} is locally constant with respect to x ∈ M0, then the
isotropy-algebra map M0 → Gr(g), x 7→ g(x) is continuous.
Proof. Let X (M) be the Lie algebra of smooth vector fields on M , and denote
by α′ : g → X (M) the morphism of Lie algebras which is the infinitesimal action
corresponding to α. Then for every x ∈ M define the linear map α˜(x) : g→ TxM ,
(α˜(x))X := (α′(X)), so that Ker (α˜(x)) = g(x). Thus the assertion follows by
Lemma 5.2 for the continuous vector bundle π : E →M0 defined as the restriction
of the tangent bundle TM →M to M0. 
Theorem 5.4. Let V be a module of exponential type via a continuous repre-
sentation τ : G → End(V) of an exponential solvable Lie group G. Consider the
corresponding quotient map q : V → G \ V, v 7→ τ(G)v, and for every v ∈ V de-
note G(v) := {g ∈ G | τ(g)v = v}. Assume that V =
⊔n
k=1 Ak is a partition into
G-invariant subsets satisfying the following conditions for k = 1, . . . , n:
(1) The set Dk :=
⊔k
j=1 Aj is open in V.
(2) The map q|Ξk : Ξk → G\Ak is a homeomorphism on a suitable locally closed
subset Ξk ⊆ Ak.
(3) There exists a continuous map σ0,k : Ξk → G with σ0,k(v) · v = θk(v) for
all v ∈ Ak, where θk := (q|Ξ)−1 ◦ q : Ak → Ξk.
(4) The dimension of G-orbits contained in Ak
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If we define Γk :=
⊔
v∈Ξk
{v} × G(v) ⊆ Ξk × G and Πk : Γk → Ξk, Πk(v, g) = v,
then Πk : Γk → Ξk has local cross-sections for k = 1, . . . , n, and the transformation
group (G,V) is a piecewise pullback of group bundles.
Proof. It follows by the hypothesis (4) along with [Ri68, Prop. 2.2] Lemma 5.2
that the map Ak → Gr(g), ξ 7→ g(ξ) is continuous. Since the exponential map
expG : g → G is a diffeomorphism, it is straightforward to prove that the map
h 7→ expG(h) is a homeomorphism onto its image, from Gralg(g) onto the space
of connected closed subgroups of G, the latter space being regarded as a subspace
of the compact space K(G) of all closed subgroups of G. Here Gralg(g) is the
closed subset of Gr(g) consisting of the subalgebras of g. As for every v ∈ V its
isotropy group G(v) is connected by [FL15, Th. 5.3.2], we then obtain that the
map Ak → K(G), ξ 7→ G(ξ) is continuous.
It then follows by Lemmas 3.6 and 3.4 that Πk : Γk → Ξk is a group bundle, hence
it has a Haar system. Moreover, Πk has local cross-sections as a direct consequence
of Lemma 4.16, of the above topological embedding Gralg(g) →֒ K(G) and of the
fact that the tautological bundle over Gr(g) is a locally trivial vector bundle hence
has local cross-sections.
Now define γk := (q|Ξk)
−1 : G \ Ak → Ak, which is a continuous map. Thus
Corollary 4.19 applies for the group action G × Ak → Ak, and implies that the
locally compact groupoids G ×Ak ⇒ Ak and θ
↓↓
k (Γk) are isomorphic, where θk :=
γk ◦ q|Ak : Ak → Ξk. Thus the conditions of Definition 4.21 are satisfied, and this
completes the proof. 
Remark 5.5. In the above proof, in order to compute θ
↓↓
k (Πk) more explicitly,
note that for any ξ, η ∈ Ak we have
θk(ζ) = θk(η) ⇐⇒ q(ζ) = q(η)
⇐⇒ (∃O ∈ G \ V ) ζ, η ∈ O ⊆ Ak
⇐⇒ (∃ξ ∈ Ξk) ζ, η ∈ τ(G)ξ,
and, if this is the case, then (ζ, h, η) ∈ θ
↓↓
k (Πk) if and only if Πk(h) = ξ, that is, if
and only if h ∈ G(ξ). Therefore
θ
↓↓
k (Πk) =
⊔
ξ∈Ξk
Oξ ×G(ξ)×Oξ
where Oξ := τ(G)ξ ⊆ V is the G-orbit of ξ ∈ Ξk.
Corollary 5.6. The coadjoint dynamical system of any exponential solvable Lie
group is a piecewise pullback of group bundles. There exists a decomposition into
pieces such that the C∗-algebra of the reduction of the coadjoint dynamical system
to its first piece is commutative, while the C∗-algebras of the reductions of the dy-
namical system to these pieces are Morita equivalent to continuous fields of sections
of continuous C∗-bundles whose fibers are C∗-algebras of coadjoint isotropy groups.
Proof. Let G be an exponential solvable Lie group, with its coadjoint dynamical
system (G, g∗,Ad∗G). Then g
∗ is a G-module of exponential type. Moreover, it is
known from [Cu92, Th. 2.8] and [ACD09, Cor. 4.12] that there exists a partition
g∗ =
⊔n
k=1 Ak into G-invariant, subsets satisfying the conditions of Theorem 5.4.
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Resuming the notation of Theorem 5.4, we now show that the fibers of the
group bundle Π1 : Γ1 → Ξ1 are connected abelian Lie groups, hence its C∗-algebra
is commutative. It follows by [DV69] that for every ξ ∈ Ξ1 (⊆ A1) the coadjoint
isotropy Lie algebra g(ξ) is abelian. But the hypothesis that G is an exponential
solvable Lie group implies that the coadjoint isotropy group G(ξ) is connected.
Since its Lie algebra g(ξ) is abelian, it follows that G(ξ) is an abelian Lie group
(Rb,+). An application of Corollary 4.19 then completes the proof. 
Remark 5.7. The “first piece” of the coadjoint dynamical system referred to in
Corollary 5.6 holds a central role in representation theory of the exponential Lie
group under consideration, for instance because its corresponding set of coadjoint
orbits supports the Plancherel measure. In order to provide a more clear picture
of that piece we briefly discuss here how it can be computed for two types of
exponential solvable Lie groups that are very different from each other:
1. Nilpotent Lie groups. If G is a nilpotent Lie group with its Lie algebra g, then
the first piece of their corresponding coadjoint dynamical system can be described
as follows. Let {X1, . . . , Xm} be a Jordan-Ho¨lder basis in g, hence gk := span{Xj |
j = 1, . . . , k} is an ideal of g for k = 1, . . . ,m. Define a total ordering of the subsets
of {1, . . . ,m} by e  e′ if and only if min(e \ e′) ≤ min(e′ \ e), with the convention
min ∅ :=∞, and denote by e1 the smallest set with respect to that ordering. If for
every ξ ∈ g∗ we define J(ξ) := {j ∈ {1, . . . ,m} | g(ξ) + gj−1 $ g(ξ) + gj}, where
g0 := {0}, then the “first piece” from the proof of Theorem 5.6 is A1 := {ξ ∈ g∗ |
J(ξ) = e1}.
2. Frobenius Lie groups. A connected Lie group G with its Lie algebra g is said
to be a Frobenius group if there exists ξ ∈ g∗ such that the skew-symmetric bilinear
form Bξ : g × g → R, Bξ(X,Y ) := ξ([X,Y ]), is nondegenerate. This implies that
the center of g is equal to {0}, hence the intersection of the classes of Frobenius
groups and nilpotent Lie groups is trivial. The properties of Frobenius groups
and algebras are very interesting and have been studied for a long time; see for
instance the remarkable paper [Oo74] and references therein. Their significance
for representation theory comes from the fact that the Frobenius property of G is
equivalent to the fact that there is at least one open coadjoint orbit. If this is the
case, there exist finitely many open coadjoint orbits (see [BB16a, Prop. 4.5] and
Section 6 below). If G is moreover an exponential solvable Lie group, then the “first
piece” A1 from the proof of Corollary 5.6 is the union of its open coadjoint orbits.
In this case, the cross-section Ξ1 is a finite set because it is a complete system
of distinct representatives of the coadjoint orbits contained in A1. The fibers of
the group bundle Π1 : Γ1 → Ξ1 from the proof of Corollary 5.6 are 0-dimensional,
hence it follows that the C∗-algebra of the groupoid Π1 is an N -dimensional abelian
C∗-algebra, where N is the number of open coadjoint orbits of G. This illustrates
the significance of the coadjoint dynamical system again, because C∗(G) contains
an ideal ∗-isomorphic to a direct sum of N copies of the C∗-algebra of compact
operators on a separable infinite-dimensional complex Hilbert space, as noted in
[BB16a, Rem. 4.7].
We now give another corollary of Theorem 5.4, which is applicable for unipotent
representations.
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Corollary 5.8. Let τ : G → End(V) be a unipotent representation of a nilpotent
Lie group G. Consider the corresponding quotient map q : V → G \ V, v 7→ τ(G)v,
and for every v ∈ V denote G(v) := {g ∈ G | τ(g)v = v}.
Then there exists a partition into G-invariant subsets V =
⊔n
k=1 Ak satisfying
the following conditions for k = 1, . . . , n:
(1) The set Dk :=
⊔k
j=1 Aj is open in V.
(2) The map q|Ξk : Ξk → G\Ak is a homeomorphism on a suitable locally closed
subset Ξk ⊆ Ak.
(3) The dimension of G-orbits contained in Ak is constant.
(4) If Γk :=
⊔
v∈Ξk
{v}×G(v) ⊆ Ξk×G then the map Πk : Γk → Ξk, Πk(v, g) = v,
is a group bundle that has local cross-sections for k = 1, . . . , n, and the
transformation group (G,V) is a piecewise pullback of group bundles.
Proof. Existence of the partition V =
⊔n
k=1 Ak with the properties (1)–(3) follows
by [CG90, Th. 3.1.14]. Then Assertion (4) follows by Theorem 5.4. 
6. On connected Lie groups with primitive C∗-algebras
In this section we discuss two classes of examples of solvable Lie groups that can
be studied using the methods developed in the preceding sections.
The first of these classes consists of Lie groups whose C∗-algebras are primitive
(that is, they admit faithful irreducible representations) and we briefly discuss the
open problem of classifying the Lie groups satisfying that condition (see Examples
6.4, 6.8 and 6.9). These examples are obtained from coadjoint dynamical systems
of some non-exponential solvable Lie groups with a unique open orbit, which is
also dense. Several interesting results can be found in [Oo74] on the version of the
above primitivity problem for universal enveloping algebras of Lie algebras instead
of C∗-algebras of Lie groups.
The second class of examples discussed below consists of exponential solvable
Lie groups (see Examples 6.10 and 6.11) with several open coadjoint orbits.
Examples of connected Lie groups whose C∗-algebras are primitive. There
has been recent interest in describing discrete groups whose C∗-algebras are primi-
tive, that is, C∗-algebras that have faithful irreducible ∗-representations (see [Mu03],
[Om14] and the references therein). The similar problem on connected Lie groups
seems to be still open, although it follows by the recent result [Rau16, Th. A] that
the C∗-algebra of every connected Lie group (having its dimension ≥ 1) admits at
least one irreducible ∗-representation which is not faithful. In connection with that
problem, and as an application of our groupoid approach to transformation groups,
we suggest a method to construct examples of connected solvable Lie groups of
type I whose C∗-algebras are primitive (see Example 6.8), and this construction is
based on Theorem 6.3 below.
On the negative side, it follows by Proposition 2.5 that if a Lie group is CCR, then
its C∗-algebra cannot be primitive. This is the case for nilpotent or semisimple Lie
groups, for instance. Using the method of coadjoint orbits for exponential solvable
Lie groups (see [LeLu94]), it is also easily seen that if G is such a Lie group, then
its C∗-algebra C∗(G) is primitive if and only if G has a unique open coadjoint
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orbit. But this is never the case by Proposition 6.1 below. In the special case of
completely solvable Lie groups, it also follows by [CuPe89, Sect. 1] and [BB16a,
Prop. 4.5], that there exist either at least two open coadjoint orbits or none.
Proposition 6.1. The number of open coadjoint orbits of any exponential solvable
Lie group is finite and even.
Proof. Let G be an exponential solvable Lie group. We first prove that
(∀ξ ∈ g∗ \ {0}) Oξ 6= O−ξ. (6.1)
To this end we reason by contradiction. Assuming that for some ξ ∈ g∗\{0} one has
Oξ = O−ξ, that is, −ξ ∈ Oξ, it follows that there exists x ∈ G with Ad
∗
G(x)ξ = −ξ.
Then −1 is an eigenvalue of the linear operator Ad∗G(x) = (AdG(x)
−1)∗ : g∗ → g∗,
hence −1 is also an eigenvalue of AdG(x) : g→ g.
On the other hand, let us denote m := dim g and select a sequence of ideals of
the complexified Lie algebra gC,
{0} = g0 ⊂ g1 ⊂ · · · ⊂ gm = gC
with dimC gj = j for j = 0, . . . ,m. Also select a basis {X1, . . . , Xm} of gC withXj ∈
gj\gj−1 for j = 1, . . . ,m. Then there exist C-linear functionals λ1, . . . , λm : gC → C
for which
(∀X ∈ gC) adgCX =


λ1(X) ∗ ∗
. . . ∗
0 λm(X)

 (6.2)
where the above triangular matrix is written with respect to the basis {X1, . . . , Xm}
of gC. The functionals λ1, . . . , λm are the roots of the Lie algebra g, hence the
hypothesis that the Lie group G is exponential is equivalent to the fact that for
every j = 1, . . . ,m there exist the number θj ∈ R and the functional ξj ∈ g∗
with [g, g] ⊆ Ker ξj and λj(X) = (1 + iθj)ξj(X) for every X ∈ g (see for instance
[FL15, Subsect. 5.2.2]). But then it is easily checked that eλj(X) 6= −1 for every
j = 1, . . . ,m and X ∈ g. It then follows by (6.2) that for every X ∈ g the operator
AdG(expGX) = exp(adgX) : g→ g has all its eigenvalues different from −1. Since
the Lie groupG is exponential, hence in particular its exponential map expG : g→ G
is surjective, we thus obtain that for every x ∈ G all the eigenvalues of the operator
AdG(x) : g→ g are different from −1, which is a contradiction with the conclusion
of the above paragraph.
Thus (6.1) is completely proved. We now note that the set of open coadjoint
orbits of G is finite and for every ξ ∈ g∗ its coadjoint orbit Oξ is open if and only
if det(〈ξ, [Yj , Yk]〉)j,k=1,...,m 6= 0, for a basis Y1, . . . , Ym of g (see [BB16a, Prop.
4.5]). Hence, denoting by S the set of all open coadjoint orbits of G, one has the
involutive map without fixed points S → S, Oξ 7→ O−ξ. This implies that the
number of elements of S is even, which completes the proof. 
We now prepare for the construction of some connected solvable Lie groups of
type I whose C∗-algebras are primitive (see Examples 6.4 and 6.8).
We use the convention that any complex vector space V is denoted by VR when
regarded as a real vector space. Moreover, V∗ denotes the complex vector space of
all complex linear functionals V → C, and V∗
R
stands the real vector space of all
real linear functionals VR → R. Similarly, End(V) is the set of all complex linear
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maps from V into itself, and End(VR) is the set of all real linear maps from VR into
itself, hence End(V) ⊆ End(VR). Also, for any complex Lie group G (i.e., G is a
complex manifold and its group operations are holomorphic maps), we denote by
GR its underlying real Lie group.
Lemma 6.2. Let V be any complex vector space that carries a group representation
τ : G → End(V), which induces the right group actions V∗ × G → V∗, (ζ, g) 7→
ζ ◦ τ(g), and V∗
R
×G→ V∗
R
, (ξ, g) 7→ ξ ◦ τ(g). Then the real-part map
ℜ : V∗ → V∗R, (ℜζ)(·) :=
1
2
(ζ(·) + ζ(·))
is a G-equivariant R-linear isomorphism.
Proof. For any ξ ∈ V∗
R
define ξ˜ ∈ V∗
R
by ξ˜(v) := −ξ(iv) for every v ∈ V . With
this notation it is easily checked that for ξ, η ∈ V∗
R
we have ξ + iη ∈ V∗ if and
only if η = ξ˜. This implies that the map ℜ : V∗ → V∗
R
is bijective with its inverse
ℜ−1 : V∗
R
→ V∗, ξ 7→ ξ+ iξ˜. It is straightforward to check that ℜ is R-linear. To see
that ℜ is also G-equivariant, it suffices to check that for arbitrary g ∈ G and ξ ∈ V∗
R
one has ℜ−1(ξ ◦ τ(g)) = (ℜ−1ξ) ◦ τ(g)), which is equivalent to ˜ξ ◦ τ(g) = ξ˜ ◦ τ(g).
This last equality follows by the fact that τ(g) ∈ End(V), that is, τ(g) ∈ End(VR)
and τ(g)(iv) = iτ(g)v for all v ∈ V . 
In the setting of Lemma 6.2 we denote by G ⋉ V∗
R
the semidirect product of
groups, with its multiplication map
(g1, ξ1)(g2, ξ2) := (g1g2, ξ1 ◦ τ(g2) + ξ2) (6.3)
for all ξ1, ξ2 ∈ V
∗
R
and g1, g2 ∈ G.
Theorem 6.3. Let V be a finite-dimensional complex vector space that carries a
continuous representation τ : G→ End(V) of a locally compact group G. Let v0 ∈ V
and G(v0) := {g ∈ G | τ(g)v0 = v0}. Assume that the homogeneous space G/G(v0)
has a G-invariant Radon measure and denote by µ its pushforward through the
G-equivariant continuous map G/G(v0)→ V, gG(v0) 7→ τ(g).
Then the following assertions hold:
(i) The map
π : G⋉ V∗R → B(L
2(V , µ)), (π(g, ξ)ϕ)(v) := eiξ(v)ϕ(τ(g−1)v)
is a continuous unitary irreducible representation.
(ii) If the locally compact group G is amenable, the G-orbit O := τ(G)v0 is dense
in V, and G(v0) = {1}, then π : C∗(G ⋉ V∗R) → B(L
2(V , µ)) is a faithful
irreducible ∗-representation.
Proof. (i) Since G acts transitively on O and µ(V \ O) = 0, it is easily checked
that the measure µ is G-invariant and ergodic. Then the group representation π is
irreducible by [BB16b, Prop. 3.1].
(ii) The fact that the above unitary representation π is irreducible implies that
also its corresponding ∗-representation π : C∗(G⋉V∗
R
)→ B(L2(V , µ)) is irreducible.
Let f1 ∈ Cc(G), f2 ∈ Cc(V∗R), and define f := f1 ⊗ f2 ∈ L
1(G ⋉ V∗
R
). It is well
known and straightforward to check using (6.3) that if we denote by dg any left
Haar measure of G and by dξ any Lebesgue measure of V∗
R
, then the direct product
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of these measures is a left Haar measure of the semidirect product G ⋉ V∗
R
. Then
we have for all ϕ ∈ Cc(V) and v ∈ V ,
(π(f1 ⊗ f2)ϕ)(v) :=
∫
G
∫
V∗
R
f1(g)f2(ξ)e
iξ(v)ϕ(τ(g−1)v)dgdξ
=(F−1f2)(v)
∫
G
f1(g)ϕ(τ(g
−1)v)dg
hence
π(f1 ⊗ f2)ϕ = F
−1f2 ·
∫
G
f1(g) · ϕ ◦ τ(g
−1)dg (6.4)
where F : S(VR)→ S(V∗R) is the Fourier transform.
On the other hand, one has the C∗-dynamical system (C0(VR), G, α), where
α : G× C0(VR)→ C0(VR), αg(h) := h ◦ τ(g
−1).
Since the measure µ on VR is invariant under the group action of G × VR → VR,
(g, v) 7→ τ(g)v, we obtain a covariant representation (M,σ) of (C0(VR), G, α) on
L2(VR, µ), where we use the ∗-representation
M : C0(VR)→ B(L
2(VR, µ)), M(h)ϕ := hϕ,
and the unitary representation
σ : G→ B(L2(VR, µ)), σ(g)ϕ := ϕ ◦ τ(g
−1).
It is clear that M(αg(h)) = σ(g)M(h)σ(g)
−1 for all g ∈ G and h ∈ C0(VR), hence
the pair (M,σ) is indeed a covariant representation of the C∗-dynamical system
(C0(VR), G, α), and then that pair defines a ∗-representation of the crossed product,
σ ⋉M : G⋉ C0(VR)→ B(L2(VR, µ)), given by
(σ ⋉M)(f1 ⊗ f2) =M(f2)
∫
G
f1(g)σ(g)dg (6.5)
for arbitrary f1 ∈ L1(G) and f2 ∈ Cc(VR).
Comparing (6.4) and (6.5), we obtain
π ◦Ψ = σ ⋉M (6.6)
for the ∗-morphism
Ψ: G⋉ C0(VR)→ C∗(G⋉ V∗R), Ψ(f1 ⊗ f2) = f1 ⊗Ff2
for all f1 ∈ L
1(G) and f2 ∈ Cc(VR). But it is well known that, considering the C
∗-
algebra C∗(V∗
R
) of the abelian group (V∗
R
,+), the Fourier transform F extends to a
∗-isomorphism C0(VR)→ C∗(V∗R) and moreover one has the canonical isomorphism
C∗(G ⋉ V∗
R
) ≃ G ⋉ C∗(V∗
R
) (see for instance [Wi07, Prop. 3.11]). Therefore the
above map Ψ is a ∗-isomorphism.
Since the locally compact group G is amenable, it follows by [Pa88, Prop. 1.13]
that also the group G⋉V∗
R
is amenable, hence one has the canonical ∗-isomorphism
C∗(G ⋉ V∗
R
) ≃ C∗red(G ⋉ V
∗
R
) (see [Pa88, Th. 4.21]). The hypothesis that G is
amenable also implies that if G := G × V ⇒ V is the groupoid associated with
the transformation group (G,V), with its domain/range maps d, r : G × V → V ,
d(g, v) := v, r(g, v) := τ(g)v, then G is metrically amenable, that is, we have
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C∗(G) ≃ C∗red(G) as in the definition before Remark 2.1. Hence, also using the
hypothesis that the orbit O is dense, it follows by Proposition 2.7 that the regular
representation πv0 : C
∗(G)→ B(L2(Gv0 )) is faithful. Here
Gv0 = {(g, v) ∈ G× V | d(g, v) = v0} = {(g, v0) ∈ G× V | g ∈ G}
Using the hypothesis G(v0) = {1}, it is straightforward to check that the map
r|Gv0 : Gv0 → O →֒ VR, (g, v0) 7→ τ(g)v0,
defines a unitary operator L2(Gv0 )→ L
2(VR, µ) that intertwines the representations
πv0 and σ⋉M (compare for instance [Gl62, Th. 1.5]), so the ∗-representation σ⋉M
is also faithful.
Now by (6.6) along with the fact that Ψ is a ∗-isomorphism we obtain that the
representation π is faithful. This completes the proof. 
We now discuss the simplest setting in which Theorem 6.3 applies.
Example 6.4. For the multiplicative group G := (C \ {0}, ·) and the complex
1-dimensional vector space V := C we define the representation
τ : G→ End(V), τ(a)v := av.
Then the hypothesis of Theorem 6.3 is satisfied for v0 = 1 ∈ C, since G(v0) = {1}
and the orbit τ(G)v0 = C \ {0} is a dense open subset of C. It follows that
the C∗-algebra of the complex ax+ b-group G⋉ V∗
R
= (C \ {0})⋉C has a faithful
irreducible representation, which is actually well known (see [Ro76, §2] and [ET79]).
This group is a connected solvable Lie group, which is not simply connected.
For Example 6.8) we need a few simple facts that we establish in Lemmas 6.5–6.7.
Let V be a finite-dimensional real vector space with its group of invertible endo-
morphisms denoted by End(V)×. A subgroup G ⊆ End(V)× is called an algebraic
group if there exists a family P of real-valued polynomial functions on the real vec-
tor space End(V)×End(V) for which G = {g ∈ End(V)× | (∀p ∈ P) p(g, g−1) = 0}.
Such an algebraic group G is clearly a closed subgroup of End(V)×, so G is a Lie
group with its topology induced from End(V)×.
A Lie subalgebra g ⊆ End(V) is called an algebraic Lie algebra if the subgroup
of End(V)× generated by {expX | X ∈ g} is the connected component of 1 in an
algebraic group. See [Pu69, subsection 2.1 a)] for a discussion on why this definition
is equivalent to the definition in terms of replicas.
Lemma 6.5. Let V be a finite-dimensional real vector space with a solvable Lie
algebra g ⊆ End(V). Denote k := dimR V and n := {X ∈ g | Xk = 0}. Then g
is an algebraic Lie algebra if and only if there exists an abelian subalgebra a ⊆ g
satisfying the following conditions:
(1) One has the direct sum decomposition g = a∔ n.
(2) There exists a basis {X1, . . . , Xr} of aC := a⊗RC →֒ End(VC) such that for
j = 1, . . . , k the operator Xj ∈ End(VC) is diagonalizable and its spectrum
consists of integer numbers.
Proof. See [Pu69, subsection 2.1 a)]. 
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Lemma 6.6. If G is a connected simply connected solvable Lie group for which the
Lie algebra adg(g) is algebraic, then both G and its tangent group TG are of type I.
In particular, if B is the connected simply connected Lie group corresponding to a
Borel subalgebra of a complex semisimple Lie algebra, then both BR and its tangent
group T (BR) are solvable Lie groups of type I.
Proof. It follows by [Pu69, Prop. 2.2] that G is a Lie group of type I. The tangent
group G˜ := TG = G⋉g has its Lie algebra g˜ := g⋉g, whose Lie bracket is given by
[(X1, Y1), (X2, Y2)] = ([X1, X2], [X1, Y2]− [X2, Y1]) for all X1, X2, Y1, Y2 ∈ g. Since
adg(g) is an algebraic Lie algebra of endomorphisms of the linear space g, one has a
direct sum decomposition adg(g) = a∔n as in Lemma 6.5. Then the above formula
for the Lie bracket of g˜ shows that adg˜(g˜) = a˜∔ g˜, where a˜ := {adg˜(X, 0) | X ∈ a}
is an abelian Lie algebra of diagonalizable endomorphisms of the linear space g
having integer spectra, and n˜ := {adg˜(X,Y ) | X ∈ n, Y ∈ g} consists of nilpotent
endomorphisms of the linear space g. Hence G˜ is a connected simply connected
solvable Lie group for which the Lie algebra adg˜(g˜) is algebraic by Lemma 6.5, and
then G˜ is a Lie group of type I by by [Pu69, Prop. 2.2] again.
For the second assertion, we use the notation of Example 6.8 and we check
that the Lie algebra adg(g) is algebraic. We have g = h ∔ n
+, hence adg(g) =
adg(h) + adg(n
+). Here adg(h) consists of diagonalizable linear maps on g while
adg(n
+) consists of nilpotent maps, hence adg(h) ∩ adg(n+) = {0}. Moreover, it
follows by the structure theory of complex semisimple Lie algebras that adg(h) has
a basis consisting of maps whose spectra contain only integer numbers. It then
follows by Lemma 6.5 that adg(g) is an algebraic Lie algebra, and we are done. 
Lemma 6.7. For any connected complex Lie group G, its corresponding real Lie
group GR is an exponential Lie group if and only if G is simply connected and
nilpotent.
Proof. See [Dix57, Cor. of Th. 1, p. 118]. 
We illustrate Theorem 6.3 by an example. The role of the group G from The-
orem 6.3 is played by G˜/Z(G˜) for Borel subgroups G˜ of some complex simple Lie
groups, where Z(G˜) is the center of G˜. For this reason we use somewhat unusual
notation in structure theory of semisimple Lie groups (see [Kn02]) in the sense that
we keep the notation G for a quotient group G˜/Z(G˜) as above.
Example 6.8. Let s be any complex semisimple Lie algebra, hence its Killing form
Bs : s× s→ C, Bs(X,Y ) := Tr((adsX)(adsY ))
is nondegenerate, where for everyX ∈ s we define as usual adsX : s→ s, (adsX)Y =
[X,Y ] for X,Y ∈ s. Then there exists a conjugate-linear mapping s→ s, X 7→ X∗,
such that for all X,Y ∈ s we have (X∗)∗ = X , [X,Y ]∗ = [Y ∗, X∗] and Bs(X,X∗) ≥
0. Such a mapping is unique up to an automorphism of s.
Select any Cartan subalgebra h ⊆ s, that is, h is a maximal abelian self-adjoint
subalgebra of s. Denote the eigenspaces for the adjoint action of h on s by
sα := {X ∈ s | (∀H ∈ h) [H,X ] = α(H)X} for a linear functional α : h→ C
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and consider the corresponding set of roots ∆(s, h) := {α ∈ h∗ \ {0} | sα 6= {0}}.
Then h = s0 = {X ∈ s | [h, X ] = {0}} and the root space decomposition of h is
given by
s = h⊕
⊕
α∈∆(s,h)
sα.
For every α ∈ ∆(s, h) we have dim sα = 1 and we may choose Xα ∈ sα \ {0} such
that X∗α = X−α.
Now fix a basis {H1, . . . , Hm} of h with Hj = H∗j for j = 1, . . . ,m, and define
∆+(s, h) as the set of all linear functionals ϕ : h → C with ϕ(H∗) = ϕ(H) for all
H ∈ h and for wich there exists k ∈ {1, . . . ,m} with ϕ(Hj) = 0 if 1 ≤ j ≤ k−1 and
ϕ(Hk) > 0. One can prove that ∆(s, h) = ∆
+(s, h) ⊔ (−∆+(s, h)). The elements of
the set α ∈ ∆+(s, h) \ (∆+(s, h) + ∆+(s, h)) are called simple roots. We label the
simple roots as {α1, . . . , αr}, and one can prove that this set is a basis of the dual
space h∗, hence r = dim h, and this is called the rank of s (see for instance [Kn02]).
The above root space decomposition of s implies the triangular decomposition
s = n− ∔ h∔ n+
where n± :=
⊕
±α∈∆+(s,h)
sα.
We are interested in the Lie algebra
g := h∔ n+ = h⋉ n+,
which is a Borel subalgebra of s. This is a solvable complex Lie algebra, and
we denote by G˜ its corresponding connected subgroup of the connected, simply
connected Lie group associated to s. It is well known and easily checked that the
center of g is trivial and the center Z(G˜) of G˜ is finite. We define G := G˜/Z(G˜),
which is then a Lie group whose Lie algebra is again g. We note however that G is
not an exponential Lie group (by Lemma 6.7).
It follows by [Ko12, Th. 1.7] that the group G˜ has a nonempty open coadjoint
orbit if and only if the rank of s is equal to the cardinality of a maximal set B of
strongly orthogonal roots obtained by the cascade construction. If this is the case,
then the open orbit is unique hence it is dense in s∗. More specifically, for every
β ∈ B we select a non-zero vector e−β ∈ n− in the root space corresponding to −β,
and we define
r×− :=
{∑
β∈B
tβe−β | (∀β ∈ B) tβ ∈ C×
}
.
Using the linear isomorphism g∗ ≃ n− ∔ h defined via the Killing form of s, we
consider the coadjoint action of G˜,
Ad∗
G˜
: G˜× (n− ∔ h)→ n− ∔ h
and we define the set
O :=
⋃
ξ∈r
×
−
Ad∗
G˜
(N)ξ + h ⊆ n− ∔ h.
If we assume |B| = dim h, then the following assertions hold:
(i) The set O is an open dense coadjoint orbit of the Borel subgroup G˜ of S.
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(ii) For every ξ ∈ r×− the corresponding coadjoint isotropy group G˜(ξ), which is a
discrete subgroup of G˜, is equal to
HB := {h ∈ H | (∀β ∈ B) Ad∗
G˜
(h)e−β = e−β}
Indeed, Assertion (i) follows by [Ko12, Th. 2.7]. The proof of Assertion (ii) requires
several steps:
Step 1: For all ξ ∈ r×− one has G˜(ξ) ∩ H = H
B. In fact, if ξ =
∑
β∈B
tβe−β, and
h ∈ H , then, using the fact that e−β is an eigenvector of Ad
∗
G˜
(h) and tβ 6= 0 for all
β ∈ B, we obtain Ad∗
G˜
(h)ξ = ξ if and only if h ∈ HB.
Step 2: We now prove that if ξ ∈ r×−, h ∈ H , n ∈ N
+, and nh ∈ G˜(ξ), then h ∈
HB ⊆ G˜(ξ) and n ∈ G˜(ξ). Indeed, one has Ad∗
G˜
(n)(Ad∗
G˜
(h)ξ) = Ad∗
G˜
(nh)ξ = ξ =
Ad∗
G˜
(1)ξ with Ad∗
G˜
(h)ξ, ξ ∈ r×−, hence by [Ko12, Th. 1.1] we obtain Ad
∗
G˜
(h)ξ = ξ.
Now h ∈ HB ⊆ G˜(ξ) by Step 1.
Step 3: For all ξ ∈ r×− one has G˜(ξ) = H
B. In fact, since Ad∗
G˜
|N+ is a unipotent
representation, it follows that N+ ∩ G˜(ξ) is connected (by [CG90, Lemma 3.1.1]),
hence N+ ∩ G˜(ξ) = {1}. Then, by Step 2, we obtain G˜(ξ) ⊆ HB, and further by
Step 1, G˜(ξ) = HB.
Let G˜ be a Borel subgroup of the connected simply connected Lie group S
corresponding to a complex semisimple Lie algebra s as above. In addition to the
condition |B| = dim h, let us also assume the following:
HB = Z(G˜), (6.7)
which is clearly equivalent to HB = {h ∈ H | (∀β ∈ Π) Ad∗
G˜
(h)e−β = e−β}, for
the system of simple roots Π ⊆ ∆+(s, h).
It is well known and easily checked that the center of g is trivial and the center
Z(G˜) of G˜ is finite. We define G := G˜/Z(G˜), which is then a Lie group whose Lie
algebra is again g. However G is not an exponential Lie group (by Lemma 6.7).
For any group G as above, let us denote by V := g∗ the complex vector space of
all C-linear functionals v : g→ C, using the notation convention prior to Lemma 6.2.
If we define τ : G → B(V), τ(g)v := v ◦ AdG(g−1) (the complex coadjoint repre-
sentation of G), then for every v0 ∈ r
×
− ⊆ V its orbit O := τ(G)v0 is a dense
open subset of V . We obtain G(v0) = {1} since G˜(v0) = HB = Z(G˜) by Asser-
tion (ii) and assumption (6.7). Hence the hypothesis of Theorem 6.3 is satisfied
and it follows that G⋉V∗
R
is a Lie group whose C∗-algebra has a faithful irreducible
∗-representation. It is easily seen that if we denote by GR the complex Lie group
G regarded as a real Lie group, with the Lie algebra of GR denoted by gR, then
G⋉V∗
R
= GR⋉gR = T (GR) is the tangent group of GR. Thus T (GR) is a connected
solvable Lie group (hence amenable) whose C∗-algebra is primitive. Moreover, us-
ing Lemma 6.6, it follows that T (GR) is a group of type I. However, T (GR) is not
an exponential Lie group, as a consequence of Lemma 6.7.
By [Ko12, Rem. 2.8] or [AlPe97, Prop. 4.2(1)], if s is a simple Lie algebra, then
it satisfies the above condition |B| = dim h if and only if it is a classical Lie algebra
of type so(2ℓ+1,C), sp(2ℓ,C), so(2ℓ,C) with ℓ even, or an exceptional Lie algebra
of type E7, E8, F4 or G2. We will give below an example where the other condition
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(6.7) is trivially satisfied. It would be interesting to see which other simple algebras
from the above list satisfy condition (6.7) as well.
Example 6.9. Let s = sp(2,C), which is isomorphic to the Lie algebra
sl(2,C) =
{(a b
c −a
)
| a, b, c ∈ C
}
.
Then one has with the above notation
h =
{(
a 0
0 −a
)
| a ∈ C
}
, n+ =
{(
0 b
0 0
)
| b ∈ C
}
,
and then
g =
{(
a b
0 −a
)
| a, b ∈ C
}
.
The connected subgroup of SL(2,C) whose Lie algebra is g is
G˜ =
{(
a b
0 a−1
)
| a, b ∈ C, a 6= 0
}
hence a connected complex Lie group of complex dimension 2 whose center is
Z(G˜) = {±1}. We also have Π = B = ∆+(g, h) (since these sets contain only
one element) hence (6.7) is automatically satisfied.
One can also describe G˜ as the semidirect product
G˜ = (C \ {0})⋉C, (a1, b1) · (a2, b2) := (a1a2, a1b2 + b1a−12 )
for all (a1, b1), (a2, b2) ∈ G˜. This group G˜ is isomorphic to the ax+b-group over the
field C from Example 6.4. Now define G := G˜/Z(G˜). It follows by Example 6.8 that
for the above Lie group G the C∗-algebra of its tangent group T (GR) is primitive,
because G has a unique open dense coadjoint orbit, unlike the ax + b-group over
the field R, which has two open coadjoint orbits as one can see in Example 6.10.
We also note that T (GR) is a connected 8-dimensional solvable Lie group.
Examples of exponential solvable Lie groups. We now give one of the simplest
examples of Lie groups that fall under the hypotheses of Theorem 5.6. Many
other examples of transformation-group groupoids can be constructed following
this pattern. See for instance Example 6.11 below.
Example 6.10 (the ax+ b-group). Let
G =
{(
a b
0 a−1
)
∈M2(R) | a > 0
}
which is a multiplicative group of matrices. For the tautological action of G on R2
denote by Gx,y and Ox,y the isotropy group and the G-orbit of any
(
x
y
)
∈ R2.
Then one has
• if y 6= 0, then Gx,y = {1} and Ox,y =
{(
u
v
)
∈ R2 | uy > 0
}
;
• if y = 0 6= x, then
Gx,0 =
{(1 b
0 1
)
| b ∈ R
}
and Ox,0 =
{(
u
0
)
∈ R2 | ux > 0
}
;
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• if y = x = 0, then G0,0 = G and O0,0 =
{(
0
0
)}
.
Consequently, if we define
M± :=
{(
x
y
)
∈ R2 | ±y ≥ 0, x2 + y2 6= 0
}
⊃
{(
x
y
)
∈ R2 | ±y > 0
}
=: U±
then M± is acted on by the group G with dense open orbit U± and the isotropy
groups at points of the boundary F := M± \ U± are all isomorphic to (R,+).
Hence the transformation-group groupoids G± := G ⋉M± ⇒ M± have dense
open orbits U± with (G±)U± = U± × U±, and moreover (G±)F = R× F → F is a
trivial group bundle on F = R \ {0}. We get thus immediately the following short
exact sequence
0→ K(L2(U±))→ C
∗(G±)→ C0(R \ {0}, C0(R))→ 0.
In the following example we describe a more general situation, which recovers
Example 6.10 for s = su(1, 1).
Example 6.11. Now let s = k+ p be a Cartan decomposition of a real semisimple
Lie algebra. Select any maximal abelian subspace a ⊆ p, consider the corresponding
restricted-root spaces and define
n =
⊕
α∈∆+(s,a)
sα
with respect to a lexicographic ordering on a∗. Then one has the Iwasawa decom-
position s = k∔ a∔ n.
We are mainly interested in the Lie algebra
g := a∔ n = a⋉ n,
which is a Borel subalgebra of s. This is a completely solvable Lie algebra, hence
its corresponding connected, simply connected Lie group G is an exponential Lie
group. Moreover, denoting r := dim a, one can prove that if s is of hermitian type,
then G has 2r open coadjoint orbits (see [RV76, Prop. 3.3.1] and [In01, Th. 1.3]).
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