Equipartite and almost-equipartite gregarious 4-cycle systems  by Billington, Elizabeth J. & Hoffman, D.G.
Discrete Mathematics 308 (2008) 696–714
www.elsevier.com/locate/disc
Equipartite and almost-equipartite gregarious 4-cycle systems
Elizabeth J. Billingtona, D.G. Hoffmanb
aDepartment of Mathematics, Centre for Discrete Mathematics and Computing, The University of Queensland, Queensland 4072, Australia
bDepartment of Mathematics and Statistics, Parker Hall, Auburn University, Auburn, AL 36849–5307, USA
Received 12 July 2005; accepted 11 July 2007
Available online 28 August 2007
Abstract
A 4-cycle decomposition of a complete multipartite graph is said to be gregarious if each 4-cycle in the decomposition has its
vertices in four different partite sets. Here we exhibit gregarious 4-cycle decompositions of the complete equipartite graph Kn(m)
(with n4 parts of size m) whenever a 4-cycle decomposition (gregarious or not) is possible, and also of a complete multipartite
graph in which all parts but one have the same size. The latter complete multipartite graph, Kn(m),t , having n parts of size m and one
part of size t, has a gregarious 4-cycle decomposition if and only if (i) n3, (ii) tm(n− 1)/2 and (iii) a 4-cycle decomposition
exists, that is, either m and t are even or else m and t are both odd and n ≡ 0 (mod 8).
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction and preliminaries
A complete multipartite graph with
∑n
i=1ai vertices grouped into n partite sets of sizes ai , for 1 in, has no edges
between any pair of vertices in the same partite set, and precisely one edge between any pair of vertices in different
partite sets. Such a complete multipartite graph will be denoted by K(a1, a2, . . . , an). In the case that all the parts have
the same size (such as n parts of size a) we may use the notation Kn(a), and in the case that there are n parts of size a
and one part of size b we may write Kn(a),b.
It is well known that a 4-cycle decomposition of a complete multipartite graph K(a1, a2, . . . , an) exists if and
only if either ai is even, 1 in or else ai is odd for all 1 in and n ≡ 1 (mod 8) (see for instance [2]).
In other words, all part sizes have the same parity, and if this is odd then the number of parts must be 1
(mod 8).
A 4-cycle in a complete multipartite graph K(a1, a2, . . . , an) is said to be a gregarious 4-cycle if its four vertices lie
in four different partite sets of the graph. Then a 4-cycle system of K(a1, a2, . . . , an) is said to be gregarious if each
4-cycle in the decomposition is gregarious. Using a slightly different deﬁnition, so-called gregarious 4-cycle systems
of tripartite graphs (when we insist that each 4-cycle hits all three parts, but necessarily each 4-cycle must have two of
its vertices lying in the same part) were completely dealt with in [1]. So in this paper we consider complete multipartite
graphs having at least four parts. Moreover, if there are precisely four parts, it is straightforward to verify that all four
parts must have the same even size, for the degrees must all be equal. And a gregarious decomposition of K4(2) with
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vertex set {1, 1′} ∪ {2, 2′} ∪ {3, 3′} ∪ {4, 4′} is given by
(1, 2, 3, 4), (1′, 2′, 3′, 4′), (1, 2′, 4, 3′), (1′, 2, 4′, 3), (1, 3, 2′, 4′), (1′, 3′, 2, 4).
From this, a gregarious 4-cycle decomposition of K4(2a) is obtained by replacing vertex x by the a vertices xi , 1 ia
and forming a2 cycles from each gregarious 4-cycle (p, q, r, s) in K4(2): take (pi, qj , ri , sj ) for 1 i, ja.
So for the rest of this paper we can assume that there are at least ﬁve parts in the complete multipartite graph under
consideration.
In Section 2 we deal with the case when all parts have the same size.
Then in Section 3 we deal with the case Kn(a),b where the part sizes a and b are even, and in Section 4 we deal
with the case where part sizes a and b are odd (so necessarily n ≡ 0 (mod 8) in order that the total number of parts is
1 (mod 8)).
2. The equipartite case
When the number of parts in the complete equipartite graph is n ≡ 1 (mod 8), we can of course take any 4-cycle
system of Kn, and “blow up” each point m-fold to obtain a gregarious 4-cycle decomposition of Kn(m). (See above in
the case K4(2).) Otherwise, for a 4-cycle decomposition to exist, if the number of parts is not 1 (mod 8), then all parts
must have even size. So in the rest of this section all parts will have even size.
We begin with three small examples. Note that a gregarious 4-cycle decomposition of K4(2) is given above.
Example 2.1. A gregarious 4-cycle decomposition of K5(2).
Let the vertex set of K5(2) be {{i, i′}|1 i5}.
The following 10 cycles form a gregarious 4-cycle decomposition of K5(2):
(1, 2′, 3′, 4′), (1, 3′, 4, 5), (1, 2, 5′, 3), (1, 4, 2′, 5′), (2, 3′, 5′, 4),
(1′, 2, 3, 4), (1′, 3, 4′, 5′), (1′, 2′, 5, 3′), (1′, 4′, 2, 5), (2′, 3, 5, 4′).
Example 2.2. A gregarious 4-cycle decomposition of K6(2).
Let the vertex set of K6(2) be {∞,∞′} ∪ {{i, i′}|0 i4}. Then the following three starter 4-cycles (modulo 5, with
dashes ﬁxed) yield a suitable gregarious decomposition:
(∞, 0′, 2, 1), (∞′, 0, 2, 3′), (0, 2′, 1′, 4′).
Example 2.3. A gregarious 4-cycle decomposition of K7(2).
Let the vertex set of K7(2) be {{i, i′}|0 i6}. Then the following three starter 4-cycles (modulo 7) yield a suitable
gregarious decomposition:
(0, 1, 2′, 3′), (0, 2, 4′, 6′), (0, 4, 1′, 5′).
Having dealt with 4, 5, 6 and 7 parts of size 2, the following result enables us to increase the number of parts of size 2
by 4.
Theorem 2.4. If there is a gregarious 4-cycle decomposition ofKn(2) then there is a gregarious 4-cycle decomposition
of K(n+4)(2).
Proof. First take n + 4 vertices {1, 2, 3, 4} ∪ {a1, a2, . . . , an}, and consider a two-fold 4-cycle decomposition of
Kn+4\Kn, where the “hole” is on the vertex set {a1, a2, . . . , an}. This will contain 4-cycles (1, 2, 3, 4), (1, 2, 4, 3),
(1, 3, 2, 4) and a further 2n 4-cycles on the bipartite graph 2K4,n. (Here 2G denotes the graph obtained from a graph
G by replacing each edge of G with precisely two edges.) The classic paper by Sotteau [4] gives a directed 4-cycle
decomposition of the complete directed bipartite graph with parts of size 4 and n for any n2; by dropping the direction
on edges, this becomes a 4-cycle system of 2K4,n, for any n2.
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Next we form a bipartite graph with vertex set A ∪ B, where A is the set of edges in K4 and in K4,n, while B is
the collection of 4-cycles in the two-fold 4-cycle decomposition of Kn+4\Kn. So |A| = 6 + 4n and |B| = 3 + 2n. A
vertex (say edge xy) in A is adjacent to a vertex (say cycle c) in B if and only if the edge xy belongs to the cycle c. So
each vertex in A has degree 2 (because this is a two-fold decomposition, and so each edge is in two 4-cycles), and each
vertex in B has degree 4 (because each 4-cycle has four edges).
The edges of this bipartite graph can be 2-coloured (black and dashed) so that each vertex in A is adjacent to one
edge of each colour, and each vertex in B is adjacent to two edges of each colour. (An Euler walk in each component,
with its even number of edges coloured alternately black and dashed, will yield such a 2-colouring.) Now we let an
edge xy in a cycle C inherit the colour of the edge {xy, C} in the bipartite graph on A ∪ B. Then for each vertex x in
Kn+4, we take two vertices x, x′ in K(n+4)(2), where {x, x′} is a partite set. From each 4-cycle, say (a, b, c, d), in the
decomposition of 2(Kn+4\Kn), we take two 4-cycles in the gregarious decomposition of K(n+4)(2), determined by the
inherited 2-colouring of the edges of (a, b, c, d) as follows.
Two edges of (a, b, c, d) are black and two edges are dashed. If adjacent edges, such as ab and bc, are black, then
the 4-cycles (a, b′, c, d) and (a′, b, c′, d ′) are taken. If opposite edges, such as ab and cd, are black, then the 4-cycles
(a, b′, c′, d) and (a′, b, c, d ′) are taken. (So a black edge xy results in edges xy′ and x′y, while a dashed edge xy results
in edges xy and x′y′.)
This gives a gregarious 4-cycle decomposition of K(n+4)(2) once the “hole” Kn is expanded to Kn(2), and ﬁlled with
a gregarious 4-cycle decomposition of Kn(2). 
Corollary 2.5. There exists a gregarious 4-cycle decomposition of Kn(2) for all n4.
The results in this section now combine to give:
Theorem 2.6. There is a gregarious 4-cycle system of Kn(m) where n4 if and only if
(i) m is even or
(ii) m is odd and n ≡ 1 (mod 8).
3. The almost-equipartite case: even part size
Throughout this section we shall consider the complete multipartite graph Kn(a),b having n parts of size a and one
part of size b, with a and b even.
The ﬁrst lemma in this section gives a necessary upper bound on b, and is valid regardless of the parity of a and b,
so will be used in subsequent sections also.
Lemma 3.1. If there is a gregarious 4-cycle system of Kn(a),b, then
b
⌊
a(n − 1)
2
⌋
.
Proof. There are nab edges between the part of size b and the n parts of size a. These must all be used in pairs in
gregarious 4-cycles. There are ( n2 )a
2 edges between the n parts of size a. Two of these at a time must be used with
the aforementioned nab edges, in 4-cycles. So we must have nab( n2 )a2, that is, b a(n−1)2 . This is illustrated in
Fig. 1. 
3.1. Happy families
Deﬁnition. A happy family (HF) in Kn(a) is a collection of na/2 gregarious 4-cycles such that one diagonal in each
of these 4-cycles can be chosen so that the na/2 diagonals form a 1-factor in Kn(a).
Lemma 3.2. If there is a gregarious 4-cycle decomposition ofKn(a) which contains d pairwise disjointHFs, then there
is a gregarious 4-cycle decomposition of Kn(a),2d .
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Fig. 1. The upper bound on b.
Fig. 2. New 4-cycles from a happy family.
Proof. Suppose that (wi, xi, yi, zi), 1 ina/2, is an HF in Kn(a), and suppose that the 1-factor covering the na
points is {wi, yi}, 1 ina/2. Let j, j ′ be two points in the part of size 2d. Then remove the na/2 cycles in this HF
and replace themwith the na new gregarious 4-cycles: (j, wi, zi, yi), (j ′, wi, xi, yi), for 1 ina/2. This is illustrated
in Fig. 2.
Clearly if there are d pairwise disjoint HFs, then we can do this for d values of j. Of course any gregarious 4-cycles
in the original decomposition of Kn(a) which are not in any of the d HFs remain in the new decomposition. 
Lemma 3.3 (Blowing up HFs: I). Let n be odd, n5. Suppose there is a gregarious 4-cycle decomposition of Kn(2),
and suppose that all the 4-cycles can be partitioned into (n−1)/2HFs.Then there is a gregarious 4-cycle decomposition
of Kn(2d), with all the 4-cycles partitioned into d(n − 1)/2 HFs.
Proof. First, note that Kn(2) has ( n2 ) 4-cycles in a decomposition, and each HF contains n 4-cycles. So the maximum
number of HFs is indeed ( n2 )/n = (n − 1)/2.
Now we blow up each point u to d new points ui , i ∈ Zd . And for each 4-cycle in an HF of this gregarious 4-cycle
decomposition of Kn(2), say (w, x, y, z), we take the d2 4-cycles (wi, xj , yi, zj ) for all i, j ∈ Zd . These can now be
arranged in parallel classes: let Pk be the parallel class containing (wi, xj , yi, zj ) for all (w, x, y, z) in the original
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Fig. 3. One parallel class, with points blown up d-fold.
HF, where i − j = k, for each k ∈ Zd . In this way, we get d parallel classes, each with d 4-cycles, from one 4-cycle
(w, x, y, z). If wy is the diagonal chosen in this 4-cycle, then wiyi , i ∈ Zd , are the diagonals chosen in the new
4-cycles. 
Lemma 3.4 (Blowing up HFs: II). Let n be even and d even. Suppose there is a gregarious 4-cycle decomposition of
Kn(2), and suppose that all the 4-cycles can be partitioned into (n− 2)/2 (i.e. (n− 1)/2) HFs, and with one parallel
class of 4-cycles left over. Then there is a gregarious 4-cycle decomposition of Kn(2d), with all the 4-cycles partitioned
into d(n − 1)/2 HFs.
Proof. As in Lemma 3.3 above, the (n − 2)/2 HFs produce d(n − 2)/2 HFs, when the points are blown up d-fold. So
consider the one parallel class of 4-cycles; this contains n/2 4-cycles which blow up into nd2/2 4-cycles, and these
partition (as described in Lemma 3.3) into d lots of parallel classes, each parallel class containing nd/2 4-cycles.
If the 4-cycle (w, x, y, z) is one of the n/2 cycles in the original parallel class P, then after blowing up points d-fold
we have d parallel classes:
Pk = {(wi, xj , yi, zj )|i − j ≡ k (mod d), for all (w, x, y, z) in P },
for 0kd − 1. Then for 0 i(d/2) − 1,
P2i ∪ P2i+1 =
⋃
(w,x,y,z)∈P
{(w2i+r , xr , y2i+r , zr ), (w2i+1+r , xr , y2i+1+r , zr )|0rd − 1}
(subscripts modulo d) form an HF with the diagonals⋃(w,x,y,z)∈P {xrzr , w2i+1+ry2i+1+r |0rd − 1}. So the total
number of HFs is d(n − 2)/2 + (d/2) or d(n − 1)/2, as required (see Fig. 3). 
Lemma 3.5 (Blowing up HFs: III). Let n be even and d odd. Suppose there is a gregarious 4-cycle decomposition of
Kn(2), and suppose that all the 4-cycles can be partitioned into (n − 2)/2 HFs, and with one parallel class of n/2
4-cycles left over. Then there is a gregarious 4-cycle decomposition of Kn(2d), with all the 4-cycles partitioned into
(d(n − 1) − 1)/2 HFs, and one parallel class of nd/2 4-cycles.
Proof. (i) Each HF in Kn(2) yields d HFs in Kn(2d), as before, making a total of d(n − 2)/2 HFs.
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Fig. 4. (a) Horizontal edges in Zn. (b) A matching edge and single vertex xi on its perpendicular bisector.
i ,
,
,
i ,
Fig. 5. Base 4-cycle.
(ii) The one remaining parallel class in Kn(2) gives d parallel classes in Kn(2d). When k ∈ Zd , the 4-cycles in the
parallel class Pk are of the form (wi, xj , yi, zj ), where i − j = k, k ∈ Zd . So we have d(n − 2)/2 (from (i)) and
(d − 1)/2 (from (ii)) HFs, that is, (d(n − 1) − 1)/2 HFs, as required, with one unused parallel class in Kn(2d) left
over. .
Consequence. It remains to ﬁnd HFs merely when all the parts have size 2.
3.2. Happy families in Kn(2), n odd
Let n = 2s + 1, and let the vertex set of Kn be Zn. Call the edge {i,−i} a horizontal edge, where i ∈ Zn\{0}. (See
Fig. 4(a).)
Lemma 3.6. Let n be odd, say n= 2s + 1, and let M be a matching in Kn with vertex set Zn, of size s, avoiding vertex
0, and having one edge of each difference 1, 2, . . . , s, and with no horizontal edges. Then there is a gregarious 4-cycle
decomposition of Kn(2) with its 4-cycles partitioned into s HFs.
Proof. Consider a matching edge in M. Since n is odd, one end of a perpendicular bisector of this matching edge,
when drawn on a circle as illustrated in Fig. 4(b), will hit a vertex; moreover, this vertex which is hit is not 0, because
no matching edge is horizontal.
Call the vertex which is hit xi if its distance clockwise to the end of the matching edge is i. (See Fig. 4(b).) The set
of all these differences ((xi + i) − (xi − i) = 2i) is one of each difference, because n being odd means that 2i takes
on each value as i ranges from 1 to s.
Now take the vertex set Zn × {0, 1} (see Fig. 5), and the base 4-cycle ((0, 0), (xi + i, 1), (xi, 1), (i, 0)), 1 is,
with ﬁrst component in Zn and second component ﬁxed.
This uses left and right pure differences i, and mixed differences xi + i and xi − i. Moreover, this block is gregarious:
xi /≡ xi + i (mod n), and 0 /≡ i (mod n), and xi 	= 0 or else we would have a horizontal matching edge, which was not
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allowed. Also xi + i /≡ 0 (mod n) and xi − i /≡ 0 (mod n), because the matching M avoids 0. For each i, 1 is, these
4-cycles form a HF, since the diagonals {(j, 0), (xi + j, 1)|j ∈ Zn} form a 1-factor. 
It remains to exhibit such matchings in Zn, n odd, which avoid 0 and have no horizontal edges.
The case n=5 is treated separately: a gregarious 4-cycle decomposition ofK5(2) with V (K5(2))=⋃4i=0{i, i′}, which
partitions into two HFs is given by the two base 4-cycles (mod 5): (0, 1, 2′, 4′), (0, 2, 4′, 3′). The diagonals forming an
HF are, respectively, {0, 2′} and {0, 4′} (mod 5).
The case n = 4t + 1, t2: a suitable matching (mod n = 4t + 1) is
{−i, i + 1}, 1 i t − 2; {3t + 1, 3t + 2}; {3t + 1 − i, t − 1 + i}, 1 i t; {1, 2t}.
Here the differences are, respectively,
3, 5, 7, . . . , 2t − 3; 1; 2t, 2t − 2, 2t − 4, . . . , 4, 2; 2t − 1.
The case n = 7 is part of the general case following; however, it is easier to list it separately. A suitable matching is:
{6, 2}, {5, 4}, {1, 3}, with differences (respectively) 3, 1, 2.
The case n = 4t + 3, t2: a suitable matching (mod n = 4t + 3) is
{−i, 1 + i}, 1 i t; {−t − 1,−t − 2}; {−t − 2 − i, t + 1 + i}, 1 i t − 1; {1, 2t + 1}.
Here the differences are, respectively,
3, 5, 7, . . . , 2t + 1; 1; 2t − 2, 2t − 4, . . . , 4, 2; 2t .
This completes the construction of gregarious 4-cycle decompositions of Kn(a),b when a and b are even and n is odd.
3.3. Happy families in Kn(2), n6 and n even
Lemma 3.7. Let n be even, n = 2s + 2, n> 4. Suppose M is a matching of size s in Kn (where V (Kn) =Zn), and say
M uses differences
(i) 2, 2, 4, 4, . . . , s, s if s is even or
(ii) 2, 2, 4, 4, . . . , s − 1, s − 1, s + 1 if s is odd,
and M cannot match vertex 0, but does match vertex s + 1. Then there is a gregarious 4-cycle decomposition of Kn(2)
with (n − 2)/2 = s HFs, and one parallel class.
Proof. (Note: There is no condition on the “horizontal” edges in the matching in this case, as there was in the case n
odd, in Lemma 3.6.)
As before, position the n vertices uniformly around a circle. This time, since n is even, a perpendicular bisector
of each matching edge will hit two vertices. Choose one of these vertices to be xi , where i is the distance measured
clockwise from xi round to the matching edge; see Fig. 6(a).
When there are two matching edges of length 2t , regarding the choice of xi on the perpendicular bisector of the
matching edge, we choose the point xi on the short side of one matching edge, and on the long side of the other
matching edge (see Fig. 7(a)). If one of the two edges of length 2t is horizontal, do not choose xi = 0 (see Fig. 7(b)).
This of course forces the choice of xi for the other edge of length 2t . If both edges are horizontal (and so parallel), use
xi = xj 	= 0 (see Fig. 7(c)). These considerations guarantee that the s values of i arising from the s matching edges are
precisely the integers 1, 2, . . . , s, each occurring once.
Recalling that our parts have size 2, take the vertex set Zn × {0, 1}. We take the base 4-cycle ((0, 0), (xi +
i, 1), (xi, 1), (i, 0)). (See Fig. 5 again.) This uses left and right pure differences i, and mixed differences xi + i,
xi − i, as before. This cycle is also gregarious, for xi 	= 0, xi + i 	= i, and xi + i 	= 0 (because xi + i is the end
of a matching edge, and M does not match vertex 0); and i 	= xi , and xi 	= 0. The diagonal edges {(0, 0), (xi, 1)}
(mod (s + 1) in the ﬁrst component) form an HF.
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Fig. 6. (a) A matching edge and perpendicular bisector. (b) A parallel class of gregarious 4-cycles.
Fig. 7.
Left over from the matching are 0 and z say. So take a short orbit also: spin half way around to get a parallel class
((i, 0), (z+ i, 1), (z+ s +1+ i, 1), (s +1+ i, 0)), 0 is. These cycles are gregarious (see Fig. 6(b)), because z 	= 0,
z + s + 1 	= s + 1, and z 	= s + 1, since z is left over and s + 1 is matched. 
It remains to exhibit such matchings in Zn, n= 2s + 2, which avoid vertex 0 but which do match vertex s + 1=n/2.
When n = 6 a suitable matching is {3, 5}, {2, 4}. To illustrate Lemma 3.7, we construct the HFs and one parallel
class of gregarious 4-cycles in this case; the vertex set is Z6 × {0, 1}. The two HFs are: ((0, 0), (4, 1), (3, 1), (1, 0))
from {2, 4} (since {2, 4} is horizontal we must choose xi = 3, so i = 1; this uses pure difference 1 on each side and
mixed differences 2 and 4); and ((0, 0), (3, 1), (1, 1), (2, 0)) from {3, 5} (with xi = 1 forced, on the long side of this
matching, so i = 2 here; this uses pure difference 2 on each side, and mixed differences 3 and 5). The one parallel class
of gregarious 4-cycles is (using the non-zero unmatched vertex z=1; and of course s=2): ((0, 0), (1, 1), (4, 1), (3, 0)),
((1, 0), (2, 1), (5, 1), (4, 0)), ((2, 0), (3, 1), (0, 1), (5, 0)). These three 4-cycles from this short orbit use pure difference
3 on each side and mixed difference 1. Of course the mixed difference 0 gives the six partite sets of size 2.
When n = 4t + 2 a suitable matching (mod n) is
{3t − i, 3t + 2 + i}, 0 i t − 2; {t − i, t + 2 + i}, 0 i t − 1; {t + 1, 3t + 1}.
The differences are, respectively, 2 + 2i, 0 i t − 2; 2 + 2i, 0 i t − 1; and 2t .
The case n = 4t is somewhat trickier. We deal with case n = 8 separately:
When n = 8, take parts {i, i′}, 0 i7, and 4-cycle base blocks
(0, 1, 3′, 5′), (0, 2, 6′, 1′), (0, 3, 6′, 7′) and short orbit (0, 4, 2′, 6′).
Now recalling that n = 2s + 2, we take n = 4v + 8 with s = 2v + 3, v1. This case splits into two, according as n
is 0 or 4 (mod 8).
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Let n = 8u + 4. Then a matching is given by
{i, 4u + 4 − i}, 1 i2u + 1; {6u − 2i, 6u + 4 + 2i}, 0 iu − 2;
{2u + 2, 6u + 2}; {6u + 3 − 2i, 6u + 5 + 2i}, 0 iu − 1.
Here 0 and 8u + 2 are unmatched vertices.
Now let n = 8u + 8. If u is even, a matching is given by
{i, 4u + 6 − i}, 1 i2u + 2; {2u + 3, 6u + 5}; {6u + 6, 8u + 6};
{6u + 2 − 2j, 6u + 8 + 2j}, 0ju − 2;
{7u + 5, 7u + 7}; {4u + 7 + 2j, 8u + 7 − 2j}, 0j(u/2) − 1;
{5u + 7 + 2j, 7u + 3 − 2j}, 0j(u/2) − 2.
Here 0 and 6u + 4 are unmatched vertices.
If u is odd, a matching is given by
{i, 4u + 6 − i}, 1 i2u + 2; {2u + 3, 6u + 5}; {6u + 4, 8u + 6};
{6u + 2 − 2j, 6u + 8 + 2j}, 0ju − 2;
{7u + 6, 7u + 8}; {4u + 7 + 2j, 8u + 7 − 2j}, 0j(u − 3)/2;
{5u + 6 + 2j, 7u + 4 − 2j}, 0j(u − 3)/2.
Here 0 and 6u + 6 are unmatched vertices.
3.4. Gregarious 4-cycle decompositions of K4(a),b
There is no HF in K4(2), so we deal with the case K4(a),b separately. Here we must have 2b3a (see Lemma 3.1).
In a gregarious 4-cycle decomposition of K4(2), the six 4-cycles fall into three parallel classes. If each vertex is
expanded to form a′ new vertices, then each parallel class gives rise to a′ new parallel classes. Thus, K4(2a′) has 3a′
parallel classes of gregarious 4-cycles.
If a′ is even, this is 3a′/2 HFs (refer to Fig. 3). We may use b/2 of them to add b new points in a new partite set,
where b/23a′/2 = 3a/4, or b3a/2 as required.
If a′ is odd, we can pair up the parallel classes and get 3(a′ − 1)/2 HFs, with 3 parallel classes left over. So this will
deal with cases where b/23(a′ − 1)/2 = 3a/4 − 3/2, or b3a/2 − 3. So the case b = 3a/2 − 1 remains. (For b
must be even.) In other words, the case K4(2m),3m−1 remains, where m is odd. We deal with this now.
We use 3(m − 1)/2 HFs in order to hook up 3m − 3 extra points; then two points remain in the last partite set, and
there are three parallel classes remaining, from a gregarious 4-cycle system on K4(2m).We may take these three parallel
classes to be P0, P ′0 and P ′′0 , where
Pk = (1i , 2j , 3i , 4j ), (1′i , 2′j , 3′i , 4′j ), where i − j ≡ k (modm),
P ′k = (1i , 2′j , 4i , 3′j ), (1′i , 2j , 4′i , 3j ), where i − j ≡ k (modm),
P ′′k = (1i , 3j , 2′i , 4′j ), (1′i , 3′j , 2i , 4j ), where i − j ≡ k (modm).
Then ifx, y are the last twopoints in the part of size 3m−1, on the vertex set {x, y}∪{1i , 1′i}∪{2i , 2′i}∪{3i , 3′i}∪{4i , 4′i}
for 1 im, place a gregarious 4-cycle decomposition of K5(2).
This completes the work in this section showing when a gregarious 4-cycle decomposition of Kn(a),b, with a and b
even, exists. We record this as follows.
Theorem 3.8. If a and b are even, a gregarious 4-cycle decomposition of Kn(a),b exists if and only if n4 and
ba(n − 1)/2, or n = 3 and a = b.
4. The almost-equipartite case: odd part size
For a 4-cycle decomposition to exist when the part sizes are odd, we know that the number of parts must be 1 (mod 8).
Consider K8t (a),b, where a and b are odd. We still require (see Lemma 3.1) ba(8t − 1)/2.
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Fig. 8. A parallel class of K4,4.
4.1. The case a = 1
We begin with a crucial small case.
Example 4.1. A gregarious 4-cycle decomposition of K8(1),3.
Let the vertex set (with its partition) be {{1} ∪ {2} ∪ · · · ∪ {8} ∪ {x, y, z}}. Take the 4-cycles:
(1, 2, 4, 3), (x, 1, 5, 6), (x, 2, 6, 8), (x, 4, 8, 7), (x, 3, 7, 5),
(y, 2, 5, 4), (y, 6, 4, 1), (y, 7, 1, 8), (y, 3, 8, 5),
(z, 1, 6, 7), (z, 4, 7, 2), (z, 8, 2, 3), (z, 5, 3, 6).
The following result will be useful in our main construction in this section.
Lemma 4.2. There is a resolvable K4,4-decomposition of Kt(8).
Proof. Note that Kt(8) has degree 8(t − 1); thus since K4,4 is regular of degree 4, we expect 2(t − 1) parallel classes.
Take a 1-factorisation of K2t − F , where F is some ﬁxed 1-factor of K2t . This graph has 2t (t − 1) edges and so
2(t − 1) 1-factors. Replace the vertices of K2t by groups of size 4, thus yielding t groups of size 8, where the missing
1-factor F is used between pairs of groups of size 4 to form the t groups of size 8. Then each of the 2(t − 1) 1-factors
of K2t − F yields a parallel class of K4,4; see the bold lines in Fig. 8, which illustrates the case when t is odd. 
Note the necessary requirement ba(n − 1)/2 for a gregarious 4-cycle decomposition of the graph Kn(a),b. So
for the graph K8t (1),2c+1, we require 2c + 1(8t − 1)/2 or 2c + 14t − 1.
Lemma 4.3. There is a gregarious 4-cycle decomposition of K8t (1),2c+1 if and only if 2c + 14t − 1.
Proof. The necessity of 2c+14t−1, that is, c2t−1, comes fromLemma 3.1.We verify sufﬁciency by constructing
a gregarious 4-cycle system of K8t (1),2c+1. (The case c= 1 and t = 1 appears in Example 4.1 above.) Let the vertex set
of K8t (1),2c+1 be
{(i, j)|1 i t, 1j8} ∪ {x, y, z, i , i |1 ic − 1},
where the 8t parts of size 1 are listed inside the ﬁrst braces. On each set {(i, j)|1j8} ∪ {x, y, z}, for 1 i t , place
a gregarious 4-cycle system of K8(1),3; see Example 4.1.
Now we use Lemma 4.2; it gives us a resolvable K4,4 design on t sets of size 8. We naturally group the 8t vertices
in the parts of size 1 into t groups
⋃t
i=1{(i, j)|1j8}. So we have 2(t − 1) parallel classes of K4,4, and we have
2(c − 1) vertices to “use” in the part of size 2c + 1. Noting that c − 12(t − 1), we now deal with c − 1 of the K4,4
parallel classes.
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Fig. 9. (a) A decomposition of K4,4. (b) Four paths in H whose endpoints meet all eight vertices.
The graph K4,4 can be decomposed into two edge-disjoint copies of a graph H which consists of a 4-cycle with one
pendant edge attached to each vertex of the 4-cycle; see Fig. 9(a).
Moreover, the graph H consists of four paths of length 2, whose ends are precisely the eight vertices in H; see
Fig. 9(b).
Now for each K4,4 in the ith one of the c − 1 parallel classes (for 1 ic − 1), the ends of each of the four paths in
H1 are joined to i , and the ends of each of the four paths in H2 are joined to i , for 1 ic − 1. This now means that
all edges of these c − 1 parallel classes of K4,4s are used, as are all edges between the set {i , i |1 ic − 1} and the
8t parts of size 1.
Finally, the remaining 2(t −1)− (c−1)=2t −c−1 parallel classes of K4,4 (if any) easily decompose into 4-cycles,
which are of course gregarious because these all have vertices entirely among the 8t parts of size 1. 
4.2. The case a3: nine parts
Note that a complete multipartite graph has a perfect matching if and only if the total number of vertices is even, and
no partite set of vertices contains more than half the total number of vertices.
We are interested in the graph K(a1 + 1, a2 + 1, . . . , ap + 1), where ai , 1 ip, are even, p ≡ 1 (mod 8), and in
this paper a1 =a2 =· · ·=ap−1. However, we shall for the moment concentrate instead on the graph K(a1, a2, . . . , ap)
where ai , 1 ip, are all even.
Deﬁnition. Let a1, a2, . . . , ap be even non-negative integers, and let Ai denote the vertex partite set of size ai , for
1 ip. Then for the graph K(a1, a2, . . . , ap), the ordered set M = (M1,M2, . . . ,Mp) is an even matching of type
(a1, a2, . . . , ap) if:
(i) for each i, 1 ip, the set Mi is a perfect matching in the graph K(a1, a2, . . . , ap)\Ai and
(ii) every edge of K(a1, a2, . . . , ap) lies in an even number of matchings Mi (this number could be zero).
In the event that a1 = a2 = · · · = ap−1 = a, the type (a1, a2, . . . , ap) will be denoted by type (ap−1, ap).
Lemma 4.4. If M = (M1,M2, . . . ,Mp) is an even matching of type (a1, a2, . . . , ap) and N = (N1, N2, . . . , Np) is
an even matching of type (b1, b2, . . . , bp), then M ∪ N = (M1 ∪ N1, . . . ,Mp ∪ Np) is an even matching of type
(a1 + b1, . . . , ap + bp).
Proof. Consideration of the graph K(a1 + b1, . . . , ap + bp) and the deﬁnition of an even matching make this result
immediate (see Fig. 10). 
Lemma 4.5. If M = (M1,M2, . . . ,Mp) is an even matching of type (a1, a2, . . . , ap) and if N = (N1, N2, . . . , Nq)
is an even matching of type (a1, b2, b3, . . . , bq), where p and q are odd, then there exists an even matching for
K(a1, a2, . . . , ap, b2, . . . , bq) of type (a1, a2, . . . , ap, b2, . . . , bq).
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Fig. 10. Adding two even matchings.
Fig. 11. Joining two even matchings.
Proof. Note that M1 and N1 both consist of edges avoiding the partite set of size a1 in the graph K(a1, a2, . . . , ap,
b2, . . . , bq). Let Ai denote the part of size ai in this graph, and Bi the part of size bi , for each appropriate i.
Take any perfect matching on
⋃p
i=2Ai , sayM
a
1 , and likewise any perfect matching on
⋃q
i=2Bi , sayN
b
1 . Then an even
matching of type (a1, a2, . . . , ap, b2, . . . , bq) on K(a1, a2, . . . , ap, b2, . . . , bq) is given by (M1,M2, . . . ,Mp,N2,
N3, . . . , Nq), where
M1 = M1 ∪ N1,
Mi = Mi ∪ Nb1 , 2 ip,
Ni = Ni ∪ Ma1 , 2 iq.
Since there arep−1 occurrences of edges inNb1 and q−1 occurrences of edges inMa1 , every edge inK(a1, a2, . . . , ap,
b2, . . . , bq) occurs in an even number of these matchings. (See Fig. 11.) 
Lemma 4.6. There is an even matching of type (28, 2i) for 0 i4.
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Proof. An even matching of type (28, 0) comes from using Lemma 4.5 with two even matchings of type (2, 2, 2, 2, 0).
With vertex set {1, 1′} ∪ {2, 2′} ∪ {3, 3′} ∪ {4, 4′} ∪ ∅, an even matching of type (2, 2, 2, 2, 0) is given by
M1 = {{2, 3′}, {3, 4′}, {4, 2′}},
M2 = {{1, 3′}, {3, 4′}, {4, 1′}},
M3 = {{1, 2′}, {2, 4′}, {4, 1′}},
M4 = {{1, 2′}, {2, 3′}, {3, 1′}},
M5 = {{1, 3′}, {2, 4′}, {3, 1′}, {4, 2′}}.
Here all edges are used twice or else not at all (e.g. there is no edge {1, 4′}).
An even matching of type (28, 2) comes from using Lemma 4.5 with two even matchings of type (2, 2, 2, 2, 2).With
vertex set
⋃5
i=1{i, i′}, an even matching of type (2, 2, 2, 2, 2) is given by
M1 = {{2, 3}, {4, 5}, {2′, 3′}, {4′, 5′}},
M2 = {{3, 4}, {5, 1′}, {3′, 4′}, {5′, 1}},
M3 = {{1, 2}, {4, 5}, {1′, 2′}, {4′, 5′}},
M4 = {{2, 3}, {5, 1′}, {2′, 3′}, {5′, 1}},
M5 = {{3, 4}, {1′, 2′}, {3′, 4′}, {1, 2}}.
An even matching of type (28, 4) on the vertex set
⋃8
i=1{i, i′} ∪ {91, 92, 93, 94} is given by the following, where we
write xy for {x, y}:
M1 = {23, 492, 56, 78, 935′, 6′7′, 8′94, 2′3′, 4′91},
M2 = {34, 925, 67, 893, 5′6′, 7′8′, 941′, 3′4′, 911},
M3 = {12, 492, 56, 78, 935′, 6′7′, 8′94, 1′2′, 4′91},
M4 = {23, 925, 67, 893, 5′6′, 7′8′, 941′, 2′3′, 911},
M5 = {23, 492, 67, 893, 6′7′, 8′94, 1′2′, 3′4′, 911},
M6 = {12, 34, 925, 78, 935′, 7′8′, 941′, 2′3′, 4′91},
M7 = {23, 492, 56, 893, 5′6′, 8′94, 1′2′, 3′4′, 911},
M8 = {12, 34, 925, 67, 935′, 6′7′, 941′, 2′3′, 4′91},
M9 = {12, 34, 56, 78, 5′6′, 7′8′, 1′2′, 3′4′}.
An even matching of type (28, 6) on the vertex set
⋃8
i=1{i, i′} ∪ {9i |1 i6} is given as follows, where xy denotes{x, y}:
M1 = {23, 491, 56, 927, 893, 2′3′, 4′94, 5′6′, 957′, 8′96},
M2 = {34, 915, 692, 78, 931′, 3′4′, 945′, 6′95, 7′8′, 961},
M3 = {12, 491, 56, 927, 893, 1′2′, 4′94, 5′6′, 957′, 8′96},
M4 = {23, 915, 692, 78, 931′, 2′3′, 945′, 6′95, 7′8′, 961},
M5 = {23, 491, 692, 78, 931′, 2′3′, 4′94, 6′95, 7′8′, 961},
M6 = {12, 34, 915, 927, 893, 1′2′, 3′4′, 945′, 957′, 8′96},
M7 = {12, 34, 915, 692, 893, 1′2′, 3′4′, 945′, 6′95, 8′96},
M8 = {23, 491, 56, 927, 931′, 2′3′, 4′94, 5′6′, 957′, 961},
M9 = {12, 34, 56, 78, 1′2′, 3′4′, 5′6′, 7′8′}.
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Fig. 12. The graph H and its decomposition into four paths of length 2.
An even matching of type (28, 8) on the vertex set
⋃8
i=1{i, i′} ∪ {9i |1 i8} is given as follows, where xy denotes{x, y}:
M1 = {292, 34, 935, 694, 78, 952′, 964′, 3′97, 6′5′, 988′, 7′91},
M2 = {923, 493, 56, 947, 895, 1′96, 4′3′, 976′, 5′98, 8′7′, 911},
M3 = {292, 493, 56, 947, 895, 2′1′, 964′, 976′, 5′98, 8′7′, 911},
M4 = {12, 923, 935, 694, 78, 952′, 1′96, 3′97, 6′5′, 988′, 7′91},
M5 = {12, 923, 493, 694, 78, 952′, 1′96, 4′3′, 976′, 988′, 7′91},
M6 = {292, 34, 935, 947, 895, 2′1′, 964′, 3′97, 5′98, 8′7′, 911},
M7 = {292, 34, 935, 694, 895, 2′1′, 964′, 3′97, 6′5′, 988′, 911},
M8 = {12, 923, 493, 56, 947, 952′, 1′96, 4′3′, 976′, 5′98, 7′91},
M9 = {12, 34, 56, 78, 2′1′, 4′3′, 6′5′, 8′7′}. 
Corollary 4.7. There is an even matching of type (8, ) for all even  and , with 04.
Proof. We can obtain even matchings of type ((2m)8, 2j), with 0j4m, by taking the sum of m appropriate even
matchings of type (28, 2i) with i = 0, 1, 2, 3 or 4. (The same value of i need not be used in each of these m even
matchings.) So this yields even matchings of type (8, ) with ,  even and 04. 
Before we deal with two extreme cases, we recall from the proof of Lemma 4.3 that the graph H in Fig. 12, on eight
vertices, partitions into four paths of length 2 such that the eight end vertices of these paths are precisely the eight
vertices of H.
By joining a vertex u to the ends of these four paths of length 2, we obtain four 4-cycles; using the labels from
Fig. 12, these are:
(u, 7, 3, 4), (u, 8, 4, 1), (u, 5, 1, 2), (u, 6, 2, 3).
This construction is used frequently below to formgregarious 4-cycles, where copies ofHwill form a spanning subgraph
of the eight parts of size a, and u will be a vertex in the part of size b.
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Fig. 13. a copies of K8(1),3, using three ﬁxed points in the part of size b.
Fig. 14. 7k copies used (differences mod 7 are marked).
Lemma 4.8. There exists a gregarious 4-cycle system of K8(a),b whenever:
(i) a = 4k + 1 and b = 14k + 3, or
(ii) a = 4k + 3 and b = 14k + 9.
Proof. (i) Let the vertex set be
{(i, j)|i ∈ {∞} ∪ Z7, j ∈ Za} ∪ {hi |1 ib}.
On each vertex subset
⋃
i∈{∞}∪Z7{(i, j)} ∪ {h1, h2, h3}, for each j ∈ Za , place a gregarious 4-cycle system of K8(1),3(see Example 4.1, and Fig. 13).
Now in the eight parts of size a, the number of edges remaining to use is
(
8
2
)
a(a − 1) = (8)(14k)(a). And there
are 14k points remaining in the part of size b to be used. So we require 14k spanning subgraphs on the a parts
{(i, j)|i ∈ {∞} ∪ Z7}, j ∈ Za , each consisting of a copies of the graph H (see Fig. 12).
We use difference methods (modulo a), noting that we want no pure differences (or these would give an edge in a
part of size a), and no zero mixed differences (for these edges (i, j)(i′, j) have all been used in the a copies of K8(1),3).
The 14k spanning subgraphs now come from 7k copies of the following (see Fig. 14), where only the ﬁrst component
(in {∞} ∪ Z7) of each vertex has so far been labelled, and differences modulo 7 are marked, four of each.
The second components for each vertex (in Za) remain to be determined, so that each non-zero mixed difference
occurs between some pair of points. We label the vertices on each 4-cycle subgraph ﬁrst, one at a time. Note that these
4-cycle subgraphs also involve each difference from {∞} ∪ Z7 twice (see Fig. 14). So each edge with ﬁrst component
labels s, t will occur 2k times in the 7k copies obtained from the base blocks in Fig. 14.
Suppose we have determined the second components  and  for vertices (u, ) and (s, ). Then we have at the very
least (4k + 1)− 2k − 2k = 1 element, say , with which to label (t, ), since the pair (s, ·), (t, ·) occurs in 2k of these,
and the pair (u, ·), (t, ·) also occurs in 2k.
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Fig. 15. Extra copies of H and 4-cycles.
Once the 4-cycle vertices are suitably labelled, it is an easy task to complete the labelling for the degree 1 vertices
on the pendant edges.
We now pair up the points {hi |4 ib} arbitrarily; there are 7k pairs. Each pair {hi, hj } is joined to one of the 7k
copies given in Fig. 14, forming gregarious 4-cycles, by joining them to the ends of paths of length 2, as suggested in
Fig. 12.
In this way, hi, hj are each in 4a 4-cycles with all 8a points, as required.
(ii) Here a = 4k + 3 and b = 14k + 9; we proceed similarly to (i) above, taking the vertex set
{(i, j)|1 i8, j ∈ Za} ∪ {hi |1 ib},
but we do not place copies of K8(1),3 as we did in (i). Instead, we ﬁrst take (14k+9)a copies of H and a further 12k+9
4-cycles, all on the 8a points, using all
(
8
2
)
a2 edges. (For 8(14k + 9)a + 4(12k + 9)=
(
8
2
)
a2 when a = 4k + 3.) We
also work modulo 8 rather than with {∞} ∪ Z7, in order to cater for b = 14k + 9.
Take 14k base blocks isomorphic to H as in case (i); then nine more are required, and 12k + 9 = 3a 4-cycles. These
are given in Fig. 15, where only the ﬁrst component of each vertex label is given.
Once again, it is possible to label the second component of each vertex in Fig. 15 appropriately so that all mixed
differences arise (mod a). Label the 4-cycle and the 4-cycle subgraphs in each copy of H ﬁrst. If (s, ) and (u, ) are
labelled, and (t, ?) is to be determined, note that s, t occur in at most 2k+2 4-cycles, so there remain a−(2k+2)=2k+1
other ones. Similarly, u, t occur in at most 2k + 2 4-cycles, so 2k + 1 others remain. So in the worst-case scenario,
4k + 2 labels cannot be used with (t, ?); but since a = 4k + 3, there is a label left to replace “?”.
The rest follows similarly to (i); each of the 14k + 9 points in the part of size b is joined to a collection of spanning
copies of H (for there are 14k+9 such collections), forming four gregarious 4-cycles from each copy of H, as indicated
in Fig. 12.
This completes the constructive proof. 
Note that since b is odd here, the values of b in the above lemma are its extreme maximum values according to
Lemma 3.1.
Theorem 4.9. There exists a gregarious 4-cycle system of K8(a),b with a, b odd if and only if 1b(7a − 1)/2.
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Fig. 16. The 4-cycles from even matchings.
Proof. The necessity of 1b(7a − 1)/2 is direct from Lemma 3.1, noting that a is odd.
We show sufﬁciency. We take an even matching M = (M1,M2, . . . ,M9) of type ((a − 1)8, b − 1) on the graph
K8(a−1),b−1, which exists by Corollary 4.7 provided that b − 14(a − 1), that is, b4a − 3. We are assuming
b(7a − 1)/2, so this does hold.
We also take a gregarious 4-cycle system ofK8(a−1),b−1, which exists (by Theorem 3.8) provided b−17(a−1)/2,
that is, provided b(7a − 5)/2. So the case when b = (7a − 3)/2 or (7a − 1)/2 (whichever of these values is odd)
is missed. This case is the maximum possible value b can take, and existence in this case was dealt with above in
Lemma 4.8.
Now for all other odd values of b (except for this one maximum value) we form a gregarious 4-cycle decomposition
of K8(a),b (with vertex set
⋃9
i=1 (vi ∪ Ai), where |Ai | = a − 1 for 1 i8 and |A9| = b − 1) as follows.
Take a 4-cycle system of order 9 on the vertex set {v1, v2, . . . , v9}. Take a gregarious 4-cycle system of K8(a−1),b−1
on the vertex set
⋃9
i=1 Ai . Then for each edge xy in Mi ∩Mj , take the 4-cycle (x, vi, y, vj ). (Recall that each edge in
M occurs in an even number of the even matchings Mi .) See Fig. 16 which illustrates this last type of 4-cycle obtained
from the even matching.
The result is a gregarious 4-cycle system of K8(a),b. 
4.3. The case a3: 8t + 1 parts with t > 1
The case K8t (a),b with a, b odd and t > 1 remains. We deal with this now.
Theorem 4.10. There exists a gregarious 4-cycle system of K8t (a),b, with a, b odd, if and only if
1b a(8t − 1) − 1
2
.
Proof. The necessity of 1ba(8t − 1)/2 − 12 is straight from Lemma 3.1, noting that a and b are odd. Sufﬁciency
when t = 1 is from Theorem 4.9. So assume t2. Let the vertex set of K8t (a),b be
t⋃
j=1
{(i, j) | 1 i8a} ∪ {1, 2, . . . , b},
where we are not concerned with the way in which the vertex set {(i, j) | 1 i8a} is partitioned into eight parts of
size a. In any gregarious 4-cycle system of K8(a),b′ , with a, b′ odd, note that 1b′(7a − 1)/2 (see Lemma 3.1!).
If, in this case, b(7a − 1)/2, then a gregarious 4-cycle system of K8t (a),b is obtained from taking a gregarious
4-cycle system of K8(a),b on {(i, j) | 1 i8a} ∪ {1, 2, . . . , b} for each j with 1j t , together with any 4-cycle
system of Kt(8a) on
⋃t
j=1 {(i, j) | 1 i8a}, obtained from any 4-cycle system of Kt(8) by blowing up points a-fold
(see also Fig. 17).
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Fig. 17. The vertex set for K8t (a),b .
So now consider the case when b> (7a − 1)/2. Let b′ = (7a − 1)/2 and partition the set of size b as {1, 2, . . . , b′} ∪
{b′ + 1, . . . , b}. Again, take a gregarious 4-cycle system of K8(a),b′ on {(i, j) | 1 i8a} ∪ {1, 2, . . . , b′} for each j,
1j t . Now the b− b′ points {b′ + 1, . . . , b}, b− (7a − 1)/2 in number, must be “used” also; this is an even number
since b and b′ are both odd.
From Lemma 4.2 we have a resolvable K4,4 decomposition of Kt(8). The 8t points are “blown up” a-fold, so that
from eachK4,4, a2 new copies ofK4,4 arise. These a2 copies easily partition into a sub-parallel classes: if point x blows
up to the a points xi , i ∈ Za , then for a K4,4 on {p, q, r, s}∪{t, u, v,w}, take K4,4’s on {pi, qi, ri , si}∪{tj , uj , vj , wj }
for all i − j =  in Za . So the number of parallel classes of K4,4 on Kt(8a) is 2a(t − 1).
We pair up the points in {b′ + 1, . . . , b} arbitrarily; there are (2b − (7a − 1))/4 such pairs. Note that this number is
less than or equal to the number of parallel classes of K4,4 on Kt(8a), for
2b − (7a − 1)
4
2a(t − 1)
is equivalent to
b a(8t − 1) − 1
2
,
which is the precise condition we have for b.
So we now “hook up” pairs of points from {b′ + 1, . . . , b} to a single parallel class of K4,4 on Kt(8a) as follows.
Each K4,4 yields two graphs as shown in Fig 9; the four paths of length 2 in each such graph H join to the 2 points,
say u and v, from {b′ + 1, . . . , b} (see Fig. 18 below).
In Fig. 18, the 4-cycles from u and v to each K4,4, namely (u, 4′, 1, 2′), (u, 4, 1′, 1), (u, 3, 2′, 2), (u, 3′, 2, 1′) and
(v, 1′, 3, 4′), (v, 1, 3′, 3), (v, 2, 4′, 4), (v, 2′, 4, 3′) depicted in Fig. 18, are gregarious, of course.
The remaining copies of K4,4 in any unused parallel classes can readily be decomposed into gregarious 4-cycles.
This completes the proof. 
5. Concluding remarks
Recall that existence of a 4-cycle system of a complete multipartite graph certainly requires all part sizes to have the
same parity (and the number of parts must be 1 modulo 8 if the part sizes are odd). For existence of gregarious 4-cycle
systems, Theorem 2.7 deals with the equipartite case, Theorem 3.8 deals with the even sized parts when all parts except
one have the same size, and Theorems 4.9 and 4.10 deal with the odd sized part case when all parts except one have the
same size. So the existence of gregarious 4-cycle systems is settled when at most one partite set is of a different size.
Further work on gregarious 4-cycle systems of complete multipartite graphs having various numbers of parts of two
(and more) different sizes is currently underway.
The gregarious requirement, in essence requiring that the 4-cycles in a sense be rigid, is akin to the necessity of a group
divisible design with block size 4 forced to have each block hit four different groups (or parts, in the graph theoretical
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Fig. 18. Joining pairs of points to K4,4 in parallel classes.
context). Corresponding results for 3-GDDs and 4-GDDs are listed in [3], where results for similar restrictions on part
sizes are given.
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