We study the properties of an ODE description of schools of fish (B. Birnir, An ODE model of the motion of pelagic fish, J. Stat. Phys. 128(1/2) (2007), 535-568.) and how they change in the presence of a random acceleration. The model can be reduced to one ODE for the direction of the velocity of a generic fish and another ODE for its speed. These equations contain the mean speedv and a Kuramoto order parameter r for the phases of the fish velocities. In this paper, we give a complete qualitative analysis of the system for large number of particles. We show that the stationary solutions of the ODEs consist of an incoherent unstable solution with r =v = 0 and a globally stable solution with r = 1 and a constantv > 0. In the latter solution, all the fish move uniformly in the same direction with v and the direction of motion determined by the initial configuration of the school. This is called the "migratory solution". In the second part of the paper, the directional headings of the particles are perturbed, in two distinct ways, and the speeds accelerated in order to obtain two distinct classes of non-stationary, complex solutions. We show that the perturbed systems have similar behavior as the unperturbed one, and derive the resulting constant value of the average speed, verifying the numerical observations. Finally, we show that the system exhibits a similar bifurcation to that in Vicsek and Czirok (T. Vicsek, A. Czirók, E. Ben-Jacob, I. Cohen and O. Shochet, Novel type of phase transition in a system of self-driven particles, Phys. Rev. Lett. 75(6) (Aug 1995 (Aug ), 1226(Aug -1229 between phases of synchronization and disorder. Either increasing the variance of the Brownian angular noise, or decreasing the turning rate, or coupling between the particles, cause a similar phase transition. These *Corresponding author: Jorge Cornejo-Donoso, National Center for Ecological Analysis and Synthesis, University of California, Santa Barbara, CA, USA, E-mail: cornejo@nceas.ucsb.edu http://orcid.org/0000-0002-4244-2865
Introduction
The dynamics and structure of a school of fish have been studied for many years, by a number of authors. It is an important problem with many applications. The original models for fish interaction were discrete [1] but in [2] an ODE model was derived that could be analyzed by dynamical systems methods. Migratory solutions were found in [2] that later became the basis for successful modeling and simulations of the spawning migrations of the Icelandic capelin [3] . The simulations are, however, only an approximation to the motion of the full migrating stock of the capelin that can reach up to 10 billion individuals, a number that still defies direct simulations. Consequently, it is desirable to develop kinetic and hydrodynamic models [4] for the motion of the migrating schools that can be simulated as PDEs and compared with acoustic observations. Interestingly, methods from statistical mechanics can be used for discrete schools with a large number of individuals, to gauge the complex structure of the school and the solutions found can be a crucial guide for the development of kinetic and hydrodynamic models. The statistical mechanics methods also give valuable information not easily obtainable by other means. We will use two types of order parameters, commonly used in statistical mechanics, both for direction-angle and speed, to implement the analysis in this paper.
We will first study the system of ODEs derived in [2] for a large number of particles, but without perturbations, and show that only two asymptotic states are possible: a disordered state of stationary solutions and an ordered state of migratory solutions. The former in unstable and the latter is stable, in fact it attracts all of phase space except a set of measure zero. This set of measure zero consists of the stable manifolds of the stationary solutions.
Then we add two types of perturbations modeling realistic situations. The first perturbation is angular noise, a derivative of a Brownian noise with a certain variance. The speed is given a deterministic acceleration in both this case and the one below. The result are solutions similar to the unperturbed case. However, now the ordered phase depends on the variance of the noise. When the variance reaches a certain threshold we see a transition to a disordered phase.
The second type of noise are (deterministic) angles randomly chosen from a Lorentz distribution to model a preferred turning rate. This is a behavior that is observed in slow-moving schools. In this case, we also observe a disordered phase and a partially synchronized phase that is the generalization of the partially synchronized Kuramoto solution, to (perturbation of) the ODE model in [2] . Now the disordered phase depends on the coupling constant that is the magnitude of the inertia of the motion of the particles. When this inertia is large enough the disordered phase transitions to the partially synchronized one.
The ODE model has several advantages over the discrete (or boids) model in [1] , when describing the flocking behavior of animals. It allows for adjustment of velocities, a behavior observed in almost all flocking phenomena in nature. It has globally attracting asymptotic (migratory) states determined by the initial conditions. It contains the Kuramoto system [5, 6] , as a subsystem containing unstable solutions. The latter permits metastable solutions describing the milling behavior frequently observed, as transitory phenomena. Thus the ODE system seems a more appropriate description of the dynamic biology observed in flocking of animals in nature.
The ODE model of the motion of the schools of fish has associated with it a PDE describing the motion of the density 1 of particles,
where v is the mean velocity of the ODE particles and D is the diffusion coefficient. A kinetic theory model is also readily available, see for example [4] . Although both of these models are useful, in our experience the most useful description is in term of the ODEs coupled with the dynamical order parameters from statistical mechanics. The reason is that there are very efficient numerical method available to solve large systems of ODEs and we will show in this paper that the order parameters allow us to completely describe the time-asymptotics of the system. In addition, the order parameters quantify the different phases that can occur and show the phase transitions that can take place. This provides a powerful quantitative description of the complexity of the system. We will illustrate the above with an application to the anchovy fishery of the coast of Peru and Chile in the South Pacific. We see an annual oscillation of the order parameter associated with spawning and recruitment of the juvenile fish into the adult population. In the initial phase of the recruitment the order parameter is high and the fish form large oriented schools. Eventually, a good portion of the population is fished or dies of other causes. The order parameter reaches its minimum as less cohesive distribution emerges.
Original equations
We analyze the model of ordinary differential equations (ODEs) presented in [2] . We note that the model in [2] did not include noise of any kind and this will be addressed below. However, the influence of deterministic perturbations on the system in [2] was investigated in [7] . In this paper, we will add stochastic noise and complete the global analysis of the perturbed models. Let (x k (t), y k (t)) be the Cartesian coordinates of the kth particle at time t, and let v k (t) ≥ 0 and 6 k (t) be the modulus (speed) and phase of its velocity, respectively, at time t. Let N be the number of particles. We assume that the coupling is a mean field coupling, or that all the particles can sense each other. For completeness, we first describe the model briefly and then derive the equations of [2] by adding inertia to the system of discrete equations.
The model is related to that in [1] , but more realistic from a biological perspective since it allows for the alignment of velocities as well as direction angles. Let us assume that the position of the k-th fish at time t + Bt is given by
in terms of its position and its velocity v k (t)(cos(6 k (t)), sin(6 k (t))) at time t. The unit vector parallel to the fish velocity satisfies the mean-field relation
As introduced in [8] , at each time step the speed of the k-th fish is the average of the speeds of all the fish in the school calculated at the previous time step:
Letting Bt → 0 + we obtain the following ODE:
In polar coordinates,
Equation (4) can be rewritten aṡ
Now we assume that the school has some inertia ! -1z k which should be added to the left-hand side of the previous equation, thereby obtaining
where ! > 0 is the turning rate, at which the fish respond to the direction and speed of their neighbors. We now sub-
, and equate real and imaginary parts. We then obtain the same equations as in [2] for the velocity and direction angle:
We assume that the initial velocities v k (0) = v 0 k and direction angles 6 k (0) = 6 0 k are given. Differentiating eq. (5) and usingż k = v k e i6 k , we find:
The last two equations determine the particle positions, once the initial conditions r k (0) = r 0 k and ( k (0) = ( 0 k are given. The dynamics are determined by the eqs (9) and (10) and the solutions of eqs (11) and (12) simply follow suit.
The equations for the order parameters
Withv := 1 N N i=1 v i being the average velocity, eqs (9) and (10) become:v
These equations can be rewritten in terms of the Kuramoto [9] order parameter,
or equivalently,
where r(t) ∈ [0, 1] measures the coherence of the population and 8(t) ∈ ] -0, 0] is the average phase. Clearly, the order parameter reaches its maximum of 1 if and only if all the angles 6 k = 8 are the same.
The following relations for the order parameter are easily obtained:
and a corresponding one for sine instead of cosine, which combined with eqs (13) and (14) givė
where the mean-field behavior of the model is apparent. From these equations, we obtain a simple description of the average velocity,
In fact, substituting eqs (19) and (20) in the result of timedifferentiating eq. (21), we get
Dividing by e i, and separating real and imaginary parts, we getṘ
and
Re i, is order parameter for the velocity. It is a helpful tool to analyze particles with varying velocity.
Dynamics of the order parameters

The Kuramoto order parameter
We now discuss the dynamics of the order parameters r and 8. We let r ∞ =lim t→∞ r(t) and 8 ∞ =lim t→∞ 8(t) denote equilibrium values of the order parameters, whenever the limits exist. By differentiating eq. (15) and multiplying the result by e -i8 , we obtain:
i6 k e i (6 k -8) . ( 2 4 ) Assuming now that all fish are moving, v k > 0 for all k, we can obtain6 k from eq. (20) and insert it into eq. (24), which then becomes:
Equating real parts we obtain the following equation for the dynamics of r:
and for 8 :
which can be simplified tȯ
if r ≠ 0. Now, from eq. (26) we see thatṙ ≥ 0; withṙ = 0 only if r = 0 (randomly oriented fish velocities), or r =1 and 6 k = 8, for all k (completely ordered fish velocities). A fish school with randomly oriented velocities, r = 0, is an unstable state, as r increases with any small deviation with r > 0 andv > 0. The fish school will eventually end up in the state of completely ordered velocities r ∞ = 1 and 6 k = 8 ∞ , for all k, see the Appendix.
Long term behavior of the average velocity and the directional angles
Now, summing eq. (19) over k, dividing by N, and using eq. (16) we obtain an equation for the derivative ofv:
Similarly, eq. ( 
Equation (29) shows that the average speed goes to zero unless r = 1 which would mean that the fish velocities are all directed along the same vector. In the latter case, the average speed may take on an arbitrary real value.
We therefore see that the system has two characteristic behaviors; on one hand, if there is perfect disorder in the distribution of directional angles the system slows down, approaching the stationary solution v k = 0 for all k, and on the other hand we reach perfect alignment with r ∞ = 1, and eq. (19) turns intȯ
and thus the system eventually moves at constant speed withv = 0. As we showed in the previous subsection, the perfectly disordered solution r = 0 is unstable and the system eventually reaches a consensus, as shown in Figure 1 . This means that, unless the system is perfectly disordered, all the speeds evolve towards a common positive constantv ∞ . Its value depends on ! and on the initial distribution of velocities (speeds and directional angles).
If the initial distribution of the direction angles 6 k is perfectly disordered, the sums in eqs (13) and (14) are zero. Thenv k = -!v k , the speeds all decay to zero, and6 k is zero for all t (the phases remain in their initial random configuration). For any other initial state, except for symmetric r = 0 stationary states, we show in the Appendix that the system reaches a consensus with r ∞ = 1 andv ∞ > 0. The behavior of the average velocity, defined in eq. (21), follows from eqs (22) and (23) . The average phase , of the velocity distribution, tends towards the average phase 8 of the orientation distributions, according to eq. (23). In turn, eq. (22) implies that R evolves towards a stationary state R ∞ withṘ = 0:
Since , becomes 8, we find R ∞ =vr. Now the stationary values of r are either the unstable state r = 0 (random velocity orientations with zero average speed) or the stable state r = 1 (completely aligned velocities withv ∞ > 0). In the latter case, we obtain R ∞ =v ∞ which is consistent with the definitions of the Kuramoto and average velocity order parameters. This behavior is shown in Figure 1 . Equation (20) divided by v k (assuming that v k > 0) is the governing equation of Kuramoto's model for phase oscillators [9] with zero natural frequencies and coupling constant !v/v k . For this simple Kuramoto model, we have shown that the long term behavior of the system has two stationary states, (i) r = 0,v = 0 and randomly oriented initial velocity phases, and (ii) r = 1,v > 0 and equal velocity phases. According to eqs (11) and (12) for the positions, state (i) is stationary in space and is unstable, whereas state (ii) is stable, it is stationary in the direction angles (( k = 6 k = 8) and the fish move uniformly with speedv. The basin of attraction of state (ii) has full measure so it attracts almost every point in phase space, see Theorem 1. These results are indeed the same as those of [10] . The model in that reference is very similar to that in [1] and the corresponding synchronized state is also an absorbing state.
Influence of disordered and noisy accelerations
The fish school described by the eqs (9) and (10) (and (11) and (12)) had two possible long term behaviors; random orientations of fish velocities and zero average speed, and constant average speed and identical directions for the fish velocities. These simple states are similar to the incoherent and totally synchronized states in the Kuramoto model. In the second part of the paper, we will see how angular noise and accelerated speeds modify these simple behaviors and find a partially synchronized non-stationary state.
Perturbed equation for6 k
We note that from eqs (16), (28) and (29), see the Appendix, it is clear that all the direction angles are driven towards the average phase 8. The long term behavior of the eqs (9) and (10) is therefore a completely aligned school of particles traveling at constant speed. This solution can be viewed as a migratory solution for a school of fish. However, it is quite unlikely that the fish within a school are perfectly aligned. Multiple factors can introduce random elements; such as currents (turbulent), physical structure of the fish (fins, tails etc.), turbulence generated by a large number of swimming fish, influence of food or some environmental factor and so on. We therefore want to introduce two types of noise to the system of equations. The first type will be a randomly chosen deterministic noise, that will correspond to the disorder in the natural frequencies of the phase oscillators in Kuramoto's well known paper [9] . A possible biological interpretation could be that there is an intrinsic disorder in the rates at which the fish reorient their velocities to follow the average values marked by the school. This would indicate the imperfect ability of the fish to determine the orientation angle. The second type of noise corresponds to the possibility that changing environmental factors may alter instantaneously the fish's ability to find the orientation angle. We model this inability by adding white noise to the right hand side of eq. (20) . White noise is the differential of Brownian motion that acts at all times. Below, we investigate the system's behavior when modified by both types of noise. To make clear which perturbation we are discussing below, we will call the perturbation with randomly chosen deterministic angles P1 and the perturbation with white noise P2.
Driven velocities
One possible long term behavior of the system in eqs (9) and (10) is a completely disordered school, that is slowing down such that the average speed decreases exponentially. We know that such a solution is unstable, as mentioned in the first part of this paper. However, adding any kinds of noise to the directional headings will effectively decrease the coherence of the school of particles, thus decreasing the order parameter r from eq. (15) . From eq. (29) we see that a lower value of r will result in the school of particles slowing down at a faster rate. We therefore require the speed to be driven as well as the phase, in order for the system to have some interesting dynamics and moving schools. For now, we assume that the acceleration is a constant -> 0, so that eq. (19) becomeṡ
It is furthermore clear that if the system is completely disordered (giving r = 0), the average speed tends towards v ∞ = -/!. This limiting value could be achieved in the absence of noise, but the solution with r = 0 is unstable.
We therefore see that with noise, the order parameter r tends away from zero and reaches a non-zero limiting value r ∞ ≤ 1. If, on the other hand, we have 0 < r ∞ < 1 induced by noise, the equilibrium velocity will becomē
a value that is confirmed in simulations.
P1: Deterministic (randomly chosen) noise in6 k
We now add random frequencies 9 k to the right hand side of eq. (20) divided by v k (we assume that all v k > 0). The 9 k are random i.i.d. (independent identically distributed) variables whose probability density is a zero-mean Lorentzian distribution of width γ = 0.5. Related results can be found in the review [11] and in [12] . The resulting equation for the phase of the fish velocity iṡ
This equation is very similar to Kuramoto's model for coupled oscillators, with an effective coupling constant !¯v v k . We note that the effective coupling constant varies until the speeds reach an equilibrium, that the system achieves for both types of angular noise below.
As in Kuramoto's model, in the limit of infinitely many fish we obtain a bifurcation of the equilibrium value of the order parameter r ∞ , as the value of ! is varied beyond a certain threshold, as shown in Figure 2 , where the perturbed system (33) is simulated. For finitely many fish, the transition is not sharp but adding more fish in our simulations we approach the sharp phase transition. As for the stability of the system, we expect it to show rich behavior, similar to the Kuramoto model, because of the presence of infinitely many stationary solutions, see [2] . In [5] , it was shown that the incoherent state of the Kuramoto model, in the limit of infinitely many oscillators, is unstable above threshold, but neutrally stable below the threshold. Chiba and Nishikawa have found a correct stability and bifurcation theory of this infinite Kuramoto model in terms of the Fourier harmonics of its density [6, 13] . These harmonics decay exponentially fast to those of incoherence below threshold, and to those of the partially synchronized state above threshold. For natural frequencies 9 k whose probability density has compact support, algebraic decay similar to Landau damping in plasmas is possible [14] . This indicates the possibility of rich dynamics with r = 0, see [11] and references cited therein. Below, we discuss the distribution of the directional angles in the partially synchronized state, shown in 
P2: Random white noise in6 k
Now, assuming that v k ≠ 0, we divide through eq. (20) and add the N-dimensional derivative of Brownian motion,Ḃ t :
that we rewrite as a stochastic ODE
where B .
(k) t is white noise. We use methods from [15] to simulate the solutions of eq. (37).
Note that we expect the behavior of the order parameter to be determined by the variance of the noise, 3 2 , similar to the model in [1] . Furthermore, we expect the system to reach a statistically stationary state, where r ∞ and v ∞ can be defined. This is indeed the case, as is shown in Figure 3 . By varying 3, we obtain a bifurcation in the order parameter r ∞ , that can be seen in Figure 4 . This is discussed in more detail below.
Behavior of the perturbed system
When we add noise (P2) to the directional angles as in eq. (36), the dynamics of the order parameter r in eq. (26) can be shown to change according tȯ
and eq. (27) becomes
(39) We do not expect the dynamics of the order parameter r of the perturbed system to differ drastically from that of the unperturbed one. Indeed, it turns out that the system reaches a statistically stable state, where r ∞ is defined. From the above equations it is clear that 3 is the determining factor for the value of r ∞ . We therefore compute the value of r ∞ for a range of values of 3, as shown in Figure 4 . Similar to [1] , we obtain a bifurcation of the order parameter when the variance of the noise exceeds a certain threshold. We see that the value of r ∞ reaches 1 when 3 → 0. At high variance, we expect the system to not be able to synchronize, as is the case, with r fluctuating close to zero. However, below a certain threshold 3 c , the system is able to synchronize, and the transition is very sharp, exhibiting a bifurcation between phases of the system. With 0 < 3 < 3 c , we have 0 < r ∞ < 1 and so the system is partially synchronized.
It is worth pointing out that it is not completely clear whether the bifurcation in Figure 4 is continuous or not, i.e. whether the bifurcation is supercritical or subcritical. The transition does seem to be supercritical, but theoretical analysis is required to fully determine the nature of the bifurcation. The methods developed by Chiba and Nishikawa [6] and [13] might apply, but this analysis remains to be done. Finally, we note the difference between the distribution of the directional angles at equilibrium, see Figure 5 , with noise added as in eq. (35) P1, and as in eq. (36) P2, even though the value of the order parameter r ∞ is similar. In the latter P2, the histogram resembles that of a Gaussian distribution. In the former P1, we obtain a heavier tail of the distribution, which is a result of the Lorentzian noise. However, it is interesting to note that the former case differs from that of the Kuramoto model ( Figure 5(c) ), although they should be very similar at equilibrium. Further research will hopefully shed light on this difference. The distributions in Figure 5 were obtained with N = 32000 in order to obtain smoother distributions, but the resulting values of the order parameters do not depend on the value of N.
Discussion and future work
We have shown that the system in [2] tends towards a stable traveling solution (v ∞ constant) with perfect synchronization r ∞ = 1. These results are analytical and global. Perhaps more accurate biologically, is a perturbation of the directional angles P1. We note that for the system not to come to a halt, we have to accelerate the particles. We find that the system reaches an equilibrium and derived the resulting average speed as a function of the model parameters and the order parameters, see eq.
. By inspecting eq. (38) P2, driven by white noise modeling the randomness of the environment, we expect the variation of the noise 3 c to depend on !, and possibly also -. It would be useful to conduct a full investigation of the parameter space, and obtain a relationship between 3 c and !. The numerical evidence suggests that the nature of the bifurcation is supercritical, but further analysis using the methods of [6] and [13] is required to determine its true nature.
Synchronized stationary solutions
We plan to investigate the possible structure of the disordered state in the case of the deterministic perturbation above. It is possible that there exists a sequence of partially synchronized schools of particles, reminiscent of Kuramoto's partially synchronized solutions based on the symmetries of the stationary solutions in [2] . The complexity of these solutions can be studied using order parameters for both the direction headings and the speeds. Analogous to the perturbations of the stationary solutions of a finite number of particles, in [7] , the infinite sequence of Kuramoto stationary solutions, if it exists, could perturb to metastable solutions, consisting of complex circling schools. Eventually, all of these schools would tend to the migratory Kuromoto solution consisting of one complex partially synchronized school. It is not clear if this complex sequence survives the perturbations.
Local interactions and applications
In this section, we include local interactions and apply the dynamics of the order parameter to the Peruvian and Chilean Anchovy fisheries, see [16] . We simulate the discrete system (1), but regard it as a temporal discretization of the ODEs (9) and (10) . For small time steps the solutions of the discrete system will be close to the solutions of the ODEs. To simulate interactions among the fish, we add three sensory zones around each fish, see Figure 6 [3, 17, 18] . The innermost region is the zone of repulsion (R k ). In this region fish head away from each other, thereby avoiding collisions. The next region is the zone of orientation (O k ). In this region fish align in speed and direction. Finally, in the zone of attraction (A k ) the fish head toward each other, forming aggregations. A spatially heterogeneous environment, without temporal variability, was used to force the motion of the fish.
As a first step the environment is spatially heterogeneous but keep constant in time. This capture reasonable well the influence of the heterogeneous environment during one season. The plan is the include the full temporal environmental variation in future simulations. The environment was incorporated into the model as a grid of currents and temperature data.
The fish are translated by the currents and respond to a temperature field, that is given a gradient of a function see [3] . They seek their preferred temperature range T 1 to T 2 , in their response and react strongly to different temperatures.
The model also includes reproduction and density dependent natural mortality which is adjusted to satisfy the density dynamics as predicted by a Gordon-Sheafer model [19] and mortality due to fishing as modelled in Hilborn et al. [20] , see [16] for more details. The simulation started with 25000 randomly distributed fish and a heterogeneously distributed fishing fleet of 5000 vessels. Each fish is considered to be a super-individual representing a small school of fish. Because of stochasticity in their heading, speed, day of reproduction, and mortality, there is variation among simulations. Eleven replicates were run to explore this variability.
The datasets
A monthly mean sea surface temperature (SST) for August of 2009 was obtained from the global dataset provided by NASA (OceanColor web site), this month had significant spatial SST variability with values above and below the range used to force the movement. These resulted in a spatially heterogeneous environment, but the temporal variability is fixed. The satellite image selected was the daytime SST 11, 4×4 km processed from the data obtained with the MODIS-Aqua sensor. A subset of the global image was selected of the coast of Peru and Chile that covers the Peru-Chile anchovy stock distribution area, approximately between the 18 o and 24 o Lat S, a mask was applied to remove and reshape the land and ocean areas, making them equal to the defined simulation area. The resulting temperature field was used as the environmental forcing for the simulations. Ocean currents were modeled as the annual mean of AVISO/geostrophic currents (obtained from NOAA's Coastwatch service ) for the same region of the Peruvian and Chilean coasts. These data sets have a resolution of 0.25 o and were interpolated and reshaped to make them compatible with the simulation area (using kriging in R). This current field was used to passively transport the particles (fish), see [16] for more details.
Simulation results
The simulations show two cases that are quantified by their distinct values of the order parameter r, see Figures 7 and 8 . The spawning takes place annually in September and after roughly a year the fish are recruited into the interacting population once their swimming and speed catches up with the adults. This recruitment is followed by a sharp increase in r that crests below 0.5. Then natural mortality and fishing takes place plunging the population and the r values follow suit, reaching troughs as low as 0.2. Figure 7 (top) shows that in general r exhibits annual oscillations, but the three year period (bottom) gives a peak and a trough of respectively higher and lower r values. Figure 8 the distributions of fish, correspond to the respectively higher and lower r values. They show a more concentrated distribution of fish with large schools (red) (a), and a more diffuse distribution (b). The distributions of the adults does not differ much for the two different r values. The small variation in r does not give rise to distinct phases. Both distributions are clearly influenced by the currents.
Local interactions and center manifolds
Finally, we note that it would be interesting to explore the conjecture by Kuramoto that order parameter should go exponentially towards the migratory value, r ∞ > 0, as t → ∞, for the Kuramoto system. This was disproven for the infinitely many particles by Ott and Antonsen [21, 22] , Mirollo [23] , and Chiba and Nishikawa [6, 13] who found a center manifold for the asymptotic order parameter. Does such a center manifold exist for our model and can its existence be proven for a finite N < ∞ number of particles? For the Kuramoto model such a proof seems to be beyond reach at this stage. It may be easier to prove this for our model and this will be address in another publication.
A The Global Attractor
Recall from [24] and [25] that the basic attractor is the core of the global attractor that attracts all of phase space except sets of Lebegue measure zero.
Theorem 1:
The basic attractor of the ODEs (13) and (14) consists of the plane (42) r = 0 is a stationary solution and thenv(t) =v 0 e -!t → 0 as t → ∞. Otherwise, forv ≠ 0, r > 0 must increase r(t) → 1 as t → ∞. This implies that 6 k → 8 by the constraint (42) andv(t) →v, a constant. Similarly, by eq. (28)
8(t) → 8 also approaches a constant as t → ∞. By Ref. [2] there exists a sequence of stationary solutions of eqs (13) and (14) , for r = 0, withv = v k = 0, 1 ≤ k ≤ N. The stable manifolds of these stationary manifolds comprise sets of measure zero in any bounded set in R 2N . Every initial point that does not lie on the stable manifold of the stationary solutions approaches the point {v k =v, 6 k = 8, 1 ≤ k ≤ N} in the above plane, as t → ∞. ∎
