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Geostatistik og analyse af spatielle data
Allan Aasbjerg Nielsen
Resume´— Denne note omhandler geostatistiske ma˚l for spatiel korrela-
tion, nemlig autokovariansfunktionen og semivariogrammet, samt deter-
ministiske og geostatistiske metoder til spatiel interpolation, hhv. afstands-
vægtning og kriging. En række semivariogrammodeller nævnes, specielt
beskrives den sfæriske, den eksponentielle og den gaussiske model. Lig-
ningssystemer til udførelse af simpel og ordinær kriging udledes. Andre
former for kriging nævnes, og der gives referencer til international litte-
ratur, Internet adresser og state-of-the-art software pa˚ omra˚det. Der gives et
meget simpelt eksempel til illustration af beregningerne samt et mere rea-
listisk eksempel med højdedata fra et omra˚de ved Slagelse. Endelig oprem-
ses en række attraktive egenskaber ved kriging, og der nævnes en simpel
prøvetagningsstrategisk overvejelse baseret pa˚ krigingvariansens afhængig-
hed af afstand til de nærmeste observationer.
I. INTRODUKTION
 
FTE har man brug for at kunne integrere punktinforma-
tioner med de vektor- og rasterdata, der i øvrigt er lagret
i et geografiske informationssystem (GIS). Dette kan gøres ved
at lænke punktinformationen til en geografisk koordinat i data-
basen. Hvis man har mange punktdata, vil det være et fristende
alternativ at generere et interpoleret kort, sa˚ man fra sine punkt-
data beregner rasterdata, som kan indga˚ i en senere analyse pa˚
lige fod med andre rasterdata.
Dette kapitel omhandler geostatistiske metoder til beskrivelse
af spatiel eller rumlig korrelation mellem punktma˚linger samt
deterministiske og geostatistiske metoder til udførelse af den
ønskede interpolation.
Den grundlæggende ide´ i geostatistikken besta˚r i at betragte
observerede værdier af geokemiske, geofysiske eller andre na-
turlige variable som realisationer af en stokastisk proces i planen
eller rummet. For hver postion  i et domæne  , som er en del af
det Euklidiske rum, findes en ma˚lbar størrelse  , som kaldes
en regionaliseret variabel. 	 er en realisation af en stokastisk
variabel 
	 . Mængden af stokastiske variable 

 udgør en stokastisk funktion. 
 har middelværdi eller for-
ventningsværdi (engelsk: expectation value) E 
	ﬀﬁ	
og autokovariansfunktion Cov 
ﬃﬂ
 "!#$&%'	(ﬂ)!# ,
hvor ! kaldes forskydningsvektoren. Hvis ﬁ	 er konstant over
 , d.v.s. ﬁ	ﬁ* , siges 
 at være første ordens stationær. Hvis
%'+ﬂ)!ﬁ ogsa˚ er konstant over  , d.v.s. %'	(ﬂ!#,-%'.!ﬁ , siges

 at være anden ordens stationær.
Denne statistiske synsma˚de er inspireret af arbejde udført
af Georges Matheron i 1962-1963. Den er beskrevet i bl.a.
[1], [2]. [3] giver en god praktisk og dataanalytisk oriente-
ret introduktion til geostatistik. [4] er et indlæg i en artikel-
samling, som beskriver mange forskellige teknikker og deres
anvendelser indenfor geo-videnskaberne. [5] omhandler geo-
statistik og andre relevante emner i forbindelse med analyse
af spatielle data. Kapitlerne 40 og 41 i [6] er geostatisti-
ske fremstillinger i GIS sammenhæng. [7] omhandler mul-
tivariat geostatistik, altsa˚ studier af flere variables spatielle
samvarians. The International Association for Mathematical
Geology (IAMG) udgiver bl.a. tidsskriftet Mathematical Ge-
ology. Her publiceres mange resultater vedrørende geostati-
stisk forskning. State-of-the-art software findes i GSLIB, [8],
og Variowin, [9]. Andet letopna˚eligt programmel er Geo-EAS
(http://math.arizona.edu/incoming/unix.geoeas/) og Geostatisti-
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cal Toolbox (http://www-sst.unil.ch/geostatistics.html/). Desu-
den findes en del kommercielt geostatistisk programmel.
Fremstillingen her er præget af [10].
II. SPATIEL KORRELATION
I dette afsnit omtales metoder til beskrivelse af lighed mellem
ma˚linger af naturlige variable i planen eller rummet. Specielt in-
troduceres autokovariansfunktionen og semivariogrammet. Der
gives ligeledes en relation mellem disse størrelser.
A. Semivariogrammet
Betragt to skalare størrelser 	 og 01!# ma˚lt i to punkter
i planen eller rummet  og +2! adskilt af forskydningsvektoren
! . Vi betragter  som en realisation af en stokastisk variabel

 . Variabiliteten kan beskrives v.h.a. autokovariansfunktionen
(idet vi antager eller pa˚tvinger første ordens stationaritet, d.v.s.,
at middelværdien er steduafhængig)
%'+ﬂ)!#3 E 546
	879;:<46
	2=!#07>;:?A@
Variogrammet, BC , defineres som
BC0	ﬂ)!#3 E D4 
#7E
=!ﬁ<:GF5ﬂ
som er et ma˚l for gennemsnitlige, kvadrerede forskelle pa˚
ma˚leværdier som funktion af afstand og retning mellem obser-
vationer. I det generelle tilfælde vil variogrammet afhænge af
stedvektoren  og af forskydningsvektoren ! . Geostatistikkens
intrinsiske hypotese siger at semivariogrammet, C , er uafhæn-
gigt af stedvektoren og at det udelukkende afhænger af forskyd-
ningsvektoren, d.v.s.
C#(ﬂ!#3 C#.!#H@
Hvis 
 er anden ordens stationær (d.v.s., at dens autokova-
riansfunktion er steduafhængig), gælder den intrinsiske hypo-
tese, hvorimod det omvendte ikke nødvendigvis er tilfældet.
Antager eller pa˚tvinger vi anden ordens stationaritet gælder
følgende relation mellem autokovariansfunktionen og semiva-
riogrammet
C0?!#3 %'?I#7J%'?!ﬁﬃ@
Bemærk, at %'?IﬁLK
F
, den stokastiske variabels varians.
Givet et sæt punktma˚linger kan semivariogrammet bereg-
nes v.h.a. følgende estimator, som beregner (det halve af) mid-
delværdien af de kvadrerede differenser mellem alle par af
ma˚linger M og MN!# adskilt af forskydningsvektoren
! O
C#.!ﬁ3 P
BQR?!#
SUTWVYX
Z
Mﬃ[+\
4 M07J	M]^!ﬁ_:
F
@
QR?!# er antallet af punktpar adskilt af ! .
O
C kaldes det ekspe-
rimentelle semivariogram. Der beregnes ofte gennemsnit af
O
C
over intervaller !`Ea'! for ba˚de længde (magnitude) og vinkel
(argument) af ! . Gennemsnit for længden af ! ( bc`Ja'b ) bereg-
nes for at fa˚ tilstrækkeligt høje QR?!ﬁ til opna˚else af lav estima-
tionsvarians for semivariogramværdien. Gennemsnit over inter-
valler af argumentet af ! beregnes for at kontrollere for eventuel
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anisotropi. Anisotropi betegner det forhold, at autokovarians-
funktionen (og semivariogrammet) ikke opfører sig ens for alle
retninger af forskydningsvektoren mellem observationer. Denne
eventuelle anisotropi kan ogsa˚ konstanteres ved at beregne 2-D
semivariogrammer, [3], [11], [10], [9], [8].
B. Semivariogrammodeller
For at kunne definere karakteristiske egenskaber ved semiva-
riogrammet parameteriseres dette v.h.a. forskellige semivario-
grammodeller. En meget udbredt model, C+d , er den sfæriske mo-
del (vi antager isotropi, altsa˚ det forhold, at semivariogrammet
kun afhænger af afstanden og ikke af retningen mellem obser-
vationerne, og betegner med b længden af ! )
C
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hvor %ym er den sa˚kaldte nugget effekt og v kaldes range of in-
fluence eller blot range; % m{z ?% m N%n\| er den relative nugget
effekt og % m $%]\ kaldes the sill ( "K
F
) (i mangel af udbredte
danske termer). Nugget effekt er en diskontinuitet i semivario-
grammet for b} k , som skyldes ba˚de ma˚leunøjagtigheder og
mikrovariabilitet, der ikke kan studeres pa˚ den anvendte skala.
Range of influence er den afstand ved hvilken kovariation mel-
lem ma˚linger ophører; ma˚linger taget længere fra hinanden er
ukorrelerede.
To andre hyppigt anvendte modeller er den eksponentielle (se
figur 4)
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og den gaussiske (se figur 5)
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For de to sidstnævnte modeller gælder, at de aldrig na˚r men nær-
mer sig sill asymptotisk. Den gaussiske model er pa˚ grund af sin
vandrette tangent for b  k god til beskrivelse af meget konti-
nuerte fænomener.
Andre semivariogrammodeller som lineære og potensfunktio-
ner anvendes ogsa˚. I øvrigt kan kombinationer af modeller (til
modellering af nested structures, det forhold at semivariogram-
met har forskellig struktur afhængig af længden og eventuelt
retningen af forskydningsvektoren mellem observationer) være
nyttige.
Modelparametrene kan estimeres v.h.a. iterative, ikke-lineære
mindste kvadraters metoder. Disse minimerer den kvadrerede
afvigelse mellem det eksperimentelle semivariogram og model-
len opfattet som funktion af parameteren  , her x-4 %nme% \ v :
'W


O
C0?!#07>C
d
.+ﬂ)!e|W F@
For eksempler pa˚ et eksperimentelt semivariogram og forskel-
lige modeller, se Figurerne 4 og 5.
C. Eksempler
Figur 1 viser et meget simpelt eksempel med tre observationer
til illustration af beregningerne, \R
P
ﬂ
F
 og 
q
B
med (1-D) koordinaterne –2, –1 og 3. Semivariogrammet med
a'b=
P
ﬂ beregnes sa˚ledes (lags er afstandsgrupper defineret
ved b1`=a2b )
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Fig. 1. Simpelt eksempel med tre observationer
Som et andet mere realistisk eksempel ses i figur 2 et kort
over prøvetagningssteder. Hver cirkel er anbragt med centrum i
et ma˚lepunkt, og radius er proportional med den ma˚lte størrelse,
som er højden over grundvandet i et 10 gange 10 km
F
omra˚de
ved Slagelse. Figur 3 viser et histogram for disse data.
I figur 4 ses alle kvadrerede differenser som funktion af af-
standen mellem observationerne for højdedata fra Slagelse (der
er antaget isotropi). Desuden er indtegnet en eksponentiel vario-
grammodel estimeret direkte pa˚ denne punktsky. Nugget effekt
er 0 m
F
, den effektive range er 3.840 m og sill er 840 m
F
(sva-
rende til 420 m
F
for semivariogrammodellen).
I figur 5 ses det tilsvarende eksperimentelle semivariogram.
a'b er her 100 m, og der igen er antaget isotropi. Det ses pa˚
det eksperimentelle semivariogram, at en gaussisk model i dette
tilfælde nok er bedre end den eksponentielle. Der er derfor ind-
tegnet en gaussisk model estimeret pa˚ det eksperimentelle semi-
variogram. Nugget effekt er 18 m
F
, range er 1.890 m og sill er
364 m
F
.
III. SPATIEL INTERPOLATION
Denne sektion omhandler deterministiske interpolationsfor-
mer som afstandsvægtning og statistiske former kendt under
fællesnavnet kriging. Specielt udledes ligningssystemerne for
simpel og ordinær kriging.
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Fig. 2. Prøvetagningssteder, hvor hver cirkel er anbragt med centrum i et
ma˚lepunkt, radius er proportional med den ma˚lte størrelse, som er højden
over grundvandet i et 10 gange 10 km ¡ omra˚de ved Slagelse
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Fig. 3. Simpel statistik og histogram for højdedata ved Slagelse
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Fig. 4. Alle mulige kvadrerede differenser som funktion af forskydningsvekto-
rens længde; eksponentiel variogrammodel indtegnet
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Fig. 5. Eksperimentelt semivariogram som funktion af forskydningsvektorens
længde; gaussisk semivariogrammodel indtegnet
A. Afstandsvægtning
Noget af det simplest tænkelige til udførelse af interpolation
besta˚r i at tildele et punkt, hvori værdien ikke kendes, samme
værdi som den nærmeste nabo. En forbedring heraf besta˚r i at
tildele højere vægte til observationer, der ligger tættere pa˚ punk-
tet, hvortil det skal interpoleres. En oplagt ma˚de at gøre dette pa˚
er at tildele alle Q punkter, der indga˚r i interpolationen, vægte,
som er proportionale med den inverse afstand til det ønskede
punkt. For det ¢ te punkt fa˚s vægten
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P
z¥
¤
ﬂ
hvor
¥
¤ er afstanden til det punkt, hvortil der interpoleres. Dette
udvides let til at vægte med forskellige potenser, §R¨ k , af den
inverse afstand
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Andre deterministiske interpolationsmetoder anvender (Del-
aunay) triangulering, regressionsanalyse til bestemmelse af
trend surfaces, minimal krumning etc., [12], [3].
A.1 Eksempler
Vi ønsker nu at interpolere til 
 m med positionen ªL k i
figur 1 v.h.a. vægtning med den inverse afstand. ¥ ¤ er afstanden
til 
0m . Vi beregner let følgende vægte
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For forskellige potenser af ¥ ¤ fa˚s vægtene
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Vi ser, at for lave værdier af § nærmer vi os en ens vægtning
af de indga˚ende punkter. For høje værdier af § nærmer vi os en
vægtning med 1 af den nærmeste nabo.
B. Kriging
Kriging (efter den sydafrikanske mineingeniør og professor
Danie Krige) er en betegnelse for en familie af metoder for mi-
nimum fejlvarians estimation. Betragt et lineært (eller rettere af-
fint) estimat
O
Ym^
O
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hvor £ ¤ er de pa˚  ¤ anvendte vægte og £ m er en konstant.
Vi betragter  ¤ som realisationer af stokastiske variable 
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 som besta˚ende af en middelværdi og et residual 
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
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k
. For den lineære
estimator fa˚r vi
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Estimationsfejlen {ml7
O
Ym kendes ikke, vi kender ikke {m ,
som vi jo netop vil estimere. Men for estimationsfejlens forvent-
ningsværdi fa˚r vi
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Vi ønsker, at vores estimator skal være central, d.v.s. vi kræver
at E 
 m 7
O

 m c
k
eller
¸m,7
£
m«7>²
(¹

k
@ (3)
Estimationsfejlens varians er
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hvor Ã er dispersions- eller kovariansmatricen for de stokastiske
variable, ³ , der indga˚r i estimationen.
Det i dette afsnit beskrevne gælder alle lineære estimatorer.
Ide´en i kriging er nu at finde den lineære estimator, der minime-
rer estimationsvariansen.
B.1 Simpel kriging
I simpel kriging (SK) antager vi at ﬁ er kendt. Fra lignin-
gerne 1 og 3 fa˚r vi
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Vægtene £ ¤ findes ved at minimere estimationsvariansen K
F
Á
.
Dette gøres ved at sætte de partielt afledede til nul
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hvilket giver SK systemet
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hvor % ¤ÉÈ ﬂ]¢ﬂ?ÊE
P
ﬂ|@@|@Hﬂ)Q er kovariansen mellem punkterne ¢
og Ê blandt de Q punkter, der indga˚r i estimationen af punkt
0. %ym È ﬂÊË
P
ﬂ|@@|@ﬂQ er kovariansen mellem punkt Ê og
punkt 0, det punkt hvortil der interpoleres. Disse kovarianser
findes fra semivariogrammodellen (idet man husker, at C0?!ﬁ«
%'.I7%'?!e ) som sill minus semivariogramværdien for den ak-
tuelle afstand (og eventuelt retning) mellem observationer. (Kri-
gingsystemet kan alternativt formuleres v.h.a. semivariogram-
met; for at undga˚ nuller pa˚ Ã s diagonal foretrækkes af numeri-
ske a˚rsager autokovariansformuleringen.)
Den minimale kvadrerede estimationsfejl, som kaldes den
simple krigingvarians, er
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I SK er middelværdien kendt. I praksis antages den konstant
for hele domænet (eller studieomra˚det), eller man ma˚ estimere
ﬁ; forud for estimationen eller konstruere en estimationsalgo-
ritme, som ikke kræver kendskab til middelværdien, se næste
afsnit.
B.2 Ordinær kriging
I ordinær kriging (OK) antager vi at middelværdien er kon-
stant lig ¸m for de Q punkter, der indga˚r i estimationen af 
em .
Fra ligningerne 2 og 3 fa˚r vi
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for alle  m . Ï er en vektor besta˚ende af lutter et-taller. Dette er
kun muligt hvis £ mc k og ² Ï 
P
.
Vægtene £ ¤ findes ved at minimere K
F
Á under bibetingelsen
²l
Ï

P
. En standardteknik til minimering under en sa˚dan
bibetingelse ga˚r ud pa˚ at indføre en funktion Ð med en sa˚kaldt
Lagrange multiplikator (her 7«BÑ ) ganget med bibetingelsen sat
til 0 og minimere
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De ønskede værdier for % ¤6È findes som angivet i sidste afsnit om
SK.
Den minimale kvadrerede estimationsfejl, som kaldes den or-
dinære krigingvarians, er
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OK indebærer en implicit re-estimation af m for hver ny
punktkonstellation, en attraktiv egenskab, der gør OK velegnet
til interpolation i situationer, hvor middelværdien ikke er kon-
stant (altsa˚ ved manglende første ordens stationaritet).
B.3 Eksempler
Vi betragter igen data fra figur 1. Vi ønsker nu at interpolere
til positionen ª= k v.h.a. ordinær kriging. Til beregningerne
bruger vi en pa˚sta˚et semivariogrammodel, nemlig den sfæriske
model med %ym" k ﬂ)% \ 
P
og v Õ . Dette giver, idet
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Fig. 6. Kriged kort over højder over grundvandet (enheden er m)
%'.bEÇ%'
k
p7*C#.b , autokovariansfunktionen (som i dette
tilfælde, fordi % m Ö%]\J
P
, er det samme som autokorrela-
tionsfunktionen)
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hvilket giver krigingvariansen k ﬂA¯

¯ . Vi ser, at selvom 
 \
ligger tættere pa˚ 
 m end 

q
, er vægten pa˚ 
y\ meget min-
dre end vægten pa˚ 

q
. Dette er en attraktiv egenskab ved
kriging, idet der herved tages hensyn til eventuel clustering
af prøvetagningspunkterne. Man siger, at 

F
screener for 
 \ .
Denne screening bliver svagere for højere nugget effekt for helt
at forsvinde for ren nugget effekt (altsa˚ %,\] k og v  k for de
her viste modeller), hvor alle vægtene bliver ens.
Som et mere realistisk eksempel viser figur 6 et kriged (OK)
kort over højder over grundvandet for det nævnte omra˚de ved
Slagelse. Interpolationen er baseret pa˚ den isotrope gaussiske
model for det eksperimentelle semivariogram (nugget effekt 18
m
F
, range 1.890 m og sill 364 m
F
; søgeradius er 2.000 m og
der indga˚r minimalt 2 og maximalt 20 punkter i estimationen
af hvert punkt). Vi ser, at det interpolerede kort stemmer godt
overens med kortet over prøvetagningssteder i figur 2. Figur 7
viser de tilsvarende OK varianser. Vi ser, at krigingvariansen er
stor, hvor der er langt til nærmeste prøver.
.0
40.0
80.0
120.
160.
200.
240.
280.
320.
360.
400.
Fig. 7. Krigingvarians svarende til figur 6 (enheden er m ¡ )
B.4 Andre kriging former
Hvis man ønsker at estimere gennemsnitlige (ogsa˚ kaldet re-
gulariserede) værdier over et volumen snarere end punktværdier,
kan man benytte blokkriging, som kan kombineres med flere an-
dre krigingformer.
Hvis flere variable studeres simultant kan de beskrevne me-
toder til etablering af spatiel korrelation udvides til at ha˚ndtere
den spatielle samvarians mellem alle par af variable i form af
krydssemivariogrammer. Tilsvarende kan flere variable interpo-
leres simultant i cokriging. Cokriging har størst praktisk værdi,
hvis en variabel er ma˚lt færre steder end andre korrelerede vari-
able.
Universal kriging er en metode for det tilfælde, at middelvær-
dien kan skrives som linearkombinationer af kendte funktioner,
som ideelt er bestemt af fysikken i det problem, man arbejder
med. Ligeledes findes metoder til ikke-lineær kriging, som log-
normal kriging, multiGaussian kriging, rang kriging, indikator
kriging og disjunctive kriging.
Referencer til ovensta˚ende er [1], [3], [8].
IV. KONKLUSION
Ovensta˚ende afsnit og eksempler viser følgende fordele ved
kriging:
Ø Kriging er en interpolationsform, der giver ba˚de et estimat
baseret pa˚ den spatielle struktur af den variabel, man stude-
rer, som udtrykt ved krydskovariansfunktionen (eller semivario-
grammet), og en estimationsvarians, som er minimeret.
Ø Kriging estimatoren er den bedste lineære estimator, best
linear unbiased estimator (BLUE) i betydningen lavest estima-
tionsvarians, og den er ogsa˚ eksakt, d.v.s. at hvis et punkt, hvor-
til der interpoleres, falder sammen med et prøvetagningspunkt,
giver kriging samme værdi som den ma˚lte, og krigingvariansen
er 0.
Ø Krigingsystemet og krigingvariansen afhænger kun af kova-
riansfunktionen (eller semivariogrammet) og det spatielle lay-
out af prøvetagningspunkterne og ikke af selve de ma˚lte
værdier. Dette kan anvendes til planlægning af en fornuftig
prøvetagningsstrategi.
Ø Løsningen af krigingsystemet indebærer en statistisk af-
standsvægtning af de datapunkter, der indga˚r i estimationen. Li-
geledes bliver de estimerede vægte re-skaleret, sa˚ de summerer
til 1. Ydeligere tages der hensyn til redundans i form af mu-
lig clustering af prøvetagningspunkter; denne de-clustering er
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grunden til føromtalte screeningeffekt.
Ø Den implicitte re-estimation af middelværdien for hver ny
punktkonstellation gør, at OK egner sig til situationer, hvor mid-
delværdien varierer over studieomra˚det, altsa˚ hvor der ikke er
første ordens stationaritet.
Desuden gælder, at krigingsystemet har en unik løsning hvis og
kun hvis kovariansmatricen Ã (sektion III-B) er positiv definit;
dette sikrer ogsa˚ en ikke-negativ krigingvarians.
Krigings styrke kan tilskrives en kombination af ovensta˚ende
egenskaber.
Kriging fordrer den nævnte intrinsiske hypotese, altsa˚ at se-
mivariogrammet ma˚ antages konstant over hele studieomra˚det,
hvis man vælger at formulere krigingsystemet v.h.a. semivario-
grammet. Hvis man vælger at formulere krigingsystemet v.h.a.
autokovariansfunktionen, hvilket foretrækkes p.g.a. numeriske
forhold, ma˚ man antage anden ordens stationaritet, altsa˚ kon-
stant autokovariansfunktion over hele studieomra˚det.
Dette kan virke som en ulempe ved kriging, men hvis de-
terministiske metoder anvendes forudsættes implicit noget lig-
nende. Og det kan næppe betegnes som en ulempe ved geostati-
stiske metoder, at man tvinges til at overveje betimeligheden af
de nævnte forhold.
V. AFSLUTNING
Krigingvariansens afhængighed af afstanden til nærmeste
prøver kan anvendes til at lægge en prøvetagningsstrategi. Hvis
semivariogrammet og prøvetagningsstederne kendes, kan man
inden selve prøvetagningen udregne krigingvarianser. Hvis disse
varianser i visse dele af studieomra˚det bliver for store, kan man
modificere placeringen af prøverne for at opna˚ lavere varians.
For at opna˚ et godt estimat af nugget effekten, som er en meget
vigtig parameter for resultatet af kriging, kan det desuden være
en fordel at forsøge at lægge en del prøver tæt pa˚ hinanden.
I multivariate studier, hvor flere variable studeres simultant,
kan man i stedet for at interpolere de oprindelige variable, inter-
polere kombinationer af disse variable. F.eks. kan man interpo-
lere principale komponenter eller faktorer fra en faktoranalyse
eller fra en spatiel faktoranalyse, [13], [14], [10], [15], [16]. En
generel reference til multivariat statistik er f.eks. [17]. [18] er
skrevet specielt for geografer, [12] for geologer.
I den senere tid er temporale aspekter blevet genstand for
interesse i forbindelse med anvendelse af data, der varierer
i ba˚de rum og tid. Spatio-temporale semivariogrammer og
spatio-temporal kriging behandles i bl.a. [19], [20]. Et GIS til
ha˚ndtering af tidsvarierende data er beskrevet i [21].
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