We derive a new upper bound on the minimum distance d of doubly-even self-dual codes of length n. Asymptotically, for n growing, it gives lim n!1 sup d=n (5 ? 5 3=4 )=10 < 0:165630, thus improving on the Mallows-Odlyzko-Sloane bound of 1=6 and our recent bound of 0.166315.
Introduction
Self-dual codes attract a great deal of attention, mainly due to their intimate connections with improtant problems in algebra, combinatorics and number theory (see many references in 2, 3, 11, 14, 16] By a result of Thompson 17] there exist DESD codes satisfying the Gilbert-Varshamov bound, i.e.
H ?1 (1=2) = 0:110:::. It is generally believed that this bound gives the true value. The Mallows-Odlyzko-Sloane bound 12, 13] yields 1=6. This estimate essentially exploits invariant theory. Recently, using a variant of linear programming approach, we improved it to < 0:166315.
For unrestricted self-dual codes the best known upper bound is due to Ward 18] and also equals 1/6 (see also Conway and Sloane 3] and Rains 15] for better bounds for nite lengths).
Our main result here is the following theorem.
Theorem 1 (5 ? 5 3=4 )=10 < 0:165630: 2
To prove it we use a modi cation of the linear programming method for upper bounding individual components of the distance distribution of the DESD codes. We show that under some assumptions about the minimum distance of the code, its distance distribution is upper bounded by the normalized binomial distribution. This phenomenon for arbitrary codes was discussed in e.g. 6, 7] . Furthermore, since the upper binomial bound is actually attained at any interval of size o(n), it proves an existence of nonzero component of the distance distribution in the interval of binomiality.
Basic relations
We need some notations. In what follows, all logarithms are natural, and the logarithm of a negative number is understood as its real part (by this convention we avoid writing the absolute values of the expressions under logarithms). As usual, H(x) = ?x ln x ? (1 ? x) ln(1 ? x); stands for the natural entropy function.
Let C be a DESD code of the minimum distance d, the relative distance = d=n, and let (B 0 ; B 1 ; : : : ; B n ) stand for its distance distribution. Clearly, B 0 = 1, B 1 = : : : = B d?1 = 0 and B j = 0 whenever ji is not a multiple of 4. Moreover, the distance distribution is symmetric with respect to n=2, i.e. B j = B n?j and P n i=0 B i = jCj = 2 n=2 . The distance distribution is invariant under the MacWilliams transform Choosing k as an appropriate function of j, we conclude that B j is, up to a factor polynomial in n, upper bounded by 2 ?n=2 n j . Letting k tend to n=12 and plugging the bounds for B j into (7) We used the MATHEMATICA package for analytical calculations.
Polynomials
Our goal here is to nd the Krawtchouk expansion
and evaluate asymptotics of its coe cients for h = 8. In 6] we have found such expressions for h = 2 and 4. For h = 8 we were only able in 8] to calculate A 0 (n; 8; k). Here we further develop our techniques to nd A j (n; 8; k) for every j (actually, only j being multiples of 4 are of interest). Notice, that for odd j the coe cients vanish due to the symmetry of the polynomial in respect to n=2. A j (n; h; k) = 1 The following notation is used in the sequel, k = n, j = n, i = n, we conclude that in both cases it is negative.
The only thing left to be proved is that the absolute maximum is at 2 for < 1=12 and at 1 otherwise. Consider the function = ( 2 ) ? ( 1 ).
For = 1=12 we compute = 0.
Di erentiating in y we get d dy This function decreases in and equals 0 at = 1=12. So, for < 1=12, < 0. For > 1=12, the proof is similar. 2 Remark Actually the constraint on , < p 2=12 in the claim can be omitted. We used it to simplify the proof. A 0 (n; 8; k)); (10) and for Using results of the previous section we obtain (1=12) = 0.
We start from proving that 0 ( ) < 0 for < 1=12. As it is easy to check the expression under the logarithm is greater than 1, so the maximum, 0 ( ) = 0, is attained at = 1=12, thus proving (10). Let us prove (11 One can check that for y = 5 ?1=4 this derivative is negative for in the considered interval, and thus the minimum of ( ) is attained for y = 5 ?1=4 and = 1=12. This minimum equals 0, therefore for < 1=12 the function ( ) is positive. Proof. Let 
