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Abstract
This thesis focuses on shaped charge simulations using a hydro-code called ALE3D.
It gives background on shaped charge research and motivation for the project itself
along with information on a shaped charge experiment that took place at the University
of Illinois Urbana Champaign. A baseline simulation is created to mock the experiment
and compare results. Next, a series of simulations are conducted varying parameters
such as HE, liner, and target material and analyzing output data. Then a second
proposed shaped charge experiment with different geometry and materials is simulated.
Finally a newer topic of asymmetrical defective shaped charges is explored by means of
simulations. It also advances on shock states for a hyper-elastic solid using the Blatz-Ko
equilibrium relations and general conservation laws. Basic Rankine-Hugoniot relations
for longitudinal isotropic motion are determined. To further this topic, a study of
anisotropic materials was conducted using ALE3D.
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1 INTRODUCTION
1.1 The History of Shaped Charges
A shaped charge can be described as a shaped cavity filled with a high explosive (HE) having
a detonator on one end, and usually a liner on the other end. A German, Max Von Foerster,
is credited with the discovery of the first hollow charge effect in 1883. Five years later Dr.
Charles E. Munroe in the United States was the first to use a lined cavity shaped charge.
However, F.X. Von Baader was using a conical shaped space at the end of charges for mining
purposes in the late 1700s. There were many discrepancies in the early days as to which
scientists were credited with the development of certain aspects of the shaped charge. Also,
many were not aware of the previous work done by Von Foerster and the groundwork that
already existed. The British continued to develop shaped charges in the early 1900s using
them as warheads in torpedos, noting that they concentrated the force of the explosion.
However, they were not used in World War I, as there were technical difficulties with placing
the detonators. In the early 1920s, an American, Charles P. Watson, researched shaped
charges obtaining two patents. He commented on the advantages of using a hemispherical
shaped liner, and that only one fifth to one sixth as much HE was needed with the directed
energy booster. Development continued throughout the 1930s in Russia, Italy, the U.K. and
the U.S.[6]
In the mid to late 1930s the value of a lined cavity was discovered accidentally showing
twice the penetration depth from initial unlined studies. It was also found that liner thickness
and precise manufacturing played an important part in the process. In 1940, Henry Mohaupt
brought lined shaped charge technology to the United States which was used to develop rifle
grenades, and later on the “Bazooka.” These tools were essential for defense against tanks
in World War II. After the war, shaped charge research continued in the areas of mining, oil
wells, furnace tapping, and even artificial meteors. Throughout the 1960s and 1970s research
continued by the U.S. Navy and other groups on development and refinement. Figure 1.1
displays a current day shaped charge before use. Research continues modifying the different
parameters of the experiments such as liner material and thickness, HE, standoff distance,
and geometry just to name a few. An extensive breakdown of the history of shaped charges
is given in Kennedy.[6]
Shaped charge research is not only limited to physical experiments, but computer sim-
ulation as well. Vast knowledge can be gained from well thought out, expertly coded sim-
ulations. Simulations can reduce experiment matrices to save cost, and relate underlying
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Figure 1.1: A shaped charge wired to remove a boulder blocking a pass in Afghanistan[8]
laws and theorems to an experimental study. Hydrocodes developed by the United States
government and other institutions are an extremely useful tool for the analysis of shaped
charge experiments.
ALE3D is an Arbitrary Lagrangian/Eulerian two-dimensional (2D) and three-dimensional
(3D) hydrocode developed by Lawrence Livermore National Laboratory (LLNL) that was
used for all of the simulation studies in this project. It uses a mesh relaxation ability
combining Lagrangian moving mesh and Eulerian stationary mesh which allows it to be
more effective than strictly using one or the other. It maintains a high level of accuracy in
multi-physics geometrically intense simulations.[7] Although it should not be expected that
it reflects exact experimental results as simulations use some first order approximations in
their solvers and have a mesh resolution limited by computing speed and space. Cheetah,
a chemical equilibrium solver also developed at LLNL, was used to calculate Jones-Wilkins-
Lee (JWL) equation of state coefficients and Chapman Jouget states for HEs at different %
Theoretical Maximum Density.
2
Figure 1.2: A diagram of a standard shaped charge with labels[9]
1.2 Background on Shock States for a Hyper-Elastic Solid
A separate part of this project was to investigate shock relations in a hyper-elastic solid to
be used in anisotropic materials. An anisotropic material is defined as any material with
directionally dependent properties, such as wood. For this study, the Blatz-Ko equilibrium
relations were combined with the conservation laws to calculate the Rankine-Hugoniot rela-
tions specified to 1D longitudinal motion. Also, a study of shock in anisotropic cubes was
conducted using ALE3D, in an attempt to match the theory with hydro-code output.
1.3 Geometry, Parameters, and Their Effects
Figure 1.2 shows a standard shaped charge labeling each component. The charge is comprised
of a metal casing, usually consisting of a cylindrical exterior, and a hollowed out shaped
interior. The interior is filled with an HE, and plugged at the bottom end with a hollow cone
shaped liner. At the top of the charge a detonator initiates the burn. The ”CD”, or charge
3
Figure 1.3: Molecular structures of popular HE compounds RDX (L), TNT (top), and PETN
(R)[16]
diameter dimensioned is the diameter of the HE cavity. The whole assembly is placed at a
certain distance from the target it intends on penetrating, known as the standoff distance.
The process begins when the detonator ignites the HE, sending a shock wave down the
cavity. When the wave hits the liner, it begins to collapse on itself forming a jet, which will
eventually penetrate the target material. The very top of the liner forms the jet tip, where
velocities can be seen up to 10 [km/s].[10] The jet is followed by a wider slower moving slug
which can travel around 1 [km/s]. Several parameters exist in the setup of a shaped charge.
Modification to these parameters can have a large impact on the results of detonation.
1.3.1 HE Material
There are several different choices for HE materials used in shaped charges. HMX, cyclote-
tramethylene tetranitramine, and CL-20, hexanitrohexaazaisowurtzitane, are very common
choices for HEs used currently. Many HEs are used bonded with a plastic called PBX, or
Plastic Bonded Explosive to reduce sensitivity. CL-20 has a density greater than 2 [g/cm3]
and a heat of formation of 419 [kJ/mol], while HMX’s density is 1.91 [g/cm3] with a heat of
formation of only 71kJ/mol. Recent studies have shown that PBX mixtures of CL-20, such
as LX-19 (95% CL-20 : 5% Estane) are more potent than those of HMX, such as LX-14
(95.5% HMX : 4.5% Estane) as they show greater penetration depths.[10]
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Figure 1.4: Several different shapes of liners both conical and trumpeted[13]
PETN, Pentaerythritol tetranitrate, is also an extremely well known HE used in shaped
charges. It has a density slightly less than the aforementioned HEs at 1.77 [g/cm3], a shock
velocity of 8518.41 [m/s], a particle velocity of 2049.17 [m/s], and a speed of sound of 6469.24
[m/s]. Its chemical composition is given as C5H8N4O12. These values were calculated using
Cheetah standard runs. Figure 1.3 shows the molecular structure of PETN alongside RDX,
another nitroamine HE, and TNT.
1.3.2 Liner Material and Geometry
Liners can be comprised of many common metals such as Tungsten, Copper, Aluminum,
Lead, and even many metal powder combinations. Dense and ductile metals usually result
in deep target material penetration. Certain liner materials have more success than others
penetrating certain target materials. Typically conical liners are used in cylindrical shaped
charges such as the ones seen in Figure 1.4, which are made of Tungsten. However, trumpeted
liners such as the one pictured top left can also be used. Trumpeted liners are seen to have
increased penetration depth compared to conical liners, holding other variables constant.[19]
An apex angle, shown in Figure 1.5, usually ranges from around 40-90 degrees and may
be one of the most important parameters in determining the behavior of a shaped charge jet.
It is commonly known that as the apex angle increases, jet tip velocity decreases. However,
too small of an apex angle will not form a jet at all. Liner thickness is also an extremely
important parameter in terms of performance. Most common liner thickness range from
0.4% to 6.7% of the charge diameter (CD). Chanteret and Lichtenberger [17] investigated
the effects of liner thickness using both experimentation a semi-analytical 1D code. In their
5
Figure 1.5: This depicts the apex angle of the liner[14]
study, as liner thickness increased, jet velocity and jet length both decreased. Also, below a
certain minimum thickness, depending on the setup of the entire charge, a jet will not form.
1.3.3 Standoff Distance
Standoff distance, shown in Figure 1.2, is another parameter that determines the outcome of
a shaped charge experiment. Initially as standoff distance increases, jet penetration increases
because at very low standoff distances, the jet is not fully formed yet. Finally, an optimum
standoff distance is reached, for which any increase will result in a decrease in jet penetration.
Wijk and Tjernberg conducted a study varying standoff distances. They show that for a
precision shaped charge, optimum penetration depth occurs when the ratio of stand off
distance to CD is between 4 and 8. For a non-precision shaped charge, they show optimum
penetration around a ratio of 2. As the ratios increase both types of charges see a decrease
in penetration.[19]
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1.4 Previous Experimental and Simulation Studies
1.4.1 Chanteret and Lichtenberger
Studies on shaped charges continue today in the weapons and mining industries. In 1999
Chanteret and Lichtenberger conducted a study on varying shaped charge liner thickness.
They used X-ray imaging to take pictures of jets from charges with a 60◦ copper liner ranging
from 0.4% to 7% CD. In their results they show the relationship between liner thickness and
jet velocity. They also use a 1D code to validate their experimental results. It can be
seen from Figure 1.6 that although the code is not spot on, it gives the same trend that
the experiments give. Their interpretation of the differences is given by the fact that liner
truncation creates gas dynamic effects which cannot be modeled by the code.[17]
1.4.2 Zygmunt and Wilk
In 2008, Zygmunt and Wilk looked into the formation of jets by shaped charges with metal
powder liners. They looked at two liners, one made of Copper, and the other of a Copper
and Tungsten powder. They used X-rays to take pictures of their experiment and a scanning
electron microscope to look at the fracture in the liner. The researchers found jet length
and symmetry, jet tip and slug velocity, and the fragmentation of the jet. They also used
a numerical computer simulation to describe what was happening in their experiments. For
the liner and casing, the Steinburg-Guinan equation of state was used. The HE was modeled
with the JWL equation of state. They input material densities and detonation velocity giving
them simulation results which matched with their respective experimental data. Their study
showed the capabilities of powder metallurgy in shaped charge liners.[20]
1.4.3 Wijk and Tjernberg
The Swedish Defence Research Agency issued a report in November of 2005 on a study
by Wijk and Tjernberg concentrating on the effects of shaped charge standoff distance.
They looked at the reasons behind an optimal standoff distance in precision shaped charges
focusing on perviously eroded jet material eroding new jet fragments as they enter the
hole in the target material. They show optimum standoff distance in relation to CDs from
previous experiments. They also use AUTODYN, a non-linear dynamics modeling program
to conduct a numerical simulation. Figure 1.7 shows how they are able to model new jet
material entering the hole that previous jet material created. Wijk and Tjernberg use their
7
Figure 1.6: This plot shows the experimental results (circles) vs. the 1D code results (squares)[17]
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Figure 1.7: AUTODYN simulation of eroded jet material eroding new jet material[19]
simulation to investigate their postulate. They also comment on how important simulation
parameters are to obtaining accurate results.[19]
1.4.4 Miyoshi
In 2008, Miyoshi used AUTODYN-3D to run numerical simulations of shaped charges focus-
ing on jet formation and target penetration. An SPH, or smoothed particle hydrodynamics
solver was used and showed advantages over the Eulerian solver as it is capable of dealing
with some of the issues that occur during shaped charge simulation. The SPH method dis-
played results comparable to actual observed jet profiles, finding jet tip velocity, gradient
throughout the jet, and target penetration. Figure 1.8 shows the simulation of the jet for-
mation at times 0-50 micro-seconds with 10 micro-second intervals. The jet collapse velocity
is in the 1,000 to 2,000 [m/s] range, while the jet tip velocity is around 8,000 [m/s]. Miyoshi
indicates that the simulations took approximately two weeks to run, however they do show
great detail in the jet formation.[21]
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Figure 1.8: AUTODYN simulation of jet formation at 0, 10, 20, 30, 40, and 50 micro-seconds[21]
1.4.5 Glumac and Mason
At the University of Illinois Urbana-Champaign, Professor Nick Glumac’s group carries
out experimental testing. Jeff Mason, a member of the group, conducted a series of 13
experiments investing bimetallic and reactive liners not limiting his tests to air, but using
water and non-reactive oil as medium as well. His setup is shown in Figure 1.9. The results
show the influence of medium on bimetallic liners, and lay groundwork for new research
in this area. He also suggests future work be performed using a hydrocode to support the
experimental findings.[9]
10
Figure 1.9: Jeff Mason’s experimental setup[9]
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2 EXPERIMENT AND BASELINE SIMULATION
2.1 Experiment Setup
Professor Nick Glumac conducted a shaped charge experiment at the University of Illinois
Urbana-Champaign shown in Figure 2.1. The charge casing, shown in Figure 2.2, is made
of brass with an outer diameter of 1.021 [cm], and charge fill radius of 0.384 [cm]. It is
secured at a standoff distance of 2 [cm] above a cylindrical 6061-T6 Aluminum target. The
target has a height of 15.24 [cm] and a diameter of 12.7 [cm] which is placed directly under
the charge on a lab bench. PETN was the HE used inside the casing, along with a Copper
conical liner of 0.0254 [cm] thickness. A close-up of the experiment with dimensions is
displayed in Figure 2.3. The experiment took place at standard temperature and pressure.
All experiment figures are courtesy of Professor Glumac.
2.2 Experiment Results
Figure 2.4 shows the top surface of the Al target after the experiment has taken place. The
jet has penetrated the target along the vertical central axis. It is also evident that some of
the jet scattered, causing some damage to the face of the target off the central axis at about
3.3 [cm] radially off the central vertical axis. Figure 2.5 shows the target, after it has been
cut along the central vertical axis. The geometry of the jet penetration, along with the 2.54
[cm] depth can be seen from this figure. The jet tip velocity measured just before target
penetration was found to be right around 0.49 [cm/microsecond].[3]
2.3 Simulation Setup and Path to Baseline
After Professor Glumac’s experiment was completed the next step was to create a baseline
simulation in ALE3D that would mock the experiment as closely as possible. Since ALE3D
is an extremely powerful tool, this is quite a large undertaking. About 50 simulations were
run to achieve the final results. Each revision a different part of the code was refined to either
make parameters more physically correct or aid the simulation in running to completion. A
model that matches experimental results can be extremely useful in creating an experiment
matrix and honing in on exactly how physical parameters will influence the experiment.
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Figure 2.1: Professor Glumac’s shaped charge experimental setup at the University of Illinois
Urbana-Champaign
Figure 2.2: Close-up of the shaped charge casing used.
13
Figure 2.3: A dimensioned close-up of the experiment
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Figure 2.4: 6061-T6 Al target post experiment
Figure 2.5: A cut away of the target after the experiment
15
Figure 2.6: The full field ALE3D initial simulation field viewed in VisIt at t=0
2.3.1 Meshing and Modeling
For explanation sake we will refer to the horizontal as the x axis, and the vertical as the y
axis. The simulation was written axisymmetric along the x axis, which is why only half the
material has been modeled. Figure 2.6 shows the initial full simulation field as modeled in
ALE3D using its visualization and post processing program, VisIt. It is notable to mention
that our experiment was conducted vertically, jetting material along the y axis, however,
the simulations are displayed taking place along the x axis. The dimensions of the model
were input to match the experiment exactly. Different colors denote different materials. The
shaped charge can be seen, bottom right in Figure 2.6 or close up in Figure 2.7. Several
material parameters were required to complete the simulation. Table 1 identifies all of the
materials used, their representative colors shown in Figures 2.6 and 2.7, and what physical
part they were modeled as.
The original simulation was modeled using a square mesh with side length of 0.01 [cm].
The mesh was uniform throughout the model over each material. This gave a simulations
with 2.1 million elements. For computational purposes, it was advised to attempt to decrease
the number of elements, but keep a high concentration of square elements in the areas of the
simulation that would be advecting large amounts of material. This was accomplished using
ratioed zoning which can be seen in Figure 2.8. This method allows the user to set a high
concentration of square zones in the area of the charge, and less zones in other areas such as
at high values of y in the air, or low values of x in the backing plate, which are not extremely
important to gather data from or do not have much material movement. The importance
16
Figure 2.7: A close-up of the simulated shaped charge in VisIt at t=0
Material Color Part in Model
Copper Red Liner
Brass Blue Casing
Air Purple Atmosphere
PETN Green HE
Steel (Vascomax 250) Orange Backing Plate (Table)
Al 6061-T6 Teal Target
Lucite Yellow Detonator
Table 1: Materials, color modeled, and part in model
in ratioed zoning is to match element size very closely in neighboring regions. If the square
zoned charge area with zones 0.01 [cm] in side length was mated with a ratioed area having
much larger zones, or rectangular zones, this would surely cause mesh tangling. Instead, the
user must carefully ratio the area to include the highest concentration of elements near the
charge area, then less elements farther away from the area. This decreases computational
time for the simulation to run. In the end it was seen that the ratioed zoning approach,
although having great positive attributes in terms of reduced computational time, could not
be used. Simulations where it was implemented had tangling in the mesh and could not
be resolved. Relaxation parameters were adjusted, however the end determination for the
baseline was to use a perfectly square and uniform mesh of 0.01 [cm] side length.[5]
Another approach to decreasing elements and computational time was to decrease the
entire size of the field shown in Figure 2.9. In this approach, air above the target along with
the backing plate were removed. Other small field approaches even cut out some of the target
height and radius, attempting to zoom in on just the necessary area where advection was
17
Figure 2.8: An example of ratioed zoning in the simulation
Figure 2.9: An example of a smaller field simulation
taking place. These approaches drastically cut down the number of elements by modeling
only necessary parts of the experiment. They were also coupled with ratioed zoning in certain
trials to create an extremely low number of elements. In simulations where there was no air
above the target radius, as shown in Figure 2.9, near the end of the computational time, the
jet penetrating in to the target would form a large bubble, moving material in a way that
would not be physically possible. This huge material blow out in the target was attributed to
the boundary conditions. Having the target material contacting the radial boundary of the
simulation did not convey accurately the actual experiment. It is conjectured that this is the
cause of the large bubble being formed. It was then determined for the baseline simulation
to use the full field simulation shown in Figure 2.6. This simulation was physically the
most accurate, modeling all the aspects of the actual experiment and allowed for air to be
18
contacting the outer radial boundary.
2.3.2 Material Parameters
Table 2 identifies the densities, initial energies, and equations of state used while modeling.
It should be noted that the 100% Theoretical Maximum Density of PETN is 1.77 [g/cm3].
It was determined that it should be modeled at 85% TMD = 1.5 [g/cm3] to increase the
accuracy and represent the density of the PETN inside the actual charge. The very low liner
thickness would rupture if the HE were packed to its 100% TMD, therefore 1.5 [g/cm3] is a
more realistic value.
Material Density [g/cm3] Initial Energy [kJ] EOS
Copper 8.93 0.0 Gru¨neisen
Brass 8.41 0.0 Gru¨neisen
Air 0.0013 2.5E-6 Gamma Law Gas
PETN 1.5 9.0E-2 JWL Explosive
Steel (Vascomax 250) 8.13 0.0 Gru¨neisen
Al 6061-T6 2.70 0.0 Gru¨neisen
Lucite 1.18 0.0 Gru¨neisen
Table 2: Materials, Densities, Initial Energies, and EOS [22]
2.3.3 Gru¨neisen EOS
All solid, non-reactive materials are modeled by using the Gru¨neisen equation of state as
shown by Table 2. The EOS is displayed below.
P =
ρ0c
2µ
[
1 +
(
1− γ0
2
)
µ− a
2
µ2
][
1− (S1 − 1)µ− S2 µ2µ+1 − S3 µ
3
(µ+1)2
]2 + (γ0 + aµ)E (2.1)
The intercept of the Up-Us curve is represented by c, while its coefficients of slope are given by
S1, S2, and S3. Gru¨neisen gamma is given by γ0 while a is the first order volume correction
to γ.[1] Table 3 shows the materials modeled and their respective coefficients.
19
Gru¨neisen EOS Constants c S1 S2 S3 γ0 a
Copper 0.394 1.489 0.0 0.0 2.02 0.47
Brass 3.52 1.55 0.0 0.0 1.78 0.0
Steel (Vascomax 250) 0.398 1.58 0.0 0.0 1.60 0.5
Al 6061-T6 0.524 1.40 0.0 0.0 1.97 0.48
Lucite 0.218 2.088 -1.124 0.0 0.85 0.0
Table 3: Gru¨neisen EOS material constants [22]
2.3.4 Gamma Law Gas EOS
Air is modeled by the Gamma Law Gas equation of state shown below.
p = (γ − 1) ρ
ρ0
E (2.2)
Pressure is given by p, while the ratio of specific heats is γ. E has unitis of energy over
initial volume.[1]
Gamma Law Gas EOS Constants γ-1
Air 0.4
Table 4: Air Gamma Law Gas EOS material constants [22]
2.3.5 PETN JWL High Explosive EOS
PETN is modeled by the JWL equation of state shown below.
p = A
(
1− ω
R1V
)
exp(−R1V ) +B
(
1− ω
R2V
)
+
ω
V
E (2.3)
E represents the material energy, while V is the relative volume equal to ρ0/ρ.[1]
JWL EOS Constants A B R1 R2 ω
PETN 7.213283 0.257564 5.4660 1.8140 0.3389
Table 5: PETN JWL EOS material constants at 85% TMD = 1.5 [g/cm3][11]
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Specified Density 1.5 [kg/cm3]
DCJ 0.751019 [cm/microsecond]
PCJ 0.192665 [cm/microsecond]
Element Dimension Length 0.01 [cm]
BETA Density*DCJ2 / PCJ
Burn Duration Element Dimension Length / DCJ
Burn Velocity DCJ
Delay 0.0 [microseconds]
Lighting Type Lund Lighting
Table 6: PETN material constants calculated in Cheetah and other Burn constants
2.3.6 Burn Parameters
Several burn parameters were set in this simulation. Most importantly the detonation point
was set where the detonator meets the HE on the x-axis at y=0. The detonation and burn
of the HE originates from this point. Chapman Jouguet states were input from a standard
run in Cheetah on PETN along with several other burn parameters. Table 6 displays the
final figures used in the simulation. Element Dimension Length represents the length of a
modeled element in the x direction. BETA is equal to one plus the adiabatic index at the
Chapman-Jouguet state. Burn Duration is the time required for the burn front to cross the
entire HE element burning. Lund Lighting is an algorithm that assigns lighting times based
on distance from the detonation point and burn velocity. The algorithm propagates through
the mesh assigning lighting times outward from the detonation point.[1]
Figure 2.10 is a check on lighting times using a 1x1 square of PETN with detonation
point at (0.5, 0.5) and running GEN3D. tl is the zonal lighting time that is directly related
to burn velocity. Since the length of the hypotenuse of a right triangle with side lengths
0.5 [cm] and 0.5 [cm] is 0.707 [cm], that is taken as the distance between the detonation
point and the farthest point in the square which is red, having a lighting time of 0.9378
[microseconds]. To check, distance over time is calculated to give 0.754 [cm/microsecond]
which is very close to the DCJ value input, 0.751019 [cm/microsecond], shown in Table 6.
2.3.7 Boundary Conditions
In all simulations the y plane at x=0 was specified as having an axisymmetric boundary
condition allowing the simulation to act as if the same process was being mirrored in the
-x domain. The y plane at the computational radius and the x plane at the end of the
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Figure 2.10: PETN lighting times shown in VisIt on 1x1 square
computational domain were both finalized with continuous pressure boundary conditions.
This condition equates the boundary pressure to the internal pressure. These were specified
as such because the experiment is open to atmosphere in these areas, and as such the
material in the simulation should be allowed to advect out of the computational domain.
Other conditions were experimented with, however they seemed to act as a vacuum pulling
material from the simulation, or a constraint, increasing pressure and holding all materials
inside the computational domain. Finally, the x plane at y=0 was simply constrained in the
x direction as it represented the table which did not allow the target to move.[1]
2.3.8 Other Conditions
The simulation was allowed to run exactly halfway between full Lagrangian and full Eulerian.
The plot files were created every 0.5 [microseconds] which resulted in the final directory to
be around 60 gigabytes in space. Also, restart files were created every 5 [microseconds]
to be used in the case of the simulation stopping prematurely. This was the case and the
run did have to be restarted right around the middle of the entire run. The initial time
step was 1E-3 [microseconds] with a maximum of 1E-1 [microseconds] and minimum of 1E-5
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[microseconds].
2.4 Simulation Results
The simulation ran to 92.5 [microseconds] giving a final penetration depth of 9.43 [cm] and
final jet tip velocity of 0.021 [cm/microsecond] which was considered to be negligible. The
final target penetration can be seen in Figure D.1. Plots of ‘Time vs. Jet Tip Penetration
Depth’ and ‘Time vs. Jet Tip Velocity’ are illustrated in Figures C.1 and C.2 respectively.
Jet tip velocity just before contact was found to be 0.67 [cm/microsecond] displayed in Figure
2.11. This data was taken manually from plot files in VisIt. It can be seen that the jet tip
initially hits the target around 6 [microseconds], decelerating 0.25 [cm/microsecond] upon
contact. Gathering position data was quite easy zooming in on the jet tip and taking the
location. However, velocity data was not trivial in terms of its collection. It was difficult to
take velocity data because at most plot files in the simulation the jet tip was between two
nodes. The author had to interpolate the data of the two surrounding nodes and use the
pseudocolors and distance between each node to obtain a velocity. This is the reason that
the velocity data has some noise in the plot. Also, there is a discontinuity in the velocity
graph around 45 [microseconds]. This could come from the end of the simulation, and the
continuation of a new simulation from a restart file. Both graphs make physical sense, as
the velocity will drastically decrease as a result of the jet contacting the target, and the jet
tip position will asymptote to its final penetration depth.
2.5 Experimental and Simulation Results Comparison
The baseline simulation was set out to mock the experiment in the sense that it would
give the exact same results as the experiment, and would be useful for a parameter study.
Table 7 compares the experimental results with those of the simulation. Figure 2.12 is a
comparison of the experiment and simulation penetration depths. It can be seen that the
exact same results are not achieved. This is the case for a number of reasons. First, any
experiment cannot be considered to have perfectly ideal conditions no matter how accurate
and extensive the setup. A great amount of precision is required to manufacture something
as thin as the copper liner (0.0254 [cm]). When dealing with parts this small, tolerance
and placement become crucial. The liner being offset on ever so small of a distance off the
central axis, or the pressure of the HE packed into the cavity distorting the liner shape in
a small way, or even the liner being at a small angle off center can affect experimental liner
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Figure 2.11: Jet tip velocity of 0.67 [cm/microsecond] just before the jet initially contacts the
target
collapse greatly. The simulation velocity and penetration depth are greater than those of
the experiment because they do reflect ideal conditions. The liner in the simulation does
collapse ideally, and there are no imperfections in the geometry or setup down the negligible
ALE3D tolerances.
Penetration Depth [cm] Jet Tip Velocity [cm/microsecond]
Experimental 2.54 0.49
Simulation 9.43 0.67
Table 7: Experimental and simulation results comparison
This does not mean that the results are trivial or not useful. The simulation results reflect
the outcome of perfect conditions. Since only one experiment was conducted, variability
between experiments has not been established. They can also be compared with other
simulations to understand how changing parameters affects results.
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Figure 2.12: A comparison of experiment and simulation penetration depths and geometries
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3 SIMULATION PARAMETER STUDY
After the baseline simulation was completed it was time to begin a parameter study. This
study would directly show the results of making changes to parameters on the shaped charge.
Parameters such as liner thickness, liner material, stand off distance, HE material, and target
material were all considered for the study. Since the ideal stand off distance for non-precision
shaped charges is 2CDs, which was used in the baseline, it was decided that this parameter
would remain static. Liner thickness usually varies from 0.4% CD to around 6.7% CD as
previously mentioned. The baseline simulation used a 3.3% CD liner thickness. Since this
parameter was right in the middle of the range it was also decided that it would remain static.
Liner material, HE material, and target material were all varied to perform the parameter
study. Table 8 shows all the simulations conducted and each of their parameter variations.
Other than these changes, the code for the parameter variations was exactly the same as the
original baseline for comparison.
Simulation Name Liner Material HE Material Target Material
BASELINE Copper PETN 6061-T6 Al
BASELINE2 Copper PETN Stainless Steel (304 annealed)
BASELINE3 Copper RDX70/PIB30 6061-T6 Al
BASELINE4 Copper RDX70/PIB30 Stainless Steel (304 annealed)
BASELINE5 7075-T6 Al PETN 6061-T6 Al
BASELINE6 7075-T6 Al PETN Stainless Steel (304 annealed)
BASELINE7 7075-T6 Al RDX70/PIB30 6061-T6 Al
BASELINE8 7075-T6 Al RDX70/PIB30 Stainless Steel (304 annealed)
Table 8: Parameter study variations matrix
3.1 Material Variations
This parameter matrix tests all possible combinations of the variations. 7075-T6 Aluminum
was chosen as the new liner material to see how it influences jet formation. Its density
shown in Table 9 is 2.804 [g/cm3], much less than that of Copper, 8.93 [g/cm3]. The target
situation is opposite. The initial target of 6061-T6 Al has a density of 2.7 [g/cm3], while
the new target, Stainless Steel (304 annealed) is much more dense at 7.9 [g/cm3]. It is of
interest to see how a less dense liner will interact with a more dense target. Finally, a new
HE material was chosen as well. RDX was mixed 70% with PIB (poly-isobutylene) 30%. In
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this mixture, RDX is the HE and PIB acts as a binder. Since PBXs have recently shown to
be highly potent, it was thought that a combination HE would a good test. This mixture
was run at 85% TMD to be comparable with PETN which was also run at 85% TMD.
The new mixture has a slightly lower density at 1.398 [g/cm3] compared with PETN’s 1.5
[g/cm3], and also about half the initial energy 4.71E-2 [kJ] compared to PETN’s 9.0E-2 [kJ].
JWL coefficients were again calculated using Cheetah shown in Appendices A and B. Both
Stainless Steel (304 annealed) and 7075-T6 Al are modeled by the Gru¨neisen EOS given in
Equation 2.1, while RDX70/PIB30 is modeled by the JWL Explosive EOS given in Equation
2.3. EOS material coefficients are given in Tables 10 and 11 for the new materials used in the
parameter study. All other materials used in the parameter study have the same properties
as they appeared in the baseline.
Material Density [g/cm3] Initial Energy [kJ] EOS
Stainless Steel (304 annealed) 7.9 0.0 Gru¨neisen
7075-T6 Al 2.804 0.0 Gru¨neisen
RDX70/PIB30 1.398 4.71E-2 JWL Explosive
Table 9: New Materials, Densities, Initial Energies, and EOS [22]
Gru¨neisen EOS Constants c S1 S2 S3 γ0 a
Stainless Steel (304 annealed) 0.457 1.49 0.0 0.0 1.93 0.5
7075-T6 Al 0.520 1.36 0.0 0.0 2.20 0.48
Table 10: Gru¨neisen EOS material constants for new materials [22]
JWL EOS Constants A B R1 R2 ω
RDX70/PIB30 5.86721 0.16357 6.123 2.0 0.398
Table 11: RDX70/PIB30 JWL EOS material constants at 85%TMD = 1.398 [g/cm3][11]
3.2 Parameter Variation Results
The 7 parameter variations from the baseline were run and their results along with the
original baseline are displayed in Table 12. Plots of ‘Time [microseconds] vs. Jet Tip
Penetration Depth [cm]’ and ‘Time [microseconds] vs. Jet Tip Velocity [cm/microsecond]’
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are given in Appendix C. Hole Depth Filled Boundary Figures are given in Appendix D. The
BASELINE simulation shows the highest penetration depth of 9.43 [cm] using PETN as the
HE, a Copper liner, and a 6061-T6 Al target. This simulation combines the highest initial
energy HE, highest density liner, and lowest density target to give the largest penetration
depth. The smallest penetration depth is given by BASELINE8, which uses RDX70/PIB30
as the HE, 7075-T6 Al as the liner, and Stainless Steel (304 annealed) as the target. This
combination is the lowest initial energy HE, lowest density liner, and highest density target.
All even number simulations show lower penetration depths because of the denser Stainless
Steel (304 annealed) target they were tasked with boring into. BASELINE3 shows the
second largest penetration of 7.60 [cm] which using the RDX70/PIB30 HE, Copper liner,
and 6061-T6 Al target. This combination is extremely potent for an HE having about half
the initial energy compared with BASELINE using PETN. In fact its depth is about 81% of
BASELINE’s depth. With all other parameters constant, PETN showed greater depth than
counterpart configurations using RDX70/PIB30 HE material. This was the same situation
for target material as Stainless Steel (304 annealed) showed lower penetration depths in
all cases compared to identical configurations with 6061-T6 Al as the target. This trend
continued into liner material as all Copper liners demonstrated larger penetration depths
than their 7075-Al counterparts.
Parameter Variation Penetration Depth [cm] Jet Tip Velocity [cm/microsecond]
BASELINE 9.43 0.67
BASELINE2 4.95 0.67
BASELINE3 7.60 0.49
BASELINE4 3.40 0.49
BASELINE5 5.54 0.85
BASELINE6 2.15 0.85
BASELINE7 3.62 0.62
BASELINE8 1.32 0.62
Table 12: Parameter Variation Results
From Appendix D penetration depth Figures can be seen at final time. The teal material
represent the target in all cases. Red represents the liner, while green is the HE and purple
is air. All target materials extended to 17.78 [cm] at their original state. It can be seen
that even numbered simulations with Stainless Steel (304 annealed) targets have more of a
ridge in their hole geometry extending in the Y direction than odd numbered simulations
with 6061-T6 Al as their target. This comparison can been seen nicely looking at Figures
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D.6 and D.7 or D.2 and D.3. In Figure D.6 a ridge in the hole geometry can be seen around
16.5 [cm]. Figure D.7 does not show such a drastic ridge at all.
Jet tip velocity just before contact with the target was also measured. It is seen that the
greatest velocity of 0.85 [cm/microsecond] is given in BASELINE5 and BASELINE6 while
using PETN HE and a 7075-T6 Al liner. BASELINE and BASELINE2 are second with 0.67
[cm/microsecond] using PETN HE and the Copper liner. A very close third is BASELINE7
and BASELINE8 at 0.62 [cm/microsecond] using RDX70/PIB30 for the HE and 7075-T6 Al
for the liner. Finally, the slowest jet tip velocity is seen in BASELINE3 and BASELINE4
using RDX70/PIB30 and a Copper liner. This demonstrates that the highest initial energy
HE will give the highest jet tip velocity. Also, as liner density decreases, jet tip velocity
increases. It also shows that when a lower energy HE and a lower density liner are paired
together, they can almost achieve the same jet tip velocity as a higher energy HE and higher
density liner pairing.
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4 MODIFIED EXPERIMENT/SIMULATION BASE-
LINE
4.1 Setup
After the first baseline simulation was completed, it was suggested that another take place
to model a future experiment. Professor Glumac’s group has proposed to carry out another
shaped charge experiment with different dimensions and materials. The full setup can be
seen in Figure 4.1 and a close-up view of the shaped charge in Figure 4.2. The general
setup for the code is the same as the BASELINE simulation in terms of burn parameters,
mesh size, time step, etc. However, it differs in material and geometry. This charge has all
the same materials for each component as BASELINE except it has a Stainless Steel (304
annealed) casing instead of Copper. The geometry is very different, as the casing has a charge
fill diameter of 1.27 [cm], an O.D. of 2.54 [cm] and a total length of 7.62 [cm]. The liner
thickness is 0.0635 [cm], 2.5 times the thickness of the previous simulations, but still retains a
60 degree apex angle. Unlike previous simulations this liner is tailed under the casing at the
bottom of the charge instead of being cutoff. The target radius and computational radius are
the same lengths as before of 6.35 [cm] and 9.525 [cm] respectively while the computational
domain has increased to fit the longer charge. Standoff distance has been increased from 2
[cm] to 2.54 [cm].
4.2 Simulation Results
The jet tip velocity just before target contact can be seen in Figure 4.3. It was recorded
to be 0.61 [cm/microsecond] at a time of 14 [microseconds]. The time was larger than
previous simulations because the HE cavity was substantially longer, requiring more time
for a larger burn length. The simulation progressed to around 56 [microseconds] but not to
completion. It is understood that the same ALE3D setup will not work for every shaped
charge experiment. In this case, the charge contained a much greater volume of HE than the
BASELINE experiment, and therefore required a longer target to bore into. If the jet were
to come close to boring through the entire target and reaching the backing plate, results
would not be as useful. The desired target medium obviously changes if the jet were to
penetrate through the target and into the table in an experiment. Future work continues on
this experiment with different simulation setups including a longer target, and even use of
ratioed zoning to increase the number of elements in crucial areas, but keep the number of
30
Figure 4.1: Full field ALE3D setup of the second shaped charge simulation
Figure 4.2: Close-up of the shaped charge in the second ALE3D simulation
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Figure 4.3: Close-up of the jet formed right before target contact
total elements to a minimum even with the increased computational domain incurred from
a larger target.
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5 ASYMMETRICAL SIMULATIONS OF SHAPED
CHARGES
5.1 Background Motivation
Asymmetries in shaped charge manufacturing can cause all kinds of modifications in per-
formance, which is why such precision is required. Although vast amounts of research have
gone into shaped charge technology, not that much is known about the effects of asymme-
tries. It is useful to know exactly which asymmetries lead to which performance defects
and their level of severity. For this axisymmetric simulations are not possible, as defects in
geometry demand both sides of the central axis modeled differently. Some researchers have
investigated asymmetrical charges as discussed below.
5.1.1 Ayisit
In 2008, Ayisit did a study on the influences of asymmetries in shaped charge performance
specifically looking at jet characteristics. Off-center initiation, detachment of the HE fill
from the casing, air bubbles in the HE fill, and finally liner dimensional inaccuracies were
investigated. AUTODYN was used to create a shaped charge model with a trumpet shaped
liner, filled with PBXN-110, surrounded by an aluminum casing. Ayisit explains how impor-
tant symmetry is in shaped charge jet penetration. Since the liner collapses on itself along
the central axis, all the jet material is propelled forward into the target along the central
axis. Material from the jet tip bores a hole that additional jet material flows through to
penetrate deeper into the target. Any variation in this symmetry causes a decrease in target
penetration. The degrade in performance is directly related to radial drift velocities.
Inaccuracies in the liner can be attributed to thickness variations or runout from toler-
ances. The thickness of half of the liner was reduced by 6% and applied continuously and
discontinuously in two different simulations. Both liners showed high drift velocities, but the
discontinuous liner was on the order of two magnitudes higher at their peaks.[23]
5.1.2 Yiu
Yiu carried out an experimental study looking at off-center detonation, asymmetric liner
thickness, asymmetric confinement thickness, and asymmetric explosive density. Equipment
and x-ray systems recorded linear velocities, rotational phenomena, slug formations, frac-
tures, and target penetration. Yiu identifies that although much axisymmetric testing has
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taken place, not much is known about defects and asymmetries.
In the experimental findings data is given to show each liner’s tolerance, linear velocity,
and rotational velocity. These liners were up to 9% from standard thickness and considered
unqualified by manufacturers due to their defects. It is seen that liners that were lighter than
the standard liner have higher linear velocities, and heavier have lower linear velocities. This
shows that the mass ratio of HE to metal is a good indicator of the jet velocity. Yiu did not
find any rotational velocities of importance as they were all below 200 [rad/sec]. However,
when testing liners up to 21% from standard thickness, large rotational velocities up to 8000
[rad/sec] were witnessed. This shows how the results of conducting experiments with defec-
tive liners increases drastically above a certain distance from their standard thickness.[24]
5.2 Setup and Geometry
For this part of the project, the main goal was to study asymmetries that result from
manufacturing defects in shaped charge liners. Since the liners are so thin, it is common that
some have small defects. Manufacturers typically have a strict tolerance on liners that are
deemed suitable to distribute. In this study, non-axisymmetric simulations were conducted
to allow for asymmetries in the liner material. All parameters were coded identically to the
BASELINE simulation other than the following. Since both sides of the x axis were now
to be modeled, the total computational domain had to be decreased in size in order to run
simulations in a timely fashion. The total y dimension of the computational domain was 6
[cm], while the x was 9.874 [cm] Element length was reduced to 0.005 [cm] to give higher
resolution allowing for small increments of liner thickness change. The target length was
substantially reduced in the x direction compared to previous simulations from 15.24 [cm] to
5.08 [cm]. The charge was modeled identical to the BASELINE in materials and geometry
except for one modification. The bottom liner thickness was increased by 10%, 5%, 2.5%,
and 1.5% in four separate trials. Figure 5.2 shows the 10% increase on the bottom side of the
liner. These defects were intentionally introduced to study the effects of mis-manufactured
liner.
The boundary conditions were all the same as well, except the y plane at x=0 was changed
from axisymmetric to continuous pressure, to adapt to the non-axisymmetric environment.
A few other axisymmetric settings were also removed from the code.
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Figure 5.1: Full field ALE3D setup of the second shaped charge simulation
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Figure 5.2: Close-up of the shaped charge in the second ALE3D simulation
36
5.3 Simulation Results
Figures 5.4, 5.5, 5.6, and 5.7 show a progression of the liner forming a jet and surrounding
materials on the 10%, 5%, 2.5%, and 1.5% increased bottom liner thickness respectively. It
can be seen through the progression that a straight jet is not formed. The heavier bottom
portion of the liner causes enough asymmetry to influence the jet to bend. This asymmetry
is enough to hinder the jet from reaching the target material properly. Figure 5.3 shows
the BASELINE simulation liner, which does not have any asymmetries. It is obvious that
the BASELINE jet is fully formed and perfectly symmetric, whereas the asymmetrical liner
show defects noticeable even down to the 1.5% increase. Defects substantially decrease from
5% to 2.5%, but it is still evident that the 1.5% defect and correct simulation are not the
same. A later frame from the 5% simulation is shown in Figure 5.8. It is evident from this
that the jet does not bore into the target correctly by any means.
These simulations showed that although only a very small amount of material was added,
shaped charges rely on their symmetry greatly. The asymmetrical shaped charges did not
form a sufficient jet to penetrate the target or make data plots. It was shown that all the
defective simulations resulted in curved and non effective jets.
Figure 5.3: Correct jet beginning to form in the BASELINE shaped charge shown at 2.5, 3,
and 4 [microseconds] from left to right
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Figure 5.4: Defective jet beginning to form in the asymmetrical shaped charge with 10%
liner thickness increase shown at 2.5, 3, and 4 [microseconds] from left to right
Figure 5.5: Defective jet beginning to form in the asymmetrical shaped charge with 5% liner
thickness increase shown at 2.5, 3, and 4 [microseconds] from left to right
Figure 5.6: Defective jet beginning to form in the asymmetrical shaped charge with 2.5%
liner thickness increase shown at 2.5, 3, and 4 [microseconds] from left to right
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Figure 5.7: Defective jet beginning to form in the asymmetrical shaped charge with 1.5%
liner thickness increase shown at 2.5, 3, and 4 [microseconds] from left to right
Figure 5.8: Final Results of the 5% liner thickness increase on shaped charge jet penetration
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6 ANALYSIS OF SHOCK STATES FOR A HYPER-
ELASTIC SOLID
In this section the normal shock relation for the Blatz-Ko EOS in the case of a 1D com-
pressive disturbance is analyzed. These calculations were carried out for a project with Dr.
Laurence E. Fried of LLNL. The conservation laws along with Blatz-Ko equilibrium relations
are resolved for the specific case of 1D longitudinal motion. The Blatz-Ko Rankine-Hugoniot
states were solved and material data fits were explored. A separate study in ALE3D was con-
ducted to explore shock in anisotropic materials. This chapter was written in collaboration
with Professor D. Scott Stewart. The following notation will be used.
x for spatial position (Eulerian or Spatial)
X for material position (Lagrangian or Material)
v for velocity
u for material displacement u = x−X .
D for “shock” velocity .
Note V and v are reserved for velocity. The starting point is the general shock relations for
any material from Professor Stewart’s Gas Dynamics notes of 2006. [27]
Conservation of Mass:
|[ρ(v − V ) · n]| = 0. (6.1)
Conservation of Linear Momentum:
|[ρ(v − V ) · nv]| − ‖[σ · n]| = 0 . (6.2)
Conservation of Energy:
|[ρ(v − V ) · n(1/2v · v + e)]| − |[n · σ · (v)]|+ |[~q · n]| = 0 , (6.3)
where v is the shock velocity, and all other variables are in standard notation.
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6.1 Blatz-Ko
Since the focus is a linear thermoelastic material, the Blatz-Ko relations and a tractable
analytic form of the model are used.[28] [26] One starts with a form for the Helmholtz free
energy and then uses the induced constitutive forms. In particular the following relations
are needed. The isotropic constitutive relation for the stress tensor σ is given by
σ = µ
ρ
ρ0
(B − III− ν1−2ν I)− αK ρ
ρ0
(T − T0)I (6.4)
where B is the left Cauchy-Green tensor, given by
B = FF T ,
and III = det(B). The internal energy function e is defined in terms of the Helmholtz free
energy
e = ψ − T ∂ψ
∂T
|B .
It is necessary to cite the Helmholtz free energy in order to check the calculation of the
internal energy. So citing Equation 27 in [26],
ψ = Cv(T − T0)− CvT log T/T0 + µ
2ρ0
[
(IB − 3) + 1− 2ν
ν
(III
ν
1−2ν − 1)
]
(6.5)
−αK
2ρ0
(T − T0) log IIIB .
Differentiating gives
e = Cv(T − T0) + µ
2ρ0
[
(IB − 3) + 1− 2ν
ν
(III
ν
1−2ν − 1)
]
+
αK
2ρ0
T0 log IIIB + T
∂α
∂T
K
2ρ0
(T − T0) log IIIB . (6.6)
The stress tensor is given by
σ = 2ρ
∂ψ
∂B
= µ
ρ
ρ0
(B − III−
ν
1−2ν
B I)− αK
ρ
ρ0
(T − T0)I . (6.7)
It is important to note that
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IIIB =
(
ρ0
ρ
)2
,
thus
σ = µ
ρ
ρ0
B −
[
µ
(
ρ
ρ0
) 1
1−2ν
+ αK
ρ
ρ0
(T − T0)
]
I . (6.8)
6.1.1 Shock Relations for Blatz-Ko
It is necessary to compute some of the expressions that appear in the normal shock relations
for Blatz-Ko, namely
σ · n = [µ ρ
ρ0
(B − III−
ν
1−2ν
B I)− αK
ρ
ρ0
(T − T0)I ] · n
= µ
ρ
ρ0
(B · n− III−
ν
1−2ν
B n)− αK
ρ
ρ0
(T − T0)n
noting that
IIIB =
(
ρ0
ρ
)2
,
therefore
σ · n = µ ρ
ρ0
B · n−
[
µ
(
ρ
ρ0
) 1
1−2ν
+ αK
ρ
ρ0
(T − T0)
]
n (6.9)
and also computing
n · σ · (v) = n ·
[
µ
ρ
ρ0
(B − III−
ν
1−2ν
B I)− αK
ρ
ρ0
(T − T0)I
]
· (v)
= µ
ρ
ρ0
n ·B · (v)−
[
µ
(
ρ
ρ0
) 1
1−2ν
+ αK
ρ
ρ0
(T − T0)
]
n · (v) (6.10)
Rewriting the shock relations for Blatz-Ko is carried out in partial steps. Let
(v −D) · n ≡ Vn
be the normal component of the shock velocity in the shock-attached frame. The conservation
of mass from Equation 6.1 is rewritten as
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[|ρVn|] = 0 or ρVn = M . (6.11)
where the unsubscripted variables are values on the shock side, and the constant M is mass
flux. M can be evaluated on the ambient side where it is assumed that v = 0 and use a
0-subscript for the ambient state variable as M = −ρ0Dn.
Likewise Equation 6.2 can be simplified using Equation 6.9 to give
M [|v|]− [|µ ρ
ρ0
B · n|] + [|µ
(
ρ
ρ0
) 1
1−2ν
+ αK
ρ
ρ0
(T − T0)|]n = 0 (6.12)
Setting parameters
µ = 0 , αK = R , and T0 = 0
with the pressure p = ρRT , gives the form for an ideal gas or Euler fluid. The simplification
of the shock relations for the conservation of energy Equation 6.3, using Equation 6.10 leads
to
M [|1
2
v2 + e|]− [|µ ρ
ρ0
n ·B · (v)|] + [|
[
µ
(
ρ
ρ0
) 1
1−2ν
+ αK
ρ
ρ0
(T − T0)
]
vn|] = 0 , (6.13)
where vn = v · n. This is general for Blatz-Ko, however to go farther, the motion must be
specified to 1D longitudinal.
6.2 Specialization to 1D Motion
Recall that
x = X + u ,
where u is the particle deformation. A longitudinal compression is considered so that
∂/∂x3 = ∂/∂x2 = 0 and v = v1(x1)e1. Then the deformation field can be expressed as
follows
x1 = X1 + u1(X1, t) , x2 = X2 , x3 = X3 . (6.14)
The deformation gradient is F = ∂x/∂X, with components FiJ = ∂xi/∂XJ is
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FiJ =
 1 + u
′
1 0 0
0 1 0
0 0 1
 . (6.15)
where ′ denotes differentiation with respect to its argument. The the left Cauchy-Green
tensor is B = FF T
Bij =
 (1 + u
′
1)
2 0 0
0 1 0
0 0 1
 . (6.16)
The normal to the shock is n = e1 with components
[ni] =
 10
0
 . (6.17)
B(n) ≡ B · n is given by
B(n) =
 (1 + u
′
1)
2
0
0
 . (6.18)
The expression n ·B · (v) is
n ·B · (v) = [1, 0, 0]
 (1 + u
′
1)
2 0 0
0 1 0
0 0 1

 v1v2
v3
 = v1(1 + u′1)2
so that conservation of linear momentum can be re-written in matrix component form as
M [|
 v1v2
v3
 |]− [|µ ρ
ρ0
 (1 + u
′
1)
2
0
0
 |] + [|µ( ρ
ρ0
) 1
1−2ν
+ αK
ρ
ρ0
(T − T0)|]
 10
0
 = 0 (6.19)
The second and third components are simply statements that behind the shock
v2 = v3 = 0 ,
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whereas the first component gives
M [|v1|]− [|µ ρ
ρ0
(1 + u′1)
2|] + [|µ
(
ρ
ρ0
) 1
1−2ν
+ αK
ρ
ρ0
(T − T0)|] = 0 . (6.20)
Using unsubscripted variables are used as the shock variables
Mv1 − µ ρ
ρ0
(1 + u′1)
2 + µ
(
ρ
ρ0
) 1
1−2ν
+ αK
ρ
ρ0
(T − T0) = P . (6.21)
The conservation of energy statement becomes
M(
1
2
v2 + e)− µ ρ
ρ0
v1(1 + u
′
1)
2 +
[
µ
(
ρ
ρ0
) 1
1−2ν
+ αK
ρ
ρ0
(T − T0)
]
vn = MH , (6.22)
To reduce farther, since IIIB = detB it follows from Equation 6.16 that
IIIB = (1 + u
′
1)
2 =
(
ρ0
ρ
)2
. (6.23)
Also IB = trace(B) ≡ Bkk so that
IB = Bkk = (1 + u
′
1)
2 + 2 , and therefore IB − 3 =
(
ρ0
ρ
)2
− 1 . (6.24)
So replacements can be made for the appearance of u′1 in both the momentum and energy
equations. Starting with the momemtum equation making the substitutions and simplifying
Equation 6.21
Mv1 − µ ρ
ρ0
(
ρ0
ρ
)2
+ µ
(
ρ
ρ0
) 1
1−2ν
+ αK
ρ
ρ0
(T − T0) = P ,
simplifying
Mv1 − µ
(
ρ0
ρ
)
+ µ
(
ρ
ρ0
) 1
1−2ν
+ αK
ρ
ρ0
(T − T0) = P ,
factoring
Mv1 + µ
[(
ρ
ρ0
) 1
1−2ν
−
(
ρ0
ρ
)]
+ αK
ρ
ρ0
(T − T0) = P . (6.25)
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6.2.1 Reductions for the Energy Equations: Aside the EOS Forms
Recall Equation 6.6. With α = constant. This reduces to
e = Cv(T − T0) + µ
2ρ0
[
(IB − 3) + 1− 2ν
ν
(III
ν
1−2ν − 1)
]
+
αK
2ρ0
T0 log IIIB . (6.26)
Then substituting for the invariants of B in terms of the density ratio
e = Cv(T − T0) + µ
2ρ0
[(
ρ0
ρ
)2
− 1 + 1− 2ν
ν
(
(
ρ0
ρ
) 2ν
1−2ν
− 1)
]
+
αK
2ρ0
T0 log
(
ρ0
ρ
)2
,
or
e = Cv(T − T0) + µ
2ρ0
[(
ρ0
ρ
)2
− 1 + 1− 2ν
ν
(
(
ρ0
ρ
) 2ν
1−2ν
− 1)
]
+
αK
ρ0
T0 log
(
ρ0
ρ
)
, (6.27)
defining
−σ11 = p = µ
[(
ρ
ρ0
) 1
1−2ν
−
(
ρ0
ρ
)]
+ αK
ρ
ρ0
(T − T0)
the pressure or stress can be substituted in terms of the temperature in the expression for
internal energy as follows. Solving for (T − T0) in the last expression using p
p+ µ
[(
ρ0
ρ
)
−
(
ρ
ρ0
) 1
1−2ν
]
= αK
ρ
ρ0
(T − T0)
let R = αK/ρ0 so that
Cv
R
p+ µ
[(
ρ0
ρ
)
−
(
ρ
ρ0
) 1
1−2ν
]
ρ
= Cv(T − T0)
and let
Cv
R
=
1
γ − 1 or equivalently γ =
Cv
(αK/ρ0)
.
so that
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Cv(T − T0) = 1
γ − 1
p+ µ
[(
ρ0
ρ
)
−
(
ρ
ρ0
) 1
1−2ν
]
ρ
Then Equation 6.27 becomes
e =
p+ µ
[(
ρ0
ρ
)
−
(
ρ
ρ0
) 1
1−2ν
]
(γ − 1)ρ +
µ
2ρ0
[(
ρ0
ρ
)2
− 1 + 1− 2ν
ν
((
ρ0
ρ
) 2ν
1−2ν
− 1
)]
+RT0 log
(
ρ0
ρ
)
,
(6.28)
6.3 Summary of the Blatz-Ko Shock Relations
MASS:
ρ(v1 −D) = M (6.29)
MOMENTUM:
Mv1 + p = P (6.30)
ENERGY
M(
1
2
v21 + e) + pv1 = MH . (6.31)
where
p = µ
[(
ρ
ρ0
) 1
1−2ν
−
(
ρ0
ρ
)]
+ αK
ρ
ρ0
(T − T0)
and
e =
p+ µ
[(
ρ0
ρ
)
−
(
ρ
ρ0
) 1
1−2ν
]
(γ − 1)ρ +
µ
2ρ0
[(
ρ0
ρ
)2
− 1 + 1− 2ν
ν
((
ρ0
ρ
) 2ν
1−2ν
− 1
)]
+RT0 log
(
ρ0
ρ
)
.
6.4 Reduction to Classical Forms of the Shock Relations: Ideal
EOS
These same forms are found in Callen Thermostatics.[29] Basic equations are not reproduced
here. However a reduction of Blatz-Ko close to, but not exactly the same as the ideal EOS
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occurs when
µ = 0 , and R =
αK
ρ0
, where T0 > 0
in which case the following results occur. From Equation 6.5 the Helmholtz free energy
reduces to
ψ = Cv(T − T0)− CvT log T/T0 −R(T − T0) log (v/v0) . (6.32)
Since the Helmholtz free energy is related to the specific internal energy by e = ψ−T ∂ψ/∂T
(with η = −∂ψ/∂T so that e = ψ + Tη), then it follows that
e = Cv(T − T0) +RT0 log (v/v0) . (6.33)
The corresponding relationship between the isotropic pressure, temperature and volume
comes from −p = ∂ψ/∂v which leads to
pv = R(T − T0) .
Whereas for an ideal gas the Helmholtz free energy takes the form
ψ = Cv(T − T0)− CvT log T/T0 −RT log (v/v0) , (6.34)
and the internal energy is
e = Cv(T − T0) . (6.35)
The corresponding relationship between the isotropic pressure, temperature and volume
comes from −p = ∂ψ/∂v which leads to
pv = RT .
Note that T0 = 0 cannot be used as the reference temperature in these expression sensibly.
For the ideal gas the pressure of the gas is zero only when the temperature is zero at finite
volume. Whereas for the first case, a strict limit case of Blatz-Ko, the pressure is zero when
T = T0. In terms of the Blatz-Ko case, if the material did not have µ = 0 and thus it retained
the properties of a solid then the corresponding relation between pressure, temperature and
volume would be
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Figure 6.1: Plot of p versus ρ for ρ0 = 2, ν = 0.44 and µ = 1
p = µ
[(
ρ
ρ0
) 1
1−2ν
−
(
ρ0
ρ
)]
+ αK
ρ
ρ0
(T − T0)
If the pressure was p = 0 at T = 0 then it would have to adjust to some volume at that state
according to roots of
0 = µ
[(
ρ
ρ0
) 1
1−2ν
−
(
ρ0
ρ
)]
+ αK
ρ
ρ0
(−T0) .
Likewise, if the pressure were atmospheric with p = pat at T = T0 then similarly the density
would be computed at
pat = µ
[(
ρ
ρ0
) 1
1−2ν
−
(
ρ0
ρ
)]
.
One can plot the graph of pat shown for ρ0 = 2, ν = 3/4 and µ = 1 in 6.1 to illustrate the
basic shape of the function and the important point is that if pat is small then the pressure
is close to the zero with a small adjustment in density.
So the conclusion for the purpose of modeling is that this slight variation in the EOS
can be accepted because it is resolved physically by including the stiffness of the solid. Next
the shock relations for Blatz-Ko must be solved, but setting T0 = 0 is not an option or limit
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value that makes any sense.
6.5 Analytic and Numerical Solutions of the Blatz-Ko Shock Re-
lations
6.5.1 Physical Constants Relevant to Condensed Phase Cases
Constants for HMX have been identified in Ruderman/Yoh/Stewart papers, but constants
for Lead are given in Table 13
Density ρ0 = 11.34 g/cm
3
Young’s Modulus E = 16 GPa
Shear Modulus G = 5.56 GPa
Thermal Conductivity k = 37.04 W/(m2degC)
Poisson’s Ratio ν = 0.44
Heat Capacity at Constant p cp = 130J/Kg degK
Linear Thermal Expansion αL = 28.9 µ/(mdegC)
Volumetric Thermal Expansion αV = 86.7 µ/(mdegC)
Table 13: Material Constants for Lead [33]
6.5.2 The limit of small strain
From [26]
σ = 2µE + λIEI − α(T − T0)I ,
where IE = traceE.
Using [31] and [26]
ν = νBKO , and µ = G = µBKO and E = EBKO .
It follows that these identifications obey classical elasticity [31]
λ =
νE
(1 + ν)(1− 2ν) .
The idea is to identify the Blatz-Ko constants with those from linear elasticity as a model.
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6.5.3 Fitting a model to the thermal expansion data
Starting with the p, T, v EOS for Blatz-Ko
p = µ
[(
ρ
ρ0
) 1
1−2ν
−
(
ρ0
ρ
)]
+ αK
ρ
ρ0
(T − T0)
It is imagined that the experimental determination of the constant experimental thermal
expansion coefficient is carried out at a constant pressure, pat. Next the temperature is
solved for at constant p and the derivative ∂T/∂v|p taken. First solving for T
(T − T0) = 1
αK
v
v0
(
p− µ
[(
v
v0
) −1
1−2ν
−
(
v
v0
)])
.
so that
∂T
∂v
=
1
αK
1
v0
(
p− µ
[(
v
v0
) −1
1−2ν
−
(
v
v0
)])
+
1
αK
v
v0
(
−µ
[
1
v 0
(
−1
1− 2ν )
(
v
v0
) −1
1−2ν−1
−
(
1
v0
)])
,
∂T
∂v
=
1
αK
1
v0
(
p− µ
[(
v
v0
) −1
1−2ν
−
(
v
v0
)])
+
1
αK
1
v0
(
−µ
[
v
v0
(
−1
1− 2ν )
(
v
v0
) −1
1−2ν−1
−
(
v
v0
)])
.
∂T
∂v
=
1
αK
1
v0
(
p− µ
[(
v
v0
) −1
1−2ν
−
(
v
v0
)])
+
1
αK
1
v0
(
−µ
[
(
−1
1− 2ν )
(
v
v0
) −1
1−2ν
−
(
v
v0
)])
.
∂T
∂v
=
1
αK
1
v0
(
p+ 2µ
[
(
ν
1− 2ν )
(
v
v0
) −1
1−2ν
+
(
v
v0
)])
.
Noting
1
v
∂v
∂T
is the coefficient of thermal expansion. The expression
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1v
∂v
∂T
= αK
(v0/v)(
p+ 2µ
[
( ν
1−2ν )
(
v
v0
) −1
1−2ν
+
(
v
v0
)]) .
can be plotted as a function of v for choices of αK and compared with the experimental
value.
Doing the same calculation in Maple results in
−α v0 (−1 + 2 ν)
(
pv0 − 2 pv0 ν + 2µ
( v
v0
)(−1+2 ν)−1
v0 ν + 2µ v − 4µ vν
)−1
× (v0/v)
which simplified is
αK
(v0/v)(
p+ 2µ [
(
v
v0
)(−1+2 ν)−1 ν
1−2 ν + (
v
v0
)]
)
These equations agree. To get a more or less physically based value for αK the expression
above is plotted for 1
v0
∂v
∂T
as a function of v in some larger range from v0 to a large value.
Figure 6.2 shows the corresponding plot for the model values listed in Table 14.
Density ρ0 = 11.34 g/cm
3
Shear Modulus G = 5.56 GPa
Thermal Conductivity k = 37.04 W/(m2degC)
Poisson’s Ratio ν = 0.44
v0 = 0.08818342152
αK = 0.004500 µ/(mdegC)
Table 14: Model values chosen for the Blatz-Ko Rankine-Hugoniot exercise for Lead
Note that the coefficient of thermal expansion is now to be computed from the Blatz-Ko.
Then the value of αK is assigned to get something sensible. Figure 6.2 shows the plot. The
value of the thermal coefficient expansion computed from Blatz-Ko evaluated at v = v0 is
∂v/(v∂T ) = 0.00008671617411 = 86.7E − 6/degC. So that gives a modeling choice for αK.
Next it is considered how to estimate cv from cp. The thermodynamic identity must be
used. [29]
cp = cv +
Tvα2
κT
,
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Figure 6.2: Plot of comuputed coefficient of thermal versus ρ for ρ0 = 2, ν = 0.44 and µ = 1
where the isothermal compressibility is defined by
κT = −1
v
∂v
∂p
|T .
Again starting with
p = µ
[(
v
v0
) −1
1−2ν
−
(
v
v0
)]
+ αK
v0
v
(T − T0)
∂p
∂v
|T = −µ
v
[
1
1− 2ν
(
v
v0
) −1
1−2ν
+
v
v0
]
− αK v0
v2
(T − T0)
−v∂p
∂v
|T = µ
[
1
1− 2ν
(
v
v0
) −1
1−2ν
+
v
v0
]
+ αK
v0
v
(T − T0)
Let αˆ = αK, denote the constant. The expression for the thermal expansion is
α = αˆ
(v0/v)(
p+ 2µ
[
( ν
1−2ν )
(
v
v0
) −1
1−2ν
+
(
v
v0
)])
To check these expressions are evaluated at constant pressure although usually they are a
function of temperature and volume. Pressure is left in and not substituted for. Substituting
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for T − T0 in the previous expression gives
−v∂p
∂v
|T = µ
[
1
1− 2ν
(
v
v0
) −1
1−2ν
+
v
v0
]
+ αK
v0
v
(T − T0)
αK
v0
v
(T − T0) =
(
p− µ
[(
v
v0
) −1
1−2ν
−
(
v
v0
)])
.
so that
−v∂p
∂v
|T = µ
[
1
1− 2ν
(
v
v0
) −1
1−2ν
+
v
v0
]
+
(
p− µ
[(
v
v0
) −1
1−2ν
−
(
v
v0
)])
κT = −1
v
∂v
∂p
|T = 1
p+ 2µ
[
( ν
1−2ν )
(
v
v0
) −1
1−2ν
+ v
v0
]
computing
Tvα2
κT
= Tv[αˆ
(v0/v)(
p+ 2µ
[
( ν
1−2ν )
(
v
v0
) −1
1−2ν
+
(
v
v0
)]) ]2
(
p+ 2µ
[
(
ν
1− 2ν )
(
v
v0
) −1
1−2ν
+
v
v0
])
Tvα2
κT
= Tvαˆ2(v0/v)
2 1(
p+ 2µ
[
( ν
1−2ν )
(
v
v0
) −1
1−2ν
+
(
v
v0
)]) (6.36)
Finally the temperature expression must be reinvoked
(T − T0) = 1
αK
v
v0
(
p− µ
[(
v
v0
) −1
1−2ν
−
(
v
v0
)])
(6.37)
and between Equation 6.36 and 6.37 some kind of estimate for the term Tvα
2
κT
is reached.
6.6 Estimating γ in the Blatz-Ko EOS
Now the value of γ that appears in the Blatz-Ko EOS can be estimated. Again to fix the
notation replace αK everywhere it appears with αˆ and use α for the true coefficient of
thermal expansion as defined by thermodynamic formulas. Recall that
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R =
αˆ
ρ0
.
Then cv/R appears in the Blatz-Ko EOS which is set to
cv/R = 1/(γ − 1) so that γ = 1 +R/cv
6.6.1 Solving for the Blatz-Ko Rankine-Hugoniot States
Now that some candidate values for testing and a sense of the proper order of magnitude for
specific realizations have been developed, one turns to the issue of actually solving for the
shock states. Recall that the Rankine-Hugoniot algebra for a Blatz-Ko EOS is given by
MASS:
ρ(v1 −D) = M (6.38)
MOMENTUM:
Mv1 + p = P (6.39)
ENERGY
M(
1
2
v21 + e) + pv1 = MH . (6.40)
where
p = µ
[(
ρ
ρ0
) 1
1−2ν
−
(
ρ0
ρ
)]
+ αK
ρ
ρ0
(T − T0)
and
e =
p+ µ
[(
v
v0
)
− (v0
v
) 1
1−2ν
]
(γ − 1) v+
µv0
2
[(
v
v0
)2
− 1 + 1− 2ν
ν
(
(
v
v0
) 2ν
1−2ν
− 1)
]
+RT0 log
(
v
v0
)
.
Next put them in a standard form. First introduce the shock-frame velocity
U = v1 −D
and take the upstream state to be motionless. Then mass is written as
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ρU = M , or U = Mv . (6.41)
One can rewrite the momemtum equation to obtain
ρU2 + p = P = ρ0D
2 + p0 or solving for p p = P −M2v . (6.42)
The last relation is the Rayliegh line. Finally the energy conservation that can be written
as
e+ pv +
1
2
U2 = H = e0 + p0v0 +
1
2
D2 . (6.43)
6.6.2 Aside: Calculating the Hugnoiot and its p, v Independence of the Mass
Flux
The p, v-Hugoniot curve is independent of the mass flux or the shock velocity. While this
is well known it is an important fact for Rankine-Hugoniot analysis. To briefly review the
above equation is rewritten as
e− e0 = H = p0v0 − pv + 1
2
(D2 − U2) .
Next work with the momentum and mass flux equation to get an equation for the difference
D2 − U2. Starting with the momentum flux equation
p− p0 = ρ0D2 − ρU2
multiply both sides by v + v0 to obtain
(p− p0)(v + v0) = (ρ0D2 − ρU2)(v + v0) = ρ0vD2 + ρ0v0D2 − ρvU2 − ρv0U2
(p− p0)(v + v0) = (ρ0D2 − ρU2)(v + v0) = ρ0vD2 +D2 − U2 − ρv0U2
noting that
ρ0vD
2 − ρv0U2 = vv0M2 − vv0M2 = 0
thus
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(p− p0)(v + v0) = D2 − U2 .
Substitute back into the Hugnoiot for D2 − U2 and simplifying to get the desired result
e− e0 = H = p0v0 − pv + 1
2
(p− p0)(v + v0) ,
which simplifies to
e− e0 = 1
2
(p+ p0)(v0 − v) .
This expression is very simple and has no dependence on D or the mass flux constant
M . To get the p, v Hugoniot simply use the form for e(p, v).
6.6.3 p, v Hugoniot for the Blatz-Ko
Replacing e(p, v) in the above expression for the Blatz-Ko EOS form results in
p+ µ
[(
v
v0
)
− (v0
v
) 1
1−2ν
]
(γ − 1) v+
µv0
2
[(
v
v0
)2
− 1 + 1− 2ν
ν
(
(
v
v0
) 2ν
1−2ν
− 1)
]
+RT0 log
(
v
v0
)
−e0
=
1
2
(p+ p0)(v0 − v) .
Take p = p0, v = v0 and e = e0 then
e0 =
p0v0
γ − 1 .
Solving for p gives
pv
(γ − 1) +
µv
[(
v
v0
)
− (v0
v
) 1
1−2ν
]
(γ − 1) −
1
2
p(v0 − v)
+
µv0
2
[(
v
v0
)2
− 1 + 1− 2ν
ν
(
(
v
v0
) 2ν
1−2ν
− 1)
]
+RT0 log
(
v
v0
)
− p0v0
γ − 1 =
1
2
p0(v0 − v) .
p
(
v
(γ − 1) −
1
2
(v0 − v)
)
+
µv
[(
v
v0
)
− (v0
v
) 1
1−2ν
]
(γ − 1)
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+
µv0
2
[(
v
v0
)2
− 1 + 1− 2ν
ν
(
(
v
v0
) 2ν
1−2ν
− 1)
]
+RT0 log
(
v
v0
)
= p0(
v0
γ − 1 +
1
2
(v0 − v)) .
p
2(γ − 1)[2v − (γ − 1)(v0 − v)] +
µv
[(
v
v0
)
− (v0
v
) 1
1−2ν
]
(γ − 1)
+
µv0
2
[(
v
v0
)2
− 1 + 1− 2ν
ν
(
(
v
v0
) 2ν
1−2ν
− 1)
]
+RT0 log
(
v
v0
)
=
p0
2(γ − 1)[2v0+(γ−1)(v0−v)] .
p = − 1
[(γ + 1)v − (γ − 1)v0]
{
2µv
[(
v
v0
)
−
(v0
v
) 1
1−2ν
]
−(γ − 1)µv0
[(
v
v0
)2
− 1 + 1− 2ν
ν
(
(
v
v0
) 2ν
1−2ν
− 1)
]
− 2(γ − 1)RT0 log
(
v
v0
)}
+p0
[(γ + 1)v0 − (γ − 1)v]
[(γ + 1)v − (γ − 1)v0] . (6.44)
Plot the Rayleigh line and the Hugoniot using the forms above.
Figure 6.3 shows the Rayleigh line and p, v Hugoniot for parameters, µ := 5.56; ν :=
0.44; ρ0 := 11.34; p0 := 1E − 4; v0 := 1/ρ0;T0 := 273; cp := 130E − 6; αˆ := 4500E − 6; γ :=
1.0001;R := αˆ/ρ0;.
6.6.4 A Up-Us replation for Blatz-Ko EOS
Having developed a solution for the specific volume for a given value of D a Up-Us Hugniot
can be generated as follows. Starting with an aside for the ideal EOS.
6.6.5 Aside Up-Us Ideal EOS
One can write the mass flux relation as
u = yD , where y = (1− v/v0)
where u is the particle velocity. Likewise
p = p0 + ρ0D
2y ,
and the energy relation is
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Figure 6.3: Plot of the Rayleigh line and p, v Hugoniot for the values µ := 5.56; ν :=
0.44; ρ0 := 11.34; p0 := 1E − 4; v0 := 1/ρ0;T0 := 273; cp := 130E − 6; αˆ := 4500E − 6; γ :=
1.0001;R := αˆ/ρ0;.
e− e0 = 1
2
u2 +
p0
ρ0
u
D
.
A Up-Us relation can be computed as follows. For an example use e = pv/(γ − 1) . Then
e =
p0v
(γ − 1) +D
2y(v/v0)
(γ − 1) .
Starting from the energy relation
e− e0 = 1
2
u2 +
p0
ρ0
u
D
.
e− e0 = 1
2
y2D2 + p0v0y .
p0v
(γ − 1) +D
2y(v/v0)
(γ − 1) − e0 =
1
2
y2D2 + p0v0y .
solve for D2, to obtain(
y(v/v0)
(γ − 1) −
1
2
y2
)
D2 = e0 + p0v0y − p0v0
(γ − 1)(v/v0) .
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with v/v0 = 1− y
(
y(v/v0)
(γ − 1) −
1
2
y2
)
D2 = e0 + p0v0y − p0v0
(γ − 1)(1− y) = e0 −
p0v0
(γ − 1) + p0v0y +
p0v0
(γ − 1)y .(
y(v/v0)
(γ − 1) −
1
2
y2
)
D2 = p0v0[1 +
1
(γ − 1)]y .
D2(v) =
γp0v0(
v
v0
− 1
2
(γ − 1)y
) .
and
u(v) = yD(v) .
Treat v as a parameter and eliminate it or use it in a parametric plot sense to get the Up-Us
relation, here u−D.
6.6.6 Up-Us Calculation for Blatz-Ko
Starting with
e− e0 = 1
2
y2D2 + p0v0y .
with
e =
p+ µ
[(
v
v0
)
− (v0
v
) 1
1−2ν
]
(γ − 1) v+
µv0
2
[(
v
v0
)2
− 1 + 1− 2ν
ν
(
(
v
v0
) 2ν
1−2ν
− 1)
]
+RT0 log
(
v
v0
)
.
leads to
p+ µ
[(
v
v0
)
− (v0
v
) 1
1−2ν
]
(γ − 1) v+
µv0
2
[(
v
v0
)2
− 1 + 1− 2ν
ν
(
(
v
v0
) 2ν
1−2ν
− 1)
]
+RT0 log
(
v
v0
)
− p0v0
γ − 1
=
1
2
y2D2 + p0v0y .
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with
p = p0 + ρ0D
2y ,
y
γ − 1
(
v
v0
− 1
2
(γ − 1)y
)
D2+
µv
γ − 1
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Figure 6.4 is a parametric plot with varied v plotting, D vs. u. A fit with the LANL
shock Hugoniot data [33] is shown in blue for comparison. It is not perfect but in the shows
decent resemblance.
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••
Figure 6.4: The Up-Us Hugoniot. Here D versus u for µ := 5.56; ν := 0.44; ρ0 := 11.34; p0 :=
1E − 4; v0 := 1/ρ0;T0 := 273; cp := 130E − 6; αˆ := 4500E − 6; γ := 1.0001;R := αˆ/ρ0;.
6.7 Repeating the Blatz-Ko EOS Exercise and Fit for HMX
In [28] the Blatz-Ko was attempted to be fitted to HMX by Professor Stewart and Jack Yoh
based on the theory resolved with Rudermann. Figure 6.5 gives the fit to HMX used. These
numbers can be used to carry out similar fits for HMX.
A paper by Ralph Menikoff and Thomas Sewell for CTM was also used.[30] Figures 6.6 and
6.7, show the pv, plane with the Rayleigh line and Hugnoiot plotted, and the Up-Us curve for
these paramters µ := 2.40; ν := 0.419; ρ0 := 1.71; p0 := 1E − 4; v0 := 1/ρ0;T0 := 273; cp :=
1.6E − 3; αˆ := 0.0023; γ := 1.010598710;R := αˆ/ρ0;
6.8 Summary
At this point, the basic Rankine-Hugoniot relation for a longitudinal isotropic motion has
been carried out along with determining the shock states using the Blatz-Ko EOS form.
Fitting to real material constants, EOS, and a few examples for lead and HMX were also
shown. Future research will deal with other motions and then on to anisotropic materials.
62
Figure 6.5: Material constants from [28]
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Figure 6.6: Material constant as listed for HMX
Figure 6.7: Material constant as listed for HMX
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6.9 ALE3D Anisotropy Study
This study investigates the effects of striking an anisotropic cube in different orientations with
a piston. The resulting shock wave propagating through the cube is examined in ALE3D.
The modeling and simulation is discussed along with some of the necessary constraints and
material input. The general process of rotating a cube using a rotation matrix is explained.
Figures that demonstrate how the components of the matrix result in rotations of a certain
degree are provided. Elastic constants are discussed along with the input constants and
symmetry used in the simulations. The output plots show pressure of the cubes sliced in
half at y = 0.5 as the shock wave propagates through the cube.
6.9.1 Rotation Schematics
These schematics show the rotations on the initial cube orientation which is given by: 1 0 00 1 0
0 0 1

The rotation matrix is specified as
Q =
 cosα −sinα 0sinα cosα 0
0 0 1

where angle α is the angle of rotation around the Z axis, in the X-Y plane. For simplicity
sake, we will just look at the first two rows of the matrix, as the last row does not change in
any of our cases. The first two cubes in the figures display the initial orientation, while the
last cube shows the rotated orientation.
In Figure 6.8 we see the cube being rotated about the Z axis, 180 degrees using[
−1 0 0
0 −1 0
]
as the rotation matrix. As all the cubes faces are different colors, we see the gray face is still
on top in the X-Y plane, however the faces in the X-Z and Y-Z planes have changed from
green and red, to blue and orange respectively.
In Figure 6.9 we see the cube being rotated about the Z axis, 90 degrees using the rotation
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Figure 6.8: 180 Degree Rotation about Z axis. [-1 0 0; 0 -1 0]
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matrix [
0 1 0
−1 0 0
]
As all the cubes faces are different colors, we see the gray face is still on top in the X-Y
plane, however the faces in the X-Z and Y-Z planes have changed. The green face has been
replaced by orange, and the red face, by green.
The 45 Degree rotation follows the same form using the matrix[
0.707 0.707 0
−0.707 0.707 0
]
6.9.2 ALE3D Problem Setup
An ALE3D test problem was modified to run these simulations, rotating the cubes around
the Z-axis at respective angles 180, 90, 45 degrees and using just one cube in each simulation
run. For this problem two planes were created normal to the X axis, xbot at x=0.0 and xtop
at x=1.0. Boundary conditions for the simulation were xtop contrained in the x direction,
and xbot given an initial velocity in the positive X direction, therefore moving it toward the
constrained ztop plane and compressing the cube. This can be seen in Figure 6.10.
The other four sides not normal to the X axis are left without applying a boundary
condition. In ALE3D the default for these surfaces makes them a Lagrangian free surface
these sides expand as dictated by Poisson’s Ratio.
6.9.3 Elastic Constants
Using test material makes it very difficult to see differences in the simulations, because the
constants are very close to each other. So, a real material was used for the Cijkl constants.
Constants from ammonium dihydrogen phosphate were used from Nye.[32]
Cij =

0.71E11 −0.2E11 0.13E11 0 0 0
−0.2E11 0.71E11 0.13E11 0 0 0
0.13E11 0.13E11 0.3E11 0 0 0
0 0 0 0.088E11 0 0
0 0 0 0 0.088E11 0
0 0 0 0 0 0.07E11

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Figure 6.9: 90 Degree Rotation about Z axis. [0 1 0; -1 0 0]
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xbot  xtop 
+ X Axis X=0 
Cube Compression 
Ini0al Velocity in +X  Constrained in X direc0on 
+Z Axis 
Figure 6.10: Cube Compression
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in m.k.s. units at 0◦C. From the characteristics of this matrix it is determined that the
material has orthorhombic symmetry.
6.9.4 Pseudocolor Pressure Plots
All plots are done using the slice command at 0.5 on the Y axis. This splits the cube in half,
showing the wave propagating along the X axis. These simulations have not been finalized
and are being used to give a preliminary idea of what ALE3D is capable of producing for
this project. In future work, all data for a materials including physical and elastic constants
will be input into the code. At this point, when rotating an anisotropic cube, it is expected
to demonstrate different pressure plots for different material orientations. There is ongoing
correspondence with the ALE3D Help Line to provide insight into writing the code for these
simulations.
Figure 6.11: Shockwave propagation at 0.1, 0.3, and 0.5 [microseconds]
Figure 6.12: Shockwave propagation at 0.7, 0.9, and 1.1 [microseconds]
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Figure 6.13: Shockwave propagation at 1.3 and 1.5 [microseconds]
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7 FUTURE STUDIES AND CONCLUSION
7.1 Future Simulations
There are several areas which can be expanded upon and furthered as a result of this re-
search. First, it is evident that even though modeled correctly and extensively, simulations
do not always give results identical to their counterpart experiments. Although the baseline
simulation and parameter matrix are useful relative to each other, it would be extremely
beneficial to develop an algorithm which related them to an experiment. Such an algorithm
could look into things like manufacturing defects, ideal versus experimental liner collapse,
HE packing density, and other non-ideal factors. Perhaps after several experiments were
conducted with different components and geometries and counterpart simulations were ran,
it could be possible to develop a system which relates simulation penetration depth and jet
tip velocity to its respective experimental data.
The field of research on asymmetrical shaped charges and defects is growing. This would
also be an area that future researchers could explore. More extensive defect geometry could
be obtained from liner manufacturers, then modeled using a hydro-code. Other imperfections
such as off axis liner positioning, or settling of the HE could be explored. These defects
could be useful in relating experimental work to simulations as well. If experimental results
coincided with simulation defect results, it may be possible to determine the defects in a
charge even after it was detonated.
7.2 Conclusion
In the beginning, shaped charge history and background motivation were discussed. The
different parameters and aspects of were explored looking at acceptable ranges in current
research. Next, Professor Glumac’s experiment and results were examined. A simulation
was created to mock this experiment and test results. Simulation variables and input were
determined to best represent the experiment. Finally, simulation and experiment results were
compared, showing much greater penetration depth and jet tip velocity in the simulation.
These results were discussed and attributed mostly to ideal liner collapse and conditions in
the simulation.
A parameter study was conducted varying HE, liner, and target materials, fully testing
all possible combinations and reporting results. Results were broken down and analyzed
according to different input materials. It was seen that the combination with the highest
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initial energy HE, highest density liner, and lowest density target gave the largest penetration
depth. The highest jet tip velocity came from the highest initial energy HE, and lowest
density liner.
Next a modified shaped charge experiment was proposed and simulated. Modification
included both geometry and materials. Jet tip velocity and some penetration data were
gathered, but it was deemed that this experiment would need modifications in the ALE3D
setup to allow for larger penetration depths.
A study was conducted on asymmetrical shaped charges adding 10%, 5%, 2.5%, and
1.5% thickness to only one side of the liner and running non-axisymmetric simulations. The
trials proved that significant losses were incurred from even small defects. These jets were
compared direct to its counterpart symmetric liner and their results and lack of performance
were analyzed.
Finally, shock states for a hyper-elastic solid were analyzed. Theory was resolved starting
with general conservation equations and Blatz-Ko equilibrium relations to show Rankine-
Hugoniot relations for longitudinal isotropic motion. Examples for Lead and HMX were also
given. An anisotropic shock study was also conducted in ALE3D.
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A CHEETAH DATA PETN OUTPUT 85% TMD =1.5
[g/cm3]
CHEETAH version 5.0
Energetic Materials Center
Lawrence Livermore National Laboratory
Technical contacts: Dr. Laurence E. Fried
Copyright 2007 Regents University of California
All Rights Reserved
The time is Fri Feb 25 10:00:15 2011
Version Tag: $Revision: 980 $
Code build date: Mon Oct 8 17:30:15 PDT 2007
Code date = 2007-10-08 16:39:22 -0700 (Mon, 8 Oct 2007)
Library Title: exp6.3 $revision: 959 $
Executing library command: set, exp6, global
Executing library command: gas eos, exp6
Input>composition, petn, 100.0, weight
Reactant library title:The Cheetah GUI XML file
The Composition
Name % wt. % mol % vol. Heat of Standard Standard Mol.
formation volume entropy wt.
(cal/mol) (cc/mol) (cal/K/mol)
petn 100.00 100.00 100.00 -127151 177.81 0.000 316.14
Formula: c5h8n4o12
Heat of formation = -402.202 cal/gm
Standard volume = 0.562 cc/gm
Standard entropy = 0.000 cal/k/gm
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Standard energy = -402.215 cal/gm
Standard density = 1.778 gm/cc
The mixture’s molecular formula
c 5.000
h 8.000
n 4.000
o 12.000
The average molecular weight = 316.138 g/mol
The elements and percent by mole
c 17.241
h 27.586
n 13.793
o 41.379
The elements and percent by mass
c 18.996
h 2.551
n 17.722
o 60.731
Oxygen balance of: -10%
Input>standard run, rho, 1.5
The hugoniot reference state:
P0 = 1.000000 atm, V0 = 0.666667 cc/gm, E0 = -402.215200 cal/gm
Using 93272 atm as a lower bound for the C-J pressure
Using 233181 atm as an upper bound for the C-J pressure
The C-J point was bracketed in cjoned_opt
The CJ state was found in 5 iterations
The C-J condition
The shock velocity = 7.51019e+03 m/s
75
The particle velocity = 1.92665e+03 m/s
The speed of sound = 5.58354e+03 m/s
The mechanical energy of detonation = -8.751 kJ/cc ( -5.834 kJ/g)
The thermal energy of detonation = -0.173 kJ/cc ( -0.115 kJ/g)
The total energy of detonation = -8.924 kJ/cc ( -5.949 kJ/g)
The TNT equivalence (unmixed) = 1.176
The TNT equivalence (unmixed, mechanical only) = 1.156
JWL Fitting parameters:
Minimum R1 = 2.000000
Maximum R1 = 7.000000
Minimum R2 = 0.500000
Maximum R2 = 2.000000
E0 will be treated as a free parameter
The maximum acceptable fit error = 0.100000
Omega will be fit to the tail of the adiabat
JWL Tail Fit results:
Initial E0 = -8.924, Final E0 = -8.924
E0 = -8.924
C = 1.691, omega = 0.339
Final fitting error = 0.033779
V/V0 Actual E Fit E Actual P Fit P
(kJ/cc) (kJ/cc) (GPa) (GPa)
10.000 -6.582 -6.638 0.082 0.077
20.000 -7.086 -7.117 0.032 0.031
50.000 -7.606 -7.599 0.010 0.009
100.000 -7.921 -7.876 0.004 0.004
200.000 -8.184 -8.096 0.002 0.001
Conducting global optimization of JWL parameters:
best error = 0.009151; current error = 0.134611
best error = 0.008845; current error = 0.073053
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best error = 0.008845; current error = 0.035289
best error = 0.008649; current error = 0.467139
best error = 0.008492; current error = 0.018389
best error = 0.008492; current error = 0.171156
best error = 0.008492; current error = 0.008492
best error = 0.008492; current error = 0.008492
best error = 0.008492; current error = 0.018020
best error = 0.008492; current error = 0.024335
best error = 0.008492; current error = 0.019342
best error = 0.008455; current error = 0.010207
best error = 0.008455; current error = 0.008964
best error = 0.008450; current error = 0.008585
best error = 0.008450; current error = 0.008760
best error = 0.008450; current error = 0.008832
best error = 0.008449; current error = 0.008752
best error = 0.008448; current error = 0.008448
best error = 0.008448; current error = 0.008448
best error = 0.008448; current error = 0.008463
best error = 0.008448; current error = 0.008459
best error = 0.008448; current error = 0.008452
best error = 0.008448; current error = 0.008448
best error = 0.008448; current error = 0.008449
best error = 0.008448; current error = 0.008448
JWL Fit results:
Initial E0 = -8.924, Final E0 = -8.924
E0 = -8.924
R[1] = 5.466, R[2] = 1.814, omega = 0.339
A = 721.328, B = 25.756, C = 1.764
Final fitting error = 0.008448
V/V0 Actual E Fit E Actual P Fit P
(kJ/cc) (kJ/cc) (GPa) (GPa)
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0.743 2.784 2.784 21.704 21.704
1.000 -0.855 -0.847 9.012 9.012
2.200 -4.583 -4.677 1.081 1.094
4.400 -5.759 -5.769 0.284 0.251
7.200 -6.292 -6.258 0.132 0.126
10.000 -6.582 -6.539 0.082 0.081
20.000 -7.086 -7.038 0.032 0.032
50.000 -7.606 -7.542 0.010 0.009
100.000 -7.921 -7.831 0.004 0.004
200.000 -8.184 -8.060 0.002 0.001
Calculating the Heat of Combustion
The exp-6 library is used. Water is assumed to be in the gas phase.
New composition: comp, petn, 1.0000000000000e-02, air,
9.9000000000000e-01
Too many iterations in the concentration solver
Failed to find equilibrium. Will try again.
The Heat of Combustion = 1.82081e+03 cal/g
The Heat of Combustion = 5.75626e+05 cal/mol
The TNT equivalence (mixed) = 0.503
Air blast based upon Kingery analysis and TNT equivalence:
Weight of standard explosive charge (pounds) = 182.0
Standard distance from explosive (meters) = 60.0
Time of arrival at range (ms) = 146.0
Over-pressure at range (atm) = 0.1
Reflected pressure at range (atm) = 0.1
Positive phase duration at range (ms) = 19.8
Positive phase impulse at range (atm*ms) = 0.6
Reflected impulse at range (atm*ms) = 1.1
Shock front velocity (km/s) = 0.4
Moles of gas produced / gram of material = 3.16318e-02 mol/g
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The Combustion State for 99.000 percent air by weight:
Reference state = reactants
H(R) = H--4.02, E(R) = E--24.34, S(R) = S- 0.00
P V T H(R) E(R) S(R) VGS
(ATM) (CC/GM) (K) (CAL/GM) (CAL/GM) (CAL/K/GM) (CC/GM)
1.) 1.0 847.0896 298.1 -18.21 -18.40 1.648 847.0896
Product concentrations
Name Phase (mol/kg) (mol/mol explosive)
n2 Gas 2.715e+01 7.906e-01
o2 Gas 7.191e+00 2.094e-01
co2 Gas 1.582e-01 4.605e-03
h2o Gas 1.265e-01 3.684e-03
no2 Gas 6.691e-09 1.948e-10
no Gas 9.370e-15 2.728e-16
n2o Gas 6.918e-18 2.014e-19
o3 Gas 8.537e-29 2.486e-30
o Gas 3.975e-40 1.158e-41
h2 Gas 2.492e-41 7.255e-43
h Gas 0.000e+00 0.000e+00
c Gas 0.000e+00 0.000e+00
nh3 Gas 0.000e+00 0.000e+00
c2h4 Gas 0.000e+00 0.000e+00
ch3oh Gas 0.000e+00 0.000e+00
octane Gas 0.000e+00 0.000e+00
n Gas 0.000e+00 0.000e+00
c3h8 Gas 0.000e+00 0.000e+00
c2h6 Gas 0.000e+00 0.000e+00
ch4 Gas 0.000e+00 0.000e+00
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ch2o2 Gas 0.000e+00 0.000e+00
heptane Gas 0.000e+00 0.000e+00
acetone Gas 0.000e+00 0.000e+00
benzene Gas 0.000e+00 0.000e+00
co Gas 0.000e+00 0.000e+00
hcn Gas 0.000e+00 0.000e+00
chno Gas 0.000e+00 0.000e+00
c2h6o Gas 0.000e+00 0.000e+00
c2h2 Gas 0.000e+00 0.000e+00
*c graphite 0.000e+00 0.000e+00
*c liquid2 0.000e+00 0.000e+00
*c liquid 0.000e+00 0.000e+00
*c diamond 0.000e+00 0.000e+00
Total Gas 3.463e+01 1.008e+00
Total Cond. 0.000e+00 0.000e+00
Re-setting the composition to comp, petn, 1.0000000000000e+00
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B CHEETAH DATA RDX70/PIB30 OUTPUT 85%
TMD= 1.398 [g/cm3]
CHEETAH version 5.0
Energetic Materials Center
Lawrence Livermore National Laboratory
Technical contacts: Dr. Laurence E. Fried
Copyright 2007 Regents University of California
All Rights Reserved
The time is Sun Apr 3 21:48:04 2011
Version Tag: $Revision: 980 $
Code build date: Mon Oct 8 17:30:15 PDT 2007
Code date = 2007-10-08 16:39:22 -0700 (Mon, 8 Oct 2007)
Library Title: exp6.3 $revision: 959 $
Executing library command: set, exp6, global
Executing library command: gas eos, exp6
Input>composition, rdx, 70.0, pib, 30.0, weight
Reactant library title:The Cheetah GUI XML file
The Composition
Name % wt. % mol % vol. Heat of Standard Standard Mol.
formation volume entropy wt.
(cal/mol) (cc/mol) (cal/K/mol)
rdx 70.00 37.08 53.90 16730 122.31 0.000 222.12
pib 30.00 62.92 46.10 -21033 61.66 0.000 56.11
Formula: rdx: c3h6n6o6; pib: c4h8
Heat of formation = -59.734 cal/gm
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Standard volume = 0.715 cc/gm
Standard entropy = 0.000 cal/k/gm
Standard energy = -59.751 cal/gm
Standard density = 1.398 gm/cc
The mixture’s molecular formula
c 3.629
h 7.258
n 2.225
o 2.225
The average molecular weight = 117.669 g/mol
The elements and percent by mole
c 23.662
h 47.324
n 14.507
o 14.507
The elements and percent by mass
c 37.044
h 6.217
n 26.485
o 30.253
Oxygen balance of: -118%
Input>standard run, rho, 1.1885907
The hugoniot reference state:
P0 = 1.000000 atm, V0 = 0.841333 cc/gm, E0 = -59.751473 cal/gm
Using 49993 atm as a lower bound for the C-J pressure
Using 124982 atm as an upper bound for the C-J pressure
The C-J point was bracketed in cjoned_opt
The CJ state was found in 6 iterations
The C-J condition
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The shock velocity = 6.17474e+03 m/s
The particle velocity = 1.50247e+03 m/s
The speed of sound = 4.67227e+03 m/s
The mechanical energy of detonation = -4.658 kJ/cc ( -3.919 kJ/g)
The thermal energy of detonation = -0.052 kJ/cc ( -0.044 kJ/g)
The total energy of detonation = -4.710 kJ/cc ( -3.963 kJ/g)
The TNT equivalence (unmixed) = 0.789
The TNT equivalence (unmixed, mechanical only) = 0.782
JWL Fitting parameters:
Minimum R1 = 2.000000
Maximum R1 = 7.000000
Minimum R2 = 0.500000
Maximum R2 = 2.000000
E0 will be treated as a free parameter
The maximum acceptable fit error = 0.100000
Omega will be fit to the tail of the adiabat
JWL Tail Fit results:
Initial E0 = -4.710, Final E0 = -4.710
E0 = -4.710
C = 1.257, omega = 0.398
Final fitting error = 0.024586
V/V0 Actual E Fit E Actual P Fit P
(kJ/cc) (kJ/cc) (GPa) (GPa)
10.000 -3.464 -3.449 0.043 0.050
20.000 -3.735 -3.753 0.018 0.019
50.000 -4.024 -4.046 0.006 0.005
100.000 -4.205 -4.206 0.002 0.002
200.000 -4.359 -4.328 0.001 0.001
Conducting global optimization of JWL parameters:
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best error = 0.008025; current error = 0.015373
best error = 0.008025; current error = 0.214744
best error = 0.008025; current error = 0.503271
best error = 0.008025; current error = 0.182109
best error = 0.008025; current error = 0.008025
best error = 0.008025; current error = 0.031726
best error = 0.008025; current error = 0.072453
best error = 0.007978; current error = 0.021118
best error = 0.007977; current error = 0.007977
best error = 0.007969; current error = 0.020968
best error = 0.007969; current error = 0.007969
best error = 0.007969; current error = 0.009601
best error = 0.007961; current error = 0.007961
best error = 0.007953; current error = 0.007953
best error = 0.007951; current error = 0.008109
best error = 0.007951; current error = 0.007951
best error = 0.007950; current error = 0.007965
best error = 0.007950; current error = 0.008005
best error = 0.007950; current error = 0.007950
best error = 0.007950; current error = 0.007950
best error = 0.007950; current error = 0.007951
best error = 0.007950; current error = 0.007950
best error = 0.007950; current error = 0.007950
best error = 0.007950; current error = 0.007950
best error = 0.007950; current error = 0.007950
JWL Fit results:
Initial E0 = -4.710, Final E0 = -4.658
E0 = -4.658
R[1] = 6.123, R[2] = 2.000, omega = 0.398
A = 586.721, B = 16.357, C = 1.164
Final fitting error = 0.007950
V/V0 Actual E Fit E Actual P Fit P
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(kJ/cc) (kJ/cc) (GPa) (GPa)
0.757 1.342 1.342 11.027 11.027
1.000 -0.437 -0.417 4.803 4.664
2.200 -2.442 -2.422 0.554 0.588
4.400 -3.039 -3.036 0.145 0.149
7.200 -3.313 -3.326 0.068 0.074
10.000 -3.464 -3.490 0.043 0.047
20.000 -3.735 -3.772 0.018 0.018
50.000 -4.024 -4.043 0.006 0.005
100.000 -4.205 -4.191 0.002 0.002
200.000 -4.359 -4.304 0.001 0.001
Calculating the Heat of Combustion
The exp-6 library is used. Water is assumed to be in the gas phase.
New composition: comp, rdx, 7.0000000000000e-03, pib,
3.0000000000000e-03, air, 9.9000000000000e-01
Too many iterations in the concentration solver
Failed to find equilibrium. Will try again.
The Heat of Combustion = 4.62791e+03 cal/g
The Heat of Combustion = 5.44560e+05 cal/mol
The TNT equivalence (mixed) = 1.278
Air blast based upon Kingery analysis and TNT equivalence:
Weight of standard explosive charge (pounds) = 182.0
Standard distance from explosive (meters) = 60.0
Time of arrival at range (ms) = 137.5
Over-pressure at range (atm) = 0.1
Reflected pressure at range (atm) = 0.2
Positive phase duration at range (ms) = 24.5
Positive phase impulse at range (atm*ms) = 1.2
Reflected impulse at range (atm*ms) = 2.2
Shock front velocity (km/s) = 0.4
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Moles of gas produced / gram of material = 3.43301e-02 mol/g
The Combustion State for 99.000 percent air by weight:
Reference state = reactants
H(R) = H--0.60, E(R) = E--20.92, S(R) = S- 0.00
P V T H(R) E(R) S(R) VGS
(ATM) (CC/GM) (K) (CAL/GM) (CAL/GM) (CAL/K/GM) (CC/GM)
1.) 1.0 847.7351 298.1 -46.28 -46.49 1.651 847.7351
Product concentrations
Name Phase (mol/kg) (mol/mol explosive)
n2 Gas 2.718e+01 7.903e-01
o2 Gas 6.855e+00 1.993e-01
co2 Gas 3.084e-01 8.966e-03
h2o Gas 3.084e-01 8.966e-03
no2 Gas 6.379e-09 1.854e-10
no Gas 9.154e-15 2.661e-16
n2o Gas 6.759e-18 1.965e-19
o3 Gas 7.942e-29 2.309e-30
o Gas 3.883e-40 1.129e-41
h2 Gas 6.223e-41 1.809e-42
h Gas 0.000e+00 0.000e+00
c Gas 0.000e+00 0.000e+00
nh3 Gas 0.000e+00 0.000e+00
c2h4 Gas 0.000e+00 0.000e+00
ch3oh Gas 0.000e+00 0.000e+00
octane Gas 0.000e+00 0.000e+00
n Gas 0.000e+00 0.000e+00
c3h8 Gas 0.000e+00 0.000e+00
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c2h6 Gas 0.000e+00 0.000e+00
ch4 Gas 0.000e+00 0.000e+00
ch2o2 Gas 0.000e+00 0.000e+00
heptane Gas 0.000e+00 0.000e+00
acetone Gas 0.000e+00 0.000e+00
benzene Gas 0.000e+00 0.000e+00
co Gas 0.000e+00 0.000e+00
hcn Gas 0.000e+00 0.000e+00
chno Gas 0.000e+00 0.000e+00
c2h6o Gas 0.000e+00 0.000e+00
c2h2 Gas 0.000e+00 0.000e+00
*c graphite 0.000e+00 0.000e+00
*c liquid2 0.000e+00 0.000e+00
*c liquid 0.000e+00 0.000e+00
*c diamond 0.000e+00 0.000e+00
Total Gas 3.466e+01 1.008e+00
Total Cond. 0.000e+00 0.000e+00
Re-setting the composition to comp, rdx, 7.0000000000000e-01, pib,
3.0000000000000e-01
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C POSITION AND VELOCITY PLOTS
Figure C.1: BASELINE Plot: Time [microseconds] vs. Jet Tip Penetration Depth [cm]
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Figure C.2: BASELINE Plot: Time [microseconds] vs. Jet Tip Velocity [cm/microsecond]
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Figure C.3: BASELINE2 Plot: Time [microseconds] vs. Jet Tip Penetration Depth [cm]
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Figure C.4: BASELINE2 Plot: Time [microseconds] vs. Jet Tip Velocity [cm/microsecond]
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Figure C.5: BASELINE3 Plot: Time [microseconds] vs. Jet Tip Penetration Depth [cm]
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Figure C.6: BASELINE3 Plot: Time [microseconds] vs. Jet Tip Velocity [cm/microsecond]
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Figure C.7: BASELINE4 Plot: Time [microseconds] vs. Jet Tip Penetration Depth [cm]
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Figure C.8: BASELINE4 Plot: Time [microseconds] vs. Jet Tip Velocity [cm/microsecond]
95
Figure C.9: BASELINE5 Plot: Time [microseconds] vs. Jet Tip Penetration Depth [cm]
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Figure C.10: BASELINE5 Plot: Time [microseconds] vs. Jet Tip Velocity [cm/microsecond]
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Figure C.11: BASELINE6 Plot: Time [microseconds] vs. Jet Tip Penetration Depth [cm]
98
Figure C.12: BASELINE6 Plot: Time [microseconds] vs. Jet Tip Velocity [cm/microsecond]
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Figure C.13: BASELINE7 Plot: Time [microseconds] vs. Jet Tip Penetration Depth [cm]
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Figure C.14: BASELINE7 Plot: Time [microseconds] vs. Jet Tip Velocity [cm/microsecond]
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Figure C.15: BASELINE8 Plot: Time [microseconds] vs. Jet Tip Penetration Depth [cm]
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Figure C.16: BASELINE8 Plot: Time [microseconds] vs. Jet Tip Velocity [cm/microsecond]
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D PENETRATION DEPTH FILLED BOUNDARY
Figure D.1: BASELINE Penetration Depth Filled Boundary at final time
Figure D.2: BASELINE2 Penetration Depth Filled Boundary at final time
Figure D.3: BASELINE3 Penetration Depth Filled Boundary at final time
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Figure D.4: BASELINE4 Penetration Depth Filled Boundary at final time
Figure D.5: BASELINE5 Penetration Depth Filled Boundary at final time
Figure D.6: BASELINE6 Penetration Depth Filled Boundary at final time
Figure D.7: BASELINE7 Penetration Depth Filled Boundary at final time
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Figure D.8: BASELINE8 Penetration Depth Filled Boundary at final time
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