
























von Dipl.-Ing. Roman Calow 
 
 
geb. am 08.01.1972 in Lutherstadt Wittenberg 
 
 
genehmigt durch die Fakultät für Elektrotechnik und Informationstechnik 
 





 Prof. Dr.-Ing. Bernd Michaelis 
 




Promotionskolloquium am 04.03.2005 
 
Zusammenfassung
Gegenstand dieser Arbeit ist die markerlose Ganganalyse mit einem Multikamerasystem.
Dafu¨r wird das Analyse-durch-Synthese-Konzept zur Bildsequenzauswertung eines ge-
henden Menschen erweitert. Nach der Erla¨uterung der Parameterscha¨tzung durch Aus-
gleichsrechnung, wird die Modellierung des Skeletts, der Ko¨rperform und der Kameras
beschrieben. Neben Methoden fu¨r die Approximation des 3D-Modells, werden Verfahren
zur Korrespondenzfindung zwischen Modell und Bild vorgestellt. Ein (quasi-)periodisches
Modell der Bewegung wird eingefu¨hrt, das die Anzahl der zu scha¨tzenden Parameter je
Bildfolge verringert. Dadurch la¨sst sich die Robustheit und Genauigkeit des Ansatzes
erho¨hen. Das (quasi-)periodische Bewegungsmodell wird weiterhin dazu verwendet, die
vom Algorithmus beno¨tigten Na¨herungswerte bereitzustellen. Die Reproduzierbarkeit
der Ergebnisse und die Eignung des Systems zur Ganganalyse wird demonstriert.
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Von der immer gro¨ßeren Leistungsfa¨higkeit verfu¨gbarer Rechner haben die Bereiche Bild-
verarbeitung und Computer Vision erheblich profitiert. Mit jeder neuen Rechnergenera-
tion ru¨cken immer komplexere Algorithmen in die praktische Anwendbarkeit. Bezogen
auf die Analyse von Bildfolgen erscheint die Zeit reif, den zum Teil erheblichen manuellen
Aufwand zur Bildauswertung durch automatische Algorithmen zu ersetzen.
Der Wunsch bestand, aus den Bildfolgen einer oder mehrerer Kameras automatisch den
Bewegungsablauf einer abgebildeten Person zu gewinnen. So allgemein formuliert ist die-
ses Ziel momentan nicht zu erreichen. Realisierbar erscheint aber zuna¨chst die medizini-
sche Ganganalyse, die derzeitig entweder durch einen Arzt oder selten mit automatischen
Systemen zur Bewegungsanalyse durchgefu¨hrt wird.
Eine subjektive Beurteilung ist immer problematisch, im Besonderen, wenn die Analy-
sen in la¨ngeren Zeitabsta¨nden erfolgen sollen, weil es an einer pra¨zisen Aufzeichnung
und Speicherung der Daten fehlt. Weiterhin ist die Reproduzierbarkeit der Aussagen des
Bewertenden fraglich. Auch ein Vergleich mit anderen Probanden gestaltet sich ha¨ufig
schwierig. Die pure Aufzeichnung von Bildsequenzen mit einer oder mehreren Kameras
und einer geeigneten Archivierung wa¨re zwar ein wichtiger Schritt in die richtige Rich-
tung, fu¨r eine Objektivierung der Analysen ist damit aber noch nicht viel gewonnen,
auch wa¨re der beno¨tigte Speicherbedarf fu¨r die Rohdaten hoch.
Durch eine automatische Erfassung einer Anzahl relevanter Bewegungsparameter wa¨ren
einige der Probleme gelo¨st. Da zum einen die Archivierung erleichtert und zum anderen
ein objektiver, da automatisierbarer Vergleich dieser wenigen Parameter ermo¨glicht wird.
Dadurch werden neue Operationen mit den gewonnenen Daten, wie Suchen, Sortieren
und die Verwaltung in einer Datenbank mo¨glich. Das wu¨rde vo¨llig neue Mo¨glichkeiten
der medizinischen Statistik erlauben.
Allerdings erfordern die derzeitig verfu¨gbaren automatischen Systeme eine aufwendige
Anbringung von Markern an der Haut des Probanden oder wenigstens einen eng an-
liegenden entsprechend markierten Anzug. Marker sind zwar etabliert und existierende
Messsysteme arbeiten zuverla¨ssig, jedoch erfordert das Anbringen Zeit und sie stehen
im Verdacht, den Bewegungsablauf des Probanden zu beeinflussen. Nicht zuletzt ist das
Anbringen der Marker wieder eine Quelle von Subjektivita¨t, die es zu reduzieren gilt.
Spa¨tere Anwendungen wie Identifikations- oder U¨berwachungssysteme wu¨rden durch ein
markerloses Verfahren u¨berhaupt erst ermo¨glicht.
Daraus resultiert die wichtigste Nebenbedingung dieser Arbeit: Das optische Messsystem
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1. Einleitung
soll ohne Marker und mo¨glichst automatisch in einer Klinik-Umgebung arbeiten ko¨nnen.
Durch Weglassen der Marker gehen jedoch wichtige Informationen fu¨r die Bildauswer-
tung verloren. Das erschwert die Ableitung der Bewegungsgro¨ßen, wie der Gelenkwin-
kelverla¨ufe oder Geschwindigkeiten der Ko¨rperteile in erheblicher Weise. Ein Teil der
verloren gegangenen Informationen la¨sst sich durch a priori Wissen in die eigentliche
Messung einbringen. Zur Repra¨sentation bietet sich ein maßstabsgerechtes dreidimen-
sionales Ko¨rpermodell eines Menschen an.
Viel Know-How fu¨r die synthetische Darstellung eines menschlichen Ko¨rpers kann dabei
aus der Computeranimation u¨bernommen werden. So ist zu erwarten, dass die optische
Messtechnik in erheblicher Weise von den Entwicklungen dort profitieren kann, wenn die
Bru¨cke zwischen der Animation eines Modells und der Scha¨tzung der Bewegungspara-
meter geschlagen ist. Dazu wird ein Analyse-durch-Synthese-Ansatz als Ausgangspunkt
verwendet, der bereits aus der Videokompression bekannt ist. Fu¨r die Auswertung einer
Bildsequenz eines gehenden Menschen ist dieses Verfahren in der urspru¨nglichen Fassung
nicht einsetzbar und muss an das Problem angepasst werden. Es werden Methoden der
Ausgleichsrechnung aus der Photogrammetrie verwendet, die nicht nur die gesuchten
Parameter scha¨tzen ko¨nnen, sondern auch eine Aussage u¨ber ihre Genauigkeit erlauben.
Die große Anzahl mo¨glicher Anwendungen in der Mensch-Maschine Interaktion, Iden-
tifikation, U¨berwachung, Sport und Humanmedizin motivierte zahlreiche Publikationen
zum Thema markerlose Bewegungserfassung. Auch mangelt es nicht an U¨bersichtsarti-
keln [Sch00], [MG01], [AC99], [GD99], die selbst zum Teil den Umfang von Dissertationen
haben. Dies unterstreicht die Bedeutung der Thematik, aber auch die Problematik einer
effizienten Lo¨sung. Ein ’State-of-the-Art’ zu den Details wird an den jeweiligen Stellen
im Text gegeben, vor allem aber von Kapitel 2 bis Kapitel 5.
Im Kapitel 2 werden die Grundlagen der Parameterscha¨tzung erla¨utert. Weiterhin wird
begru¨ndet, weshalb der modellbasierte Ansatz verfolgt wird. In dieser Arbeit werden
unter anderem zwei große Themenbereiche behandelt:
• Modellierung des Probanden (Kapitel 3 und Kapitel 4) und der Bildaufnahme
(Kapitel 5),
• Parameterscha¨tzung durch Modell-Approximation (Kapitel 6), Gewinnung der Kor-
respondenz (Kapitel 7) und der Bereitstellung guter Na¨herungswerte (Kapitel 9).
Die klassische Ausgleichsrechnung wurde auf das Problem der Bewegungsanalyse ange-
wendet, so ist jetzt auch eine Angabe der Genauigkeit gescha¨tzter Parameter mo¨glich. In
Kapitel 8 wird ein neues quasiperiodisches Bewegungsmodell des Laufzyklus vorgestellt,
das eine Verringerung der Parameteranzahl und damit eine Steigerung von Robustheit
und Genauigkeit gestattet. In Kapitel 10 wird das System in verschiedenen Experimenten
getestet. Aufgetretene Probleme werden dargestellt und gefundene Lo¨sungen gezeigt. Er-
gebnisse zu Untersuchungen der Reproduzierbarkeit der Messungen werden in Kapitel 11
diskutiert. Eine Zusammenfassung der Arbeit wird in Kapitel 12 gegeben. Im Anhang
sind interessante Details zu finden, die im Text den ’roten Faden’ gesto¨rt ha¨tten.
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2. Grundlagen
Eine sehr gute Einfu¨hrung in die Dynamik der menschlichen Bewegung ist das Buch von
Winter: ’Biomechanics and motor control of human movement’ [Win90]. Am Anfang
werden zahlreiche Sensorprinzipien zur Erfassung der Bewegung vorgestellt. Im hinte-
ren Teil des Buches findet man zuna¨chst einfache, dann kompliziertere Verfahren zur
Berechnung von Gelenkkra¨ften und Momenten, wenn die Bewegung des Probanden und
andere Daten bekannt sind. Auch wird die Synthese menschlicher Bewegung mit Hilfe
der Mehrko¨rperphysik beschrieben. Ein automatischer Algorithmus zur Simulation der
Mehrko¨rperdynamik ist in [Wit77] zu finden. Eine Software-Bibliothek zur Mehrko¨r-
perdynamik mit Quelltext und die dazu geho¨rigen Vero¨ffentlichungen findet man auf der
Web-Site von [LAZ98].
Ein Standardwerk speziell zur Ganganalyse ist [VDO92]. Es ist ein Softwarepaket zur
Ganganalyse mit einer sehr ausfu¨hrlichen Dokumentation. U¨bersichtlich werden die ein-
zelnen Gangphasen und grundlegende Prinzipien zur Ganganalyse dargestellt. Die Er-
fassung der Bewegung basiert auf Markern, die an bestimmten Stellen des Probanden
angebracht werden.


















Abbildung 2.1.: Modell des inversen Pendels, Maximum potenzielle Energie (Max.P.),
Maximum kinetische Energie (Max.K.), Minimum potenzielle Energie
(Min.P.), Minimum kinetische Energie (Min.K.)
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Der aufrechte Gang stellt eine besondere Herausforderung an das Individuum, das ge-
zwungen ist, Balance im Gravitationsfeld der Erde durch geschickte Steuerung des Be-
wegungsapparates zu erreichen. Ansatzweise werden die grundlegenden Zusammenha¨nge
des aufrechten Ganges ha¨ufig durch das physikalische Modell eines inversen Pendels er-
la¨utert. Dabei spielt die nahezu periodische Umwandlung von kinetischer Energie in
potenzielle Energie eine wichtige Rolle. Abbildung 2.1 verdeutlicht das.
2.1.1. Der Laufzyklus
Die nahezu periodische Natur des menschlichen Ganges ist ein wichtiges Element fu¨r des-
sen Analyse, deshalb soll hier eine Betrachtung des zeitlichen Ablaufes erfolgen. Wichtige
Elemente wurden dafu¨r aus [VDO92] entnommen.
Normalerweise wird die Bewegung eines Beines betrachtet. Demzufolge beziehen sich
auch alle Angaben, sofern nicht anders angegeben, jeweils auf ein Bein. Es besteht ein
einfacher Zusammenhang zwischen der Schrittfrequenz f und der Periodendauer T des
Probanden.
f = 1/T (2.1)
Die konstante mittlere Geschwindigkeit v eines gehenden Probanden ha¨ngt von der
Schrittfrequenz und der Schrittla¨nge sl (engl. Stride Length) ab. Dabei bezeichnet die
Schrittla¨nge immer den Abstand zweier aufeinander folgender Standpunkte eines Beines.
v = w · f = sl
T
(2.2)
Eine ho¨here Geschwindigkeit kann also nach Gl.(2.2) durch eine Erho¨hung der Schritt-
frequenz f und eine Erho¨hung der Schrittla¨nge sl erreicht werden.
In der Signalverarbeitung werden periodische Gro¨ßen ha¨ufig in Radiant gekennzeichnet.
Bei der Ganganalyse handelt es sich um die Betrachtung weitgehend periodischer Gro¨-
ßen. Die Angabe des Timings ko¨nnte also ebenfalls in Radiant oder ggf. in Grad erfolgen
(2pi oder 360 ◦ je Periode). In der Ganganalyse ist es aber u¨blich, das Timing innerhalb
eines Laufzyklus in Prozent (%) anzugeben. Auf jeden Fall kann jede Periode mit einer
fortlaufenden Schrittnummer (einheitslose Ganzzahl) versehen werden. Fu¨r die Betrach-
tung der Bewegung u¨ber eine la¨ngere Zeitspanne wa¨ren dann immer Schrittnummer und
Prozentangabe erforderlich. Eine einzige fortlaufende Zahl wa¨re fu¨r Algorithmen der
Bildverarbeitung aber viel besser zu handhaben, die sowohl die Schrittnummer als auch
das Timing innerhalb eines Schrittes repra¨sentieren kann. Dafu¨r wird in dieser Arbeit
die einheitslose reelle Schrittzahl θ verwendet. Hat sich die Schrittzahl um eins erho¨ht,
dann wurde der Laufzyklus genau einmal durchlaufen. Die ganzzahlige Schrittnummer
la¨sst sich leicht durch Abrunden der Schrittzahl ermitteln. Wird der Nachkommaanteil
der Schrittzahl mit 100 % multipliziert, kann das Timing der Ereignisse wie gewohnt in
Prozent erfolgen.
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2.1. Der menschliche Gang
Bei einem normalen gesunden Gang, durchlaufen die beiden Beine einen Laufzyklus
(siehe Abbildung 2.2) mit einem zeitlichen Versatz von etwa 50 %. Der Laufzyklus un-
terteilt sich grob in die Stand- und die Schwungphase. Neben dieser groben Einteilung
des Laufzyklus lassen sich weitere charakteristische Phasen und Zeitpunkte definieren. In
Abbildung 2.2 sind diese zu sehen. Phasen, in denen beide Beine Bodenkontakt haben,
wurden grau hinterlegt (erste und zweite Double-Support-Phase). Durch Identifizierung
von Ereignissen des Laufzyklus werden Operationen zur zeitlichen Normierung eines
jeden Schrittes mo¨glich. Das wiederum erlaubt Vergleiche gewonnener Daten:
• des linken und des rechten Beines
• eines Schrittes mit anderen Schritten des Probanden
• bei verschiedenen Geschwindigkeiten



























































Abbildung 2.2.: Zu sehen ist das Timing eines normalen Laufzyklus (im Uhrzeigersinn).
Die U¨bersetzung der Begriffe wurde [Ba¨r01] entnommen.
Weiterhin ero¨ffnen sich dadurch neue Mo¨glichkeiten der zeitlichen Modellierung des
menschlichen Ganges. Allerdings lassen sich nur fu¨r einige Ereignisse wirklich exakte
Zeitpunkte bestimmen, da Kameras zu diskreten Abtastzeitpunkten (meist a¨quidistant)
je ein Bild aufzeichnen. Wenn ein Ereignis jedoch zwischen zwei Abtastzeitpunkten ein-





Man unterscheidet Stand- und Schwungphase. Hat ein Bein Kontakt mit dem Boden,
(zum Beispiel Ferse, Sohle oder Zehen) befindet es sich in der Standphase. Diese la¨sst
sich zuna¨chst weiter unterteilen in:
• erste Doppelstandphase (First double support)
• Einzelstandphase (Single stance)
• zweite Doppelstandphase (Second double support).
Nach der zweiten Doppelstandphase geht das Bein in die Schwungphase, es hat dann
keinen Kontakt mit dem Boden und wird zum na¨chsten Standpunkt bewegt. Danach be-
ginnt der ganze Laufzyklus erneut. Die Standphase nimmt etwa 60 % des Laufzyklus ein.
Eine genauere Darstellung der Details der Standphase ist dem Anhang A zu entnehmen.
Schwungphase
Die Schwungphase ist fu¨r die eigentliche Bewegung des Probanden nicht relevant. Sie
ist aber notwendig, um das Schwungbein zum na¨chsten Standpunkt zu fu¨hren. Fu¨r das
Individuum ist es vorteilhaft, diesen Vorgang mo¨glichst energiearm zu gestalten. Fu¨r die
automatische Bildauswertung ist die Schwungphase etwas problematisch, weil hier die
gro¨ßten Geschwindigkeiten und Beschleunigungen auftreten, gleichzeitig aber auch die
meisten Selbstverdeckungen der beiden Beine stattfinden. Fu¨r einen Bildverarbeitungs-
algorithmus, der lediglich die Konturen der Beine auswertet, besteht in dieser Phase
die gro¨ßte Verwechslungsgefahr, weil die Beine natu¨rlich sehr a¨hnlich aussehen und sich
gleichzeitig auch noch sehr nahe kommen. Eine genauere Darstellung der Details der
Schwungphase ist dem Anhang A zu entnehmen.
2.1.2. U¨berlegungen zur Bildaufnahmefrequenz
Normalerweise wird die Bildwiederholrate eines Gera¨tes, wie einem Monitor oder ei-
ner Grafikkarte in Bilder je Sekunde (engl. frames per second, fps) angegeben. Bei der
Bildaufnahme mit einem synchronisierten Multikamerasystem ko¨nnte diese Einheit ir-
refu¨hrend sein, denn zu jedem Aufnahmezeitpunkt werden so viele Bilder geliefert, wie
Kameras verwendet werden. Deshalb wird in dieser Arbeit der Begriff Bildaufnahmefre-
quenz oder kurz Bildfrequenz mit der Einheit Hertz (1 Hz=1/s) benutzt. Die maximal
mo¨gliche Bildfrequenz ha¨ngt von der verwendeten Hardware (Kameras, Framegrabber,
Host) ab.
Aus technischen Gru¨nden wurden in dieser Arbeit die Bildsequenzen mit einer Bildfre-
quenz von 10 Hz oder 20 Hz aufgezeichnet. Es hat sich aber gezeigt, dass fu¨r derartig
dynamische Bewegungen, wie dem menschlichen Gang deutlich ho¨here Bildfrequenzen
wu¨nschenswert sind. Bei steigender Frequenz werden die A¨nderungen in den Bildern
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kleiner und es vereinfacht sich die Korrespondenzfindung von Zeitschritt zu Zeitschritt.
Bei der Ganganalyse treten die ho¨chsten Geschwindigkeiten in der Schwungphase des
Beines auf. Dabei ist die gro¨ßte theoretisch zu erwartende Geschwindigkeit des Beines
etwa 2.5 = 10.4 mal ho¨her als die mittlere Geschwindigkeit des Probanden. Das ha¨ngt mit
dem Timing des Laufzyklus zusammen, da die Standphase 60 % und die Schwungphase
40 % der Zeit in Anspruch nimmt. Das Sprunggelenk muss also den selben Weg in nur
etwa 40 % der Zeit zuru¨cklegen. Nach ersten Experimenten wurde der Faktor 2.5 auf
2.7 korrigiert, da durch Beschleunigungs- und Bremsphase die tatsa¨chlich gemessenen
Geschwindigkeiten des Sprunggelenkes etwas ho¨her als erwartet ausfallen.
vmax = 2.7 · v (2.3)
In der Seitenansicht besitzt das Bein am Sprunggelenk eine Breite von etwa 0.08 m.
Fu¨r die Korrespondenzfindung wa¨re es gu¨nstig, wenn sich von Zeitschritt zu Zeitschritt
das Bein nicht mehr als die Ha¨lfte seiner Breite bewegt, damit die Korrespondenz der
Kantenpunkte von Zeitschritt zu Zeitschritt einfach berechnet werden kann.
Wenn ein Fußga¨nger jedoch eine Durchschnittsgeschwindigkeit von 1.388 m/s (5 km/h)
besitzt, dann ist fu¨r das Sprunggelenk eine Ho¨chstgeschwindigkeit von 3.75 m/s zu erwar-
ten. Bei 10 Hz bewegt sich das Schwungbein je Zeitschritt um 0.375 m, dass ist deutlich
mehr als seine Breite. Voraussichtlich lassen sich bereits bessere Ergebnisse ab 100 Hz
aufwa¨rts erzielen. Denn dann bewegt sich das Schwungbein etwa 0.0375 m je Zeitschritt,
etwa 46 % seiner Breite am Sprunggelenk.
Aufgrund seiner geringen Breite wa¨ren fu¨r das Sprunggelenk maximale Wege von etwa
s = 0.03 m je Zeitschritt wu¨nschenswert. Die erforderliche Bildfrequenz fmax kann bei












Fu¨r hochdynamische Laufbewegungen, wie sie in der Sportmedizin bei der Beobachtung
eines Sprinters (10 m/s) auftreten, mu¨ssten demzufolge mindestens 900 Bilder je Se-
kunde aufgezeichnet werden! Um Bewegungsunscha¨rfe bei derartigen Geschwindigkeiten
zu reduzieren, mu¨ssen jedoch auch die Belichtungszeiten entsprechend kurz sein. Fu¨r
kurze Belichtungszeiten wird jedoch eine erhebliche Lichtmenge beno¨tigt, sodass eine
entsprechend leistungsfa¨hige Beleuchtung vorhanden sein muss. Nicht zuletzt besteht
die technische Herausforderung auch darin, alle beteiligten Kameras entsprechend zu
synchronisieren. Aus den genannten Gru¨nden versucht das hier gezeigte Verfahren mit
deutlich geringeren Bildfrequenzen auszukommen. Es beno¨tigt deshalb aber in jedem
Zeitschritt entsprechend gute Na¨herungswerte, damit eine gute Korrespondenz zwischen
den Kantenpunkten des Modells und denen des Bildes hergestellt werden kann.
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2.2. Ansa¨tze zur Bildfolgenauswertung
Ganz allgemein geht es bei der Bildfolgenauswertung zur Bewegungsanalyse darum, aus
den großen Datenmengen mo¨glichst relevante Informationen zu gewinnen. Ha¨ufig sind
das wenige Parameter, die sich fu¨r verschiedene Anwendungen aufbereiten lassen. Dabei
wird oft fu¨r jeden Zeitpunkt oder fu¨r eine Zeitspanne ein Satz von Parametern berechnet,
der die Bewegung repra¨sentiert. Meist sind diese Parameter einfach Zahlen, die sich zu
einem Vektor zusammenfassen lassen.
Die Haltung des Probanden zu einem bestimmten Zeitpunkt t wird dann durch diesen
Vektor beschrieben. Er wird in dieser Arbeit als Zustandsvektor xt bezeichnet. Im Zu-
standsvektor werden zum Beispiel Gro¨ßen, wie Weg, Gelenkwinkel oder Formparameter
repra¨sentiert. Auf eine Repra¨sentation der Ableitungen dieser Gro¨ßen, wie Geschwindig-
keiten oder Beschleunigungen wird in dieser Arbeit verzichtet, da mit Kameras lediglich
Momentaufnahmen in jedem Zeitschritt gemacht werden. Mit einem Messsystem, das
nur aus Kameras besteht, lassen sich nur reine Haltungen, also ein Satz statischer Pa-
rameter fu¨r jeden Zeitschritt direkt erfassen. In einem gewissen Rahmen la¨sst sich diese
Lu¨cke fu¨r bestimmte Anwendungen durch numerische Differenzierung der gemessenen
Folge von Zustandsvektoren schließen.
2.2.1. Ansa¨tze ohne explizites 3D-Modell
Eine mo¨gliche Strategie zur automatischen Bewegungsanalyse wa¨re die reine bottom-up
Erkennung mo¨glichst vieler Einzelkomponenten des sich bewegenden Probanden in den
Kamerabildern. Anschließend ko¨nnten diese Einzelkomponenten zusammengesetzt und
aus ihrer Lage zueinander der dahinter liegende Zustandsvektor berechnet werden. Dazu
ko¨nnen verschiedene Informationen aus den aufgenommenen Bildern verwendet werden.
Allerdings erfolgt die Bildauswertung fu¨r jeden Kamerakanal unabha¨ngig voneinander.
Das Problem dieses Ansatzes du¨rfte generell die Integration der Daten der einzelnen
Kamerakana¨le sein.
Die Bilder lassen sich in Konturen, Farben, Bewegungsmuster usw. zerlegen. Aus diesen
Informationen mu¨ssten dann visuell konstante Komponenten zum Beispiel Fuß, Unter-
schenkel, Oberschenkel oder Hu¨fte zu gro¨ßeren Einheiten gruppiert werden. Entlang der
Zeitachse ko¨nnten dann die typischen Bewegungseigenschaften und zusammenha¨ngen-
de Objekte ermittelt werden. Mit mehreren Kameras ließen sich theoretisch auch die
3D-Positionen und Orientierungen im Raum scha¨tzen. Aus der Lage zueinander erge-
ben sich dann die Gelenkwinkel. Ein explizites 3D-Modell wird nicht beno¨tigt, ledig-
lich die Topologie des Ko¨rpers. Standardkameras bilden bei einer Ganzko¨rperansicht
die einzelnen Ko¨rperteile nur mit geringer Auflo¨sung ab. Meist sind zu wenig Informa-
tionen vorhanden, um eine ausreichende Erkennungssicherheit zu gewa¨hrleisten. Hinzu
kommen Variationen der Erscheinung durch Perspektive, Deformationen und Beleuch-
tungsa¨nderungen. Bei den Beinen handelt es sich um relativ schlanke Ko¨rperteile mit
wenig Eigentextur. Die wenigen messbaren Bildelemente (zum Beispiel Kanten) liegen
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dann an den Ra¨ndern der Ko¨rperteile. Damit unterliegen sie wiederum der Interaktion
mit dem jeweiligen Hintergrund des Ko¨rperteils. Im einfachen Fall ist dies ein statischer
Hintergrund, aber im ungu¨nstigen Fall ko¨nnen dort auch bewegende Ko¨rperteile sein.
Weiterhin entsteht hier das Problem der (Selbst-)Verdeckungen.
Ein System zur Erkennung von Ko¨rperteilen wurde in [MPN98] vorgestellt. Die Erken-
nungssicherheit fu¨r die Beine liegt bei 70 %. Eine echtzeitfa¨hige Erkennungsstrategie
wurde von [BH94] sowie [Bau95] vorgestellt und von [Sie03] zum Tracking mehrerer
Personen erweitert. Ein Bewegungs-Detektor erkennt Fußga¨nger, deren Silhouetten u¨ber
der Zeit verfolgt werden. Durch Hauptkomponentenanalyse von Trainingsdatensa¨tzen
wurden die wichtigsten Variationen der Silhouetten ermittelt. Zur Repra¨sentation der
typischen Eigenschaften von Silhouetten reichen ca. 18 Parameter. So kann die Dimensi-
on des Zustandsvektors auf diese Zahl begrenzt werden. Mit diesen Parametern ko¨nnen
die wesentlichen Variationen der 2D-Silhouette dargestellt werden. Fu¨r die Vorhersage
(Prediktion) des jeweils na¨chsten Bewegungszustandes wird ein Kalmanfilter verwendet.
Entlang der Normalenvektoren1 der predizierten Silhouette wird nun nach Kantenpunk-
ten gesucht. Punkte mit hohem Kontrast innerhalb eines Suchbereiches (±3 Pixel) dienen
als Input fu¨r den Kalmanfilter. Das System ist echtzeitfa¨hig und damit sehr geeignet fu¨r
automatische U¨berwachungseinrichtungen. Die Ergebnisse der Analyse sind leider sehr
an die visuelle Erscheinung und wenig an die physikalisch ursa¨chlichen Gelenkwinkel ge-
knu¨pft. Es mu¨sste also quasi eine (Ru¨ck-)U¨bersetzung zwischen der Repra¨sentation der
visuellen Erscheinung und den Gelenkwinkeln erfolgen.
In [OG99] wird dies realisiert. Durch Anlernen von Bewegungszusta¨nden, gefolgt von
einer hierarchischen Hauptachsentransformation, werden die visuellen Zustandsvektoren
in physikalisch begru¨ndete u¨bersetzt, sodass sie fu¨r die Steuerung eines Skelettmodells
verwendet werden ko¨nnen. Unglu¨cklicherweise ist die Abbildung nichtlinear und mehr-
deutig. Durch die hohe Dimension des Zustandsvektors ist der Zustandsraum auch noch
sehr groß. Der Ansatz unterstu¨tzt zwar mehrere Kameras, aber nur relativ wenige Frei-
heitsgrade des Oberko¨rpers.
Um die Nichtlinearita¨t zwischen visuellem und physikalischen Zustandsraum zu u¨ber-
bru¨cken, bieten sich Lernverfahren an. Es muss eine ausreichend große Datenbank be-
reitgestellt werden, die den Zustandsraum hinreichend repra¨sentiert. Eine neue Index-
methode (Locality-Sensitive Hashing - LSH [GIM99]) zur Adressierung der Datensa¨tze
wurde in [SVD03] weiterentwickelt und zur Haltungsanalyse eingesetzt.
Silhouetten aufeinander folgender Zeitschritte werden auch in [Bra99b] als Input fu¨r die
Erkennung des dahinterliegenden physikalischen Zustandes verwendet. Dafu¨r mu¨ssen in
einer Trainingsphase Zustandsnachbarschaften aus vorgegebenen Sequenzen ermittelt
werden. Der Codierungsaufwand wird durch Entropieminimierung [Bra99a] klein gehal-
ten. Die Auswertung erfolgt in Echtzeit durch einen Viterbi-Algorithmus [For73]. Mehr-
deutigkeiten, die bei Verwendung von Silhouetten immer auftreten, werden dadurch im
zeitlichen Kontext aufgelo¨st. Die Linearkombination der Zustandsnachbarn ermo¨glicht
1genauer: Entlang einer optimierten Suchrichtung (Mahalanobis optimal search direction [Bau96])
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die Interpolation von vorher nicht antrainierten Zwischenzusta¨nden und damit sanfte Be-
wegungsabla¨ufe. Es ko¨nnen nur antrainierte Folgen und Kombinationen daraus erkannt
werden. Demonstriert wird dies an einigen typische Bewegungsfolgen. Das Verfahren ar-
beitet monokular, kann aber auf Multikamerasysteme erweitert werden. Als Ergebnis
liefert das Online-System Zustandsvektoren mit physikalischer Bedeutung.
Das System von [RS98] erlaubt die Verfolgung von mehreren Personen. Es basiert auf der
Extraktion von Silhouetten durch Vorder-Hintergrundtrennung und kann die Verdeckun-
gen aneinander vorbei laufender Personen u¨berbru¨cken. Eine Messung der 3D-Entfernung
ist mo¨glich, allerdings werden keine Details der Bewegung wie zum Beispiel Gelenkwinkel
erfasst.
In [BY95] wurden deformierbare, zuna¨chst voneinander unabha¨ngige 2D-Patches zur
Modellierung der Bewegung von Gesichtspartien eingesetzt. Der Versatz zwischen Grau-
werten von Patch und Bild wird mittels des Optischen Flusses minimiert, indem die
Lageparameter der Patches gea¨ndert werden. Damit kann die Bewegung zum Beispiel
von Augenbrauen, Augenliedern und Mund bestimmt werden. In [JBY96] wurden diese
Patches federnd miteinander verbunden, sodass ihre Freiheitsgrade nicht mehr unab-
ha¨ngig voneinander sind, was der Robustheit zugute kommt. Er zeigt mit ’Cardboard
People’, dass sich dieses Prinzip auch zur Analyse von Beinbewegungen eines Probanden
anwenden la¨sst. Dies wird unter relativ konstanten Beleuchtungsbedingungen eines Pro-
banden auf einem Laufband demonstriert. Es werden voraussichtlich gute Kontraste auf
den Oberfla¨chen der Ko¨rperteile beno¨tigt, da das Verfahren letztlich auf dem Optischen
Fluss basiert. Wichtige Informationen wie die Grauwertgradienten an den Ko¨rperteil-
grenzen mu¨ssen wahrscheinlich ignoriert werden, da sie sich u¨ber der Zeit durch Inter-
aktion mit dem jeweiligen Hintergrund oder anderen Ko¨rperteilen a¨ndern. Der Optische
Fluss basiert aber auf dem grundlegenden Ansatz, dass die Intensita¨tsfunktion im Bild
u¨ber der Zeit konstant bleibt.
[BM98] verwendet bereits ein Objektkoordinatensystem zur Beschreibung der Bewe-
gung des Torsos (3×Rotation, 2×Translation, 1×Skalierung) und kinematische Ketten
als Bewegungsmodell der Extremita¨ten (je Ko¨rperteil einen Gelenkwinkel). Ein einfaches
Kameramodell (Parallelprojektion) und die Beschreibung der Bewegung relativ zum vor-
hergehenden Zeitschritt erlaubt ein unkompliziertes Aufstellen des Gleichungssystems.
Es basiert im Grundprinzip wieder auf dem Optischen Fluss, diesmal ko¨nnen jedoch kine-
matische Randbedingungen, wie Gelenkfreiheitsgrade beru¨cksichtigt werden. Als Modell
fu¨r die Ko¨rperteile verwendet er dreidimensionale Ellipsoiden (Blobs). Die Lo¨sung ei-
ner quadratischen Gleichung erlaubt dabei die Berechnung des Schnittpunktes zwischen
Sehstrahl und Blob. Form und Selbstverdeckungen der Ko¨rperteile werden durch so-
genannte Support Maps (Layer [WA94]) beru¨cksichtigt. Diese beschreiben, mit welcher
Wahrscheinlichkeit ein Pixel zu welchem Ko¨rperteil oder dem Hintergrund geho¨rt. Die-
ses Modell wurde von [JB93b] sowie [JB93a] vorgestellt und wird ’EM-based layered
repra¨sentation’ genannt. EM2 steht hierbei fu¨r Expectation Maximization [DLR77]. Da-
2Zu diesem Algorithmus findet man viel im Internet, kurz und versta¨ndlich sind die Gleichungen in
[SW98] zusammengefasst.
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mit werden die Zugeho¨rigkeiten eines Pixels zu jedem Layer gescha¨tzt. Diese Scha¨tzung
sowohl der Freiheitsgrade als auch der Pixelzugeho¨rigkeiten erfolgt abwechselnd iterativ.
[HLF00] erweiterte das Verfahren und rekonstruierte die 3D-Bewegungen des ganzen
Ko¨rpers aus monokularen Videosequenzen und bestimmt die Grauwertstruktur der Pat-
ches nicht nur in einem ausgewa¨hlten Zeitschritt, sondern durch gewichtete Mittelwert-
bildung verschiedener vorausgehender Zeitschritte.
Bei den meisten Ansa¨tzen ohne ein explizites 3D-Modell ist es nur schwer mo¨glich, be-
kanntes a priori Wissen in die Bildanalyse einfließen zu lassen. Da aber keine Marker
verwendet werden du¨rfen, gehen wesentliche Informationen verloren, die gerade durch
a priori Wissen ersetzt werden mu¨ssen.
2.2.2. Ansa¨tze mit expliziten 3D-Modellen
Im Gegensatz zu den Algorithmen des vorherigen Abschnitts erlauben Ansa¨tze mit ex-
pliziten 3D-Modellen eine gute Repra¨sentation von vorhandenem Wissen u¨ber die Ko¨r-
pergeometrie. Diese Ansa¨tze gehen davon aus, dass ein Modell, also eine Beschreibung
des zu verfolgenden Objektes, im 3D-Raum vorhanden ist. Aus der Computeranima-
tion sind zahlreiche Methoden der Modellierung bekannt. Ausgefeilte Kameramodelle
mit Renderingmethoden, die in Hardware realisiert sind, erlauben bereits die Synthe-
se photorealistischer Bilder mit erheblicher Szenenkomplexita¨t in Echtzeit. Vor allem
die Mensch-Modellierung ist ein gut untersuchter Bereich [Rat98]. In Computerspielen
werden sie als sogenannte Character zur Animation von Spielfiguren eingesetzt. Zur Er-
mittlung eines Ko¨rpermodells und der Erscheinung des Probanden ko¨nnen kommerzielle
Body-Scanner eingesetzt werden [Ste04]. Ein solches Ko¨rpermodell diente in [SBB00] als
Grundlage zur Bewegungsanalyse.
Die verwendeten Modelle bestehen meist aus einem Skelett und einem Oberfla¨chenmo-
dell. Das Skelett dient der Beschreibung der Bewegungen der Komponenten des Modells.
Es u¨bersetzt die Komponenten des Zustandsvektors in Translationen und Rotationen des
Oberfla¨chenmodells. Das Oberfla¨chenmodell dient der Visualisierung. Es entha¨lt alles,
was zur Beschreibung der visuellen Eigenschaften und zur Objektverfolgung beno¨tigt
wird.
Zur Anwendung der gut ausgearbeiteten Modellierungskonzepte in der Bildverarbei-
tung wird meist eine Form des Analyse-durch-Synthese Konzeptes eingesetzt [AHS89],
[LBK90], [Bus89] und [Koc93]. Abbildung 2.3 zeigt eine U¨bersicht. Es wird eine Struk-
tur a¨hnlich einem Regelkreis eingesetzt, um die Abweichungen zwischen synthetischem
Bild und realem Bild iterativ zu minimieren. Der Zustandsvektor des Modells muss so
lange gea¨ndert werden, bis es der abgebildeten Person im Kamerabild entspricht. Die
meisten Verfahren maximieren eine Gu¨tefunktion oder minimieren den Fehler zwischen
synthetischem Bild und realem Kamerabild.


























Abbildung 2.3.: Analyse-durch-Synthese Konzept (vereinfacht)
dung geht es in erster Linie um eine exakte Synthese der Grauwerte. Als Fehlerkriterium
kommt dann die pixelweise Differenz der reinen Grauwerte in Frage, die mit einem Ansatz
a¨hnlich dem Optischen Fluss minimiert wird. In der Praxis werden lediglich die Kan-
tenpunkte verwendet, die ausreichenden Kontrast bieten. Da das Verfahren differenziell
arbeitet, hat dies jedoch gerade bei hohen Ortsfrequenzen den Nachteil, dass verglichen
mit der Ortsfrequenz nur relativ langsame Bewegungen mit kleinen Verschiebungen im
Bild auftreten du¨rfen. Fu¨r die Bildcodierung (zum Beispiel Netmeeting) ist dieser Ansatz
interessant, weil sich ha¨ufig die Haltung von sprechenden Personen in Bildsequenzen von
Zeitschritt zu Zeitschritt nur wenig a¨ndert und deshalb bereits gute Na¨herungen des Zu-
standsvektors aus dem vorhergehenden Zeitschritt vorhanden sind. In den urspru¨nglichen
Vero¨ffentlichungen ging es zum Beispiel darum, die kleinen Bewegungen eines sitzenden
Sprechers mit gutem Grauwert-Kontrast ohne Verdeckungen zu modellieren. Dies ist ein
verha¨ltnisma¨ßig einfacher Fall, verglichen mit den erheblichen Geschwindigkeiten und
Beschleunigungen, die im Beinbereich bereits bei einem langsamen Gang auftreten (sie-
he Abschnitt 2.1.2). Zusa¨tzliche Schwierigkeiten stellen Selbstverdeckungen der Beine
und der geringe Kontrast der Haut in diesen Regionen dar.
Eine exakte Synthese der Grauwerte ist fu¨r die Bewegungsanalyse jedoch zweitrangig.
Eigentlich sind hier nur die Verschiebungen zwischen Modell und Bild zu berechnen.
Spa¨ter wird beschrieben, wie dies genau geschieht und welche Abweichungen zwischen
Modell und Bild letztlich minimiert werden.
Wesentlich gro¨ßere Abweichungen lassen sich durch Suchverfahren mit Vorwa¨rts (For-
ward) Kinematik (VK) verringern (siehe Abbildung 2.4). Mit wahrscheinlichkeitsbasier-
ten Ansa¨tzen wie Genetischen Algorithmen oder Partikelfiltermethoden lassen sich die
Zustandsvektoren gewinnen. Zum Beispiel stammt der CONDENSATION Algorithmus
[BI98] aus den aktiven Konturmodellen und verfolgt mehrere Hypothesen der Bewegung
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Abbildung 2.4.: Analyse-durch-Synthese Konzept: Zur Bestimmung der unbekannten
Parameter wird eines der zahlreichen Suchverfahren eingesetzt. Dadurch
kann unter Umsta¨nden der Schritt einer expliziten Korrespondenzfin-
dung eingespart werden. Allerdings ist der Suchraum bei einem Mensch-
Modell hochdimensional und damit sehr groß.
parallel. Nach einigen Zeitschritten erfolgt eine Selektion. Es wird dann die Hypothese
mit der gro¨ßten Wahrscheinlichkeit ausgewa¨hlt [DDR01]. Dadurch gewinnen die Verfah-
ren an Robustheit und die Mo¨glichkeit, visuelle Mehrdeutigkeiten aufzulo¨sen. Allerdings
muss man bedenken, dass der Zustandsraum bei einem menschlichen Skelett hochdi-
mensional ist und damit der Suchraum bereits fu¨r einfache Modelle schnell sehr groß
wird. Fu¨r eine vernu¨nftige Modellierung der Verteilungsfunktion wird dann aber eine
sehr große Anzahl an Partikeln oder Individuen (bei Genetischen Algorithmen) beno¨tigt.
Jedes Individuum repra¨sentiert dann einen Zustandsvektor, der jedes Mal die gesamte
Synthesekette durchlaufen muss. Deshalb erlauben diese Verfahren meist keine Echtzeit,
ihre Implementierung ist jedoch ha¨ufig einfacher als die im Folgenden beschriebenen
Verfahren.
Besser geeignet erscheinen Algorithmen der inversen Kinematik und Trajektorienpla-
nung. Beides sind gut studierte Bereiche der Robotik und mittlerweile auch der Compu-
tervisualistik. [TGB00] stellt die verschiedenen Ansa¨tze fu¨r echtzeitfa¨hige Systeme vor.
Fu¨r die Bildauswertung mu¨ssen diese Verfahren etwas angepasst werden. Voraussetzung
dafu¨r ist die korrekte Korrespondenz zwischen Ko¨rperpartien des Modells und denen des
Probanden im Bild. Verschiebungen werden dadurch messbar und lassen sich verwenden,
um den Zustandsvektor gezielt zu a¨ndern, Abbildung 2.5 zeigt dies. Eine explizite Kor-
respondenzfindung war in den beiden vorhergehenden Ansa¨tzen nicht notwendig. Beim
ersten Ansatz (Abbildung 2.3) wurde gefordert, dass die Lageabweichungen zwischen Mo-
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dell und Bild sehr klein sein mu¨ssen und die Korrespondenz dadurch bereits existiert.
Beim zweiten Ansatz nach Abbildung 2.4 wurden alle mo¨glichen Korrespondenzen durch




































Abbildung 2.5.: Analyse-durch-Synthese Konzept: Zur Bestimmung der unbekannten
Parameter wird ein iterativer Prozess a¨hnlich eines Regelkreises ver-
wendet.
Die Suche nach einzelnen Ko¨rperteilen im Bild wird durch gute Na¨herungswerte fu¨r
die Haltungsparameter des Modells erleichtert. Im synthetischen Bild ist die Lage al-
ler Ko¨rperpartien des Modells bekannt und es wird davon ausgegangen, dass sich im
realen Bild die Ko¨rperteile des Probanden in ihrer Na¨he befinden mu¨ssen. Oft wird als
Na¨herungswert der Zustandsvektor des vorhergehenden Zeitschrittes verwendet oder ei-
ne Vorhersage daraus berechnet. Fu¨r das erste Bild der Sequenz stellt sich aber immer
die Frage, wie die Na¨herungswerte des Zustandsvektors und der a¨ußeren Erscheinung
ermittelt werden ko¨nnen. Dies wird als Bootstrappingproblem [GD96] bezeichnet und
von den meisten bestehenden Systemen einfach durch manuelle Eingaben u¨berbru¨ckt.
Das Problem stellt sich ebenfalls innerhalb einer Bildsequenz, wenn aus verschiedenen
Gru¨nden das kontinuierliche Tracking unterbrochen wurde. Zur automatischen Lo¨sung
des Bootstrappingproblems sei auf die direkten bildbasierten Ansa¨tze verwiesen [MG01].
Der Bereitstellung von guten Na¨herungswerten fu¨r den Spezialfall Ganganalyse wurde
in dieser Arbeit das Kapitel 9 gewidmet.
Die Modellierung der einzelnen Elemente der Synthesekette ist aus der Robotik, der
Photogrammetrie und Computergrafik bekannt. Damit la¨sst sich viel a priori Wissen
fu¨r die Bildauswertung einbringen. Theoretisch la¨sst sich das Modell soweit verfeinern,
dass durch Beru¨cksichtigung von Tra¨gheitseigenschaften des Probanden eine dynamische
Modellierung mittels Mehrko¨rperphysik denkbar erscheint. Dies erfordert unter den ge-
gebenen Umsta¨nden jedoch einen erheblichen Aufwand, der fu¨r die reine Bildauswertung
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wenig Nutzen bringt.
Natu¨rlich mu¨ssen fu¨r den Ansatz jeweils passende Modelle bereit gestellt werden. Will
man statt eines menschlichen Probanden die Bewegung von Tieren analysieren, muss
ein Ko¨rpermodell mit entsprechender Geometrie vorhanden sein. Die Algorithmen selbst
lassen sich oft fu¨r andere Problemstellungen verwenden. Fu¨r die konkrete Zielsetzung der
Ganganalyse erscheint das Ko¨rpermodell eines Menschen ausreichend, sofern sich einige
wichtige Parameter anpassen lassen. Dadurch ko¨nnen zum Beispiel die anthropometri-
schen Besonderheiten zwischen ma¨nnlichen und weiblichen Probanden beru¨cksichtigt
werden. Im einfachsten Fall la¨sst sich zumindest Ko¨rpergro¨ße und Ko¨rpermasse a¨ndern.
Der modellbasierte Ansatz bietet weitere Vorteile. Da jeder einzelne Schritt der Syn-
thesekette bekannt ist, ko¨nnen Selbstverdeckungen, Beleuchtungs- und Forma¨nderungen
vorhergesagt und beachtet werden. Weiterhin lassen sich physikalische Randbedingungen
wie Massentra¨gheit und begrenzte Beschleunigungen formulieren.
2.2.3. Der verwendete Ansatz
Die bereits genannten Gru¨nde sprechen fu¨r einen modellbasierten Ansatz. Deshalb soll
er auch in dieser Arbeit verfolgt werden. Nach einer Einfu¨hrung in die mathematischen
Grundlagen wird der Pseudocode eines Algorithmus angegeben und U¨berlegungen zur
Genauigkeit angestellt. Die hier noch nicht genannten Probleme des Ansatzes werden im
spa¨teren Verlauf der Arbeit gezeigt und genauer analysiert. Gefundene Lo¨sungen werden
dargestellt.
Das mathematische Ru¨stzeug
In dieser Arbeit werden Vektoren und Matrizen fettgedruckt dargestellt. Matrizen wer-
den durch große und Vektoren durch kleinen Buchstaben gekennzeichnet. Es wird da-
von ausgegangen, dass sich alle Bewegungsgro¨ßen des Systems in einem Zustandsvek-
tor x darstellen lassen. Ha¨ngt der Zustandsvektor von der Zeit ab, wird er x(t) ge-
schrieben. Punkte im Weltkoordinatensystem erhalten normalerweise das Formelzeichen
w. Ein tiefgestellter Index, zum Beispiel wi beschreibt die Punktkoordinaten genauer.
wi = [xi, yi, zi]T wird geschrieben, wenn die Vektor-Komponenten des Punktes in den
Koordinatenrichtungen explizit beno¨tigt werden. Die fu¨r das Versta¨ndnis des Ansatzes
zuna¨chst unwichtigen Gewichtsfaktoren zur Scha¨tzung der Genauigkeit werden erst ein-
mal weggelassen, im Anhang C sind diese aber beru¨cksichtigt.
Entsprechend Abbildung 2.5 la¨sst sich eine abstrakte Formulierung fu¨r die Bildsynthese
aufstellen. Jedes Ka¨stchen wird hier als Funktion dargestellt. Das Modell des Skeletts
eines Probanden wird als eine nichtlineare Funktion s(x,S) formuliert, die aus dem Zu-
standsvektor die Bewegung der Gelenkpunkte oder Ko¨rperteile berechnet. In Kapitel 3
wird das Skelettmodell na¨her beschrieben. Modellwissen u¨ber die genaue La¨nge der Ele-
mente des Skeletts sei in der konstanten Matrix S repra¨sentiert. Der Zusammenhang
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zwischen Zustandsvektor und Lage des Skeletts im 3D-Raum sei durch eine nichtlineare
Funktion s(. . .) dargestellt.
Das Skelett wird verwendet, um eine Formbeschreibung f(s(x,S),F) des Probanden ent-
sprechend dem vorgegebenen Zustandsvektor zu deformieren. Mo¨glichkeiten der Form-
beschreibung werden in Kapitel 4 vorgestellt. Vorwissen u¨ber die genaue Form des Pro-
banden sei zuna¨chst in der konstanten Matrix F angenommen. Fu¨r jeden beliebigen
Zustandsvektor lassen sich nun die 3D-Koordinaten eines jeden Punktes der Modello-
berfla¨che ermitteln.
w(x) = f(s(x,S),F) (2.5)
Mit einem Kameramodell p(x) = k(. . . ,K) lassen sich diese Punkte in jedes Kamera-
bild projizieren. Dies wird in Kapitel 5 na¨her erla¨utert. Weil die Kameras als statisch
angenommen werden, ist die Matrix K konstant, sie entha¨lt alle Parameter, die zur Be-
schreibung einer Kamera beno¨tigt werden (zum Beispiel Lage, Orientierung, Brennweite,
Hauptpunkt usw.).
p(x) = k(f(s(x,S),F),K) (2.6)
Da einige/alle innere Funktionen nichtlinear sind, ist auch p(x) nichtlinear.
In jedem Kamerabild werden Zielpunkte zi in einem Kamerabild vorgegeben. Der Zu-
standsvektor x wird so bestimmt, dass fu¨r jeden Zielpunkt die folgende Bedingung erfu¨llt
sein soll:
p(x, i) = zi (2.7)
Durch Umformen zi − p(x, i) = 0 erha¨lt man ein Gleichungssystem der Form f(x) = 0.
Solche Gleichungen lassen sich nach [BSG+96] mit der Methode vonNewton-Kantorowitsch
lo¨sen. Dabei erfolgt eine Taylorreihenentwicklung um einen vorzugebenden Na¨herungs-
wert xk mit (k=0,1,. . . ):
f(x) = f(xk) +
∂f(xk)
∂xk
(x− xk) + rˆ(x) (2.8)
Und es wird iterativ ein besserer Vektor xk+1 berechnet:




Aus [BSG+96] stammt das folgende Zitat:
Die Methode von Newton-Kantorowitsch konvergiert sehr rasch fu¨r Start-
werte, die bereits hinreichend nahe an der Lo¨sung liegen. Die Konvergenz-
geschwindigkeit ist dann mindestens quadratisch. Fu¨r schlechte Startwerte
kann jedoch dieses Verfahren vo¨llig versagen.
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Aus diesem Ansatz hat sich in der Photogrammetrie der im Folgenden beschriebene Lo¨-
sungsansatz zur Bu¨ndelblockausgleichung etabliert, bei dem die Lo¨sung meist durch das
Gauss-Newton und manchmal auch durch das Levenberg-Marquardt-Verfahren ermittelt
wird. Der Hauptvorteil des Gauss-Newton-Verfahrens ist die Abscha¨tzung der Genau-
igkeit der gefundenen Parameter (siehe Anhang C.9). Weiterhin besitzt es eine rasche
Konvergenz. Zur Steigerung der Genauigkeit wird versucht, mo¨glichst wesentlich mehr
Zielpunkte vorzugeben als es unbekannte Parameter im Vektor x gibt. Es la¨sst sich ei-
ne klassische Fehlerfunktion nach der L2-Norm (Methode der kleinsten Fehlerquadrate)




[|zi − p(x, i)|]2 → min (2.10)
Die Nichtlinearita¨t von p(x, i) bereitet noch Probleme bei der Suche nach dem Minimum.
Wird ein guter Na¨herungswert des Zustandsvektors xk vorgegeben, la¨sst sich die Funk-
tion p(x, i) mittels einer Taylorreihenentwicklung linearisieren:
p(x, i) = p(xk, i) +
∂p(xk, i)
∂xk
· (x− xk) + r(x, i) (2.11)
Dabei ist r(x, i) das Restglied, in dem die Terme ho¨herer Ordnung zusammengefasst
werden. Voraussetzung fu¨r die Reihenentwicklung ist die Mo¨glichkeit der Berechnung
der ersten Ableitung ∂p(x,i)∂x am Na¨herungswert xk. Die Ableitung ist eine Matrix mit so
vielen Spalten, wie es Elemente im Zustandsvektor x gibt. Fu¨r einen Zielpunkt im Bild






∆x = x− xk (2.13)
la¨sst sich die Taylorreihe wie folgt umschreiben:
p˜(∆x, i) = p(xk, i) + Ji(xk) ·∆x+ r(xk +∆x, i) (2.14)
Wird dies fu¨r jeden Punkt i getan, entsteht durch Untereinanderschreiben ein lineares
Gleichungssystem, bei dem der Vektor z die Zielpunktkoordinaten zi und der Vektor
p(xk) die Modellpunktkoordinaten p(xk, i) im Bild bei einem gegebenen Na¨herungswert
xk enthalten. Dabei ist z als Soll -Wert und p(xk) als Ist-Wert der Struktur (Regelkreis)
nach Abbildung 2.5 aufzufassen.
Sto¨rungen, zum Beispiel durch Rauschen, sollen im Vektor n repra¨sentiert werden.
p(xk) + J(xk) ·∆x+ r(. . .) = z− n (2.15)
J(xk) ·∆x = z− p(xk)− n− r(. . .) (2.16)
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Die Abweichung zwischen Soll- und Ist-Wert des Regelkreises wird im Vektor ∆y =
z−p(xk) repra¨sentiert. Das Restglied r(. . .) und das Rauschen n werden als unbekannte
Gro¨ßen zum Vektor der Verbesserungen v = −n− r(. . .) zusammengefasst.
J(xk) ·∆x = ∆y + v (2.17)
Durch Ignorieren der Verbesserung erha¨lt man ein sehr u¨bersichtliches Gleichungssystem:
J(xk) ·∆x ≈ ∆y (2.18)
J(xk) ·∆x ≈ z− p(xk) (2.19)
Dabei ist ∆x die A¨nderung des bisherigen Zustandsvektors xk und ergibt sich durch
Lo¨sung von Gl.(2.18). Zur Berechnung des na¨chsten (besseren) Zustandsvektors xk+1
wird Gl.(2.13) umgeformt:
xk+1 = xk +∆x (2.20)
Zwei Gru¨nde verbieten in Gl.(2.18) und Gl.(2.19) die Verwendung des ’=’ Zeichens. Er-
stens wurde das Restglied r(. . .) weggelassen und zweitens ist das Gleichungssystem (2.18)
je nach Punktanzahl u¨berbestimmt. Dann la¨sst sich Gl.(2.15) selbst mit Restglied nicht
exakt aufrecht erhalten, dies wurde zuvor durch den Vektor n beru¨cksichtigt. Beide
Terme wurden zu einem Vektor der Verbesserungen v zusammengefasst und es wird
gefordert, dass das Quadrat der Verbesserungen vTv minimal wird.
J(xk) ·∆x−∆y = v (2.21)
vTv → min (2.22)
Dabei entspricht vTv → min der Gl.(2.10), jedoch in linearisierter Form. Aus [Lin99]
stammen die folgenden Gleichungen3 , von denen nur die letzte wirklich verwendet wird:
vTv = (∆xTJT −∆yT )(J∆x−∆y) = ∆xTJTJ∆x− 2∆xTJ∆y +∆yT∆y (2.23)
Zur Bestimmung des Minimums dieser quadratischen Form ist die partielle Ableitung
von Gl.(2.23) nach ∆x zu berechnen und diese zu Null zu setzen. Man erha¨lt das lineare
Gleichungssystem (Normalgleichungen)
JTJ∆x− JT∆y = 0 (2.24)
mit der gescha¨tzten A¨nderung des Zustandsvektors:
∆x = (JTJ)−1JT∆y (2.25)
Dies ist ein mo¨gliches Lo¨sungsverfahren fu¨r nichtlineare Gleichungen, das nicht zwin-
gend konvergieren muss. In der Praxis hat sich dieser Ansatz aber als sehr brauchbar
3 Der Ausdruck (xk) fu¨r die Abha¨ngigkeit der Jacobimatrix J(xk) vom aktuellen Zustandsvektor xk
wurde aus Gru¨nden der U¨bersichtlichkeit weggelassen.
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herausgestellt. Alternative Methoden wie der klassische Gradientenabstieg wurden nicht
untersucht, da das vorgestellte Verfahren keine wirklichen Konvergenzprobleme zeigte.
Wie der weitere Verlauf dieser Arbeit noch zeigen wird, ist nicht die Minimierung der
nichtlinearen Funktion das eigentliche Problem des gewa¨hlten Ansatzes, sondern die Be-
reitstellung korrekter Zielpunkte (Korrespondenzproblem) und die dafu¨r erforderlichen
Na¨herungswerte des Zustandsvektors x0.
Der verwendete Algorithmus
Das mathematische Ru¨stzeug besteht im Wesentlichen aus linearer Algebra. Die Schwie-
rigkeit besteht zuna¨chst in der Gewinnung des Modells p(xk). Außerdem mu¨ssen die
partiellen Ableitungen ∂p(xk)∂xk berechnet werden, damit die Jacobimatrix J(xk) aufge-
stellt werden kann. Dies wird Gegenstand der drei Kapitel u¨ber die Modellierung sein.
Fu¨r die Modellapproximation werden durch die Software die folgenden Schritte durch-
gefu¨hrt:
1. Stelle einen mo¨glichst guten Na¨herungswert fu¨r den Zustandsvektor x0 bereit
2. Stelle das/ein Vorwa¨rtsmodell (zum Beispiel p(xk)) auf, mo¨glichst unter Beru¨ck-
sichtigung von Verdeckungen
3. Stelle die Korrespondenz zwischen Modell und Bild her (Bereitstellung von z)
und berechne die Abweichungen ∆y zwischen Modell und Bild (im Wesentlichen
Verschiebungen)
4. Leite die Modellpunktkoordinaten nach dem Zustandsvektor ab (∂p(xk)∂xk ) und baue
damit die Jacobimatrix J(xk) auf
5. Wiederhole die Schritte 2 bis 4, fu¨r eine große Anzahl von Punkten, damit Gl.(2.18)
ausreichend u¨berbestimmt ist
6. Lo¨se das Gleichungssystem mit Gl.(2.25) und erhalte ∆x
7. A¨ndere den Zustandsvektor mit Gl.(2.20) und verwende ihn als besseren Na¨he-
rungswert
8. Wiederhole Schritte 2 bis 7, bis Konvergenz erreicht ist
Das Ganze wird aufwendig, weil die analytische Ableitung (Schritt 4) des Modells nach
den Zustandsvektorkomponenten relativ kompliziert ist. Es ist aber jederzeit mo¨glich,
die Ableitungen (zum Beispiel zur Probe) numerisch nach Anhang F durchzufu¨hren. Je
nach Anzahl der Zustandsvektorkomponenten und der verwendeten Modelle ist dies aber
rechenzeitintensiv. Besser ist die analytische Berechnung der Differenziale, zumal in der
Literatur ein automatischer Formalismus existiert (siehe Anhang E). Deshalb werden
die Ableitungen fu¨r jede Stufe der Modellierung angegeben. So la¨sst sich das Modell
zuna¨chst im 3D-Raum ableiten und diese Ableitungen mit dem Kameramodell nach




In dieser Arbeit wird ha¨ufig ein u¨berbestimmtes Gleichungssystem J · ∆x = ∆y zur
Scha¨tzung des unbekannten Zustandsvektors x verwendet. Erfolgt die Parameterscha¨t-
zung durch Ausgleichsrechnung (Zusammenfassung in Anhang C aus [Luh00]), la¨sst sich
die Standardabweichung einer Unbekannten des Zustandsvektors x mit Gl.(2.26) berech-
nen.
σˆi = σˆ0 · √qii (2.26)
Dabei ist qii das Hauptdiagonalelement der Matrix Q = (JTJ)−1, aus der bekannten
Formel zur Lo¨sung u¨berbestimmter Gleichungssysteme ∆x = (JTJ)−1JT · ∆y (siehe
auch Anhang B). Eine kleine Standardabweichung der Unbekannten x ist ein ha¨ufig
verwendetes Indiz fu¨r eine hohe Genauigkeit der gescha¨tzten Parameter.






v = J ·∆x−∆y (2.28)
mit der Redundanz:
r = n− u (2.29)
Dabei ist n die Anzahl der Beobachtungen (Gleichungen) und u die Anzahl der unbekann-
ten Parameter. Nun ist leicht einzusehen, dass sich eine kleine Standardabweichung durch
eine hohe Redundanz r erreichen la¨sst. Deshalb ist man bestrebt, fu¨r die Modellappro-
ximation mo¨glichst deutlich mehr Beobachtungen als unbekannte Modellparameter zu
erhalten. Es ist bekannt, dass mit einer hohen Redundanz nicht nur die Genauigkeit der
zu scha¨tzenden Parameter, sondern auch die Robustheit gegen Sto¨rungen oder Ausreißer
steigt.
Die Anzahl unabha¨ngiger Beobachtungen n ist leider durch die verfu¨gbaren Informatio-
nen begrenzt, zum Beispiel durch die Eigentextur des Messsobjektes, die Bildauflo¨sung
oder die Anzahl der Kameras. Gema¨ß Gl.(2.29) la¨sst sich die Redundanz auch erho¨hen,
indem die Anzahl der unbekannten Parameter u verkleinert wird. Das ist auch der Grund,
weshalb man bestrebt ist, mo¨glichst einfache Modelle mit mo¨glichst wenigen Parametern
zu verwenden. Leider ko¨nnen zu einfache Modelle die physikalischen Gegebenheiten nur
begrenzt wiedergeben und es entstehen systematische Fehler. Das a¨ußert sich dann in
einer Vergro¨ßerung von vTv und gema¨ß Gl.(2.27) damit auch wieder in einer steigenden
Standardabweichung a posteriori σˆ0.
Um eine mo¨glichst hohe Genauigkeit zu erreichen, muss also ein Kompromiss fu¨r die
optimale Parameteranzahl gefunden werden. Zum einen darf sie nicht zu klein werden,
weil das Modell auf das Problem angepasst bleiben muss und zum anderen darf sie nicht
gro¨ßer werden, als Bild-Information zur Verfu¨gung steht, da sonst die Redundanz des
Gleichungssystems und damit auch wieder die Genauigkeit sinkt.
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Das Analyse-durch-Synthese Konzept wurde bereits in Abschnitt 2.2.2 erla¨utert. Der
Hauptvorteil ist die Mo¨glichkeit, a priori Wissen durch eine detaillierte Modellierung ein-
zubringen. Modelliert werden der menschliche Ko¨rper bestehend aus Skelett und Ober-
fla¨chenbeschreibung, sowie das abbildende System (Aufbau von Kameras).
3.1. Festlegung des Weltkoordinatensystems
Große Teile der verwendeten Koordinatentransformationen wurden aus [Wac97] u¨ber-
nommen. Die absolute Lage aller Komponenten des Messsystems, wie Kameras und
Messobjekte, werden in einem globalen rechtsha¨ndigen Koordinatensystem angegeben.
Es wird Weltkoordinatensystem (WKS) genannt und so definiert, dass die xy-Ebene ex-
akt auf einem als eben angenommenen Boden liegt. Dabei zeigt die z-Achse nach oben
(Abbildung 3.1) und die Koordinate z=0 kennzeichnet einen Punkt auf dem Boden. Die
Hauptbewegungsrichtung eines Probanden erfolgt entlang der x-Achse des Weltkoordi-







Abbildung 3.1.: Laufbereich und Festlegung des Weltkoordinatensystems (WKS)
Aus dieser Festlegung resultieren die folgenden Vorteile:
• Ein 2D-Lageplan des Messfeldes mit Kameras und Probanden ergibt sich durch
Weglassen der z-Koordinate.
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• Dadurch ist es relativ einfach, manuell Werte vorzugeben oder zu interpretieren.
• Die Ho¨henangaben sind an der z-Achse abzulesen.
• Die Orientierung von Ko¨rperteilen kann relativ zum Boden (WKS) angegeben
werden.
• Der Verlust eines Freiheitsgrades1 von Rotationsmatrizen kann weitgehend vermie-
den werden.
• Kollisionen des Ko¨rpermodells mit dem Boden sind einfach zu u¨berpru¨fen (z<0).
3.2. Ein (zu) einfaches Skelettmodell
Der folgende Abschnitt beschreibt ein sehr einfaches Skelettmodell. Es ist etwa in einem
Tag zu implementieren. Am Ende des Abschnittes werden jedoch seine Grenzen gezeigt
und um es vorweg zu nehmen, dass hier beschriebene Skelettmodell wird spa¨ter nicht
weiter verwendet. Aber es ist geeignet die Grundlagen zu erla¨utern.
Aus der Technischen Mechanik sind Finite-Elemente-Methoden zur Modellierung von
Feder-Masse-Systemen bekannt. Dieses Modell besteht aus Massepunkten, die durch
masselose Federelemente miteinander verbunden sind. Es ist sehr leicht mo¨glich, mit
der Grundgleichung der Mechanik die Bewegung, der gekoppelten Massepunkte zu si-
mulieren. Fu¨r die reine Modellapproximation kann auf die Modellierung der dynamischen
Eigenschaften verzichtet werden. Fu¨r ein ganz einfaches Skelettmodell reicht es aus, dass
Gelenkpunkte beweglich sind und bestimmte Absta¨nde zwischen ihnen eingehalten wer-
den.
Auf diese Weise la¨sst sich mit wenig Aufwand ein interaktives Skelettmodell eines Men-
schen mit einer beachtlichen Qualita¨t implementieren, das nahezu keine Nichtlinearita¨t
aufweist. Es kommt ohne Koordinatentransformation aus, da alle Koordinatenangaben
im Weltkoordinatensystem erfolgen ko¨nnen. Die mathematischen Grundlagen dafu¨r sind
sehr einfach. Das Modell besteht aus 13 Punkten w1 . . .w13, die durch 18 Strecken mit-
einander verbunden sind. Die Koordinaten der Punkte werden direkt im Zustandsvektor
x gespeichert, der demzufolge 13 ·3 Komponenten entha¨lt. Fu¨r jede der 18 Strecken wird
eine La¨nge entsprechend den Proportionen des Probanden vorgegeben.
Die Komponenten des Zustandsvektors sind aber noch vollsta¨ndig unabha¨ngig voneinan-
der. Damit die Proportionen entsprechend der vorgegebenen Streckenla¨ngen eingehalten
werden, wird ein Gleichungssystem mit Streckenbeobachtungen aufgestellt.
Zur Verdeutlichung des Prinzips sei hier ein Beispiel angegeben. Angenommen, das Ske-
lett besteht lediglich aus zwei Gelenkpunkten i und j, die durch eine Strecke mit bekann-
ter La¨nge s0 miteinander verbunden sind. Der Zustandsvektor besitzt bei zwei Punkten
1wird in der engl. Literatur [FDFH97] als Gimbal-Lock-Problem bezeichnet
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Abbildung 3.2.: Sehr einfaches Skelettmodell aus 13 Punkten und 18 Strecken
y -yj i
z -zj i
w =[x ,y ,z ]i i i i
T













Abbildung 3.3.: Zwei Punkte durch eine Strecke verbunden. Ziel ist es zwar die Punktewi
und wj beweglich zu lassen, aber die Soll-Streckenla¨nge s0 via Gl.(3.12)
einzuhalten.
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Allerdings sollen die derzeitigen Punktkoordinaten (wi und wj) noch nicht den richtigen
Abstand s besitzen. In Abbildung 3.3 ist zu sehen, dass der Abstand noch gro¨ßer ist als
durch die Streckenla¨nge s0 vorgegeben. Der aktuelle Abstand la¨sst sich mit dem Satz
des Pythagoras berechnen:
s(wi,wj) = |wj −wi| =
√
(xj − xi)2 + (yj − yi)2 + (zj − zi)2 (3.2)
Eine Na¨herung ergibt sich durch die Taylorreihenentwicklung und Abbruch nach dem
linearen Term. Dafu¨r sind die folgenden partiellen Ableitungen der Streckenla¨nge nach
den Punktkoordinaten erforderlich Gl.(3.2):






· 1 · (2xj − 2xi)√





























= −zj − zi
s
= −c (3.9)















fu¨r die Gelenkpunkte berechnet werden, damit sie na¨herungsweise die Soll-La¨nge s0
erreichen, gleichzeitig aber gegebene Nebenbedingungen einhalten, zum Beispiel ihre
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eigenen Koordinaten mo¨glichst wenig a¨ndern. Aus [Kru83] wurde die folgende Gleichung2
fu¨r eine Streckenbeobachtung entnommen. Sie bewirkt, dass vorgegebene Punktabsta¨nde
bestmo¨glich eingehalten werden.
a ·∆xj + b ·∆yj + c ·∆zj − a ·∆xi − b ·∆yi − c ·∆zi = s0 − s (3.11)
In diesem einfachen Beispiel bestu¨nde das Gleichungssystem eigentlich nur aus einer
Gleichung, besitzt aber 2 ·3 = 6 unbekannte Parameter. Mit Standardmethoden wa¨re die
Gleichung also noch nicht zu lo¨sen. Deshalb werden zusa¨tzliche Nebenbedingungen mit
einem kleinen Gewicht aufgestellt (µ ≈ 0.01), um die A¨nderungen der Punktkoordinaten
mo¨glichst klein zu halten. Sie wirken quasi wie ’Luftreibung’ auf die Gelenkpunkte3.
Dadurch erha¨lt man ein Gleichungssystem, dessen Lo¨sbarkeit sichergestellt ist.
−a −b −c a b c
µ 0 0 0 0 0
0 µ 0 0 0 0
0 0 µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0


















Die Lo¨sung des Gleichungssystems erfolgt durch Ausgleichsrechnung nach dem Schema
aus Abschnitt 3. Nach jedem Iterationsschritt werden die A¨nderungen am Zustandsvek-
tor angebracht, indem ∆wi und ∆wj zu den bisherigen Punktkoordinaten wi und wj
addiert werden:
xk+1 = xk +∆x (3.13)
Interaktiv wird das Modell dadurch, dass zusa¨tzliche Beobachtungsgleichungen aufge-
stellt werden ko¨nnen, welche die Gelenkpunkte an die gewu¨nschten Positionen verschie-
ben. Um zum Beispiel den Punkt j mit den Koordinaten wj = [xj , yj , zj ]T zu den
Koordinaten [4, 7,−2]T zu verschieben, wu¨rde man das Gleichungssystem 3.12 um drei
Zeilen verla¨ngern:
−a −b −c a b c
µ 0 0 0 0 0
0 µ 0 0 0 0
0 0 µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ
0 0 0 1 0 0
0 0 0 0 1 0





















2Sie entsteht durch Ableiten des Satzes des Phytagoras nach den Punktkoordinaten.
3 Vergl. Levenberg-Marquardt-Verfahren im Anhang B, hier wu¨rde µ ggf. nach jeder Iteration angepasst
werden
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Der ganze Vorgang kann wiederholt werden, bis ∆x gegen null geht.
Fu¨r jeden zusa¨tzlichen Punkt im Skelett wird das Gleichungssystem um drei Spalten
erweitert. Genaugenommen auch um je drei Zeilen, wenn man die Stabilita¨tsgleichungen
mit µ dazurechnen will. Fu¨r jede weitere Strecke vergro¨ßert sich das System um eine Zeile
nach Gl.(3.11). Werden die Gleichungen fu¨r das ganze Skelettmodell mit 13 Punkten
aufgestellt, dann werden bereits 39 Spalten beno¨tigt. 18 Gleichungen entstehen durch
die Streckenbeobachtungen. Das System kann jedoch sehr schnell gelo¨st werden, wenn
man zur Lo¨sung die Libsparse [KSV86] verwendet.
Der Oberko¨rper des Skelettmodells wird durch eine schiefe Pyramide gebildet, dessen
Spitze in der Na¨he des Kopfes liegt. Durch diagonale Strecken wird erreicht, dass der
Oberko¨rper seine Form beha¨lt und die Schultergelenke relativ zu den Hu¨ftgelenken sta-
bil bleiben. Das Modell ist im Raum vollsta¨ndig beweglich, es beno¨tigt keine einzige
Rotationsmatrix und leidet daher nicht an Singularita¨ten. Das Modell la¨sst sich in jede
Abbildung 3.4.: Ohne weitere Nebenbedingungen ist das Modell im Raum vollsta¨ndig
beweglich und la¨sst sich auch in Haltungen bringen, die beim normalen
aufrechten Gang nicht vorkommen.
beliebige Position bringen, da es bisher keinerlei Zwangsbedingungen fu¨r einen aufrech-
ten Gang gibt (Abbildung 3.4). Fu¨r die Ganganalyse ist das Modell in dieser Form noch
ungeeignet. Mit wenig Aufwand lassen sich aber Gleichungen finden, die einen aufrechten
Oberko¨rper erzwingen. Es ist leicht einzusehen, dass sich die z-Koordinaten der beiden
Schultergelenke bei aufrechtem Oberko¨rper nur wenig unterscheiden. Dasselbe gilt fu¨r die
beiden Hu¨ftgelenke. Das System la¨sst sich um zwei Gleichungen erweitern, die dafu¨r sor-
gen, dass die z-Koordinaten von je zwei Gelenkpunkten nahezu auf gleicher Ho¨he bleiben.
Angenommen, das linke Schultergelenk ha¨tte den Index i und das rechte Schultergelenk
den Index j, dann sorgt die folgende Gleichung fu¨r nahezu identische z-Koordinaten (zi
und zj).
[








Die Gleichung allein reicht jedoch noch nicht aus, Abbildung 3.4 demonstriert diesen Fall.
So besitzen zwar die Gelenkpunkte der Hu¨fte die gleiche z-Koordinate, dass gilt auch fu¨r
die Gelenkpunkte der Schulter, ein aufrechter Oberko¨rper wird dadurch allerdings noch
nicht erzwungen.
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Abbildung 3.5.: Nebenbedingungen fu¨r den aufrechten Oberko¨rper. Die Kreise zeigen
die Gelenkpunkte der linken und rechten Schulter sowie der linken und
rechten Hu¨fte. Die vertikalen Linien stellen die arithmetischen Mittel-
werte der beiden Gelenkkoordinaten (xy) dar. Links ist zu erkennen, was
passiert, wenn der Oberko¨rper leicht geneigt wird.
In Abbildung 3.5 ist zu erkennen, dass es eine weitere Nebenbedingung fu¨r den aufrechten
Gang gibt. Werden die arithmetischen Mittelwerte der x-Schulterkoordinaten (xs) und
der Hu¨ftkoordinaten (xh) berechnet, dann mu¨ssten diese in etwa identisch sein (Abbil-
dung 3.5 rechts). Wird der Oberko¨rper jedoch leicht geneigt, entsteht eine Abweichung
(vertikale Linien). Dies la¨sst sich zum Aufstellen weiterer Nebenbedingungen verwenden.


















∆xsh = xh − xs → min (3.20)
∆ysh = yh − ys → min (3.21)
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3. Modellierung des menschlichen Skeletts
Es la¨sst sich eine weitere Nebenbedingung mit geringem Gewicht einfu¨hren, die den
Oberko¨rper in der Na¨he einer bestimmten Ho¨he ha¨lt. Dies ist aber nicht unbedingt
erforderlich.
Zu diskutieren sind einige Eigenschaften dieses einfachen Skelettmodells. Die Koordina-
ten der Gelenkpunkte sind die einzigen freien Parameter des Modells, die Gelenkwinkel
zwischen den Ko¨rperteilen sind jedoch nicht direkt aus dem Zustandsvektor ablesbar.
Es ist aber leicht mo¨glich, den kleinsten eingeschlossenen Winkel zwischen zwei Strecken
(drei Gelenkpunkten) und damit zwischen zwei Ko¨rperteilen zu berechnen. Deutlich
schwieriger ist es jedoch Winkelgrenzen zwischen zwei Ko¨rperteilen als Nebenbedingung
zu formulieren. Dadurch lassen sich die Extremita¨ten des Modells in Gelenkwinkelberei-
che bringen, die anatomisch unmo¨glich wa¨ren. Dies ist wohl auch der Hauptnachteil des
einfachen Modells.
Da alle Koordinatenangaben absolut im Weltkoordinatensystem erfolgen, ist eine Model-
lierung der Bewegung mit einem Bewegungsmodell (zum Beispiel Periodizita¨t) zumindest
schwierig. Jede Translation und Rotation des Probanden a¨ndert stets alle Koordinaten-
angaben der Gelenkpunkte. Besser wa¨re eine Modellierung der Gangbewegung in einem
Koordinatensystem, das die Bewegungen der Ko¨rperteile relativ zur aktuellen Lage und
Orientierung des Probanden beschreibt. Dadurch wa¨re dann eine getrennte Beschrei-
bung des periodischen Gangmusters und den sich sta¨ndig a¨ndernden Lage-Parametern
zu erhalten.
Ein weiterer Nachteil wird erst im hinteren Teil dieses Kapitels deutlich. Das Skelett defi-
niert zwar eindeutig die Rotationsachsen jedes Ko¨rperteiles, aber es macht keine Aussage
u¨ber die Rotation des Ko¨rperteiles auf dieser Achse. Das ist so lange kein Problem, wie
mit rotationssymmetrischen Formbeschreibungen der Ko¨rperteile gearbeitet werden soll.
Dies ist dann die Einsatzgrenze des Modells. Eine detailliertere Beschreibung ist dann
mit dem Modell nicht mehr mo¨glich. Mo¨chte jemand dennoch mit diesem Skelettmodell
weiterarbeiten, so muss er u¨berlegen, wie die verloren gegangenen Orientierungen der
Ko¨rperteile rekonstruiert werden ko¨nnten. Der Koordinatenursprung eines jeden Ko¨r-
perteilkoordinatensystems la¨sst sich leicht in den proximalen4 Gelenkpunkt legen. Eine
Achse des Koordinatensystems ko¨nnte dann in Richtung distalem5 Gelenkpunkt zeigen.
Aber in welche Richtung genau die zweite Achse und damit auch die dritte zeigen soll,
bleibt unklar und ist mit diesem Modell wahrscheinlich nicht zu kla¨ren. Eine Mo¨glichkeit
wa¨re vielleicht, durch drei Punkte des Oberko¨rpers (Kreuzprodukt) einen Vektor zu de-
finieren, der nach vorn zeigt. Dieser Richtungsvektor ko¨nnte dann womo¨glich verwendet
werden, um auch in jedem lokalen Ko¨rperteilkoordinatensystem zu definieren, wo genau
’vorne’ ist. Die dritte Koordinatenachse erha¨lt man durch das Kreuzprodukt. Allerdings
ist dies nicht mehr mo¨glich, wenn die Rotationsachse selbst nach vorne zeigt.
Trotz allem lassen sich bereits mit diesem einfachen Skelettmodell beachtliche Modellie-
rungsqualita¨ten erreichen (Abbildung 3.6).
4 med. zur Ko¨rpermitte hin gelegen
5 med. weiter von der Ko¨rpermitte entfernt
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Abbildung 3.6.: Das einfache Skelettmodell mit einer Formbeschreibung nach Ab-
schnitt 4.3, die Kreise verdeutlichen den Konusdurchmesser am jeweili-
gen Gelenkpunkt
U¨bersicht der Vor- und Nachteile des Modells
Das vereinfachte Skelettmodell erlaubt es, die Proportionen eines Probanden verha¨ltnis-
ma¨ßig einfach zu modellieren. Es besteht aus Gelenkpunkten, deren Absta¨nde zueinander
durch Nebenbedingungen eingehalten werden.
Die Vorteile des Modells sind:
• Es ist sehr einfach und innerhalb eines Tages zu implementieren.
• Es bleibt selbst im unterbestimmten Fall stabil.
• Es gibt keine Rotationsmatrizen und dadurch keine Singularita¨ten.
• Es lassen sich leicht weitere Nebenbedingungen formulieren.
• Dadurch kann eine aufrechte Ko¨rperhaltung erzwungen werden.
• Sparse-Matrix-Algebra ermo¨glicht eine sehr schnelle Lo¨sung der Gleichungen.
Demgegenu¨ber stehen die folgenden Nachteile:
• Es gibt relativ viele Unbekannte.
• Absolute Koordinatenangaben erschweren ein ho¨heres Bewegungsmodell.
• Die Gelenkwinkel sind nicht direkt ablesbar.
• Die anatomischen Gelenkwinkelgrenzen lassen sich nicht einfach formulieren.
• Es ko¨nnen ohne weitere Zusatzbedingungen keine lokalen Koordinatensysteme fu¨r
jedes Ko¨rperteil festgelegt werden.
• Deshalb wird die Formbeschreibung der Ko¨rperteile normalerweise rotationssym-
metrisch erfolgen.
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Die genannten Nachteile machen eine bessere Formulierung des Skeletts wu¨nschenswert.
Das ist allerdings deutlich komplizierter und aufwa¨ndiger zu implementieren. Deshalb
werden im folgenden Abschnitt zuna¨chst die Grundlagen erla¨utert. Anschließend wird
ein Beispiel fu¨r ein einfaches Modell der Beine vorgestellt.
3.3. Verbessertes Skelettmodell
Das Skelettmodell dient der Beschreibung der kinematischen Eigenschaften des Modells.
Das Skelett besteht aus Knochen (Bones) und Gelenken (Joints). Unter einem Bone wird
ein lokales Koordinatensystem verstanden, das zur Definition geometrischer Gro¨ßen eines
Ko¨rperteiles verwendet wird. Diese geometrischen Gro¨ßen ko¨nnten zum Beispiel die Kon-
turpunktkoordinaten eines Knochens in diesem Ko¨rperteil sein. Auf diese Weise werden
am Skelett weitere Komponenten des Modells (zum Beispiel Formbeschreibung) quasi
befestigt, die ihre Haltung so einnehmen sollen, wie sie durch den Zustandsvektor vor-
gegeben sind. Jeder Freiheitsgrad entspricht dabei einem Element des Zustandsvektors.
Wird eine Komponente des Zustandsvektors gea¨ndert, so bewegen sich die korrespondie-












































Abbildung 3.7.: Hierarchisches Skelettmodell eines Menschen, Parameter wie Gelenkwin-
kel oder Position im Raum werden zu einem Zustandsvektor zusammen-
gefasst. Es wurden willku¨rliche Beispieldaten zur Darstellung verwendet.
Bones definieren lokale Koordinatensysteme fu¨r jedes Ko¨rperteil. Die Form eines Ko¨r-
perteiles la¨sst sich dann leicht in diesem lokalen Koordinatensystem beschreiben. Zu-
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sammenha¨ngende Punkte mit den selben Rotations- und Translationseigenschaften (zum
Beispiel ein Unterschenkel) werden mit dem lokalen Koordinatensystem durch den Raum
bewegt. Das ko¨nnen Teile der sichtbaren Hu¨lle sein oder ein Gelenk. An diesem Gelenk
la¨sst sich ein weiteres Bone befestigen. Nach [Vel00] wird es Child-Bone genannt, weil
es den Bewegungen des Vorga¨nger-Bones (Parent) folgt. Die Lage eines Gelenkes wird
dabei im lokalen Koordinatensystem des Parent-Bones angegeben. Beim Aufbau eines
solchen Skeletts entstehen dann ausgehend vom Rumpf zu den Extremita¨ten hierarchi-
sche Transformationsketten.
Dieser hierarchische Aufbau erlaubt bereits eine Vorwa¨rts (Forward) Kinematik. Sie
erleichtert die Arbeit mit dem Modell. Es reicht, zum Beispiel aus den Winkelverlauf im
Schultergelenk vorzugeben. Der Ober-, der Unterarm und die Hand bewegen sich dann
in korrekter Weise mit.
Die Drehungen in den Gelenken werden durch Rotationsmatrizen beschrieben. Diese ent-
halten die relativen Drehungen im aktuellen Gelenk. Sie ko¨nnen unter Angabe von drei
Winkeln oder eines Quaternions berechnet werden. Zum Beispiel sind das Schultergelenk
und des Hu¨ftgelenk jeweils Kugelgelenke, bei denen alle drei Winkel modelliert werden
mu¨ssten. Oft sind die Gelenke aber in ihrer Bewegungsfreiheit eingeschra¨nkt. Sie besitzen
zum Teil weniger als drei Freiheitsgrade und/oder es sind nicht die vollen Winkelaus-
schla¨ge erlaubt. Diese Einschra¨nkungen werden fu¨r das Modell dem biologischen Vorbild
entsprechend gewa¨hlt. Das schafft zusa¨tzliche Nebenbedingungen und verkleinert den
Suchraum fu¨r die Bildsequenzauswertung. Ein Skalierungsfaktor la¨sst sich verwenden,
um na¨herungsweise die La¨nge der Gliedmaßen festzulegen, wenn lediglich die Ko¨rper-
gro¨ße bekannt ist.
Der kinematische Zustand des Systems wird in einem Zustandsvektor x = [x1, x2, . . . , xn]T
zusammengefasst. Die Komponenten des Zustandsvektors enthalten Parameter, wie Lage
und Orientierung des Probanden sowie einzelne Gelenkwinkel. Es ist ebenfalls mo¨glich,
direkt Koordinatenangaben der Gelenke im Zustandsvektor zu repra¨sentieren. Denkbar
sind auch Gro¨ßenangaben wie Ko¨rperho¨he oder Durchmesser eines Beines. Soll eine dy-
namische Modellierung erfolgen, la¨sst sich der Zustandsvektor um abgeleitete Gro¨ßen,
wie Geschwindigkeiten und Beschleunigungen erweitern.
3.4. Grundlagen der Koordinatentransformationen
Die Koordinatentransformationen ko¨nnen sehr kompakt mit homogenen Koordinaten6
[BSG+96] erfolgen. Dabei werden Punktkoordinaten im 3D-Raum durch eine vierte Ko-
ordinate = 1 erga¨nzt. Die Beschreibung der Form eines dreidimensionalen Ko¨rperteiles
erfolgt zuna¨chst nicht direkt in Weltkoordinaten, sondern in einem lokalen Koordinaten-
system, das fest mit dem Ko¨rperteil verbunden ist. Ein Punkt in lokalen Ko¨rperteilkoor-
dinaten wird durch den Vektor la gekennzeichnet. Dabei ist a der Index des Ko¨rperteiles.
6Grundlagen findet man im Internet oder in [FDFH97]
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Die Modellierung der Bewegung des Ko¨rperteiles wird dann durch Translation und Ro-
tation (Orientierung) dieses lokalen Koordinatensystems erreicht. Beide lassen sich zu
einer homogenen Transformationsmatrix mit der Dimension 4× 4 zusammenfassen.
Homogene Transformationsmatrizen T0a(x) repra¨sentieren dann die aktuelle Lage und
Orientierung des Ko¨rperteiles. Die Klammer (x) deutet an, dass die Lage des Ko¨rper-
teiles vom aktuellen Systemzustand und damit vom Zustandsvektor x abha¨ngt. Ist die
homogene Transformationsmatrix T0a(x) eines Ko¨rperteiles a bekannt, ko¨nnen Punkte
aus den lokalen Ko¨rperteilkoordinaten la = [x, y, z, 1]T in Weltkoordinaten w umgerech-
net werden. Durch Umstellen der Gl.(3.23) (inverse Matrix T−10a ) lassen sich Punkte auch
wieder von Weltkoordinaten in lokale Ko¨rperteilkoordinaten transformieren.
w = T0a(x) · la (3.23)
la = T−10a (x) ·w (3.24)
Die Indizes der Transformationsmatrizen Tba nennen zuerst das Zielkoordinatensystem b
und an zweiter Stelle das Quellkoordinatensystem a. In Gl.(3.23) wurde bereits b durch
0 ersetzt, weil das Ziel das Weltkoordinatensystem b = 0 ist. Mit diesen Gleichungen
sind Umrechnungen zwischen den Koordinatensystemen zweier beliebiger Ko¨rperteile (a
und b) mo¨glich.
Die homogenen Transformationsmatrizen Tba(x) werden aus beliebigen Kombinationen
der Elementaroperationen
• Translation (zum Beispiel Etx(x) Translation entlang X-Achse)
• Rotation (zum Beispiel Ery(φ) Rotation um die Y-Achse)
• Skalierung
multiplikativ zusammengesetzt. Im Anhang sind diese Elementaroperationen aus [Wac97]
noch einmal wiedergegeben.
Im dreidimensionalen Raum gibt es sechs Freiheitsgrade. Drei Koordinatenangaben fu¨r
die Lage und drei fu¨r die Orientierung. Soll der Bewegungszustand eines Ko¨rperteiles
vollsta¨ndig beschrieben werden, muss man die Transformationsmatrix T0a(x) aus sechs
Elementaroperationen E... zusammensetzen. Diese sind dem Anhang D zu entnehmen.
T0a(x) = T0a([x1, x2, . . . , x6]T )
= Etx(x1) ·Ety(x2) ·Etz(x3) ·Erz(x6) ·Ery(x5) ·Erx(x4) (3.25)
3.4.1. Kinematische Ketten
Grundlagen der kinematischen Ketten findet man in Bu¨chern u¨ber Mechanik, Robotik
und Computeranimation wie [NH02], [SZM85] sowie [FDFH97]. In gekoppelten mecha-
nischen Systemen sind die Bewegungen der einzelnen Elemente nicht unabha¨ngig von-
einander. Allerdings sind die Grundelemente biologischer Systeme, wie Gelenke, Ba¨nder
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und Knochen bei weitem nicht so starr ausgefu¨hrt, wie bei technischen Systemen. Den-
noch la¨sst sich das Prinzip der Robotik in gewissen Grenzen auch fu¨r biologische Systeme
verwenden. Wird beispielsweise der Oberarm u¨ber das Schultergelenk bewegt, dann a¨n-
dert sich in gleichem Maße auch die Lage und Orientierung von Unterarm und Hand.
Die Ko¨rperteile des Armes bilden also eine kinematische Kette.
Eine vollsta¨ndige Beschreibung der Bewegung eines jeden Kettengliedes mit sechs Frei-
heitsgraden wa¨re aufwendig und redundant. In einigen markerbasierten kommerziellen
Motion-Capture-Systemen wird dies dennoch implementiert. Das erlaubt dann jedem
Ko¨rperteil vo¨llige Bewegungsfreiheit unabha¨ngig von der Bewegung benachbarter Ko¨r-
perteile mit einer großen Anzahl unbekannter Parameter. In der Praxis sind die Ko¨rper-
teile jedoch u¨ber Gelenke mehr oder weniger flexibel miteinander verbunden. Effektiver
ist es deshalb, lediglich relative Transformationen benachbarter Ko¨rperteile anzugeben.
Realistisch wirkende Bewegungsabla¨ufe ko¨nnen dann bereits mit deutlich weniger Frei-
heitsgraden beschrieben werden. Auch in dieser Arbeit wurde das realisiert.
Ein Beispiel: Die Haltung des Armes bestehend aus Ober- und Unterarm la¨sst sich mit
6 + 6 = 12 Parametern beschreiben. Dadurch kann sich jedes Ko¨rperteil vo¨llig frei be-
wegen. Aber weil das Schultergelenk ein Kugelgelenk ist, la¨sst sich die Transformation
zwischen Oberko¨rper und Oberarm bereits durch 3 Winkelfreiheitsgrade realisieren. Der
Ellenbogen ist ein Scharniergelenk mit lediglich einem Winkelfreiheitsgrad. Damit la¨sst
sich die Parameteranzahl fu¨r den Arm bereits von 12 auf 4 reduzieren. Bezogen auf die
Bildsequenzauswertung ergibt sich eine deutliche Reduktion der Anzahl der Unbekann-
ten. Mit positiven Auswirkungen auf die Robustheit und Genauigkeit.
Durch Matrixmultiplikation lassen sich dann beliebig lange Ketten aufstellen. Zu be-
achten ist, dass nicht alle Parameter der kinematischen Kette freigegeben und damit
im Zustandsvektor repra¨sentiert sein mu¨ssen. Normalerweise a¨ndert sich der Abstand
zwischen Schultergelenk und Ellenbogen im Verlauf einer Messung nicht. Dann ist die
Elementarmatrix dieser Translation konstant. Sie muss nicht jedes Mal neu aufgestellt
werden. Sind zwei oder mehr aufeinander folgende Elementarmatrizen konstant, lassen
sich diese ebenfalls zu einer Matrix zusammenfassen. Die Gelenk-Position eines Nach-
folgers in einer kinematischen Kette wird jeweils im Koordinatensystem des Vorga¨ngers
durch Translationen angegeben.
Bei der Implementierung wird fu¨r jedes Ko¨rperteil a nur das Ergebnis aller Transforma-
tionen vom Weltkoordinatensystem bis zum Ko¨rperteil gespeichert. Fu¨r jedes Ko¨rperteil
muss dabei nicht die gesamte Kette neu berechnet werden. Es reicht aus, die Transfor-
mationsmatrix T0a(x) des Vorga¨ngers a mit der relativen Transformationsmatrix Tab(x)
zu multiplizieren und im Nachfolger b = a+1 zu speichern. Durch rekursive Anwendung
von Gl.(3.26) lassen sich beliebig komplizierte Modelle in Ketten und Baumstrukturen
formulieren.
T0b(x) = T0a(x) ·Tab(x) (3.26)
Sehr effektiv ko¨nnen nun Punkte la aus den lokalen Koordinatensystemen der Ko¨rper-
teile in das Weltkoordinatensystem transformiert werden. Speichert man fu¨r jedes Bone
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auch die inverse Transformationsmatrix T−10a (x), so ist auch der umgekehrte Rechenweg
effizient mo¨glich.


























(a) Vereinfachtes Skelettmodell der Beine mit
10 Freiheitsgraden: drei Translationen und ei-
ne Rotation, je Bein drei Freiheitsgrade (siehe
Text)
(b) Grenzen des Modells
(siehe Text)
Abbildung 3.8.: Modell und Modellgrenzen
In dem implementierten System werden die 3D-Modelle durch Textdateien in einer
Skriptsprache beschrieben. Im Folgenden soll anhand eines einfachen Beispiels die Ver-
wendung der kinematischen Ketten gezeigt werden. Es werden einige Maße angegeben,
sie wurden mit einem Maßband mehr oder weniger genau gemessen und stammen von
einem 1830 Millimeter großen Probanden.
Die Kinematik der Ober- und Unterschenkel la¨sst sich bereits mit einem sehr einfachen
Modell approximieren. Abbildung 3.8(a) zeigt dies. Das Modell besitzt 10 Freiheitsgrade,
die im Zustandsvektor x = [x1, x2, ..., x10]T repra¨sentiert sind.
Die Beschreibung von Lage und Orientierung erfolgt durch vier Elementarmatrizen. Fu¨r
Rotationsfreiheitsgrade enthalten die Elementarmatrizen jeweils Winkelfunktionen, dass
la¨sst den Zusammenhang zwischen den Elementen der Elementarmatrizen und dem Zu-
standsvektor nichtlinear werden. Die Elementarmatrizen ko¨nnen mit Hilfe der Angaben
in Anhang D erzeugt werden.
T0h = Etx(x1) ·Ety(x2) ·Etz(x3) ·Erz(x4) (3.27)
Ein Punkt im lokalen Koordinatensystem der Hu¨fte la¨sst sich nun bereits mit Gl.(3.23)
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ins Weltkoordinatensystem transformieren, indem die Matrix T0h (Index h steht fu¨r
Hu¨fte) verwendet wird. Der Koordinatenursprung des Koordinatensystems fu¨r die Hu¨fte
ist der Mittelpunkt zwischen beiden Hu¨ftgelenken. Egal welcher Winkel in x4 vorgege-














Damit ist eine freie Translation der Hu¨fte in jede Richtung mo¨glich. Eigentlich mu¨sste
die Orientierung des Probanden durch drei Winkel beschrieben werden. Da jedoch von
einem aufrechten Gang ausgegangen wird, wurden zwei Winkel weggelassen. Damit wird
eine waagerechte Haltung der Hu¨fte erzwungen und es werden bereits zwei Freiheitsgrade
eingespart. Beide Hu¨ftgelenke besitzen dadurch automatisch die selbe Ho¨he.
Fu¨r jedes Bein wird eine eigene kinematische Kette aufgestellt. Sie werden als Child-
Bones hinter das Parent-Bone Hu¨fte T0h angefu¨gt. Das Hu¨ftgelenk ist anatomisch als
Kugelgelenk ausgefu¨hrt. Demzufolge mu¨sste es eigentlich mit drei Winkelfreiheitsgra-
den implementiert werden. In der Praxis ko¨nnen aber zu viele Freiheitsgrade nur schwer
bestimmt werden. Man ist bestrebt, mo¨glichst wenig Freiheitsgrade zuzulassen. Es ist
mo¨glich, auf einen Winkel zu verzichten, wenn keine extremen Bewegungen, wie in Ab-
bildung 3.8(b) modelliert werden sollen. Die Beinstellung des abgebildeten Probanden
ist nur dadurch mo¨glich, weil das Hu¨ftgelenk ein Kugelgelenk ist. Dadurch kann die Ro-
tationsachse des Knies nahezu um 90 ◦ gedreht werden. Dies ist mit diesem einfachen
Skelettmodell nicht mo¨glich.
Da das Standbein in der Hu¨fte drehbar gelagert ist, ist es dem Menschen mo¨glich ’um
die Ecke’ zu laufen, ohne den Fuß relativ zum Boden verdrehen zu mu¨ssen. Wird aber
lediglich eine Analyse eines geraden Ganges mit nur einer Seitenansicht des Probanden
durchgefu¨hrt, ko¨nnte wahrscheinlich selbst das Hu¨ftgelenk mit nur einem Freiheitsgrad
(fu¨r das Beugen und Strecken) beschrieben werden, weil sich der genaue Winkel fu¨r das
Abspreizen und Heranziehen des Beines ohnehin nur ungenau erfassen la¨sst. Einen guten
Kompromiss zwischen Modelltreue und Bestimmbarkeit der Parameter ist die Ausfu¨h-
rung des Hu¨ftgelenkes mit zwei Freiheitsgraden. In der Technischen Mechanik wu¨rde es
als Kreuz- oder Kardangelenk bezeichnet werden. Es muss jedoch beachtet werden, dass
mit einem Kreuzgelenk nicht alle praktisch mo¨glichen Konfigurationen repra¨sentierbar
sind und dadurch die Einsatzmo¨glichkeit dieses einfachen Modells eingeschra¨nkt ist.
Um einen Punkt aus dem lokalen Koordinatensystem eines linken Oberschenkels in das
Weltkoordinatensystem zu transformieren, verwendet man die Gl.(3.23) mit der Matrix
T0lo (Index lo steht fu¨r den linken Oberschenkel, ro fu¨r den rechten). Diese Matrix
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Abbildung 3.9.: Topologie des einfachen Beinmodells
berechnet sich unter Verwendung von Gl.(3.25) und Gl.(3.26):
T0lo = T0h ·Ety(Lh) ·Erx(x5) ·Ery(x6) (3.29)
T0ro = T0h ·Ety(−Lh) ·Erx(x7) ·Ery(x8) (3.30)
Fu¨r den rechten Oberschenkel gilt die zweite Gleichung. Der Abstand eines jeden Hu¨ft-
gelenkes vom Koordinatenursprung der Hu¨fte wird durch die La¨nge7 Lh ausgedru¨ckt.
Es ist leicht einzusehen, dass fu¨r das rechte Bein die La¨nge Lh negativ in die Element-
armatrix Ety(−Lh) eingetragen werden muss. Wa¨hrend der Bewegung a¨ndert sich der
Abstand gewo¨hnlich nicht, deshalb ist auch die Elementarmatrix Ety(±Lh) konstant.
In vielen Rechenschritten werden die Weltkoordinaten der beiden Hu¨ftgelenke berech-
net. Das Hu¨ftgelenk bildet den Koordinatenursprung des Oberschenkels. Mit Hilfe der
Gl.(3.23) berechnen sich die Weltkoordinaten des linken (lh) und rechten Hu¨ftgelenkes
7Fu¨r einen 1830[mm] großen Probanden kann etwa Lh = 100[mm] verwendet werden.
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Das Knie verbindet den Unterschenkel mit dem Oberschenkel. Es wird als Scharnier-
gelenk mit einem Freiheitsgrad modelliert. Der Unterschenkel ist ein Child-Bone des
Oberschenkels. In Gl.(3.33)und Gl.(3.34) zeigt sich die La¨nge des Oberschenkels Lo =
410[mm] als konstante Elementarmatrix Etz(−Lo).
T0lu = T0lo ·Etz(−Lo) ·Ery(x9) (3.33)
T0ru = T0ro ·Etz(−Lo) ·Ery(x10) (3.34)



























In dieser Weise ko¨nnten nun auch die Sprunggelenke und die Fu¨ße modelliert werden.
Um das Beispiel aber einfach zu halten, werden die Fu¨ße zuna¨chst ignoriert. Damit
dennoch die Oberfla¨chenbeschreibung erfolgen kann, ist hier die Formel zur Berechnung




























3. Modellierung des menschlichen Skeletts
Im Koordinatensystem der Unterschenkel besitzen die Sprunggelenke die lokalen Koor-
dinaten [0, 0,−Lu, 1]T , wobei Lu = 440[mm] die La¨nge des Unterschenkels ist.
Mit diesen Gleichungen la¨sst sich die Vorwa¨rts Kinematik der sechs Gelenkpunkte be-
rechnen. Das bedeutet, ein Zustandsvektor x wird vorgegeben und daraus die Weltko-
ordinaten der sechs Gelenkpunkte wi berechnet. Die Vorwa¨rts Kinematik eignet sich
hervorragend zur Visualisierung von Bewegungsdaten. Fu¨r die Modellapproximation ist
aber der umgekehrte Weg viel interessanter, also mittels inverser Kinematik einen unbe-
kannten Zustandsvektor zu scha¨tzen. Dies wird in Abschnitt 6.2 beschrieben.
3.6. Gelenkwinkelgrenzen
Fu¨r die Gelenke des Skelettmodells werden die Gelenkwinkelgrenzen als Vorwissen ein-
gefu¨hrt. Damit werden viele kinematisch unmo¨gliche Bewegungen und so potenzielle
Mehrdeutigkeiten des Bildauswertungsprozesses ausgeschlossen.
Die Winkelbereiche der Gelenke variieren von Proband zu Proband erheblich. Es wa¨re
sehr aufwendig, fu¨r jeden Probanden seine perso¨nlichen Gelenkwinkelgrenzen vor jeder
Messung zu bestimmen, zumal die Gelenkwinkelgrenzen lediglich zum Ausschluss abso-
lut unmo¨glicher Modellkonfigurationen verwendet werden sollen. Fu¨r jeden Gelenkwinkel
wird deshalb eine minimale und eine maximale Grenze angegeben, die dem Modell zwar
die notwendige Bewegungsfreiheit la¨sst, gleichzeitig aber den Suchraum auf vernu¨nftige
Weise einschra¨nkt. Die genauen Werte sind eher unkritisch, weil die Gelenkwinkelgrenzen
nicht als Nebenbedingungen in der Ausgleichung formuliert wurden. Sie werden lediglich
bei der Anwendung der Lo¨sung nach einer Ausgleichung u¨berpru¨ft, um absolut unmo¨gli-
che Ko¨rperhaltungen wa¨hrend des Iterationsprozesses zu verbieten. Sollte selbst bei der
letzten Iteration eine Gelenkwinkelgrenze u¨berschritten werden, so deutet dies auf einen
Fehler bei der Ausgleichung hin.
Selbst bei Angabe der Gelenkwinkelgrenzen im Zustandsraum besteht immer noch die
Mo¨glichkeit der Kollision der eigenen Ko¨rperteile im Ortsraum. Diese Fa¨lle ko¨nnen durch
eine Kollisionserkennung detektiert und behandelt werden. Dafu¨r sind effektive Algo-
rithmen aus der Computeranimation bekannt. In dieser Arbeit wurden sie jedoch nicht
implementiert, weil der Aufwand dafu¨r den Nutzen einer Kollisionserkennung bei weitem
u¨bersteigt. Es mu¨ssten fu¨r jede der verwendeten Formbeschreibungen eigene Algorithmen
der Kollisionserkennung entwickelt werden, um dann eine lediglich kleine Reduktion des
Suchraumes zu erhalten. Vor allem ist ungekla¨rt, wie die Ergebnisse der Kollisionserken-
nung in dem hier verwendeten Ansatz zur Modellapproximation als Nebenbedingungen
verwendet werden ko¨nnen.
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Mit dem zuvor beschriebenen Skelettmodell ist die Repra¨sentation der Bewegung von
Ko¨rperteilen mo¨glich. Dies geschieht zum Beispiel beim einfachen Skelettmodell durch
direkte Bewegung der Gelenkpunkte oder beim kinematischen Skelettmodell indirekt
durch Ansteuerung der Gelenkwinkel. Zur Bildauswertung fehlt neben einer Ansteue-
rung des Modells noch eine Repra¨sentation der konkreten Erscheinung des Probanden.
Damit wird ein Soll-Ist-Vergleich von Modell und Proband im Kamerabild u¨berhaupt erst
mo¨glich. Die visuelle Erscheinung besteht im Wesentlichen aus der Form, der Helligkeit
(Grauwerte) und der Farbe der Oberfla¨che sowie der Interaktion mit dem Hintergrund
der Szene.
Ein interessanter Punkt ist die Frage, wie detailliert die a¨ußere Erscheinung eines Pro-
banden eigentlich modelliert werden muss, damit ein Soll-Ist-Vergleich zwischen Modell
und Bild zuverla¨ssig erfolgt. Der notwendige Detailgrad ha¨ngt von der Metrik ab, die zum
Vergleich von Modell und Bild verwendet wird. Ein Matchingverfahren, das Grauwert
fu¨r Grauwert vergleicht, beno¨tigt voraussichtlich eine deutlich genauere Modellierung als
ein Verfahren, das auf abstrakteren Repra¨sentationsformen aufbaut. Im Folgenden soll
es erst einmal um die prinzipiellen Mo¨glichkeiten der Modellierung gehen.
Zuna¨chst wa¨re sogar eine rein bildbasierte Modellierung der Erscheinung denkbar. Im
einfachsten Fall la¨sst sich fu¨r jedes Ko¨rperteil in jeder Kamera ein 2D-Template verwen-
den. In [JBY96] wurden affine Deformationen der Templates erlaubt. Die Korrespon-
denzfindung erfolgt indirekt mit dem Ansatz des Optischen Flusses. Der Ansatz arbeitet
jedoch rein bildbasiert ohne ein 3D-Skelettmodell. Deshalb ist der Einsatz auf mono-
kular Systeme beschra¨nkt. Allerdings zeigt dies, dass bereits wesentliche Elemente der
Erscheinung eines Probanden durch diese einfache Art der Modellierung wiedergegeben
werden ko¨nnen.
Wird fu¨r jede Kamera ein Satz dieser Templates vorgesehen, deren Lage durch ein
gemeinsames 3D-Skelettmodell bestimmt wird, du¨rften sogar Auswertungen in Multi-
Kamera-Systemen mo¨glich werden (siehe Abbildung 4.1(a)). Eine geringfu¨gig verbesserte
Repra¨sentation wird erreicht, indem die Templates als Ebenen im 3D-Raum modelliert
werden (siehe Abbildung 4.1(b)). Dadurch lassen sich Einflu¨sse der perspektivischen
Projektion beru¨cksichtigen. Ein wie auch immer geartetes Templatematching erlaubt in
beiden Fa¨llen die Korrespondenz zwischen Skelett, Template und schließlich Bild. Es
ist zu erwarten, dass ein solches Verfahren versagt, wenn sich der Proband dreht, da
die Rotation der Ko¨rperteile um ihre Achse durch ein einfaches Template nur schwer
wiedergegeben werden kann. Eine Mo¨glichkeit ist, das Aussehen der Templates je nach
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(b) Modellierung der Templates im Raum
Abbildung 4.1.: Repra¨sentation der Erscheinung durch Templates. Mit einem Template-
matching wird die Korrespondenz zwischen Modell und Bild hergestellt.
Blickrichtung der Kameras zu vera¨ndern.
Ohne Kleidung erscheinen die zu analysierenden Beine in Hautfarbe, also einfarbig mit
wenig Struktur und demzufolge wenig Informationsgehalt. Deshalb sind die Texturinfor-
mationen, die sich aus einfarbigen Beinen gewinnen lassen, unzuverla¨ssig. Sie entstehen
im Wesentlichen durch Licht und Schatten und erzeugen dadurch sehr variable Bildan-
teile. Es existieren Methoden zur Modellierung von Licht und Schatten, sie basieren
aber darauf, dass die genaue Geometrie der Szene bereits bekannt ist. Die genaue Bewe-
gung des Probanden und damit auch die Geometrie der Szene in jedem Zeitschritt sind
aber noch unbekannt. Aus diesem Grund wird auf eine Modellierung der Eigentextur
der Oberfla¨che in dieser Arbeit verzichtet. Zumindest denkbar wa¨re aber ein iteratives
Verfahren, das zuna¨chst die Probandenbewegung na¨herungsweise bestimmt, um dann
mit den daraus berechenbaren Geometriedaten eine Simulation von Licht und Schatten
durchzufu¨hren, die dann eine noch genauere Vermessung der Bewegungsdaten erlaubt.
Im Abschnitt 3 wurde der Zusammenhang zwischen der Anzahl der Modellparameter,
der erreichbaren Genauigkeit und der verfu¨gbaren Bildinformation bereits erla¨utert. Es
wurde dargelegt, dass es ein Optimum der Parameteranzahl fu¨r die jeweils verfu¨gbare
Bildinformation gibt. Mehr Bildinformation kann demzufolge entweder zur Steigerung
der Genauigkeit bzw. zur Erho¨hung der Anzahl der Parameter des Modells verwendet
werden. Gegenwa¨rtig werden weitergehende Untersuchungen durchgefu¨hrt, den Textu-
ranteil auf der Hautoberfla¨che zu vergro¨ßern. Es bietet sich eine spezielle Kleidung mit
einem bestimmten Muster an, was den klassischen auf Marker basierenden Systemen
wieder sehr nahe kommt. Untersucht wird aber vor allem die Mo¨glichkeit, zum Bei-
spiel durch Projektion von strukturiertem Licht(Muster) den Informationsgehalt auf der
Probandenoberfla¨che zu erho¨hen. Konkrete Ergebnisse liegen jedoch noch nicht vor.
Fu¨r die Verwendung von Farbinformation gilt a¨hnliches, denn ein einfarbig-hautfarbener
Ko¨rper du¨rfte die Differenzierung von Ko¨rperteilen allein basierend auf Farbinformation
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erschweren. Anders ist die Situation bei der Verwendung bunter Kleidung oder farbiger
Muster. In diesem System wurden sie jedoch nicht beru¨cksichtigt.
Deshalb wird zur Bildauswertung im Wesentlichen Kanteninformation verwendet, die
ihren Ursprung in der Form des Probanden hat. Der Schwerpunkt in diesem Kapitel
liegt demzufolge auf der Formbeschreibung des 3D-Modells.
4.1. Mo¨glichkeiten der 3D-Formbeschreibung
Abbildung 4.2.: Zwei Mo¨glichkeiten zur Beschreibung der Ko¨rperform. Links: Formbe-
schreibung mit Dreiecksnetz [Lan99], Rechts: Formbeschreibung durch
ein einfaches Konusmodell
Die Ko¨rperform kann durch Zusammensetzen geometrischer Primitiven, wie zum Beispiel
Kugel, Kegelstu¨mpfe und/oder Ellipsoiden erfolgen. In der Computeranimation haben
sich aber komplexe Dreiecksnetze, die zum Beispiel durch ein Skelett deformiert werden,
weitgehend durchgesetzt.
Meist wird u¨ber geometrische Primitiven, wie Zylinder oder Ellipsoide eine Anna¨herung
an die Ko¨rperform versucht. Eine flexiblere Repra¨sentation ist durch ein Dreiecksnetz
mo¨glich. Es werden Punkte (Vertices) und Listen mit Dreiecken auf diesen Punkten an-
gegeben. Einfache Mensch-Modelle lassen sich bereits ab 100 Dreiecken darstellen, diese
ko¨nnten sogar von Hand generiert werden. Sofern ausreichend Information verfu¨gbar ist,
ist die Detailstufe der Formrepra¨sentation nach oben nur durch die verfu¨gbare Rechen-
leistung und den Fa¨higkeiten des modellbildenden Prozesses begrenzt. In der Compu-
teranimation wird diese Information vorher durch aufwendige Modellierungstechniken
bereitgestellt, die einen erheblichen manuellen Aufwand erfordern.
Als Quelle fu¨r das Formmodell kann aber auch ein kommerzieller 3D-Body Scanner
[Ste04] eingesetzt werden. Meistens kommt eines der aktiven Triangulationsverfahren
(Lichtschnittverfahren) zum Einsatz. Zum Beispiel: Mehrere Laser projizieren eine Lich-
tebene, der Ko¨rper schneidet diese und es bildet sich ein heller Streifen auf der Ko¨r-
peroberfla¨che. Verschiedene Kameras bilden dann diesen Streifen ab. Somit la¨sst sich
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eine dreidimensionale Kontur berechnen. Der gesamte Aufbau aus Kameras und Laser-
projektoren wird dann durch Linearmotoren u¨ber die Ko¨rperoberfla¨che gefu¨hrt und der
Vorgang wiederholt. Aus den einzelnen Konturen la¨sst sich ein dichtes und detailreiches
Oberfla¨chenmodell berechnen.
Ein Multikamerasystem soll hauptsa¨chlich zur Bewegungserfassung benutzt werden. Es
ko¨nnte aber genauso zur Erfassung der Oberfla¨chenform mit dem Volumenschnittver-
fahren (Shape-from-Silhouettes) [Nie99], [Wei00] verwendet werden. Mit den Kameras
wird das Messobjekt oder der Proband aus verschiedenen Richtungen aufgenommen und
eine Objektmaske (Silhouette) berechnet. Jeder Voxel eines Volumenmodells wird in je-
de Kamera projiziert und getestet ob er in allen Kameras innerhalb der Objektmaske
liegt. Wenn ja, wird der Voxel auf einen Wert ungleich null gesetzt, andernfalls wird er
gelo¨scht. Anschließend bleiben nur die Voxel im Volumenmodell gesetzt, die in allen Ka-
meras innerhalb der Silhouette liegen. Ein schneller Marching-Cube-Algorithmus [LC87]
extrahiert dann aus dem Voxelmodell die Oberfla¨che des Ko¨rpervolumens. Allerdings
lassen sich keine konkaven Oberfla¨chen erfassen. Die Rekonstruktion von konkav Details
des Ko¨rpers ist mit diesem Verfahren nicht mo¨glich.
4.2. Formbeschreibung durch Konturtemplates
Eine einfache Mo¨glichkeit der Formbeschreibung stellt das Konturtemplate dar.
Am Beispiel eines Unterschenkels soll erla¨utert werden, wie sich die Stabilita¨t und Genau-
igkeit der Approximation steigern la¨sst, wenn eine bessere Formbeschreibung verwendet
wird. Zuna¨chst erfolgt die Approximation lediglich in einem Kamerabild (2D), indem
ein Template bestehend aus zwei aktiven Konturmodellen an das Bein eines Probanden
approximiert wird. Die Kamera zeigt den Probanden in Seitenansicht.
Fu¨r dieses Experiment werden im Grunde die Gleichungen nach Abschnitt 3.2 verwen-
det. Da diesmal jedoch eine 2D-Modellierung erfolgt, werden die Gleichungen fu¨r die
z-Koordinaten einfach ignoriert. Zur Beschreibung der Lage des Ko¨rperteils werden die
beiden Gelenkpunkte des Knies pk = [xk, yk]T und des Fußgelenkes pf = [xf , yf ]T
verwendet. Ein gegebener Gelenkabstand s0 zwischen beiden wird wieder wie in Ab-
schnitt 3.2 u¨ber eine Streckenbeobachtung eingehalten.








s = |pk − pf | (4.3)
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Punkte zwischen beiden Gelenkpunkten lassen sich interpolieren, indem eine Variable u
von 0 bis 1 durchlaufen wird.













Abbildung 4.3.: Pra¨zisere Modellierung der 2D-Form eines Ko¨rperteils
Der Richtungsvektor a = pf−pk zwischen beiden Punkten la¨sst sich normieren und zum
Aufbau eines Koordinatensystems fu¨r die Formbeschreibung verwenden. Abbildung 4.3
zeigt die Modellierung. Es werden zwei Konturen durch die Funktion d(u) beschrieben.
Dabei gibt d(u) den Abstand der Kontur vom zugeho¨rigen Mittelpunkt pm(u) auf der
Konusachse an. Dafu¨r definiert ein Normalenvektor na = [xna, yna]T (mit 1 = |na|)
rechtwinklig zur Ko¨rperteilachse a die Richtung. Die Lage eines Konturpunktes kann
dann berechnet werden mit:
pc(u) = pm(u) + na · d(u) (4.6)
Zur Repra¨sentation der Form wird eine Funktion d(u) beno¨tigt. Hier wurde ein B-Spline
[Pie96] mit zum Beispiel N = 5 Kontrollpunkten ci verwendet. Ein Funktionswert des
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bi(u) · ci (4.7)
Die Gleichungen (4.5), (4.6) und (4.7) zusammengesetzt ergeben fu¨r einen Konturpunkt:
pc = pk · (1− u) + pf · u+ na ·
N∑
i=1
bi(u) · ci (4.8)









































Vor der Messung mu¨ssen die formbeschreibenden Kontrollpunkte ci berechnet werden.
Dazu werden die beiden Gelenkpunkte pc und pf manuell vorgegeben. Wa¨hrend der
Messung hingegen wird die Form konstant gehalten und die Lage der Gelenkpunkte
berechnet.
In beiden Fa¨llen kann fu¨r jeden Konturpunkt das Suchstrahlverfahren nach [BI98] einge-
setzt werden, um ausreichend Beobachtungsgleichungen aufzustellen. Dabei wird ausge-
hend von den Konturpunkten des Formmodells pc entlang einer gebenden Normalenrich-
tung ns nach der betragsma¨ßig gro¨ßten Bildkante gesucht. Abbildung 4.4 zeigt links das
Konturtemplate mit einem Punkt auf der Kontur. Rechts ist dieser Bereich vergro¨ßert
dargestellt. Zu sehen ist das Suchintervall. In diesem Intervall wird das Bild abgetastet.
Es entsteht ein 1D-Grauwertprofil des Suchintervalls. Hier wird nun nach dem Punkt
mit dem gro¨ßten Gradienten gesucht. Im Ergebnis der Suche wird ein Abstand a entlang
der Normalenrichtung ns erhalten.
Diese Suche wird fu¨r jeden Konturpunkt j durchgefu¨hrt. Zur Parameterscha¨tzung wird
die quadratische Summe der Absta¨nde aj minimiert.
e(c1, c2, . . . , ci, . . . , cN ) =
M∑
j=1
(aj)2 → min (4.12)
e(pk,pf ) = (s0 − |pk − pf |)2 +
M∑
j=1
(aj)2 → min (4.13)
Dabei minimiert Gl.(4.12) die Absta¨nde aj durch Vera¨nderung der Form und Gl.(4.13)
minimiert die Absta¨nde aj durch Vera¨nderung der Lage des Templates. Der Term (s0−
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Abbildung 4.4.: Suchstrahlmethode nach [BI98]
|pk −pf |)2 sorgt dafu¨r, dass ein vorgegebener Gelenkabstand s0 eingehalten wird (siehe
Gl.(4.1)).
Die Parameterscha¨tzung selbst erfolgt dann durch Ausgleichsrechnung. Dabei wird fu¨r
jeden Konturpunkt eine der folgenden Beobachtungsgleichungen verwendet, je nachdem,







·∆c2 + . . .+ ∂pc
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Bei der Berechnung der Lage darf Gl.(4.1) nicht vergessen werden.
Fu¨r die Scha¨tzung der Lage der Gelenkpunkte ist es wichtig, die in der Form des Kon-
turtemplates codierte Information auch zu verwenden. Deshalb darf die Suche nicht fu¨r
jeden Konturpunkt in die selbe Richtung erfolgen, weil durch Wiederverwendung der
selben Normalenrichtung (zum Beispiel indem einfach na als Suchrichtung verwendet
wird) die Beobachtungsgleichungen linear abha¨ngig werden. Die Berechnung der Nor-
malenrichtung ns kann durch numerische Differenzierung benachbarter Konturpunkte
erfolgen.
In Abbildung 4.5 wurde die Lage des Konturtemplates berechnet, die gescha¨tzten Gelenk-
punktkoordinaten wurden durch je drei Konfidenzellipsen mit skalierten Standardabwei-
chungen (Sigma: 3, 30 und 300) markiert. Links wurden die Kontrollpunkte ci lediglich
na¨herungsweise vorgegeben. Es fehlt also noch an einer genauen Formbeschreibung und
es ist zu sehen, dass dadurch die Lage der Gelenkpunkte nur sehr ungenau gescha¨tzt
werden kann. Die Iterationen wurden auch nicht richtig stabil und das Konturtemplate
’rutscht’ nach oben. Das liegt vor allem daran, dass die Normalenvektoren der Konturen
nahezu in die selbe Richtung zeigen.
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Abbildung 4.5.: Konfidenzellipsen der Gelenkpunkte nach Approximation des Kontur-
templates, links sehr ungenaue Formbeschreibung (durch zwei einfache
Linien), genaue Formbeschreibung durch ein B-Spline Polynom
Rechts in Abbildung 4.5 ist das Ergebnis zu sehen, nachdem die Kontrollpunkte ci durch
Approximation an Kantenpunkte im Bild berechnet wurden. Erst durch die genauere
Formbeschreibung entstehen ausreichend unabha¨ngige Gleichungen und es lassen sich
die Gelenkpunktkoordinaten genau berechnen. Zu erkennen ist dies an deutlich kleineren
Konfidenzellipsen auf der rechten Seite des Bildes.
Generell besitzen Konturtemplates den Nachteil, dass sie lediglich die Form aus einer
bestimmten Kamerablickrichtung repra¨sentieren ko¨nnen. Um also die Form eines Unter-
schenkels aus verschiedenen Richtungen (Multikamerasystem) repra¨sentieren zu ko¨nnen,
mu¨sste fu¨r jede Kamera ein Satz Konturtemplates erzeugt werden. Fu¨r die Bildsequenz-
auswertung funktioniert der Ansatz aber nur dann gut, wenn sich die Orientierung des
Probanden relativ zur Kamera nicht wesentlich a¨ndert. Das ist zum Beispiel bei der
Ganganalyse der Fall, wenn der Proband lediglich in einer Richtung auf einer geraden
Bewegungsbahn la¨uft. Zu u¨berlegen wa¨re, ob sich die Form der Konturtemplates nicht in
Abha¨ngigkeit vom Kamerablickwinkel beschreiben ließe, um auch Rotationen des Pro-
banden zuzulassen. Sehr groß wa¨re der Aufwand dafu¨r voraussichtlich nicht.
4.3. Formbeschreibung durch Kegelstu¨mpfe
Geometrische Primitiven sind unter anderem Zylinder, (elliptische) Kegelstu¨mpfe, Ku-
geln und Ellipsoiden. Sie dienen der regiden Beschreibung von Ko¨rperteilen. In vielen
modellbasierten Ansa¨tzen, die auf die Verfolgung bewegter Menschen zielen, werden die
Ko¨rperteile durch Zylinder oder Kegelstu¨mpfe approximiert. Sie werden gern verwen-
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det, weil die Projektion ins Bild einfach und schnell zu realisieren ist. Berechnungen der
Tangentialebenen, der sichtbaren Grenzkanten zwischen Vordergrundobjekt und Hinter-
grund, ergeben sich durch mehr oder weniger einfache Operationen.
[Wac97] verwendet einen geraden elliptischen Kegelstumpf als Modell der Ko¨rperteile.
Dort wurden die Gleichungen fu¨r die Projektion pra¨zise hergeleitet. Ein etwas vereinfach-




















Abbildung 4.6.: Wird ein Konus ins Bild projiziert, werden zur Modellapproximation
nur die Silhouettenpunkte des Konusmantels verwendet.
Dicke des Kegelstumpfes. Seine Lage im 3D-Raum kann durch die beiden Mittelpunkte
der Grundfla¨chen wo und wu beschrieben werden. Sie legen gleichzeitig die Rotations-
achse a = wu−wo des Konus fest. Abbildung 4.6 zeigt die einzelnen Gro¨ßen. Verwendet
man als Punktkoordinaten wo und wu die Gelenkpunkte des Skeletts, ergibt sich bereits
ein sehr einfaches Modell der unteren Extremita¨ten. Dieses ist in Abbildung 4.7 zu se-
hen. Eine Modellierung der Ko¨rperform in der Na¨he der Gelenke, also dem U¨bergang
Abbildung 4.7.: Kinematisches Skelett der Beine nach Abschnitt 3.5 mit einer Formbe-
schreibung durch je einen Konus fu¨r jedes Beinsegment.
zwischen zwei Kegelstu¨mpfen, ist mit diesem einfachen Modell zumindest schwierig und
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wurde deshalb nicht realisiert. Weil die Form der Fu¨ße erheblich von der eines Kegel-
stumpfes abweicht, erscheint ihre Modellierung mit einem Konusmodell nicht sinnvoll.
Wird fu¨r einen Konus ein Parameterwert u = 0...1 vorgegeben, ko¨nnen Radius r(u) und
ein Punkt auf der Konusachse wa(u) durch Linearkombination ermittelt werden.
wa(u) = wo · (1− u) + (u) ·wu (4.16)
r(u) = ro · (1− u) + (u) · ru (4.17)
Dabei sind ro und ru die Radien der Grundfla¨chen des Kegelstumpfes.
Fu¨r die Bildauswertung werden die Mantelpunkte des Kegelstumpfes im Bild beno¨tigt.
Folgende Annahme erlaubt eine einfache Berechnung der Mantelpunktewl(u) und wr(u)
im 3D-Raum. Wenn der Abstand der Kamera groß im Verha¨ltnis zum Konusradius ist,
dann la¨sst sich eine vereinfachte Formel zur Berechnung der Mantelpunkte formulieren.

















Abbildung 4.8.: Berechnung der 3D-Mantelpunkte wl(u) und wr(u) aus der Konusach-
se, dem Sehstrahl zwischen wa(u) und dem Projektionszentrum wc der
Kamera bei gegebenem Parameterwert u.
Gesucht sind die Richtungen dml und dmr zwischen Mittelpunkt und den beiden Man-
telpunkten wl(u) und wr(u). Angenommen, der Konusradius r(u) ist klein im Verha¨ltnis
zum Abstand |wa(u)−wc| zur Kamera, dann liegen wa(u), wl(u) und wr(u) na¨herungs-
weise auf einer Geraden, die orthogonal zur Konusachse und dem Sehstrahl steht. Somit
la¨sst sich Richtung der Vektoren dml und dmr aus dem Kreuzprodukt des Sehstrahles
(wa(u)−wc) mit der Konusachse (wu −wo) berechnen.
dm = (wu −wo)× (wa(u)−wc) (4.18)
dmn = dm · 1|dm| (4.19)
wl(u) = wa(u) + dmn · r(u) (4.20)
wr(u) = wa(u)− dmn · r(u) (4.21)
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Fu¨r die Modellapproximation werden die partiellen Ableitungen der Mantelpunkte nach
den beiden Mittelpunkten der Grundfla¨chen wo und wu beno¨tigt. Weil die Modellappro-
ximation ohnehin iterativ erfolgt, reichen Na¨herungslo¨sungen aus. Die Differenziale sind














Sollen bei der Modellapproximation auch die Radien der Grundfla¨chen des Kegelstumpfes




= dmn · (1− u) (4.26)
∂wl
∂ru
= dmn · (u) (4.27)
∂wr
∂ro
= −dmn · (1− u) (4.28)
∂wr
∂ru
= −dmn · (u) (4.29)
4.4. Formbeschreibung durch Dreiecksnetze
Dreiecksnetze werden in der Computergrafik seit langem verwendet, weil sie eine detail-
lierte Beschreibung der Oberfla¨chenform und -farben erlauben. Die Grundlage bilden
Punktwolken im 3D-Raum. Diese Stu¨tzstellen werden Vertices genannt. Indexlisten ver-
binden je drei Vertices zu einem Dreieck. Damit definieren sie Nachbarschaften und
beschreiben das Dreiecksnetz. Werden diese Vertices eines jeden Dreieckes in definierter
Reihenfolge angegeben, la¨sst sich mit Hilfe des Kreuzproduktes automatisch auch der
Normalenvektor berechnen, da drei Punkte im 3D-Raum immer in einer Ebene liegen.
Das Einfu¨hren von Oberfla¨chenfarben ist mo¨glich. Jedes Dreieck erha¨lt je Eckpunkt
drei 2D-Texturkoordinaten, die einen dreieckigen 2D-Bildausschnitt festlegen. Er entha¨lt
die Bildinformationen, die auf das Dreieck projiziert wird. Dreiecksnetze werden selten
manuell, sondern meistens automatisch erzeugt. Das kann durch Abtasten geometrischer
Primitiven erfolgen (Zylinder, Ebenen, Freiformfla¨chen durch Dreiecke approximieren)
oder durch eine Fla¨chenru¨ckfu¨hrung gescannter 3D-Oberfla¨chendaten.
57
4. Modellierung der visuellen Erscheinung
Abbildung 4.9.: Die Punktwolke (links) bildet die Stu¨tzstellen fu¨r eine Formbeschreibung
durch ein Dreiecksnetz (mittig) nach [Lan99]. Rechts ist eine beleuchtete
Darstellung zu sehen.
In der Bewegungsanalyse wurden Dreiecksnetze und die Mo¨glichkeit, Grauwert- oder
Farbinformationen auszuwerten, zum Beispiel von [WN99], [WL01] und [Wac97] einge-
setzt. Prinzipiell repra¨sentiert ein Dreiecksnetz zuna¨chst eine statische Formbeschrei-
bung. Die Vertices des Netzes lassen sich jedoch entsprechend einer vorgegebenen Be-
wegung deformieren. Eine Methode dafu¨r ist im folgenden Abschnitt 4.4.1 beschrieben.
Finite-Elemente-Methoden (FEM) erlauben eine noch realistischere Simulation der De-
formationen weichen Gewebes, wurden aber in dieser Arbeit nicht implementiert.
Der Vorteil einer detailreichen Modellierung durch Dreiecksnetze ist auch gleichzeitig
ihr Nachteil. Denn jedes Vertices geht theoretisch mit drei unbekannten Parametern in
eine mo¨gliche Formscha¨tzung ein. Ein Ganzko¨rpermodell ist aber mit weniger als 150
Vertices nicht zu modellieren. Eine Verringerung der Parameteranzahl wa¨re sinnvoll. Das
ko¨nnte zum Beispiel dadurch geschehen, dass fu¨r jedes Vertices nur bestimmte Freiheits-
grade zugelassen werden (zum Beispiel Normalenrichtung). Nachbarschaftsbeziehungen
zwischen den Vertices ko¨nnten dann eine glatte Oberfla¨che sicherstellen. In jedem Fall
bleibt jedoch die Zahl der zu bestimmenden Parameter hoch.
Sollten dennoch pure Dreiecksnetze zur Formbeschreibung verwendet werden, mu¨ssten
diese Parameter vor einer Messung fu¨r einen Probanden bestimmt werden. Das ko¨nnte
ein kommerzieller Body-Scanner ermo¨glichen, er leistet die Erfassung der Ko¨rperform in
einer bestimmten Ko¨rperhaltung mit einer sehr großen Anzahl von Punkten, die notfalls
ausgedu¨nnt werden ko¨nnen. Das reicht jedoch nicht aus. Derzeitig liefert ein Scann-
vorgang eine Punktwolke und eventuell noch Nachbarschaftsbeziehungen zwischen den
Punkten. Zum einen fehlt noch jegliche Zuordnung der Punkte zu einem bestimmten
Ko¨rperteil (lokales Ko¨rperteilkoordinatensystem). Zum anderen muss auch die innere
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Struktur des Skeletts erfasst werden. Dazu geho¨rt zum Beispiel die genaue Lage (und
Absta¨nde) der Gelenkpunkte sowie ihrer Rotationsachsen innerhalb der Formbeschrei-
bung. Dies ist jedoch mit einem Body-Scanner bisher nicht mo¨glich. Unglu¨cklicherweise
sind Formbeschreibung und Skelettmodell voneinander abha¨ngig, sodass weitere Neben-
bedingungen gefunden werden mu¨ssen. Eine direkte Animation der gescannten Punkt-
wolke und damit eines ggf. daraus abgeleiteten Dreiecksnetzes erscheint derzeitig nicht
sinnvoll.
Mo¨glicherweise ließe sich dies durch Body-Scanns verschiedener Haltungen des Proban-
den realisieren. Die derzeitig verfu¨gbaren Body-Scanner erfordern einen ruhig stehenden
Probanden. Deshalb erha¨lt man eine oder mehrere statische Formbeschreibungen. Die
genauen Formvariationen der Oberfla¨che in einer Bewegung, wie Muskelkontraktion oder
Bewegung von Fettgewebe ko¨nnen mit der derzeitig verfu¨gbaren Technik ebenfalls nicht
erfasst werden.
Steht eine sehr große Anzahl von Probanden und ein Bodyscanner zur Verfu¨gung, ko¨nnen
aber zumindest Statistiken u¨ber deren Form aufgestellt werden. Mit einer Hauptachsen-
transformation (Eigenvektorzerlegung) lassen sich dann Eigenformen von Ko¨rperteilen
berechnen, welche die wesentlichen Forma¨nderungen der Probanden beschreiben. Durch
Weglassen der ho¨heren Eigenformen ergibt sich voraussichtlich eine erhebliche Parame-
terreduktion. Im Ramsis-Projekt1 wurde dies realisiert.
Die Frage ist, wie weit sich der Aufwand zur Parameterbestimmung des Mensch-Modells
fu¨r einen Probanden verringern la¨sst. Existiert bereits eine Bibliothek mit sehr ha¨ufig
auftretenden Ko¨rperformen, reicht womo¨glich die Angabe von Figurtyp, Geschlecht und
Alter, um ein grobes Ko¨rpertemplate auszuwa¨hlen, das durch Angabe von Gro¨ße und
Gewicht genau genug beschrieben ist. Das Ramsis-System stand jedoch zur Projektlauf-
zeit nicht zur Verfu¨gung, so ist zum einen die Abscha¨tzung des Aufwandes schwierig und
zum anderen kann keine Aussage u¨ber die Eignung des Systems fu¨r die Bildauswertung
mit dem hier gewa¨hlten Ansatz gemacht werden. Es existieren aber bereits Arbeiten, die
das Ramsis-Modell zur Bewegungsanalyse verwenden [SBB00] und [SB01].
Frei mit Quelltext verfu¨gbar ist eine Implementierung eines weiblichen Oberfla¨chenmo-
dells von [Lan99]. Allerdings ist damit auch die Formbeschreibung festgelegt und A¨n-
derungen daran sind aus den genannten Gru¨nden nicht mehr mo¨glich. Diese Implemen-
tierung wurde aber genutzt, um die wesentlichen Prinzipien zur Modellapproximation
mit Dreiecksnetzen zu demonstrieren. Fu¨r die eigentlichen Messungen ist dieses Modell
allerdings nicht zu verwenden, weil eine Anpassung der Ko¨rperproportionen des [Lan99]
Modells an einen real existierenden Probanden schwierig ist.
Obwohl einige theoretische U¨berlegungen angestellt werden, erfolgt die Formbeschrei-
bung in dieser Arbeit nicht durch ein Dreiecksnetz, nicht zuletzt im Hinblick auf eine
spa¨tere Anwendung im medizinischen Bereich. Es sollen die Bewegungsparameter mit
mo¨glichst hoher Genauigkeit und nicht prima¨r die Form des Probanden erfasst werden.
Der notwendige Aufwand zur Formerfassung sollte demzufolge mo¨glichst gering gehalten
1http://www.human-solutions.com/produkte_ramsis_e.php
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werden. Die verwendete Formbeschreibung soll nur so detailliert sein, dass die Genauig-
keit der zu messenden Bewegungsgro¨ßen nicht wesentlich zu verringert wird.
4.4.1. Skelett Deformation
Details zur Skelett Deformation und Quelltexte in OpenGL findet man in [Lan99]. Am
Ende von Abschnitt 3.4 wurde beschrieben, wie Punkte aus dem Weltkoordinatensy-
stem in lokale Ko¨rperteilkoordinaten umgerechnet werden ko¨nnen. Dieser Ablauf la¨sst
sich verwenden, um die Oberfla¨chenform des 3D-Modells nicht in lokalen Koordinatensy-
stemen angeben zu mu¨ssen, sondern im Weltkoordinatensystem. Das Verfahren wird in
der Computergrafik als Skelett Deformation (engl.: Skeletal Deformation) bezeichnet. Es
ist interessant, weil sich dann die Form zum Beispiel des Menschen u¨ber einen 3D-Body
Scanner erfassen und dann entsprechend der gewu¨nschten Haltung deformieren la¨sst.
Damit bietet es eine gute Mo¨glichkeit a priori Wissen in die Bildsequenzauswertung
einfließen zu lassen. Dazu arbeitet man mit mindestens zwei Haltungen des Skeletts:
• Eine GrundstellungT0a(xtG). Dabei bezeichnet xtG den Zustandsvektor der Grund-
stellung.
• Eine aktuelle Haltung T0a(xt). Dabei bezeichnet xt den Zustandsvektor der Hal-
tung zum Zeitpunkt t.
Die Grundstellung beschreibt, welche Ko¨rperhaltung der Mensch zum Zeitpunkt tG des
statischen Scannvorganges eingenommen hatte. Die inversen Transformationsmatrizen
T−10a (xtG) dieser Haltung erlauben die Umrechnung der gescannten Punktwolke vom
Weltkoordinatensystem in die lokalen Koordinatensysteme der Ko¨rperteile.
Das Modell la¨sst sich jetzt in eine beliebige Haltung bringen. Dazu werden neue Ge-
lenkwinkel in den Zustandsvektor eingetragen und die entsprechenden Transformations-
matrizen aktualisiert. Nun lassen sich die Punkte aus den lokalen Ko¨rperteilkoordina-
ten zuru¨ck in das Weltkoordinatensystem transformieren. So ist eine Deformation der
gescannten statischen Oberfla¨chenbeschreibung in jeden beliebigen Bewegungszustand
mo¨glich.
Allerdings mu¨ssen die eingescannten Punkte zuvor den einzelnen Ko¨rperteilen (lokalen
Koordinatensystemen) zugeordnet worden sein. Es muss also festgelegt werden, welcher
Punkt in welches lokale Koordinatensystem transformiert werden soll. Das ko¨nnte ma-
nuell u¨ber ein Benutzerinterface erfolgen. Dies ist jedoch aufwendig, deshalb wird ein
anderer Weg vorgeschlagen. Man bringt das Mensch-Modell (Skelett und Oberfla¨che)
in die Grundstellung. Dann wird die Oberfla¨chenbeschreibung des Modells an die rea-
le Punktwolke approximiert. So entsteht eine Oberfla¨chenbeschreibung, deren Form der
eingescannten Punktwolke entspricht und deren Vertices bereits korrekt den Ko¨rperteilen
zugeordnet sind. Des Weiteren kann der komplizierte Schritt der Fla¨chenru¨ckfu¨hrung,
also die Berechnung einer Dreiecksvermaschung der gemessenen Punktwolken, entfallen.
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Bei der Implementierung lassen sich Speicher und Matrixoperationen sparen, indem fu¨r
die aktuelle Haltung gleich das Produkt aus inverser Transformationsmatrix der Grund-
stellung mit der Transformationsmatrix der aktuellen Haltung gebildet wird. Dieses Pro-
dukt erlaubt dann die direkte Umrechnung eines gescannten Punktes der Grundstellung
wtG in Ko¨rperteilkoordinaten la (siehe Gl.(3.23)) und von dort in die aktuelle Haltung
wt (siehe Gl.(3.24)).
wt = T0a(xt) ·T−10a (xtG) ·wtG (4.30)
An den Grenzen zweier Ko¨rperteile a und b ko¨nnen die Vertices wtG durch zwei Interpo-
lationskoeffizienten ua und ub gewichtet transformiert werden, sodass sich die Transfor-
mation dieser Vertices durch eine Linearkombination der beiden benachbarten Koordi-
natensysteme ergibt. Dadurch ist eine verbesserte Modellierung von Deformationen der
Oberfla¨che in der Na¨he der Gelenke mo¨glich [Vel00].
wt = [ua ·T0a(xt)T−10a (xtG) + ub ·T0b(xt)T−10b (xtG)] ·wtG (4.31)
1 = ua + ub (4.32)
Zur professionellen Mensch-Modellierung [Rat98] werden ha¨ufig mathematische Funktio-
nen, wie B-Splinepolynome [Pie96] verwendet. Sie erlauben stetige U¨berga¨nge zwischen
den Ko¨rperteilen und eine beliebige Verfeinerung der Abtastpunkte durch Dreiecksnetze.
Ihre Topologie ist aber nur in aufwa¨ndiger manueller Kleinarbeit zu konstruieren.
All diese Maßnahmen dienen der besseren Formbeschreibung, d.h. die a¨ußere Erscheinung
wird realistischer modelliert. Allerdings bleibt die Frage offen, ob medizinisch relevante
Daten dadurch tatsa¨chlich genauer erfasst werden ko¨nnen. Dies ist eigentlich zu erwarten,
aber voraussichtlich ist der Aufwand fu¨r einen ta¨glichen Routineeinsatz zu hoch. Wie
noch zu sehen sein wird, liegen die Hauptprobleme bei der markerlosen Ganganalyse
woanders und es ist gerechtfertigt, an dieser Stelle zuna¨chst keinen erho¨hten Aufwand
bei der Ko¨rpermodellierung zu betreiben.
4.5. Modellierung der Oberfla¨chenfarben
Die Modellierung der Oberfla¨chenfarben ist geeignet, die Qualita¨t des Matchings zwi-
schen Modell und Bild zu erho¨hen (intensita¨ts- oder farbbasierte Matchingstrategien)
oder die Ergebnisse einer Messung fotorealistisch zu pra¨sentieren.
Fu¨r eine fotorealistische Darstellung werden die Farbwerte der Oberfla¨che beno¨tigt. Je
nach Art der aufnehmenden Kameras erfolgt die Repra¨sentation durch Farb- oder Grau-
werte (kurz: Textur). Dazu wird das vorhandene Formmodell erweitert, die Textur meh-
rerer Dreiecke eines Oberfla¨chenbereiches wird in einem 2D-Bild gespeichert. Die Textu-
rinformation wird durch Ru¨ckprojektion eines korrekt positionierten Oberfla¨chenmodells
in die Kamerabilder gewonnen.
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Die meisten optischen Verfahren zur Erfassung der Oberfla¨chenform ko¨nnen gleichzeitig
auch zur Erfassung der Texturinformation dienen. Je nach verwendetem Messverfahren
wird neben den Bildern zur reinen Oberfla¨chenvermessung ein weiteres Bild mit homo-
gener Beleuchtung aufgenommen. Dann erfolgt die Oberfla¨chenvermessung und es liegen
die statische Punktwolke des Probanden und dazu kalibrierte Kamerabilder vor. Nun
wird das 3D-Mensch-Modell an die Punktwolke approximiert und die genaue Oberfla¨-
chenform bestimmt. Es erfolgt eine Verdeckungs- und Sichtbarkeitsanalyse. Das bedeu-
tet, fu¨r jedes Dreieck des Oberfla¨chenmodells wird das Kamerabild bestimmt, das die
besten Texturinformationen liefern kann. Dazu muss u¨berpru¨ft werden, ob ein Dreieck
vollsta¨ndig im Kamerabild sichtbar ist. Wenn ja, muss das Kamerabild gefunden werden,
welches das Dreieck in einem mo¨glichst optimalen Winkel gesehen hat. Dazu bestimmt
man den Normalenvektor des Dreieckes und berechnet den Winkel zwischen Norma-
lenvektor und der Blickrichtung der Kamera. Es wird das Kamerabild verwendet, das
einen mo¨glichst kleinen Winkel besitzt. Es kann auch eine Mittelwertbildung oder eine
Ausgleichsrechnung zwischen den Informationen verschiedener Kamerabilder erfolgen.
4.6. Bewertung der Methoden
Forminformation des Ko¨rpers kann auf verschiedenen Wegen repra¨sentiert werden. Die
allgemein gu¨ltigste Modellierung wird durch das klassische Dreiecksnetz erreicht. Die
große Anzahl von Freiheitsgraden des Netzes erfordert jedoch ein Messverfahren zur
Gewinnung dieser Parameter, weil eine manuelle Erfassung nahezu unmo¨glich ist.
Im Hinblick auf eine spa¨tere Anwendung im medizinischen Bereich scheint dies auch
der Hauptnachteil der Dreiecksnetze zu sein. Es sollen ja die Bewegungsparameter mit
mo¨glichst hoher Genauigkeit und nicht prima¨r die Form des Probanden erfasst wer-
den. Allerdings ließe sich das vorhandene Multikamerasystem zur Ganganalyse auch zur
Formbestimmung verwenden, sofern entsprechende Algorithmen zur Verfu¨gung stehen.
Die Entwicklung dieser Verfahren ko¨nnte Gegenstand einer weiteren Dissertation sein.
Gegenwa¨rtig ist der zu betreibende Aufwand fu¨r die Formerfassung jedoch groß, dass
eine Verwendung der Dreiecksnetze fu¨r die Ganganalyse nicht praktikabel erscheint.
Demgegenu¨ber stehen einfachere Methoden mit deutlich weniger Freiheitsgraden. Bei
der Formbeschreibung durch ein einfaches Konusmodell lassen sich alle Parameter noch
mit einem Maßband oder gar wa¨hrend einer Messung aus den Bilddaten bestimmen.
Natu¨rlich ko¨nnen damit keine Details der Oberfla¨chenstruktur repra¨sentiert werden, die
aber fu¨r die angestrebte Anwendung auch nicht erforderlich erscheinen. Das Konusmodell
bietet die Mo¨glichkeit der Erweiterung, indem ein Zylinderkoordinatensystem mit einem
variablen Radius verwendet wird.
Eine Repra¨sentation mit mittlerer Genauigkeit stellen 2D-Konturtemplates dar. Sie be-
sitzen deutlich weniger Freiheitsgrade als ein Dreiecksnetz, ko¨nnen aber bereits relevante
Merkmale der Oberfla¨chenform im Bild repra¨sentieren.
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Abbildung 5.1.: Master-Slave-Anordnung zur synchronen Bildaufnahme
Zur Bildaufnahme wird eine Anordnung von mehreren Kameras verwendet, sie ist in
Abbildung 5.1 zu sehen. Es werden ho¨chstens zwei Kameras mit je einem Slave-Rechner
verbunden. Ein Master-Rechner u¨bertra¨gt ASCII-Kommandos an seine Slaves, die dar-
aufhin Operationen wie Bildaufnahme, Filterung, Speicherung und vieles mehr durch-
fu¨hren. Dadurch ist eine Skalierbarkeit des Systems durch eine gleichma¨ßige Auslastung
jedes einzelnen Rechners gewa¨hrleistet. Einfache Operationen der Bildverarbeitung las-
sen sich sogar in Echtzeit auf jedem Slave berechnen. Dies erlaubt einen mo¨glicherweise
neuen Ansatz fu¨r die Kamerakalibrierung (siehe Anhang G), bei dem die Lokalisierung
einer blinkenden Leuchtdiode (LED) auf jedem Slave erfolgt und lediglich die gemessenen
Bildkoordinaten gespeichert werden.
Um eine synchrone Bildaufnahme aller Kameras zu gewa¨hrleisten, wurden diese vorher
in den Extern-Trigger-Modus gebracht. Jede Kamera wartet dann auf die Low-Flanke
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eines Triggerimpulses. Auf das Signal hin, das durch eine Impulsgeber-Karte in einem
der Computer erzeugt wurde, lo¨st jede Kamera eine Bildaufnahme aus und u¨bertra¨gt
das Bild an seinen Slave. Die Slaves halten die empfangenen Bilder zuna¨chst im Haupt-
speicher. Verkleinerte Versionen der aufgezeichneten Bildsequenzen ko¨nnen vom Master
zur Darstellung angefordert werden, sodass der Bediener entscheiden kann, ob die Bild-
aufnahme gelungen ist und ob er diese Bildsequenzen dann verwerfen, speichern oder
auswerten will.
U¨berlegungen zur beno¨tigten Bildfrequenz wurden bereits in Abschnitt 2.1.2 angestellt.
5.2. Kameramodell
Fu¨r die Grundlagen der Kameramodellierung und allgemeine fotogrammetrische Proble-
me sei auf [Luh00], [AK89] und [Kra97] verwiesen. Es ist mo¨glich, grundlegende Abbil-
dungseigenschaften der Aufnahmebedingungen zu modellieren. Soll eine fotorealistische
Darstellung der Szene erfolgen, so ist dies mo¨glich. Details sind in [FDFH97], [Vel00]















Abbildung 5.2.: Externe Parameter des Kameramodells (Translation und Rotation)
Zuna¨chst muss fu¨r jede Kamera ein lokales Koordinatensystem, das Kamerakoordina-
tensystem, definiert werden. Dabei kann das Konzept der Transformationsketten aus
Abschnitt 3.4 verwendet werden. Zuna¨chst werden drei Transformationen (Translation)
durchgefu¨hrt, um die Position der Kamera im Raum zu beschreiben. Die Angabe der
Transformationsparameter erfolgt dabei im Weltkoordinatensystem, damit ihre Interpre-
tation erleichtert wird.
Drei Transformationen (Rotation) erlauben der Kamera, in eine bestimmte Richtung zu
schauen. Immer wenn die Orientierung durch Rotationsmatrizen dargestellt wird, deren
Elemente unter Angabe von drei Winkeln gewonnen werden, kann es zu Singularita¨ten
64
5.2. Kameramodell
kommen. Dies ist zum Beispiel dann der Fall, wenn einer der drei Winkel so groß gewor-
den ist, dass zwei Rotationsachsen nahezu in die selbe Richtung zeigen. Sowohl bei dem
Mensch-Modell als auch bei den Kameras stellt sich dieses Problem. Es wird Gimbal-
Lock genannt. Bei unbewegten Kameras sind wa¨hrend der Messung keine Probleme zu
erwarten. Der Verlust eines Freiheitsgrades in bestimmten Konfigurationen kann aber
zu Problemen wa¨hrend der Kamerakalibrierung fu¨hren, die vor der Messung erfolgen
muss. Das Problem la¨sst sich durch Verwendung von Quaternionen1 endgu¨ltig lo¨sen.
Allerdings sind diese Parameter schwer zu interpretieren. Bedeutend einfacher ist es,
die Rotationsreihenfolge so zu wa¨hlen, dass es bei u¨blicher Kamerageometrie und der in
Kapitel 3.1 gezeigten Festlegung des Koordinatensystems (alle Kameras schauen nahezu
horizontal) zu keinen Singularita¨ten kommt. Fu¨r die Rotation bietet sich deshalb die
folgende Reihenfolge an:
1. RotZ(ω) Drehen der Kamera
2. RotY(φ) Neigen der Kamera
3. RotX(κ) Nicken der Kamera
4. RotX(90 ◦) Aufrichten der Kamera dadurch bleibt κ in der Na¨he von null
Beschrieben werden Translation und Rotation mit einer kinematischen Kette nach Ab-
schnitt 3.4 und 3.4.1.
T0k(x) = T0k([x, y, z, ω, φ, κ]T ) (5.1)
= Etx(x) ·Ety(y) ·Etz(z) ·Erz(κ) ·Ery(φ) ·Erx(ω) ·Erx(90 ◦)
Dabei werden die Elementarmatrizen E..(.) gema¨ß Anhang D bereitgestellt.
5.2.1. Projizieren von Punkten
Nachdem die Transformationskette aufgebaut wurde, kann mit Gl.(3.24) oder Gl.(5.2)
ein beliebiger Punkt des Weltkoordinatensystems w in das lokale Koordinatensystem
lk = [lkx, lky, lkz, 1]T der Kamera k gebracht werden. Gl.(5.3) beschreibt ein einfaches
lineares Modell einer Lochkamera. Es berechnet die perspektivische Projektion pp des
Punktes lk:















Gl.(5.3) verwendet die Kammerkonstante c in Pixel, beru¨cksichtigt die Koordinaten des
Hauptpunktes h und erlaubt eine Skalierung des Bildes in y-Richtung. Dies ko¨nnte in-
teressant sein, wenn mit TV-Kameras im Zeilensprung-Verfahren gearbeitet wird, aber
1 Zur Beschreibung von Rotationen im 3D-Raum mit Hilfe von Quaternionen sind vier Zahlen erfor-
derlich. Diese sind jedoch voneinander abha¨ngig, was ihre Nutzung in dem hier verwendeten Ansatz
erschwert.
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Abbildung 5.3.: Weitere Parameter des Kameramodells
lediglich Halb-Bilder ausgewertet werden. Dadurch lassen sich Bildfrequenzen von bis zu
60 Hz mit reduzierter vertikaler Auflo¨sung realisieren. Dies ist durchaus sinnvoll, da bei
der Ganganalyse keine sehr hohe vertikale Bildauflo¨sung beno¨tigt wird, denn die meisten
Konturen des menschlichen Ko¨rpers verlaufen von oben nach unten und es kommt im
wesentlichen auf eine gute horizontale Bildauflo¨sung an. Der Skalierungsfaktor betra¨gt
bei normalen Laborkameras (noninterlaced, quadratische Pixel) etwa sy = −1.0, wenn
die erste Zeile von oben und sy = 1.0, wenn die erste Zeile von unten geza¨hlt wird.
Auf eine Modellierung der Verzeichnung des Objektives wird in dieser Arbeit zuna¨chst
verzichtet, sie ist aber mit relativ wenig Aufwand zu implementieren.
5.2.2. Projizieren von Differenzialen
Zwei Probleme mu¨ssen gelo¨st werden: zum einen die Kalibrierung der Kameras vor der
eigentlichen Messung und zum anderen die Approximation des Mensch-Modells an den
Bildinhalt wa¨hrend der Messung. Die Kamerakalibrierung erfolgt normalerweise getrennt
vor den eigentlichen Messungen.
Fu¨r die Kamerakalibrierung muss das Kameramodell nach den einzelnen Kameraparame-
tern abgeleitet werden. Dies und die Kalibrierung selbst sind im Anhang G beschrieben.
Fu¨r die Modellapproximation wa¨hrend einer Messung mu¨ssen die Bildkoordinaten ei-
nes Punktes des Modells nach den Freiheitsgraden des Modells abgeleitet werden. Das
Modell des Probanden w(. . .) berechnet die Lage von Ko¨rperteilpunkten im Weltkoordi-
natensystem, wenn ein Zustandsvektor x gegeben ist. Mit Hilfe des zuvor beschriebenen
Kameramodells p(. . .) ko¨nnen diese Punkte ins Bild projiziert werden.
p = p(lk(w(x))) (5.4)













Fu¨r die a¨ußere Funktion:




















Die ersten beiden Terme in Gl.(5.9) lassen sich bereits aus dem Kameramodell ableiten.





c/lkz 0 −clkx/(l2kz) 0
0 csy/lkz −csylky/(l2kz) 0
]
(5.10)




Bleibt noch der dritte Term ∂w∂x offen. Er entha¨lt die Ableitungen eines Punktes w
nach den Freiheitsgraden des 3D-Ko¨rpermodells. Dieser Term ha¨ngt natu¨rlich stark vom
verwendeten Modell ab und wo genau der Punkt am Modell ’befestigt’ ist. Fu¨r ein Modell
bestehend aus kinematischen Ketten ist im Anhang E ein automatischer Algorithmus
zur Berechnung von ∂w∂x beschrieben.
Viel interessanter ist aber die Schlussfolgerung, die sich aus Gl.(5.9) ziehen la¨sst. Da sich
zwei der drei Terme aus dem Kameramodell ergeben, kann man damit die Differenziale
∂w
∂x aus dem Weltkoordinatensystem ins Kamerabild quasi projizieren. Das erleichtert die
Erstellung eines automatischen Programmes zur Approximation eines beliebigen Modells
an die Kamerabilder. Fu¨r einen Ko¨rperteilpunkt des Modells mu¨ssen seine Weltkoordi-
naten vorliegen und die Ableitungen ∂w∂x nach den Freiheitsgraden des Modells. Es la¨sst
sich dann sowohl der Punkt selbst als auch seine Ableitungen ins Kamerabild projizieren.
Letzteres geschieht durch eine einfache Matrixmultiplikation, weil sich die 2× 4 Matrix
∂p
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5. Modellierung der Bildaufnahme
In Abschnitt 6.2 wird gezeigt werden, dass sich die Ableitungen ∂w∂x zur Approximation
des Modells an Punktwolken im Weltkoordinatensystem verwenden lassen. Es lassen
sich nun Modellpunkte auch an Zielpunkte im Kamerabild approximieren. Dies wird in










5.3. Erzeugung synthetischer Bilder
Die fotorealistische Darstellung von synthetischen Szenen ist aus der Computergrafik
bekannt. Deshalb wird hier nur kurz erla¨utert, welche Erweiterungen fu¨r dieses Projekt
vorgenommen werden. Im Gegensatz zur Computergrafik, bei der eine mo¨glichst hohe
Bildwiederholfrequenz auf einem Bildschirm angestrebt wird, muss fu¨r die Bildsequenz-
auswertung auf die synthetischen Bilddaten zugegriffen werden ko¨nnen. Das ist z.T. ein
kritischer Aspekt, da sich die meisten Grafikkarten nur mit geringer Performance aus-
lesen lassen. OpenGL bietet weiterhin die Mo¨glichkeit, als Ausgabegera¨t eine Bitmap
anzugeben [Rog95]. Damit kann auch der Hauptprozessor auf die synthetischen Bildda-
ten zugreifen. Allerdings waren derzeitig auch mit diesem Verfahren keine sehr hohen
Bildwiederholfrequenzen zu erreichen.
Nach der Kalibrierung des Messsystems stehen fu¨r jede Kamera die Kameraparame-
ter der a¨ußeren und inneren Orientierung (Hauptpunkt) zur Verfu¨gung. Nun wird fu¨r
jede physische Kamera eine virtuelle Kamera mit den selben Kameraparametern und
einem eigenen Bildspeicher erzeugt. Das ermo¨glicht nun die maßstabsgerechte Synthe-
se der 2D-Projektion des 3D-Modells. Ziel ist ja, durch Modifikation des Modells ein
synthetisches Bild zu erzeugen, das dem realen Kamerabild optimal entspricht. Da die
meisten Renderingsysteme keine Objektiv-Verzeichnung modellieren, mu¨sste das synthe-
tische Bild durch eine Warping-Funktion so verzerrt werden, dass es der realen Verzeich-
nung entspricht. Umgekehrt wa¨re es ebenfalls denkbar das reale Bild zu entzerren. Zum
derzeitigen Stand des Projektes waren solche Genauigkeitsanforderungen jedoch nicht
gestellt, sodass keine Verzeichnungskorrektur erfolgt. Zur Minimierung der Fehler wur-
den Objektive mit relativ großer Brennweite (≥10 mm) und einer kleinen Verzeichnung
verwendet.
Die derzeitig verwendeten Algorithmen zum Vergleich von synthetischem Bild und dem
realen Bild sind sehr einfach. Da die Oberfla¨che der Beine eines gehenden Probanden zu
wenig Eigentextur oder Farbwerte besitzt, stehen fu¨r den Anwendungsfall Ganganalyse
zu wenig Informationen zur Verfu¨gung. Deshalb erfolgte eine Beschra¨nkung des Verglei-
ches auf Bild-Merkmale. Es wurde lediglich eine Suche ausgehend von Kantenpunkten
des Modells nach Kantenpunkte im realen Bild realisiert. Anders als bei vielen anderen
Verfahren zum Vergleich von Bilddaten, eru¨brigt sich dadurch auch die Notwendigkeit,
realistische Grauwert- oder Farbbilder zu synthetisieren.
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Abbildung 5.4.: Darstellung des Verdeckungsproblems
Ein großes Problem im Analyse-Synthese-Konzept ist die Beantwortung der Frage, wel-
che Teile des Modells wo im Bild zu sehen sind und ob diese Bereiche u¨berhaupt sichtbar,
also nicht von anderen Teilen des Modells verdeckt sind. Es gibt einen sehr eleganten
Weg, diese Frage zu beantworten[CMH03]. In jeder synthetischen Kamera wird nicht nur
das fotorealistische Bild gerendert, sondern noch ein Indexpuffer und ein Interpolations-
puffer.
Bei den meisten verfu¨gbaren Rendering-Systemen erfolgt die Synthese der Bilddaten
unter Verwendung des RGB-Farbraums mit den Grundfarben Rot (R), Gru¨n (G) und
Blau (B). Jede Primitive (wie Dreieck oder Linie) des Modells wird im Index-Bild mit
einer eigenen Farbe gerendert. Das erste Dreieck zum Beispiel mit (R=0, G=0, B=1).
Das zweite Dreieck mit der Farbe (R=0, G=0, B=2) und so weiter. Je Farbkomponente
stehen normalerweise 256 Farbwerte zur Verfu¨gung. Im RGB Farbraum ko¨nnen damit
also 256*256*256=16777216 verschiedene Dreiecke unterschieden werden. Mit diesem
Trick ist es nun mo¨glich, fu¨r jeden Pixel des realen Bildes auch das Dreieck zu bestimmen,
das durch diesen Pixel abgebildet wird. Dazu wird die Adresse des Pixels im Indexpuffer
berechnet und der Farbwert ausgelesen. Steht dort der Farbwert (R=0, G=0, B=2), so
wurde dieser Pixel von Dreieck 2 gerendert.
Dieses Verfahren ist mit minimalem Aufwand zu implementieren und liefert fu¨r alle Pi-
xel gleichzeitig die korrekten Modell-Primitiven. U¨ber Tabellen kann sehr schnell auf die
entsprechenden Software-Objekte zugegriffen werden, die einzelne Bildregionen synthe-
tisiert haben.
Damit das Verfahren funktioniert, muss das Rendering-System korrekt eingestellt wer-
den. Normalerweise a¨ndert das Rendering-System noch einmal alle vorgegebenen Farb-
69
5. Modellierung der Bildaufnahme
werte, um Beleuchtung, Materialeigenschaften und Schattenwurf zu simulieren. Diese
Operationen mu¨ssen abgeschaltet werden, da sonst die vorgegebenen Farbwerte nicht
mehr den Modell-Primitiven entsprechen wu¨rden!
Der Hintergrund wird im Index- und Interpolationspuffer mit dem Farbwert (R=0, G=0,
B=0) gefu¨llt. Werden fu¨r jeden Pixel des Puffers 32 Bit verwendet, ist ein Zugriff auf
einen Pixel des Puffers u¨ber einen ganzzahligen Datentyp2 mo¨glich. Das erlaubt dann
eine sehr schnelle Berechnung der Silhouette des Modells, weil der Test, ob ein Pixel
gleich oder ungleich Null ist, mit nur einem (unsigned long) statt mit drei Vergleichen
(fu¨r jeweils R, G, B) durchgefu¨hrt werden kann. Pixel ungleich Null geho¨ren zum Vor-
dergrundobjekt und Pixel gleich Null geho¨ren zum Hintergrund. Sehr leicht lassen sich
dann auch die Konturen der Silhouette extrahieren. Sie liegen dort, wo zwei benachbarte
Pixel jeweils zum Vordergrund und Hintergrund geho¨ren.
Mit dem Indexpuffer ko¨nnen nun zwar die einzelnen Primitiven unterschieden werden,
es kann jedoch noch keine Aussage u¨ber die Lage innerhalb einer Primitive getroffen
werden. Fu¨r eine noch genauere Unterscheidung der Pixel einer Primitive wird ein In-
terpolationspuffer beno¨tigt. In diesem Puffer wird wieder die gesamte Szene gerendert.
Diesmal jedoch wird jedes Dreieck mit einem RGB-Farbverlauf gezeichnet. Der Farbver-
lauf eines Dreieckes wird durch die Farbwerte seiner Vertices bestimmt zum Beispiel:
1. Eckpunkt V1 mit Farbwert (R=255, G= 0, B= 0)
2. Eckpunkt V2 mit Farbwert (R= 0, G=255, B= 0)
3. Eckpunkt V3 mit Farbwert (R= 0, G= 0, B=255)
Fu¨r Linien kann das in a¨hnlicher Weise erfolgen, es werden jedoch nur zwei Farbkompo-
nenten benutzt.
Nun kann fu¨r jeden Pixel im realen Bild nicht nur die Modell-Primitive, sondern auch
die ungefa¨hre Lage innerhalb der Primitive (Dreieck oder Linie) berechnet werden. Dazu
normiert man die Summe der gelesenen Farbwerte auf 1
r = R/(R+G+B)
g = G/(R+G+B) (5.15)
b = B/(R+G+B)
Die drei floating-point Zahlen (r,g,b) ko¨nnen als Interpolationskoeffizienten verwen-
det werden. Durch Linearkombination der drei Vertices des Dreieckes kann jetzt der
3D-Raumpunkt (w) des Pixels na¨herungsweise gebildet werden.
w = r ·w1 + g ·w2 + b ·w3 (5.16)
Zu beachten ist jedoch, dass die Genauigkeit, mit der der Farbverlauf wiedergegeben
wird, lediglich ganzzahlig ist und auch durch das verwendete Interpolationsverfahren
2in der Programmiersprache C zum Beispiel unsigned long
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beim Rendering bestimmt wird. Das ist nicht immer bekannt und ha¨ngt von der Imple-
mentierung des Rendering-Systems ab. Es ist deshalb gu¨nstig, die Dreiecke im Modell
nicht zu groß werden zu lassen, damit sie im Bild ebenfalls nur wenige Pixel bedecken.
Abbildung 5.5.: Wu¨rfel im synthetischen Bild (Links), Indexpuffer (Mitte), Interpolati-
onspuffer (Rechts)
w3
w , w1 2
w
Ausgaben des Systems:
Abbildung 5.6.: Auswahl eines Pixels im synthetischen Bild, Ermittlung der angrenzen-
den Vertices des gefundenen Dreieckes, Berechnung des 3D-Punktes aus
den Interpolationskoeffizienten
5.3.2. Erkennen von Selbstverdeckungen
Selbstverdeckungen sind ein Problem in der Bildauswertung. Oft ist es gu¨nstig zu wis-
sen, wo im Bild ein Objekt ein anderes Objekt verdeckt, weil dies eine Vorhersage der
Sichtbarkeit von Objekten im na¨chsten Zeitschritt erlaubt. Der Indexpuffer erlaubt auch
die Erkennung von Objektgrenzen im synthetischen Bild, die zum Beispiel bei Selbstver-
deckungen typisch sind.
Der Indexpuffer erfordert die Nummerierung der Dreiecke. Im Oberfla¨chenmodell (Drei-
ecksnetz) besitzen die Dreiecke eine wohl definierte Nachbarschaft. Zwei Dreiecke sind
dann benachbart, wenn sie zwei gemeinsame Vertices besitzen. Liegen im Indexpuffer
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zwei Dreiecke nebeneinander, die im Dreiecksnetz nicht benachbart liegen, dann muss
diese neue Nachbarschaft durch den Abbildungsvorgang zustande gekommen sein. Also
liegt eine Objektgrenze und mit hoher Wahrscheinlichkeit eine Selbstverdeckung vor,
wenn sich eine neue Nachbarschaft ergeben hat, die nicht durch die Netztopologie gege-
ben ist.
Demzufolge muss ein Algorithmus zur Erkennung von Selbstverdeckungen zwei benach-
barte Pixel des Indexpuffers u¨berpru¨fen. Besitzen beide Pixel die selben Indexwerte,
liegen sie auf dem selben Dreieck, es kann also keine Objektgrenze vorliegen. Besitzen
sie zwei unterschiedliche Indexwerte, so ko¨nnte eine Objektgrenze vorliegen. Jetzt wird
u¨berpru¨ft, ob die beiden Dreiecke im Dreiecksnetz benachbart sind. Sind sie benachbart,
liegt keine Selbstverdeckung vor. Sind sie nicht benachbart, liegt eine Selbstverdeckung
vor.
Wie kann die Frage der Nachbarschaft zweier Dreiecke effizient beantwortet werden?
Nachdem ein Dreiecksnetz aufgebaut wurde, wird einmal eine Nachbarschaftsmatrix auf-
gestellt. Sie besitzt die Gro¨ße NxN, wobei N die Anzahl der Dreiecke im Netz ist. Die
Matrix wird zuna¨chst als Einheitsmatrix initialisiert. Nun wird das Netz durchlaufen.
Wenn zwei Dreiecke benachbart sind, dann wird der entsprechende Eintrag in der Matrix
auf 1 gesetzt. Zeile n entspricht Dreieck n und Spalte m entspricht Dreieck m. Natu¨rlich
ist die Matrix symmetrisch, weil Dreieck n Nachbar von m ist und umgekehrt. Fu¨r zwei
benachbarte Pixel werden die Index-Werte (m und n) gelesen und diese als Zeilenindex
und Spaltenindex in der Nachbarschaftsmatrix verwendet. Steht dort eine 1, zeigen die
beiden Pixel zwei benachbarte Dreiecke und es liegt keine Ko¨rperteilkante vor. Steht
dort hingegen eine 0, dann zeigen die beiden Pixel zwei nicht benachbarte Dreiecke und
es liegt eine Objektgrenze vor, die auf eine Selbstverdeckung hindeutet.
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Das hier verwendete Approximationsverfahren besteht aus zwei Phasen, der Erkennungs-
phase und der Anpassungsphase. Die Erkennungsphase dient der Verknu¨pfung zwischen
Modell und Bildinformation. Sie erlaubt die Zuordnung der erforderlichen Verschiebun-
gen im Bild oder im 3D-Raum, nachdem eine mo¨glichst eindeutige Korrespondenz zwi-
schen Punkten des Modells und Punkten des Bildes gefunden wurde. Dies ist Gegenstand
von Kapitel 7. Dafu¨r werden Algorithmen der Bildverarbeitung verwendet.
Die Verringerung dieser Verschiebungen ist Aufgabe der Anpassungsphase. Meist wer-
den hybride Ansa¨tze verwendet, in denen sich beide Phasen gegenseitig beeinflussen, weil
gute Na¨herungswerte des Modells den Suchraum verkleinern und damit die Korrespon-
denzfindung vereinfachen. Weiterhin erlauben gute Na¨herungswerte die Verwendung von
Entscheidungskriterien zur Ausreißerbeseitigung und das Auflo¨sen visueller Mehrdeutig-
keiten.
6.1. U¨bersicht geeigneter Approximationsverfahren
Zur Vereinfachung der Anpassungsphase la¨sst sich der Zustandsraum auch diskretisieren
[GD96]. Dabei werden Winkel mit 5 ◦ bis 15 ◦ und Translationen mit 5 cm bis 10 cm
quantisiert. Die Projektion des kompletten Modells ist allerdings aufwendig und gegen-
wa¨rtig nicht in Echtzeit durchfu¨hrbar. Jede Projektion stellt dabei eine Hypothese fu¨r
einen Zustandsvektor dar. Durch ein A¨hnlichkeitskriterium erfolgt dann die Auswahl
der besten Hypothese. Sie verwenden ein modifiziertes Champfer-Matching [Gus92] als
Gu¨tekriterium. Dabei werden Kanten extrahiert, bina¨risiert und anschließend wird eine
Distanztransformation nach [RP66] und [Soi98] durchgefu¨hrt. Mit Hilfe des Distanzbil-
des la¨sst sich leicht der mittlere Abstand zwischen Kanten des Modells und den Konturen
im Bild berechnen, den es zu minimieren gilt.
In [DF99] und [DF01] werden die Prinzipien der Technischen Mechanik zur Simulati-
on der Bewegung von Mehrko¨rpersystemen auch zur Modell-Approximation verwendet.
Gemessene Abweichungen zwischen Modellsilhouette und Bildsilhouette werden dabei
zuna¨chst in Federkra¨fte umgerechnet, die u¨ber Massentra¨gheit und Tra¨gheitsmoment als
Beschleunigungen und Winkelbeschleunigungen die Lage der miteinander verbundenen
Ko¨rperteile des Modells vera¨ndern. Als Beobachtungen dienen Messungen im Bild oder
3D-Punktwolken, die aus Tiefenkarten gewonnen wurden. Demonstriert wird das Ver-
fahren an einem Mensch-Modell und dem Modell einer Hand. Die Arbeit mit Kra¨ften
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erfordert die Lo¨sung der Bewegungsgleichungen. Dies ist mit einem rekursiven Algo-
rithmus ([Wit77], [RS88]) effizient mo¨glich. Eine Implementierung ist mit [LAZ98] frei
verfu¨gbar, jedoch fehlt es an dem konkreten Mensch-Modell. Die Anwendung der Algo-
rithmen zur Gangsimulation und damit zur Synthese ist in [Hen02] genau beschrieben.
Die Komplexita¨t betra¨gt O(N) wobei N die Anzahl der starren Ko¨rperteile ist. Es wird
aber explizit darauf hingewiesen, dass die Bewegungsgleichungen nicht zur Modellierung
der Probandenbewegung dienen, sondern lediglich als mathematisches Mittel zur Mi-
nimierung der Abweichungen. Mit diesem Verfahren ist jedoch eine Aussage u¨ber die
Genauigkeit der gescha¨tzten Parameter nicht mo¨glich.
Wird der Zustandsvektor vorgegeben und die korrekte Haltung berechnet, nennt man
dies Vorwa¨rts Kinematik. Wird das Modell mit den Transformationsketten korrekt auf-
gebaut, ergibt sich die Vorwa¨rts Kinematik von selbst. Inverse Kinematik (IK) hingegen
dient der Umkehrung dieses Vorganges, also der Berechnung des Zustandsvektors bzw.
der Zustandsvektoren bei vorgegebener Haltung oder vorgegebenen Bewegungsablauf.
In [TGB00] sind eine ganze Reihe von echtzeitfa¨higen Methoden zur Berechnung der
inversen Kinematik aufgefu¨hrt.
Fu¨r die Approximation eines Mensch-Modells sind die Grundlagen der inversen Kinema-
tik deshalb so wichtig, weil sich die Algorithmen gut fu¨r die Anpassungsphase verwenden
lassen. Mit kalibrierten Kameras ko¨nnen Bewegungsabla¨ufe im Bild vorgegeben werden.
Die Inverse Kinematik berechnet die korrespondierende Folge von Zustandsvektoren.
Das nichtlineare Problem der inversen Kinematik wird in [Wac97] iterativ durch Lineari-
sierung der Transformationskette im aktuellen Zustand gelo¨st. Die Approximation wird
bei ihm als Scha¨tzaufgabe aufgefasst. Er verwendet ein iterierten erweiterten Kalmanfil-
ter zur Scha¨tzung des Zustandsvektors und der zugeho¨rigen Kovarianzmatrix.
Es ist darauf zu achten, dass Distanzkriterien verwendet werden, die auch eine Verschie-
bung des Modells la¨ngs zu Konturen erlauben. Diese sind zum Beispiel in [BI98] und
[Wac97] gezeigt. So werden zwischen Konturen nur die Absta¨nde entlang ihrer Norma-
lenvektoren minimiert.
Verschiedene Ansa¨tze verwenden bereits ein Modell der Bewegung. In [Wac97] wird
bereits ein erweiterter iterierter Kalmanfilter verwendet. In [Mu¨l01] wird die Methode
noch einmal verbessert, indem ein iterativ erweiterter Kalmanfilter unter Verwendung
einer Levenberg-Marquardt-Optimierung eingesetzt wird. Ein Bewegungsmodell erlaubt
gewo¨hnlich eine Vorhersage von Na¨herungswerten fu¨r den aktuellen Zeitschritt unter
Beru¨cksichtigung eines bereits berechneten Bewegungsablaufes.
Diese Verfahren kommen in dieser Arbeit nicht zum Einsatz. Das Hauptargument gegen
den Kalmanfilter: Es besteht zuna¨chst keine Echtzeitanforderung fu¨r die Bildsequenz-
auswertung. Die bisherigen Ansa¨tze verwenden aber den Kalmanfilter hauptsa¨chlich,
um eine Scha¨tzung der Bewegungsgro¨ßen in Echtzeit zu realisieren. Das Kalmanfilter ist
ein rekursiver Filter, der fu¨r jeden Zeitschritt einen Zustandsvektor scha¨tzt. Dabei wer-
den zur Parameterscha¨tzung jedoch nur Informationen der Vorgeschichte einschließlich
des aktuellen Zeitschrittes verwendet. Der Kalmanfilter ’kennt’ also in jedem Zeitschritt
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nur eine Seite der Zeitachse. Das hat zur Folge, dass die gescha¨tzten Bewegungsgro¨ßen
zwangsla¨ufig mit einer Phasenverschiebung behaftet sind. Es entsteht also ein unver-
meidlicher Fehler dadurch, dass dem Kalmanfilter zur Auswertung nur eine Seite der
Zeitachse zur Parameterscha¨tzung zur Verfu¨gung steht.
Weil aber hier keine unmittelbare Echtzeitanforderung besteht, ist es mo¨glich, eine Pa-
rameterscha¨tzung zu verwenden, die gleichzeitig Informationen aller Zeitschritte beru¨ck-
sichtigt. Deshalb mu¨sste sie theoretisch in der Lage sein, die Bewegungsgro¨ßen ohne eine
Phasenverschiebung zu realisieren. Das hier verwendete Verfahren durch Ausgleichsrech-
nung ist deshalb von den bisherigen Ansa¨tzen abzugrenzen.
6.2. Approximieren des Modells an die 3D-Punkte
Mit den bisher beschriebenen Systemkomponenten kann das Mensch-Modell in eine be-
liebige Haltung gebracht werden, sofern der Zustandsvektor dieser Haltung bekannt ist.
Dazu werden die Transformationsmatrizen T berechnet und das Oberfla¨chenmodell mit-
tels Skelettdeformation vera¨ndert. Damit lassen sich synthetische Bildsequenzen erzeu-
gen. Bei der Bildauswertung ist aber genau der Zustandsvektor eines jeden Zeitschrittes































Abbildung 6.1.: Die Abweichung (Pfeile) zwischen Modellpunkten wi und Zielpunkten
zi soll im 3D-Raum minimiert werden.
Zur Positionierung einer kinematischen Kette eines Industrieroboter wird fu¨r das letzte
Kettenglied, dem sogenannten Endeffektor (Arbeitswerkzeug), die 3D-Sollposition und
3D-Sollorientierung vorgegeben. Inverse Kinematik berechnet nun den Zustandsvektor,
der die kinematische Kette so einstellt, dass der Endeffektor sein Ziel (Werkstu¨ck) er-
reicht.
In der klassischen inversen Kinematik wird die Soll-Orientierung und Soll-Position eines
Arbeitswerkzeuges vorgegeben, die der Industrieroboter zu erreichen hat. Die genaue
Lage der anderen Elemente des Roboters spielt dabei nur eine untergeordnete Rolle. Fu¨r
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die Bewegungsanalyse mu¨ssen aber alle Ko¨rperteile eines Probanden korrekt positioniert
werden. Bei dem vorgeschlagenen Konzept ergibt sich die Orientierung der einzelnen Ko¨r-
perteile aus ihrer Geometrie. Wenn zum Beispiel der Ort des Hu¨ftgelenkes, des Knies und
des Sprunggelenkes bekannt ist, dann ist auch die Orientierung des Oberarmes eindeu-
tig bestimmt, da das Knie lediglich einen Winkelfreiheitsgrad besitzt (Scharniergelenk).
Deshalb und weil sich mit Orientierungen bei der Bildauswertung schlecht rechnen la¨sst,
soll als Eingang der Inversen Kinematik nur mit Punktpositionen, nicht aber mit Ori-
entierungen gerechnet werden. Die Aufgabe besteht dann darin, den Zustandsvektor x
so zu bestimmen, dass M Punkte des Modells wi(x) (siehe Gl.(4.30)) ihre Zielpunkte zi
erreichen.
Die Zielpunkte ko¨nnen zum Beispiel aus Tiefenkarten von Abstandssensoren gewonnen
werden [WL01], [DF01]. Als Ergebnis entstehen meist Verschiebungsvektoren oder Di-
stanzfunktionen im 3D-Raum, die es zu minimieren gilt: Die folgende Fehlerfunktion




(|zi −wi(x)|)2 → min (6.1)
Alle Koordinatenangaben liegen hier im Weltkoordinatensystem vor, deshalb ist es sehr
u¨bersichtlich und gut geeignet, die grundlegenden Elemente der Parameterscha¨tzung zu
demonstrieren.
Im Abschnitt 3.5 wurde bereits ein kinematisches Modell der Beine mit 10 Freiheitsgra-
den beschrieben. Es ist sehr interessant, mit Hilfe inverser Kinematik den Zustandsvektor
x zu scha¨tzen, wenn die Zielkoordinaten zi der sechs Gelenkpunkte vorgegeben wurden.
Da die Elementarmatrizen der Rotationsfreiheitsgrade Sinus und Cosinus enthalten, ist
das System nichtlinear. Deshalb muss es linearisiert werden. Dabei wird u¨blicherweise
ein Na¨herungswert fu¨r den Zustandsvektor vorgegeben, linearisiert und iterativ ein bes-
serer Zustandsvektor berechnet. Dieses Rechenschema wurde bereits in Abschnitt 3.2
verwendet, mit dem Unterschied, dass jetzt nicht die Gelenkpunkte, sondern die Trans-
lationsparameter und Gelenkwinkel im Zustandsvektor repra¨sentiert sind.
Die Linearisierung erfolgt in einer Taylorreihe (Abbruch nach dem linearen Term). Dabei
werden die Koordinaten der Modellpunkte nach den einzelnen Zustandsvektorkomponen-
ten abgeleitet. Die Ableitungen ∂wi∂x werden entweder numerisch (Anhang F) oder mit




·∆x = zi (6.2)
∂wi
∂x
·∆x = zi −wi(x) (6.3)
Fu¨r jeden Punkt lassen sich dann 3 Gleichungen aufstellen. Bei sechs Gelenk- und sechs
Zielpunkten ergeben sich bereits 18 Gleichungen. Die A¨nderungen der 10 unbekannten
Freiheitsgrade ∆x lassen sich durch Ausgleichsrechnung berechnen.
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6.3. Approximieren des Modells an die Bildpunkte
Um die Gleichungen zu testen, kann ein beliebiger Zustandsvektor vorgegeben und die
Koordinaten der sechs Gelenkpunkte berechnet werden. Anschließend vera¨ndert man den
Zustandsvektor und approximiert das Modell mittels inverser Kinematik an die zuvor
berechneten Gelenkpunkte. Es muss dann wieder ein Zustandsvektor erhalten werden,
der dem zuvor vorgegeben entspricht.
Zusammen mit der Formbeschreibung durch Konusmodelle (Abschnitt 4.3) entsteht ein
kompaktes Modell der Beine zur Ganganalyse. Dabei werden je zwei der sechs Gelenk-
punkte zur Beschreibung der Lage eines Kegelstumpfes verwendet.
Ein System mu¨sste dann zuna¨chst eine dreidimensionale Punktwolke des Probanden er-
zeugen. Mit bekannten Triangulationsverfahren, wie Stereovision und Photogrammetrie
ko¨nnte dies geschehen. Es wu¨rden dann aus korrespondierenden Bildpunkten zuna¨chst
die dreidimensionalen Zielpunkte zi berechnet werden. Nicht unproblematisch ist dabei
die Bereitstellung der korrekten Korrespondenz zwischen den Kameraansichten, weil die
Extremita¨ten meist schmal und wenig texturiert sind.
Anschließend mu¨sste die Korrespondenz zwischen Modell und Punkten gelo¨st werden.
Dadurch stellt sich das Korrespondenzproblem gleich zweimal, zuna¨chst zur Berechnung
der Punktwolke (Korrespondenz zwischen zwei oder mehr Kamerabildern) und dann zur
Berechnung der Korrespondenz zwischen Punktwolke und dem Modell. Eine Abscha¨t-
zung der Genauigkeit der berechneten Winkelgro¨ßen du¨rfte in diesem Fall schwierig sein.
Das Verfahren wu¨rde auf Multikameraanordnungen mit spezieller Kamerageometrie be-
schra¨nkt sein. Die Kameras mu¨ssten wenigstens paarweise aufgebaut werden, um jeweils
eine Punktwolke aus einer Ansicht zu erzeugen. Ebenfalls problematisch wa¨re die Be-
ru¨cksichtigung von (Selbst-)Verdeckungen. In dieser Arbeit wurde deshalb ein anderer
Weg eingeschlagen.
6.3. Approximieren des Modells an die Bildpunkte
Die Minimierung muss nicht unbedingt im dreidimensionalen Raum erfolgen. Bei der
Auswertung von Bilddaten besteht ja gerade die Aufgabe darin, das Modell entsprechend
der Bildinformation zu positionieren. Abbildung 6.2 zeigt diesen Fall. Daraus ergeben
sich folgende Vorteile:
• direkte und vereinfachte Korrespondenz zwischen Modell und Bild
• Beru¨cksichtigung von (Selbst-)Verdeckungen
• die Scha¨tzung der Genauigkeit der Parameter ist direkt mo¨glich (siehe Ausgleichs-
rechnung Anhang C)
• Skalierbarkeit von 1 bis N Kameras und
• Teilinformationen durch Bildkanten ko¨nnen genutzt werden.
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direkt in den drei Kamerabildern vorgegeben.
In [Wac97] wird gezeigt, wie vorzugehen ist, wenn zweidimensionale Zielpunkte zki in
einem Bild der Kamera k vorliegen. Dabei ist pk(wi(x)) einfach die projektive Abbildung
des Punkteswi(x) mit dem Kameramodell1 pk() des Bildes, in dem zki vorgegeben wurde.






(|zki − pk(wi(x))|)2 → min (6.4)
Gl.(5.14) aus dem Ende von Abschnitt 5.2.2 kann verwendet werden, um das Modell












∂x besitzt zwei Zeilen und so viele Spalten, wie es Freiheitsgrade im Zu-
standsvektor x gibt. Jede Spalte kann als ein Richtungsvektor im Kamerabild verstanden
werden, der in die Richtung zeigt, in die sich der projizierte Modellpunkt pk(wi(x)) be-
wegen wu¨rde, wenn sich der korrespondierende Freiheitsgrad um einen kleinen Betrag
vergro¨ßern wu¨rde. Zur Fehlersuche kann es hilfreich sein, diese Vektoren an pk(wi(x))
einzuzeichnen und zu u¨berlegen, ob ihre Richtung plausibel ist.
Die 2×4 Matrix ∂pk∂l erha¨lt man durch Gl.(5.10) aus Abschnitt 5.2. Matrix T−10k stammt
ebenfalls aus dem Kameramodell und rotiert das Differenzial ∂wi∂x ins Kamerakoordina-
1siehe Abschnitt 5
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6.4. Approximieren des Modells an die Konturen im Bild




·∆x = zki (6.6)
∂pk
∂x
·∆x = zki − pk(wi(x)) (6.7)
Die Vektor-Gl.(6.7) liefert zwei Gleichungen im Gleichungssystem.



























Abbildung 6.3.: Minimiert werden die Abweichungen zwischen Modellkontur und Kon-
tur des Probanden im Bild. Gemessen wird ausgehend vom projizierten
Punkt pk(wi(x))) entlang einer vorgegebenen Normalenrichtung ni.
In Abbildung 6.3 wurden bereits gute Na¨herungswerte fu¨r das Modell vorgegeben, sodass
es sich bereits in die Na¨he des Probanden befindet. Das kann zum Beispiel durch Appro-
ximation des Modells an manuell vorgegebene Punkte geschehen (siehe Abschnitt 6.3).
In Abschnitt 4.3 wurde gezeigt, wie sich Kegelstu¨mpfe zur Formbeschreibung verwenden
lassen. Im einfachsten Fall wird das Skelettmodell nach Abschnitt 3.5 bestehend aus
sechs Punkten verwendet. Die Lage eines jeden Kegelstumpfes wird durch je zwei Punkte
beschrieben. Mit Hilfe der Koordinaten des Projektionszentrums einer Kamera lassen
sich die konturbildenden Mantelpunkte des Kegelstumpfes finden, die dann mit dem
Kameramodell nach Abschnitt 5 in jedes Bild projiziert werden.
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6. Approximation des Modells
Wenn Abweichungen zwischen Kantenpunkten des Modells und Kantenpunkten des Bil-
des minimiert werden sollen, dann darf nach [BI98] nur eine skalare Gleichung aufgestellt
werden, da eine Kante lediglich Abstandsmaße quer zur Kantenrichtung liefert. Das Mo-
dell bleibt dadurch la¨ngs der Kantenrichtung unbestimmt und im u¨bertragenen Sinne
beweglich. Eine Anwendung von Gl.(6.7) wa¨re zwar auf den ersten Blick denkbar, ist
aber falsch, weil das Modell dann auch la¨ngs zur Kantenrichtung in seiner Beweglichkeit
eingeschra¨nkt wu¨rde. Gl.(6.10) beru¨cksichtigt diesen Zusammenhang und la¨sst dem Mo-
dell einen Freiheitsgrad entsprechend der Normalenrichtung ni. Erst wenn mehrere dieser
Gleichungen mit verschiedenen Normalenrichtungen aufgestellt wurden, ist die Lage des
Modells tatsa¨chlich bestimmt. Genauso, wie es bereits beim klassischen Aperturproblem
der Fall ist. U¨blicherweise wird ausgehend von einem Kantenpunkt des Modells in Nor-
malenrichtung ni (mit 1 = |ni|) nach einem Kantenpunkt in Kamera k gesucht und




















·∆x = nTi · (zki − pk(wi(x))) = aki (6.10)
Nach den ersten Experimenten (siehe Kapitel 10) mit diesen Gleichungen zeigte sich das
Aperturproblem. Es dru¨ckte sich dadurch aus, dass mit einem einfachen Konusmodell der
Ober- und Unterschenkel die vertikale Position des Probanden in den Double-Support-
Phasen nicht gescha¨tzt werden konnte. Das Modell wurde immer dann instabil, wenn
der Proband beide Beine gestreckt hatte. Erst nach relativ langen Untersuchungen zeig-
te sich, dass es zu einem Rangabfall bei der Lo¨sung der Normalengleichungen kommt.
Ein Rangabfall tritt zum Beispiel auf, wenn mehrere Gleichungen linear abha¨ngig von-
einander sind. Mit Hilfe des Modells konnten zwar mehr Gleichungen als unbekannte
Parameter aufgestellt werden, aber die Gleichungen repra¨sentierten quasi die selbe In-
formation.
Verdeutlicht werden kann dies, wenn die Vergro¨ßerung rechts oben in Abbildung 6.3 be-
trachtet wird. Sie zeigt einen Punkt auf dem Modell und gema¨ß dem Aperturproblem
mehrere mo¨gliche Kandidaten auf der Kontur des Probanden. Es besteht also Unklar-
heit daru¨ber, mit welchem der Kandidaten der Punkt tatsa¨chlich korrespondiert. Auf
jeden Fall kann aber der Normalenvektor der Modellkontur berechnet werden und es
la¨sst sich fu¨r den Modellpunkt Gl.(6.10) aufstellen. Weil eine Gleichung aufgestellt wur-
de, ko¨nnte auch ein unbekannter Parameter des Modells gescha¨tzt werden. Theoretisch
wa¨re es nun mo¨glich, oberhalb oder unterhalb des Modellpunktes eine beliebige Anzahl
weiterer Gleichungen aufzustellen. Denkbar, dass sich dadurch eine beliebige Anzahl von
Modellparametern berechnen ließe. Natu¨rlich ist dies praktisch nicht mo¨glich, weil sich
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6.5. Gegenu¨berstellung der Gleichungen
fu¨r jeden weiteren Punkt auf der selben Modellkontur das Aperturproblem in der selben
Weise stellt. Dies wird dann durch den Algorithmus zur Lo¨sung des Gleichungssystems
mit einem Rangabfall quittiert, weil die scheinbar neuen Gleichungen in Wirklichkeit
linear abha¨ngig sind.
Die beste Maßnahme gegen den Rangabfall ist die Bereitstellung von mehr Informa-
tion, indem Gl.(6.10) mit Normalenvektoren ni in sehr unterschiedlichen Richtungen
aufgestellt wird. Das ko¨nnte zum Beispiel dadurch geschehen, dass eine detailliertere
Modellkontur verwendet wird, bei der nicht alle Normalenvektoren in die selbe Rich-
tung zeigen, wie dies beim einfachen Konus der Fall ist. Weiterhin wa¨re es denkbar, den
Probanden durch gemusterte Kleidung mit einer festen Eigentextur zu versehen. Auch
dadurch ko¨nnte Gl.(6.10) mit verschiedenen Normalenrichtungen aufgestellt werden.
In dieser Arbeit stellte sich jedoch heraus, dass es bereits durch die Verwendung eines
einfachen Konturtemplates fu¨r die Fu¨ße in Verbindung mit dem Skelettmodell zu einer
deutlichen Verbesserung kommt. Weil sich der Fuß aus Konturen sehr unterschiedlicher
Richtung zusammensetzt, kann die Lage des Sprunggelenkes im Bild zuverla¨ssig be-
stimmt werden. Daraus la¨sst sich auch auf die Lage des Kniegelenkes im Bild schließen,
das Mensch-Modell gibt dafu¨r den Abstand zwischen Knie- und Sprunggelenk vor. Die
noch fehlende Richtungsinformation ergibt sich aus den Konturen der Unterschenkel.
6.5. Gegenu¨berstellung der Gleichungen
Die Parameter des Modells werden durch Minimierung einer Gu¨tefunktion gescha¨tzt.
Drei Mo¨glichkeiten der Formulierung von Gu¨tefunktionen wurden vorgestellt. Viel in-
teressanter fu¨r die Parameterscha¨tzung ist aber nicht die Gu¨tefunktion selbst, sondern

















·∆x = nTi · (zki − pk(wi(x))) = aki (6.13)
Sollen Differenzen zwischen 3D-Modellpunktenwi und 3D-Zielpunkten zi minimiert wer-
den, wird je eine Vektor-Gl.(6.11) aufgestellt. Im Gleichungssystem expandieren sie zu
drei Beobachtungsgleichungen, fu¨r jede Koordinatenrichtung im Weltkoordinatensystem
eine Gleichung. Ein Anwendungsfall ist die Approximation des Modells an eine vorher
berechnete Punktwolke.
Sollen hingegen Differenzen zwischen 2D-Modellpunkten pk(wi(x)) und 2D-Zielpunkten
zki in einem Kamerabild k minimiert werden, wird je eine Vektor-Gl.(6.12) aufgestellt.
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6. Approximation des Modells
Daraus werden im Gleichungssystem zwei Gleichungen expandiert. Diese Gleichung wird
genutzt, wenn ein Anwender zum Beispiel Gelenkpunkte in Kamerabildern vorgegeben
hat und das Modell so gesteuert werden soll, dass es diese Gelenkpunkte erreicht.
Wenn Abweichungen zwischen Kantenpunkten des Modells und Kantenpunkten des Bil-
des minimiert werden sollen, ist das Aperturproblem zu beru¨cksichtigen. In diesem Fall
darf nur eine skalare Gl.(6.13) aufgestellt werden, da eine Kante lediglich Abstandsmaße
quer zur Kantenrichtung liefert. U¨blicherweise wird ausgehend von einem Kantenpunkt
des Modells in Normalenrichtung ni nach einem Kantenpunkt im Bild gesucht und der
Abstand a gemessen. Die Normalenrichtung ni wird gewo¨hnlich durch die Modellkontur
vorgegeben (zum Beispiel durch numerische Ableitung).
Mit Hilfe dieser Gleichungen ist es mo¨glich, grundlegende Approximationsverfahren zu
implementieren.
82
7. Das Korrespondenzproblem und
Lo¨sungsansa¨tze
In Abschnitt 2.2.3 wurde gezeigt, wie die Parameter des Modells durch Linearisierung
des Modells in einem Arbeitspunkt und anschließender Lo¨sung eines Gleichungssystems
gescha¨tzt werden ko¨nnen. Im Kapitel 6 wurden Mo¨glichkeiten zur Aufstellung der not-
wendigen Beobachtungsgleichungen diskutiert, wenn Zielpunkte1 oder Ziel-Konturen ge-
geben sind. Die Gewinnung der Zielpunkte ist nun Gegenstand dieses Kapitels.
Die bisherigen Systeme zur Bewegungsanalyse verwenden Marker, um eine eindeutige
Korrespondenz zwischen Modell und Bild zur Verfu¨gung zu stellen. Sollen aber keine
Marker zum Einsatz kommen, muss die Korrespondenz auf anderem Wege hergestellt
werden. Die richtige Korrespondenz zwischen Modell und dem Bild des Probanden ist
deshalb die eigentliche Herausforderung bei der markerlosen Bewegungsanalyse.
Die wohl einfachste Mo¨glichkeit ist die manuelle Vorgabe von Punkten in jedem Kamera-
bild. Allerdings ist dies sehr zeitaufwendig und eine erhebliche Quelle von Subjektivita¨t,
da sich ohne spezielle Markierungen (Gelenk-)Punkte nur schwer lokalisieren lassen.
Aufgabe einer automatischen Korrespondenzfindung ist es, zu einem gegebenen Ko¨rper-
teil des Modells die entsprechenden Bildregionen oder Bildmerkmale in jedem Kamera-
bild zu finden. Der Aufwand zur Suche eines Ko¨rperteils steigt dabei mit der Gro¨ße der
in Frage kommenden Bildregion, in der es sich befinden kann. Mit einer gro¨ßer werden-
den Bildregion steigt aber auch die Gefahr von Mehrdeutigkeiten. Es besteht deshalb ein
interessanter Zusammenhang zwischen dem Aufwand, der zur automatischen Korrespon-
denzfindung betrieben werden muss und den zur Verfu¨gung stehenden Na¨herungswerten
der Bewegungsparameter des Modells. Gute Na¨herungswerte machen kleine Suchberei-
che mo¨glich und reduzieren die Wahrscheinlichkeit von Mehrdeutigkeiten. In Kapitel 9
wird eine Strategie zur Bereitstellung von guten Na¨herungswerten erla¨utert.
Zur Approximation des Modells werden oft Kanten- und Konturfeatures extrahiert. Da-
bei kann eine pra¨zise Modellierung des Grauwertverlaufes in den Bildern erfolgen, wie es
im Modellgradientenverfahren von [Wac97] erfolgt. Das Verfahren wird eine hohe Genau-
igkeit aufweisen, sofern die genauen Abbildungseigenschaften der Kameras bekannt sind.
Es ist jedoch zu erwarten, dass der Fangbereich dieses Verfahrens klein ist, da zwar eine
Modellierung der Abbildungsfunktion erfolgt, aber keine Suche nach Kantenmerkmalen
in einem gro¨ßeren Bereich.
1im 2D-Bild oder im 3D-Raum
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7. Das Korrespondenzproblem und Lo¨sungsansa¨tze
Diesen Nachteil besitzt die die Suchstrahlmethode nicht. Dabei wird ausgehend von
Modellkanten entlang der Normalenrichtung in einem definierten Intervall nach einem
Kantenpunkt gesucht. Dazu wird die Bildfunktion entlang des Suchstrahls a¨quidistant
abgetastet. Es entsteht ein eindimensionales Grauwertprofil der Bildfunktion, hierin wird
nach dem gro¨ßten Gradienten gesucht. Dieser Ansatz stammt aus den Arbeiten u¨ber ak-
tive Konturmodelle [BI98]. Da keine pra¨zise Modellierung des Grauwertverlaufes erfolgt,
ko¨nnte die erreichbare Genauigkeit geringer sein, als bei dem zuvor beschriebenen Ver-
fahren.
Ein einfaches Blockmatching wird von [SBB00], [SB01] verwendet. Dazu wird das Modell
im ersten Zeitschritt manuell positioniert. Dann werden Punkte von der Modelloberfla¨-
che abgerufen und ins Bild projiziert. Dort ko¨nnen Grauwertblo¨cke ausgeschnitten und
Verschiebungsvektoren zum na¨chsten Zeitschritt berechnet werden. Das Modell wird
entsprechend angepasst. Es existieren bereits robustere Methoden zum Beispiel [Mec99].
Eine bildbasierte Kalmanfilterung erlaubt Erkennung und U¨berbru¨ckung von Verdeckun-
gen und Sto¨rungen. Allen Verfahren, die auf der Korrelation von Oberfla¨chengrauwerten
basieren, ist gemeinsam, dass sie eine ausreichende Menge an Eigentextur beno¨tigen. Sie
versagen, wenn diese Informationen nicht zur Verfu¨gung stehen, wie es bei unbekleideter
Haut der Fall ist.
In [Wac97] werden neben den Kantenfeatures auch Oberfla¨chengrauwerte verwendet.
Seine Annahme ist: Oberfla¨chengrauwerte des Modells bleiben entlang der Zeit kon-
stant. Oberfla¨chengrauwerte lassen sich in die Kamerabilder zuru¨ckprojizieren und mit
den Grauwerten dieser Bildregion vergleichen. Ein Framework zur Modellierung ist in
[STB00] und [SBF00] gezeigt. [Koc93] und [WN99] erla¨utern die notwendigen mathema-
tischen Grundlagen und zeigen erste Ergebnisse. Es ist anzunehmen, dass dieses Verfah-
ren im Wesentlichen durch die Kantenmerkmale stabil wird und das die Verwendung der
Oberfla¨chengrauwerte lediglich bei bekleideten und gut texturierten Oberfla¨chen einen
Gewinn darstellen.
In [WADP97] wird ein Echtzeitverfahren zur Verfolgung von Menschen vorgestellt. Sie
verwendeten Blobs als statistische Beschreibung der Oberfla¨chenfarbwerte der Ko¨rpertei-
le. Farbwerte werden durch Lagekomponenten im Bild erga¨nzt. Im Merkmalsraum bilden
sich dann fu¨r jedes Ko¨rperteil Cluster, die sich entlang der Zeit nur langsam a¨ndern. Ein
Cluster wird durch seinen Mittelwert und eine mehrdimensionale Gaussverteilung be-
schrieben. Jeder Pixel des aktuellen Kamerabildes kann schnell auf Zugeho¨rigkeit zu
einem Ko¨rperteil u¨berpru¨ft werden, indem sein Abstand im Merkmalsraum relativ zu
jedem Cluster bestimmt wird.
7.1. Problemanalyse
Im Prinzip geht es ’nur’ darum, zu Ko¨rperteilen des Modells eindeutig korrespondieren-
de Bildmerkmale zuzuordnen. Idealerweise entstehen eindeutige Punkt-zu-Punkt Korre-












Abbildung 7.1.: Korrespondenzproblem zwischen Modell und Bild
sind, werden relevante Informationen in den Ko¨rperkanten codiert. Deshalb soll in dieser
Arbeit die Korrespondenz nur entlang von Kantenpunkten hergestellt werden.
In Abbildung 7.1 ist das Korrespondenzproblem dargestellt. Zu sehen ist links ein Punkt
des Modells und eine Auswahl von Kandidaten im Bild. Kandidaten 1 und 2 geho¨ren zum
statischen Hintergrund. Die Kandidaten 3 und 4 geho¨ren zum anderen (falschen) Bein.
Kandidat 5 liegt zwar bereits auf dem richtigen Ko¨rperteil, allerdings auf der falschen
Seite. Die Kandidaten 6,7,8 und 9 liegen zwar bereits auf der richtigen Seite des korrekten
Ko¨rperteils, jedoch ist die Korrespondenz in La¨ngsrichtung schwierig. Die Kandidaten
6,7,8 und 9 verdeutlichen also das klassische Aperturproblem.
Viele Informationen fu¨r die Ganganalyse, wie Geschwindigkeit, Gelenkwinkel von Hu¨f-
te, Knie und Sprunggelenk zeigen sich bereits in den Seitenansichten des Probanden.
Deshalb werden sie sehr gern zur Auswertung verwendet. Leider entstehen hier auch die
meisten Selbstverdeckungen. Dabei lassen sich im Wesentlichen drei Verdeckungsregio-
nen feststellen, wie in Abbildung 7.2 zu sehen ist:
1. Sta¨ndige Selbstverdeckungen in der Oberschenkel-Hu¨ft-Gegend,
2. Periodische Verdeckung der Hu¨fte durch den Arm,
3. Periodische Verdeckungen in Knie-Unterschenkel-Fuß-Gegend wa¨hrend der Schwung-
phasen.
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Abbildung 7.2.: Verdeckungen in der Seitenansicht, ihre Nummerierung ist im Text er-
la¨utert.
7.2. Mo¨glichkeiten der Segmentierung des Probanden
Zuna¨chst sollen die Kantenpunkte des Hintergrundes unterdru¨ckt werden, um mo¨glichst
fru¨h die Anzahl an Korrespondenz-Kandidaten zu reduzieren.
Das Ziel ist erreicht, wenn eine Vordergrund-Maske des Probanden erzeugt wurde. Zur
Definition der Maske kommen verschiedene Informationen in Frage:
• Grauwert- oder Farbinformation (zum Beispiel Color-Keying)
• Bewegungsinformation
• Tiefeninformation [Ho¨h01].
Die Aufbereitung der Informationen zu einer Maske ist ein Segmentierungsproblem, des-
sen optimale Lo¨sung Gegenstand zahlreicher Publikationen ist. Der Aufwand zur Lo¨sung
ha¨ngt in erheblichen Maße von den genauen Eigenschaften des gegebenen Hintergrun-
des ab. Eine deutliche Vereinfachung der Algorithmen ergibt sich durch die Verwendung
statischer Kameras vor einem statischen Hintergrund.
Zur Auswertung von Grauwert- und Farbinformation werden oft die Abweichungen zwi-
schen einem Modell des Hintergrundes und dem aktuellen Kamerabild gemessen. Vor
der eigentlichen Messung wird eine Bildsequenz der Szene ohne Probanden aufgezeich-
net und daraus ein Modell des Hintergrundes berechnet. Dann la¨sst man den Probanden
den Messbereich betreten und fu¨r jeden Zeitschritt und jede Kamera wird u¨berpru¨ft,
ob Bildpixel nun noch die Eigenschaften des den Hintergrundmodells erfu¨llen oder ob
die Abweichungen so groß sind, dass sie bereits zum Vordergrundobjekt geho¨ren. Damit
lassen sich Silhouetten des Vordergrundobjektes oder des Probanden berechnen.
Problematisch sind diese Verfahren immer dort, wo die Bildeigenschaften des Probanden
mit denen des Hintergrundmodells u¨bereinstimmen, dort entstehen dann Lo¨cher in der
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Vordergrundmaske.
Bei ungu¨nstiger Beleuchtung wirft der Proband einen mehr oder weniger scharf um-
randeten Schatten auf den Hintergrund. Dadurch ko¨nnen erhebliche Probleme fu¨r die
Segmentierung auftreten, weil sich die Bildeigenschaften des Hintergrundes a¨ndern. Im
einfachsten Fall a¨ndern sich lediglich die Intensita¨tswerte der Hintergrundpixel. Wenn
jedoch eine scharfe Schattengrenze vorhanden ist, entstehen auch neue Kantenpunkte
die kantenbasierte Suchverfahren sto¨ren ko¨nnen. Ein beleuchtungsinvariantes Verfahren
wurde von [MAD01] vorgestellt, es basiert auf einem statistischen Kolinearita¨tskriterium.
Die Algorithmen ko¨nnen meistens deutlich vereinfacht werden, wenn der Hintergrund
homogen und einfarbig ist. Das bekannteste und in der TV-Technik oft verwendete Ver-
fahren ist das Color-Keying, bei dem ein Hintergrund aus mittlerem Blau oder Gru¨n
bereitgestellt wird. Es ist wichtig, den Hintergrund selbst gut und aus verschiedenen
Richtungen auszuleuchten, weil Schattenwurf des Probanden die Segmentierung sto¨ren
kann.
Um zuna¨chst Einflu¨sse durch eine unvollsta¨ndige oder fehlerhafte Segmentierung auszu-
schließen, wurde in dieser Arbeit ein noch einfacheres Prinzip fu¨r einige Untersuchungen
verwendet. Der Hintergrund und Fußboden wurde mit einem schwarzem matten Stoff
aus der Bu¨hnentechnik bedeckt. Im Verha¨ltnis zu den Kosten des Multikameraaufbaus
fallen die Kosten fu¨r schwarzen Stoff nicht ins Gewicht. Der Nutzen ist jedoch enorm. Es
werden keine aufwendigen Segmentierungsstrategien beno¨tigt und es gibt keine Probleme
durch Schattenwurf, weil der schwarze Stoff jegliches Licht absorbiert. Ein fester Schwell-
wert wird wa¨hrend der Kalibrierung festgelegt und eine rechteckige ’Region of Interest’
fu¨r jedes Kamerabild ergibt nahezu optimale Vordergrund-Masken. Voraussetzung ist
eine sehr gute Ausleuchtung des Probanden. Im Gegensatz zu den kantenbasierten Ver-
fahren la¨sst sich fu¨r jeden Pixel kla¨ren, ob er zum Probanden oder zum Hintergrund
geho¨rt. Das steigert die Zuverla¨ssigkeit der Korrespondenz zwischen Modell und Maske
erheblich.
Fu¨r die Anwendung in einer natu¨rlichen Klinikumgebung ist das Verha¨ngen mit schwar-
zem Stoff voraussichtlich nicht aktzeptabel. In diesem Fall muss ein maskenbildendes
Segmentierungsverfahren angewendet werden, dass zum Beispiel die oben genannten
Bildinformationen auswertet.
7.3. Labeling der Bildzeilen
Ein Vorschlag zur Verbesserung der Korrespondenz zwischen Modell und Bild ist das
zeilenweise Abza¨hlen der Kantenpunkte gema¨ß Abbildung 7.3. Fu¨r eine Region of In-
terest werden in jeder Zeile die Kantenpunkte indiziert. Lediglich wenn zwei bzw. vier
Kantenpunkte je Zeile gefunden wurden, wird diese Zeile verwendet. Dies ermo¨glicht eine
Art parity-check, der die Zuverla¨ssigkeit dadurch erho¨ht, dass Zeilen mit einer ungeraden
Anzahl von Punkten und damit voraussichtlich fehlerhaftem Labeling nicht verwendet
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werden. Das Verfahren liefert dann die besten Ergebnisse, wenn ein guter Kontrast zwi-
schen Hintergrund und Vordergrund vorhanden ist und wenn keinerlei Eigentextur auf
den Beinen das Labeling erschwert.
Allerdings ist dieses Verfahren nicht ganz unproblematisch in den Single-Stance-Phasen,
also wenn sich die Beine gegenseitig verdecken. Das Labeling nummeriert dort die Kan-
tenpunkte nicht korrekt. In Abbildung 7.3 ist ein Beispiel gezeigt. Die linke Kante erha¨lt
in der Double-Support-Phase korrekterweise das selbe Label und geho¨rt auch zum selben
Bein. In der single-stance-phase wurde die linke Kante zwar immer noch mit dem selben
Labelwert versehen, aber der obere Bereich der Kante geho¨rt zum rechten Bein und der





1 2 3 4
1 2 3 4
1 2 1 2
Auch Label 2, aber es
es ist das linken Bein!
Label 2 - rechtes Bein
Abbildung 7.3.: Labeling der Kantenpunkte, die Nummerierung ist im Text erla¨utert.
Das Verfahren bringt einige weitere Probleme mit sich. Es vergibt die Label in Abha¨n-
gigkeit von der Blickrichtung des Probanden zur Kamera. Weiterhin a¨ndern sich Zuord-
nungen zwischen Label und Modell mit jedem Schritt, sodass eine mehr oder weniger
aufwendige Zuordnungsstragegie der Labelwerte zu den Bereichen des Modells notwendig
wird.
7.4. Disparita¨t zur Unterscheidung des linken oder rechten
Beines
In Abschnitt 7.1 wurde bereits diskutiert, wie wichtig die Seitenansichten des Probanden
fu¨r die Ganganalyse sind. Leider entstehen hier auch die meisten Selbstverdeckungen.
Aus Sicht einer Kamera verdeckt das der Kamera nahe Bein jeweils das der Kamera ferne
Bein. Welches nun das linke oder rechte Bein ist, ha¨ngt wiederum von der Orientierung
des Probanden ab.
88
7.4. Disparita¨t zur Unterscheidung des linken oder rechten Beines
Ist die Bewegungsrichtung des Probanden bereits bekannt und geht man davon aus, dass
der Proband nicht etwa ru¨ckwa¨rts oder seitlich la¨uft, la¨sst sich aus der Bewegungsrich-
tung auch die na¨herungsweise Orientierung des Probanden ermitteln. Gelingt es fu¨r jeden
Kantenpunkt, den Abstand zur Kamera zu berechnen, ist es mo¨glich, Kantenpunkte des
kameranahen Beines von denen des kamerafernen Beines zu differenzieren. Damit ist
dann u¨ber den Abstand auch die Zugeho¨hrigkeit zum linken oder rechten Bein gegeben.
Mit einer Stereo-Kamera-Anordnung ist es mo¨glich, Entfernungen der Kantenpunkte zu
berechnen. Werden zwei Kameras im sogenannten Normalfall angeordnet, la¨sst sich u¨ber
eine einfache Formel der Zusammenhang zwischen der Disparita¨t d und dem Abstand





Der Normalfall hat den weiteren Vorteil, dass korrespondierende Punkte lediglich entlang
einer Bildzeile gesucht werden mu¨ssen. Ist weiterhin der na¨herungsweise Abstand des
Probanden bekannt, kann der Suchbereich innerhalb einer Zeile erheblich eingeschra¨nkt
werden. Die folgenden Werte sollen dies verdeutlichen:
Zmin = 4000 [mm] Abstand nahes Bein
Zmax = 4200 [mm] Abstand fernes Bein
b = 300 [mm] Basisbreite
c = 1650 [Pixel] (Brennw.≈10.0[mm], Sensorel. 0.0060[mm])
dZmin = 123.75 [Pixel] Disparita¨t nahes Bein
dZmax = 117.80 [Pixel] Disparita¨t fernes Bein
Es ist zu erkennen, dass der Unterschied zwischen minimaler und maximaler Dispari-
ta¨t fu¨r einen Probanden etwa 6 Pixel betra¨gt. Zum einen ist sie groß genug, dass auf
eine Subpixel genaue Bestimmung der Kantenpunkte verzichtet werden kann und zum
anderen ist sie klein genug, dass die Wahrscheinlichkeit der Verwechslung mit anderen
Kantenpunkten eher gering ist. Das macht diese Variante der Korrespondenzfindung
außerordentlich attraktiv.
Dabei ist es nicht einmal erforderlich, fu¨r jeden Kantenpunkt den tatsa¨chlichen Abstand
zur Kamera zu bestimmen. Die Zuordnung von Kantenpunkten zum kameranahen und
kamerafernen Bein kann bereits durch die gemessene Disparita¨t erfolgen. Es ist lediglich
erforderlich, einen Disparita¨ts-Schwellwert anzugeben, unterhalb dem ein Kantenpunkt
dem Kamera fernen Bein zuzuordnen ist. Dieser Schwellwert kann entweder durch Um-
stellung von Gl.(7.1) berechnet werden, indem eine z-Koordinate aus einer gena¨herten
Modellposition vorgegeben wird. Oder es wird ein Histogramm der gemessenen Dispari-
ta¨ten verwendet und ein Schwellwert zum Beispiel durch Mittelwertbildung festgelegt.
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7.5. 2D-Templatematching mit Hilfe eines genetischen
Algorithmus
In Kapitel 4 wurden 2D-Templates als eine sehr einfache Mo¨glichkeit der Formbeschrei-
bung vorgestellt. Sie ko¨nnen entweder direkt im Bild vorgegeben sein oder aus einem
gegebenen 3D-Formmodell erstellt werden. Dafu¨r werden die Ko¨rperkanten eines Ko¨r-
perteiles in das Kamerabild projiziert und die dabei entstandenen Konturen zu einem
2D-Template zusammengefasst. Die Lage und Orientierung des Templates kann zuna¨chst
durch zwei Gelenkpunkte des Skelettmodells vorgegeben werden. Die Korrespondenz zwi-
schen jedem Template und dem Bild erfolgt durch Minimierung einer Kostenfunktion.
Wurden optimale Lageparameter fu¨r jedes Template berechnet, ko¨nnen nun fu¨r jedes
Template auch Zielpunkte fu¨r die beiden Gelenke berechnet und das Skelettmodell ent-
sprechend approximiert werden.
Das Chamfer-Matching2 [Gus92] verwendet ein schnelles Verfahren zur Berechnung des
Abstandes zwischen Modell- und Bildkanten. Zuna¨chst werden Kantenpunkte des Ka-
merabildes extrahiert und durch Anwendung eines Schwellwertes zu einer bina¨ren Maske
verarbeitet. Diese Maske wird nun als Input fu¨r eine Distanztransformation [Soi98] be-
nutzt. Durch eine Hin- und eine Ru¨ckiteration entsteht ein Bild (Distanzfunktion), in
dem der Grauwert eines Pixels gleich dem Abstand des Pixels zu seinem na¨chsten Kan-
tenpunkt ist. Die Distanzfunktion wird demzufolge null, wenn der Pixel direkt auf einer
Bildkante liegt. Zur Berechnung des mittleren Abstandes zwischen Modell- und Bild-
kante wird die Modellkontur diskretisiert und die Distanzfunktion an den diskretisierten
Stu¨tzstellen der Modellkontur abgetastet. Wird die Lage des Modells vera¨ndert, ver-
a¨ndert sich demzufolge auch der mittlere Abstand zwischen Modellkonturen und den
bina¨risierten Kantenpunkten des Kamerabildes.
Die Lage eines jeden Templates la¨sst sich nun a¨ndern und jeweils der mittlere Abstand
berechnen. Durch ein Optimierungsverfahren ko¨nnen nun optimale Templatepositionen
im Bild berechnet werden. Ein kleiner Suchraum fu¨r jedes Template bewirkt eine Ver-
ringerung von Mehrdeutigkeiten und Rechenaufwand. Im einfachsten Fall wird fu¨r jedes
Template ein dreidimensionaler Suchraum durch zwei Translationen und eine Rotati-
on definiert. In Abbildung 7.4 wurde ein einfacher Genetischer Algorithmus verwendet,
um optimale Templatepositionen zu finden. Zu sehen ist die Distanzfunktion, Grau-
wert=Distanz=0 wurde eingefa¨rbt. Vor der ersten Iteration sind alle 500 Individuen
gleichma¨ßig im Suchraum verteilt. Durch Kreuzung und Mutation mit anschließender
Selektion entstehen nach 30 Generationen die ersten Ansammlungen in der Na¨he lokaler
Minimas. Nach bereits 60 Generationen wurden die beiden Fu¨ße sicher gefunden. Was
nicht zu sehen ist: la¨sst man die Optimierung weiter laufen, dann konzentriert sich die
ganze Generation auf einem Fuß. Ein Vorschlag zur Lo¨sung des Problems in den Double-
Support-Phasen ist die Einschra¨nkung des Suchbereiches in der Na¨he der tatsa¨chlichen
Fußposition. Es stellt sich dann aber auch wieder die Frage der Na¨herungswerte.
2engl. Chamfer - Hohlrinne oder Kerbe
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Abbildung 7.4.: 2D-Templatematching mit einem genetischen Algorithmus
Das Verfahren ist relativ unempfindlich gegen Teil-Verdeckungen, wie man in Abbil-
dung 7.5 erkennen kann. Es wurde auch der zu gut einem Drittel verdeckte Fuß gefunden.
Abbildung 7.5.: Weitgehende Invarianz des Genetischen Algorithmus gegen Teil-
Verdeckungen (Links: Anfang; Rechts: nach 50 Generationen)
In Abbildung 7.6 ist eine Population eines Unterschenkel-Templates zu erkennen. Es
konnten beide Unterschenkel detektiert werden, allerdings konzentriert sich die Popula-
tion auf den linken Unterschenkel. Interessant ist ein weiterer Effekt: Obwohl die Form
des Templates den Unterschenkel gut wiedergibt, wird eine zu hohe Position gescha¨tzt.
Dieses Problem zeigt sich spa¨ter auch bei der Approximation des Mensch-Modells mit-
tels Ausgleichsrechnung. Es wird dann auf das klassische Aperturproblem zuru¨ckgefu¨hrt
werden.
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(a) Anfang (b) 30 Generationen (c) 60 Generationen (d) 90 Generationen
Abbildung 7.6.: Approximation eines Templates des Unterschenkels.
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8. (Quasi-)periodisches Bewegungsmodell
Das Ziel der Bildsequenzauswertung ist es, einen Parametersatz des Mensch-Modells
fu¨r jeden Zeitschritt zu scha¨tzen. Die Anzahl der unbekannten Parameter wird zwar
durch die Freiheitsgrade des Modells in jedem Zeitschritt festgelegt. U¨ber die gesamte
Sequenz betrachtet, bestimmt aber auch die Sequenzla¨nge die Anzahl der unbekannten
Parameter.
U¨ber die Sequenz betrachtet wa¨re es also denkbar, die Anzahl der Unbekannten zu
verkleinern, wenn Zusammenha¨nge der Modell-Parameter zwischen den Zeitschritten
existieren. Fu¨r den menschlichen Gang existiert ein Laufzyklus, dessen Details im Kapi-
tel 2.1 erla¨utert wurden. Mit der Periodizita¨t des Ganges ist also ein solcher Zusammen-
hang zwischen den Zeitschritten gefunden. Aufgrund begrenzter Muskelkra¨fte sind die
Beschleunigungen limitiert, begrenzte Wertebereiche der Parameter (zum Beispiel Ge-
lenkwinkelgrenzen) lassen die Geschwindigkeiten der Ko¨rperteile nicht endlos ansteigen.
Deshalb sind die Haltungsparameter benachbarter Zeitschritte ebenfalls a¨hnlich. Damit
ist noch ein zweiter Zusammenhang gefunden. U¨ber eine Zeitspanne betrachtet, mu¨sste
sich demzufolge die Anzahl der Unbekannten reduzieren lassen, indem eine Modellierung
der Bewegung erfolgt.
Ein solches Bewegungsmodell sollte prima¨r fu¨r jeden Zeitschritt t einen Zustandsvektor
xt synthetisieren ko¨nnen. Es muss mit den bisher diskutierten Verfahren der Model-
lapproximation zusammenarbeiten ko¨nnen und sollte mo¨glichst einfach sein. Deshalb
soll die Synthese der Zustandsvektoren durch eine einfache lineare Gleichung erfolgen,
in welcher der Vektor c eine zeitunabha¨ngige Beschreibung der Bewegung darstellt.
Bt = B(t) (8.1)
xt = Bt · c (8.2)
Die Berechnung der Matrix Bt = B(t) richtet sich nach dem verwendeten Interpolati-
onsverfahren.
Es ist bis jetzt nicht sicher gekla¨rt, inwieweit der Gang als periodisch angenommen wer-
den kann. Da der menschliche Gang einigen Sto¨rgro¨ßen der Umwelt und Schwankungen
ko¨rperinnerer Parameter unterliegt, ist anzunehmen, dass nicht jeder Schritt identisch
zum na¨chsten ist, zumal es sich bei einem biologischen System nicht um ein starres tech-
nisches Gera¨t handelt. Eine genaue Aussage, wie groß die Parameterschwankungen eines




Dennoch wa¨re es fu¨r viele weitere Anwendungen wu¨nschenswert, lediglich den periodi-
schen Anteil des Ganges zu verwenden, der fu¨r den Probanden durch Mittelwertbildung
in jedem Schritt der Sequenz berechnet wird, da sich damit der mittlere Gang eines
Probanden durch einen relativ kleinen Parametersatz beschreiben la¨sst. Je kleiner dieser
Parametersatz ist, desto ho¨her ist die Robustheit gegen Sto¨rungen, die Genauigkeit und
desto einfacher du¨rften sich auf diesen Daten aufbauende Anwendungen gestalten lassen.
Deshalb geht diese Arbeit in weiten Teilen davon aus, dass es diesen periodischen Anteil
tatsa¨chlich gibt und das die Abweichungen von diesem periodischen Modell klein sind.
Unter Annahme eines periodischen Ganges ist zur Berechnung der Matrix Bt auch eine
periodische Funktion zu verwenden. Neben periodischen B-Splinefunktionen bietet sich



















Die Funktion x(t) besitzt die Periode T , es gilt f(t + T ) = f(t). Dies ko¨nnte zum Bei-
spiel der Gelenkwinkelverlauf eines Kniegelenkes oder die Amplitude des Fußgelenkes
sein. Die Fourierkoeffizienten ak und bk beschreiben die Charakteristik der Bewegung
und sollen durch Parameterscha¨tzung ermittelt werden. Sie lassen sich im Vektor cˆ zu-











Stelle t ko¨nnen vorab berechnet werden und lassen sich gemeinsam mit der Konstan-
ten 12 in einer einzeiligen Matrix bt darstellen. Dann ergibt sich der Funktionswert der
Fourierreihe an der Stelle t in Matrixschreibweise:
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(8.5)
xt = bt · cˆ (8.6)
Gl.(8.6) liefert einen Skalar, es kann also nur eine Vektorkomponente des Zustandsvektors
xt = [xt1, xt2, . . . , xti]T repra¨sentiert werden. Um den ganzen Zustandsvektor xt darzu-
stellen, werden die Fourierkoeffizienten einer jeden Zustandsvektorkomponente cˆ1 . . . cˆi
untereinander geschrieben. Die Blockdiagonalmatrix Bt besitzt dann so viele Zeilen i,







 = Bt · c =














Zur Scha¨tzung der Parameter des Bewegungsmodells c muss eine Folge von Zustands-





Abbildung 8.1.: Die Gelekpunktkoordinaten werden im Folgenden relativ zur mittleren
Hu¨ftposition angegeben.




[|xt − zt|]2 =
L∑
t
[|Bt · c− zt|]2 → min (8.8)













Um die Approximation zu testen, wurden manuell die Hu¨ftgelenkspositionen in verschie-
denen Bildern markiert und deren Raumpunkte berechnet. Aus den beiden Gelenkpunk-
ten der Hu¨fte la¨sst sich durch Mittelwertbildung die mittlere Hu¨ftposition berechnen.
Abbildung 8.1 zeigt die Definition relativer Gelenkpunktkoordinaten. In Abbildung 8.2
sind die absoluten sowie relativen x-Koordinaten der Trajektorien der Sprunggelenke
und der Hu¨ftposition zu sehen.
Zur Demonstration des Ansatzes wurde als Soll-Zustandsvektor zt die x-Koordinate des
linken Fußgelenkes relativ zur Hu¨fte vorgegeben und eine Approximation des Bewe-
gungsmodells durchgefu¨hrt. Abbildung 8.3 zeigt die Approximationsergebnisse, wenn
die Anzahl der Fourierkoeffizienten und die Periodenla¨nge des Bewegungsmodells ge-
a¨ndert werden. Es ist deutlich zu sehen, dass die Anzahl der Fourierkoeffizienten eher
unkritisch ist. Einen erheblichen Einfluss auf das Approximationsergebnis hat aber die
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Abbildung 8.2.: Links: x-Koordinaten des linken und rechten Sprunggelenkes (alternie-
rend), sowie der Hu¨fte (nahezu gerade) in Bewegungsrichtung; Rechts:
Koordinaten des linken und rechten Sprunggelenkes relativ zur Hu¨fte
Periodenla¨nge der Fourierreihe. Sie muss sehr pra¨zise vorgegeben werden, um ein opti-
males Approximationsergebnis zu erhalten. Unerwartet ist das Diagramm rechts oben.
Es zeigt ein starkes U¨berschwingen, hervorgerufen durch zu viele Fourierkoeffizienten
in Verbindung mit einer falschen Periodenla¨nge. Dieses hier zuna¨chst nur angedeutete
Problem wird ab Abschnitt 10.4.1 genauer untersucht.
In Abbildung 8.4 wurden die vier x-Koordinaten der beiden Sprung- und Kniegelenke
mit der Methode der kleinsten Fehlerquadrate durch das beschriebene Bewegungsmodell
approximiert. Misstrauisch macht vor allem die Asymmetrie der approximierten Knie-
trajektorien. Die Hauptursache ist ein Ausreißer (drittes Sample des linken Knies). Geht
man von einem normalen symmetrischen Gang aus, spricht nichts dagegen, die Anzahl
der Parameter des Bewegungsmodells c dadurch zu halbieren. Dies kann geschehen, in-
dem die selben Fourierkoeffizienten fu¨r das linke und rechte Bein verwendet werden, da
ja bekannt ist, dass die Bewegung der beiden Beine etwa 180 ◦ (oder 50 %) phasen-
verschoben verla¨uft. Natu¨rlich ko¨nnen dann tatsa¨chliche Asymmetrien des Ganges eines
Probanden nicht mehr repra¨sentiert werden. Da es fu¨r medizinische Untersuchungen aber
auch um Aussagen zur Symmetrie geht, ist ein derart vereinfachtes Modell ungeeignet.
Fu¨r die Gewinnung von Na¨herungswerten ko¨nnte es dennoch hilfreich sein.
In Abbildung 8.5 wurde die Approximation mit den selben mit Ausreißern behafteten
Daten durchgefu¨hrt, allerdings unter Verwendung des symmetrischen Bewegungsmodells.
Deutlich zu erkennen ist nun die Symmetrie der Bewegungsabla¨ufe. Wie zu erwarten war,
steigt die Robustheit gegenu¨ber Ausreißern durch Halbierung der Anzahl unbekannter
Parameter.
Es wurde festgestellt, dass die exakte Periodendauer ein kritischer Parameter fu¨r die
Qualita¨t der Approximation ist. Um eine genauere Aussage treffen zu ko¨nnen, wurde in
Abbildung 8.6 eine volle Suche u¨ber die Periodenla¨nge T durchgefu¨hrt. Ein Entfernen
des Ausreißers a¨nderte die Lage des Minimums bei Tmin = 11.8[1/10s] nicht.
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Fourierkoef. K=4Fourierkoef. K=4Fourierkoef. K=4




Periode T=12,5 [1/10s] Periode T=9 [1/10s]
Periode T=9 [1/10s]
Periode T=9 [1/10s]
Abbildung 8.3.: Approximation relativen x-Koordinate des linken Fußgelenkes (Kreise)
durch eine Fourierreihe mit verschiedenen Parametern (durchgezogen).
Variiert wurden die Periodenla¨nge T (von links nach rechts) und die
Anzahl der Fourierkoeffizienten K (von oben nach unten).
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Abbildung 8.4.: Approximation der relativen Bewegung von Knie und Sprunggelenk
(K=4 und T=12.5[1/10s])









































Abbildung 8.5.: Approximation der relativen Bewegung von Knie und Sprunggelenk un-
ter Verwendung eines symmetrischen Bewegungsmodells. Es wurden nur












































10 10.5 11 11.5 12 12.5 13 13.5 14
Zeitschritt T in [1/10s]
Zeitschritt T in [1/10s]
4 6 8 10 12 14 16 18 20
Tmin=11.8 [1/10s]
Abbildung 8.6.: Volle Suche u¨ber die Periodendauer T: Ein eindeutiges Minimum wurde
bei Tmin = 11.8[1/10s] gefunden (K=4). Als Ursache fu¨r die kleineren
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K
Abbildung 8.7.: Approximationsfehler bei unterschiedlicher La¨nge der Fourierreihe (K)
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8.1. Approximation des Bewegungsmodells mit einem
nichtlinearen Ko¨rpermodell
Es wurde gezeigt, dass sich ein gegebener Bewegungsablauf durch eine Fourierreihe mehr
oder weniger genau approximieren la¨sst. Es wurde bisher kein Skelettmodell verwendet,
statt dessen wurden direkt die x-Koordinaten der gemessenen Gelenkpunkte durch das
Bewegungsmodell approximiert. Gewo¨hnlich lassen sich durch eine Fourierreihe gut pe-
riodische Bewegungen um einen Mittelwert (DC oder Gleichanteil) repra¨sentieren. Um
einen konstanten Mittelwert zu erhalten, mussten alle Koordinaten relativ zum Hu¨ftge-
lenk angegeben werden. Erleichtert wurde dies durch eine Hauptbewegungsrichtung des
Probanden entlang der x-Achse. Durch dieses Modell wa¨re zum Beispiel ein im Kreis lau-
fender Proband nicht so einfach darstellbar. Es mu¨sste ein Koordinatensystem erzeugt
werden, das die wesentlichen Bewegungen, wie Translation und Rotation relativ zum
Weltkoordinatensystem kompensiert und in dem sich alle Gelenkpunkte relativ darstel-
len lassen. Hauptproblem dabei du¨rfte die Kompensation der Rotation des Probanden
um die z-Achse sein. Mo¨glich wa¨re das vielleicht unter Auswertung des Geschwindig-
keitsvektors des Probanden.
Zwar wurde sowohl das sehr einfache Skelettmodell, bei dem Gelenkpunkte durch Strecken
miteinander verbunden sind, als auch das beschriebene hierarchische Skelett differenziell
formuliert, aber eine relative Formulierung der Bewegungsgro¨ßen erlaubt nur das hier-
archische Skelett. Das hierarchische Skelett verwendet als Repra¨sentation der Bewegung
der Gliedmaßen direkt die Gelenkwinkel. Da diese relativ zum Vorga¨nger-Ko¨rperteil for-
muliert sind, wird eine Rotation des Probanden bereits durch das Modell kompensiert.
Die zuvor gezeigte differenzielle Formulierung erlauben es, direkt Zielpunkte in den Ka-
merabildern anzugeben. Das wiederum gestattet es selbst die Gelenkpunkte zu verwen-
den, die nur in einer einzigen Kamera beobachtet werden konnten. Wu¨rde das Modell an
3D-Raumpunkte approximiert werden mu¨ssen, ko¨nnte diese Information nicht verwendet
werden, weil sich die Koordinaten eines Gelenkpunktes nicht durch eine Kamera alleine
berechnen ließen.
Um das periodische Bewegungsmodell mit dem bisherigen Mensch-Modell verwenden
zu ko¨nnen, mu¨ssen die vorhandenen Gleichungen etwas umgestellt werden. Die lineare
Gl.(8.2) des periodischen Bewegungsmodells ist auch fu¨r differenzielle A¨nderungen ∆c
gu¨ltig.
∆xt = Bt ·∆c (8.10)
xt +∆xt = Bt · [c+∆c] (8.11)
xt +∆xt = Bt · c+Bt ·∆c (8.12)
Neben dem linearen Bewegungsmodell Gl.(8.2) existiert ein nichtlineares Ko¨rpermodell
mit einem nichtlinearen Kameramodell. Ausgehend von einem Na¨herungswert des Zu-
standsvektors xt ko¨nnen damit die Koordinaten der Modellpunkte in den Kamerabil-
dern pt = p(xt) synthetisiert werden. Zur Scha¨tzung des unbekannten Zustandsvektors
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xtn = xt+∆xt aus seinem Na¨herungswert xt wird klassisch der funktionale Zusammen-
hang durch Linearisierung in einer Jacobimatrix (At =
∂p(xt)
∂xt
) aufgestellt. Fu¨r jeden
Zeitschritt kann dann ein u¨berbestimmtes Gleichungssystem nach ∆xt gelo¨st werden,
wenn die Sollkoordinaten st der Modellpunkte in den Kamerabildern gegeben sind.
At ·∆xt = st − pt (8.13)
Dies ist die Standardmethode, bei der jeder Zeitschritt unabha¨ngig von den anderen
berechnet wird. Entsprechend hoch ist die Anzahl der Unbekannten. Eine Verringerung
wird erreicht, wenn die Anzahl der Vektorkomponenten in c kleiner ist als die Anzahl
der Vektorkomponenten von xt multipliziert mit der Sequenzla¨nge. Durch Einsetzen von
Gl.(8.10) in Gl.(8.13) entsteht fu¨r jeden Zeitschritt die folgende Gleichung:
[At ·Bt] ·∆c = st − pt (8.14)
Diese Gleichung wird nun fu¨r jeden Zeitschritt der Sequenz in einem gemeinsamen Glei-
chungssystem aufgestellt. Dieses la¨sst sich mit der Methode der kleinsten Fehlerquadrate
nach ∆c auflo¨sen. Ausgehend von einem anfa¨nglichen Bewegungsmodell cn entsteht nach
einer Iteration ein besseres Bewegungsmodell cn+1 = cn +∆c.
Bei der Lo¨sung des u¨berbestimmten Gleichungssystems mit dem Algorithmus aus dem
Anhang C berechnen sich die Standardabweichungen der unbekannten Parameter nach
Gl.(C.9). Dazu geho¨ren auch die Parameter des Bewegungsmodells c, deren Standard-
abweichungen zu einem Vektor σc = [sˆ1, sˆi, . . . , sˆu]T zusammengefasst werden ko¨nnen.
Leichter als die Parameter c des Bewegungsmodells sind aber die Gelenkwinkel xt zu
interpretieren. Es ist deshalb auch interessant, die Standardabweichungen σxt der Ge-
lenkwinkel anzugeben. Nach dem Fehlerfortpflanzungsgesetz lassen sich die Standard-
abweichungen σxt der Gelenkwinkel eines Zeitschrittes t aus den Standardabweichungen
der Parameter des Bewegungsmodells berechnen:
σxt = Bt · σc (8.15)
8.1.1. Experiment
Beim Aufstellen der nichtlinearen Beobachtungsgleichungen schleichen sich leicht Feh-
ler ein. Um die zuvor beschriebenen Gleichungen zu testen, wurden zuna¨chst die Ge-
lenkpunkte der Hu¨ft-, Knie- und Sprunggelenke in allen Kamera-Bildern und in allen
Zeitschritten manuell vorgegeben. Die Na¨herungswerte fu¨r Translation und Rotation
des Skeletts wurden durch den Schwerpunkt der Gelenkpunkte und seinem gegla¨tteten
Geschwindigkeitsvektor (Bewegungsrichtung=Blickrichtung) ermittelt.
Mit Hilfe der beschriebenen Gleichungen wurden sechs Gelenkpunkte des hierarchischen
Skelettmodells an die im Bild vorgegebenen Punkte iterativ approximiert. Nach etwa 10
Iterationen a¨nderten sich die gescha¨tzten Bewegungsparameter nicht mehr wesentlich.
Bei der Ausgleichung wurden 33 Zeitschritte aus vier Kameras beru¨cksichtigt.
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Die Approximationen wurden zweimal durchgefu¨hrt, einmal ohne das beschriebene pe-
riodische Bewegungsmodell und einmal mit dem periodischen Bewegungsmodell (K=2,
T=11.8). Im letzteren Fall wurden als unbekannte Parameter verwendet:
• sequenzvariabel: Translation in x- und y-Richtung
• sequenzvariabel: Rotaion um z
• zyklisch: Translation entlang der z-Richtung (Auf- und Abwa¨rtsbewegung)
• zyklisch: je zwei Mal Hu¨ft- und Kniegelenkswinkel (Beugen und Strecken)
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Abbildung 8.8.: Gelenkwinkelverla¨ufe ohne (a) und mit zyklischem (b) Bewegungsmo-
dell. Zu sehen ist, dass durch das Bewegungsmodell die Standardabwei-
chungen deutlich gesenkt werden ko¨nnen.
In Abbildung 8.8 sind die Ergebnisse zu sehen. Es ist zu erkennen, dass die Vertrauens-
intervalle 3 ·σ der Gelenkwinkel durch das Bewegungsmodell deutlich verkleinert werden
ko¨nnen. Ganz allgemein wirken die Gelenkwinkelverla¨ufe auch etwas glatter, ob dies
jedoch der Realita¨t entspricht, la¨sst sich daraus leider nicht ableiten.
Das Bewegungsmodell approximiert die Gelenkwinkel recht gut (Abbildung 8.9). Die
maximale Abweichung zwischen beiden betra¨gt etwa 10 ◦, ist im Durchschnitt aber
deutlich kleiner. Zeitschritt 46 scheint ein Ausreißer zu sein, da er sowohl im Hu¨ftge-
lenkswinkel, als auch im Kniewinkel schlecht approximiert werden konnte. Zu bemerken
ist, dass Messwerte ab Zeitschritt 43 unsicher sind, weil dort der Proband lediglich von
zwei Kameras gesehen werden konnte.
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(b) Linkes Knie
Abbildung 8.9.: Gelenkwinkelverla¨ufe ohne (Kreise) und mit (Linie) zyklischem Bewe-
gungsmodell. Die maximale Abweichung zwischen beiden betra¨gt etwa
15 ◦. Unsicher sind die Werte ab Zeitschritt 43, da sich der Proband be-
reits außerhalb des Sichtbereiches von zwei Kameras bewegte und dem-
zufolge nur noch von zwei Kameras beobachtet werden konnte.
8.1.2. Berechnung der Periodendauer in einer Ausgleichung
Die Versuchsreihen in Abbildung 8.3 haben gezeigt, dass das Bewegungsmodell emp-
findlich auf eine falsche Periodendauer reagiert. Es ist mo¨glich die Periodendauer selbst
als Unbekannte in die Ausgleichsrechnung einzufu¨hren, indem ein guter Na¨herungswert
vorgegeben wird. Dazu werden die Punktkoordinaten analytisch oder numerisch nach
der Periodendauer abgeleitet.
xt = x(t, T ) = B(t, T ) · c (8.16)
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Ein Problem mit linearen Abha¨ngigkeiten zwischen Periodendauer und Bewegungspara-




8.2. Methoden der Repra¨sentation quasiperiodischer
Bewegungsgro¨ßen
Fu¨r den Fall, dass der menschliche Gang sich nur schlecht durch ein periodisches Modell
repra¨sentieren la¨sst, sollen einige Alternativen diskutiert werden. Die Versuchsreihen zu-
vor haben gezeigt, dass das Bewegungsmodell empfindlich auf eine falsche Periodendauer
reagiert. Es la¨sst sich daraus Schlussfolgern, dass eine sehr genaue Synchronisierung des
Bewegungsmodells mit der Bewegung des Probanden erfolgen muss. Die zu Grunde lie-
gende Annahme war jedoch weiterhin die Existenz eines periodischen Laufzyklus, der
sich durch eine zeitliche Synchronisierung mit der Probandenbewegung in U¨bereinstim-
mung bringen la¨sst. Die genaue zeitliche Synchronisierung ist jedoch nur die eine Seite.
Auf der anderen Seite muss auch beachtet werden, dass sich die Amplitude der Gelenk-
winkel von Schritt zu Schritt ebenfalls a¨ndern kann. Der bisherige Ansatz vernachla¨ssigt
das, denn es werden die selben Fourierkoeffizienten, welche die Amplitude codieren, fu¨r
die gesamte Sequenz verwendet.
Die Amplitude der Gelenkwinkel du¨rfte dabei in einem engen Zusammenhang mit der
Schrittla¨nge sl stehen. Die Schrittla¨nge sl ließe sich zum einen aus der Differenz der
Koordinaten des Sprunggelenkes zweier Standpunkte berechnen. Zum anderen existiert
ein Zusammenhang zwischen Schrittla¨nge sl, der Schrittfrequenz fs und der mittleren





Unter diesen Bedingungen ko¨nnte ein Korrekturterm verwendet werden, der die Fou-
rierkoeffizienten und damit die Amplitude der Gelenkwinkelverla¨ufe, entsprechend der
Schrittla¨nge des Probanden skaliert. Dazu muss aber der Zusammenhang zwischen Schritt-
la¨nge und den Fourierkoeffizienten bekannt sein. Der Zusammenhang konnte in dieser
Arbeit leider noch nicht aufgezeigt werden. Eigentlich ist es weniger die Frage, ob ein
Zusammenhang existiert (das liegt eigentlich auf der Hand) als vielmehr, welche Komple-
xita¨t die Modelle fu¨r diesen Zusammenhang besitzen mu¨ssen. Im einfachsten Fall kann
versuchsweise ein linearer Zusammenhang angenommen werden. Im Ergebnis entsteht
ein normierter Parametersatz, der fu¨r unterschiedliche Schrittfrequenzen und Schritt-
la¨ngen konstant bleibt. Die Vergleichbarkeit der Messreihen wird dadurch vereinfacht,
da die sehr variablen Gro¨ßen, wie Schrittfrequenz und Schrittla¨nge, nur noch geringen
Einfluss auf die Parametersa¨tze haben.
Fu¨r den Fall, dass der Gang nur anna¨hernd periodisch ist, darf fu¨r jeden Schritt nicht
einfach der selbe Parametersatz verwendet werden. Die Anzahl der Parameter fu¨r den
aufgezeichneten Gang wird sich dann aber deutlich erho¨hen und damit sowohl die Ro-
bustheit als auch die Genauigkeit der Parameterscha¨tzung verkleinern. Im Folgenden
sollen einige alternative Lo¨sungen diskutiert werden. Sie basieren wieder auf der Repra¨-
sentation des Ganges im Frequenzraum:
• Separieren von periodischem und aperiodischem Anteil.
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• Fu¨r jeden Schritt ein eigenes Bewegungsmodell verwenden.
• Eine Fourierrepra¨sentation mit einer vielfachen Periodendauer der Schrittdauer des
Probanden.
8.2.1. Separation von periodischem und aperiodischem Anteil
Die Separation von periodischem und aperiodischem Anteil ist ein interessanter Ansatz,
weil sie eine getrennte Verarbeitung der beiden Gro¨ßen ermo¨glicht. Dazu wird zuna¨chst
eine Ausgleichsrechnung mit periodischem Bewegungsmodell durchgefu¨hrt, wie zuvor be-
schrieben. Im Ergebnis entsteht der periodische Anteil der Bewegung, als relativ kleiner
Parametersatz des Bewegungsmodells im Frequenzraum. Aus den Fourierkoeffizienten
wird nun eine periodische Bewegung des 3D-Modells synthetisiert. Das 3D-Modell ist
dadurch in jedem Zeitschritt gut initialisiert. Ausgehend von diesen Startwerten, werden
die Parameter des 3D-Modells in jedem Zeitschritt separat ausgeglichen und die A¨nde-
rungen akkumuliert. Fu¨r jeden Zeitschritt entsteht dadurch ein eigener Parametersatz,
der die Abweichungen zum periodischen Modell beschreibt. Damit ko¨nnen also direkt die
Abweichungen zwischen periodischen Bewegungsmodell und aperiodischen Komponen-
ten berechnet werden. Der Preis ist jedoch eine geringere Genauigkeit der aperiodischen
Bewegungsgro¨ßen, da zur Berechnung des aperiodischen Anteils keine zeitliche Integra-
tion der Informationen der Bildsequenz erfolgen kann. Abweichungen zum periodischen
Modell lassen sich durch Nebenbedingungen klein halten, dass du¨rfte die Berechnung
des aperiodischen Anteils stabilisieren.
8.2.2. Ein separates Bewegungsmodell fu¨r jeden Schritt
Theoretisch kann fu¨r jeden Schritt ein eigenes Bewegungsmodell verwendet werden. Dann
darf jeder Schritt ein Unikat darstellen. Es ist dadurch mo¨glich die Amplitude der Ge-
lenkwinkel fu¨r jeden Schritt variabel zu halten. A¨nderungen der Schrittweite ko¨nnen
somit deutlich leichter erfasst werden. Diese Form ist voraussichtlich deutlich weniger
empfindlich gegen eine ungenaue Angabe der Periodendauer Ts, weil der Definitionsbe-
reich des Bewegungsmodells jeweils auf eine Periode beschra¨nkt bleibt. Die Interpreta-
tion der Fourierkoeffizienten bleibt relativ einfach, weil fu¨r jeden Schritt ein separater
Parametersatz berechnet wird. Es entsteht keine Vermischung der Fourierkoeffizienten
aufeinander folgender Schritte, im Gegensatz zu den Methoden, die in den folgenden
Abschnitten erla¨utert werden. Unter der Annahme, dass aufeinander folgende Schrit-
te zumindest a¨hnliche Fourierkoeffizienten besitzen, lassen sich aus einem berechneten
Schritt voraussichtlich sehr gute Na¨herungswerte fu¨r den na¨chsten Schritt erzeugen. So-
dass selbst bei einem sehr ausgefallenen Gangmuster die automatische Auswertung einer
langen Sequenz ermo¨glicht wird, wenn der erste Schritt unter Verwendung manueller
Punkteingaben berechnet wurde. Da jeder Schritt in einem eigenen Gleichungssystem
ausgeglichen wird, muss nicht mehr die ganze Sequenz mit einem Mal ausgewertet wer-
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den. Es ist nun mo¨glich selbst sehr lange Bildsequenzen, wie sie unter Verwendung eines
Laufbandes entstehen ko¨nnen, Schritt fu¨r Schritt auszuwerten.







Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
Zeitschritt
Abbildung 8.10.: Es wird ein separates Bewegungsmodell fu¨r jeden Probandenschritt ver-
wendet und fu¨r jede Periode ein separater Satz von Fourierkoeffizienten
berechnet.
Demgegenu¨ber stehen einige Nachteile. Die vorhandenen Redundanzen zwischen aufein-
ander folgenden Schritten ko¨nnen nicht genutzt werden und es wird fu¨r jeden Schritt ein
neuer Parametersatz beno¨tigt. Dadurch steigt die Anzahl der unbekannten Parameter
erheblich und es ist eine kleinere Genauigkeit/Robustheit zu erwarten, als bei Verwen-
dung eines Bewegungsmodells fu¨r die ganze Bildsequenz. Das Bewegungsmodell sollte
jedoch gerade zur Verringerung der Parameteranzahl verwendet werden. Somit ist eine
Reduktion der Parameteranzahl eigentlich nur noch mo¨glich, wenn die Abtastfrequenz
des Bildaufnahmesystems sehr viel gro¨ßer als die Schrittfrequenz ist.







Model 2 Model 3 Model 4 Model 5 Model 6
Zeitschritt
Model 1
Abbildung 8.11.: Das Konzept der Fensterung aus der Signalverarbeitung erlaubt Bewe-
gungsmodelle die sich u¨berlappen. Die U¨berlappungsbereiche ko¨nnen
beliebig groß gewa¨hlt werden, damit la¨sst sich die zu berechnende An-
zahl der Bewegungsparameter in einem weiten Bereich variieren.
In einer leicht abgewandelten Form ist der Ansatz in der Lage das aus der Signalver-
arbeitung bekannte Konzept der Fensterung auf die Ganganalyse zu u¨bertragen (siehe
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Abbildung 8.11). Die Auswertung der Bildsequenz erfolgt dann in so genannten Zeit-
’Fenstern’, die sich gegenseitig gut u¨berlappen. Bei der Berechnung der Fourierkoeffizi-
enten werden dann die Zeitschritte an den Ra¨ndern des Zeit-Fensters deutlich weniger
gewichtet, als die Zeitschritte in der Mitte eines Zeit-Fensters. Durch die U¨berlappungen
der Zeitfenster a¨ndern sich nach einer Korrektur des Phasenwinkels (Verschiebungssatz)
die Fourierkoeffizienten von Fenster zu Fenster nur wenig. Das liegt an der zeitlichen Na¨-
he aufeinander folgender Fenster. Dadurch lassen sich deutlich bessere Na¨herungswerte
fu¨r die Auswertung des na¨chsten Zeitfensters bereitstellen.
Nach Auswertung einer Bildsequenz entsteht nicht nur ein Laufzyklus, sondern eine
ganze Reihe von Laufzyklen, die dann geeignet visualisiert und weiterverarbeitet werden
mu¨ssen.
8.2.3. Fourierreihe mit vielfacher Periodendauer der Schrittfrequenz







...Model 1 Model 2
Zeitschritt
Model 3...
Abbildung 8.12.: Es wird nur ein Bewegungsmodell mit der Periode eines Vielfachen
einer mittleren Schrittfrequenz verwendet.
Es ist mo¨glich die Fourierreihe mit dem Vielfachen der Schrittfrequenz und einer er-
ho¨hten Anzahl von Fourierkoeffizienten zu verwenden. In diesem Fall wu¨rde wieder das
urspru¨ngliche Bewegungsmodell nach Gl.(8.3) verwendet werden. Diesmal jedoch mit ei-
ner Periodendauer, die dem Vielfachen einer zu berechnenden mittleren Schrittfrequenz
entspricht.
T = k · 1
fs
mit k > 1 (8.22)
Dadurch werden zusa¨tzliche ’Unterwellen’ des Signales erlaubt. Das Problem der zeit-
lichen Synchronisierung des Bewegungsmodells wird in diesem Fall zwar nicht gelo¨st,
fu¨r jeden Schritt ko¨nnen jedoch geringfu¨gige Variationen zwischen den Schritten re-
pra¨sentiert werden. Es ist zu hoffen, dass dadurch auch in jeder Periode eine gewisse
’Synchronisierung’ quasi indirekt erfolgt.
Der Hauptvorteil dieser Methode besteht darin, dass sie nicht extra implementiert wer-
den muss, eine Verdoppelung der Periodendauer reicht aus. Weiterhin werden die vor-
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handenen Redundanzen, die zwischen benachbarten Schritten bestehen, auch tatsa¨chlich
benutzt. Außerdem ko¨nnen Schwankungen der Amplitude der Gelenkwinkel durch eine
unterschiedliche Schrittla¨nge repra¨sentiert werden. Soll jedoch eine normierte Darstel-
lung der Gelenkwinkel gema¨ß dem Laufzyklus erfolgen, ist eine Repra¨sentation bezogen
auf einen Schritt unumga¨nglich. Dies erfordert dann doch wieder eine genaue Berech-
nung der Schrittdauer Ts. Das kann dann jedoch nach der eigentlichen Ausgleichung
durch Zeitanpassung der gewonnen Gelenkwinkelverla¨ufe geschehen.
8.3. Die Schrittzahl
Die Abtastfrequenz des Multikamerasystems und die Schrittfrequenz des Probanden sind
unabha¨ngig voneinander. Weiterhin ist die Schrittfrequenz des Probanden u¨ber der Zeit
nicht unbedingt als konstant anzunehmen. Im Gegensatz zum Multikamerasystem ver-
wendet ein Proband keinen hochpra¨zisen Taktgenerator. Soll jedoch mit einem peri-
odischen Modell der Bewegung gearbeitet werden, dann sollte dieses Modell mit der
Schrittfrequenz des Probanden und nicht mit der Taktfrequenz des aufnehmenden Sy-
stems synchronisiert werden.
Zuvor wurde einfaches periodisches Bewegungsmodell beschrieben. Es verwendet fu¨r je-
de Vektorkomponente eine Fourierreihe nach Gl.(8.3). Der Term tT erzeugt fu¨r jeden





Wird diese Zahl abgerundet, la¨sst sie sich als eine fortlaufende Nummerierung der Peri-
oden oder als auch als Schrittnummer interpretieren (vergl. Abschnitt 2.1.1). Mit Hilfe







[akcos (2pik · θt) + bksin (2pik · θt)] (8.24)
Da jedoch θt eine reelle Zahl ist, wa¨re der Begriff (Schritt-)Nummer fu¨r θt irrefu¨hrend,
weil unter einer Nummer im allgemeinen eine ganze Zahl verstanden wird. Es du¨rfte
deshalb besser sein, den Parameter θt als Schrittzahl zu bezeichnen. In der Literatur zur
Ganganalyse wird das Timing von Ereignissen innerhalb eines Laufzyklus gewo¨hnlich in
Prozent angegeben (vergleiche Abschnitt 2.1). Wird der Nachkommaanteil von θt mit
100 % multipliziert, ist auch dies direkt und sehr einfach mo¨glich.
Die Schrittzahl kann wa¨hrend der Ausgleichung gescha¨tzt werden. Dazu wird fu¨r jeden
Zeitschritt die Schrittzahl in das Gleichungssystem zur Modellapproximation als Unbe-
kannte eingefu¨hrt. Das Bewegungsmodell kann dafu¨r nach jeder Schrittzahl θt numerisch
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abgeleitet (∆θ = 0.01) werden.



















Eine Nebenbedingung mit kleinem Gewicht wurde aufgestellt und in jedem Zeitschritt
die numerische zweite Ableitung der Schrittzahl zu null gesetzt. Das stellt dann je nach
Gewicht der Gleichung eine sta¨rkere oder schwa¨chere Stetigkeit (Linearita¨t) der Schritt-
zahl sicher.
θt+1 − 2 · θt + θt−1
∆t2
= 0 (8.28)
Weil die Ausgleichung aber iterativ nach dem Ansatz in Abschnitt 2.2.3 erfolgt, muss
diese Gleichung wie folgt umgestellt werden.





·∆θt+1 − 2∆t2 ·∆θt +
1
∆t2
·∆θt−1 = −θt+1 − 2 · θt + θt−1∆t2 (8.30)
Durch weitere Nebenbedingungen (Addition der gewichteten Einheitsmatrix, siehe An-
hang B Levenberg-Marquardt-Verfahren) konnte auch eine korrekte Lo¨sung gefunden
werden. Allerdings waren die gescha¨tzten Standardabweichungen der Gelenkwinkelver-
la¨ufe zuna¨chst sehr schlecht. Das lag daran, dass es eine Abha¨ngigkeit zwischen Schritt-
zahl und den Fourierkoeffizienten des Bewegungsmodells besteht. Die Abha¨ngigkeit konn-
te durch eine weitere Nebenbedingung vermieden werden, die eine Schrittzahl in der Mit-
te der Sequenz konstant ha¨lt. Damit ist die Schrittzahl in der Mitte der Sequenz quasi
willku¨rlich festzulegen, aber Zahlenwerte relativ zu dieser Schrittzahl werden durch das
Ausgleichungssystem pra¨zise bestimmt. Eine manuelle A¨nderung der mittleren Schritt-
zahl bewirkt dann eine Phasenverschiebung der Fourierkoeffizienten des Bewegungsmo-
dells. Auf jeden Fall ist das Verfahren in der Lage, Schwankungen der Schrittfrequenz
entlang der Sequenz zu beru¨cksichtigen und zu kompensieren. Die Methode hat jedoch
den Nachteil, dass sich die Anzahl der Unbekannten um die Sequenzla¨nge vergro¨ßert.
Damit steigt jedoch auch die Gro¨ße der zu invertierenden Matrix.
8.4. Schlussfolgerungen
Zur Reduktion der Anzahl unbekannter Parameter la¨sst sich ein Bewegungsmodell ver-
wenden. Die Parameter lassen sich auch noch Bestimmen, wenn ein komplexes 3D-Ko¨rpermodell
zur Repra¨sentation der Geometrie verwendet wird. Periodische Bewegungen lassen sich
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durch Fourierreihen approximieren, ihre Periodendauer muss jedoch sehr genau vorge-
geben werden. Es wurde eine Methode vorgestellt die Periodendauer gleichzeitig mit
den Bewegungsparametern in einer Ausgleichung zu berechnen. Nicht exakt periodische
Bewegungen ko¨nnen ebenfalls durch Fourierreihen repra¨sentiert werden, dafu¨r wurden
verschiedene Methoden vorgestellt. Eine wichtige Gro¨ße zur zeitlichen Synchronisierung
des Bewegungsmodells mit der Bewegung des Probanden ist die Schrittzahl θt. Die Pe-
riodendauer kann lediglich die Schrittfrequenz des Probanden, also exakt periodische
Bewegungen repra¨sentieren. Alternativ dazu erlaubt die Schrittzahl eine beliebige zeit-
liche Anpassung.
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Der Zusammenhang zwischen dem zu betreibenden Aufwand fu¨r die automatische Korre-
spondenzfindung und den Na¨herungswerten der Bewegungsparameter des Modells wurde
bereits am Anfang des Kapitels 7 erla¨utert. Durch gute Na¨herungswerte werden kleine
Suchbereiche ermo¨glicht, die sowohl den Suchaufwand als auch die Gefahr von Mehrdeu-
tigkeiten reduzieren.
Suchstrahlen
Abbildung 9.1.: Messung der Abweichungen zwischen Modell und Bild. Hier erkennt
man, dass ausgehend von Kantenpunkten des Modells nach Kanten-
punkten im Bild gesucht wird. Da das Modell aber noch zu schlechte
Na¨herungswerte besitzt, ist eine korrekte Korrespondenz in diesem Zu-
stand noch nicht zu erreichen.
9.1. Annahmen und Vereinfachungen
Ziel der Arbeit ist eine markerlose Ganganalyse. In der angestrebten Anwendung kann
deshalb von folgenden Vereinfachungen ausgegangen werden[CMH03]:
• Es sind lediglich Laufbewegungen zu erkennen und keine beliebigen Bewegungen.
• Der Hintergrund einer jeden Kamera bleibt konstant.
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• Der Proband la¨uft in einem eingeschra¨nkten Messvolumen, mit hoher Wahrschein-
lichkeit sogar immer in die selbe Richtung.
• Es la¨uft immer nur ein Proband.
• Es existiert ein mittlerer Gang des Menschen der zur Initialisierung der Gelenk-
winkel verwendet werden kann.
Daraus resultieren interessante Einschra¨nkungen fu¨r den zu betreibenden Aufwand bei
der Erkennung.
1. Wenn sich etwas im Bild bewegt, ist es der Proband.
2. Der Kopf des Probanden ist immer oben, a¨ndert sein Aussehen nicht und bewegt
sich mit einer mittleren Geschwindigkeit.
3. Laufbewegungen sind weitgehend periodisch.
4. Die Bewegungsrichtung des Probanden verla¨uft in seiner Sagittalebene.
5. Die Seitenansicht eines gehenden Probanden wiederholt sich weitgehend periodisch
und anna¨hernd symmetrisch fu¨r das linke und rechte Bein.
Das 3D-Modell erlaubt eine kombinierte Top-Down und Bottom-Up-Strategie zur Er-
kennung. Der grobe Ablauf der Erkennung ist folgender: Zuna¨chst wird der bewegende
Proband vom ruhenden Hintergrund segmentiert (Bottom-Up). Das Aussehen des Kopf-
es variiert nur wenig. Deshalb bietet er sich zur Berechnung der reinen Translation des
Probanden an. Steht die Kopfposition in jedem Zeitschritt und jedem Kamerakanal fest,
kann dessen dreidimensionale Bewegungsbahn na¨herungsweise berechnet werden. Ein-
schra¨nkung 4 erlaubt nun die Berechnung der na¨herungsweisen Orientierung des Pro-
banden aus der Bewegungsbahn.
Durch erneutes Abtasten der Bildinformation wird die Translation des Probanden in den
Bildern kompensiert. In den neu entstandenen Bildsequenzen bewegt sich der Proband
fast so, als liefe er auf einem Laufband vor einer statischen Kamera. Dies erleichtert die
Rekonstruktion der Beinbewegungen des Probanden. Die Beinstellung ist ein wichtiges
Merkmal zur Rekonstruktion des Laufzyklus. Es wird zuna¨chst nach Schlu¨ssel-Bildern ge-
sucht, die den Probanden mit mo¨glichst geo¨ffneten Beinen zeigen. Diese Schlu¨ssel-Bilder
erlauben die Initialisierung aktiver Konturmodelle, welche an die Bewegungsbahnen der
Beine approximiert werden.
Ein typischer Laufzyklus (Top-Down) wird nun zeitlich so gestreckt oder gestaucht, dass
sich das Mensch-Modell bereits synchron mit dem Probanden bewegt. In jedem Zeit-
schritt existieren also ausreichend gute Na¨herungswerte fu¨r eine Approximation zuna¨chst
an die Konturmodelle und anschließend an den Bildinhalt. In einer letzten Phase werden
die genauen Amplituden der Beinbewegungen und eventuell Korrekturen der Modellform
bestimmt.
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Abbildung 9.2.: Die Strategie zur automatischen Initialisierung des Modells. In jeder
Kamera wird zuna¨chst der Proband segmentiert. Daraus la¨sst sich die
Trajektorie des Probanden im Raum ermitteln. Die Annahme, dass die
Bewegungsrichtung mit der Sagittalebene zusammenfa¨llt, erlaubt die
Orientierung des Modells. Aus dem Kameraarray kann nun eine Master-
Kamera gewa¨hlt werden, die den Probanden von der Seite zeigt. Ein vor-
zugebender Laufzyklus erlaubt nun die Initialisierung der Gelenkwinkel
des Modells.
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9.2. Initialisierung der Translationsparameter
Grundlage fu¨r diesen Schritt bilden die Vordergrundmasken V(x,y,t) des segmentierten
Probanden. Wenn die Masken V(x,y,t) lediglich die Kantenpunkte des Probanden re-
pra¨sentieren, reicht das fu¨r diesen Schritt aus. Fu¨r jede Bildzeile wird jetzt zuna¨chst die










V (x, y, t) · x (9.2)
t-Zeitschritt
x-Spaltenindex, horizontale Position im Bild
y-Zeilenindex, vertikale Position im Bild
W -Breite des Bildes
V (x, y, t)-Pixel der Vordergrundmaske (Proband) der Spalte x, Zeile y und Zeitschritt t
m(y, t)-Gradientenmasse der Zeile y
s(y, t)-Schwerpunkt der Gradientenmasse der Zeile y
Der Kopf des Probanden habe im Bild die Ho¨he H Bildzeilen (bei Verwendung von
Standardkameras z.B. H = 50). Beginnend mit der obersten Bildzeile, wird fu¨r H auf-
einander folgenden Zeilen u¨berpru¨ft, ob die Masse der Vordergrundgradienten m(y, t)
einen bestimmten Schwellwert u¨berschreitet. Ist dies mindestens fu¨r 90 % Zeilen der
Fall, so wurde der Kopf mit hoher Wahrscheinlichkeit gefunden und die Suche kann
abgebrochen werden. Durch Mittelwertbildung der Zeilenschwerpunkte ergibt sich die
na¨herungsweise Kopfposition. Diese Suche la¨sst sich mit wenig Aufwand fu¨r jedes Bild
der Sequenz durchfu¨hren. Außerdem erlaubt dieses Verfahren eine Aussage daru¨ber, ob
das untersuchte Bild einen Probanden entha¨lt oder nicht. Der Suchbereich kann zeilen-
oder spaltenweise eingeschra¨nkt und damit Mehrdeutigkeiten ausgeschlossen werden.
Zur genauen Bestimmung der Translation des Probanden ist dieses Verfahren jedoch zu
ungenau.
Mittels Blockmatching la¨sst sich die gescha¨tzte Kopfposition verbessern. Dazu wird ein
allgemeines Kopftemplate in der Na¨he der vorhergesagten Kopfposition mit dem ak-
tuellen Bild der Vordergrundgradienten korreliert. Zum Matching kann die effiziente
Phasenkorrelation [Bau00] eingesetzt werden oder einfach die mittelwertfreie normierte
Kreuzkorrelation[Mec99]. Der Korrelationskoeffizient zwischen Template r und Bildaus-
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45 von 50 Zeilen überschreiten
den Schwellwert und
der Kopf gilt als gefunden
Abbildung 9.3.: Masse und Zeilenschwerpunkte der Vordergrundmaske eines Probanden
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s(x+ i, y + j)− s(x, y)
]2 (9.3)
In Gl.(9.3) sind x und y die Koordinaten der zu untersuchenden Kopfposition. r und
s(x, y) sind die Mittelwerte der zu vergleichenden Bildausschnitte. Die Breite M und
die Ho¨he N des Kopftemplates begrenzen ihre Laufvariablen u und v. Es entsteht eine
Gu¨tefunktion k(x, y) deren Maximum die gefundene Kopfposition kennzeichnet. Durch
Subpixelinterpolation des Maximums [Mec99] la¨sst sich die Genauigkeit erheblich stei-
gern.
Mit der bekannter Kopfposition kann die Bewegung des Probanden, durch ein erneutes
Abtasten der Bildinformation, kompensiert werden. Im Ergebnis lassen sich neue Bild-
sequenzen erzeugen, die den Probanden quasi aus einer mitlaufenden Kamera zeigen. In
den eigenen Versuchen wurden Bildsequenzen im Format 256x256 Pixel erzeugt. Bei be-
kannter Kamerageometrie la¨sst sich aus der Ho¨he des Kopfes im Bild und dem Abstand
des Probanden von einer Kamera des Multikamerasystems auch die Gro¨ße des Proban-
den scha¨tzen. Das wu¨rde zumindest theoretisch die Mo¨glichkeit bieten, die Gro¨ße des
beno¨tigten Mensch-Modells automatisch zu berechnen.
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9.3. Initialisierung der Orientierungsparameter
Stehen die Kopfpositionen in allen Kameras fest, dann la¨sst sich durch einfache Triangu-
lation auch die 3D-Kopfposition im Raum fu¨r jeden Zeitschritt berechnen. Im Ergebnis
entsteht also eine 3D-Trajektorie (Bewegungsbahn) des Kopfes. Dabei ko¨nnen fu¨r die
weitere Verarbeitung die z-Koordinaten der Trajektorie zu null gesetzt werden. Nach
einem Gla¨ttungsfilter auf den Koordinaten der Trajektorie, ist die Position des Proban-
den in der xy-Ebene na¨herungsweise fu¨r jeden Zeitschritt bestimmt. Unter der Annahme,
dass die Bewegungsrichtung des Probanden na¨herungsweise in seiner Sagittalebene liegt,
la¨sst sich aus der Bewegungsbahn auch die Orientierung des Probanden ermitteln. Damit
steht sowohl Lage als auch Orientierung des Probanden anna¨hernd fest und es kann aus
den beteiligten Kameras diejenige ausgewa¨hlt werden, die den Probanden bestmo¨glich
von der Seite zeigt. Dies ist die Master-Kamera. Sie liefert die meiste Information fu¨r
die Erkennung des Laufzyklus.
9.4. Methoden zur Initialisierung der Gelenkwinkel
Die wichtigste Vereinfachung dieser Arbeit ist die Annahme, dass der menschliche Gang
na¨herungsweise periodisch ist (siehe Abschnitt 2.1.1). Weiterhin wird angenommen, dass
es eine na¨herungsweise U¨bereinstimmungen des Ganges verschiedener Probanden gibt.
In diesem Fall lassen sich Na¨herungswerte der Gelenkwinkel mit Hilfe eines allgemeinen
Modells der Bewegung erzeugen, sofern es gelingt, den aktuellen Bewegungszustand des
Probanden in jedem Zeitschritt zu ermitteln. Fu¨r die Repra¨sentation des Bewegungszu-
standes, in dem sich der Proband befindet, wurde in Abschnitt 2.1.1 bereits die reelle
Schrittzahl θ erwa¨hnt und in Abschnitt 8.3 na¨her erla¨utert. Mit dem (quasi-)periodischen
Bewegungsmodell nach Kapitel 8 steht ein Werkzeug zur Verfu¨gung, das erlaubt die
Schrittzahl in Gelenkwinkel des 3D-Modells umzurechnen. Sofern die Fourierkoeffizien-
ten eines mittleren Ganges bereits bekannt sind, ist das Problem der Initialisierung der
Gelenkwinkel auf die Berechnung einer reellen Schrittzahl fu¨r jeden Zeitschritt zu redu-
zieren. Verschiedene Methoden dafu¨r werden im Folgenden vorgestellt.
9.4.1. Manuelle Vorgabe einer Schrittfrequenz und einer Schrittzahl
Zur zeitlichen Charakterisierung einer exakt periodischen Messgro¨ße reicht es aus, die
Frequenz und die Phasenlage des Signales zu kennen. Zur Initialisierung des Bewegungs-
modells des Probanden muss demzufolge eine Schrittzahl und die Periodendauer fu¨r die
gesamte Bildsequenz vorgegeben werden. In der Praxis kann das dadurch geschehen, in-
dem in der Mitte der Bildsequenz nach dem Zeitschritt gesucht wird, der den Probanden
im Heel Strike des rechten Beines zeigt. Fu¨r diesen Zeitschritt wird dann die Schrittzahl
null vorgegeben. Jetzt wird nach den Zeitschritten des vorhergehenden und nachfol-
genden Heel Strike gesucht und daraus die Periodendauer ermittelt. Die Schrittzahlen
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aller dazwischen liegenden Zeitschritte lassen sich daraus durch lineare Interpolation be-
rechnen. Das Modell ist damit in den meisten Fa¨llen gut initialisiert. Fu¨r die genaue
Berechnung der Bewegungsparameter durch Ausgleichsrechnung ist aber eine Verbesse-
rung zumindest der Periodendauer durch Ausgleichung erforderlich.
9.4.2. Manuelles Markieren der Sprunggelenke
In Abbildung 9.4 ist das Weg-Zeit-Diagramm des linken und rechten Sprunggelenkes
dargestellt. Das Bild stellt den Bewegungsablauf einer neuen Bildsequenz dar, es dient
also nicht zum direkten Vergleich mit den zuvor gezeigten Daten, sondern es soll zur
Veranschaulichung eines einfachen Ansatzes zur Synchronisation des Bewegungsmodells
mit der Probandenbewegung verwendet werden.












































Abbildung 9.4.: Weg-Zeit-Diagramm der Sprunggelenke
Aus diesem Weg-Zeit-Diagramm lassen sich einige interessante Parameter ablesen. Der
Proband bewegte sich in negativer Richtung entlang der x-Koordinatenachse des Weltko-
ordinatensystems. Der Anstieg der durchgezogenen Linie zeigt die mittlere Geschwindig-
keit gemessen u¨ber einige Standpunkte. Um diese Linie ’schla¨ngeln’ sich die Koordinaten
der beiden Sprunggelenke. In den Standphasen eines Beines ist der Anstieg im Weg-Zeit-
Diagramm nahezu null, da das Standbein gewo¨hnlich nicht u¨ber den Boden gleitet. Die
Schwungphasen eines Beines zeichnen sich durch einen besonders starken Anstieg im
Weg-Zeit-Diagramm aus. Das liegt daran, dass hier die ho¨chsten Geschwindigkeiten des
Sprunggelenkes auftreten. Diese Geschwindigkeiten wurden noch einmal durch diagona-
le Linien verdeutlicht. Auf der rechten Ordinatenachse ist die Schrittla¨nge eines Beines
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dargestellt. Sie resultiert aus dem gemessenen Koordinatenabstand zweier aufeinander
folgender Standpunkte eines Beines. Zur Festlegung des Timings des Laufzyklus ko¨nnten
genau die Schnittpunkte der beiden Graphen dienen. Sie wurden durch je einen Kreis
hervorgehoben. Aus der Schrittla¨nge und der Periodendauer entsteht das Gitter im Hin-
tergrund des Diagramms. An der Abszisse ist deutlich zu erkennen, dass die Bewegung
des Probanden (logischerweise) nicht synchronisiert mit dem Takt des Kamerasystems
verla¨uft.
Interessant ist, dass sich aus diesen Punkten im Weg-Zeit-Diagramm das Timing des
Laufzyklus in der kritischen Schwungphase berechnen lassen ko¨nnte. Dabei werden nicht
einmal die vollsta¨ndigen Trajektorien der Sprunggelenke beno¨tigt. Zur Berechnung ei-
nes Schnittpunktes du¨rfte es vollkommen ausreichen, die Sprunggelenkskoordinate des
Standbeines in einem Zeitschritt des Mid Stance zu markieren und in die Sprunggelenks-
koordinaten des Schwungbeines vor und nach dem Mid Stance. Der genaue Zeitpunkt des



























Abbildung 9.5.: Interpolation des genauen Zeitpunktes fu¨r den Mid Stance aus zwei be-
nachbarten Zeitschritten
9.4.3. Automatische Initialisierung der Schrittzahlen
In Abbildung 9.6 sind zwei Vordergrundgradientenbilder aus der ’mitlaufenden’ Kamera
dargestellt. Links ist ein Proband mit geo¨ffneten Beinen und rechts (9 Zeitschritte spa¨ter)





V (x, y, t) · (x−m(y, t))2 (9.4)
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y y y y
v(y,0) g(v(y,0)) v(y,9) g(v(y,9))V(x,y,t=0) V(x,y,t=9)
Abbildung 9.6.: Links: Zeitschritt 0 (Double-Support-Phase); Rechts: Zeitschritt 9
(Single-Stance-Phase) daneben: ungefilterte Zeilenvarianz, gegla¨ttete
Zeilenvarianz
Das Ergebnis und eine gegla¨ttete Version (Gaussfilter) ist links neben jedem Bild zu
sehen. Fu¨r die Erkennung der Laufphase wird nur das Streuungsmaß einer Bildzeile
weiter verwendet. Diese Zeile wurde durch eine horizontale Linie hervorgehoben.










t Zeitschritt0 10 20 30 40 60
3 17 32 46 59 t
t
Abbildung 9.7.: Oben ist das ungefilterte Varianzkriterium zu sehen, in der Mitte die
Bandpass gefilterte Version und unten die durch den Algorithmus ge-
fundenen Key-Frames.
U¨ber der Zeit entsteht somit ein periodisches Signal, das seine Maximas in den Zeit-
schritten besitzt, in denen der Proband die Beine geo¨ffnet hatte (beide Double sup-
port Phasen). Zwei Methoden zur automatischen Berechnung von Na¨herungswerten der
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Schrittzahlen θt der Sequenz aus diesem Signal sollen im Folgenden vorgestellt werden.
Key-Frame-Technik
Die Aufgabe kann als gelo¨st bezeichnet werden, wenn die Zeitschritte der Sequenz be-
kannt sind, in denen sich der Proband im Heel Strike befunden hat. In den anderen
Zeitschritten sollen dann mittels Key-Frame-Technik die Haltungsparameter interpoliert
werden.
Das Rohsignal Zeilenvarianz ist dieses Signal noch recht unzuverla¨ssig und besitzt viele
lokale Nebenmaximas, deren genauer Zeitpunkt anfa¨llig fu¨r Fehler ist. Deshalb erfolgt
eine Bandpassfilterung des Signales im Frequenzraum. Es ist wichtig, keine Filter zu
verwenden, die eine Phasenverschiebung des Signales bewirken. Am einfachsten ist es eine
Bibliothek einer FFT zu benutzen, das Signal in den Frequenzraum zu transformieren
und alle Fourierkoeffizienten zu null zu setzen, die im Sperrbereich des Bandpassfilters
liegen. Der Sperrbereich des Bandpassfilters la¨sst sich berechnen, indem man die ho¨chst
mo¨gliche Schrittfrequenz und die langsamste zu erwartende Schrittfrequenz bestimmt.
Nach der Ru¨cktransformation der Fourierkoeffizienten in den Ortsraum steht ein sau-
beres Signal zur Verfu¨gung. Dieses erlaubt eine Synchronisation des Modells mit dem
Probanden. Die Maximas korrespondieren mit den Frames, in denen der Proband die
Beine geo¨ffnet hatte. Minimas sind dort, wo der Proband die Beine geschlossen hatte.
Nun kann nach den Minimas und Maximas des Signales gesucht werden, fu¨r diese Stel-
len la¨sst sich die Schrittzahl festlegen. Dies sind die Key-Frames der zu interpolierenden
Bewegung.
Es gibt zwei verschiedene Maximas, die sich jedoch sehr a¨hnlich sehen, weil der gesunde
menschliche Lauf normalerweise symmetrisch ist. In jedem zweiten Maxima ist das linke
Bein vorn und in dem dazwischen liegendem Maxima immer das rechte. Dazwischen
kann die Schrittzahl interpoliert werden. Im Ergebnis bewegt sich das Modell mit dem
typischen Bewegungsmuster na¨herungsweise synchron zur Bildsequenz.
Gaborfilterung
Eine a¨hnliche Methode zur Synchronisation der Bewegung des Modells mit der des Pro-
banden ist unter Verwendung eines Gaborfilters mo¨glich. Im Gegensatz zur eben vorge-
stellten Methode wird kein separater Interpolationsschritt beno¨tigt. Es wird ein komple-
xer Phasenwinkel aus dem Signal v(t) berechnet, die Methode dafu¨r stammt aus [HS96].




· e−0.5( tσ )
2
· e−jωt (9.5)
Da es lediglich auf den Phasenwinkel, nicht aber auf den Betrag des Filterausganges an-
kommt, kann der Term 1√
2piσ
weggelassen werden. Dabei ist t die Zeit eines Abtastpunktes
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Zeitschritt [1/10s]0 10 40 50 60 70 80 90 100
Zeitschritt [1/10s]0 10 40 50 60 70 80 90 100
Abbildung 9.8.: Gaborfilterung der Zeilenvarianz zur Bestimmung des Phasenwinkels
der Filtermaske. Die Mittenfrequenz (Kreisfrequenz) ω des Gaborfilters berechnet sich
aus der minimalen fmin und maximalen fmax Frequenz, die mo¨glichst genau vorzugeben
ist:






Das zu filternde Varianzkriterium besitzt die doppelte Schrittfrequenz, dies ist bei der
Angabe von fmin und fmax zu beachten!
Der Parameter σ beeinflusst die Bandbreite des Gaborfilters. Fu¨r eigene Experimente
wurde der dieser Wert aus der minimalen und maximalen Frequenz berechnet:
σ =
1
2 · (fmax − fmin) (9.7)
Die Filterung des Signales v(t) selbst erfolgt klassisch durch eine Faltung. Fu¨r einen




v(t+ tg) ·G(tg;σ, ω) (9.8)
Die Gro¨ße von T sollte so gewa¨hlt werden, dass keine signifikanten Komponenten der
Filtermaske verloren gehen (T ≥ 3σ). Die Faltung kann auch sehr effizient im Frequenz-
raum erfolgen, dann ist die Gro¨ße der Filtermaske ohnehin gro¨ßer als die Sequenzla¨nge
und deshalb nicht kritisch.
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Abbildung 9.9.: Phasenwinkel und die daraus berechnete Schrittzahl
Der Gaborfilter f(t) berechnet fu¨r jeden Zeitschritt t einen Zeiger in der komplexen
Zahlenebene, der mit nahezu doppelter Schrittfrequenz rotiert. Es la¨sst sich ein Pha-
senwinkel φt fu¨r den komplexen Zeiger berechnen1, der aber ebenfalls bezogen auf die
doppelte Schrittfrequenz angegeben ist.
φt = φ(t) = argf(t) (9.9)
Die Winkeldifferenz zweier aufeinander folgender Zeitschritte ∆φt = φt−1−φt ist nahezu
proportional zur Schrittfrequenz des Probanden2.
Es la¨sst sich nun die reelle Schrittzahl θt fu¨r jeden Zeitschritt berechnen.






Dabei sorgt 12 fu¨r eine zwei zu eins Untersetzung des Timings des Gaborfilters. Diese
Zahl erho¨ht sich mit jedem Zeitschritt in der Weise, dass sie je Schritt des Probanden
um eins gro¨ßer wird.
Steht die Schrittzahl θt fu¨r jeden Zeitschritt zur Verfu¨gung lassen sich die Gelenkwinkel
des 3D-Modells initialisieren.
1 In Mathlab oder C verwendet man dazu die Funktion φ = atan2(im, re).
2 Bei der Berechnung ist auf den Grenzu¨bergang −pi nach +pi zu achten, an dieser Stelle wird ∆φt < 0
in diesem Fall ist ∆φt durch Addition von 2pi zu korrigieren.
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10. Experimente, aufgetretene Probleme
und deren Lo¨sungen
In diesem Kapitel werden die Experimente beschrieben, die mit den vorgestellten Mo-
dellen durchgefu¨hrt wurden. Es werden die dabei festgestellten Probleme dokumentiert
und gefundene Lo¨sungen vorgestellt.
10.1. Experimente mit dem einfachen Skelettmodell
Im Folgenden sollen einige Beispielberechnungen mit realen Kamerabildern durchgefu¨hrt
werden. Um die Gleichungen nicht zu unu¨bersichtlich werden zu lassen, wird hier zu-
na¨chst auf die Modellierung kinematischer Ketten nach Abschnitt 3.4.1 verzichtet. Eine
deutliche Vereinfachung der Gleichungen des Modells wird erreicht, wenn jedes Gelenk
als 3D-Raumpunkt aufgefasst wird, das u¨ber eine bekannte Strecke mit anderen Gelen-
ken mehr oder weniger starr verbunden ist. Sehr ausfu¨hrlich wurde dies in Abschnitt 3.2
beschrieben.
Die Lage eines Raumpunktes wi = [xi, yi, zi]T , der in 2 oder mehr Kameras k beob-
achtet wurde, berechnet sich durch Aufstellen der Beobachtungsgleichungen in ein u¨ber-
bestimmtes Gleichungssystem, das dann mit den Standardmethoden der Fehler- und
Ausgleichsrechnung gelo¨st wird. Mit Hilfe des Kameramodells aus Abschnitt 5.2.1 be-
rechnet sich die Projektion pk(wi) des Punktes i. Fu¨r jede Kamera k, in der ein zu
erreichender Zielpunkt zki gegeben ist, lassen sich die beiden Beobachtungsgleichungen

























 = zki − pk(wi) =
Aki · ∆wi = ∆yki
(10.1)
Da Gl.(10.1) eine 2D-Vektorgleichung ist, entsteht bereits ab zwei Kameras ein u¨berbe-
stimmtes Gleichungssystem. Die Berechnung von wi erfolgt wie u¨blich durch Ausgleichs-
rechnung.
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Angenommen, zwei Gelenkpunkte i und j sind durch eine Strecke mit bekannter La¨nge
s0 miteinander verbunden. Unter der Nebenbedingung Punktabstand = s0 sollen in
einem Gleichungssystem nun zwei Punktkoordinaten (wi und wj) berechnet werden.
Aus [Kru83] wurde die folgende Gleichung fu¨r eine Streckenbeobachtung entnommen:
a ·∆xj + b ·∆yj + c ·∆zj − a ·∆xi − b ·∆yi − c ·∆zi = s0 − s (10.2)





= s0 − s (10.3)
mit a = xj−xis0 ; b =
yj−yi
s0
; c = zj−zis0 und s = |wj −wi|
Zur Aufstellung der Beobachtungsgleichungen fu¨r Kantenpunkte wird jede Modellkontur
diskretisiert und fu¨r jeden Kantenpunkt i mit den Koordinaten pk(wi) ein Normalen-
vektor ni = [nix, niy]T (mit 1 = |ni|) vorgegeben. Entlang dieser Normalenrichtung wird
nach Kantenpunkten gesucht. Aus Normalenvektor und gefundener Distanz ai ko¨nnte
fu¨r jeden Kantenpunkt auch der 2D-Vektor zki −pk(wi) = ni ·ai berechnet und zwei Be-
obachtungsgleichungen aufgestellt werden. Gemessen wurde aber nur eine skalare Gro¨ße,
die Distanz ai zwischen Modell und Bild. Stellt man jedoch zwei Gleichungen je Kanten-
punkt auf, so la¨sst sich das Modell nur noch schwer la¨ngs der Kante bewegen. Die beiden
ersten Gleichungen 10.1 werden deshalb durch Multiplikation mit dem Normalenvektor
zu einer skalaren Beobachtungsgleichung transformiert:
nTi ·Aci ·∆wi = nTi ·∆yki = ai (10.4)
Als Experiment wurde ein Bein aus drei Gelenkpunkten und drei Radien modelliert.
Das Modell wurde von Hand na¨herungsweise positioniert und die neun unbekannten Pa-
rameter wurden gescha¨tzt. Abbildung 10.1 zeigt die Bildausschnitte und einen Auszug
aus dem Messprotokoll. Man sieht, das Bein ist gestreckt. In dieser Konfiguration liegen
nicht genu¨gend Informationen vor, das Konusmodell entlang der Konusachsen zu sta-
bilisieren. Vor allem dann nicht, wenn die Konusradien ebenfalls unbekannt sind. Erst
nachdem na¨herungsweise Koordinaten des Hu¨ftgelenkpunktes in einer Kamera manuell
vorgegeben wurden, steht ausreichend Information zur Verfu¨gung, um Konvergenz zu
erreichen. Die genaue Position des Konusmodells entlang der Konusachsen basiert dann
aber einzig auf der Vorgabe des Anwenders und ist demzufolge subjektiv.
Werden zwei Beine modelliert, gelangt man zu a¨hnlichen Resultaten. Abbildung 10.2
zeigt die Ergebnisse. Die beiden Punkte der Hu¨ftgelenke wurden durch eine Strecken-
beobachtung miteinander verbunden. Normalerweise ist die Ho¨hendifferenz beider Hu¨ft-
gelenkspunkte minimal. Durch Gleichsetzen der z-Koordinaten der beiden Hu¨ftgelenks-
punkte la¨sst sich eine weitere Beobachtungsgleichung formulieren, die beide Punkte noch
besser in der selben Ho¨he ha¨lt und somit das Modell weiter stabilisiert.
Bei der Approximation des zweibeinigen Modells treten verschiedene Probleme auf. In
Abbildung 10.3 sind einige dieser Probleme dargestellt. Zuna¨chst wa¨re die Vergro¨ßerung
des Beinradius in der na¨he des Hu¨ftgelenkes zu nennen. Ursache dafu¨r du¨rften die Beob-
achtungsgleichungen sein, die im Selbstverdeckungsbereich aufgestellt wurden. Deutlich
sind die Ausreißer in diesen Bereichen zu erkennen.
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Abbildung 10.1.: Approximation eines Beines an den Bildinhalt von 4 Kameras. Oben
Bildausschnitte der Kameras, unten Auszug aus dem Messprotokoll.
Abbildung 10.2.: Approximation beider Beine an den Bildinhalt von 4 Kameras. Oben
Bildausschnitte der Kameras, unten Auszug aus dem Messprotokoll.
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Das Bild in der Mitte der unteren Reihe zeigt das Durchdringen des Modells durch den
Boden, wenn das Gewicht der manuellen Punktbeobachtung des Hu¨ftgelenkpunktes so
klein gemacht wird, wie es fu¨r eine manuelle Punktbeobachtung korrekt wa¨re (10 Pi-
xel Standardabweichung). Der Einfluss dieser manuellen Beobachtung auf das Ausglei-
chungsergebnis wird dann zu klein, um das Modell in der richtigen Ho¨he zu halten.
Abbildung 10.3.: Zweibeinmodell und Probleme bei der Approximation an den Bildinhalt
10.2. Effekte bei der Approximation
Fu¨r alle folgenden Untersuchungen wird nicht mehr das vereinfachte Skelettmodell, son-
dern das hierarchische Skelettmodell mit kinematischen Ketten nach Abschnitt 3.3 ver-
wendet. Zuna¨chst wurden die Na¨herungswerte der Gelenkpunkte manuell vorgegeben.
Mit Hilfe des Verfahrens nach Abschnitt 6.3 wurden die Beine des Modells in einem
Zeitschritt an vier Kamerabilder approximiert. Auf der Basis dieser guten Na¨herungs-
werte lassen sich typische Effekte bei der Approximation von Konusmodellen mit dem
Suchstrahlverfahren nach [BI98] zeigen.
Im ersten Versuch wurden nicht die manuellen Beobachtungsgleichungen fu¨r jeden Ge-
lenkpunkt aufgestellt, sodass eine Approximation des Modells allein basierend auf der
Kanteninformation stattgefunden hat. Bereits nach einer Iteration kommt es zu einem
’Abheben’ des Modells, wie in Abbildung 10.4 zu sehen ist. Dies passiert immer in den
Zeitschritten, in denen der Proband seine Beine gestreckt hat (Double-Support). Haupt-
ursache du¨rfte ein singula¨res Gleichungssystem sein, da lediglich Kantenpunkte in einer
Richtung vorhanden sind. Im Grunde stellt sich hier das klassische Aperturproblem. Eine
Fixierung des Modells in vertikaler Richtung ist in diesen Fa¨llen nicht mo¨glich. Abhilfe
ko¨nnen weitere Beobachtungsgleichungen schaffen, die zum Beispiel Gradienteninforma-
tion in vertikaler Richtung auswerten. In Frage kommen Konturpunkte des Kopfes, der
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Schultern oder auch der Fußsohlen.
Abbildung 10.4.: Fehlerhafte Approximation: Modell vor einer Iteration (links) und nach
einer Iteration (rechts)
Eine andere Mo¨glichkeit wa¨re die Beru¨cksichtigung weiterer Annahmen:
• Die Koordinaten des Sprunggelenkes a¨ndert sich in der Standphase nicht.
• Die z-Koordinate des Probanden ist nahezu konstant.
Wird ein Bewegungsmodell eines laufenden Probanden eingesetzt, la¨sst sich vorhersagen,
wann welches Bein auf dem Boden steht. Gegen die erste Annahme spricht aber, dass
die Probleme hauptsa¨chlich in der Doppel-Stand-Phase auftreten, vorwiegend in den
Zeitschritten, in denen die Gewichtsverlagerung von einem auf das andere Bein erfolgt.
Die Abrollbewegung des Probanden fu¨hrt dann doch zu einer geringfu¨gigen Bewegung
der beiden Sprunggelenke, da der eine Fuß noch nicht wirklich in Ruhe gekommen ist,
aber der andere Fuß bereits auf dem Weg zum na¨chsten Standpunkt ist.
Die zweite Annahme ist nur dann nu¨tzlich, wenn man auf die Erfassung der Ho¨he des
Probanden ga¨nzlich verzichten will. Ausgegeben wu¨rde dann lediglich eine mittlere Ho¨he
des Probanden.
Um die Approximation zuna¨chst zu stabilisieren, wurden die Beobachtungsgleichungen
der manuell markierten Gelenkpunkte wieder in die Ausgleichung einbezogen. Dadurch
lassen sich typische Effekte beobachten.
In Abbildung 10.5 sind vier Effekte gezeigt, die bei der Approximation von Konusmodel-
len an die Beine des Probanden auftreten. Die Gelenkpunkte des Modells sind als Kreise
dargestellt. Schwarze Linien zeigen die Abweichungen zwischen Modell und gefundenem
Kantenpunkt.
Die Detailprobleme in Abbildung 10.5 werden im Folgenden erla¨utert:
a: Probleme bereiten immer die Verdeckungsbereiche zwischen linkem und rechtem Bein.
Hinzu kommt ein Mangel an Kontrast, sodass selbst die Kantenpunkte des verdecken-
den Beines nicht sicher gemessen werden ko¨nnen. Bei guten Na¨herungswerten sollte ein
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ba
c d
Abbildung 10.5.: Probleme bei der Approximation des Konusmodells an den Bildin-
halt nach dem Verfahren von [BI98], verschiedene Ursachen von Fehl-
messungen a: durch Mangel an Kontrast und Selbstverdeckungen, b:
Durchschwingen der Hand, c: Asymmetrie der Form des Unterschen-
kels, d: Ausreißer durch Mangel an Kontrast zwischen Bein und Hin-
tergrund
Verfahren zu entwickeln sein, das die problematischen Kantenpunkte vorhersagt und
ausschließt. So wu¨rden lediglich die Silhouettenpunkte beru¨cksichtigt werden.
b: Zu sehen sind Fehlmessungen im Bereich der Hand. Genauso wie im Fall a treten
Verdeckungen auf, diesmal allerdings zwischen Hand und Bein. Da das Modell bisher
nicht auf den Oberko¨rper erweitert ist, ließen sich diese Verdeckungen derzeitig nicht
einmal vorhersagen. Zur Lo¨sung ko¨nnte entweder der Oberko¨rper modelliert werden, um
auch die Bewegung der Hand zu erfassen, oder man verzichtet generell auf die Messung
von Kantenpunkten im oberen Bereich des Oberschenkels.
c: Obwohl die beiden Gelenkpunkte von Knie- und Sprunggelenk nahezu optimal posi-
tioniert sind, sind deutlich gro¨ßere Abweichungen an der linken Kante (Schienbein) zu
erkennen als an der rechten Kante (Wade). Es ist zu vermuten, dass dadurch das Sprung-
gelenk des Modells nach rechts (vom Proband aus gesehen nach hinten) verschoben wird.
In Abbildung 10.6 ist dann der na¨chste Iterationsschritt zu sehen und die Wirkung der
zu ungenauen Formbeschreibung. Wie vermutet, a¨ußert sie sich in einer Verschiebung
der Sprunggelenke. Weiterhin deuten sich in Abbildung 10.6 neue Probleme an. Durch
die Verschiebung der Sprunggelenke nach hinten kommt es nun zu einer fehlerhaften
Korrespondenz, indem die Schienbein-Kantenpunkte des Modells an die Kantenpunkte
der Wade approximiert werden. Das wiederum fu¨hrt nun zu widerspru¨chlichen Beobach-
tungen fu¨r den Durchmesser des Kegelstumpfes am Sprunggelenk und es kommt einige
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Iterationen spa¨ter zu einem viel zu kleinen Radius nahe 0. In Abbildung 10.7 ist der
Effekt nach einigen Iterationen deutlich zu sehen.
d: Fehlmessungen durch Mangel an Kontrast der Ko¨rperkante, bzw. durch sta¨rkere Gra-
dienten auf dem Bein. Die einfache Maximumsuche wird dadurch bereits leicht irritiert.
Der Effekt ließe sich womo¨glich reduzieren, indem der Suchbereich verkleinert wird. Da-
durch verkleinert sich aber auch der Fangbereich des Modells, also werden noch genauere
Na¨herungswerte erforderlich.
Abbildung 10.6.: Durch das verwendete Konusmodell kommt es zu systematischen Feh-
lern. Dies a¨ußert sich in einer Verschiebung der Sprunggelenke nach
rechts (vom Probanden aus gesehen nach hinten). Dies hat spa¨ter ei-
ne fehlerhafte Korrespondenz zur Folge. Ursache ist die asymmetrische
Form des Unterschenkels.
Abbildung 10.7.: Nach einigen Iterationen liegen die beiden Sprunggelenke des Modells
vollsta¨ndig außerhalb des Ko¨rpers. Der Konusdurchmesser in der Ho¨he
des Sprunggelenkes wird dann irrtu¨mlich sehr klein gescha¨tzt. Ursa-
che dafu¨r ist eine unzureichende Formbeschreibung des Unterschenkels
durch einen symmetrischen Konus (siehe Text Punkt c).
129
10. Experimente, aufgetretene Probleme und deren Lo¨sungen
Schlussfolgerung
Neben dem Mangel an vertikaler Fixierung des Modells kommt es im Wesentlichen zu
vier Effekten, die analysiert und fu¨r die Lo¨sungsvorschla¨ge unterbreitet wurden. Die
einfache Kombination von Konusmodell und Kantenpunktsuche ist nicht zufrieden stel-
lend. Die Formbeschreibung durch ein zu einfaches Konusmodell ist unzureichend und
fu¨hrt zu erheblichen systematischen Fehlern die wiederum nach einigen Iterationen zu
einer fehlerhaften Korrespondenz zwischen Modell und Bild fu¨hren. Die einzig mo¨gliche
Schlussfolgerung: Verbesserung des Modells und eine Suche nach Algorithmen, die eine
bessere Korrespondenz erlauben. Es ist noch zu erwa¨hnen, dass sich die selben Effek-
te auch zeigen, wenn statt dem einfachen Skelettmodell das hierarchische Modell mit
kinematischen Ketten verwendet wird.
Lo¨sungen
Im vorhergehenden Abschnitt wurde beschrieben, welche Probleme auftreten, wenn ledig-
lich zwei einfache Kegelstu¨mpfe fu¨r die Beine verwendet werden. In den Double-Support-
Phasen ist es dann nicht mehr mo¨glich, die vertikale Position des Modells eindeutig zu
bestimmen.
Deshalb wurde das vorgestellte Modell um zwei Koordinatensysteme erweitert und damit
eine grobe Formbeschreibung der Fu¨ße durch ein einfaches 2D-Konturtemplate ermo¨g-
licht. Die Beine des Modells erhalten dadurch neue Kanten in horizontaler Richtung und
es ko¨nnen weitere Gleichungen aufgestellt werden, die neue Informationen in die Aus-
gleichung einbringen. Die Ho¨he des Modells (z-Koordinate) la¨sst sich somit auch in den
Double-Support-Phasen berechnen.
Es wurde darauf hingewiesen, dass die Symmetrie der Unterschenkel des Konusmodells
zu einer falschen Berechnung des Kniewinkels fu¨hrt. Deshalb wurde fu¨r die Unterschen-
kel und jede Kamera ein eigenes Konturtemplate verwendet, dessen Beschreibung im
3D-Raum erfolgte. Da das Konturtemplate die Asymmetrie der Unterschenkel repra¨sen-
tiert, ko¨nnen nun auch die Kniegelenkswinkel korrekt berechnet werden.
Es wurde ja bereits festgestellt, dass die korrekte Korrespondenz der Kantenpunkte
durch Eigentextur des Probanden erschwert wird. Weiterhin lassen sich mit dem Such-
strahlverfahren nach [BI98] Kantenpunkte links und rechts des Beines nicht automatisch
differenzieren. Dieses Problem la¨sst sich durch eine Vorverarbeitung der Bilddaten be-
heben. Durch Segmentierung wird fu¨r jedes Bild zuna¨chst eine bina¨re Maske erzeugt,
die einen Pixel 6= 0 tra¨gt, wenn der Pixel den Probanden zeigt und = 0 wenn der Pi-
xel zum Hintergrund geho¨rt (siehe Abschnitt 7.2). Die Modellapproximation wird dann
nicht mehr mit dem Originalbild, sondern mit Kantenpunkten der Maske durchgefu¨hrt.
Die Suche nach Kantenpunkten erfolgt weiterhin mit der Suchstrahlmethode, allerdings
unterscheiden sich Kantenpunkte links und rechts vom Bein nun eindeutig durch ihr
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Vorzeichen (Kantenrichtung). Dadurch wurde die Korrespondenzfindung erheblich ver-
bessert.
10.3. Manuelle Initialisierung, Einzelschrittauswertung
Unter manueller Initialisierung soll verstanden werden, dass die sechs Gelenkpunkte der
Hu¨fte, der Knien und der Sprunggelenke mit der Maus in jedem Zeitschritt und jeder Ka-
mera mehr oder weniger genau vorgegeben wurden. Der Zeitaufwand fu¨r die Auswertung
einer einfachen Bildsequenz mit 100 Zeitschritten (Bildaufnahmezeit: 10 Sekunden bei
10 Hz) ist recht erheblich. Die Gelenkpunkte des 3D-Modells lassen sich danach mit den
vorgestellten Algorithmen an die vorgegebenen Punkte in den Kamerabildern iterativ
heranfu¨hren.
Dies kann fu¨r jeden Zeitschritt separat geschehen. Es entsteht dann fu¨r jeden Zeitschritt
ein Zustandsvektor des 3D-Mensch-Modells.
Abbildung 10.8.: Modell vor der manuellen Initialisierung: Durch schlechte Na¨herungs-
werte befindet sich das Modell nicht in allen Kamerabildern auf dem
Probanden
Das Modell wird vor der Initialisierung in der Mitte des Messfeldes positioniert (siehe
Abbildung 10.8). Nach etwa fu¨nf Iterationen wurde das Modell bereits sehr gut an die
manuell vorgegebenen Gelenkpunkte approximiert (siehe Abbildung 10.9).
In Abbildung 10.10 ist das Ergebnis der manuellen Initialisierung zu sehen. Im Hin-
tergrund sind die Positionen der sieben Kameras angedeutet. Im Vordergrund ist das
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Abbildung 10.9.: Modell nach der manuellen Initialisierung: Das Modell verdeckt in allen
Kamerabildern den Probanden.
3D-Modell bestehend aus vier Kegelstu¨mpfen und zwei einfachen Dreiecksnetzen fu¨r die
Fu¨ße zu sehen. Das Skelettmodell wurde durch die manuelle Eingabe von Gelenkpunkten
in jedem Zeitschritt na¨herungsweise positioniert. Die Skelettlinien des Modells sind fu¨r
alle Zeitschritte im 3D-Raum dargestellt. Die Gelenkwinkel des Sprunggelenkes werden
wa¨hrend der Initialisierung noch nicht berechnet.
Einige der Gelenkwinkelverla¨ufe nach der manuellen Initialisierung sind in Abbildung 10.11
zu sehen.
Auf diese Weise ist das Modell dann bereits so gut initialisiert, dass jetzt die Ausgleichs-
rechnung ohne manuelle Punktbeobachtungen allein basierend auf der verfu¨gbaren Kan-
teninformation erfolgen kann. Zuna¨chst wird nun ausgehend von den Kantenpunkten
des Modells nach Kantenpunkten der Vorder-Hintergrund-Maske gesucht und je Kan-
tenpunkt eine Beobachtungsgleichung fu¨r die Parameter des Modells aufgestellt.
Ausgehend von den guten Na¨herungswerten werden jetzt die Bewegungsparameter ver-
bessert. Mit Hilfe der Konturen stehen jetzt auch Informationen an den Fu¨ßen zur Ver-
fu¨gung, und es ko¨nnen nun die Winkel der beiden Sprunggelenke berechnet werden. In
diesem Zusammenhang ist zu erwa¨hnen, dass die Iterationen ha¨ufig nicht konvergierten,
wenn die beiden Winkel fu¨r die Sprunggelenke konstant gehalten wurden, sie scheinen
fu¨r die Modellapproximation also eine erhebliche Rolle zu spielen.
Abbildung 10.12 zeigt das Modell vor und nach der Approximation. Die Minimierung
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Abbildung 10.10.: Ergebnis der manuellen Initialisierung des 3D-Modells, Darstellung
im virtuellen 3D-Raum


























Abbildung 10.11.: Ergebnis der manuellen Modellinitialisierung, Darstellung der Gelenk-
winkel im Zustandsraum mit Abscha¨tzung der Genauigkeiten
133
10. Experimente, aufgetretene Probleme und deren Lo¨sungen
der Abweichungen ist vor allem bei den Fu¨ßen zu erkennen. Das liegt im Wesentlichen
daran, dass die manuellen Na¨herungswerte fu¨r die anderen Gelenke recht gut waren.
Viel wichtiger ist aber der Aspekt, dass die Iterationen konvergierten und die daraus
resultierende Schlussfolgerung, dass der gewa¨hlte modellbasierte Ansatz u¨berhaupt fu¨r
dieses Problem anwendbar ist.
Abbildung 10.12.: Links oben und unten: vor der Approximation des Modells an die
Kantenpunkte, Rechts oben und unten: Modell nach der Approxima-
tion an die Kantenpunkte, die Unterschiede sind vor allem an den
Fu¨ßen sichtbar (unten). In der Mitte (oben) sind die verwendeten
Punkte aller Konturtemplates einer jeden Kamera im 3D-Raum noch
einmal dargestellt.
In Abbildung 10.13 sind die Ergebnisse der Ausgleichsrechnung auf der Basis von Kanten-
punkten zu erkennen. Es ist vor allem eine Verkleinerung der gescha¨tzten Unsicherheiten
gegenu¨ber der manuellen Initialisierung zu beobachten. Dies liegt wohl an der ho¨heren
Redundanz des Gleichungssystems, die durch die große Anzahl der Kantenpunkte ent-
steht.
10.4. Approximation mit quasiperiodischem Bewegungsmodell
Die Genauigkeit und Robustheit der Ausgleichung sollte sich steigern lassen, indem die
Parameteranzahl der Unbekannten reduziert wird. Dies soll durch ein quasiperiodisches
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Abbildung 10.13.: Ergebnis der Ausgleichsrechnung auf der Basis von Kantenpunkten,
Darstellung der Gelenkwinkel im Zustandsraum mit Abscha¨tzung der
Genauigkeiten
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Modell der Bewegung geschehen. Die Ausgleichung erfolgt dann fu¨r alle Zeitschritte
simultan in einem großen Gleichungssystem mit den selben manuellen Punkten, wie im
Abschnitt zuvor. Abbildung 10.14 zeigt das Ergebnis der Berechnung. Verglichen mit

























Abbildung 10.14.: Approximation des Modells mit Hilfe des periodischen Bewegungs-
modells. Um Sto¨rungen durch schlechte Korrespondenz der Kanten-
punkte auszuschließen, erfolgte die Approximation zuna¨chst wieder an
manuell vorgegebene Punkte. Die zeitliche Synchronisierung erfolgte
mit der Gaborfiltermethode nach Kapitel 9.
Abbildung 10.11 ist zwar eine kleine, aber keine deutliche Verringerung der gescha¨tzten
Parameterunsicherheit zu erkennen. Das verwundert zuna¨chst, deshalb muss hier eine
genauere Analyse erfolgen.
10.4.1. Problem der zeitlichen Synchronisierung des Bewegungsmodells
Betrachtet man die Ergebnisse der Approximation in einem Kamerabild der Seitenan-
sicht, so fa¨llt auf, dass Probleme der Modellanpassung vor allem in der Schwungphase
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auftreten. Abbildung 10.15 zeigt drei problematische Zeitschritte.
t=42[1 /10]s t=57[1 /10]s t=72[1 /10]s
Abbildung 10.15.: Probleme des periodischen Bewegungsmodells in den Schwungphasen
Das Problem la¨sst sich noch deutlicher im Zustandsraum zeigen. In Abbildung 10.16 sind
die Gelenkwinkelverla¨ufe (Knie und Hu¨fte) des rechten Beines dargestellt. Vergleichend
ist je ein Winkelverlauf visualisiert, einmal wurden die Winkel ohne und einmal mit
Bewegungsmodell gescha¨tzt. Vor allem die Abweichungen der Winkel in den Zeitschritten
































Abbildung 10.16.: Probleme der genauen zeitlichen Synchronisation des Bewegungsmo-
dells mit der Bewegung des Probanden, (Bewegungsmodell - blau und
’o’; Ohne Bewegungsmodell - rot und ’x’)
In diesen Zeitschritten treten erhebliche Winkelbeschleunigungen und Winkelgeschwin-
digkeiten auf. Das fu¨hrt dann zu einem relativ steilen Anstieg der Verla¨ufe im Winkel-
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Zeit-Diagramm, was ein Anzeichen fu¨r hohe Frequenzanteile des Signales ist. Anschei-
nend fu¨hren bereits kleinere Fehler in der zeitlichen Synchronisation des Bewegungs-
modells zu erheblichen Winkelfehlern, die wiederum zu großen Fehlern im Ortsraum
fu¨hren. Dies scheint die Ursache fu¨r die Abweichungen in Abbildung 10.15 zu sein. Zur
Verdeutlichung soll hier eine Beispielrechnung erfolgen.
Der Hu¨ftwinkel (Amplitude 30 ◦) a¨ndert sich um 22 ◦ in 0.2 s, also mit 110 ◦/s. Der
Kniewinkel (Amplitude 50 ◦) a¨ndert sich um 45 ◦ in 0.2 s, also mit 225 ◦/s.
Bei einer Bildfrequenz von 10 Hz ergeben sich bereits erhebliche Winkela¨nderungen von
Zeitschritt zu Zeitschritt. Der Hu¨ftwinkel a¨ndert sich etwa um 11 ◦ je Zeitschritt und
der Kniewinkel um 22.5 ◦ je Zeitschritt. Kleinere zeitliche Abweichungen in der Syn-
chronisierung des Bewegungsmodells fu¨hren dann zu erheblichen Fehlern. Im Beispiel
Abbildung 10.16 betra¨gt der Synchronisationsfehler etwa einen Zeitschritt (1/10 s). Be-
zogen auf die Amplitude der Gelenke fu¨hrt dieser minimale zeitliche Unterschied bereits
zu 36 % Amplitudenfehler fu¨r die Hu¨fte und zu 45 % Amplitudenfehler fu¨r das Knie.
Zum genaueren Versta¨ndnis soll noch einmal ein Blick auf die bisher implementierte Syn-
chronisierung des Bewegungsmodells geworfen werden, mit der auch die zuvor gezeigten
Daten berechnet wurden.
Die Synchronisierung des Bewegungsmodells mit der Schrittfrequenz des Probanden er-
folgte bisher bei allen Beispielen in diesem Kapitel mit Hilfe der Gaborfilterung der Bein-
varianz nach Abschnitt 9.4. Theoretisch sollte sich das Bewegungsmodell nach Gl.(8.24)
damit zeitlich na¨herungsweise mit der Probandenbewegung synchronisieren lassen.
Ein Ergebnis der automatischen Schrittzahlberechnung ist in Abbildung 10.17 darge-
stellt. Das Timing innerhalb eines Laufzyklus wird normalerweise in Prozent angegeben,
wobei 100 % ein vollsta¨ndiger Laufzyklus eines Schrittes eines Beines entspricht. In die-
sem Beispiel wurden deshalb zwei Ordinatenachsen verwendet. Die absolute Schrittzahl
wurde in Abbildung 10.17(a) auf der linken Ordinatenachse dargestellt und an der rech-
ten das Timing in Prozent. Beide Gro¨ßen beziehen sich in den hier gezeigten Beispielen
auf das rechte Bein. Normalerweise sind Zahlenwerte fu¨r den Laufzyklus u¨ber 100 % na-
tu¨rlich nicht u¨blich, auf einen Umbruch zu 0 % zu Beginn des neuen Schrittes wurde der
Einfachheit halber verzichtet. In Abbildung 10.17(b) ist die aus der absoluten Schrittzahl
abgeleitete Schrittfrequenz fst dargestellt. Sie ergibt sich durch den Differenzenquotient









Aus der Schrittfrequenz la¨sst sich mit Gl.(10.6) auch die Periodendauer eines Schrittes,
also die Schrittdauer Tst berechnen. Die horizontale Linie stellt eine mittlere Schrittfre-
quenz dar, die durch Ausgleichsrechnung u¨ber alle Zeitschritte der Sequenz berechnet
wurde (siehe weiter unten), sie wird als korrekt angenommen. Mit diesem Wert konnten
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auch die besten Approximationen des Bewegungsmodells an die manuell vorgegebenen
Punkte erreicht werden. Es ist zu erkennen, dass der Gaborfilter in der Mitte der Se-
quenz die Schrittfrequenz nahezu korrekt berechnet hat. Weiterhin ist zu sehen, dass am
Anfang und am Ende der Sequenz erhebliche Abweichungen von diesem Wert auftreten.
Zu Begru¨nden ist dies mit einem relativ kleinen Bildausschnitt, in denen der Proband
von einer Kamera beobachtet werden konnte. Das Varianzkriterium der Vordergrund-
maske kann dann lediglich fu¨r diesen kleinen Bildausschnitt berechnet werden. Dadurch
kommt es bei der Gaborfilterung zu Randeffekten, die wahrscheinlich zu den gezeigten
Abweichungen fu¨hren.










































(a) Durch den Gaborfilter berechnete Schrittzahl
fu¨r jeden Zeitschritt




























(b) Aus der Schrittzahl abgeleitete Schritt-
frequenz fu¨r jeden Zeitschritt
Abbildung 10.17.: Die Scha¨tzungen wurden durch Gaborfilterung der Beinvarianz erhal-
ten (siehe Kapitel 9).
Bei dem in Abbildung 10.14, Abbildung 10.15 und Abbildung 10.16 gezeigten Problem
konnte in der Schwungphase die Schrittzahl offensichtlich nicht genau genug berechnet
werden. Fu¨r die automatische Berechnung von Na¨herungswerten fu¨hrt das dann da-
zu, dass der Kniegelenks- und der Hu¨ftgelenkswinkel falsch in das Modell eingetragen
werden. Das periodische Bewegungsmodell sollte aber gerade fu¨r die automatische Be-
reitstellung von Na¨herungswerten verwendet werden. Wenn sich jedoch die Schrittzahl
durch Gaborfilterung nicht genau genug bestimmen la¨sst, dann ist ihre Verwendung
zur automatischen Modellinitialisierung mit Hilfe des Bewegungsmodells fraglich. Da ja
bei derartig großen Abweichungen im Ortsraum keine korrekte Korrespondenz zwischen
Formmodell und realem Bild mehr mo¨glich ist. Ausgerechnet in diesen problematischen
Zeitschritten der Schwungphase kommen sich beide Beine auch noch sehr nahe. Zusa¨tz-
lich treten die meisten Selbstverdeckungen auf, was die korrekte Korrespondenz noch
weiter erschwert, dass wiederum wird zu falschen Ausgleichungsergebnissen fu¨hren. Aus
diesen Gru¨nden ist eine deutlich genauere Synchronisierung des Bewegungsmodells mit
dem Bewegungszustand des Probanden erforderlich, als die bisher verwendeten.
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10.4.2. Genaue Berechnung jeder einzelnen Schrittzahl
In Abschnitt 8.3 wurde beschrieben, wie die Schrittzahlen fu¨r jeden Zeitschritt innerhalb
einer Ausgleichung berechnet werden kann.
Das Ergebnis ist in Abbildung 10.18 zu sehen. Die Schrittzahlen verlaufen nun weitge-
hend linear.











































(a) Durch Ausgleichsrechnung gescha¨tzte Schritt-
zahlen fu¨r jeden Zeitschritt






















(b) Aus der Schrittzahl abgeleitete Schrittfre-
quenz fu¨r jeden Zeitschritt
Abbildung 10.18.: Die genaue Schrittzahl wurde gemeinsam mit den Gelenkwinkeln
durch Ausgleichsrechnung ermittelt.
Das erstaunliche Ergebnis der gescha¨tzten Gelenkwinkelverla¨ufe bei gleichzeitig berech-
neter Schrittzahl ist in Abbildung 10.19 zu sehen. Die gescha¨tzten Standardabweichungen
sind nun deutlich kleiner als bei der Einzelschrittausgleichung ohne Bewegungsmodell
unter Verwendung der manuell vorgegebenen Punkte (vergleiche mit Abbildung 10.11).
Weiterhin sind die Fehlerschranken auch viel kleiner als mit Bewegungsmodell, wenn
direkt die durch Gaborfilterung ermittelten Schrittzahlen verwendet werden (vergleiche
mit Abbildung 10.14). Die in Abbildung 10.15 gezeigten Probleme in den Schwungpha-
sen wurden somit gelo¨st. Die Gelenkwinkelverla¨ufe sind glatt und sauber. Erstaunlich ist
auch die Symmetrie der Gelenkwinkelverla¨ufe des linken und rechten Beines, wie sie bei
einem gesunden Gang auch zu erwarten ist. Zu erwa¨hnen ist, dass sich dieses Ergebnis
bereits ohne eine spezielle Symmetriebedingung einstellte.
In Abbildung 10.18(b) ist der Verlauf der Schrittfrequenz u¨ber der Zeit dargestellt, die
Schwankungen betragen etwa 10 % der mittleren Schrittfrequenz. Da die Schwankungen
einen deutlich sichtbaren periodischen Anteil haben, ist zu vermuten, dass die Anzahl
der Fourierkoeffizienten noch nicht ausreicht, um die Bewegungen des Probanden ausrei-
chend genau zu repra¨sentieren. Voraussichtlich dru¨cken sich dadurch die Unzula¨nglich-
keiten des Bewegungsmodells in einer geringfu¨gig falschen Schrittzahl aus. Dann mu¨sste
sich die Amplitude der Schrittfrequenz durch eine Vergro¨ßerung der Anzahl der Fou-
rierkoeffizienten verkleinern. Dies war jedoch nicht der Fall. Abbildung 10.20 zeigt die
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rechte Hüfte/Knie Vertrauensbereich=3*Sigma
Linke Hüfte/Knie Vertrauensbereich=3*Sigma
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Abbildung 10.19.: Approximation an manuelle Punkte mit Hilfe des periodischen Bewe-
gungsmodells bei gleichzeitig gescha¨tzter Schrittzahl.
Zeitschritt [1/10s]



















(a) Aus der Schrittzahl abgeleitete Schrittfre-
quenz fu¨r jeden Zeitschritt
































Abbildung 10.20.: Bewegungsmodell mit mehr Fourierkoeffizienten als im vorhergehen-
den Beispiel
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Ergebnisse. Es a¨nderten sich zwar die konkreten Werte der Schrittfrequenzen, jedoch
nicht deren Amplitude.

















(a) Aus der Schrittzahl abgeleitete Schrittfre-
quenz fu¨r jeden Zeitschritt






























(b) Gelenkwinkelverla¨ufe mit mehr Fourierko-
effizienten
Abbildung 10.21.: Bewegungsmodell mit mehr Fourierkoeffizienten und sta¨rkerer Gla¨t-
tung
Die Ausgleichung wurde deshalb noch einmal durchgefu¨hrt, diesmal jedoch mit einer
deutlich sta¨rkeren Gewichtung von Gl.(8.30), das Ergebnis zeigt Abbildung 10.21. Es ist
eine deutlich bessere Gla¨ttung der Schrittfrequenz zu erkennen. Ihre Amplitude ist auch
deutlich kleiner geworden (siehe Abbildung 10.21).
Allerdings steigen damit dann auch wieder die Standardabweichungen der gescha¨tzten
Gelenkwinkel geringfu¨gig an. Dies ist ein Indiz dafu¨r, dass sich Abweichungen der Pro-
bandenbewegung von den repra¨sentierbaren Bewegungen einer Fourierreihe in einem
nichtlinearen Verlauf der Schrittzahl ausdru¨cken. In beiden Fa¨llen, in denen eine große
Anzahl Fourierkoeffizienten verwendet wurde, geht der symmetrische Eindruck der Ge-
lenkwinkelverla¨ufe wieder verloren. Das ko¨nnte ein Hinweis darauf sein, dass durch die
hohe Parameteranzahl bereits eine Verringerung der Robustheit gegen Ausreißer zu be-
obachten ist. Es ko¨nnte jedoch sein, dass die Bewegung tatsa¨chlich asymmetrisch war,
aber ein Bewegungsmodell mit zu wenigen Fourierkoeffizienten diese Asymmetrie nicht
wiedergeben kann.
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10.4.3. Fourierreihe mit vielfacher Periodendauer der Schrittfrequenz
Das Ergebnis des in Abschnitt 8.2.3 beschriebenen Verfahrens ist in Abbildung 10.22 zu
sehen.

























Abbildung 10.22.: Das Bewegungsmodell wurde mit der doppelten Periodendauer der
Schrittfrequenz initialisiert (Abschnitt 8.2.3). Es sind geringfu¨gige Ab-
weichungen zwischen beiden Schritten zu erkennen. Dabei wurde auch
die mittlere Periodendauer durch Ausgleichsrechnung bestimmt.
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11.1. Definition der Messgro¨ßen
Fu¨r Testmessungen wurde der nachstehend beschriebene Messaufbau verwendet. Zum
Einsatz kam ein Multikamerasystem mit sechs Kameras, sie waren gema¨ß Abbildung 11.1(a)



















Abbildung 11.1.: Verwendeter Messaufbau und gemessene Gro¨ßen
Vorzeichen und Richtung der Messgro¨ßen werden durch das Weltkoordinatensystem und
durch das 3D-Modell festgelegt. In Abbildung 11.1(a) sind die Translationsparameter des
Modells in Draufsicht eingezeichnet. Dabei gibt die x-Translation die Bewegung in Lauf-
richtung und die y-Translation die Bewegung des Probanden quer zur Laufrichtung an.
Abbildung 11.1(b) zeigt die beiden Hu¨ftgelenke eines nach links (in positive x-Richtung)
gehenden Probanden. Der Winkel z-Rotation gibt an, wie weit das Modell relativ zur
x-Achse des Weltkoordinatensystems verdreht ist.
Sehr wichtig fu¨r die Interpretation der nachfolgenden Diagramme ist die Definition der
Gelenkwinkel nach Abbildung 11.2. Die Gelenkwinkelverla¨ufe ko¨nnen entweder direkt
u¨ber der Zeitachse aufgetragen werden, dann besitzt die Abszisse die Einheit Sekunden.
Das hat jedoch den Nachteil, dass keine direkte Vergleichbarkeit der Bewegungsparame-
ter mo¨glich ist, weil die Messreihen dann streng gekoppelt an das Timing des Aufnah-
mesystems dargestellt werden. Im hinteren Teil des Kapitels werden die Messgro¨ßen in
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Abbildung 11.2.: Vorzeichendefinition der gemessenen Gro¨ßen am Modell
Prozent normiert auf einen Laufzyklus angegeben. Denkbar ist auch eine direkte Visuali-
sierung der wenigen Fourierkoeffizienten, allerdings sind diese durch einen menschlichen
Beobachter nur schwer zu interpretieren.
Mit dem 3D-Modell ist auch eine Visualisierung der Gelenkpunktkoordinaten im Welt-
koordinatensystem mo¨glich. In dem implementierten System kann das 3D-Modell mit
der zuvor aufgezeichneten Gangbewegung animiert werden. Allerdings ist eine Normie-
rung und ein Vergleich von verschiedenen Gangmustern aufgrund der Komplexita¨t der
Darstellung nur schlecht mo¨glich. Einen Eindruck davon kann man aus Abbildung 10.10
gewinnen. Deshalb werden in diesem Kapitel lediglich die Gelenkwinkelverla¨ufe und die
wichtigsten Translationsparameter dargestellt.
11.2. Messergebnisse der optischen Ganganalyse
Zur Demonstration, welche Parameter mit dem System erfasst werden ko¨nnen, wurde der
Gang eines Probanden zwei Mal kurz nacheinander aufgezeichnet. Der Proband bewegte
sich beide Male in die selbe Richtung. Bei diesen Untersuchungen wurde zuna¨chst kein
besonderer Wert auf eine Reproduzierbarkeit der Bewegungsparameter gelegt. Nachdem
das Modell na¨herungsweise durch anklicken der Gelenkpunkte initialisiert wurde, basierte
die Modellapproximation ausschließlich auf der Beobachtung von Konturpunkten. Die
Ergebnisse der Ganganalyse sind im Folgenden dargestellt.
In Abbildung 11.3 und Abbildung 11.4 sind die typischen Gelenkwinkelverla¨ufe des Pro-
banden zu sehen. Die gescha¨tzten Vertrauensbereiche in diesem Kapitel werden mit 3-
facher Standardabweichung (3σ=ˆ99.73%) angegeben. Dargestellt ist der Gelenkwinkel-
verlauf fu¨r das Beugen und Strecken des Hu¨ft- und Kniegelenkes. Das sind die Parameter,
die gema¨ß [CNC03] sehr gut reproduzierbar sein sollten. Bis auf einen zeitlichen Versatz
der Gelenkwinkelverla¨ufe erscheinen diese a¨hnlich. Der zeitliche Versatz ist darauf zu-
ru¨ckzufu¨hren, dass als Zeiteinteilung auf der Abszisse der absolute Zeitschritt verwendet
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Abbildung 11.3.: Gelenkwinkelverla¨ufe des linken Knies und des linken Hu¨ftgelenkes ei-
nes Probanden
wurde, der durch das Aufnahmesystem festgelegt wird. Weiter hinten in diesem Kapitel
erfolgt dann eine Normierung bezogen auf den Laufzyklus, die den zeitlichen Versatz bei
der Darstellung eliminiert.


































Abbildung 11.4.: Gelenkwinkelverla¨ufe des rechten Knies und des rechten Hu¨ftgelenkes
eines Probanden
In Abbildung 11.5 sind die Gelenkwinkelverla¨ufe der Sprunggelenke zu sehen. Die Ver-
la¨ufe sind zwar zwischen rechtem und linken Bein a¨hnlich, sie unterscheiden sich aber,
wenn die erste mit der zweiten Sequenz verglichen wird. Diese Winkel lassen sich lediglich
mit mittlerer Genauigkeit bestimmen.
In Abbildung 11.6 ist der zuru¨ckgelegte Weg des Probanden u¨ber der Zeit aufgetra-
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Abbildung 11.5.: Gelenkwinkelverla¨ufe des linken und rechten Sprunggelenkes eines Pro-
banden






















Abbildung 11.6.: Translation in x-Richtung (nahezu Laufrichtung)
148
11.2. Messergebnisse der optischen Ganganalyse
gen (Weg-Zeit-Diagramm). Das Bild zeigt die Translation des Probanden in x-Richtung
des Weltkoordinatensystems. Da die Hauptbewegungsrichtung des Probanden mit der
x-Richtung des Weltkoordinatensystems zusammenfa¨llt, ist ein nahezu linearer Anstieg
des zuru¨ckgelegten Weges u¨ber der Zeit zu erkennen. U¨berlagert wird er durch eine na-
hezu periodische Gro¨ße mit geringer Amplitude. Dies ist typisch fu¨r eine Gangbewegung
und hat seine Ursache in der Umwandlung von potenzielle in kinetische Energie (und
umgekehrt).




















Abbildung 11.7.: Translation in y-Richtung (nahezu quer zur Laufrichtung)
Die Translation in y-Richtung ist in Abbildung 11.7 zu sehen. Es ist eine A¨hnlichkeit
der Abbildungen links und rechts zu erkennen. Offensichtlich bewegte sich der Proband
beide Male etwas auf die Kameras zu (in negative y-Koordinatenrichtung). Das ist an
dem langsamen Abfallen der Kurven zu erkennen. U¨berlagert wird diese Bewegung durch
einen periodischen Anteil von etwa 50 mm quer zur Laufrichtung.
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Abbildung 11.8.: Translation in z-Richtung (Aufwa¨rts- und Abwa¨rtsbewegung)
In Abbildung 11.8 ist die Auf- und Abwa¨rtsbewegung des Probanden dargestellt. Beide
Male sind a¨hnliche Verla¨ufe zu sehen, mit einer Amplitude von etwa 30 mm.
Die Rotation der Hu¨fte um die z-Achse ist in Abbildung 11.9 zu sehen. Dieser Winkel
geho¨rt zu den Gro¨ßen, die nur sehr ungenau berechnet werden ko¨nnen.
































Abbildung 11.9.: Rotation um z-Achse (Ko¨rperla¨ngsachse)
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In Abbildung 11.10 ist das Abspreizen und Heranziehen des linken Hu¨ftgelenkes zu sehen.
Aufgrund der Kamerakonfiguration ko¨nnen diese Winkel nur ungenau berechnet werden.
Weiterhin ist die Amplitude dieser Winkel nur klein, das fu¨hrt zu einer scheinbar großen
Streuung der Parameter. Dasselbe gilt fu¨r das Abspreizen und Heranziehen des rechten
Hu¨ftgelenkes, dies ist in Abbildung 11.11 zu sehen.




































Abbildung 11.10.: Abspreizen und Heranziehen des linken Hu¨ftgelenkes




































Abbildung 11.11.: Abspreizen und Heranziehen des rechten Hu¨ftgelenkes
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11.3. Reproduzierbarkeit der Messungen und Simulation von
Gangfehlern
Besser als die zuvor gezeigten absoluten Zeitangaben, ist eine normierte Darstellung der
Bewegungsparameter bezogen auf den Laufzyklus nach Abschnitt 2.1.1 und Anhang A.
Dadurch wird die Darstellung unabha¨ngig von den Zeitvorgaben des Aufnahmesystems.
Wie in der Literatur u¨blich, erha¨lt die Abszisse dann die Einheit Prozent (%). Die Bewe-
gungsparameter verschiedener Messungen ko¨nnen dadurch direkt miteinander verglichen
werden. Durch eine Verschiebung der Gelenkwinkelverla¨ufe eines Beines um 50 %, wird
eine einheitliche Darstellung fu¨r das linke und das rechte Bein erreicht. Damit ko¨nnen
dann leicht Vergleiche der Gangsymmetrie angestellt werden. Es sind jedoch kleinere
Abweichungen in zeitlicher Richtung zu erwarten. Sie sind darauf zuru¨ckzufu¨hren, dass
die Genauigkeit der Schrittzahl durch die manuelle Initialisierung auf einen Zeitschritt
begrenzt war. Die Bildsequenzen wurden mit einer Frequenz von 20 Hz, statt bisher mit
10 Hz aufgezeichnet. Ein Zeitschritt der Bildfolge (20 Hz) bedeutet bei einer mittleren
Schrittfrequenz von 0.74 Hz etwa 3.7 % des Laufzyklus.
Zur Initialisierung wurde in der Bildsequenz ein Zeitschritt ausgewa¨hlt, der den Proban-
den im Fersenkontakt (Inital Contact) des rechten Beines zeigt. Eine mittlere Schrittfre-
quenz wurde fu¨r jede Bildfolge zuna¨chst manuell vorgegeben. Sie berechnet sich, indem
die mittlere Periode des vorhergehenden Initial Contact und des nachfolgenden Initial
Contact ermittelt wurde. Durch Ausgleichsrechnung wurden die Translationsparameter,
Fourierkoeffizienten eines Laufzyklus und die Schrittzahl fu¨r jeden Zeitschritt gescha¨tzt.
Die mittleren Abweichungen zwischen Modell und Bild (σ a posteriori) lagen zwischen
0.8-0.98 Pixel, das Modell konnte also gut an die Bilddaten approximiert werden. Das
Bewegungsmodell erlaubt die Umrechnung der gescha¨tzten Fourierkoeffizienten in die
hier dargestellten Gelenkwinkelverla¨ufe des Laufzyklus.
11.3.1. Gegenu¨berstellung der Laufrichtung
Der Proband wurde angewiesen, sechs Mal mo¨glichst gleichma¨ßig und reproduzierbar
den Laufbereich zu durchqueren. Ziel war es, einen Eindruck der Reproduzierbarkeit
der gewonnenen Bewegungsparameter zu erhalten. Dafu¨r wurden die die Gelenkwinkel-
verla¨ufe mit unterschiedlichen Farben gekennzeichnet. In den Diagrammen wurden zwei
Farben verwendet:
• rot: der Proband bewegte sich von links nach rechts u¨ber den Laufbereich (in
positive x-Koordinatenrichtung)
• schwarz: der Proband bewegte sich von rechts nach links u¨ber den Laufbereich (in
negative x-Koordinatenrichtung)
In Abbildung 11.12 und Abbildung 11.13 sind die gut reproduzierbaren Gelenkwinkel-
verla¨ufe der Hu¨fte und des Knies zu sehen.
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Abbildung 11.12.: Reproduzierbarkeit der Gelenkwinkelverla¨ufe des Hu¨ftgelenkwinkels




























Abbildung 11.13.: Reproduzierbarkeit der Gelenkwinkelverla¨ufe des Knies
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Anfa¨llig gegen einen Wechsel der Laufrichtung zeigen sich in Abbildung 11.14 die Ge-
lenkwinkelverla¨ufe der Sprunggelenkswinkel. Es kommt sowohl zu einem zeitlichen Offset
des Gelenkwinkelverlaufes, als auch zu einem Winkeloffset. Mit hoher Wahrscheinlichkeit
sind Selbstverdeckungen des Fußes die Ursache fu¨r diese Abweichungen. Aber auch reale
biologische Variationen sind denkbar.

























Abbildung 11.14.: Reproduzierbarkeit der Gelenkwinkelverla¨ufe des Sprunggelenkwin-
kels






















Abbildung 11.15.: Die Gelenkwinkelverla¨ufe des Hu¨ftgelenkes fu¨r das Abspreizen und
Heranziehen sind nicht gut reproduzierbar.
Genauso schlecht reproduzieren lassen sich die Gelenkwinkelverla¨ufe des Hu¨ftgelenkes fu¨r
das Abspreizen und das Heranziehen des Beines. Das deutete sich bereits im vorherge-
henden Abschnitt an. Dort wurden bereits relativ große Standardabweichungen fu¨r diese
Parameter vorhergesagt. In Abbildung 11.15 sind die Gelenkwinkelverla¨ufe zu sehen.
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Die Streuung der Translationsparameter ist in Abbildung 11.16 zu sehen. In Abbil-
dung 11.16(a) ist die Bewegung quer zur Laufrichtung zu sehen. Derzeitig unterscheidet
sich das Vorzeichen der Bewegung in Abha¨ngigkeit von der Laufrichtung. Mit einem et-
was gro¨ßeren Aufwand bei der Modellierung ließe sich dies korrigieren. Aber das wurde
in dieser Arbeit noch nicht getan. Dagegen ist eine gute Reproduzierbarkeit der Auf-
und Abwa¨rtsbewegung des Probanden in Abbildung 11.16(b) zu erkennen.









(a) Bewegung quer zur Laufrichtung










(b) Auf- und Abwa¨rtsbewegung
Abbildung 11.16.: Translationsparameter
Die Angaben aus der Literatur [CNC03] ko¨nnen mit diesen Messreihen besta¨tigt werden:
am besten reproduzierbar erscheint der Hu¨ftgelenks- und der Kniegelenkswinkel.
































Abbildung 11.17.: Trajektorien des linken und rechten Beines im Zustandraum
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11.3.2. Gegenu¨berstellung von gesundem Gang und simulierter Erkrankung
Die im vorhergehenden Abschnitt bereits gezeigten Daten werden in diesem Abschnitt
noch einmal verwendet. Fu¨r die Aufzeichnung dieser Bildsequenzen durchquerte der Pro-
band den Laufbereich sechs Mal mo¨glichst reproduzierbar. Insgesamt wurden aber neun
Bildsequenzen mit abwechselnder Laufrichtung aufgezeichnet. In drei der Bildsequenzen
simulierte der Proband eine Sto¨rung des Bewegungsapparates des rechten Beines. Ein-
mal wurde der rechte Fuß sta¨ndig gestreckt, um eine Verku¨rzung der Achillessehne zu
simulieren. Danach wurde zweimal das rechte Knie sta¨ndig gestreckt.
Fu¨r den Nachweis der Anwendbarkeit des Verfahrens zur Feststellung einer Sto¨rung des
Bewegungsapparates, wurden die gesunden Gelenkwinkelverla¨ufe (schwarz) den simu-
lierten Erkrankungen (farbig) gegenu¨bergestellt. Dabei bedeuten:
• x-blau: rechte Achillessehne verku¨rzt, Bewegung in positive x-Richtung
• o-rot: rechte Achillessehne verku¨rzt, Bewegung in negative x-Richtung
• .-margenta: rechtes Knie dauerhaft gestreckt, Bewegung in negative x-Richtung
• -schwarz: normaler Gang in verschiedene Richtungen, siehe Abschnitt 11.3.1
Es ist deutlich zu sehen, dass die Gelenkwinkelverla¨ufe einer simulierten Erkrankung von
denen eines gesunden Probanden zum Teil signifikant abweichen. Somit ist eine Mo¨g-
lichkeit der Erkennung von gro¨ßeren Sto¨rungen des Bewegungsapparates nachgewiesen
worden.
Da die Sto¨rungen immer das rechte Bein betrafen, sind dort auch die gro¨ßten Abwei-
chungen der Gelenkwinkel zu erkennen. Es ist aber auch festzustellen, dass sich eine
Sto¨rung des rechten Beines auch in einem leicht vera¨nderten Gangbild des linken Beines
ausdru¨ckt. Details mu¨ssen einer nachfolgenden Arbeit unter intensiver Mitarbeit von Me-
dizinern vorbehalten sein. Hier sollte deren prinzipielle Eignung und die Empfindlichkeit
des Verfahrens nachgewiesen werden.
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Abbildung 11.18.: Reproduzierbarkeit der Gelenkwinkelverla¨ufe des Knies (schwarz:
durchgezogen), Simulierte Gangsto¨rungen (farbig: Punkte, Kreise,
Kreuze)
























Abbildung 11.19.: Reproduzierbarkeit der Gelenkwinkelverla¨ufe des Hu¨ftgelenkwinkels
(schwarz: durchgezogen), Simulierte Gangsto¨rungen (farbig: Punkte,
Kreise, Kreuze)
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Abbildung 11.20.: Reproduzierbarkeit der Gelenkwinkelverla¨ufe des Sprunggelenkwin-
kels (schwarz: durchgezogen), Simulierte Gangsto¨rungen (farbig:
Punkte, Kreise, Kreuze)
























Abbildung 11.21.: Die Gelenkwinkelverla¨ufe des Hu¨ftgelenkes fu¨r das Abspreizen und
Heranziehen sind anscheinend nicht gut reproduzierbar. Normaler
Gang (schwarz: durchgezogen), Simulierte Gangsto¨rungen (farbig:
Punkte, Kreise, Kreuze)
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(a) Bewegung quer zur Laufrichtung











(b) Auf- und Abwa¨rtsbewegung
Abbildung 11.22.: Normaler Gang (schwarz: durchgezogen), Simulierte Gangsto¨rungen
(farbig: Punkte, Kreise, Kreuze)
11.4. Bewertung der Ergebnisse
Bei der optischen Ganganalyse gehen mit dem Weglassen von Markern relevante Infor-
mationen verloren, die sich zum Teil durch ein 3D-Modell ersetzen lassen.
Am Anfang der Arbeit wurde gezeigt, dass ein enger Zusammenhang zwischen der verfu¨g-
baren Bildauswertung und der Anzahl zuverla¨ssig zu bestimmender Parameter besteht.
Unter Beru¨cksichtigung, dass bei einer Konturauswertung nur wenig Bildinformation
verfu¨gbar ist, wurde ein sehr einfaches 3D-Modell der unteren Extremita¨ten mit nur
wenigen freien Parametern implementiert. Fu¨r die Parameterbestimmung der unteren
Extremita¨ten auf der Basis von Bildkonturen, ist es sehr wichtig, die Fu¨ße des Proban-
den grob zu modellieren. Nur dadurch kann eine ausreichende Anzahl Konturpunkte
in horizontaler Richtung erfasst werden, die wichtig sind, um die vertikale Position des
3D-Modells zu bestimmen.
Neu an dieser Arbeit ist die Verwendung eines (quasi-)periodischen Modells der Be-
wegung, das u¨ber der Zeit betrachtet, die Anzahl der freien Parameter weiter senkt.
Die Parameterscha¨tzung erfolgt nicht klassisch durch ein Tracking von Zeitschritt zu
Zeitschritt, sondern fu¨r einen Teil der Bildsequenz gleichzeitig. Dadurch ko¨nnen relativ
geringe Bildfrequenzen verwendet werden. Allerdings werden gute Na¨herungswerte fu¨r
die Modellparameter beno¨tigt, um eine sichere Korrespondenz zu gewa¨hrleisten.
Ebenfalls neu ist die Bereitstellung der Na¨herungswerte durch das (quasi-)periodische
Bewegungsmodell. Dafu¨r werden die zuvor bereit zu stellenden Koeffizienten einer mitt-
leren Gangbewegung verwendet und zeitlich mit der zu erfassenden Probandenbewegung
synchronisiert. Automatische Algorithmen dafu¨r wurden vorgestellt und implementiert.
Erfolgreich getestet wurde bisher eine sehr einfache Synchronisierung. Sie beno¨tigt die
159
11. Ergebnisse des Messsystems
Angabe von zwei mo¨glichst weit auseinander liegenden Zeitschritten des Heel Strikes.
Daraus la¨sst sich die die Phase und Periodendauer des Laufzyklus na¨herungsweise ermit-
teln. Eine genauere Scha¨tzung der Periodendauer oder der Schrittzahl erfolgt wa¨hrend
der Ausgleichung.
Es konnte gezeigt werden, dass sich die Gelenkwinkelverla¨ufe der Hu¨fte und des Knies
genau und reproduzierbar bestimmen lassen. Gut bestimmbar ist auch die Translati-
onsbewegung in x- und z-Richtung. Eine mittlere Genauigkeit ist bei der Bestimmung
des Sprunggelenkwinkels zu erreichen. Weniger Reproduzierbar la¨sst sich das Abspreizen
und Heranziehen des Hu¨ftgelenkes erfassen. Eine Ursache kann die normale biologische
Variabilita¨t des Ganges sein, weiterhin betra¨gt die Amplitude dieser Winkel nur wenige
Grad und zeigt die normale Auflo¨sungsgrenze des Systems.
Wie bei jedem Messsystem bleiben Unsicherheiten bei der Parameterbestimmung. Ge-
zeigt wurde, dass gro¨ßere Defekte des Bewegungsaparates aus diesen Parameterunsi-
cherheiten deutlich hervortreten. Die dabei ermittelten Parameter weichen signifikant
von den Streuungen eines gesunden Ganges ab. In einer Phase der praktischen Erpro-
bung wird sich dann zeigen, wie sich die gewonnen Daten fu¨r die Diagnose und Therapie
verwenden lassen.
Ausgehend von dieser Pra¨zisierung der Anforderungen in Zusammenarbeit mit Anwen-
denden, muss der Routinebetrieb wesentlich erleichtert werden. Das gilt insbesondere fu¨r
die weitgehend automatische Adaption des Systems an ha¨ufig wechselnde Probanden.
Auch eine Modifikation der gegenwa¨rtig sehr einfachen Formbeschreibung des Modells
der unteren Extremita¨ten kann die Erfassung klinisch relevanter Gro¨ßen noch verbessern.
Dies muss aber nachfolgenden Arbeiten vorbehalten bleiben.
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Die exakte Erfassung der Bewegung eines menschlichen Probanden ermo¨glicht viele neue
Anwendungen. Der menschliche Gang als Sonderfall der menschlichen Bewegung la¨sst
sich in wohl definierte Bewegungsphasen unterteilen. Das Gangbild eines Menschen ist
von vielen Parametern abha¨ngig, die individuell variieren. Eine automatische Gangana-
lyse ist hauptsa¨chlich fu¨r zwei Anwendungen interessant. Die Identifikation eines Pro-
banden anhand seines Gangbildes und die medizinische Ganganalyse zur Diagnose von
Sto¨rungen des Bewegungsapparates. Die Aufgabe des Messsystems ist eine mo¨glichst
automatische Berechnung der Bewegungsparameter eines menschlichen Probanden aus
einer Anzahl von synchron aufgezeichneten Bildsequenzen. Die weitere Verarbeitung der
Bewegungsdaten fu¨r die einzelnen Anwendungen ist nicht mehr Gegenstand der Arbeit.
Das Mehrkamerasystem besteht aus einem Aufbau statischer Kameras, die u¨ber ein ge-
meinsames Triggersignal ausgelo¨st werden. So ist eine simultane Bildaufnahme mo¨glich.
Die Haltung des Probanden wird dadurch zu einem bestimmten Zeitpunkt aus verschie-
denen Richtungen aufgezeichnet. Vor der eigentlichen Messung mu¨ssen die Kameras in
einem gemeinsamen Koordinatensystem kalibriert werden. Zur Kalibrierung wurde ein
spezielles Verfahren entwickelt, das ohne einen aufwa¨ndigen Kalibrierko¨rper auskommt.
Die Kalibrierung selbst erfolgt durch klassische Bu¨ndelblockausgleichung.
Es wurden Untersuchungen zur Realisierung eines Systems zur Bewegungsanalyse durch-
gefu¨hrt, das die Bilddaten des Mehrkamerasystems verwendet. Bisher war es zur Bewe-
gungsanalyse eines menschlichen Probanden notwendig die Person zu markieren. Wenn
keine Marker eingesetzt werden sollen, gehen jedoch wichtige Informationen fu¨r die auto-
matische Bildfolgenauswertung verloren. Das Hauptanliegen dieser Arbeit war es deshalb
ein System zu entwickeln, das selbst ohne diese Informationen brauchbare Ergebnisse lie-
fert.
Die fehlenden Informationen ko¨nnen zum Teil durch ein 3D-Modell des Probanden er-
setzt werden. Deshalb wurde zur Bildauswertung ein modellbasierter Ansatz gewa¨hlt.
Der Ansatz basiert auf dem Analyse-durch-Synthese-Konzept aus der Bildcodierung. Ein
wichtiges Element des Systems ist eine Kette zur Synthese ku¨nstlicher Bilddaten, wenn
ein geometrisches Modell der physischen Gegebenheiten zur Verfu¨gung steht. Die Bestim-
mung der Parameter des Modells, erfolgt durch einen Soll-Ist-Vergleich der synthetischen
Bilddaten (Ist) mit den real aufgenommenen (Soll) und einer iterativen Minimierung der
Abweichungen.
Der Soll-Ist-Vergleich la¨sst sich dann auf einer ho¨heren Abstraktionsebene durchfu¨hren,
was auch eine exakte Pixel-fu¨r-Pixel Synthese eru¨brigt. Es lassen sich dann vereinfachte
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Modelle verwenden, die z.B. lediglich Konturmerkmale synthetisieren.
Die Bewegungsanalyse soll eine mo¨glichst genaue Scha¨tzung der Bewegungsparameter
leisten. Fu¨r eine Weiterverarbeitung der Bewegungsdaten in anderen Anwendungen ist
eine Abscha¨tzung der Genauigkeit der Parameter sehr wichtig. Das kann mit Methoden
der Fehler- und Ausgleichsrechnung erfolgen, die aus der Photogrammetrie bekannt sind.
Mit dieser Arbeit wurden deshalb solche Methoden fu¨r den Analyse-durch-Synthese-
Ansatz angepasst.
Bei der Implementierung und ersten Versuchen wurden vielfa¨ltige Probleme sichtbar.
Dazu geho¨rt die Modellbildung selbst und die Gewinnung von guten Na¨herungswerten
der Bewegung. Um das Problemfeld einzuschra¨nken wurde das System deshalb zuna¨chst
fu¨r den speziellen Anwendungsfall der medizinischen Ganganalyse konzipiert. Das erlaubt
vereinfachende Annahmen hauptsa¨chlich bei der Modellbildung und -initialisierung.
Fu¨r die Ganganalyse sind die Bewegungen der unteren Extremita¨ten eines Probanden
interessant. Da es sich um weitgehend periodische Bewegungen handelt, lassen sich Ne-
benbedingungen formulieren, die zu einem na¨herungsweise periodischen Modell der Be-
wegung fu¨hren. Dabei werden die Gelenkwinkel durch eine Fourierreihe approximiert, so
dass eine Reduktion der Parameterzahl im Frequenzraum erfolgen kann. Die Parame-
terscha¨tzung erfolgt dann nicht mehr in jedem Zeitschritt separat, sondern gemeinsam
fu¨r mehrere Zeitschritte eines Teils der Sequenz. Das hat positive Auswirkungen auf die
Robustheit und Genauigkeit der Parameterscha¨tzung. Es konnten erste Untersuchungen
mit Hilfe eines periodischen Modells der Bewegung erfolgen.
Weiterhin wird durch das periodische Bewegungsmodell eine automatische Initialisierung
des Menschmodells mo¨glich, weil eine gute Na¨herung der zu analysierenden Bewegung
bereits als Bewegungsmodell vorhanden ist. Zur Bereitstellung der Na¨herungswerte mu¨s-
sen die Gelenkwinkel des Menschmodells fu¨r jeden Zeitschritt aus dem Bewegungsmodell
abgerufen werden. Fu¨r jeden Zeitschritt kann dann zumindest na¨herungsweise der innere
Zustand des Probanden vorgegeben werden. Nach einer guten Initialisierung des Modells
kann nun die genaue Scha¨tzung der Parameter mit dem Analyse-durch-Synthese-Ansatz
erfolgen.
Die Arbeit widmet sich der Modellierung, der Korrespondenzfindung und der eigent-
lichen Parameterscha¨tzung durch Ausgleichsrechnung. Neben dem Kameramodell wird
das Modell des Skeletts, der Form und der Bewegung des Probanden detailliert beschrie-
ben.
Das Modell des Probanden besteht aus dem Skelett und der Formbeschreibung. Es wur-
den zwei verschiedene Formulierungen fu¨r das Modell des Skeletts untersucht. Eine sehr
einfache Formulierung basiert auf der Beschreibung durch Gelenkpunktkoordinaten di-
rekt im Weltkoordinatensystem. Nebenbedingungen zwischen den Gelenkpunktkoordi-
naten sorgen fu¨r die Einhaltung der Ko¨rperproportionen. Dieses Modell zeichnet sich
durch eine bemerkenswert einfache Implementierung aus. Allerdings besitzt es auch
deutliche Einsatzgrenzen. Ein Nachteil des Modells ist, dass die Formbeschreibung auf
Rotationsko¨rper beschra¨nkt bleibt und eine bessere Formbeschreibung weitergehende
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Untersuchungen erfordert. Weiterhin ist es unmo¨glich anatomische Begrenzungen, wie
Gelenkwinkelgrenzen mit wenig Aufwand zu beru¨cksichtigen. Auch ein ho¨heres Bewe-
gungsmodell ist mit diesem Skelett nur schwer zu realisieren. Hinzu kommt die relativ
große Anzahl freier Parameter, die sich wiederum nachteilig auf die Genauigkeit und
Robustheit auswirkt.
Diese Nachteile motivierten die Entwicklung eines hierarchischen Skelettmodells. Es be-
steht aus sogenannten kinematischen Ketten, die aus der Robotik bekannt sind. Der
Hauptvorteil ist die Formulierung von Gelenkwinkeln relativ zwischen zwei Ko¨rpertei-
len und die Entkopplung der (Translations-)Bewegung des Probanden von den Frei-
heitsgraden der Gelenke. Dies erlaubt die Einfu¨hrung von ho¨heren Bewegungsmodellen.
Die direkte Repra¨sentation der Gelenkwinkel im Zustandsvektor erlaubt nun auch die
U¨berpru¨fung von Gelenkwinkelgrenzen. Weiterhin definiert das Skelettmodell fu¨r jedes
Ko¨rperteil ein eigenes Koordinatensystem und es entfa¨llt die Beschra¨nkung auf rotati-
onssymmetrische Formbeschreibungen.
Verschiedene Methoden der Formbeschreibung werden vorgestellt. Am einfachsten ist die
Verwendung von 2D-Konturtemplates. Sie ko¨nnen entweder direkt im Bild vorgegeben
oder im 3D-Raum formuliert sein. Sie besitzen jedoch den Nachteil, dass sie keine A¨n-
derungen der Ansichtsrichtung zwischen Kamera und Ko¨rperteil repra¨sentieren ko¨nnen.
Deshalb muss fu¨r jede Kamera ein Satz dieser Templates bereitgestellt werden und der
Proband darf seine Orientierung zur Kamera wa¨hrend der Bewegung nicht wesentlich
a¨ndern.
Aus diesem Grund wurde auch der klassische Ansatz zur Formbeschreibung durch je
einen Konus je Ko¨rperteil realisiert. Das ist ein verha¨ltnisma¨ßig einfaches Modell der
Form, bei dem nur zwei Durchmesser, zur Vorgabe von Anfangswerten, vor der eigentli-
chen Messung na¨herungsweise bestimmt werden mu¨ssen. Dies wird normalerweise bereits
mit einem Maßband mo¨glich sein. Die Projektion eines jeden Konuses ins Bild kann in
vereinfachter Weise erfolgen, da zur Parameterscha¨tzung lediglich die beiden Begren-
zungskanten des Konusses im Bild beno¨tigt werden.
Die detaillierteste Formbeschreibung erlaubt ein Dreiecksnetz, das durch das Skelett de-
formiert wird. Dieses Konzept ist aus der Computeranimation bereits la¨nger bekannt.
Allerdings besitzt das Dreiecksnetz eine erhebliche Anzahl freier Parameter, die manuell
nicht mehr bestimmbar sind. Weil auch wa¨hrend der Bildsequenzauswertung keine aus-
reichende Information zur Verfu¨gung steht, mu¨ssten die Formparameter vor der eigent-
lichen Messung bestimmt werden. Das erfordert jedoch derzeitig noch einen erheblichen
Aufwand, der den Rahmen dieser Arbeit gesprengt ha¨tte.
Die Bewegungsparameter des Menschmodells werden gescha¨tzt, indem die gemessene
Differenz zwischen Soll und Ist minimiert wird. Die Steuerung des hierarchischen Ske-
letts ist aber relativ kompliziert, weil der Zusammenhang zwischen Gelenkwinkeln und
Modellpunkten im Bild nichtlinear ist. Als Ansatz dienen differenzielle Algorithmen der
inversen Kinematik. Fu¨r die Bildauswertung war eine Anpassung dieser Algorithmen
erforderlich. Auch dies wurde in dieser Arbeit realisiert. Im Gegensatz zur klassischen
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inversen Kinematik ist es nun mo¨glich, Zielpunkte oder Zielkonturen auch in Kamerabil-
dern anzugeben. Damit ist ein direkter Soll-Ist-Vergleich von Bestandteilen des Modells
und Merkmalen im Bild mo¨glich. Das erlaubt dann auch die Berechnung von Konfiden-
zintervallen fu¨r die zu scha¨tzenden Bewegungsparameter. Die Aufstellung der Beobach-
tungsgleichungen erfolgt differenziell. Dafu¨r werden Punkte des Modells ins Kamerabild
projiziert und deren Lage nach den einzelnen Freiheitsgraden des Modells partiell abge-
leitet. Dafu¨r existieren aus der Literatur automatische Formalismen, die in dieser Arbeit
noch einmal zusammengestellt sind. Liegen die Punkte des Modells im synthetischen
Bild vor, mu¨ssen korrespondierende Punkte im realen Bild gefunden werden.
Da keine Marker zum Einsatz kommen sollen, mu¨ssen andere Methoden der Korrespon-
denzfindung verwendet werden. Die einfarbigen Beine hinterlassen im Bild gewo¨hnlich
nicht viel mehr Information, als ihre Begrenzungskanten. Deshalb wird auf eine Beru¨ck-
sichtigung von Texturinformationen derzeitig verzichtet. Die Suche nach Kantenpunk-
ten im Bild erfolgt ausgehend von Kantenpunkten des Menschmodells. Damit dieses
Verfahren funktioniert, mu¨ssen jedoch gute Na¨herungswerte vorhanden sein. Es wurden
Methoden zu deren Bereitstellung diskutiert.
Im letzten Kapitel der Arbeit werden verschiedene Experimente dokumentiert. In eini-
gen Versuchsreihen wird die Reproduzierbarkeit der Messergebnisse des Systems demon-
striert. Es wird die Anwendbarkeit des Ansatzes fu¨r die Ganganalyse gezeigt.
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A. Details des Laufzyklus
A.1. Standphase
Man unterscheidet Stand- und Schwungphase. Hat ein Bein Kontakt mit dem Boden
(zum Beispiel Ferse, Sohle oder Zehen) befindet es sich in der Standphase. Diese la¨sst
sich zuna¨chst weiter unterteilen in:
• erste Doppelstandphase (First double support)
• Einzelstandphase (Single stance)
• zweite Doppelstandphase (Second double Support)
Nach der zweiten Doppelstandphase geht das Bein in die Schwungphase, es hat dann
keinen Kontakt mit dem Boden und wird zum na¨chsten Standpunkt bewegt. Danach
beginnt der ganze Laufzyklus erneut. Die Standphase nimmt etwa 60 % des Laufzyklus
ein.
(a) Heel Strike (b) Foot Flat (c) Mid Stance (d) Heel Off (e) Toe Off
Abbildung A.1.: Elemente der Standphase
A.1.1. Heel Strike - Initial Contact (Fersenkontakt)
Durch den ersten Kontakt der Ferse mit dem Boden am neuen Standpunkt wird nach
der Schwungphase eines Beines ein neuer Laufzyklus eingeleitet. Das Knie ist weit durch-
gestreckt. Bezogen auf den gesamten Laufzyklus befindet sich der Kopf in der tiefsten
Position. Dem Modell des inversen Pendels entsprechend ist die potenzielle Energie mi-
nimal. Damit besitzt die kinetische Energie ein Maximum, was sich in der ho¨chsten
horizontalen Geschwindigkeit ausdru¨ckt.
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Fu¨r die manuelle Bildauswertung ist das Ereignis Heel Strike interessant, weil es sich
durch einfaches Betrachten zweier aufeinander folgender Bilder einer Sequenz zeitlich
und o¨rtlich eingrenzen la¨sst. Dadurch ist der Beginn der Standphase eindeutig gekenn-
zeichnet. Fu¨r dieses Bein beginnt jetzt die erste Doppelstandphase. Das andere Bein
tra¨gt noch das gesamte Ko¨rpergewicht, aber seine Ferse hebt sich bereits. Aus Sicht des
anderen Beines beginnt jetzt die zweite Doppelstandphase.
A.1.2. Foot Flat (Fuß flach)
Nach dem ersten Kontakt wird der Fuß gestreckt, um ihn flach auf den Boden zu bringen.
Jetzt wird auch ein großer Teil des Ko¨rpergewichtes auf diesen Fuß und damit den
neuen Standpunkt u¨bertragen. Damit entstehen bereits die ersten bremsenden Kra¨fte
fu¨r den Oberko¨rper. Die Massentra¨gheit des Ko¨rpers schiebt ihn auf das Bein. Das Knie
hat sich bereits leicht gebeugt und der Oberko¨rper beginnt aufzulaufen und sich leicht
zu heben. Der Ko¨rperschwerpunkt wird bereits wieder angehoben. Dies ist ein Zeichen
dafu¨r, dass bereits kinetische Energie in potenzielle umgewandelt wird. Der projizierte
Ko¨rperschwerpunkt bewegt sich in Richtung neuer Standpunkt. In den Bildern ist dieses
Ereignis zeitlich nicht mehr ganz so deutlich zu identifizieren, weil es schwierig ist zu
erkennen, wann genau der Fuß exakt flach auf dem Boden liegt. Die Zehen des anderen
Beines haben gerade noch Kontakt mit dem Boden.
A.1.3. Mid Stance (Mittelstand-Phase)
Ein Bein tra¨gt das ganze Ko¨rpergewicht. Der Kopf hat die ho¨chste Position im ganzen
Laufzyklus, also ist die potenzielle Energie des Ko¨rpers maximal. Die Geschwindigkeit
und damit die kinetische Energie des Ko¨rpers ist minimal. Das Lot des Ko¨rperschwer-
punktes besitzt einen minimalen Abstand zum Fuß des Standbeines. Der Vorgang der
Energieumwandlung kehrt sich ab jetzt wieder um und das Lot des Ko¨rperschwerpunktes
entfernt sich vom Fuß des Standbeines. Das andere Bein befindet sich in der Schwung-
phase (Mid Swing). Außerdem treten in dieser Phase viele Selbstverdeckungen des von
der Kamera entfernten Beines auf.
A.1.4. Heel Off (Ferse hebt ab)
Beide Beine sind gestreckt. Das Knie des hinteren Beines fa¨ngt gerade an sich zu beu-
gen. Weil sich der Ko¨rper bereits mit erho¨hter Geschwindigkeit vom letzten Standpunkt
wegbewegt und das Bein bereits gestreckt ist, hebt sich die Ferse an. Ein Großteil des
Ko¨rpergewichtes liegt jedoch noch auf diesem Fuß und wird demzufolge vom Ballen und
den Zehen getragen. Es beginnt das Abrollen u¨ber die Fußsohle und die Beschleunigung
des Oberschenkels und des Knies. Das andere Bein befindet sich zwischen Initial Contact
und Foot Flat. Das Ereignis Heel Off ist zeitlich eng begrenzt, deshalb ist es gut fu¨r die
zeitliche Synchronisation des Modells mit den Bildsequenzen geeignet.
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A.1.5. Toe Off (Zehen heben ab)
Das Ende des Abrollens und damit das Ende der Standphase ist erreicht. Die Zehen
verlassen gerade den Boden und das Bein geht in die Schwungphase. Im Bild la¨sst sich
dieses Ereignis auf einen Zeitschritt genau eingrenzen. Das Knie ist bereits gebeugt, aber
noch nicht maximal, der Oberschenkel/Knie ist bereits deutlich beschleunigt. Das andere
Bein befindet sich zwischen Foot Flat und Mid Stance.
A.2. Schwungphase
Die Schwungphase ist fu¨r die eigentliche Bewegung des Individuums nicht relevant. Sie
ist aber notwendig, das Schwungbein zum na¨chsten Standpunkt zu bewegen. Fu¨r das
Individuum ist es vorteilhaft, diesen Vorgang mo¨glichst Energie sparend zu gestalten.
Fu¨r die automatische Bildauswertung ist die Schwungphase etwas problematisch, weil
hier die gro¨ßten Geschwindigkeiten und Beschleunigungen auftreten, gleichzeitig aber
auch viele Selbstverdeckungen der beiden Beine stattfinden. Außerdem besteht die gro¨ßte
Verwechslungsgefahr bei der Suche nach Kantenpunkten.
(a) Toe Off (b) Mid Swing (c) Terminal Swing
Abbildung A.2.: Elemente der Schwungphase
A.2.1. Initial Swing - Acceleration (Beschleunigung)
Im Augenblick des Anhebens der Zehen(’Toe Off’) wurde der Oberschenkel bereits durch
Abstoßen des Fußes und passives Beugen des Knies deutlich beschleunigt. Dieser Vor-
gang wird durch Toe Off beendet. Durch Anheben des Fußes verlassen die Zehen den
Boden und die Muskeln des Hu¨ftbeugers beschleunigen das Bein vorwa¨rts. Die Bewe-
gungsenergie des Oberschenkels wird nun auch auf den Unterschenkel u¨bertragen und so
das ganze Bein in Richtung des neuen Standpunktes beschleunigt.
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A.2.2. Mid Swing (Mittelschwung)
In Mid Swing wird der Fuß direkt unter dem Ko¨rper hindurch bewegt. Es la¨sst sich ein
genauer Zeitpunkt ermitteln, indem darauf geachtet wird, wann das Sprunggelenk das
Standbein passiert. Der Kniewinkel wird zuna¨chst nur wenig gea¨ndert. Der Hu¨ftgelenks-
winkel a¨ndert sich mit na¨herungsweise konstanter Geschwindigkeit und das Bein wird
zum neuen Standpunkt bewegt.
A.2.3. Bremsphase/Deceleration/Terminal Swing
Die Bremsphase beschreibt die Muskelaktionen, die den Fuß abbremsen und stabilisieren,
um den na¨chsten Heel Strike vorzubereiten. Fu¨r einen Moment ist die Fußsohle nahezu
parallel zum Boden, sodass eigentlich nur noch ein Absenken des Fußes notwendig wa¨re.
Heel Strike selbst beendet die Brems- und damit auch die Schwungphase.
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B. Lo¨sung eines Gleichungssystems mit
Hilfe der Singula¨rwertzerlegung
In nahezu allen Beispielen zur Modellapproximation wird zur Scha¨tzung der unbekannten
Parameter x ein Gleichungssystem aufgestellt.
A · x = y (B.1)
Je nach Anzahl der Gleichungen, der Unbekannten und dem Vorhandensein von linearen
Abha¨ngigkeiten ist das Gleichungssystem u¨berbestimmt, exakt bestimmt oder unterbe-
stimmt. Exakt bestimmte Gleichungssysteme ko¨nnen mit dem klassischen Gauss-Jordan-
Algorithmus [SK00] oder durch Berechnung der inversen Matrix gelo¨st werden.
x = A−1 · y (B.2)
Wenn die Matrix A nur schwach besetzt (sparse) ist, kann LIBSPARSE [KSV86] zur ef-
fizienten Lo¨sung verwendet werden. U¨berbestimmte Gleichungssysteme werden klassisch
durch Ausgleichsrechnung mit Hilfe der Pseudoinversen gelo¨st:
x = (ATA)−1 · (ATy) (B.3)
Da oft nicht abzusehen ist, wie viel Bildinformation und damit Gleichungen bei der Bild-
auswertung zur Verfu¨gung stehen werden, wird immer mit der Pseudoinversen gerechnet.
Das Produkt (ATA) ist eine quadratische Matrix mit so vielen Zeilen und Spalten, wie
es Unbekannte gibt. Entsprechend ist der Term (ATy) ein Vektor der La¨nge n.
Jedoch kann die Matrix (ATA) singula¨r werden und la¨sst sich dann nicht mehr inver-
tieren. Das kann passieren, wenn viele lineare Abha¨ngigkeiten zwischen den Gleichungen
bestehen. Die Berechnung der inversen Matrix kann dann mit Standardmethoden nicht
mehr erfolgen und die Parameter ko¨nnen dann nicht mehr genau gescha¨tzt werden, weil
es theoretisch unendlich viele Lo¨sungen fu¨r das Gleichungssystem gibt.
Dieser Fall kann durch die Berechnung des Ranges der quadratischen Matrix (ATA)
erkannt werden. Bei den hier vorgestellten Methoden der Parameterscha¨tzung durch
Modellapproximation deutet ein solcher Rangabfall darauf hin, dass ein zu kompliziertes
3D-Modell mit mehr unbekannten Parametern verwendet wurde, als Bildinformation zur
Verfu¨gung steht. Mo¨gliche Alternativen sind:
• vereinfachen des Modells, sodass weniger unbekannte Parameter berechnet werden
mu¨ssen.
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• Bereitstellen von neuen Gleichungen (mit zusa¨tzlichen Informationen oder Neben-
bedingungen), die keine linearen Abha¨ngigkeiten zu den bisherigen Gleichungen
besitzen.
• Berechnung einer Lo¨sung durch Addition eines Vielfachen der Einheitsmatrix.
• Verzicht auf eine hohe Genauigkeit und verwenden einer beliebigen der vielen Lo¨-
sungen des unterbestimmten Gleichungssystems.
Mit der Singula¨rwertzerlegung (SVD, [Pre86] und [WR71]) ist ein leistungsfa¨higes Werk-
zeug zur Beurteilung der Lo¨sbarkeit eines Gleichungssystems und der Berechnung der
inversen Matrix [Boe97]. Implementierungen der Singula¨rwertzerlegung sind verfu¨gbar
(zum Beispiel Matlab oder in C++ mit der Bibliothek ’Newmat’ sie verwendet die SVD
nach [WR71]).
Die SVD kann zur Invertierung von Matrizen, selbst bei unterbestimmten Gleichungs-
systemen verwendet werden, indem sie eine quadratische Matrix N in die drei Matrizen
U, S und VT zerlegt.
N = U · S ·VT (B.4)
U und VT sind orthogonale Matrizen, deren Spaltenvektoren jeweils orthonormal sind.
Deshalb ist die inverse Matrix gleich der transponierten und es gilt U−1 = UT sowie
(VT )−1 = V.
S ist eine Diagonalmatrix und entha¨lt absteigend sortiert die Singula¨rwerte s1 bis sn von
N. Fu¨r den Spezialfall das N = ATA gilt U = V und es ko¨nnen die Eigenwerte λi der
Matrix N aus den Singula¨rwerten si berechnet werden
λi = s2i (B.5)
Mit Hilfe der Matrix S ist die Berechnung des Ranges1 und der Konditionszahl des
Gleichungssystems mo¨glich. [Mat96]:
Die Konditionszahl cond(X) (ist auch eine eingebaute Funktione) ist der Quo-
tient aus gro¨ßtem und kleinstem Singularwert: Diese beiden Gro¨ßenordnun-
gen werden durch U und V gemischt, und bei endlicher Genauigkeit wie bei
Gleitkommazahlen ist dann oft die Inversion nicht–singula¨rer Matrizen nicht
mehr mo¨glich. Konditionszahlen von gro¨ßer als 103 sind meist schon bedenk-
lich, es sei denn, die Matrix ist diagonal dominant, d.h. die gro¨ßten Elemente
stehen sowieso auf der Diagonale.
Zur Invertierung einer Diagonalmatrix mu¨ssen lediglich ihre Diagonalelemente invertiert
werden.
S−1 =












1 Der Rang ist die Anzahl der Singula¨rwerte, die gro¨ßer als ein vorzugebender Schwellwert tol sind.
Beispielsweise verwendet Matlab fu¨r die Funktion rank(): tol = n · s1 · 2.2204 · 10−16
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Ist das Gleichungssystem unterbestimmt, dann werden die letzten Elemente sn sehr klein.
Es wu¨rde also zu einer Division durch null bei der Berechnung der letzten 1sn kommen.
Diese Elemente werden dann 1sn := 0 gesetzt. Damit ist jetzt auch die Invertierung der
Matrix N im Falle eines unterbestimmten Gleichungssystems mo¨glich (Pseudoinverse).
Durch Umstellen von B.4 ist ersichtlich, wie aus den Ergebnissen der Singula¨rwertzerle-
gung die inverse Matrix A−1 berechnet werden kann.
A ·A−1 = I (Einheitsmatrix) (B.7)
UWVT ·A−1 = I (B.8)
WVT ·A−1 = UT (es gilt:U−1 = UT ) (B.9)
VT ·A−1 = W−1UT (B.10)
A−1 = VW−1UT (B.11)
Eine Lo¨sung des unterbestimmten Gleichungssystems la¨sst sich auch erhalten, indem ein
Vielfaches µ der Einheitsmatrix I zur Matrix (ATA) addiert wird, dadurch la¨sst sich
ebenfalls eine inverse Matrix berechnen.
x = (ATA+ µI)−1 · (ATy) (B.12)
Bezogen auf die in dieser Arbeit vorgestellten differenziellen Approximationsalgorith-
men wirkt die Einheitsmatrix auf das Mensch-Modell wie ’mechanische Bremsen’ in den
Gelenken. Eine sta¨rkere Gewichtung der Einheitsmatrix durch Erho¨hen von µ ha¨lt die
A¨nderungen in den Gelenkwinkeln je Iterationsschritt klein.
Dieser Ansatz ist a¨hnlich dem Levenberg-Marquardt-Verfahren, bei dem das µ in Ab-
ha¨ngigkeit vom Ergebnis vera¨ndert wird. Wurde ein besseres Ergebnis erhalten, wird µ
um einen Faktor (zum Beispiel 10) verkleinert und mit der na¨chsten Iteration begon-
nen. Wurde ein schlechteres Ergebnis erhalten, wird µ um einen Faktor (zum Beispiel
10) vergro¨ßert und es muss die selbe Iteration wiederholt werden, indem Gl.(B.12) noch
einmal berechnet wird.
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C. Standardabweichungen der Unbekannten
Das u¨berbestimmte Gleichungssystem lˆ = A · xˆ = l + v, mit u Unbekannten und n
Gleichungen soll mit der Methode der kleinsten Fehlerquadrate gelo¨st werden. Das heißt
die Summe der gewichteten Verbesserungen vT · P · v soll minimiert werden. In der
Photogrammetrie wird diese Methode Ausgleichung nach vermittelnden Beobachtungen
genannt. In dieser Arbeit wurden fu¨r alle Berechnungen unabha¨ngige Beobachtungen
























Dabei stellt σ2i die Varianz einer Beobachtung dar. Sie repra¨sentiert die Genauigkeit der
Messung, welche diese Beobachtung gemacht hat. Das ko¨nnte zum Beispiel die Angabe
der Genauigkeit eines Verfahrens zur Konturpunktsuche sein. Der erste Wert fu¨r die
a priori Varianz σ20 ist unkritisch (zum Beispiel σ
2
0 = 1).
Neben dem Lo¨sungsvektor xˆ sollen auch die Fehlerschranken (Vertrauensintervalle) der
Unbekannten bestimmt werden. Die Vorgehensweise wurde hier von [Luh00] zitiert:
(Zitat Anfang)
Gegeben seien fu¨r eine Ausgleichungsaufgabe die linearisierten Ausgangsbeziehungen
lˆ = l+ v = A · xˆ : funktionales Modell (C.2)
mit n Beobachtungen und u Unbekannten, n > u. Zur Aufstellung der Gewichtsmatrix P
werden die a priori Standardabweichungen der Beobachtungen σi, und die a priori Stan-
dardabweichungen der Gewichtseinheit σ0 beno¨tigt, die zum Beispiel aus der bekannten




Kll = P−1 : stochastisches Modell (C.3)
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: Gewicht einer Beobachtung i (C.4)
(1) P = Q−1ll : Gewichtsmatrix
(2) N · xˆ− n = 0 : Normalengleichungen
N = AT ·P ·A : Normalengleichungsmatrix
n = AT ·P · l : Absolutglied
(3) Q = N−1 : Auflo¨sen der Normalengleichungen
xˆ = Q · n
= (AT ·P ·A)−1 ·AT ·P · l : mit Q: Kofaktormatrix der Unbekannten
(4) v = A · xˆ− l : Verbesserungen
(5) lˆ = l+ v : ausgeglichene Beobachtungen
(6) Lˆ = L+ v




n−u : Standardabweichung a posteriori
(8) K = σˆ20 ·Q
(9) Lˆ = ϕ(Xˆ) : Schlussprobe
(C.5)
Liegen fu¨r nichtlineare Problemstellungen (zum Beispiel Bu¨ndelblockausgleichung) le-
diglich grobe Na¨herungswerte der Unbekannten vor, la¨sst sich das Ausgleichungssystem
nur iterativ lo¨sen. Dabei werden die in Schritt (6) einer Iteration k verbesserten Na¨-
herungswerte solange wiederum als Startwerte fu¨r das linearisierte funktionale Modell




k + xˆk (C.6)
Die in Schritt (3) durchgefu¨hrte Auflo¨sung des unter (2) aufgestellten Normalgleichungs-
systems setzt eine spaltenregula¨re Designmatrix A voraus, d.h.:
r = rang(A) = u (C.7)
Dies bedeutet, dass die eingehenden Beobachtungen eine eindeutige Lo¨sung des Un-
bekanntenvektors zulassen und die Inverse der Normalengleichungsmatrix N existiert.
Ausgleichungsprobleme, in denen einige Beobachtungen zur eindeutigen Bestimmung
der Unbekannten fehlen, besitzen einen Rangdefekt d mit
d = u− r (C.8)
(Zitat Ende)
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Die Standardabweichung σˆi einer Unbekannten mit dem Index i berechnet sich aus der
a posteriori Standardabweichung und dem Diagonalelement qii der Kofaktormatrix Q
σˆi = σˆ0 · √qii (C.9)
Die a posteriori Standardabweichung σˆ0 wird in der na¨chsten Iteration als a priori Stan-
dardabweichung σ0 verwendet.
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D. Homogene Transformationsmatrizen
Im Abschnitt 3.3 wird ein Skelettmodell basierend auf kinematischen Ketten vorgestellt.
Das Aufstellen der Ketten erfordert die Bereitstellung der elementaren Transformati-
onsmatrizen. Deshalb sind hier die homogenen Transformationsmatrizen und deren Ab-
leitungen wiedergegeben. Die hier aufgefu¨hrten Matrizen sind vollsta¨ndig aus [Wac97]
entnommen. Winkel in den Rotationsfreiheitsgraden mu¨ssen in Radiant angegeben sein.
D.1. Elementare Rotationsmatrizen





1 0 0 0
0 cos(α) − sin(α) 0
0 sin(α) cos(α) 0
0 0 0 1


0 0 0 0
0 − sin(α) − cos(α) 0
0 cos(α) − sin(α) 0






cos(α) 0 sin(α) 0
0 1 0 0
− sin(α) 0 cos(α) 0
0 0 0 1


− sin(α) 0 cos(α) 0
0 0 0 0
− cos(α) 0 − sin(α) 0






cos(α) − sin(α) 0 0
sin(α) cos(α) 0 0
0 0 1 0
0 0 0 1


− sin(α) − cos(α) 0 0
cos(α) − sin(α) 0 0
0 0 0 0




D.2. Inverse elementare Rotationsmatrizen
Die inversen Matrizen ergeben sich aus der transponierten Matrix.







1 0 0 0
0 cos(α) sin(α) 0
0 − sin(α) cos(α) 0
0 0 0 1


0 0 0 0
0 − sin(α) cos(α) 0
0 − cos(α) − sin(α) 0






cos(α) 0 − sin(α) 0
0 1 0 0
sin(α) 0 cos(α) 0
0 0 0 1


− sin(α) 0 − cos(α) 0
0 0 0 0
cos(α) 0 − sin(α) 0






cos(α) sin(α) 0 0
− sin(α) cos(α) 0 0
0 0 1 0
0 0 0 1


− sin(α) cos(α) 0 0
− cos(α) − sin(α) 0 0
0 0 0 0
0 0 0 0

D.3. Elementare Translationsmatrizen





1 0 0 d
0 1 0 0
0 0 1 0
0 0 0 1


0 0 0 1
0 0 0 0
0 0 0 0






1 0 0 0
0 1 0 d
0 0 1 0
0 0 0 1


0 0 0 0
0 0 0 1
0 0 0 0






1 0 0 0
0 1 0 0
0 0 1 d
0 0 0 1


0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0

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D.4. Inverse elementare Translationsmatrizen





1 0 0 −d
0 1 0 0
0 0 1 0
0 0 0 1


0 0 0 −1
0 0 0 0
0 0 0 0




1 0 0 0
0 1 0 −d
0 0 1 0
0 0 0 1


0 0 0 0
0 0 0 −1
0 0 0 0




1 0 0 0
0 1 0 0
0 0 1 −d
0 0 0 1


0 0 0 0
0 0 0 0
0 0 0 −1





E. Automatische Ableitung kinematischer
Ketten
Im Abschnitt 3.3 wurde ein Skelettmodell basierend auf kinematischen Ketten vorge-
stellt. Zur Berechnung der partiellen Ableitungen wurde dort aber noch nicht viel ge-
schrieben. Das wird hier nachgeholt.
Um einen Punkt la von lokalen Ko¨rperteilkoordinaten a in Weltkoordinaten w zu trans-
formieren, wird Gl.(3.23) aus Abschnitt 3.4 verwendet.:
w(x) = T0a(x) · la = E1(x) · . . . ·Ep(x) · la (E.1)
Die Transformationskette T0a(x) wird aus den Elementarmatrizen E1(x) · . . . · Ep(x)
multiplikativ zusammengesetzt. Fu¨r die Approximation des Modells werden die Ab-
leitungen der Punktkoordinaten w(x) nach den Komponenten xi des Zustandsvektors
x = [x1, x2, ..., xi, ..., xn]T beno¨tigt. Dabei ist
∂w(x)
∂xi
ein Vektor, der in die Richtung zeigt,
in die sich w bewegen wu¨rde, wenn xi ein wenig gea¨ndert wu¨rde. Die kinematischen Ket-
ten mu¨ssen so konstruiert sein, dass eine eindeutige Zuordnung zwischen einem Element
xi und seiner Elementarmatrix Eq(xi) existiert. Das bedeutet: keine der anderen Ele-
mentarmatrizen (außer Eq(xi)) darf von xi abha¨ngig sein.
∂w(x)
∂xi
= E1(x) · . . . ·Eq−1(x) · ∂Eq(xi)
∂xi
·Eq+1(x) · . . . ·Ep · la (E.2)
Zur Vollsta¨ndigkeit der Darstellung werden noch die inversen Beziehungen angegeben.
Sie werden eigentlich nur zur Kamerakalibrierung beno¨tigt. Der Ausdruck (x) fu¨r die
Abha¨ngigkeit vom Zustandsvektor wurde aus Platzgru¨nden weggelassen:
la = T−10a ·w = E−1p · . . . ·E−11 ·w (E.3)
∂la
∂xi
= E−1p · . . . ·E−1q+1 ·
∂(Eq(xi))−1
∂xi
·E−1q−1 · . . . ·E−11 ·w (E.4)
Zum automatischen Aufstellen der Ableitungsmatrizen (loc2dif) ko¨nnte folgender C++
Code verwendet werden (frei nach[Wac97]):
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// M4X4: Klasse f . homogene Transformationsmatrizen (Dim 4 x4 )
class BONE //Repraesenta t ion e ine s Koe rp e r t e i l e s ( n i ch t v o l l s t a e n d i g )
{
public :
M4X4 E ; // a k t u e l l e Elementarmatrix des Koe rp e r t e i l s
M4X4 dE ; // a b g e l e i t e t e Elementarmatrix des Koe rp e r t e i l s
int dof ; // Fr e i h e i t s g r ad ( Spa l t e im Gleichungssys tem )
BONE ∗ pre ; // Vorgaenger des Koe rp e r t e i l s
ab l e i t e n (M4X4 & Links , M4X4 Rechts ) ;
} ;
M4X4 l o c 2 d i f [MAXBONES] ; // Koerpe r t e i l k oo rd ina t en in dw/dx
int Spa l te [MAXBONES] ; // Spa l t en der Elemente ( !=0) im Gl . s y s t
int nonzero ; //Anzahl Spa l t en der Elemente ( !=0) im Gl . s y s t
// Links : Produkt E1 ∗ E2 ∗ E3 ∗ . . .
// Rechts : Produkt . . . ∗ E(P−1) ∗ EP
void BONE: : ab l e i t e n (D4X4 & Links , D4X4 Rechts )
{ i f ( pre ) pre−>ab l e i t e n ( Links , E ∗ Rechts ) ;
l o c 2 d i f [ nonzero ]= Links ∗ dE ∗ Rechts ;
Spa l t e [ nonzero ]= dof ;
nonzero++;
Links = Links ∗ E;
}
void Pr i n tD i f f (void )
{ BONE Ske l e t t [MAXBONES] ; // S k e l e t tmod e l l
Load ( Ske l e t t , ”Human. txt ” ) ; // Model l laden
BONE ∗ f u s s = Find ( Ske l e t t , ”Fuss ” ) ; // Koe rpe r t e i l suchen
nonzero =0; // noch ke ine Elemente ( !=0) der Gleichung
M4X4 Links (IDENTITY) ;
M4X4 Rechts (IDENTITY) ;
fus s−>ab l e i t e n ( Links , Rechts ) ;
// Punkt ( l a ) in l o k a l e n Koerpe r t e i l k oo rd ina t en (a )
P3D la ( 2 0 . 0 , 4 3 . 7 , 1 7 . 4 ) ;
for ( int i =0; i<nonzero ; i++)// j ed e r F r e i h e i t s g r ad des Fusses
{ // Berechnung des D i f f e r e n z i a l v e k t o r s dw/dx
P3D d = l o c 2 d i f [ i ] ∗ l a ;
p r i n t f ( ”\nSpalte=%i : dx=%l f dy=%l f dz=%l f ” ,




F. Numerische Berechnung der Ableitungen
In dieser Arbeit kommen ha¨ufig nichtlineare Modelle der Form f(x) zum Einsatz. Der
u¨bliche Ansatz (siehe Abschnitt 2.2.3) zur Parameterscha¨tzung des Vektors x ist eine
Linearisierung des Modells in einem gegebenen Arbeitspunkt mit einer Taylorreihe und
der anschließenden Lo¨sung eines mo¨glichst u¨berbestimmten Gleichungssystems.
Zur Linearisierung werden jedoch die partiellen Ableitungen des Modells beno¨tigt, deren
analytische Berechnung ha¨ufig kompliziert ist und sehr schnell unu¨bersichtlich wird.
In [Luh00] wird darauf hingewiesen, dass sich diese Differenziale auch numerisch berech-
nen lassen. Dazu werden nacheinander kleine Zuschla¨ge ∆xj auf die Zustandsvektor-
komponente xj des Arbeitspunktes x0 addiert und subtrahiert. Es entstehen zwei neue
Zustandsvektoren.
x+ = x0 +∆x = [x0, x1, . . . , xj +∆xj , . . . , xn]T (F.1)
x− = x0 −∆x = [x0, x1, . . . , xj −∆xj , . . . , xn]T (F.2)







Bei der Wahl von ∆xj muss etwas experimentiert werden. Durch zu große Zahlenwerte
wird das Ergebnis ungenau, weil f(x) nichtlinear ist. Bei zu kleinen Zahlenwerten kann
es passieren, dass die Funktionswerte f(x+) und f(x−) numerisch nicht genau genug
berechnet werden und dadurch das Ergebnis verfa¨lscht wird.
Dieses Verfahren ist leicht zu implementieren und die Funktion f(x) kann als Black-Box
betrachtet werden, d.h. Kenntnis u¨ber die genaue innere Struktur von f(x) ist fu¨r die
Berechnung der Differenziale nicht mehr notwendig.
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G. Kamerakalibrierung
Vor der Bildauswertung mu¨ssen die Parameter des in Kapitel 5 beschriebenen Kamera-
modells fu¨r jede Kamera bestimmt werden. Es sind verschiedene Strategien zur Kame-
rakalibrierung bekannt. In [LZN02] wurde ein Verfahren zur Kalibrierung einer Kamera
anhand eines gehenden Menschen, vorgestellt. Allerdings arbeitet das Verfahren nur mit
erheblichen Abstand der Kamera zum Probanden, wie es bei normalen Verkehrsszenen
der Fall ist. Fu¨r eine Anwendung im Nahbereich ist dieses Verfahren ungeeignet, des-
halb wurde der klassische Bu¨ndelblockausgleich verwendet. Sehr u¨bersichtlich ist dies in
[Luh00] erla¨utert.
Abbildung G.1.: Antasten von Gitterpunkten zur Kalibrierung
Es besteht die Aufgabe, alle beteiligten Kameras in ein gemeinsames Weltkoordinaten-
system zu bringen. Dazu ist zuna¨chst eine Datumsfestlegung notwendig, d.h. es wird
festgelegt, wo sich der Koordinatenursprung befindet und in welche Richtung die Ko-
ordinatenachsen zeigen. Die Kameras sollen mo¨glichst nicht erst paarweise kalibriert
werden, um dann die einzelnen Kamerapaare u¨ber eine Transformation zu einer Ka-
meraanordnung zusammenzusetzen. Das fu¨hrt oft dazu, dass sich mehrere kleine Fehler
der relativen Transformationen zu einem großen absoluten Fehler am Ende der Trans-
formationskette aufsummieren. Weiterhin ha¨tte dies den Nachteil, dass das Weltkoordi-
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natensystem willku¨rlich durch ein ausgewa¨hltes Kamerapaar festgelegt wu¨rde. Fu¨r eine
einfachere Interpretation der Messergebnisse ist es aber sehr wu¨nschenswert, das Welt-
koordinatensystem definiert an den Laufbereich zu knu¨pfen. So fa¨llt die xy-Ebene des
Koordinatensystems mit dem Boden zusammen und die z-Achse zeigt nach oben. Aus
diesem Grunde ist es besser, alle Kameras gleich von Anfang an in einem u¨berbestimm-
ten Gleichungssystem auszugleichen. Dabei sind die Genauigkeitsanforderungen derzeitig
nicht besonders hoch (2-3 Pixel), da zum einen das derzeitig verwendete Ko¨rpermodell
nicht sehr pra¨zise ist und zum anderen meist relative Gro¨ßen wie:
• relative Gelenkwinkel (und ihre Ableitungen) zwischen Ko¨rperteilen
• Geschwindigkeit, als relative Gro¨ße zwischen zwei absoluten Raumpunkten
• Beschleunigungen
interessieren. Die einzige interessante absolute Gro¨ße wa¨re wohl die Ho¨he des Fußes u¨ber
dem Boden (U¨berpru¨fung auf Durchdringung).
Durch die genannte Datumsfestlegung la¨sst sich das Problem der Singularita¨ten der
Rotationsmatrizen sowohl fu¨r die Kameras als auch fu¨r das Mensch-Modell elegant um-
gehen. Denn die Kameras schauen nahezu horizontal und nicht vertikal von der Decke.
Legt man die xy-Achse auf den Boden, ist auch die Bereitstellung von Na¨herungswerten
fu¨r die Kamerapositionen relativ einfach mit einem Maßband mo¨glich. Im speziellen Fall
war sogar ein Kachelfußboden mit einem Gitterabstand von 250 mm vorhanden. Durch
Kennzeichnen und Abza¨hlen der Gitterlinien ist die Orientierung im ’Weltkoordinaten-
system’ sehr einfach. Die Blickwinkel der Kameras kann man grob scha¨tzen.
Das Problem ist nun die Gewinnung einer ausreichenden Anzahl von Beobachtungs-
gleichungen, um die unbekannten Parameter zu berechnen. Wird ein Punkt im Raum
markiert, so werden in jeder Kamera, die diesen Punkt sieht, zwei Koordinaten gemes-
sen. Deshalb lassen sich fu¨r jede dieser Kameras zwei Gleichungen aufstellen. Doch wie
verha¨lt sich die Anzahl der Unbekannten? Nach dem zuvor beschriebenen Kameramo-
dell besitzt jede Kamera 6 unbekannte Parameter der a¨ußeren Orientierung und 2 bis 6
unbekannte Parameter der inneren Orientierung.
Jeder Raumpunkt wird durch 3 Koordinaten beschrieben. Je nachdem, wie viele Koor-
dinaten des Punktes unbekannt sind, unterscheidet man:
• Passpunkte, alle Koordinaten XY Z bekannt
• Lagepasspunkt XY bekannt
• Ho¨henpasspunkt Z bekannt
• Verknu¨pfungspunkte, keine der Koordinaten bekannt
Eine mo¨glichst hohe Redundanz r ist wu¨nschenswert. Die Redundanz des Gleichungssy-
stems berechnet sich aus der Anzahl der unbekannten Parameter u und der Anzahl der
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Gleichungen n zu:
r = n− u (G.1)
Jeder Verknu¨pfungspunkt erho¨ht die Anzahl der Unbekannten um 3. Von jeder Kamera,
in der der Punkt gemessen werden konnte, werden 2 Gleichungen bereitgestellt. Bereits
ab zwei Kameras (2 · 2 = 4 Gleichungen) erho¨ht ein Verknu¨pfungspunkt die Redundanz
des Gesamtsystems um eins und es lohnt sich, ihn zu beru¨cksichtigen. Mit jeder weiteren
Kamera erho¨ht sich die Redundanz fu¨r diesen Punkt um zwei. Schlussfolgerung: Im
Idealfall werden Verknu¨pfungspunkte von allen beteiligten Kamera gesehen.
Klassische Instrumente zur Markierung eines Punktes im Raum sind Kreismarken. Die-
se lassen sich im Bild weitgehend automatisch und mit hoher Genauigkeit lokalisieren.
Werden sie mit einer Codierung versehen, so ist auch eine automatische Zuordnung zwi-
schen gemessenem Bildpunkt und Raumpunkt mo¨glich. Allerdings ko¨nnen Kreismarken
nur aus einem eingeschra¨nkten Blickwinkel mit hoher Genauigkeit gemessen werden.
Im vorherigen Abschnitt wurde aber erla¨utert, weshalb die gleichzeitige Beobachtung
ein und desselben Raumpunktes gu¨nstig ist. Die Verwendung einer Kugel anstatt einer
Kreismarke wu¨rde dieses Problem lo¨sen. Mo¨chte man jedoch direkt die Gitterpunkte
des Bodens antasten, so fu¨hrt der Radius der Kugel zwangsla¨ufig zu einem Offset, der
korrigiert werden muss.
Abbildung G.2.: LED-Tastkopf
Die Verwendung einer Punktlichtquelle wird aufgrund der verha¨ltnisma¨ßig schlechten
Genauigkeit bei der Lokalisierung im Bild relativ selten in Betracht gezogen. Im Gegen-
satz zur kugelfo¨rmigen Markern lassen sich aber Punkte auf dem Boden fast ga¨nzlich
ohne Offset markieren. Als Punktlichtquelle wurde nach einigen Versuchen eine sehr helle
LED verwendet, die weißes Licht emittiert. Dabei wurde auf einen sehr großen Abstrahl-
winkel geachtet. Mittlerweile sind sehr kleine Bauformen als SMD-LED’s verfu¨gbar. Sie
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lassen sich an den Ru¨ckseiten verbinden. Das ganze Paket ist im Durchmesser ca. 2mm.
Dies ist wenig, wenn man bedenkt, dass bei der gegebenen Anwendung ein Pixel im
Objektraum ca. 5 mm breit ist.
Eine automatische Lokalisierung des Lichtpunktes in allen Kamerabildern erscheint mo¨g-
lich, wenn der Hintergrund der LED nicht das Maximum des Dynamikbereiches der
Kameras verla¨sst. Meist haben Wa¨nde jedoch einen weißen Anstrich. Das Problem der
Hintergrundbeleuchtung la¨sst sich durch folgende Maßnahmen lo¨sen:
1. Hintergrund oder ganzen Raum abdunkeln (Beleuchtung, Vorha¨nge)
2. Verku¨rzen der Shutter-Zeit der Kameras, bis nur noch die LED zu sehen ist
3. LED Flussstrom zeitlich codieren und aufzeichnen einer Bildfolge, in der Bildfolge
wird dann nach Pixeln mit der selben zeitlichen Codierung gesucht.
Es wa¨re auch denkbar, die Blende des Objektives soweit zu schließen, bis lediglich die
leuchtende LED im Bild sichtbar ist. Davon muss jedoch abgeraten werden, weil nach
der Kalibrierung die Blende zur normalen Bildaufnahme geo¨ffnet werden mu¨sste. Er-
fahrungsgema¨ß a¨ndert sich dadurch aber auch Lage, Orientierung und Hauptpunkt der
Kameras. Aus dem selben Grund sollten auch keine automatisch fokussierenden/zoo-
menden Objektive verwendet werden. Die Shutter-Zeit la¨sst sich bei modernen Kameras
u¨ber ein serielles Protokoll a¨ndern, so bleibt die Kamera selbst unangetastet und es ist
zu erwarten, dass der Einfluss auf die berechneten Parameter des Kameramodells gering
ist.
Punkt 3 ist aus zwei Gru¨nden innovativ: Zum einen la¨sst sich der Flussstrom einer LED
im Pulsbetrieb und damit die Leuchtdichte erho¨hen. Zum anderen erlaubt eine zeitliche
Codierung eine deutlich robustere Suche nach der LED im Bild. Voraussetzung dafu¨r ist
jedoch, dass sich die Lage der LED wa¨hrend der Bildaufnahme nicht signifikant a¨ndert.
Bei dem implementierten System steht das Triggersignal der Kameras zur Verfu¨gung, um
die zeitliche Codierung der LED mit der Bildaufnahme zu synchronisieren. Es reicht ein
sehr einfacher Code aus, dabei wird die LED in den geraden Zeitschritten der Sequenz
gepulst und in den ungeraden Zeitschritten bleibt die LED aus. Eine zeitliche Band-
passfilterung eines jeden Pixels g(t, x, y) der synchron aufgezeichneten Bildfolge leistet
eine zuverla¨ssige Unterdru¨ckung aller Pixel, die nicht die LED zeigen. Es ist dann sehr
einfach nach dem Pixel (xm, ym) mit dem betragsma¨ßig gro¨ßtem Bandpassfilterausgang
zu suchen.
Fu¨r die Bandpassfilterung wurde folgende Gleichung verwendet:
F (x, y) =
T∑
t=0
g(t, x, y) cos(i · pi) (G.2)
Bis auf einen Skalierungsfaktor kann, Gl.(G.2) als Realteil eines Koeffizienten einer
Fast-Fourier-Transformation (FFT) oder eines Koeffizienten einer Diskreten-Cosinus-
Transformation (DCT) aufgefasst werden. Demnach wird jedes gerade Bild mit +1 mul-
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tipliziert und jedes ungerade Bild mit -1. Das Ergebnis wird in einem Bild F (x, y) auf-
summiert. Dafu¨r ist ein geeigneter Datentyp zu wa¨hlen (zum Beispiel unsigned long).
Bereits mit einer kurzen Bildsequenz mit T = 10 Zeitschritten wurden sehr gute Ergeb-
nisse erzielt.
Wird das Vorzeichen von F (xm, ym) in jedem Kamerabild betrachtet, ist es mo¨glich,
Probleme der Synchronisierung der Kamerakana¨le bereits wa¨hrend der Kalibrierung zu
erkennen. La¨uft die Aufnahme zum Beispiel in einem Kamerakanal um einen Zeitschritt
versetzt, so wechselt das Vorzeichen von F (xm, ym). Laufen alle Kamerakana¨le synchron,
so muss das Vorzeichen von F (xm, ym) fu¨r alle Kana¨le gleich sein. Ein zeitlicher Versatz
eines oder mehrerer Kamerakana¨le kann meist bereits an unterschiedlichen Vorzeichen
erkannt werden.
Abbildung G.3.: Steuereinheit zur Synchronisierung aller Kameras und zur Ansteuerung
der LED, die links im Bild zu sehen ist
Im Prinzip besteht die Mo¨glichkeit, ein ausgedehntes Passpunktfeld aus robusten Profi-
len aufzubauen. Es ko¨nnten LEDs mit einer weiteren zeitlichen Codierung angesteuert
werden. Die Nummerierung der gefundenen LED-Positionen im Bild kann dann eben-
falls automatisch erfolgen. Dies bietet dann auch die Mo¨glichkeit der Scha¨tzung aller
Parameter des Kameramodells. Fu¨r die Ganganalyse mu¨sste der Kalibrierko¨rper jedoch
recht groß sein und seine Handhabung du¨rfte in der Praxis kompliziert werden.
Statt dessen wurde nur eine LED nacheinander an definierte Punkte bewegt. Das natu¨r-
lich gegebene Gitter des Kachelbodens macht dies sehr einfach. In jedem Slave Rechner
erfolgte die automatische Suche nach der blinkenden LED. Die gefundenen Punktposi-
tionen wurden von jedem Slave an den Master u¨bertragen und von diesem zusammen
mit den 3D-Raumpunktkoordinaten (falls angegeben) gespeichert.
Die LED wird von einer Person positioniert. Nach einem Zeichen lo¨st eine zweite Person
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die Bildaufnahme und damit die Suche nach der LED in jedem Kamerabildern aus. Das
Programm fragt nun nach den 3D-Koordinaten der LED und speichert diese zusam-
men mit den gemessenen Bildkoordinaten eines jeden Kamerakanales in einer Textdatei.
Gu¨nstig ist es, einige Koordinaten vorher auf dem Boden zu markieren.
Dieser Vorgang ko¨nnte auch durch eine Person erfolgen, wenn die LED-Punktlichtquelle
mit einem Taster ausgestattet wird, der die Bildaufnahme auslo¨st. U¨ber eine Sprachaus-
gabe wu¨rden vom System die 3D-Koordinaten ausgegeben, die mit der LED als na¨chstes
zu markieren sind. Ho¨henpasspunkte und Passpunkte, die nicht in der xy-Ebene liegen,
ko¨nnten mit einem Lot an der Punktlichtquelle markiert werden. Damit lassen sich dann
auch Passpunkte in verschiedenen Ho¨hen definieren.
Fu¨r Verknu¨pfungspunkte werden keine 3D-Koordinaten beno¨tigt. Es ist jedoch gu¨nstig,
die LED so zu positionieren, dass in den Kamerabildern eine gute Punktverteilung er-
reicht wird. Im Idealfall ergibt sich eine gleichma¨ßige Punktverteilung u¨ber das ganze
Messvolumen.
Bei eigenen Experimenten wurden zwischen 20 und 40 Positionen mit der LED angefah-
ren. Dabei waren etwa 12 Punkte reine Passpunkte, 8 Ho¨henpasspunkte und der Rest
reine Verknu¨pfungspunkte waren.
Abbildung G.4.: Ergebnis der Kalibrierung
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H. Formelzeichen und Abku¨rzungen
• s - [m], [mm] Weggro¨ßen, Streckenla¨ngen, wenn vektoriell dann s
• s0 - [m], [mm] Soll-Streckenla¨nge, Soll-Gelenkpunktabstand im 3D-Raum (Ab-
schnitt 3.2)
• s0 - [Pixel] Soll-Gelenkpunktabstand im Bild (Abschnitt 10.1)
• sl - [m], Schrittla¨nge (engl. Stride Length), Abstand zwischen zwei Standpunkten
desselben Beines
• sy - Skalierungsfaktor des Kameramodells (Abschnitt 5.2.1)
• σ - Standardabweichung, Zeitkonstante des Gaborfilters
• σ2 - Varianz
• v - [m/s], [km/h], Geschwindigkeiten, wenn vektoriell dann v
• a - [m/s2] Beschleunigungen, wenn vektoriell dann a
• t - [s], [1/10s], Zeitangaben, wenn t tiefgestellt, dann ganzzahliger Index des Zeit-
schrittes
• fs - [Hz], [1/s], Schrittfrequenz eines Beines
• Ts - [s] Periodendauer des Schrittes eines Beines, es gilt Ts = 1fs
• θ - reelle Schrittzahl, abgerundet ergibt sie die Schrittnummer (Abschnitt 2.1.1)
• φ - Phasenwinkel einer Komplexen Zahl (am Ausgang des Gaborfilters, Abschnitt 9.4)
• Etx(x) Homogene Elementarmatrix: Translation entlang der X-Achse um den Weg
x
• Erx(x) Homogene Elementarmatrix: Rotation um X-Achse im Winkel von x
• T0i(x) Homogene Transformationsmatrix von lokalen Ko¨rperteilkoordinaten des
Ko¨rperteils i in Weltkoordinaten
• Tji(x) Homogene Transformationsmatrix von Ko¨rperteil i nach Ko¨rperteil j
• J Jacobimatrix, entha¨lt die partiellen Ableitungen des Modells nach dem unbe-
kannten Zustandsvektor
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H. Formelzeichen und Abku¨rzungen
• A Kennzeichnet den funktionalen Zusammenhang eines (meist u¨berbestimmten)
Gleichungssystems A · x = y.
• Q inverse Matrix, wird zur Lo¨sung eines u¨berbestimmten Gleichungssystems be-
rechnet Q = (ATA)−1.
• B(t) Matrix, entha¨lt das Bewegungsmodell eines Zeitschrittes
• c Vektor entha¨lt die (Fourier-) Koeffizienten des Bewegungsmodells
• ci - formbeschreibender Kontrollpunkt eines Spline-Polynoms (Abschnitt 4.2)
• c - [Pixel] skalare Kamerakonstante, a¨hnlich der Brennweite eines Objektivs (Ab-
schnitt 5.2.1)
• p Punkt des Modells in einem Kamerabild
• p(x) Punkt des Modells in einem Kamerabild, Abha¨ngigkeit vom Zustandsvektor x
• WKS - Weltkoordinatensystem, in dieser Arbeit immer xy-Ebene auf dem Boden,
z-Achse nach oben
• FFT - Fast Fourier Transformation, Schnelle Fourier Transformation
• FEM - Finite-Elemente-Methode
• DCT - Discrete-Cosinus-Transformation, Diskrete Kosinustransformation
• LED - Light-Emitting-Diodes, Leuchtdioden
• VK - Vorwa¨rts Kinematik, Berechnung der Ko¨rpergeometrie aus dem Zustands-
vektor
• IK - Inverse Kinematik, Berechnung des Zustandsvektors aus einer gegebenen Ziel-
konfiguration.
• TV - Television, Fernseh...
• SVD - Singular-Value-Decomposition, Singula¨rwertzerlegung
• fps - frames per second, Anzahl der Bilder je Sekunde, Einheit fu¨r die Bildaufnahme
oder Bildwiedergabe
• Hz - Hertz, Einheit fu¨r die Frequenz
• ◦ - Grad, Einheit fu¨r Winkel
• [1/10s] - eine zehntel Sekunde, korrespondiert zur hier ha¨ufig verwendeten Bild-
aufnahmerate (10 fps)
• % - Prozent
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