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Figure 1: Samples from our DIODE dataset. Black represents no valid depth or no valid normals.
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Abstract
We introduce DIODE (Dense Indoor/Outdoor DEpth), a
dataset that contains thousands of diverse, high-resolution
color images with accurate, dense, long-range depth mea-
surements. DIODE is the first public dataset to include
RGBD images of indoor and outdoor scenes obtained
with one sensor suite. This is in contrast to existing
datasets that involve just one domain/scene type and em-
ploy different sensors, making generalization across do-
mains difficult. The dataset is available for download at
diode-dataset.org.
*Most of the work was performed when the author was at TTI-Chicago.
1. Introduction
Many of the most dramatic successes of deep learning in
computer vision have been for recognition tasks, and have
relied upon large, diverse, manually labeled datasets such
as ImageNet [7], Places [35] and COCO [21]. In contrast,
RGBD datasets that pair images and depth cannot be cre-
ated with crowd-sourced annotation, and instead rely on 3D
range sensors that are noisy, sparse, expensive, and often
all of the above. Some popular range sensors are restricted
to indoor scenes due to range limits and sensing technology.
Other types of sensors are typically deployed only outdoors.
As a result, available RGBD datasets [13, 27, 30, 25] pri-
marily include only one of these scene types. Furthermore,
RGBD datasets tend to be fairly homogeneous, particularly
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for outdoor scenes, where the dataset is usually collected
with autonomous driving in mind [13]. While there have
been many recent advances in 2.5D and 3D vision, we be-
lieve progress has been hindered by the lack of large and
diverse real-world datasets comparable to ImageNet and
COCO for semantic object recognition.
Depth information is integral to many problems in
robotics, including mapping, localization and obstacle
avoidance for terrestrial and aerial vehicles, and in com-
puter vision, including augmented and virtual reality [23].
Compared to depth sensors, monocular cameras are inex-
pensive and ubiquitous, and would provide a compelling al-
ternative if coupled with a predictive model that can accu-
rately estimate depth. Unfortunately, no public dataset ex-
ists that would allow fitting the parameters of such a model
using depth measurements taken by the same sensor in both
indoor and outdoor settings. Even if one’s focus is on unsu-
pervised learning of depth perception [14], it is important to
have an extensive, diverse dataset with depth ground-truth
for evaluation of models.
Indoor RGBD datasets are usually collected using struc-
tured light cameras, which provide dense, but noisy, depth
maps up to approximately 10 m, limiting their application
to small indoor environments (e.g., home and office envi-
ronments). Outdoor datasets are typically collected with
a specific application in mind (e.g., self-driving vehicles),
and generally acquired with customized sensor arrays con-
sisting of monocular cameras and LiDAR scanners. Typi-
cal LiDAR scanners have a high sample rate, but relatively
low spatial resolution. Consequently, the characteristics of
available indoor and outdoor depth maps are quite differ-
ent (see Table 1), and networks trained on one kind of data
typically generalize poorly to another [12]. Confronting
this challenge has attracted recent attention, motivating the
CVPR 2018 Robust Vision Challenge workshop.
This paper presents the DIODE (Dense Indoor/Outdoor
DEpth) dataset in an effort to address the aforementioned
limitations of existing RGBD datasets. DIODE is a large-
scale dataset of diverse indoor and outdoor scenes col-
lected using a survey-grade laser scanner (FARO Focus
S350 [1]). Figure 1 presents a few representative examples
from DIODE, illustrating the diversity of the scenes and the
quality of the 3D measurements. This quality allows us to
produce not only depth maps of unprecedented density and
resolution, but also to derive surface normals with a level
of accuracy not possible with existing datasets. The most
important feature of DIODE is that it is the first dataset
that covers both indoor and outdoor scenes in the same
sensing and imaging setup.
2. Related Work
A variety of RGBD datasets in which images (RGB) are
paired with associated depth maps (D) have been proposed
through the years. Most exclusively consist of either indoor
or outdoor scenes, and many are tied to a specific task (e.g.,
residential interior modeling or autonomous driving).
2.1. Outdoor scenes
Perhaps the best known RGBD dataset is KITTI [13]. It
was collected using a vehicle equipped with a sparse Velo-
dyne VLP-64 LiDAR scanner and RGB cameras, and fea-
tures street scenes in and around the German city of Karl-
sruhe. The primary application of KITTI involves percep-
tion tasks in the context of self-driving. Thus, the diversity
of outdoor scenes is much lower than that of DIODE, but
the extent of the street scenes makes it complementary.
Cityscapes [5] similarly provides a dataset of street
scenes, albeit with more diversity than KITTI. With a focus
on semantic scene understanding, Cityscapes only includes
depth obtained from a stereo camera and has no ground
truth. Synthia [25] is another street scene dataset with depth
maps of comparable density to DIODE, but consists of syn-
thetic data, requiring domain adaptation to apply to real-
world settings. Sintel [24] is another synthetic dataset that
includes outdoor scenes. Megadepth [20] is a large-scale
dataset of outdoor internet images, with depth maps recon-
structed using structure-from-motion techniques, but also
lacking in ground truth depth and scale.
Make3D [27] provides RGB and depth information for
outdoor scenes that are similar in nature to our dataset. Like
DIODE, it contains diverse outdoor scenes that are not lim-
ited to street views. Make3D was an early RGBD dataset
that spurred the development of monocular depth estima-
tion techniques, but the depth maps are very low-resolution
(see Table 1). Our dataset can be considered a successor to
Make3D, collected using a much higher resolution scanner
and including many more diverse scenes.
More recently, the ETH3D dataset [29] is similar to
DIODE in terms of sensing modality and diversity. It uses
the FARO X330 laser scanner (we use the FARO S350)
to record 360° panoramic scans along with high-resolution
DSLR images for the purpose of benchmarking multi-view
stereo algorithms. Like DIODE, ETH3D contains indoor
and outdoor scenes. However, the dataset is intended for
benchmarking rather than training, and is an order of mag-
nitude smaller than DIODE. Tanks and Temples [17] is a
similar dataset for benchmarking 3D reconstructions, with
acccurate ground truth obtained by a laser scanner but a
comparatively small number of scans.
Recently, the 3D Movies dataset [19] was introduced,
utilizing the depth information that can be obtained from
stereoscopic movies in order to create a large and diverse
dataset. This dataset can be seem as complementary to ours
given that the depth is approximate and lacks scale, but has
a large number of frames with dynamic objects and diverse
scenes.
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2.2. Indoor scenes
The NYUv2 dataset [30] is widely used for monocular
depth estimation in indoor environments. The data was col-
lected with a Kinect RGBD camera, which provides sparse
and noisy depth returns. These returns are generally in-
painted and smoothed before they are used for monocular
depth estimation tasks. As a result, while the dataset in-
cludes sufficient samples to train modern machine learn-
ing pipelines, the “ground-truth” depth does not necessarily
correspond to true scene depth. Our dataset complements
NYUv2 by providing very high-resolution, low-noise depth
maps of both indoor and outdoor scenes. Another indoor
dataset that relies on SfM is SUN3D [34, 32], which pro-
vides approximate depth without scale.
Meanwhile, the recent Matterport3D [4] and ScanNet [6]
datasets offer a large number of dense depth images of in-
door scenes. The datasets were rendered from multiple
views using a SLAM pipeline. As a result, the depth maps
are much noisier and of lower resolution than DIODE, and
are intended for semantic tasks like 3D segmentation rather
than accurate 3D reconstruction or depth estimation.
To summarize, compared to existing RGBD datasets,
DIODE offers larger scene variety; higher image and depth
map resolution; higher density and accuracy of depth mea-
surements; and most importantly, the ability to reason over
depth perception in both indoor and outdoor environments
in a truly unified framework.
2.3. Monocular depth estimation
Depth estimation is a crucial step towards inferring scene
geometry from 2D images. There is an extensive liter-
ature on estimating depth from stereo images; most of
these methods rely on point-matching between left and right
images, typically based on hand-crafted or learned fea-
tures [31, 28, 10]. The goal in monocular depth estima-
tion is to predict the depth value of each pixel, given only
a single RGB image as input. Make3D [27] was an early
approach that leveraged supervised learning for monocular
depth estimation, and more recent work has applied deep
neural networks to the task [8, 18, 26, 22, 11, 11].
We use the DenseDepth [2] architecture, which pro-
vides near-state-of-the-art results on both the NYUv2 and
KITTI datasets and thus serves as a simple baseline to test
the performance of neural networks on our indoor+outdoor
dataset.
3. The DIODE Dataset
We designed and acquired the DIODE dataset with three
primary desiderata in mind. First, the dataset should in-
clude a diverse set of indoor (e.g., homes, offices, lecture
halls, and communal spaces) and outdoor (e.g., city streets,
parking lots, parks, forests, and river banks) scenes. Sec-
ond, the dataset should provide dense depth maps, with ac-
curate short-, mid-, and long-range depth measurements for
a large fraction of image pixels. Third, the depth measure-
ments should be highly accurate.
3.1. Data Acquisition
The aforementioned qualities preclude measuring depth
using structured light cameras, and instead requires using a
LiDAR. We collected our dataset using a FARO Focus S350
scanner. The FARO is an actuated survey-grade phase-shift
laser scanner for both indoor and outdoor environments that
provides highly accurate depth measurements over a large
depth FOV (between 0.6 m and 350 m with error as low
as 1 mm), and at high angular resolution (0.009°). The
FARO includes a color camera mounted coaxially with the
depth laser, and produces a high-resolution panorama that
is automatically aligned with the FARO’s depth returns.
These attributes give the FARO a variety of advantages over
the more frequently used Velodyne LiDAR with a separate
RGB camera, or Kinect depth cameras:
• the scanner is equally well suited for in indoor and out-
door scanning;
• the point clouds are orders of magnitude more dense;
• the RGB camera is placed very close to the sensor, so
there is virtually no baseline between the detector and
the camera.
Scanning parameters The FARO allows for the cus-
tomization of various parameters that govern the scanning
process. These include the resolution of the resulting depth
scan (i.e., the number of points), the color resolution of the
RGB panorama (i.e., standard or high definition), and the
quality of the scan (i.e., the integration time of each range
measurement). We chose the following scanning settings:
• 1× quality: single scanning pass for every azimuth;
• 360 degree horizontal FOV, 150 degree vertical FOV;
• 1/2 resolution: ≈170M points;
• 3× HDR: low exposure, regular, high exposure brack-
eting for RGB.
These settings result in a scan time of approximately 11
minutes. The intermediate output of a scan is a 20700 ×
8534 (approximately) RGB panorama and a corresponding
point cloud, with each 3D point associated with a pixel in
the panorama (and thus endowed with color). As with other
LiDAR sensors, highly specular objects as well as those
that are farther than 350 m (including the sky) do not have
an associated depth measurement. Another limitation of
the scanner for RGBD data collection is that the LiDAR
“sees” through glass or in darkness, resulting in detailed
depth maps for image regions that lack the corresponding
appearance information.
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Scanning Locations We chose scan locations to ensure
diversity in the dataset as well a similar number of in-
door and outdoor scenes. The scenes include small student
offices, large residential buildings, hiking trails, meeting
halls, parks, city streets, and parking lots, among others.
The scenes were drawn from three different cities. Given
the relatively long time required for each scan (approxi-
mately 11min) and the nature of the scanning process, we
acquired scans when we could avoid excessive motion and
dynamic changes in the scene. However, occasional move-
ment through the scenes is impossible to completely avoid.
The resulting scans exhibit diversity not just between
the scenes themselves, but also in the scene composition.
Some outdoor scans include a large number of nearby ob-
jects (compared to KITTI, where the majority of street scans
have few objects near the car), while some indoor scenes
include distant objects (e.g., as in the case of large meet-
ing halls and office buildings with large atria), in contrast to
scenes in other indoor datasets collected with comparatively
short-range sensors.
3.2. Data Curation and Processing
Image Extraction We process the scans to produce a set
of rectified RGB images (henceforth referred to as “crops”)
at a resolution of 768×1024. The crops correspond to a grid
of viewing directions, at four elevation angles (−20◦,−10◦,
0◦, 10◦, 20◦, and 30◦), and at regular 10◦ azimuth intervals,
yielding 216 viewing directions. We rectify each crop cor-
responding to 45◦(vertical)× 60◦(horizontal) FOV.1.
Curved sections of the panorama corresponding to each
viewing frustum must be undistorted to form each rectified
crop, i.e., a rectangular image with the correct perspective.
To accomplish this we associate each pixel in the recti-
fied crop with a ray (3D vector) in the canonical coordinate
frame of the scanner. We use this information to map from
panorama pixels and the 3D point cloud to crop pixels.
For each pixel pij in the desired 768× 1024 crop, let the
ray passing through the pixel be rij . We assign the RGB
value of each pixel pij to the average of the RGB values
of the nearest five pixels in terms of the angular distance
between their rays and rij .
We employ a similar procedure to generate a rectified
depth map. For each ray rij , we find in the pointcloud the
set of 3D pointsXij whose rays are nearest to rij in angular
distance.
We discard points with angular distance to rij greater
than 0.5◦. We then set the depth of pixel pij to the robust
mean of the depth of points in Xij , using the median 80%
of depth values.
1In the CVPR2019 Workshop version of the paper, we described ex-
tracting crops for 67.5◦(vertical) × 90◦(horizontal) FOV. That version of
the dataset is now deprecated, but available upon request.
In the event that the set Xij is empty we record pij as
having no return (coded as depth 0).
To compute normals for each crop we begin by as-
sociating each pointcloud point with a spatial index in
the panorama. Then for each spatial index (i, j) of the
panorama we take the set of 3d points Xˆij indexed by
the 11x11 grid centered on (i, j), and find a plane using
RANSAC [9] which passes through the median of the Xˆij ,
and for which at least 40% of the points in Xˆij have a resid-
ual less than 0.1 cm. We define the normal at position (i, j)
to be the vector normal to this plane that faces towards the
pointcloud’s origin. Finally for each crop we rotate these
normals according to the camera vector, and rectify them
via the same procedure used for the depth map.
Crop selection The scanner acquires the full 3D point-
cloud before capturing RGB images. This, together with
the relatively long scan duration can result in mismatches
between certain RGB image regions and the corresponding
depth values for dynamic elements of the scene (e.g., when
a car present and static during the 3D acquisition moves
before the RGB images of its location are acquired). Addi-
tionally, some crops might have almost no returns (e.g., an
all-sky crop for an outdoor scan). We manually curated the
dataset to remove such crops, as well as those dominated by
flat, featureless regions (e.g., a bare wall surface close to the
scanner).
Masking Though the depth returns are highly accurate
and dense, the scanner has some of the same limitations
as many LiDAR-based scanners–i.e. erroneous returns on
specular objects, “seeing through” glass and darkness caus-
ing inconsistencies between RGB and depth, etc.
To ameliorate issues caused by spurious returns, for ev-
ery crop we create an automated “validity mask” using a
robust median filter that rejects depth returns that are too
far from the median of a small neighborhood. We provide
the raw depth returns to allow users to implement alternative
masking or inpainting schemes (e.g. [30]). In addition, for
the validation set we manually mask regions with spurious
depth or inconsistencies between RGB and depth.
Standard Split We establish a train/validation/test split in
order to ensure the reproducibility of our results as well as
to make it easy to track progress of methods using DIODE.
The validation set consists of curated crops from 10 indoor
and 10 outdoor scans, while the test set consists of crops
from 20 indoor and 20 outdoor scans.
When curating scans in the validation and test partitions,
we do not allow the fields-of-view of the selected crops to
overlap by more than 20◦ in azimuth for validation scans,
and 40◦ for test scans. No such restriction is used when
selecting train crops.
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DIODE NYUv2 KITTI MAKE3d
Return Density (Empirical) 99.6%/66.9% 68% 16% 0.38%
# Images Indoor/Outdoor 8574/16884 1449/0 0/94000 0/534
Sensor Depth Precision ±1mm ±1 cm ±2 cm ±3.5 cm
Sensor Angular Resolution 0.009° 0.09° 0.08°H, 0.4°V 0.25°
Sensor Max Range 350 m 5 m 120 m 80 m
Sensor Min Range 0.6 m 0.5 m 0.9 m 1 m
Table 1: Statistics of DIODE
compared to other popular
RGBD datasets. Separate indoor
and outdoor density percentages
are provided for DIODE.
3.3. Dataset Statistics
Table 1 compares the statistics of DIODE to other widely
used RGBD datasets. Note the return density of the data,
i.e., the ratio of color pixels with depth measurements to all
color pixels; the captured point cloud has a higher resolution
than our projected depth maps and thus we have returns for
most pixels, missing returns on either very far regions (e.g.
sky) or specular regions in indoor images. The depth pre-
cision allows for the capture of fine depth edges as well as
thin objects.
Figure 2 compares the distribution of values in the depth
maps in popular datasets to DIODE (values beyond 100m
are only found in DIODE and thus we clip the figures for
DIODE for ease of comparison). Note that given that there
are often objects both near and far from the camera in out-
door scans, the distribution of depth values is more diffuse
in DIODE/outdoor than in KITTI. Only the much smaller
and lower resolution Make3D is close to matching the di-
versity of DIODE depth values.
4. Experiments
In this section, we provide a baseline for monocular
depth estimation on the DIODE dataset, and highlight the
challenge of predicting high-resolution depth with current
methods. We use the simple architecture of Alhashim
et al. [3] (DenseDepth) in all of our experiments since
Figure 2: Distribution of measured depth values for DIODE
and other popular RGBD datasets.
it achieves near-state-of-the-art results on both the KITTI
and NYUv2 datasets. Their architecture uses a DenseNet-
169 [15] pretrained on ImageNet as an encoder as well as a
simple decoder with no batch normalization.
4.1. Model
We train three models on the indoor (DIODE/Indoor)
and outdoor (DIODE/Outdoor) subsets of DIODE, as well
as the entire dataset (DIODE/All). During training, all net-
works are trained with the batch size of 4 for 30 epochs
using Adam [16]. We start with a learning rate of 0.0001
and decrease it by one-tenth after 20 epochs. The CNN is
fed with a full-resolution image (1024 × 768) and outputs
the predicted depth at half of the resolution (512×384). We
employ random horizontal flips and random channel swaps
for data augmentation.
We use the same objective as in previous work [3], which
consists of L1 loss, depth gradient, and structural similarity
(SSIM) [33]. The weight on each loss term is set as the
same as that in the original DenseDepth model. We set the
maximum depth to be 350m. Note that we do not fine-
tune the model on DIODE/Indoor or DIODE/Outdoor after
training on DIODE/All.
4.2. Evaluation
During final evaluation, we apply 2× upsampling to the
prediction to match the size of the ground truth. Other set-
tings are identical to the original DenseDepth model [3].
We evaluate the performance of the model on the valida-
tion set using standard pixel-wise error metrics [8]:
• average absolute difference between predicted and
ground-truth depth (mae)
• absolute difference scaled by the reciprocal of the
ground-truth depth (abs rel)
• square root of the average squared error (rmse)
• rmse and mae between the log of predicted depth and
log of ground-truth depth (rmse log10 and mae log10)
• percentage of depth predictions d within thr relative to
ground-truth depth d∗, i.e., δ = max( dd∗ ,
d∗
d ) < thr.
5
Experimental Setting lower is better higher is better
Train Validation mae rmse abs rel mae log10 rmse log10 δ1 δ2 δ3
DIODE/Indoor
DIODE/Indoor 1.5016 1.6948 0.3306 0.1577 0.1775 0.4919 0.7159 0.8256
DIODE/Outdoor 12.1237 15.9203 0.6691 0.6141 0.6758 0.1077 0.1812 0.2559
DIODE/All 7.6462 9.9238 0.5264 0.4217 0.4658 0.2697 0.4066 0.4961
DIODE/Outdoor
DIODE/Indoor 2.2836 3.2810 0.8428 0.2910 0.3547 0.2456 0.4399 0.5900
DIODE/Outdoor 5.0366 8.8323 0.3636 0.1879 0.3149 0.5368 0.7558 0.8505
DIODE/All 3.8761 6.4922 0.5656 0.2314 0.3317 0.4140 0.6226 0.7407
DIODE/All
DIODE/Indoor 1.1425 1.4779 0.3343 0.1233 0.1506 0.5510 0.7816 0.8989
DIODE/Outdoor 5.4865 9.2781 0.3870 0.1972 0.3141 0.4781 0.7236 0.8360
DIODE/All 3.6554 5.9900 0.3648 0.1660 0.2452 0.5088 0.7481 0.8625
Table 2: Baseline performance for different training and validation sets, where δi indicates δ < 1.25i.
4.3. Analysis
Table 2 presents the results of the experiment. The model
trained on the entire dataset (DIODE/All) outperforms the
model trained on DIODE/Indoor on indoor validation. This
may be explained by the larger size (roughly 2× the images)
of the outdoor dataset as well as the fact that outdoor scans
capture many objects at a wide range of distances (including
near the scanner). The performance slightly degrades on the
outdoor validation when training on DIODE/All, this may
be because most of the objects in a typical indoor scene are
well within ∼ 50m of the camera.
The model trained on the entire dataset (DIODE/All)
performs better on the entire validation set than models
trained on the indoor and outdoor subsets.
5. Conclusion
We expect the unique characteristics of DIODE, in par-
ticular the density and accuracy of depth data and above
all the unified framework for indoor and outdoor scenes, to
enable more realistic evaluation of depth prediction meth-
ods and facilitate progress towards general depth estimation
methods. We plan to continue acquiring additional data to
expand DIODE, including more locations and additional va-
riety in weather and season.
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Appendix: Significant changes between ver-
sions of the paper
v1: Initial version, coinciding with initial public release of
DIODE (RGB and depth data)
v2: Added link to the dataset website, improved depth vi-
sualization scheme, added baseline experiments.
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