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Abstract-A neural network ensemble is a learning 
paradigm where a finite number of component neural 
networks are trained for the same task. Previous research 
suggests that an ensemble as a whole is often more accurate 
than any of the single component networks. This paper focuses 
on the advantages of fusing different nature network 
architectures, and to determine the appropriate information 
fusion algorithm in component neural networks by several 
approaches within hard decision classifiers, when solving a 
binary pattern recognition problem. We numerically simulated 
and compared the different fusion approaches in terms of the 
mean-square error rate in testing data set, over synthetically 
generated binary Gaussian noisy data, and stated the 
advantages of fusing the hard outputs of different component 
networks to make a final hard decision classification. The 
results of the experiments indicate that neural network 
ensembles can indeed improve the overall accuracy for 
classification problems; in all fusion architectures tested, the 
ensemble correct classification rates are better than those 
achieved by the individual component networks. Finally we are 
nowadays comparing the above mentioned hard decision 
classifiers with new soft decision classifier architectures that 
make use of the additional continuous type intermediate 
network soft outputs, fulfilling probability fundamental laws 
(positive, and add to unity), which can be understood as the a 
posteriori probabilities of a given pattern to belong to a certain 
class. 
Keywords-Neural network ensembles, information fusion, 
statistical pattern recognition, probability estimation, model 
selection, regularization. 
I. INTRODUCTION 
An artificial neural network resembles the brain in the 
sense that knowledge is acquired by the network through a 
learning process and that the interconnection strengths 
known as synaptic weights are used to store the knowledge. 
This technology has already been widely exploited in many 
different disciplines, and it is also very well suited for 
statistical pattern recognition. 
Homik et al. justified that feed-forward neural networks 
with one hidden layer can approximate any function in any 
accuracy. However, until now there is no rigorous theory 
indicating how to do such error-free approximation. Neural 
network ensemble is a recently developing approach, which 
has the ability to significantly improve the performance of a 
system where a single neural network is used. This research 
proverbially originates from Hansen and Salamon's work in 
the beginning of the 90's. Their research showed that neural 
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network ensembles may significantly improve the 
generalization ability of learning systems by training a finite 
number of neural networks and then fusing their predictions. 
Two well known approaches to training component 
neural networks are Boosting and Bagging. Boosting was 
theoretically presented by Schapire and improved by Freund 
e? al. in the AdaBoost algorithm. Baggining was proposed 
by Breiman based on bootstrap sampling. 
The most known approaches to fusing the predictions of 
component neural networks are Majority Voting ( M V )  [l]  
and Ensemble Averaging (EA) [2]. In this paper, we 
addressed some computer experiments to display the 
performance of different fusion architectures. 
The rest of this paper is organized as follows. Section 11 
introduces some fusion architectures for ensemble. Section 
I11 describes our experiments and the results of the 
simulations in detail. In Section IV, conclusions are drawn 
and several issues for further work are depicted. 
11. METHODOLOGY 
The use of neural network ensembles is motivated by 
the improved classification accuracy one may achieve. 
Instead of selecting the best classifier, multiple neural 
network classifiers are trained independently. These 
component networks will be used collectively in the testing 
phase by fusing their outputs to deriver the classification of 
the ensemble. We can employ a number of neural networks 
to solve a complex problem collectively. Each component 
neural network will learn a different aspect or component of 
a complex problem so that the whole group can solve the 
entire problem. 
There are several' methods of designing neural network 
ensembles. In general, they can be classified into two 
categories: static and dynamic fusions. Static fusing 
methods do not acquire any information from the input data, 
e.g. Majority Voting, Ensemble Averaging and Boosting. In 
Majority Voting, the decision wining class is the one most 
often chosen by different predictors. In the Ensemble 
Averaging approach, the outputs of different component 
neural networks are linearly fused to form an overall output. 
However in dynamic architectures, the fusion units 
integrating the outputs of the predictors into overall output 
are actuated by the input data. Hierarchical Mixture of 
Experts (HME) [3] is of this type. In the HME architecture, 
the ancient principle of divide-and-conquer is applied 
several times, resulting in a corresponding number of levels 
of hierarchy. To compare the results of these fusion 
architectures, we addressed several computer experiments, 
with different input distributions artificially generated 
entered to each component neural networks. 
111. RESULTS 
A .  DataSet 
A binary non-separable data set was generated in our 
experiments; we generated two equal-probable, high 
overlapping, 3-dimensional, independent Gaussian data 
classes with different variance in other to obtain a 
controllable environment. The data set was divided into two 
parts: training set, including 900 samples in total, and testing 
set, composed of 2000 samples. Both training and testing 
samples were normalized to zero mean and unit variance, 
and input to the Component Neural Networks (CNNs). In 
the following experiments, we used each coordinate as a 
single feature, and the network weights were always 
initialized at random values in each experiment, so several 
equal simulations will have to be carried out and averaged in 
order to obtain statistical significant results. 
B. Experiments 
We employed a few known ensemble approaches: MV, 
EA, and HME. We can distinguish between two different 
approaches in ensemble: static fusion and dynamic fusion. 
The MV and EA are involved in static fusion, since these 
approaches do not acquire any information from the input 
data, hence the designation static. The HME is a dynamic 
approach using a number of CNNs to accomplish a task. 
Each CNN in this approach is actually trained for different 
sub-tasks instead of the same task, which makes those 
approaches usually be categorized into HME networks. 
I )  Majority Voting 
The class with the highest overall output is selected as 
the decision class [l]. That is, overall output 0 is computed 
as 
(1) 
where M is the number of CNNs composing the ensemble, 
F, (x) represents the output of the i th CNN for the input 
vector x .  
We firstly developed three CNNs, labeled CNN-1, 
CNN-2 and CNN-3 in Table I, for MV, labeled MV-A in 
Fig. 1. The type of each ChW (same type in the following 
experiments) is three inputs (3-dimensional input data), five 
tan-sigmoid neurons in only one hidden layer, and one 
output Multi-layer Perceptron (MLP), trained by standard 
Backpropagation (BP) algorithm, i.e., training is achieved 
by minimizing the Mean-Square Error (MSE) function. The 
learning rate parameter and number of epochs were 
empirically set as 0.05 and 300, respectively, to avoid over- 
~ ( x )  = arg A x  F, (x) 
m=I 
fitting'to input data. We extracted 300 examples, one third 
of the 900 initial 3-dimensional training samples, at random 
(uniform distribution) from training samples four times, 
independently after shuffling the training samples each time. 
Three out of four 300 samples were sent to the inputs of 
each CNN, i.e. CNN-1, CNN-2 and CNN-3, respectively. 
The rest 300 examples were used as validation examples, 
used to early stop training if further training on the primary 
examples would hurt generalization to the test examples. 
The examples for testing were the total testing samples (the 
same for all following architectures and algorithms). 
Then, we rebuilt each MLP with two inputs, and 
combined two featurestdimensions independently generated 
out of three, for the inputs of each CNN. Since we would 
like to divide the input space into a set of subspaces, and see 
the performance of the reduced MV resulting (labeled MV- 
B in Fig. 1). This time we sent total training samples to the 
inputs of each CNN (900 in total, 450 each class). The 
testing examples were the same as above for MV-A. 
( 4  (b) 
Fig. 1. Block diagram for the MV architecture: (a) MV-A; (b) MV-B. 
TABLE I PERFORMANCE OF MAJORITY VOTING (TEST SET) 
Algorithm Network Correct Classification Rate (%) 
cm- 1 89.35 
"-2 89.30 
CNN-3 90.25 








All values in this table and the following are the mean values out of 
20 independent experiments fix each and every ensemble algorithms, 
in order to achieve statistical significant results. 
Table I presents the results of simulations by these two 
MV approaches. As one can observe, the correct 
classification rates by employing both MV-A and MV-B 
approaches improve slightly over those achieved by each 
CNN. In respect to MV-A, the correct classification rate of 
ensemble is 90.60%, better than the highest correct 
classification rate, which is 90.25%, among the individual 3 
different CNNs. Refer to MV-B, the correct classification 
rates of the total 3 CNNs and the MV approach decrease 
much, e.g. the ensemble classification rate reduces to 
85.70% below that achieved by the MV-A approach, due to 
reduction in the number of inputs of the CNNs. But we can 
also see the classification accuracy of MV-B is a bit better 
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than any single CNN according to Table I. Comparing MV- 
A with MV-B, we can find that the MV-A approach 
achieves a higher correct classification rate than the MV-B 
approach, since the result of the MV-A approach is 4.90% 
over the result of the MV-B approach. 
2) Ensemble Averaging 
In the EA approach, the differently trained CNNs share 
the same input data and their outputs are assumed to be 
scalar-valued. The individual outputs of the CNNs are 
linearly fused to form the overall output O(X), where x is 
the input vector, depicted in Fig. 2. Here we have 
M 
~ ( x )  = Cam . ~ , ( x )  m = 1,2,. ..,M (2) 
,=I 
where am is the constant averaging coefficient assigned to 
Fm(x), which represents the outputs of the m th CNN, and 
M is the total number of the CNNs. 
Fig. 2. Block diagram for the EA architecture. 
We employed five MLPs with the same structure to act 
as CNNs, and sent the total 900 training samples, with 900 
validation examples, to the inputs of each CNN. The CNNs 
were independently trained by 5 different algorithms: Batch 
Gradient Descent algorithm, Resilient Backpropagation 
algorithm, Scaled Conjugate Gradient algorithm, One Step 
Secant ' algorithm, and Levenberg-Marquardt algorithm, 
named CNN-1, CNN-2, CNN-3, CNN-4 and CNN-5 
respectively in Table 11. Since none of these five component 
networks assumes any dominant role for the problem at 
hand, we set a, = a2 = . . . = a, = + in this experiment, with 
M = 5 .  
TABLE 11 PERFORMANCE OF ENSEMBLE AVERAGING (TEST SET) 
~~ 






EA Ensemble 91.64 
Table I1 presents a summary of the classification 
performances of the 5 CNNs and the EA approach inputting 
total 2000 testing set. The arithmetic average of the correct 
classification rates achieved by the total 5 CNNs is 90.59%. 
On the other hand, the probability of correct classification 
by using the EA approach is 91.64%, which represents an 
improvement of 1.05% over the simple arithmetic average. 
Compare the EA approach with the MV-A and MV-B, we 
will find that the result of the EA approach is 1.04% and 
5.94% over MV-A and MV-B, respectively, which shows 
the EA approach performs much better. 
3) Hierarchical Mixture of Experts 
The HME approach is based on dividing the input space 
into a nested set of subspaces, with the information fused 
and redistributed among the CNNs under the control of 
some layers of gating networks arranged in a hierarchical 
way. The role of the gating networks is to map the input 
vector x into multi-nominal probabilities so that the overall 
output will be able to match the objective or target imposed. zp] First-level gating Second-level gating 
CN" ... 
-1 :- 
Fig. 3 .  Block diagram for the HME architecture. 
The architecture of the HME network, depicted in Fig. 3, 
in this experiment is two-fold, i.e., there are two layers of 
gating networks integrating the outputs of three groups. The 
CNNs are divided into three groups in which there are five 
CNNs each. The gating network here is a SoftMax 
Perceptron (SMP), network with outputs suitable to be used 
in soft decision classifiers in multiple hypothesis problems. 
The activation function of SMP is defined by 
exp(w:x+b,) (3) 
1 exP(wrx + 4 )  
y ,  2 SOfmM(W,rx) = j = 1, ..., L 
1 4  
where x represents input feature vector, L is the number of 
classes (the number of outputs, L = 2 in binary problems), 
w, is the weight vector for class j , and Y ,  is the output of 
the network for class j . A universal classifier based on 
combining several softmax functions is called Generalized 
Softmax Perceptron (GSP) [5]. This kind of network can be 
applied to solve multiple-class problems trained by the 
Posterior Probability Model Selection (PPMS) algorithm [4], 
in order to determine the optimal size of the network based 
on the classification inherent problem complexity while 
estimating posterior probabilities at the outputs of the 
network. The detailed description of GSP architecture and 
PPMS may be consulted in [4]. Each of the first-level gating 
SMPs is composed of five neurons in a single layer. Each of 
the SMP at this level integrates the outputs of the total CNN 
in a group. The second-level gating SMP consists of three 
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neurons in a single layer. It effectively integrates the output 
information and redistributes it to the groups in the 
particular sub-tree controlled by this gating network. 
In this experiment, we extracted 300 examples, one 
third of total, at random from training set, four times after 
independently shuffling the training samples each time, then 
send the first three 300 example sets for each of the three 
groups separately, and leave the rest 300 examples for 
validation purpose. The total 2000 testing samples are sent 
to the inputs of both first and second level gating SMPs. 
The results of this simulation are shown in Table 111. 
The classification accuracy achieved by the final ensemble 
is 90.55%, not worse than those correct classification rates 
obtained by the total 3 groups (90.20%, 89.95% and 90.55%, 
respectively), but better than the simple arithmetic average 
of the results of the 3 groups, i.e. 90.23% (indicated in Table 
IV). Let us turn back to each group. The results on 
arithmetic average of the total 5 CNNs in the 3 groups are 
89.80%, 89.52% and 89.70%, respectively, which are 0.75%, 
1.03% and 0.85%, respectively below the result of the final 
ensemble. 
Table IV reveals the testing set correct classification 
rates of the total 4 ensemble architectures described above. 
The simulation results for the 4 different fusion architectures 
indicate that the ensemble architecture can indeed improve 
the overall accuracy, at least in this binary statistical 
classification problem. 
IV. CONCLUSION 
As shown above, neural network ensembles provide 
good performance improvement at a reasonable cost, 
allowing designers to better exploit available data and to fit 
implementation constraints. The performances of the fusion 
architectures sometimes clearly outperform those of the 
component neural networks embedded with statistical 
significance, although the different fixion approaches reveal 
different degrees of sensitivity to coincident errors. In spite 
of the encouraging results of the experiments carried out, the 
component selection criteria arc empirical, e.g., we 
employed all of the available component networks at hand, 
not selected some of them, in order to accomplish fusion 
function of neural network ensembles. It may be a better 
choice to ensemble many instead of all available component 
networks, which is being also investigated. 
In the near future, we expect to compare all the previous 
network architectures, with both Density Estimation (see 
[5]), and Probability Estimation (PE) approaches with neural 
networks [6], where a theoiy that determines necessary and 
sufficient conditions to estimate a posteriori probabilities is 
presented, called Strict Sense Bayesian cost function, with 
neural networks using soft decision classifiers, getting 
continuous posterior probatdity values at the output, instead 
of the above presented hard decision classifiers (based on 
the Winner Takes All paradigm). Finally, the possibility of 
combining both CNN ensembles and PE in a unique 
network is to obtain further classification improvements, 
and to apply the GSP-PPMS algorithm for soft decision 
classifiers in the further investigations on medical imaging 
analysis and diagnosis. 
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TABLE III PERFORMANCE OF HIERARCHICAL MIXTURE OF EXPERTS (TEST SET) 
CNN-2 89.20 c" -2  89.85 CNN-2 89.85 
89.70 Group-2 CNN-3 89.90 Group-3 CNN-3 90.65 
90.10 CNN-4 89.30 CNN-4 90.20 
Group-1 cNN-3 
CNN-4 
CNN-5 89.65 CNN-5 89.20 CNN-5 89.80 
Gating Ensemble 90.20 - Gating Ensemble 89.95 Gating Ensemble 90.55 
90.55 
TABLE Iv COMPARISON OF THE CORRECT CLASSIFICATION RATES FOR THE 4 DIFFERENT FUSION ARCHITECTURES (TEST SET) 
~ ~~ ~~ _ _ _ _ ~  ~ ~ ~ ~ _ _ _ _ _ ~  
Algorithm Worst C N N ~  50, Best C N N s  (%j Average OMS (%) Ensemble (%) 
MV-A 89.20 90.25 89.63 90.60 
MV-B 84.45 85.10 84.87 85.70 
EA 90.10 90.76 90.59 91.64 
HME 89.20 89.95" 89.90 90.55 89.52 90.23 90.55 
89.20' 90.35 89.80 
88.00 90.65 89.70 - 
+ The worst correct classification rates of ComDonent networks involved in each erouD of the HME architecture: " .  
++The worst correct classification rates of  the total 3 group gating ensembles of the HME architecture; 
NOTE: best and average correct classification rates are quite similar. 
2268 
