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RESUME 
Le vieillissement de la population occasionne une surcharge sur le reseau de la sante, 
d'ou Pinteret de maintenir a domicile des personnes a risque. Une solution interessante a ce 
probleme consiste a utiliser des technologies de communication et d'interaction a distance 
pour offrir des telesoins ou de la telesurveillance et a ces personnes. Notre travail porte plus 
specifiquement sur l'utilisation d'un robot mobile teleopere et equipe d'un equipement de 
videoconference. La mobilite du robot procure l'avantage de pouvoir evaluer et suivre une 
personne dans un domicile ou de se positionner de facon appropriee a accomplir. 
L'interface-operateur constitue le coeur d'un systeme robotique teleopere afin d'en 
assurer une utilisation efficace et securitaire, deux criteres directement affectes par 
l'experience des operateurs du systeme. Dans les contextes de la telesurveillance ou de 
telesoins, il faut en fait prendre comme hypothese que le systeme sera utilise par des 
operateurs non-specialistes en robotique (e.g., cliniciens, aidants naturels). 
De recentes etudes en conception d'interface-operateur ont demontre sommairement 
que Pintegration de techniques de realite virtuelle a des images video obtenues d'une camera 
montee sur un robot mobile permet d'ameliorer les performances de teleoperation. Par notre 
etude, nous desirons pousser plus loin ces pistes de solution en etudiant Papport de deux 
configurations d'interface exploitant la realite virtuelle par rapport a une interface 
conventionnelle montrant principalement une vue video de Penvironnement distant. La 
premiere configuration superpose la vue video sur un modele en trois dimensions (3D) de 
Penvironnement, elargissant Pangle de vue sur Penvironnement distant. La seconde utilise en 
projection un modele 3D de Penvironnement presentant le robot et la vue video selon une 
perspective exocentrique. 
Pour ce faire, nous avons etabli une methodologie experimentale rigoureuse 
caracterisant les performances d'un groupe de 37 operateurs novices par rapport a un expert et 
par rapport a eux-memes, eliminant du coup les influences provenant des capacit^s du systeme 
robotique et de Penvironnement. Quatre metriques sont utilisees pour caracteriser les 
performances des operateurs selon les trois configurations d'interface, menant ainsi a la plus 
importante etude realisee jusqu'a maintenant dans ce domaine. 
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Les resultats montrent que les interfaces-operateur avec realite virtuelle ameliorent de 
fa9on significative les performances des operateurs novices. Plus specifiquement, c'est la 
configuration selon une perspective exocentrique qui semble Stre la plus appropriee, 
specialement chez les operateurs feminins, les operateurs de plus de 30 ans ou les operateurs 
travaillant moins de 22 heures par semaine sur ordinateur, des caracteristiques qui se trouvent 
frequemment pour les operateurs potentiels du systeme. 
Plusieurs ameliorations ont ete identifiees suite aux experiences realisees. Ces 
ameliorations permettront d'obtenir une interface-operateur plus performante pour conduire 
des etudes sur le choix des mecanismes de controle (en laboratoire), pour ensuite porter un 
choix eclaire sur 1'interface-operateur a utiliser afin de mener une etude clinique dans des 
domiciles reels. 
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1 INTRODUCTION 
L'augmentation de la proportion de personnes agees (65 ans et plus) requerant des 
soins est un probleme majeur pour nos society, plus specifiquement a cause de 
l'accroissement des couts des systemes de sante publique. En 1998, au Canada, les 
personnes agees comptaient pour 12,3% de la population totale, ce qui correspond a 3,7 
millions de personnes. Selon les tendances identifiees par Sante Canada [Sante-Canada 
1999], ce pourcentage passerait a 16% en 2016, 19% en 2020 et au-dela de 23% en 2041. 
Pour ce qui est du Quebec, cette progression serait plus rapide et passerait de 13% a 25 % 
d'ici 25 ans. Deux facteurs sont responsables de ce phenomene: le premier est la diminution 
du nombre des naissances, et l'autre est l'augmentation de Pesperance de vie des personnes 
ag£es. Ce second facteur occasionne une augmentation des besoins de soins car une portion 
importante des annees de vie au-dela de 65 ans est caracterisee par la manifestation 
d'incapacites grandissantes avec Page [SAUCIER 1992]. Pres de 40% de la population de 
personnes agees presente une incapacity, et pour celles demeurant a domicile ce 
pourcentage est de 35% [SAUCIER 1992]. La croissance de cette population de personnes 
agees occasionnera une surcharge sur le reseau de soins de facon generate et en particulier 
sur le reseau hospitalier. Differentes strategies sont explorers pour faire face a ce probleme, 
dont une consiste a reduire les sejours en milieu hospitalier. Cette solution a par contre 
comme consequence d'augmenter la presence de personnes a risques a domicile. 
Les reseaux de sante et des services sociaux s'interessent de plus en plus a la 
telesante [PAPAGEORGES 2001] pour palier au manque de specialistes en region, pour 
faciliter le virage ambulatoire et communautaire. La surveillance reguliere a distance des 
personnes et de leur etat de sante est tres utile pour determiner les besoins de soins et les 
interventions de routine ou d'urgence de la part d'intervenants exterieurs, en plus de fournir 
des donn^es continues et significatives sur Petat d'un patient et de son traitement. Cet 
aspect particulier de la telesante touche directement les problemes associes au fait de laisser 
les personnes a risques souvent seules durant de longues periodes dans leur domicile, afin 
d'eviter les consequences d'accidents et de crises potentielles. L'interet des systemes de 
telesurveillance pour le maintien a domicile est grandissant et occupera une place 
importante comme composante technologique [CHUNG 1999, MYNATT 2000]. Cette 
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approche reduit les consequences de traumatismes a la personne et de surcharge au reseau 
d'urgence en etant axee sur la prevention [MILLER 2002]. Outre les raisons economiques 
ou de surcharge du reseau de soins, le maintien a domicile de ces personnes est aussi une 
question de qualite de vie [MYNATT 2000]. 
La problematique de la surveillance de personnes a risques maintenues a domicile 
souleve plusieurs defis dont certains directement relies a la technologie et a son application. 
L'automatisation des systemes de surveillance demande de solutionner des problemes 
technologiques particuliers comme l'identiflcation des risques et des conditions de crises. A 
ce sujet, Mynatt et al. [MYNATT 2000] preconisent la conception d'environnements 
« ingenieux » {smart environment), aussi qualifies de « futes » ou d' « intelligents », 
orientes vers l'atteinte de trois objectifs : 1) reconnaitre et eviter les conditions de crises ; 2) 
assister les personnes agees dans leurs routines journalieres; et 3) securiser les enfants 
adultes sur la condition de leurs parents. lis preconisent la consideration prioritaire de six 
aspects cles pour realiser des systemes commercialement interessants : securite, efficacite, 
utilisabilite, cout, performance et fiabilite. 
La surveillance dans les domiciles est traditionnellement couverte par les systemes 
commerciaux de securite et d'alarme contre l'intrusion et les incendies, mais le domaine 
emergeant de la domotique1 integre aussi la surveillance en plus de possibilites 
d'intervention sur les systemes et appareillages de l'habitat. Le concept de domotique, qui 
emergea dans les annees 1970, concerne la mise en reseau des differents sous-systemes de 
la residence entre eux et avec le monde exterieur (passerelle de communication avec les 
pourvoyeurs de services: cSble, telephone, electricite, satellite, gaz, Internet, etc.) 
[TOPALIS 2000], pour leur permettre d'executer leurs taches plus intelligemment et aussi 
d'en foumir d'autres plus systemiques. Ce concept d'environnement intelligent [COEN 
1998] se repand en fait de plus en plus et atteint tout espace de vie [MORAN 1999], de 
travail ou de deplacement, maison, bureau, voiture et meme sur soi, grace aux techniques 
sans fil, portable, cellulaire, assistant, ordinateur de poche, etc. 
1
 Du latin domus, signifiant domicile et de tique du mot informatique pour d^crire un nouveau domaine 
d'application de la technologie de mise en reseau des appareils de la residence gr&ce a l'^ lectronique et a 
1'informatique. 
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Beaucoup d'efforts sont deployes pour ameliorer 1'environnement des personnes 
maintenues a domicile par le truchement de differentes technologies installers dans la 
residence (systeme d'alarmes et de securite, systeme de surveillance medicale comportant 
des senseurs sur la personne, etc.) [DILGER 1998, ANDERSON 2000, HAIGH 2002a, 
GIROUX 2006]. De tels systemes peuvent contribuer a 1'amelioration des communications 
de la personne maintenue a domicile avec l'exterieur, et par consequent de sa securite et sa 
qualite de vie. Les systemes de telesurveillance peuvent contribuer a garder contacts avec 
les personnes maintenues a domicile sans occasionner des deplacements couteux en temps 
et energie de la part du personnel en charge et des parents ou amis. Si Ton favorise le 
contact frequent des personnes soignantes formelles ou informelles ainsi que des parents et 
amis avec la personne sous surveillance, il est plus facile de detecter 1'apparition de 
comportements ou de symptomes anormaux. 
Ces technologies, bien que de plus en plus performantes, sont orientees vers la 
surveillance grace a des capteurs fixes (mouvement, presence, contact d'acces, chute, 
panique, audio et video, etc.) repartis dans la residence, ou portables (biophysiologique, 
chute, mouvement, panique, audio, etc.) sur la personne meme. Ces systemes peuvent aussi 
comporter des actionneurs capables d'intervenir sur 1'environnement de la residence mais 
non pas physiquement sur la personne. Cette approche oblige evidemment d'avoir un grand 
nombre de senseurs en fonction du nombre de pieces. La complexite a equiper les 
environnements reels croit rapidement et il est pratiquement impossible de prevoir toutes 
les situations d'urgence ou les senseurs permettraient d'obtenir les informations utiles. La 
situation de capteurs fixes oblige a avoir plusieurs senseurs de meme type (camera, audio 
bidirectionnel, etc.) dans la meme piece et avec des points de vue differents pour eviter les 
situations ou certains d'entre eux seraient obstrues ou mal positionnes, alterant ainsi la 
capacite de detection et d'intervention des surveillants pour un cas precis d'urgence. Cette 
situation entraine des couts et une complexite croissante, en plus de compromettre le 
respect de la vie privee des gens. 
1.1 Assistance robotique pour les soins a domicile 
Une nouvelle approche pour contribuer au maintien des personnes a domicile 
consiste a utiliser des robots mobiles autonomes ou teleoperables capables de se deplacer 
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dans Penvironnement, d'etre en mesure de faire de la surveillance et de les assister 
physiquement [MANKOFF 1998, LACEY 1998]. Ces systemes utilisant des robots equipes 
de capteurs, d'actionneurs et de liens de communication peuvent fournir des informations 
sur le patient, le contexte et son environnement ainsi qu'agir comme aide technique, ceci a 
cause de leur capacite a etre positionne la ou se trouve la personne. Ainsi, une plate-forme 
robotique teleoperee permettrait a differents intervenants (professionnels de la sante, 
soignants, parents) d'etre virtuellement presents (telepresence de l'operateur) au domicile 
du patient si le besoin est, reduisant ainsi le nombre de visites ou le delai d'intervention 
aupres du patient, en plus de pouvoir fournir des informations cruciales en situations 
d'urgence et ceci possiblement avant Farrivee d'intervenants de l'exterieur. Leur mobilite 
permettrait de d^placer les senseurs installes sur la plate-forme robotique a differents 
endroits dans le domicile, afin d'obtenir des informations a partir de perspectives autres que 
celles fournies par des capteurs fixes. Par exemple, lorsqu'un patient fait une chute, 
demeure incapable de se deplacer ou est inconscient, le robot mobile pourrait etre conduit 
vers le patient afin d'etablir un contact visuel et arriver a communiquer plus directement 
avec l'individu. Ceci permettrait d'obtenir des informations utiles meme dans des 
conditions de crise ou d'urgence qui peuvent s'averer perilleuses pour les intervenants 
(incendies, tempetes, etc.). 
Afin d'identifier comment un systeme robotique peut etre exploite efficacement 
dans ce qu'il qualifie d'ecosysteme du vieillissement, Forlizzi et al. [FORLIZZI 2004] 
suggerent que les robots d'assistance doivent s'integrer parfaitement dans le milieu de vie 
des occupants, supporter adequatement leurs valeurs, etre adaptatifs et §tre utilisables par 
tous les membres de cette ecologie. Ce concept d'ecosysteme du vieillissement englobe 
quatre aspects: 
• Les personnes. En premier lieu, il faut considerer leurs problemes specifiques 
de sante (maladie, handicap, deficience, etc.), familiaux et sociaux. II faut 
ensuite considerer leur sdcurite en examinant les aspects suivants [SCHRAFT 
1999, DUBOWSKY 2000]: 
o Surveillance des parametres vitaux (pression, respiration, rythme 
cardiaque, temperature, glucose, etc.). 
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o Surveillance des parametres mentaux (comportement, reactivite, oubli, 
etc.). 
o Reconnaissance de manque de signes vitaux, de routine journaliere ou de 
comportements anormaux (chute, immobilisation, tache non executee, 
etc.). 
o Securite de Tenvironnement et de la personne (fumee, feu, gaz, eau, 
intrusion, acces, electromenagers, etc.). 
o Gestion de la sante (prise de medicaments, rendez-vous, soins, 
informations, motivation, etc.). 
La gestion des activites de soins est en soi une problematique qui va 
generalement de facon croissante avec revolution de l'etat des patients ou du 
moins avec l'age de ces personnes. On sait que certaines maladies evolutives 
diminuent les capacites intellectuelles, dont la memoire. Cette situation cree une 
pression grandissante sur les soignants et le systeme qui doivent compenser les 
pertes d'autonomie des patients. II faut done que la technologie facilite le travail 
des intervenants sans pour autant diminuer la securite ni le bien-etre des 
personnes sous surveillance. Ensuite, il faut aussi considerer le respect de la vie 
privee. Cette consideration est majeure pour une application de telesante 
incorporant de la surveillance a domicile. L'humain est encore un element 
essentiel dans la boucle des systemes de surveillance de personnes a cause, entre 
autres, de ses capacites a reconnaitre des conditions a risques ou de malaise de 
la personne, et a intervenir adequatement. Cette surveillance humaine est 
necessaire mais reste percue comme une embuche importante a cause de 
l'intrusion dans la vie quotidienne de la personne sous surveillance. Les 
technologies de telesurveillance rencontrent done un defi particulier ou elles 
doivent procurer un minimum d'automatisation tout en permettant d'ameliorer 
le role de supervision des personnes soignantes, et ceci sans essayer de les 
remplacer [HAIGH 2002b]. 
• Les produits. Forlizzi et al. ont trouve lors de leur etude sur l'ethnographique 
que les personnes agees utilisent et retiennent dans leur environnement les 
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produits qui supportent leurs besoins, et les plus importants sont ceux qui 
supportent leurs valeurs d'identite personnelle, de dignite et d'independance 
[FORLIZZI2004]. 
• Les environnements. Les environnements residentiels sont tres diversifies et 
couvrent a peu pres tout ce que Ton peut trouver comme type d'habitats 
(maison, appartement, immeuble, foyer de personnes agees, etc.)- Certains de 
ces lieux datent de plusieurs annees, d'autres sont plus regents ou encore 
nouvellement construits. Une grande diversite d'equipements de controle et 
d'appareillage se retrouve dans ces environnements. reintegration id£ale de ces 
appareillages est en fait pratiquement inexistante sauf dans des installations tres 
poussees et couteuses. Cette diversite d'environnements produit des situations 
complexes et imprevisibles, d'autant plus que les locaux sont configures 
differemment, avec des surfaces diverses (bois, ceramique, tapis, etc.), des lieux 
complexes (escalier, salle de bain, cuisine, etc.) et qu'ils contiennent des 
meubles et objets specifiques (meubles lourds et legers, chaises, table, coussins, 
etc.) d'une grande diversite evoluant dynamiquement de jour en jour. Ainsi, les 
environnements residentiels ne sont pas sans dangers pour les personnes a 
risque, et d'ailleurs plusieurs facteurs ont ete identifies et relies aux problemes 
potentiels [GITLIN 2001]. 
• La communaute. II ne faut pas negliger la presence d'autres personnes qui 
vivent possiblement dans Fenvironnement de la personne a risques, de meme 
que tout visiteur ami, voisin, aide aux soins, personnel d'entretien et de 
reparation, etc. Ces personnes doivent pouvoir evoluer sans deranger le bon 
fonctionnement du systeme [STIEFELHAGEN 1998] et sans qu'il ne soit 
necessaire de le desactiver en leur presence. Enfin, il y a les animaux de 
compagnie, chien, chat, etc. qui doivent etre pris en consideration et meme 
superviser leurs comportements et leurs besoins. Tous ces aspects imposent aux 
produits d'avoir une grande fiabilite ainsi qu'une facilite d'utilisation et 
d'entretien. 
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Les robots mobiles de telesoins doivent done etre concus pour offrir des services 
permettant d'augmenter la securite des personnes a risques, tout en restant securitaires pour 
les robots. En robotique, assurer la securite des individus dans le lieu ou se trouve le robot, 
de meme que renvironnement et le robot lui-meme, est primordial [NOKATA 2004]. En 
effet, les robots operant dans des domiciles doivent faire face a des espaces restreints et 
comportant de nombreux obstacles (escaliers, seuil de portes, tapis, meubles, rideaux, 
vetements, etc.) et cela en presence des occupants. Tout ceci procure des situations 
s'echelonnant de simples a tres complexes avec lesquelles le systeme et l'operateur doivent 
composer. 
Les robots de telesoins peuvent etre concus pour etre autonomes ou teleoperes. 
Malheureusement, la technologie actuelle n'est pas suffisamment fiable et robuste afin 
d'etre exploitee pour concevoir des systemes completement autonomes operant dans nos 
milieux de vie. Par contre, la presence continuelle d'un operateur humain dans la boucle 
d'operation d'un robot teleopere peut permettre d'atteindre un objectif realiste a breve 
echeance pour des applications de telesoins (e.g., la telesurveillance, le telegardiennage, la 
telereadaptation) securitaire et pratique. L'operateur peut ainsi, par telepresence, percevoir 
la situation dans l'environnement distant et interagir par l'intermediaire du systeme 
robotique. Le concept de telepresence originellement cite par Minsky [MINSKY 1980] est 
relie a l'experience de l'operateur qui se sent present dans un environnement distant reel ou 
virtuel. La telepresence survient lorsque suffisamment d'informations qui sont projet^s sur 
l'environnement distant et le robot sont presentees de facon naturelle et l'amene par 
consequent a se sentir physiquement present dans cet environnement [SHERIDAN 1992]. 
La qualite de la telepresence serait en fait un critere de conception et d'evaluation important 
pour les interfaces-operateurs de tels systemes [RILEY 2004]. Une des premieres 
applications de telepresence robotique est celle de Paulos [PAULOS 1998] ou un bras 
articule de robot, munie d'une camera, permettait aux utilisateurs distants d'explorer par 
Internet un espace compose d'une collection de pieces de musee. Les operateurs pouvaient 
ainsi explorer les alentours, chercher et examiner des objets, converser, lire et faire des 
gestes simples. Plus recemment, Draper [DRAPER 1999] definit la telepresence comme 
etant une experience ou l'operateur s'auto-percoit dans un environnement mediatise par 
7 
ordinateur. La mobilite d'un robot de telepresence procure done au surveillant un degre 
d'action que les autres systemes fixes ne peuvent atteindre. 
Deux types d' interaction humain-robot {Human-Robot Interaction, ou HRI) peuvent 
s'observer avec un robot de telepresence: 1) Interaction entre l'operateur et 
l'environnement distant; 2) Interaction entre le robot et un ou des individus de 
renvironnement distant. Reprenant les aspects spatio-temporels utilises dans la taxonomie 
presentee par Yanco [YANCO 2004a], avec le type 1 les interactions sont synchrones et 
non co-localisees, tandis que pour le type 2 elles sont synchrones et co-localisees. Un cas 
particulier de ce type 2 survient lorsque l'operateur teleopere le robot tout en etant dans le 
meme environnement. 
L'interface-opeYateur joue un role preponderant pour les interactions de type 1, 
principalement dans sa capacite de permettre a l'operateur de bien cerner et d'apprehender 
les situations distantes dans lesquelles se trouve le systeme de telepresence. Ceci est 
qualifle de conscience de la situation {Situation Awareness) [ENDSLEY 1988] et est 
affecte par la perception de la position du robot dans renvironnement, de son entourage et 
de son etat, la comprehension de la signification de ces informations, et la projection du 
comportement futur du robot [YANCO 2004b]. Cette definition presente done trois niveaux 
d'activites cognitives de l'operateur, a savoir la perception, la comprehension et la capacite 
de projection ou d'anticipation. II est possible de Pevaluer en examinant chacun de ces 
aspects [SCHOLTZ 2005]. Lors de competitions de mission en recherche et sauvetage 
urbain, il a ete demontre que le niveau de conscience de la situation doit etre suffisant et 
continu pour assurer des operations securitaires et efficaces, et qu'un faible niveau de 
conscience de la situation est source de confusion [YANCO 2004b - DRURY 2003]. En 
plus de la qualite de l'interface-operateur, l'experience de l'operateur joue aussi un role 
direct sur la securite et la performance de missions de teleoperation [BRUCH 2000, 
CASPER 2003]. Par exemple, dans des operations de recherche et de sauvetage, les 
teleoperateurs experts peuvent mieux composer avec le stress et la surcharge 
d'informations, comparativement a des operateurs novices ou peu experimented [CASPER 
2003]. 
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1.2 Plates-formes robotiques pour 1'assistance et la telepresence 
La categorisation des robots pour des applications d'assistance et de telepresence 
n'est pas aisee et differe selon le contexte et les auteurs : robots de readaptation [TEJIMA 
2000], robots personnels [ROY 2000], robots serviteurs [BISCHOFF 1998], robots 
assistants [HAEGELE 2001] et robots de securite [CICCIMARO 1998]. La definition 
elargie des robots de readaptation [TEJIMA 2000] rassemble non seulement les robots 
d'aide a la manipulation et au deplacement de personnes deficientes, mais aussi d'aide de 
facon generate aux personnes agees. Toutefois, ces robots restent des prototypes utilises 
dans des conditions controlees qui doivent encore etre valides en conditions d'opefation 
reelles avant de pouvoir etre utilisables dans des applications en milieux residentiels. 
1.2.1 Robotique d 'assistance 
Cette categorie [HAEGELE 200, FONG 2003] regroupe des robots autonomes et 
interagissant avec les humains. Leur teleoperation n'est pas privilegiee mais parfois prevue. 
• MOVAID [BISCHOFF 1998]. Developpe dans le cadre d'un projet de la 
Commission d'energie atomique Francaise CEA, ce robot a comme objectif de 
fournir assistance aux personnes handicapees en effectuant pour elles des tMies 
menageres. II possede un bras manipulateur muni de senseurs de proximity et d'une 
camera montee sur une plate-forme mobile [DARIO 1999, GELIN 1997]. II possede 
un systeme de navigation et de localisation lui permettant entre autres de suivre une 
trajectoire. Les premiers tests ont ete faits en 1996 en Italie au laboratoire Santa 
Anna High School de Pise. Cette plate-forme robotique vise des applications ou 
l'autonomie du robot est sollicitee plutot que sa teleoperation. L'information 
disponible ne mentionne pas si un lien de teleoperation a ete developpe et 
experimente. 
• Care-O-Bot [SCHAEFFER 1999 - SCHRAFT 1999]. Ce robot a ete developpe en 
Allemagne pour les personnes agees ou handicapees maintenues a domicile, afin de 
leur permettre de demeurer independantes et de les supporter lors de leur 
deplacement et dans l'execution de taches quotidiennes. L'emphase mise pour ce 
robot porte sur les aspects de communication et de sociability, ceci grace a un 
videophone. II integre aussi un systeme d'appel d'urgence automatique. La version 
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II de ce robot comporte un bras manipulateur [SCHRAFT 2000]. Care-O-Bot 
possede une capacite de deplacement de dix heures, integre un gyroscope et un laser 
pour son positionnement ainsi qu'une camera. II est muni d'un ecran tactile pour 
interagir avec les usagers. Un lien de communication sans fil Ethernet permet sa 
teleoperation mais l'objectif poursuivi pour ce robot est de le rendre autonome. 
• ARPH [OTMANE 2001]. Le projet ARPH (Assistance Robot for People with 
Handicap) developpe par le groupe du CEMIF (Groupe des Systemes Complexes 
de 1'Universite d'Evry) en France appartient a la categorie de robot mobile equipe 
de bras articule [OTMANE 2001, HOPPENOT 2001]. Ce systeme d'assistance est 
compose d'une station de commande et d'un robot mobile muni d'un bras 
manipulateur, le tout teleoperable par la personne handicapee. Le but premier de ce 
systeme est de restaurer partiellement ou completement des capacites de 
manipulation de l'usager. Ce systeme se compose d'une station de commandes et 
d'un bras manipulateur monte sur une plate-forme mobile. Les missions sont de 
deux types: se deplacer vers des objets precis et manipuler ces objets. Pour ce 
projet, la teleoperation est faite avec une interface pour la personne handicapee dans 
les lieux memes d'utilisation. 
• Pearl [ROY 2000]. Du projet Nursebot regroupant les universites de Canergie 
Mellon, Michigan et Pittsburg, Pearl met l'emphase sur 1'interaction humain-robot. 
Le but vise" est de fournirune aide cognitive aux personnes dans leurs activity 
quotidiennes, ainsi qu'une aide au deplacement combinee a la detection de 
conditions d'urgence pour les soins en residence ou en milieu hospitalier pour 
personnes agees [POLLACK 2002, ROY 2000]. Pearl est construit a partir d'une 
base mobile de type Nomad Scout equipee avec 16 sondes de distance a ultrason et 
d'un balayeur laser SICK PLS. Pearl comporte un ecran tactile couleur et possede 
une tete dont le visage peut presenter differentes expressions. Les yeux sont faits a 
partir de deux cameras couleur et il possede un microphone et un haut-parleur pour 
la communication vocale. Pearl a une hauteur d'environ un metre et possede deux 
roues motrices et des roues pivotantes de stabilisation. II possede une interface pour 
la reconnaissance des commandes vocales d'un utilisateur. Pearl possede un 
10 
systeme de navigation sophistiqu£ et est capable d'acquerir une carte des lieux ou il 
evolue. II integre des facilites de telepresence complete par un lien sans fil audio et 
video, mais les experimentations repertoriees sont ax£es encore une fois sur le 
fonctionnement autonome du robot. 
• Asimo. Fabrique par Honda, ce robot humanoi'de mesure quatre pieds de haut, il est 
semi-autonome et pese 45 kg. Un operateur se sert d'un ordinateur portable pour 
faire la selection de commandes appropriees. Ce robot marche, danse et monte des 
escaliers. II possede deux cameras et un total de 26 degres de liberte. Son autonomic 
energetique est autour de trente minutes entre chaque charge. S'il fait une chute, il 
ne peut toutefois se relever par lui-meme. La commercialisation de ce robot n'est 
pas encore envisagee par la compagnie a cause, entre autres, des limitations dans 
son autonomic fonctionnelle et energetique. 
• Wakamaru. Ce robot est developpe par la compagnie Mitsubishi Heavy Industries 
et a ete devoile au Robodex 2003. II vise une application d'assistance pour les 
personnes agees. Ce robot d'un metre de haut est equipe de fonctions dans le but 
d'aider les personnes agees ou malades, et plus particulierement l'envoi d'alarmes a 
une centrale ou un hopital en cas d'urgence. Le robot est equipe d'une camera, d'un 
microphone et d'un lien de telecommunication permettant a un operateur distant de 
faire de la telepresence. Ce robot possede aussi une interface vocale de 10,000 mots 
japonais. 
• ApriAIpha. Introduit par Toshiba lors de 1'exposition Robodex 2003, ce robot de 
service vise entre autres une application d'assistance aux personnes agees ou 
malades. Ce robot peut reconnaitre une centaine de visages et possede un systeme 
de reconnaissance et de synthese vocale. II communique via un reseau sans fil IEEE 
802.11b, par lien infrarouge et aussi selon le protocole Bluetooth. II se deplace par 
lui-meme et evite les obstacles. La camera peut permettre de prendre des photos et 
les transmettre par telephones mobiles. 
1.2.2 Robot de telepresence 
Cette categorie regroupe les systemes suivants : 
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• AmigoBot et PatrolBot. Ces robots sont actuellement vendus par la compagnie 
Mobile Robots Inc., cette meme entreprise qui commercialise le robot Pioneer (a la 
base du robot PatrolBot). L'AmigoBot dispose de huit sonars, six a l'avant et deux a 
Farriere. II peut aussi comporter une camera et un microphone pour un lien 
audio/video. Le PatrolBot possede plus de sonars (seize) et peut porter des capteurs 
plus sophistiques comme un capteur laser de proximite (SICK LMS) et une camera 
pan-tilt-zoom. Une interface de teleoperation est disponible et comporte une vue de 
la camera et une de la carte des lieux ou evolue le robot. 
Figure 1.1 CoWorker-Ml 
• CoWorker. Le Co Worker, montre a la figure 1.1 et fabrique par la compagnie 
americaine iRobot Corporation, est un robot de telepresence dote d'une camera 
montee sur un cou, d'un lien de communication Ethernet 802.11b sans fil, d'un 
sonar rotatif et de capteurs de proximite infrarouges. Le CoWorker comporte un 
lien telephonique pour la communication vocale bidirectionnelle mis en oeuvre par 
un combine portable communiquant avec une station telephonique de base 
branchee au reseau de telephone. Le poste de base peut etablir une communication 
en mode « intercom » avec le combine du robot sans utilisation de ligne exterieure. 
Le sonar rotatif permet de visualiser les obstacles sur 180° a l'avant du robot avec 
une resolution de 8.2° et jusqu'a une distance de 3,6 m. Seize senseurs infrarouges 
a moyenne distance (portee 60 cm, 10 Hz) servent aussi pour la navigation. Dix 
senseurs infrarouges a courte distance (15 cm de portee pour ceux vers l'avant et 
vers Farriere, et 5 cm pour ceux vers les cotes, 20 Hz) servent comme pare-choc 
autour du robot. Lorsque le robot se deplace, les senseurs infrarouges peuvent 
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percevoir les parois et objets dans une zone verticale de 7 cm a 50 cm seulement. 
Une telecommande a infrarouge permet de commander directement la plate-forme 
pour des deplacements locaux. L'interface de teleoperation, montree a la figure 
1.2, fonctionne par F intermediate d'un navigateur WEB. Elle comporte une vue 
de la camera du robot (au centre), une vue de dessus des lectures provenant des 
senseurs infrarouges et du sonar rotatif (en haut a gauche), et d'un tableau de 
commandes pour l'operation et l'affichage des etats du robot (au bas). Pour 
deplacer le robot, il suffit de cliquer dans la vue video (le robot se deplace alors au 
point desire tout en evitant les obstacles) ou encore d'utiliser les modalites de 
controle du tableau de commandes. 
Figure 1.2 Interface de teleoperation du robot CoWorker-Ml 
• Magellan Teleop. Cette plateforme a ete mise au point a partir d'un robot 
Magellan, montre a la figure 1.3. Ce robot est equipe de seize senseurs de proximite 
infrarouge, de seize sonars et de seize pare-chocs distribues autour du robot, d'un 
capteur laser de proximite (SICK) et d'une camera pan-tilt-zoom. L'interface-
operateur a ete concue avec l'environnement de programmation MARIE {Mobile 
Autonomous Robotic Integrated Environment) [COTE 2004] permettant d'integrer 
diverses applications logicielles non specifiquement concues pour travailler 
ensemble. Telle que montree a la figure 1.4, Finterface-operateur presente la vue 
d'une carte des lieux (a gauche) prealablement construite par le balayage du senseur 
laser du robot dans la residence et du traitement par le logiciel CARMEN (Carnegie 
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Mellon Navigation Toolkit [MONTEMERLO 2003]). Le positionnement du robot 
et la presentation de la carte durant la teleoperation sont aussi realise par le logiciel 
CARMEN. L'operateur donne des commandes de deplacement au robot en placant 
des points de position sur la carte et en activant le bouton de depart GO (en bas au 
centre). Le robot se deplace alors de facon autonome vers le point de position 
speciiie a l'aide du chemin trouve par CARMEN pour s'y rendre, tout en evitant les 
obstacles. Un baton de commandes ou joystick virtuel (JSV), repr^sente par un 
point noir dans le cercle rouge, permet de deplacer le robot de facon manuelle en 
tout temps. 
Figure 1.3 Robot Magellan 
Figure 1.4 Interface-operateur de la plateforme Magellan, carte a gauche et joystick a droite 
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1.3 Prqjet de recherche 
A ce jour il n'existe pas d'etudes demontrant la capacite des robots repertories a la 
section 1.2 a evoluer de facon securitaire et efficace dans des environnements residentiels. 
Pour certains robots, il peut meme s'averer difficile d'imaginer y arriver en des conditions 
ideales, voir meme dangereux pour les patients ou autres personnes a proximite du robot. 
Bien que plusieurs domaines d'application de la telerobotique ont apparemment des besoins 
similaires (recherche et secours d'urgence en milieu urbain, securite et surveillance, 
assistance aux personnes, telepresence, etc.), il n'est pas encore evident de pouvoir 
concevoir precisement des systemes securitaires, efficaces et utilisables pour chacun de ces 
domaines d'application [NOKOTA 2004]. Les elements en jeu pour de tels systemes sont: 
le robot (e.g., dimensions, poids, senseurs, actionneurs, mecanismes de locomotion, 
systeme d'operation et de traitement), le systeme de telecommunication (e.g., largeur de 
bande, qualite de service, debit), l'interface-operateur (e.g., modalites de presentation de 
l'information, mecanismes de controle) et les operateurs (e.g., experimentes, novices). 
Notre demarche s'inscrit dans un effort concerts visant a concevoir un nouveau 
systeme robotique mobile de telepresence pour les telesoins ou la telesurveillance a 
domicile. L'approche adoptee est iterative et veut identifier de facon incrementale les 
influences potentielles et les considerations critiques pour un tel systeme. La figure 1.5 
presente les differentes activites et contributions des personnes qui sont impliquees sur le 
projet Telerobot. Par exemple, la tenue de groupes de discussions focalisees nous a permis 
d'identifier des applications potentielles pour le systeme de telepresence robotique, avant 
meme sa realisation [BOISSY 2006]. Une fois un prototype complet de systeme de 
telepresence concu et evalue, d'autres etudes seront ensuite menees pour mieux cibler ces 
applications. Couvrir 1'ensemble des dimensions propres a la conception d'un robot mobile 
de telepresence pour les telesoins ou la telesurveillance a domiciles telles que decrites 
precedemment deborde largement du cadre d'un seul doctorat. Nous nous sommes plutot 
interesses a un element central a toutes ces dimensions, soit l'interface-operateur. 
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Figure 1.5 Demarche scientifique multidisciplinaire duprojet Telerobot 
Le systeme de teleoperation robotique se base sur la realisation d'une telepresence 
de 1'operateur dans le but de lui permettre d'exercer a distance ses capacites a evaluer et 
interagir avec une personne, reconnaitre des situations ou des environnements 
inappropriees et a risque. C'est par le mecanisme de telepresence que 1'operateur peut 
realiser ces actions. La qualite de la telepresence en termes de securite et d'efficacite 
decoule de l'intensite et du maintien de la conscience de la situation par l'operateur. La 
charge cognitive des operateurs est identifiee comme £tant trop sollicitee avec des 
conceptions d'interfaces-operateurs conventionnelles centrees sur des images video et de 
multiples fenetres pour presenter de facon visuelle les informations des divers senseurs. 
L'objectif principal de cette programmation de recherche est d'identifier des 
facteurs cles de conception et d'utilisation d'interface-operateur de teleoperation de robot 
mobile afin d'ameliorer les performances d'operateurs novices ou inexperimentes a realiser 
des operations securitaires et efficaces de robots dans des domiciles. Ce travail s'effectue 
selon une approche holistique, c'est-a-dire qu'elle se realise en integrant les interfaces-
operateurs nouvellement con?ues et evalu^es sur une nouvelle plate-forme robotique mieux 
adaptee pour les domiciles, et en considerant les contraintes d'experimentation avec des 
humains. 
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1.4 Organisation de la these 
Etant donne la diversite des considerations a prendre pour la conception d'interfaces-
operateurs de telepresence robotique dans des domiciles ainsi que le peu de donnees 
recensees a ce sujet, nous avons decide de debuter nos travaux en realisant une etude pilote 
avec des robots de telepresence dans des domiciles. Cette etude a permis de mettre en 
evidence, d'une part, des informations sur les contraintes d'utilisation pour des operateurs 
novices de systeme de teleoperation robotique existants lors de deplacement de robots dans 
des domiciles, et d'autre part, d'acquerir des informations sur les caracteristiques requises 
par un systeme de telepresence robotique dans ce genre d'application et d'environnement 
[LABONTE 2006a]. L'etude a aussi contribue a se familiariser avec les defis a relever 
concernant la methodologie experimentale impliquant Pobservation des interactions entre 
un operateur et un systeme de telepresence robotique. Les resultats de cette etude sont 
presenter au chapitre 2. 
Le chapitre 3 presente une revue de la litterature sur les interfaces-operateurs pour la 
telepresence robotique, ainsi qu'une analyse mettant en lumiere des lignes de conduite pour 
une meilleure conception des interfaces-operateurs. Combinant ces lignes de conduite avec 
les observations notees lors de l'etude pilote, le chapitre 4 decrit la nouvelle interface-
operateur incorporant trois modalites de visualisation (dont deux nouvelles) et differents 
mecanismes de controle. Cette interface-operateur a ete integree au robot mobile de 
telepresence specialement con9u dans ce projet, nomme Telerobot. 
C'est en utilisant chacune de ces modalites de visualisation, prise individuellement 
dans des memes conditions experimentales, qu'il nous est possible d'etudier leurs 
avantages et leurs limitations pour la teleoperation robotique. Le chapitre 5 decrit de facon 
exhaustive notre methodologie d'experimentation et de caracterisation des modalites de 
visualisation. Le chapitre 6 presente les resultats par groupes d'operateurs et met en 
evidence les performances des operateurs novices en rapport a celles d'un operateur expert 
en fonction des differentes metriques quantitatives et qualitatives. Le chapitre 7 conclut sur 
la portee de nos resultats par rapport a l'etat de la recherche sur les interfaces-operateurs, 
identifiant en quoi notre interface-operateur ameliore les performances des novices. 
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2 ETUDE PILOTE DE SYSTEMES DE TELEPRESENCE 
ROBOTIQUE DANS DES DOMICILES 
Bien que plusieurs plates-formes robotiques (d'assistance ou de telepresence) 
s'identifient comme utilisables en milieux residentiels (voir section 1.2), aucune donnee 
precise sur leurs performances dans de telles conditions n'est rapportee. Pour avoir une idee 
claire du genre de difficultes a surmonter pour de tels usages, il etait necessaire de mener une 
etude pilote avec des systemes de telepresence robotique [LABONTE 2006a]. La question 
abordee dans cette etude pilote est: 
Que lies sont les contraintes d'utilisation des operateurs novices de systemes 
de teleoperation robotiques actuels pour le deplacement et le positionnement 
de robots mobiles dans des domiciles ? 
Le but de cette etude pilote, realisee a rautomne 2004, n'etait pas de faire une etude 
exhaustive des performances des systemes actuels, mais plutot de determiner les elements 
critiques a prendre en consideration lors de la conception d'un nouveau systeme de 
teleoperation pour la presente application. L'approche qui a ete utilisee etait de nature 
transversale et favorisait l'exploration des conditions d'operations selon divers facteurs 
(systemes robotique, interfaces-operateurs, strategies de navigation, missions, operateurs, 
domiciles), plutot qu'une approche sp^cialisee ou en profondeur avec peu de facteurs et un 
grand nombre d'op&ateurs et d'essais. Les resultats de cette etude ont ete diffuses sous forme 
d'article de conference [LABONTE 2006a] et presentes a l'annexe F. 
2.1 Methodologie experimentale 
Nous avons choisi d'experimenter avec deux plates-formes robotiques, le Co Worker 
(voir figure 1.1) et le Magellan Teleop (voir figure 1.3), car elles permettent d'etudier deux 
types d'interfaces-operateurs largement utilises dans les systemes de telepresence. Tel que 
decrit a la section 1.2, le Co Worker utilise une interface-operateur conventionnelle basee sur 
la vue video de la scene a partir d'une camera montee sur le robot, en specifiant des points de 
chute pour le diriger. Le Magellan Teleop presente une carte de l'environnement sur laquelle 
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des points de position sont identifies par l'operateur pour deplacer le robot. Une interface-
operateur utilisant une vue centree sur un flux video est dite Video Centrique (VC) alors 
qu'une basee sur une carte est Carte Centrique (CC). Les vitesses de deplacement des robots 
etaient similaires. Le lien de communication entre les robots et le poste de teleope>ation 
consistait en un reseau sans fil (802.11b) et utilisait le protocole de communication Internet 
(TCP/IP). 
Afin d'etre confrontes a des conditions d'operation diversifies, l'6tude fut conduite 
dans deux residences ayant des configurations de pieces differentes, l'une a aires fermees 
comportant quatre pieces reliees par des ouvertures et corridors, et l'autre a aires ouvertes. La 
figure 2-1 presente les plans de ces domiciles qui ont une superficie equivalente de 60 metres 
carrees. 
Figure 2.1 Site A a aires fermees (gauche) et site B a aires ouvertes (droite) 
Trois types d'operateurs ont 6te impliques dans l'etude : un experimente, deux 
entraines et deux novices. L'operateur experimente cumulait au-dela de cent heures 
d'operation en laboratoire avec ces systemes, et une vingtaine d'heures dans les domiciles. Ses 
performances sont considerees quasi-optimales car elles correspondent a au moins 90% de 
celles pouvant etre obtenues par le systeme si le robot se deplace a vitesse maximum selon le 
trajet demande. Ses performances servent de reference en rapport a celles des autres 
operateurs. Les operateurs entraines (roboticiens de formation) ont recu une formation en 
laboratoire sur une periode minimale de tfois heures. lis demontraient alors des performances 
a 20% de celles de l'operateur experimente. Les operateurs novices (des chercheurs en 
geriatrie), quant a eux, ont eu uniquement 10 minutes de familiarisation et d'essais avec 
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chaque systeme avant leur utilisation. Chaque operateur a examine par lui-meme les parcours 
d'essais avant d'effectuer les missions dans chaque domicile. 
Les operateurs ont eu a realiser deux missions : 1) faire le tour du domicile et revenir 
au point de depart; 2) faire le tour du domicile tout en evitant trois obstacles (un ballon, une 
simulation d'une porte d'armoire ouverte fabriquee en carton, et une couverture sur le 
plancher) et revenir au point de depart. La mission 1 fut avec les deux robots, tandis que la 
mission 2 s'effectua seulement avec le Co Worker (le Magellan ne pouvant rouler sur une 
couverture au plancher). Chaque operateur effectua chacune des missions une seule fois dans 
chacun des domiciles. Un total de 30 essais a done ete realise avec les cinq operateurs. La 
duree typique de la mission 1 par l'experimente fut de 3 minutes 50 secondes alors que celle 
de la mission 2 fut de 3 minutes et 42 secondes. 
Bien que ce nombre soit insuffisant pour supporter la generalisation des resultats des 
resultats, notre objectif ici etait de faire ressortir des observations preliminaires quant aux 
interfaces-operateurs et aux conditions d'operation, ainsi qu'a la methodologie experimentale 
pour ce genre d'experience. Sur ce point, la metrique devaluation choisie pour la performance 
des operateurs est celle du temps de mission et correspond a la premiere metrique d'efficacite 
defini par Olsen et al. [OLSEN 2003]. Les autres metriques qu'ils ont identifiees sont la 
tolerance a la negligence, la demande d'attention, le temps libre, la multiplicite de robots et 
l'effort d'interaction. La comparaison de performances avec des systemes de teleop&ation a 
ete rapportee comme etant difficile a etablir si les donnees proviennent d'essais comportant 
des facteurs de biais differents [KAWAMURA 2003]. Done, nous avons opte pour exprimer 
les performances en termes de ratios de temps Rt comparant les mesures des essais des 
novices et des operateurs entraines (tMission) avec celles de l'experimente (texp4rimenti), tels que 
donnes par l'equation 2-1. Les performances de l'operateur experimente ont ete observees 
avec les memes robots et dans les memes environnements que les operateurs entraines et 
novices. Cette equation permet de referencer les performances des operateurs par rapport a 
celles de l'operateur experimente de facon a enlever des biais provenant des caracteristiques 
des robots et des conditions de Fenvironnement. 
Rt=(JMssion !)xl00 ( 2 1 ) 
experimente 
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L'evaluation de l'utilisabilite des interfaces-operateurs est aussi importante dans de 
telles experiences afin d'obtenir une meilleure comprehension de ce qui determine les 
operations securitaires et efflcaces de robots [JACOF 2000, ENDO 2004]. Done, apres chaque 
mission, les operateurs ont repondu a un questionnaire d'utilisabilite du systeme et de 
l'interface-operateur. Ce questionnaire est presente a 1'annexe A. 
2.2 Resultats 
Le tableau 2.1 presente les resultats de la mission 1 pour les deux sites et les quatre 
operateurs. Les operateurs entraines sont identifies par les indices El et E2, et les operateurs 
novices par les indices Nl et N2. Les sites sont identifies selon l'ordre dans lequel ils ont ete 
utilises, soit A et B. Le tableau presente, dans sa partie superieure, les resultats des operateurs 
entraines pour les deux sites, suivi des valeurs medianes globales correspondantes. Les 
resultats pour les operateurs novices sont ensuite presentes de la m§me facon dans la partie 
inferieure du tableau. Les colonnes montrent les valeurs du ratio de temps pour chaque 
systeme robotique et leur difference de performance relative. 
Les valeurs medianes pour le groupe operateurs entraines sont de 6,5% avec le 
CoWorker et de 17,1% avec le Magellan, une difference de 10,6% moins performant avec le 
Magellan. Les valeurs medianes pour le groupe operateurs novices sont de 55,3% avec le 
CoWorker et de 29,6% avec le Magellan, une difference de 30,9% moins performant avec le 
CoWorker. 
TABLEAU 2.1 RESULTATS NORMALISES POUR LA MISSION 1 
Operateur 
El 
E2 
El 
E2 
Nl 
N2 
Nl 
N2 
Site 
A 
A 
B 
B 
M^diane 
A 
A 
B 
B 
Mediane 
Rt 
CoWorker 
6,8% 
6,3% 
10,9% 
0,0% 
6,5% 
118,8% 
28,5% 
82,1% 
23,4% 
55,3% 
Rt 
Magellan 
36,3% 
17,5% 
10,8% 
16,7% 
17,1% 
57,3% 
15,8% 
43,4% 
12,8% 
29,6% 
Difference 
29,6% 
11,2% 
-0,1% 
16,7% 
10,6% 
-61,5% 
-12,7% 
-38,7% 
-10,6% 
-30,9% 
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Ces resultats indiquent que les operateurs entraines ont des performances proches de 
celle de l'experimente (< 20%) et qu'ils sont meilleurs avec le CoWorker et son interface-
operateur VC utilisant les points de chute qu'avec le Magellan Teleop et son interface-
operateur CC utilisant les points de position. II est a noter que la pire performance de 
l'operateur entraine 2 dans le site A avec le systeme Magellan est causee par une difficulte du 
logiciel du robot a negocier un passage de porte. 
Pour les operateurs novices par contre, nous observons un plus grand ecart de 
performance (> 30%), et en particulier une plus grande difficulte a operer le CoWorker avec 
son interface-operateur VC. Leurs meilleures performances ont eu lieu lors de l'operation du 
Magellan Teleop, mais ces performances sont quand meme plus de deux fois moins bonnes 
que celles des operateurs entraines. Ces resultats suggerent que les operateurs entraines ont eu 
de meilleures performances avec le CoWorker a cause de la navigation par point de chute dans 
une modalite VC. Pour les operateurs novices, c'est plutot la navigation par point de position 
dans une modalite CC qui s'avdre plus performante. De ces resultats, il n'est pas possible 
d'identifier precisement ce qui cause cette situation contradictoire car plusieurs facteurs sont 
en causes : modalites de visualisation, mecanismes de commande, robots, entrainement et 
types operateurs. 
De plus, la navigation par point de position avec une vue CC serait moins dependante 
de Peffet d'entrainement des operateurs, car la difference observee entre les groupes est 
significativement plus faible (17,1% pour les operateurs entraines versus 29,6% pour les 
operateurs novices) comparativement a celle pour la navigation par point de chute avec une 
modalite VC (6,5% pour les operateurs entraines versus 55,3% pour les operateurs novices). 
Des captures d'ecrans lors des essais ont demontre que la navigation par points de position 
avec une modalite CC requiert en moyenne trois fois moins de commandes pour realiser les 
memes parcours, indiquant ainsi une charge cognitive moins elevee. Ceci pourrait expliquer 
en partie la raison de Pimpact de l'entrainement sur la navigation avec la modalite VC par 
point de chute, qui sollicite plus de commandes pour realiser les missions. 
Le tableau 2.2 presente les resultats pour la mission 2 realisee avec le CoWorker. 
Encore une fois, les resultats montrent que les operateurs entraines sont plus performants car 
ils ont une mediane de 25,1% par rapport a l'experimente alors que les novices ont une 
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mediane de 77,2%. Comparant les performances des deux missions avec le CoWorker pour les 
deux groupes d'operateurs, le taux de degradation s'avere a peu pres equivalent: les 
operateurs entraines ont eu 6,5% pour la mission 1 et 25,1% pour la mission 2, ce qui 
occasionne une degradation de 18,6%. Les operateurs novices ont eu 55,3% pour la mission 1 
et 77,2% pour la mission 2, ce qui occasionne une degradation de 21,9%. 
TABLEAU 2.2 RESULTATS NORMALISES POUR LA MISSION 2 
Operateur 
El 
E2 
El 
E2 
Nl 
N2 
Nl 
N2 
Site 
A 
A 
B 
B 
Mediane 
A 
A 
B 
B 
Mediane 
Rt 
CoWorker 
36,9% 
39,6% 
13,3% 
3,6% 
25,1% 
98,2% 
94,6% 
36,6% 
59,9% 
77,2% 
Mediane 
Site A 
38,3% 
96,4% 
Mediane 
SiteB 
8,4% 
48,2% 
En utilisant l'equation 2-2, il est possible de quantifier la degradation relative d de 
chaque groupe d'operateurs. La degradation relative se definit comme le facteur 
supplementaire de temps requis pour realiser la mission 2 comparativement a la mission 1. 
' Mission! i \ 
' (2-2) d = ( 
Missionl 
Les operateurs novices affichent un taux de degradation de 0,4 alors que les operateurs 
entraines affichent 2,85. Ceci indique non seulement que la mission avec obstacles est plus 
exigeante pour les deux types d'operateurs, mais occasionne un plus grand taux de 
degradation des performances pour les operateurs entraines que pour les operateurs novices. 
Ceci s'explique par le fait que l'entrainement des operateurs n'a pas porte sur des essais avec 
obstacles mais seulement sur les deplacements des robots avec les deux interfaces-operateurs. 
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Notons aussi que les performances des operateurs sur le site A sont moins bonnes que 
pour le site B. Le site A est de type a espaces clos et comporte des corridors, ce qui creait un 
parcours tres bien defini. Le B est a aires ouvertes, ce qui a laisse plus de possibilites de 
navigation aux operateurs. Le site A a ete utilise le premier, ce qui a donne aux deux groupes 
une periode d'entrainement non negligeable. 
Enfin, les resultats du questionnaire d'utilisabilite ont fait ressortir que les operateurs 
preferent le systeme CoWorker et son interface-operateur VC avec la navigation par point de 
chute plutot que le Magellan Teleop et son interface-operateur CC avec la navigation par point 
de position, et ceci malgre le fait que les operateurs novices ont moins bien performe avec le 
CoWorker. La difficult^ percue par les operateurs demontre que la navigation par point de 
chute dans une vue VC est plus difficile a apprendre que celle de navigation par point de 
position sur une vue CC. II faut noter que 1'interface-operateur du Magellan Teleop ne requiert 
que deux boutons pour son utilisation, alors que le CoWorker en utilise quatre. Le CoWorker 
a ete percu comme etant moins securitaire a utiliser dans les domiciles que le Magellan 
Teleop. Le CoWorker possede une camera avec un angle de vue de 85° alors que le Magellan 
Teleop possede un capteur laser de 180°. De plus, il a ete mentionne qu'avec le CoWorker, il 
est frequent de perdre la vue du point de chute lorsque le robot pivote pour eviter un obstacle. 
2.3 Observations generates 
La methode devaluation proposee et utilisee pour cette etude pilote semble etre une 
solution interessante afin d'obtenir des informations pertinentes sur les contraintes de 
conception de tels systemes, la qualite des informations obtenues par de telles etudes etant 
critique a cette fin [SHOLTZ 2004]. A cause du petit nombre d'essais et d'operateurs lors de 
ces experiences, il n'est pas possible de degager des resultats significatifs pour 1'identification 
de considerations critiques a ce stade-ci, si ce n'est que d'indiquer des pistes qui semblent 
prometteuses. Au niveau de 1'interface-operateur, il serait interessant de combiner les 
avantages de la navigation par point de chute dans une modalite VC avec ceux de la 
navigation par point de position sur une modalite CC. L'integration d'une modalite VC avec 
une CC pourrait permettre de reduire 1'impact de Pentrainement des operateurs, reduire leur 
effort cognitif et augmenter les performances et la s^curite des missions. 
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D'une maniere generate, il a ete observe que la presence de petits obstacles, de 
corridors et de passages de portes augmentent significativement le niveau de difficulte pour 
les deux types d'operateurs, entraines ou novices. Parmi tous les essais, un seul cas a etc" 
repertorie ou un operateur entraine a realise une performance superieure de 9% a celle de 
l'operateur experimente. Des ameliorations quant aux capacites de locomotion ont aussi ete 
identifiees lors de cette etude, comme la capacite du robot a tourner sur lui-meme et 1'usage 
d'une locomotion et d'une suspension mieux adaptee aux environnements domiciliaires arm 
de faire face aux differentes surfaces, seuil de portes, mobiliers et objets heteroclites, etc. qui 
s'y trouvent. 
Enfin, ces experiences nous ont confirme que le referencement des resultats des 
operateurs entraines et novices avec celles quasi-optimales realisees par un operateur 
experimente permet d'enlever des biais et de faire ressortir des donnees pouvant etre 
comparees de fa9on interessante. Bien qu'elles soient insuffisantes pour degager des facteurs 
cles statistiquement significatifs quant aux modalites de visualisation, les experiences menses 
lors de cette etude sont done riches en termes de points a considerer pour la suite de nos 
travaux. 
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3 INTERFACES-OPERATEURS DE TELEOPERATION ROBOTIQUE 
Les facteurs qui ont influence la conception et les performances de nombreuses 
interfaces-opdrateurs de teleoperation de robot mobile sont issus de divers domaines de 
recherche, dont en particulier celui des etudes de facteurs humains {Human Factors) et ceux 
plus specifiques d'interaction humain-ordinateur {Human Computer Interaction), de 
1'interaction humain-robot {Human Robot Interaction), ainsi qu'en ergonomie [NEWMAN 
1995, RASKIN 2000, FONG 2003, SCHOLTZ 2004, CRANDALL 2005]. 
Appuye par les pistes identifiees au chapitre 2, l'objectif de ce chapitre est d'identifier 
dans la litterature scientifique les concepts et les caracteristiques de conception qui sont 
rapportes dans les domaines de recherches cites plus haut et visant a ameliorer la performance 
d'operateurs novices dans la teleoperation de robots mobiles. 
3.1 Concepts importants 
La qualite de l'interface-operateur de teleoperation du robot et l'experience de 
l'operateur sont deux facteurs importants ayant un impact direct sur la securite et la 
performance des systemes. Suite a l'intervention d'une equipe de secours equipee de systemes 
robotiques teteoperables lors de la catastrophe du World Trade Center, une Equipe de 
chercheurs [CASPER 2003] a indique que l'interface-operateur est un element critique de la 
performance des missions de sauvetage. Ces chercheurs ont aussi note que l'apprentissage des 
operateurs avec de tels systemes est important car les experts peuvent composer avec le stress 
et la surcharge d'informations jusqu'a un certain degre, alors que des operateurs novices ou 
non entraines ont plus de difficulte. 
Un modele a trois niveaux, illustre a la figure 3.1, a ete suggere par Rasmussen 
[RASMUSSEN 1983] pour expliquer les differents processus mentaux en jeu lors de la 
realisation de taches de teleoperation performante par Phumain. Ce modele est adopte par 
plusieurs. Lorsqu'un humain fonctionne au niveau d'habiletes, ses intentions gouvernent les 
actions et les corrections sont realisees de facon reflexe ou quasi-automatique, sans effort des 
niveaux mentaux superieurs. La performance est visualisee plutot qu'analysee et controlee 
[RASMUNSSEN 1982]. Ce modele decrit la relation entre l'humain et la tache comrne &ant 
distincte de celles entre l'humain et la machine, de meme qu'entre la machine et la tache. Le 
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processus du premier niveau est caracterise comme etant a base d'habiletes {skill-based), le 
second a base de regies {rule-based) et le troisieme a base de connaissances {knowledge-
based). 
Base de 
connaissances 
Identification 
Base de reg 
SymbSles Planification 
/prediction 
Figure 3.1 Modele SRK {Skill-Rule-Knowledge) de Rasmussen 
Base d'habiletes : A ce niveau les taches sont assumees par des actions familieres et 
realisees dans un contexte connu, Fhumain fonctionnant en mode automatique. 
Bases de regies : Les taches sont ici familieres a l'humain et utilisent efficacement 
l'application de regies bien integrees. II est pre-requis que la situation soit bien percue. 
Le processus est oriente par des raisonnements de type si-alors. 
Base de connaissances: Ce dernier niveau assure les taches non familieres, 
inhabituelles ou uniques a la personne. Les performances a ce niveau dependent des 
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connaissances, des capacites d'analyse et de diagnostic de la personne. Ces taches sont 
souvent exercees par un processus d'essai-erreur. 
Lorsque rhumain est soumis a une tache nouvelle, il essaie de la realiser en puisant 
dans ses habiletes acquises. Lorsqu'elles ne correspondent pas suffisamment a ses reperes, il 
tente de trouver les regies qui lui permettraient de resoudre le tout et, ultimement, il utilise ses 
connaissances pour faire face a l'inhabituel, l'inconnu et a l'imprevisible. Lorsque la tache a 
ete bien exercee, le processus se deplace vers un simple exercice d'habiletes acquises. Par 
exemple, l'apprentissage de la conduite d'une bicyclette ou d'un vehicule illustre bien ce 
processus. 
En realisant notre revue de la litterature, nous avons constate que cette representation 
en trois niveaux s'arrimait bien aux concepts cognitifs mis de l'avant pour les systemes de 
teleoperation. La synthese de ces transpositions est presentee au tableau 3.1. Nous utilisons ce 
modele de repartition de la complexity des capacites cognitives de l'humain de facon a faire 
correspondre ces niveaux SRK avec ceux de trois autres concepts importants que nous avons 
repertories. 
TABLEAU 3.1 CONCEPTS RELIES AUX NIVEAUX COGNITIFS 
Niveaux de 
cognition 
[RASMUSSEN 
1983] 
Habiletes 
(Skill-based) 
Regies 
(Rule-based) 
Savoirs 
(Knowledge-based) 
Modele cognitif 
[GOODRICH 2005] 
Espace de travail ou 
memoire a court terme 
Memoire a long terme, 
collection de modeles 
mentaux: regies 
M6moire a long terme, 
collection de modeles 
mentaux: savoirs 
Conscience de la situation (SA 
Situation Awareness) 
[YANCO 2004a-ENDSLEY 
1988] 
Perception 
(Perception passive 
[BAJCSY 1988]) 
Comprehension 
(Perception active 
[BAJCSY 1988]) 
Projection 
(Perception active 
[BAJCSY 1988]) 
Type de tidies de 
l'opeYateur 
[WICKENS 2000] 
Contr61e de la locomotion, 
defacement et 
positionnement 
Comprehension 
de la situation, robot et 
environnement 
Planification et 
anticipation, danger, 
trajet, et mission 
Plus specifiquement, le modele cognitif de Goodrich [GOODRICH 2003, 2005] (et se 
referant au concept d'ecologie d'interface-operateur [VINCENTE 1990]) se base sur deux 
types de memoire, l'une a long terme et la seconde a court terme. La memoire a court terme 
fait partie d'un espace de travail mental pour Panalyse des perceptions et l'elaboration d'un 
modele mental de la situation. Ce modele mental de 1'environnement est defini comme etant: 
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« ...an internal representation employed to encode, predict, and evaluate 
the consequences of perceived and intended changes to the operator's 
current state within a dynamic environment. » [GOODRICH 2005] 
Le concept de conscience de la situation, de l'anglais Situation Awareness (SA), se 
transpose avec les aspects cles de sa definition. Ce concept cle est relie a la fonction de 
telepresence dans l'environnement distant et sa perception par l'operateur. Des chercheurs ont 
demontre, a partir d'experiences de teleoperation dans des environnements virtuels, que les 
performances a atteindre dans la realisation de taches sont dependantes de la fonction de 
telepresence de l'operateur, ce qui en ferait un critere important de conception pour les 
interfaces-operateurs [RILEY 2004, CRANDALL 2005]. L'experience de telepresence vecue 
par l'operateur lui procure un certain niveau de conscience de la situation distante resultant de 
la quantite, de la pertinence et de la qualite des informations qui lui sont presentees via le 
systeme. 
Ce concept de conscience de la situation decoule d'une certaine construction mentale 
de l'environnement distant et des elements presents, tel que defini par Endsley [ENDSLEY 
1988] et recemment adapte par Yanco [YANCO 2004a], Cette definition correspond : aux 
perceptions de la localisation du robot, de l'entourage, et de son etat; la comprehension de la 
signification des perceptions; et la projection de comment le robot va se comporter dans un 
futur immediat. Cette definition comprend done trois aspects fondamentaux relies a des 
capacites cognitives de l'operateur: la perception, la comprehension et la projection. Le 
niveau de conscience de la situation a ete identifie comme etant un facteur qui influence la 
performance des operateurs lors de missions de recherche et de sauvetage en milieu urbain. 
Un faible niveau de conscience de la situation a occasion^, durant des competitions de 
teleoperation de robots, de la confusion chez les operateurs [YANCO 2004a - DRURY 2003]. 
D'ailleurs, 1'evaluation du taux de conscience est vue comme pouvant aider a mieux 
comprendre les mecanismes et les caracteristiques des systemes de teleoperation de facon a 
procurer des operations securitaires et efficaces [KABER 2000]. Un outil devaluation base 
sur les trois aspects de la conscience de la situation a ete developpe [SCHOLTZ 2005] et 
consiste en trois series de questions, une pour chaque niveau. Nous avons aussi ajoute entre 
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parentheses dans le tableau 3.1 une equivalence de classification [BAJCSY 1988] pour les 
perceptions de types passives et actives. 
Enfin, le tableau 3.1 etablit le parallele avec les trois types de taches (les deux 
premieres ont ete enoncees par Wickens [WICKENS 2000]) implicitement requises par un 
operateur pour le deplacement et le positionnement securitaire et efficace d'un robot mobile 
teleopere. Cette distinction permet de positionner le role de chacun des niveaux de cognition 
en fonction d'une graduation des taches d'un aspect d'efficacite vers un de securite. A la base, 
les habiletes de 1'operateur doivent etre suffisantes pour performer avec des taches de 
controle. Au second niveau, il doit comprendre la situation pour assurer la securite. Enfin, il 
faut etre capable de planifier et d'anticiper suffisamment ce qui se passera pour accomplir la 
mission sans danger. 
Cette synthese met en evidence que la charge cognitive d'un operateur pour le 
deplacement et le positionnement de robots teleoperes dans des domiciles se doit d'etre 
minimale. Elle ne devrait faire appel qu'aux habiletes de premier niveau, comme la memoire 
et les mecanismes d'analyse a court terme. De cette facon, les capacites de comprehension et 
d'anticipation sont alors disponibles pour des activites globales et securitaires de la mission. 
L'interface-operateur de teUeoperation doit fournir suffisamment d'informations de la situation 
mais aussi sous une forme ou les efforts cognitifs de 1'operateur sont minimises. Les 
mecanismes d'interaction, de leur cote, doivent permettre un controle de la locomotion en 
fonction des habiletes acquises de 1'operateur. L'information ainsi presentee doit fournir de 
facon intuitive une comprehension de la situation et permettre une planification aisee des 
taches de teleoperation. 
3.2 Caracteristiques de conception d'interfaces-operateurs conventionnelles 
Les interfaces-operateurs de systemes robotiques teleoperes ont debute avec 1'usage 
d'images video de la scene provenant d'une camera montee sur le robot [MONTFERRER 
2002]. Ce type d'interface-operateur est identifie comme etant Video Centrique (VC). Dans la 
litterature scientifique [MONTFERRER 2002, WOODS 2004], les interfaces-operateurs 
qualifiees de conventionnelles sont de ce type. 
La difficulte de piloter le robot grace a un flux d'images video est decrit par des 
chercheurs comme etant similaire au fait de regarder au travers d'une paille [WOODS 2004]. 
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Ces limitations de perception r^duisent la conscience de la situation, ce qui peut mener a de la 
confusion chez Poperateur et affecter la securite et l'efficacite de la teleoperation [YANCO 
2004, DRURY 2003]. En mode VC, la conscience de la situation de Poperateur est fonction 
de la plage des perceptions possibles pouvant etre extraites du flux d'images. L'operateur doit, 
par des processus cognitifs particuliers, extraire un modele tridimensionnel (3D) de Pespace, 
des objets et du robot a partir d'une projection d'images bidimensionnelles (2D). Ce travail 
d'extraction de caracteristiques pour P elaboration d'un modele mental approprie fait appel a 
des capacites cognitives de plusieurs niveaux. Elle demande des efforts d'attention et de 
cognition plus importants que si Poperateur se deplacait reellement a la place du robot dans 
Penvironnement en question. L'operateur doit mobiliser sa memoire de travail a court terme, 
de pair avec des capacites cognitives d' analyse complexe et basees sur des regies et des 
savoirs, pour realiser de simples taches de positionnement et de deplacement [GOODRICH 
2004]. 
L'usage de plusieurs cameras pour augmenter Pangle de vue a demontre 
Paugmentation de la performance des operateurs [HUGHES 2003 - VOSHELL 2005]. Les 
effets negatifs d'une restriction de Pangle de vue sont de leur cote des problemes de 
locomotion, de reference spatiale, de perception et d'auto-localisation. Les cameras 
panoscopiques ou Pajout de cameras sont une solution au probleme d'angle de vue mais elles 
imposent une contrainte sur la largeur de bande requise du systeme de communication 
[THOMAS 1997]. 
La position des cameras sur les robots a aussi une influence sur les perceptions des 
operateurs. Avec un robot mobile, la camera est generalement placee a une hauteur du sol 
d'environ 20 a 40 cm, ce qui procure un point de vue inhabituel pour Poperateur. Les 
consequences de cette situation, dans certaines conditions, peuvent affecter la capacity de 
l'operateur a obtenir ou a maintenir un modele mental 3D precis de la scene et de la situation 
du robot. Lors de seances de teleoperation par des operateurs novices de robot mobile dans 
des environnements exterieurs inconnus (surface de mars par exemple), Kanduri et al. 
[KANDURI2005] ont d'ailleurs demontre que la perception de la hauteur d'objets distants est 
generalement surestimee d'environ 192%. 
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Une interface-operateur de teleoperation doit fournir des informations critiques pour 
P operation adequate et securitaire du robot distant [MEIER 1999]. L'ajout de divers senseurs 
d'obstruction, de positionnement et de localisation comme les senseurs de contact, a 
infrarouge, a ultrasons, laser, etc. permettent d'enrichir les informations de Pinterface-
operateur sur 1'occupation des lieux et de ses caracteristiques [MONTFERER 2002]. Des 
chercheurs ont demontre qu'avec des systemes complexes comportant plusieurs senseurs, la 
charge cognitive des operateurs peut etre tres grande et peut produire, par consequent, de la 
fatigue, du stress et dans certains cas extremes mener a Pincapacite a realiser les taches 
demandees [SHERIDAN 1992]. II faut noter que les informations provenant de fenetres 
distinctes et alimentees par des senseurs differents utilisent generalement des metaphores et 
des degres d'abstraction differents. Par exemple, une fenetre complementaire presentant une 
carte des lieux avec le positionnement du robot utilise une perspective differente de celle de la 
vue video. La vue de la carte est aerienne, du haut vers le bas (exocentrique, de l'exterieur 
vers le robot) et celle des images video est horizontale, du robot vers la scene avant 
(egocentrique, du robot vers l'exterieur). L'operateur est done contraint de balayer chaque 
zone, d'en interpreter l'information et de les combiner de facon consistante pour obtenir une 
representation exacte et complete de la situation. C'est pour cette raison que ce genre de 
systeme requiere des entrainements intensifs ainsi que de 1'experience dans des domaines 
connexes pour une operation securitaire et efficace. Le benefice de l'apport d'informations 
supplementaires dissoci6es du flux video serait alors reduit par la charge cognitive 
additionnelle pour leur integration au modele mental de l'operateur. 
Enfin, Pinforrnation de profondeur dans la scene semble essentielle pour assurer un bon 
jugement spatial chez l'operateur. De nombreuses erreurs de teleoperation ont ete attribuees a 
Pestimation erronee de distance a partir d'images video bidimensionnelles [McGOVERN 
1988]. Selon ces chercheurs, ce probleme comporte deux aspects cles: premierement, 
Phumain n'est pas toujours precis ou consistant pour des jugements de distances absolues; 
deuxiemement, les perceptions decoulant de vues video bidimensionnelles sont limitees. Tout 
particulierement, des informations comme la profondeur, la position, les mouvements, les 
dimensions, les obstructions, les objets et differents plans sont particulierement affectes. Les 
mecanismes de focalisation, de convergence et de stereoscopie sont totalement neutralises 
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avec une vue de la scene presentee sur un ecran plat. L'operateur ne peut les utiliser comme il 
le fait inconsciemment dans ses deplacements dans Penvironnement et dans la manipulation 
directe d'objets. L'operateur utilise une partie plus restreinte et contraignante d'information 
qui sont disponibles sur Pecran, en particulier les informations d'ombre, de gradient de 
texture, d'occlusions, de points de fuite, de ligne d'horizon, de perspectives, de mouvement de 
parallaxes, etc. Certains de ces mecanismes requierent un niveau d'analyse cognitive plus 
elabores et necessiteraient par consequent une charge cognitive plus importante pour la 
resolution des caracteristiques de position et de situation dans la scene. Toutes ces 
considerations soulevent done la question de la qualite de 1'integration des multiples 
informations sur un meme ecran. 
3.3 Considerations a prendre pour la conception de systemes robotiques 
teleoperes 
Six experts en conception de systemes robotiques teleoperes ont indique Pimportance 
de considerer des concepts du domaine de P interaction humain-machine lors de la conception 
de systemes robotiques et de leur interface-operateur [STEINFIELD 2004]. Leurs 
commentaires sur les interfaces-operateurs de teleoperation se resument par les trois enonces 
suivants : 
• La plupart des interfaces-operateurs pour les systemes autonomes ou semi-
autonomes sont concus par des roboticiens et pour leur propre usage; 
• Elles ne sont pas concues pour etre operees par des operateurs non entraines; 
• La majorite des interfaces-operateurs sont mal concues. 
Un autre groupe de chercheurs [OTT 2005] a fait ressortir que les operateurs novices et 
experts n'ont pas les memes opinions par rapport a ce qui est utile et utilisable sur les 
interfaces-operateurs, ce qui confirme Pimportance des facteurs humains pour la conception 
d'interfaces-operateurs de teleoperation. Les recherches en facteurs humains ont aussi montre 
que pour concevoir une interface-operateur utile, efficace et utilisable, il faut inclure tout au 
long du processus de conception une perspective centree sur les utilisateurs plutot que sur 
Pingenierie uniquement [ADAMS 2002]. Ce domaine indique aussi que les concepts suivants 
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doivent etre considered lors de la conception d'interface-operateur : orientation utilisateurs, 
prise de decision chez l'humain, charge cognitive, vigilance, conscience de la situation et 
erreurs humaines. 
TABLEAU 3.2 DIRECTIVES DE CONCEPTION DE SYSTEMES ROBOTIQUES TELEOPERES ET DE LEUR 
INTERFACE-OPERATEUR 
Aspects SCHOLTZ 2004 YANCO 2004b GOODRICH 
2005 
NIELSEN 2005 
Modalite de 
visualisation 
• Presentation 
automatisee 
d'informations 
contextuelles 
• Indicateurs d'etats 
du robot, de camera 
active et de sa 
position, de traction 
et de glissement 
• Integration 
d'information de 
senseurs diffeYents 
• R6duire le nombre de 
fendtres 
• Fusion de senseurs 
• Fournir de 
l'information spatiale 
sur le robot et 
l'environnement 
• Manipuler la 
representation 
plutot que le robot 
• Adapter 
implicitement 
Pinterface et les 
modes 
d'autonomie 
• Integration des 
informations de 
senseurs 
differents dans 
une m^me fenetre 
Position 
• Fournir un guide de 
reference de la 
position du robot 
• Carte de localisation > Adapter la 
relation entre 
robot et 
environnement 
Memoire 
• Exterioriser la 
memoire 
• Apprentissage 
> Faciliter la 
memorisation de 
repdres 
Operateur 
• Ajustement de 
l'information par 
l'operateur 
• Aide au maintien 
de Pattention 
> Perspective 
ajustable par 
l'operateur selon 
la tache 
Robot 
• Capacite d'auto 
inspection des 
elements du robot et 
de son empStrement 
• Automatiser le niveau 
d'autonomie du robot 
• Interface-operateur 
pour contr61er 
plusieurs robots 
simultanement 
• Utilisation de 
reperes humains 
par le robot 
Quatre groupes de chercheurs en robotique ont formule des directives globales pour la 
conception de systemes robotiques teleoperes. Le tableau 3.2 resume leurs recommandations 
selon cinq aspects. Scholtz [SCHOLTZ 2004] a formule ces directives a partir de 1'analyse de 
la competition de recherche et sauvetage urbain (USAR - Urban Search and Rescue) lors de 
Robotcup 2003. Yanco et al. [YANCO 2004b] les a formulees a partir de la competition 
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USAR lors de l'evenement Robot Rescue Competition de 1'AAAI 2002 {American Association 
for Artificial Intelligence). Goodrich et al. [GOODRICH 2005] ainsi que Nielsen et al. 
[NIELSEN 2005] Font fait a partir de leurs propres activites de recherche. L'aspect qui suscite 
le plus de recommandations est celui relie a la modalite de visualisation de 1'information de 
l'interface-operateur. Ceci justifie la pertinence de focaliser nos efforts sur cet aspect. 
3.4 Modalites de visualisation de 1'information 
L'impact des modalites de visualisation sur le niveau et la qualite de la conscience de 
la situation a 6te note par Johnson et al. [JOHNSON 2003] en utilisant une interface-operateur 
developpee par le groupe de Kawamura [KAWAMURA 2003]. Ceux-ci ont integre le concept 
d'ego-sphere sensoriel (SES) [ALBUS 1991] consistant a presenter un systeme de 
coordonnees dense autour de l'ego du robot, pour en demontrer l'utilite a augmenter le niveau 
de conscience de la situation. Cette interface-operateur comprend autant de fen&res que de 
types de senseurs, et dissemine rinformation video, de sonar, de laser, de compas et de carte, 
lis ont compare les performances d'operateurs novices utilisant 1'interface-operateur originale 
a cinq fenetres avec celui presentant une vue de l'ego-sphere dans une fenetre supplemental, 
lis ont, contrairement a leur attente, demontre que l'ajout de cette vue diminuait les 
performances, ce qui etait selon eux du a une augmentation de la charge cognitive causee par 
l'ajout d'une sixieme fenetre a l'interface-operateur : 
« ...a higher demand for necessary thinking, task difficulty, physical efforts 
and stress level of operators ...these finding may be due to the addition of 
the SES display. » [JOHNSON 2003] 
La fragmentation et la dissemination des informations sur differentes fenetres ou zones 
de presentation diminueraient par consequent Putilisabilite de l'interface-operateur. 
Crandall et al. [CRANDALL 2005] ont identifie que frequemment la conception 
d'interfaces-operateurs de teleoperation est guidee par une contrainte de charge de travail de 
telepresence et un niveau de conscience de la situation par Poperateur. Les techniques 
reconnues pour ameliorer ces faiblesses sont nombreuses : la fusion de senseurs, les affichages 
ajustables, les affichages avec memorisation d'informations, la realite virtuelle, les affichages 
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predictifs et la realite augmentee. D'autre part, des techniques d'assistant intelligent 
d'interfaces et les interfaces qui apprennent des operateurs sont aussi envisagees pour 
augmenter leur utilisabilite. 
La telepresence est realisee lorsqu'une interface-operateur procure une illusion de 
presence physique dans un endroit distant. Elle est universellement reconnue comme pre-
requise pour une teleoperation manuelle directe. Le degre d'immersion realise par les 
interfaces-operateurs peut etre tres partiel, comme par exemple un simple point sur une carte 
ou encore une vue video 2D de la scene (e.g., Carte Centrique). II peut, a l'autre extreme, 
utiliser une immersion complete en realite virtuelle ou augmentee avec des interfaces 
haptiques. 
La realite virtuelle a ete introduite aiin d'enrichir les vues presentees a l'operateur, 
dont en particulier la representation 3D de la scene et des elements qui s'y trouvent. Dans une 
definition plus restrictive, elle correspond a la synthese d'un espace 3D de pair avec un 
mecanisme d'interaction et de commande a retour de force (haptique). Lorsqu'elle est definie 
de facon plus elargie (e.g., environnement virtuel, espace synthetique), elle exclue d'une part 
les m&anismes haptiques et d'autre part couvre des situations ou la modelisation peut etre tres 
simple, comme dans le cas extreme d'une communication telephonique [STEUER 1992]. 
L'usage d'informations de l'environnement reel et de ces entites pour alimenter la 
modelisation (construction et comportement) de la realite virtuelle est qualifie plutot de realite 
mixte [MILGRAM 1995]. On retrouve deux variantes de realite mixte : la realite augmentee 
(RA) qui consiste generalement en images video reelles auxquelles s'ajoute de l'information 
modelisee, textuelle, graphique ou visuelle; la virtualite augmentee (VA) est celle ou 
s'ajoute de l'information reelle selon une certaine correspondance au modele 3D de synthese 
[DRASCIC 1996] (figure 3.2). La figure 3.2 presente schematiquement Petendu des realites 
mixtes (zone hachuree) qui incorpore la realite et la virtualite augmentees et exclus les aspects 
purement reel ou virtuel (cercle blanc). 
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REALITES MIXTES 
I REEL J 
REALITE 
AUGMENTEE 
Figure 3.2 Realties mixtes 
L'integration de donn^es provenant de senseurs de distance et de localisation pour 
realiser une carte 3D en realite virtuelle est de plus en plus accessible. La recherche de 
methode d'integration coherente de vues video de la scene en temps reel avec une carte en 
realite virtuelle est identified comme une piste de solution pour le probleme de reduction de la 
charge cognitive de l'operateur. Goodrich et al. [GOODRICH 2005] ont utilise" la virtualite 
augmentee qui consiste a augmenter une vue en realite virtuelle d'une vue vid^o de la scene, 
lis avancent l'hypothese que l'operateur est sollicite avec les interfaces-operateurs 
conventionnelles multifenetres a fonctionner par bases de regies et de connaissances plutot 
que par habiletes, ceci a cause du fait que la restriction et la mauvaise integration des 
informations de plusieurs senseurs les forcent a fournir des efforts mentaux non habituels pour 
fabriquer et maintenir un modele mental approprie de la situation. On sait depuis les debuts de 
1'automobile que la conduite de vehicule est une tache perceptive basee sur des habiletes 
plutot que sur des regies ou de la connaissance [GOODRICH 2005]. Cette perspective limitee 
qu'offre chacune des fenetres d'une l'interface-operateur multifenetre force l'operateur a 
utiliser de facon compensatoire des capacites de haut niveau cognitif pour traduire, combiner, 
interpreter et ainsi reconstruire des situations que l'interface-operateur ne peut lui permettre de 
percevoir directement. lis recommandent de coupler de facon plus intime et adequate les 
informations provenant des senseurs dans une vue integree pour permettre la reduction de la 
charge cognitive de la navigation du robot. lis ont introduit l'idee de l'utilite potentielle de 
Pintegration d'une vue video egocentrique avec des informations d'une carte de grille 
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d'occupation fabriquee a partir de donnees d'un detecteur laser de distance. Cette technique 
facilite la perception simultanee par l'operateur de la pose du robot et des informations sur 
l'environnement ou se trouve le robot. Leur approche se base sur le concept de conception 
ecologique de Gibson [GIBSON 1979] applique aux interfaces-operateurs de teleoperation. 
Cette approche a comme but d'exploiter les perceptions et capacites d'action de l'operateur 
pendant les activites de resolution de problemes. Elle consiste done a realiser des interfaces-
operateurs comportant des indications supplementaires obtenues par prediction, extrapolation 
ou par synthese, en plus de celles generalement directement observables comme par exemple 
presenter le devant du robot, la tete (le mecanisme de positionnement de la camera, 
inclinaison), les yeux (zoom), les orteils (terrains, textures, roues, trous, etc.). 
La realite virtuelle permet done d'introduire des dimensions nouvelles dans la 
presentation de 1'information a l'operateur en permettant entre autres un controle etendu du 
point de vue dans l'environnement de facon a presenter les vues les plus diverses et les mieux 
appropriees a la tache. La dependance a un signal video continu de qualite de la scene pour la 
teleoperation est contraignante [TROUVAIN 2003]. Un groupe de chercheurs a demontre 
qu'en utilisant un bon modele 3D simule de l'environnement pour l'interface-operateur, il est 
possible de reduire le nombre d'erreurs de l'operateur tout en minimisant la bande passante 
requise de communication [BRUEMMER 2005]. La bande passante requise pour la 
transmission d'images video est de beaucoup plus importante que celle requise pour la 
transmission d'informations de localisation et d'etat du robot. Une simple extrapolation a 
partir de la localisation, la distance des obstacles et la vitesse du robot permet de maintenir la 
teleoperation d'un robot sur une carte ou avec un modele 3D de l'environnement. 
Un modele virtuel 3D procure de 1'information supplementaire et peut permettre de 
stabiliser la teleoperation. Un groupe de chercheurs a montre qu'une interface-operateur en 
virtualit6 augmentee 3D, qui permet de visualiser Tangle de vue d'une camera ajustable PTZ 
{Pan, Tilt, Zoom) et sa position relative a celle du robot, ameliore substantiellement la 
performance de l'operateur tout en diminuant la charge de travail [NIELSEN 2005]. Mais ceci 
peut aussi occasionner des problemes de perception si des decalages se produisent avec la 
realite. Des experiences de telemanipulation d'objets ont demontre que de petites valeurs de 
decalage sont facilement compensees par les operateurs. Par contre, au-dela de certaines 
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valeurs limites, le temps d'achevement de taches et la fatigue de l'operateur augmentent 
rapidement [THOMPSON 2000]. Ce genre de decalage apparait suite a des delais 
importantsde captation, de temps de traitement et de communication des informations 
presentees a l'interface-operateur. 
La fusion de donnees de senseurs a une interface-operateur de teleoperation a ete 
utilisee par Meier et al. [MEIER 1999] pour 1'amelioration de l'operation. Ceux-ci ont 
demontre que la fusion de senseurs permettait de creer des interfaces-operateurs de 
visualisation pouvant simplifier l'interaction humain-machine. La strategic vise a fusionner les 
informations de multiples senseurs et de les presenter de facon a ce que l'operateur per9oive 
rapidement ce qui est important pour la tache. lis ont utilise la fusion d'informations de 
differents senseurs pour ameliorer la teleoperation et ont demontre qu'elle ameliorait 
l'estimation de distance et la detection d'objets rapproches par l'operateur en plus de 
permettre F amelioration d'une carte d'occupation des lieux (grid based map). La strategic 
qu'ils ont utilisee consiste a selectionner des senseurs complementaires, a combiner les 
informations de facon appropriee et de concevoir une presentation efficace de la fusion. Les 
deux aspects importants de la fusion d'informations de senseurs differents sont la 
determination de points de correspondance (registration) ou les informations redondantes 
doivent etre synchronisers, et la complementarite des informations permettant une mise en 
commun de l'apport de chaque senseur. L'optimisation de la presentation des informations 
visuelles est une avenue pour minimiser la charge cognitive de l'operateur tout en augmentant 
l'efficacite de la realisation de taches de deplacement et de positionnement de robots 
teleoperes. Selon [THOMPSON 2000], un modele virtuel 3D procure de l'information 
supplementaire a l'operateur. 
Selon le type de points de vue (aussi qualifies de perspectives) fourni par l'interface-
operateur, Wang et al. [WANG 2001-2004] ont identifie trois options pour la presentation 
d'informations de localisation, d'orientation et de Penvironnement d'un robot teleopere : 
• Egocentrique : Penvironnement est presente d'une perspective interieure au robot 
vers l'exterieur. Cette option correspond a la vue obtenue en conduisant un 
vehicule ou a partir d'une camera fixee sur un robot et pointant vers Pavant. 
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• Exocentrique : l'environnement et le robot sont presents d'un point de vue 
exterieur. Une vue aerienne de la scene et du robot correspond a ce mode. 
• Perspectives mixtes : 1'interface-operateur presente plusieurs perspectives de 
facon simultanee. Une version simple consiste a le faire a partir de fenetres 
distinctes. Par exemple, une fenetre presente une vue egocentrique (ex.: images 
video de la camera du robot) et une seconde une vue exocentrique (ex. : position du 
robot dans une carte). Cette option peut aussi faire Pobjet d'une integration ou 
d'une fusion plus poussee des informations avec un m^canisme de reference entre 
les perspectives. Ceci vise a faciliter les perceptions de l'operateur et ainsi 
diminuer ses efforts cognitifs pour avoir une conscience de la situation appropriee. 
L'affichage d'horizon et d'inclinaison artificiels integres a une vue video sur un 
ecran d'avion est un exemple, qualifie de perspective mixte referencee. Lors de 
teleoperation sur des terrains non-uniformes, il a ete demontre qu'une interface-
operateur de teleoperation de presentation a perspectives mixtes avec une reference 
gravitationnelle de la scene combinee a des informations de situation du robot 
[WANG 2004] ameliorait la perception de la situation du vehicule par l'operateur. 
L'inclusion du chassis dans la vue de la scene et l'inclinaison de la vue video 
proportionnellement a celle du robot permet de realiser ce mode. 
3.5 Classification des modalites de visualisation 
Dans la litterature, une certaine confusion regne par rapport a la classification des 
interfaces-operateurs de teleoperation. Ceci vient du fait que les interfaces-operateurs 
component deux aspects importants mais dissoci^s: les modalites de visualisation de 
l'information d'une part, et les mecanismes de commandes de l'autre. Ici nous traitons que de 
la premiere. 
Les modalites de visualisation sont regroupees en deux grandes categories selon leur 
element principal de visualisation : Video Centrique (VC) ou Carte Centrique (CC). L'element 
principal d'une interface VC est base sur le flux video, tandis que pour une interface CC une 
carte des lieux est l'element principal. La modalite Video Centrique offre une perspective 
egocentrique alors que la Carte Centrique offre divers degres d'exocentricite. Chacune de ces 
categories se divisent selon l'ajout ou non d'elements provenant de la realite virtuelle, ce qui 
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donne des interfaces de type augmentee (RA) pour les VC, ou de type virtualit^ augmentee 
(VA) pour les CC (elles sont identifiees dans la litterature comme etant de perspective mixte). 
Les elements de realite virtuelle ajoutes peuvent se faire en 2D, 2/4D, 3D ou meme en 
stereoscopie (ou 3DS). 
Les interfaces dites conventionnelles presentent un mode principal de visualisation 
accompagne ou non de modes secondaires en peripherie et de moins grande dimension 
(tableau 3.3). II existe differents types d'interfaces VC selon le type d'informations visuelles 
retournees (2D, 3D, 3DS) et la presence de fenetres secondaires (montrant d'autres 
informations comme une carte de position, les lectures de capteurs, etc.). Les memes variantes 
s'appliquent aux interfaces de type CC. 
TABLEAU 3.3 CATEGORIES D'INTERFACES-OPERATEURS CONVENTIONNELLES 
Modalite 
Video 
centrique 
Carte 
centrique 
Type 
VC2D 
VC2DMF 
VC3DS 
CC2D 
CC2DMF 
CC21/2D 
CC3D 
CC3DS 
Description 
Video centrique en 2D, e.g., Co Worker 
Video centrique 2D multifenetres (plus de trois fenetres affichant 
l'etat des senseurs) (Interface de 1'INNEL [BAKER 2004]) 
Affichant une vue stereoscopique 3D 
Carte centrique en 2D, e.g., Magellan 
Carte centrique 2D multifenetres (plus de trois fenetres affichant 
l'etat des senseurs) 
2V2D,3D ou stereoscopique 3DS 
Comme le montre le tableau 3.4, de telles variantes se retrouvent aussi chez les 
interfaces de realite mixte (RA ou VA). Une interface de type VC se transforme en RA par 
l'ajout de texte, d'elements graphiques ou d'informations d'autres sources par superposition, 
insertion, transformation ou fusion (e.g., mires, cibles, reperes, trajets sur le sol). Une interface 
CC devient VA par l'ajout d'informations d'autres capteurs (video, etc.). Plus specifiquement, 
l'insertion d'elements provenant d'un flux video dans la carte permet de creer une vue de type 
mixte a predominance exocentrique (ME). 
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TABLEAU 3.4 CATEGORIES D'INTERFACES-OPERATEURS AMELIOREES 
Modalite 
Video 
centrique 
Carte 
centrique 
Type 
RA2D 
RA3D 
RA3DS 
ME2D 
ME2!/2D 
ME3D 
ME3DS 
Description 
Realite augmentee en 2D [BAKER 2004, OTT 2005, KEYES 2006, 
DRURY 2007] 
Realite augmentee en 3D [LABONTE 2007] ou stereoscopique 3DS 
[FONG 2001, MONTFERRER 2002] 
Mixte exocentrique en 2D 
Mixte exocentrique en 2!4D [RICKS 2004, BRUEMMER 2005, 
DRURY 2007], 3D [LABONTE 2007] ou stereoscopique 3DS 
Enfin, les modalites de type Carte Centrique peuvent aussi mener a de la Realite 
Augmentee en presentant une carte soit en 2D, 2 ^ 0 , 3D ou 3DS, avec une representation du 
robot se deplacant dans l'environnement selon les informations reelles de sa localisation. La 
perspective est par consequent exocentrique et selon divers degres en fonction du point de vue 
utilise. Lorsqu'on ajoute un flux video d'images en provenance d'une camera sur le robot, 
dans un cadre insere ou presente simultanement a la carte, il en resulte une perspective Mixte 
a predominance Exocentrique (ME). Cette situation implique aussi une condition de Realite 
Mixte. 
3.6 Etudes comparatives d'interfaces-operateurs 
II s'avere aussi utile de considerer les modalites et les resultats d'etudes comparatives 
rapportes dans la litterature sur le domaine des interactions humain-robot pour la conception 
d'interfaces-operateurs. Une premiere etude realisee par Baker et al. [BAKER 2004] a servi a 
qualifier subjectivement la facilite d'utilisation de leur nouvelle interface-operateur par des 
experts, en fonction de leur experience personnelle avec d'autres interfaces-operateurs. La 
deuxieme 6tude compare deux points de vue de camera avec une meme interface-operateur 
amelioree [KEYES 2006]. Enfin, trois autres [RICKS 2004, BRUEMMER 2005, DRURY 
2007] comparent leur interface-operateur amelioree avec une conventionnelle de type VC2D. 
Le tableau 3.3 presente un sommaire des conditions experimentales de ces cinq etudes. Les 
deux premieres utilisent des interfaces-operateurs de type realite augmentee (RA2D) selon une 
perspective video centrique (VC2D). Les trois autres sont de type mixte exocentrique 
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(ME21/2D) selon une perspective carte centrique (CC) et ou elle utilise des constructions 
d'objets virtuels en 2V2D car 1'information verticale utilised est une valeur fixe. Les deux 
premieres etudes n'ont pas un nombre statistiquement significatif d'operateurs ou d'essais, ce 
qui diminue la valeur des resultats obtenus. Par contre, la troisieme et quatrieme comportent 
des echantillons importants d'operateurs, et la cinquieme comporte un nombre important 
d'essais avec 8 operateurs. 
TABLEAU 3.5 ETUDES COMPARATIVES 
Etude 
BAKER 2004 
KEYES 2006 
RICKS 2004 
BRUEMMER 
2005 
DRURY 2007 
Interface-
operateur 
RA2D 
RA2D 
ME2!/2D 
ME2l/JD 
ME2'/2D 
Nb 
Operateurs 
5 
19 
(9 hommes, 
10 femmes) 
32 
64 
8 
(7 hommes, 
1 femme) 
Type 
d'operateurs 
Experts 
nd 
Experience 
minimale 
Grand public 
nd 
Nb essais 
par 
opera teur 
nd 
2 
2 
2 
24 
Comparaison 
Subjective selon 
l'expgrience des 
operateurs 
Deux points de 
vue de la camera 
VC2DetME2'/2D 
VC2DetME2'/2D 
VC2D et ME2/2D 
Le tableau 3.4 presente les resultats obtenus de ces etudes. Les metriques utilisees pour 
ces experiences sont differentes dans la plupart des cas ce qui rend tres difficile la 
comparaison des resultats entre chaque etude. 
L'etude de Baker et al. [BAKER 2004] porte sur une interface de type realite 
augmentee video centrique. Cette interface comporte une fenetre pr^sentant des images video 
de la scene devant le robot autour de laquelle sont disposes des rectangles de couleurs 
indiquant la presence d'obstacles. A droite de cette fenetre se trouve une carte d'occupation 
tracee selon les informations retourn6e par les senseurs de distance. Au-dessus est affiche une 
vue video reduite de rarriere du robot pour simuler une fonction de retroviseur. Enfin, une 
fendtre en haut a droite presente des indicateurs d'etats. Cette interface-operateur fut soumise 
a des tests de teleoperation avec cinq operateurs qui ont subjectivement enonce qu'elles 
etaient facile a utiliser. Keyes et al. [KEYES 2006] ont compare cette meme interface-
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operateur avec deux configurations de position de camera sur le robot. La premiere 
configuration est de type egocentrique avec la camera sur le robot a 30 cm du sol, dirigee vers 
l'avant sans permettre de voir le robot. La seconde configuration consiste a placer la camera a 
environ un metre du sol, legerement vers l'arriere du robot, dirigee vers Pavant mais en 
plongee de facon a inclure la moitie avant du robot. II en resulte une vue legerement 
exocentrique. Deux metriques sont utilisees dans l'etude : le temps d'execution des taches, et 
le nombre de collisions. Dix-neuf operateurs, neuf hommes et dix femmes de 18 a 45 ans, ont 
utilise les deux interfaces-operateurs. La m&rique de temps n'a pas permis d'obtenir de 
resultats significatifs. Par contre, pour le nombre de collisions, l'etude demontre une reduction 
significative de la moyenne de collisions de 4,6 a 1,3 pour Pinterface-operateur avec le point 
de vue en plongee. La presentation de la partie avant du robot et des elements s'y trouvant de 
part et d'autres procure une perspective legerement exocentrique et elargie Tangle de vue de 
Poperateur. Ceci rejoint les observations de Wang et al. [WANG 2004] qui avait identifie 
qu'une telle perspective ameliorait la perception de la situation par Poperateur, ce qui a un 
impact sur la reduction des collisions. 
Les etudes de Ricks, Bruemmer et de Drury recensees au tableau 3.4 sont de type Carte 
Centrique avec Virtualite Augmentee, soit ME254D. Un exemple de ce type d'interface-
operateur consiste a generer un modele grossier des obstacles que le robot rencontre dans son 
environnement. La technique utilisee consiste a generer des petits volumes rectangulaires ou 
cylindriques (barils ou boites) du sol a la ligne de detection du senseur de proximite, pour 
former des ilots ou murets selon la grosseur des obstacles. Ces elements visuels sont alors 
positionnes et memorises sur la carte. Cette technique de visualisation utilise un engin 3D 
mais correspond plutot a un rendu en 2ViD car les donnees dans Paxe de P elevation sont 
reduites a une valeur constante. La vue video avant du robot (egocentrique) est alors inseree 
dans un cadre qui flotte en face du robot. Selon P implementation, la vue peut aller de 
legerement exocentrique (la camera se trouve a l'arriere du robot et legerement en plongee 
pour voir le robot) a fortement exocentrique (ou la vue est beaucoup plus elevee et donne une 
perspective plus globale de Penvironnement). Dans ces configurations, les perspectives sont 
dites mixtes car le cadre des images video est egocentrique et le modele exocentrique. Ce type 
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d'interface-operateur est par consequent mixte en realites et en perspectives avec une 
predominance sur la vue exocentrique que procure la carte en 2V2D. 
Plus specifiquement, Ricks et al. [RICKS 2004] utilise une interface-operateur de type 
ME 2V2D ou la vue video est positionnee en haut de l'ecran et le module virtuel dans la partie 
inferieure. Leur implantation incorpore une particularite qui consiste a faire pivoter 
l£gerement la vue video de gauche a droite lors de la rotation du robot afin d'indiquer le sens 
du mouvent execute. lis ont done compare les performances de l'usage de cette interface-
operateur avec une interface-operateur conventionnelle video centrique a multifenetres (video, 
carte, senseurs lasers, senseurs ultrasons, indicateurs). Un groupe de 32 operateurs ayant une 
experience minimale avec des systemes de teleoperation a fait les essais de comparaison dans 
des parcours virtuels. L'interface-operateur ME2V2D a amelioree les performances du groupe 
de 17% en termes de temps d'execution des taches. II fut aussi note que les operateurs 
preferaient 80% plus souvent 1'interface-operateur ME2M-D. 
L'etude de Bruemmer [BRUEMMER 2005] porte sur des experiences entre une 
interface-operateur ME2VSD et une interface-operateur Video Centrique conventionnelle. Leur 
interface-operateur comporte deux particularites qui les distinguent des autres. La premiere 
consiste a inserer, en plus du flux d'images video avant du robot, des images de captures 
prises de differentes positions sur la carte afin de servir de reference pour l'operateur. La 
deuxieme ajoute un mecanisme permettant l'ajustement par l'operateur du point de vue 
permettant de passer d'un mode egocentrique a un mode tres exocentrique. Pour leurs 
experiences, ils ont utilise leur interface-operateur ME2/4D en mode realite virtuelle ou le flux 
video est enlevee pour la comparer a une interface-operateur ne comportant que le flux video 
de la camera sur le robot. Un groupe de 64 operateurs de 12 a 60 ans du grand public a realise 
des essais d'exploration par teleoperation. Trois metriques ont ete utilisees pour mesurer les 
performances relatives des interfaces-operateurs : la realisation des taches, la charge de travail 
estimde par le nombre de messages de commande provenant du joystick, et enfin la perception 
de facilite d'utilisation de 1'interface-operateur par les participants. Ils n'ont pas trouve de 
difference significative avec la metrique de realisation de taches. Pour la metrique de charge 
de travail, 1'interface-operateur a reduit la charge moyenne d'environ 19%. Enfin, l'opinion 
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moyenne des opeiateurs est que Pinterface-operateur amelioree leur procure un meilleur 
sentiment de contrdle (2,2%). 
L'etude menee par Drury [DRURY 2007] a consiste a realiser des comparaisons avec 
leur propre interface-operateur ME2HD. Leur interface-operateur se distingue par Pajout 
d'elements textuels et graphiques qui sont superposes a la fenetre de presentation. Dans le 
coin inferieur gauche, une carte d'occupation generee par un senseur de balayage laser a ete 
ajoutee. Cette interface-operateur fut comparee a une interface-operateur Video Centrique 
multifenetres. Cette interface-operateur comportait, en plus du flux video, une representation 
schematique de la presence d'obstacles autour du robot dans sa partie inferieure, une carte 
d'occupation, une vue video arriere du robot en position de retroviseur et des elements 
indicateurs d'etats. Leurs experiences avaient comme but de comparer des modalites de 
presentation Carte Centrique (par Pinterface-operateur ME2!4D) et Vid^o Centrique. Huit 
operateurs, sept hommes et une femme ages entre 25 et 60 ans ont realise 100 essais avec 
Pinterface-operateur ME2V2D et 92 avec celle de type VC2D. La metrique qu'ils ont utilisee 
se base sur les cinq caracteristiques qu'ils ont identifiees en rapport au concept de conscience 
de la situation (localisation, activites, environnement, etats, mission globale). lis ont trouve 
que Pinterface-operateur ME2HD est plus efficace pour la conscience de la localisation et que 
Pinterface-operateur VC2D est plus efficace pour celle de Penvironnement et des activites. 
Enftn, nous avons aussi recense deux interfaces-operateurs qui utilisent la realite 
virtuelle en mode 3D, mais aucune comparaison de leur performance n'est rapportee. Le 
premier est dans le domaine de P exploration spatiale ou la realite virtuelle est utilisee pour 
fournir une vue exocentrique elaboree de P environnement. Cette interface-operateur a ete 
developpee par la NASA (NASA Ames) [FONG 2001] pour realiser un rendu des obstacles et 
du terrain autour du robot. Le second cas est celui d'une interface-operateur de teleoperation 
de robot pour le travail collaboratif sous Peau [MONTFERRER 2002]. 
3.7 Problematique de recherche 
Les resultats presentes a la section 3.6 permettent de croire que Pusage de la realite 
virtuelle avec des interfaces-operateurs de types VC ou CC ameliorent dans certaines 
conditions les performances de teleoperation. Par contre, a cause des differentes conditions et 
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metriques utilisees de fa9on non uniforme dans les etudes repertoriees, il est pratiquement 
impossible de degager des facteurs precis de conception. 
Comme ameliorations possible, l'usage d'un modele precis en 3D plutot que 2V2D pour 
la realite augmentee dans l'interface-operateur serait une piste interessante a etudier et plus 
specifiquement sous deux aspects : 
• Utiliser et positionner le modele 3D presentant le meme point de vue que les 
images de la vue video centrique mais avec un angle de vue elargi. Les images 
vid6o seraient superposees au modele avec une certaine transparence pour 
permettre la correspondance des elements visuels, realisant ainsi une interface-
operateur de type RA3D. 
• Utiliser et positionner le modele 3D dans une perspective carte centrique 
positionnee en rapport a une representation virtuelle du robot simultanement a 
une vue video reelle de la scene. Cette interface-operateur serait de type ME3D. 
La problematique du projet implique d'evaluer dans un contexte securitaire et efficace 
les performances de teleoperation d'operateurs novices. L'aspect securitaire de la 
teleoperation est une contrainte qui implique les personnes, 1'environnement ou evolue le 
robot ainsi que l'integrite du robot lui-meme. L'efficacite de la teleoperation porte sur la 
capacite de l'operateur a deplacer et positionner rapidement et efficacement le robot pour que 
les equipements de telesurveillance embarques (audio et video conference) soient bien 
positionnes en fonction de la tache et de la personne sous surveillance. Les experiences 
prevues dans le cadre de ce doctorat ont comme but de repondre a la question suivante : 
Est-ce que les ameliorations proposees au niveau de l'interface-operateur en 
termes d'integration de la visualisation de I'information video avec un modele 3D 
de 1'environnement ameliorent les performances d'operateurs novices pour la 
teleoperation d'un robot mobile ? 
L'hypothese de recherche suggere par consequent que les ameliorations ciblees 
concernant les modalit^s de visualisation permettent d'ameliorer les performances 
47 
d'op&ateurs novices par rapport a une interface-operateur VC2D de type conventionnel. La 
complexity sous-jacente a cette question suggere d'adopter une approche incrementale en 
rapport aux activites experimentales mises en action de facon a faire une distinction entre 
fonctionnalites, performances et operabilite du systeme avec differents types d'operateurs. 
Des tests specifiques pour chacune de ces activites sont realises pour repondre a cette 
question, tels que couverts dans les chapitres 4, 5 et 6. 
48 
4 SYSTEME ROBOTIQUE TELEOPERE 
Un systeme robotique teldopere se compose de trois elements principaux : le robot 
mobile distant, le lien de communication et l'interface-operateur de tel^operation. Ce 
chapitre presente dans un premier temps les principales caracteristiques du systeme 
robotique developpe pour notre projet. Par la suite, les principales fonctionnalit^s de la 
nouvelle interface-operateur y sont presentees ainsi que celles reliees a l'outil integre 
d'evaluation des modalites de visualisation. Enfin, ce chapitre se termine par une serie de 
tests qui permettent de caracteriser le fonctionnement du systeme et ses performances. 
4.1 Plate-forme robotique 
Un robot specialement concu pour des applications de telesoins et de 
telesurveillance dans des environnements domiciliaires a ete developpe et construit 
simultanement au developpement de l'interface-operateur [CLOUTIER 2007, MICHAUD 
2008]. La figure 4.1 presente ce robot qui se nomme Telerobot. Le robot est equipe d'une 
tourelle qui comporte un plateau portant un systeme de visiophonie pour la communication 
bidirectionnelle d'un intervenant avec la personne sous surveillance. Le systeme comporte 
aussi une seconde camera haute resolution au-dessous du plateau. Cette camera permet a 
l'aide de controle PTZ d'observer des points precis dans l'environnement. 
La base du robot est circulaire et comporte deux roues motrices laterales lui 
permettant de tourner sur place. Cette caracteristique est tres utile pour un environnement 
domiciliaire ou il faut pouvoir orienter le robot et ses cameras dans n'importe quelle 
direction avec le minimum de commandes et de deplacements. Cette particularity evite 
aussi de fournir une fonction de reculons qui peut s'averer moins securitaire en presence de 
personnes. Un mecanisme de suspension a compensation differentielle est integre a la partie 
motrice de ce robot pour faciliter le deplacement sur des surfaces comportant de legeres 
denivellations comme les seuils de portes, tapis, etc. Ce systeme diminue les perturbations 
transmises aux composants du robot lors de deplacements sur diverses surfaces. Cela 
permet entre autres d'avoir des images video plus stables durant les deplacements du robot. 
Cette base est equipee de nombreux senseurs de presence et de distance pour 
detecter les obstacles autour du robot. Ces senseurs sont de trois types: ultrasons, 
infrarouge et de contacts. Des senseurs de type infrarouge sont aussi places sous le robot et 
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devant les roues motrices de fa9on a detecter des trous dans le plancher. Ceci permet 
d'arreter le robot et d'eviter des chutes. Un senseur de balayage laser (manufacture par 
SICK) permet au robot d'obtenir un trace horizontal de la distance des objets sur 180 
degres au devant du robot, avec 0,5 degre de precision. La localisation et le positionnement 
du robot sont realises grace au logiciel CARMEN (Carnegie Mellon navigation toolkit) 
[MONTEMERLO 2003] qui utilise les donnees d'odometrie et du senseur de balayage 
laser. Le logiciel CARMEN ainsi que les differents modules de controle du robot 
interagissent grace au logiciel d'integration et de communication MARIE [COTE 2004]. 
L'architecture de controle du robot est de type comportemental et comprend les 
fonctionnalites requises pour la teleoperation du robot [CLOUTIER 2007]. La vitesse 
lineaire maximum du robot est de 25 cm/sec et la vitesse de rotation est fixee a 28 
degres/sec. Une troisieme camera de type standard Quick Cam Pro est positionnee a 28 cm 
du sol, sous le senseur laser. Cette camera sert exclusivement a Pinterface-operateur de 
teleoperation pour le deplacement du robot. 
Figure 4.1 Telerobot 
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Dans le but de faciliter revaluation des modalites de l'interface-operateur avec un 
mode de commandes par joystick, un mode securitaire d'evitement d'obstacles a ete 
implante. II consiste a ralentir et a arreter le robot devant un obstacle. La raison justifiant 
l'utilisation de ce mode particulier plutot qu'un mode de contoumement assiste ou 
autonome du robot est de solliciter l'operateur a executer les commandes de contoumement 
dans les experiences prevues afin de mesurer leurs performances, et ainsi evaluer 1'impact 
des modalites lors de la teleoperation. 
L'interface-operateur roule grace a un ordinateur portable muni d'un processeur 
Centrio de 1,6 Ghz et utilisant le systeme d'exploitation Windows XP. L'ordinateur utilise 
un lien de communication sur le reseau local Ethernet a 100 Mbps pour acceder au serveur 
du robot par une passerelle Linksys sans fil 802.11b a 10 Mbps. L'ordinateur de bord du 
robot utilise un systeme d'operation LINUX. Deux ports bidirectionnels de communication 
sont utilises, un port pour les messages de commandes et d'etats (portCS) et un autre pour 
la transmission des images video et de son (portAV), 
Le robot et le poste de l'operateur communiquent les informations de commandes, 
d'etats et de la video en utilisant un protocole haut niveau specialement developp£ pour la 
presente application et qui transige au-dessus du protocole TCP/IP [LABONTE 2006b]. Ce 
protocole permet entre autres au robot de transmettre a un taux fixe des informations de 
positionnement du robot dans l'environnement. Ces informations de positionnement sont 
utilisees par l'interface-operateur pour positionner le robot de facon appropriee sur la carte 
et dans le modele 3D de l'interface-operateur. 
4.2 Interface-operateur de teleoperation 
Tel que discute dans les chapitres precedents, l'interface-operateur est un element 
important dans les applications de robotique mobile teleoperee car il permet d'introduire un 
humain dans la boucle de controle et de surveillance. Le robot fournit des informations sur 
son fonctionnement a 1'interface-operateur, qui les traite et les presente a l'operateur. 
L'interface-operateur s'occupe aussi de capter et traduire les commandes de l'operateur 
destinees a l'interface-operateur et au robot. Ce processus bidirectionnel temps reel 
d'echange d'informations comporte des limitations relatives a la puissance du systeme 
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ordine, aux logiciels utilises et aux capacites du canal de communication. Cette section 
presente 1'architecture du logiciel, l'interface-operateur concue avec ses mecanismes de 
commande et ses modalites de visualisation. 
4.2.1 A rchitecture logicielle 
La figure 4.2 presente un schema global de rarchitecture logicielle con9ue 
permettant de realiser differentes configurations d'interfaces-operateurs pour tel^operer un 
robot r£el ou en simulation. L'element central de cette architecture est un engin qui gere 
cycliquement l'ensemble des processus logiciels de l'application. II est similaire a un engin 
de jeux video ou le rendu visuel est bati a partir d'un modele 3D de l'environnement et des 
objets auxquels des contraintes physiques sont appliquees. L'engin est relie a un module de 
communication temps reel par un gestionnaire de messages selon le protocole de 
communication developpe [LABONTE 2006b]. Un module horloge bas£ sur une minuterie 
interne a l'ordinateur et a haute resolution sert de base a divers algorithmes pour le calcul 
de delais, des mecanismes de synchronisation des horloges de l'interface-operateur et du 
robot ainsi que pour l'algorithme d'extrapolation de positionnement entre les messages de 
position du robot. L'architecture logicielle exploite divers fichiers : des modeles 3D de 
l'environnement et des objets prealablement numerises, des fichiers de configurations, des 
fichiers d'images video pour fin de simulation ou pour reconstruction de rendu visuel, des 
fichiers de logs qui sont utilises pour la mesure de performances lors de teleoperation, et 
des fichiers de simulation permettant de deplacer un robot virtuel dans le modele 3D a 
partir de l'interface-operateur. L'interface d'application (API) OpenGL™ a ete utilisee 
pour la gestion et la generation des elements modelises en 3D. Les images video envoyees 
par le robot sont integrees au rendu visuel des modeles virtuels 3D. Tout le code de 
l'interface a ete realise en C++. 
Les interactions de l'operateur influencent la position et le comportement du point 
d'observation et des objets dans l'environnement. Le processus de generation de 1'affichage 
est repete le plus rapidement possible pour realiser un rendu naturel. Dans notre cas, les 
commandes de l'operateur sont envoyees en temps reel au robot qui, de son cote, renvoie 
les informations de localisation, de vitesse et de ses senseurs vers l'interface-operateur, 
permettant ainsi d'ajuster le modele a la realite distante. 
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Figure 4.2 Architecture logicielle de l'interface-operateur de teleoperation 
L'interface-operateur de teleoperation est equipee d'elements specifiques a un outil 
d'evaluation gere" par le module de gestion des modes et celui de gestion des messages. Le 
premier est un mecanisme d'enregistrement des commandes et des messages de l'interface-
operateur et du robot, de facon a pouvoir extraire et calculer les informations de 
performance reliees a diverses metriques d'evaluation lors de tel^operations reelles. Le 
second element est un module de simulation qui a permis le developpement evolutif de 
l'interface-operateur en parallele avec celui du robot, la mise au point et la verification du 
protocole de communication, et la realisation de divers tests unitaires et systeme. Une zone 
d'affichage est prevue pour la presentation en temps reel des valeurs de variables internes 
au logiciel. Enfin, il est possible d'activer selectivement les differentes zones et modalites 
de visualisation de l'interface-operateur. Cette interface-operateur est par consequent 
reconfigurable selon les vues qui sont activees, ce qui permet d'evaluer comparativement 
les performances de chaque configuration dans des conditions similaires. Ce mecanisme a 
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comme but de faciliter les experimentations et n'est done pas considere comme une 
fonctionnalite accessible a Foperateur dans des taches de teleoperation. 
4.2.2 Composantes de I 'interface-operateur de teleoperation 
L'interface-operateur montree a la figure 4.3 integre les fonctionnalites requises 
pour la teleoperation du robot. L'annexe B presente en details ces fonctionnalites et nous ne 
reprenons ici que les principaux points. Les zones visuelles de l'interface-operateur sont au 
nombre de six. 
Figure 4.3 Interface-operateur de teleoperation 
A) Barre de menus de type Windows dans la partie superieure. 
B) Vue centrale presentant les images video de la camera et la vue du modele. 
C) Carte des lieux en vue aerienne dans le coin superieur gauche. 
D) Le robot et ses senseurs en-dessous de la carte. 
E) Zone d'informations textuelles pour le depannage, coin a gauche et en bas de la 
zone robot. 
F) Le tableau de bord dans le bas et a droite de la zone d'information et en dessous de 
la zone principale de visualisation de la camera video avant et du modele 3D. 
4.2.3 Mecanismes de commandes 
La consideration des facteurs humains et d'ergonomie lors de la conception 
d'interface-operateur de teleoperation recommande l'utilisation de metaphores et de 
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mecanismes d'interaction appropries aux utilisateurs et a 1'application. C'est ce qui 
s'appelle le modele conceptuel et se definit comme etant: 
« ... a set of integrated ideas and concepts about what it should do, behave and look 
like, that will be understandable by users in the manner intended » [PREECE 2002] 
Une metaphore bien referencee permet d'utiliser des capacites et des habiletes deja 
acquises par une personne afm de les sollicker implicitement lors de l'usage d'une 
interface-operateur. Ce choix permet de reduire d'une part les efforts d'apprentissage 
requis, et d'autre part les efforts cognitifs de 1'operateur lors de son usage tel que note par 
le groupe de Goodrich [GOODRICH 2005] avec leur approche de conception ecologique. 
Par exemple, le domaine des jeux video utilise abondamment celle du tableau de bord de 
vehicule avec un volant de conduite. Le volant, l'accelerateur, le frein et Pindicateur de 
vitesse sont des Elements tres familiers pour la majorite des personnes. Plusieurs 
mecanismes ont ete prevus pour permettre une adaptation selon les taches a realiser pour 
1'application. 
Pour repondre aux diverses recommandations enoncees au chapitre 2, nous avons 
integre differentes ameliorations en rapport aux mecanismes de commande du robot via 
1'interface-operateur. Quatre modes de commandes sont implementes : le joystick virtuel, le 
volant, les points de chutes et le mode autonome. Une bande verticale de boutons (situee a 
gauche du joystick volant) permet de selectionner ces modes. 
Figure 4.4 Mode joystick virtuel JSV en direction avant a vitesse maximum 
a) Joystick virtuel (JSV). Le tableau de bord de ce mecanisme est illustre a la 
figure 4.4. Le joystick est utilise dans la plupart des interfaces-operateurs 
repertoriees. Le mecanisme de joystick implante ici fonctionne a partir d'une 
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image virtuelle du baton de commande (rond noir) place au centre d'un cercle 
de controle. Ce rond noir peut etre deplace avec le bouton de la souris qui est 
raccordee a l'ordinateur. L'operateur doit selectionner le rond noir et le deplacer 
dans le cercle. Le robot se deplace dans la direction du rond et 
proportionnellement a la position dans le cercle. Plus la position du rond est vers 
Pavant, plus la vitesse lineaire du robot est proche de sa valeur limite fixee a 25 
cm/sec. Ceci correspond a une vitesse equivalente a celle d'un deplacement 
normal d'une personne dans un domicile. La vitesse de rotation du robot est, 
quant a elle, fixee selon la position gauche-droite du rond, avec comme valeur 
limite 28 degres/sec. L'indicateur de vitesse a gauche indique la vitesse reelle 
retournee par les senseurs du robot. L'anneau du volant (cercle gris) suit les 
mouvements de rotation du joystick. Pour une operation securitaire de la 
teleoperation du robot, des que le rond est relache, l'interface-operateur annule 
les valeurs de vitesse et envoie une commande d'arret du robot. Enfin, les 
environnements domiciliaires peuvent comporter des situations ou il est requis 
que le robot deplace de petits objets qui obstruent son passage. Pour ces 
situations, un mode particulier de commande a ete implante pour pousser des 
objets avec la partie avant du robot. De facon a fournir un mecanisme 
securitaire, la fonction de poussee est temporaire et se desactive 
automatiquement des que l'operateur relache le rond du joystick. Le mode n'est 
accessible qu'avec le joystick. 
Figure 4.5 Mode volant virtuel VV en direction avant selon position de la barre de vitesse 
et volant de rotation. 
b) Volant virtuel (VV). Dans ce mode, l'operateur ajuste la vitesse lineaire desiree 
pour controler le deplacement du robot de gauche a droite avec le bouton du 
volant et le pointeur de la souris. La figure 4.5 illustre le tableau de bord de ce 
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mode. Un anneau supplementaire entourant celui du joystick a ete concu pour 
representer le mecanisme de volant. Une indication visuelle de la vitesse est 
ajoutee dans l'indicateur de vitesse, en affichant une barre positionnee a la 
vitesse choisie. Ce n'est qu'au moment ou le volant est selectionne que le robot 
bouge a la vitesse prescrite. L'operateur peut en tout temps modifier cette 
vitesse avec l'aide de la roue de la souris, sans relacher le volant. Ce mecanisme 
permet de fixer une vitesse securitaire pour le contournement d'obstacles ou le 
passage de portes. II decharge ainsi l'operateur d'une composante de contrdle (la 
vitesse du robot) afin de se concentrer uniquement sur la direction fine et precise 
du robot, 
c) Points de chute. Ce mode permet de realiser un trajet complexe et 
ininterrompu de deplacements du robot par points de chute. Une memoire 
tampon de quatre points de chute est integree a l'interface-operateur. Ces points 
peuvent etre introduits sur la carte, dans le modele 3D ou sous la ligne d'horizon 
dans la vue video de l'interface-operateur, par simple clic de la souris dans la 
zone correspondante. Toutes ces possibilites produisent des points valables et 
coherents en un trajet reliant directement ces points. Lors de l'atteinte du point 
par le robot, l'interface-operateur retire la representation du point sur 1'image et 
communique alors le suivant (s'il en reste un), et ceci tant qu'il y en a. La figure 
4.6 illustre la presence de deux points, le premier en rouge et le second en bleu. 
L'operateur peut editer a volonte tous les points qui ne sont pas encore envoyes 
au robot, et ceci sans sollicker de messages ou de directives au robot; tout se fait 
dans le modele 3D de l'interface-operateur. L'interface-operateur represente les 
points sur toutes les vues actives de l'interface-operateur : la carte standard, le 
modele, dans la vue video et dans le modele 3D. Ce mode de deplacement ne 
s'active que si l'operateur demande speciflquement d'aller au premier point de 
chute spdcifie dans l'interface-operateur, en cliquant sur le bouton GO (triangle 
vert). 
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Figure 4.6 Navigation par points de chute dans la zone centrale de la modalite RA 
d) Mode de commandes directes. Ce mode consiste a permettre au robot de se 
deplacer de facon autonome ou semi-autonome, comme par exemple pour un 
retour au point de charge. Ce mode est decrit dans [CLOUTIER 2007] et n'est 
pas utile pour les tests de teleoperation. 
L'interface-operateur est configuree pour que le robot se comporte avec le joystick 
et le volant comme un vehicule automobile en se dirigeant dans le sens demande. La 
combinaison de commandes de translation et de rotation produit un effet de rotation 
different si le robot avance ou s'il recule, comme avec un vehicule reel. Le joystick et le 
volant sont intimement integres et le passage d'un mode a l'autre est optimal par leur 
proximite. Cette conception est optimisee en rapport a la contrainte de la loi de Fitt qui 
determine le temps d'execution de commandes en fonction du la grosseur des boutons 
cibles et des distances de deplacement du curseur de la souris pour les r^aliser [RASKIN 
2000]. 
4.2.4 Modalites de visualisation 
Trois modalites de visualisation sont disponibles avec notre interface-operateur: 
une interface de type Video Centrique multifenetres conventionnelle VC2D (figure 4.7), 
une interface VC en realite augmentee RA3D (figure 4.8), et une interface CC en realite et 
perspective mixte exocentrique ME3D (figure 4.9). Un protocole de communication a ete 
developpe pour permettre la transmission continuelle de la position du robot et ainsi 
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permettre le positionnement exact de la vue virtuelle dans l'interface-operateur. Un 
mecanisme d'extrapolation est aussi utilise pour positionner adequatement le modele entre 
chaque cycle de rafraichissement de l'ecran. Ces informations permettent de faire 
correspondre precisement les elements du modele avec ceux de la vue video de la scene 
devant le robot. 
La figure 4.7 presente plus specifiquement l'interface-operateur avec la modalite 
VC2D, cornportant dans sa zone centrale le flux video provenant de la camera de 
navigation montee sur le Telerobot. 
Figure 4.7 Interface-operateur de teleoperation conventionnelle VC2D 
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Figure 4.8 Interfaces-operateurs ameliorees RA3D 
Figure 4.9 Interfaces-operateurs ameliorees ME3D 
La figure 4.8 illustre l'interface-operateur Video Centrique en Realite Augmentee 
RA3D. Cette interface-operateur comporte un elargissement de Tangle de vue de la scene 
par 1'ajout d'un modele 3D en realite virtuelle de l'environnement. Ce mode est integre 
dynamiquement a la vue video de la scene. L'angle de vue horizontal de la camera standard 
est de 43 degres et Tangle de vue vertical est de 32,3 degres. Avec le modele 3D, les angles 
de vue horizontal et vertical sont alors plus grands (respectivement 80 degres et 64 degres), 
procurant ainsi a Toperateur plus d'informations et, par consequent, facilite la construction 
de son modele mental de l'environnement distant. La superposition des images video sur le 
modele 3D est faite avec Tapplication d'un facteur de transparence de 80%, ceci pour 
realiser une certaine fusion des deux vues. 
Enfin, la figure 4.9 illustre l'interface-operateur ME3D. Cette interface-operateur 
comporte une vue principale exocentrique d'un modele 3D de l'environnement et une vue 
secondaire egocentrique des images video de la camera du robot. II en resulte un mode de 
visualisation en position aerienne permettant de voir le robot evoluer dans la carte 3D de 
Tenvironnement. La vue video est legerement reduite par rapport a l'interface-operateur 
RA3D, et est presentee pres du tableau de bord et en bas de la vue du robot dans la carte. 
Cette position est differente de celles utilisees par les chercheurs qui ont utilise la modalite 
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ME21/2D [RICKS 2004, BRUEMMER 2005, DRURY 2007] rapportes au chapitre 3. Dans 
leur cas, elles etaient positionnees en face du robot dans la carte (et de facon plus reduite) 
ou au dessus de la carte. Nous avons choisi une position basse pour ne pas entrer en conflit 
avec la presence d'une vue de retroviseur dans la partie haute de la zone de visualisation. 
Cette vue egocentrique donne une possibilite de percevoir Penvironnement comme si 
l'operateur etait assis sur le robot, referencant ainsi la position du robot avec la vue video. 
En effet, la vue video est presentee simultanement a la vue aerienne du modele ou le robot 
est fixe, maintenant en permanence la vue de l'operateur dans l'axe du robot. Dans cette 
vue, le robot est done toujours represente de bas en haut et au centre de la vue, et le modele 
3D pivote et se deplace relativement au robot. Ce mode de visualisation ou les deux types 
de positionnement de point de vue sont presentes et stabilises en fonction de la localisation 
et de Tangle du robot cree une relation simple et efficace pouvant reduire la charge 
cognitive de l'operateur. Ce mecanisme cree une reference (ground) entre les deux realites 
(reelle et virtuelle) et les deux perspectives (exocentrique et egocentrique). 
4.3 Tests de fonctionnalites et de performances du systeme robotique 
teleopere 
Des tests de fonctionnalite de Pinterface-operateur ont ete realises avec deux robots. 
Le premier est un robot Pioneer 2DX et le second est le robot specialement developpe pour 
les domiciles, le Telerobot. Le robot Pioneer avait des problemes de performances internes 
et pour la transmission video sur le reseau sans fil ce qui n'a pas permis la poursuite des 
tests de performances avec ce robot. Les differents modes de visualisation et de controle 
ont etc" valides lors de tests de teteoperation en laboratoire avec le Telerobot. L'annexe B 
presente les details de Pensemble de ces tests et les resultats obtenus. 
Une fois les tests de fonctionnalite reussis, les tests de performance du systeme ont 
ete realises avec la plateforme robotique Telerobot. Ces tests sont regroupes en trois 
categories: les tests de communication, les modalites de visualisation de Pinterface-
operateur et les tests de positionnement du robot. Le tableau 4.1 regroupe les resultats 
obtenus lors de cette serie de tests de performances decrits plus en details a l'annexe C. 
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TABLEAU 4.1 PERFORMANCES DU SYSTEME DE TELEOPERATION 
Performances 
maximum Conditions 
Communication 
Taux de transfert des images video 
Cycle de rafraichissement de 
l'interface-operateur 
Variation de temps avec le message de 
positionnement 
Delai de retour de commande JSV et 
W 
33 images/sec 
20 msec 
89 msec 
400 msec 
Images couleur de 320 x 240 
pixels 
Valeur maximum 
16 msec d'ecart-type 
Visualisation 
Delai de rafraichissement VC 
Delai de rafraichissement RA 
Delai de rafraichissement ME 
Delai de rafraichissement RA 
Resolution de correspondance de la vue 
video avec modele RA 
8,8 msec 
10,5 msec 
9,7 msec 
11,5 msec 
0,3 degre vertical 
Sans la vue de la carte 
Avec vue de la carte et du 
robot 
Objeta 15 metres 
Positionnement 
Erreur d'extrapolation de 
positionnement lors de rotation 
Erreur d'extrapolation de 
positionnement lors d'acceleration en 
rotation 
Distance d'arret apres commande STOP 
Distance d'arret apres commande STOP 
Angle d'arret apres commande STOP 
Angle d'arret apres commande STOP 
Vitesse de rotation lors de translation-
rotations simultanees 
Bruit d'angle maximum dans parcours 
Bruit de positionnement dans parcours 
Erreur de position angulaire dans 
parcours 
Erreur de positionnement dans parcours 
9,1 % 
14,4% 
9,7 cm 
5 cm 
21 degres 
10,5 degres 
10 degres/sec 
± 0,2 degre 
(ecart-type 0,4 degre) 
2,1 cm 
(ecart-type 1,8 cm) 
±1,3 degre 
(ecart-type 1,1 degre) 
5,7 cm 
(ecart-type 2,8 cm) 
Vitesse maximum de 30 
cm/sec 
Vitesse de 15 cm/sec 
Vitesse de rotation maximale 
de 28 degres/sec 
Vitesse de rotation maximale 
de 14 degres/sec 
Translation de 30 cm/sec et 
rotation de 28 degres/sec 
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Les caracteristiques de la section Communication du tableau 4.1 montrent un taux 
de transfer! video amplement suffisant pour assurer la qualite du rendu de la scene malgre 
les mouvements du robot. Pour ce qui est du delai de retour de commande, la valeur 
obtenue indique qu'il y a un certain effet perturbant occasionne a l'operateur a cause du fait 
que la valeur du delai est superieure a 200 msec [RASKIN 2004, SHEIK 2005]. Cette 
situation risque d'avoir un impact sur les performances absolues des operateurs, en 
particulier sur des operateurs novices. Les resultats relatifs selon differentes modalites par 
contre seraient affectds de la meme fa9on car le delai s'applique quelque soit la modalite 
utilisee. Point de vue Visualisation, les performances du systeme en termes de delais de 
rafraichissements sont tres bonnes et ne perturbent pas les perceptions de l'operateur. Pour 
ce qui est du positionnement, les erreurs d'extrapolation sont acceptables et ne causent que 
des variations assez legeres du positionnement du modele. Les valeurs de distance d'arret et 
d'angles de rotation sont un peu fortes mais ne causent pas de problemes importants. Par 
contre, les valeurs de bruit (plage de variations des donnees de positionnement lorsque le 
robot est a l'arret) et d'erreurs d'angle et de position dans le parcours sont suffisamment 
elevees pour occasionner des perturbations perceptibles par l'operateur. Ces perturbations 
influencent la modalite RA3D, car ces donnees servent a positionner precisement le modele 
par rapport aux elements des images video. Dans la vue ME3D, ces perturbations sont 
beaucoup moins perceptibles a cause de la distance du point de vue par rapport au modele. 
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5 METHODOLOGIE DEVALUATION 
L'evaluation de l'avancement technologique du systeme en fonction de 
1'amelioration des performances de teleoperation est faite grace a des experiences avec un 
operateur experimente et un groupe d'operateurs novices sur des parcours de tests reels. Ce 
chapitre presente la methodologie experimentale utilisee pour realiser les tests de references 
et les tests comparatifs des operateurs selon les trois modalites de visualisation de 
l'interface-operateur. Le postulat de travail pose ici est que les experimentations realisees 
se font dans des conditions qui comportent des defis similaires a un environnement 
domiciliaire. 
5.1 Conditions experimentales 
Cinq criteres ont ete poses pour une teleoperation securitaire et efficace visant le 
deplacement et le positionnement d'un robot mobile distant dans une application de 
telesurveillance. Ces criteres sont presentes par ordre de priorite pour la realisation des 
taches demandees par l'application. 
1. Ne pas occasionner d'incidents (aux personnes, a 1'environnement ou au robot). 
2. Minimiser la distance parcourue lors de deplacement et de positionnement du 
robot. 
3. Utiliser le moins de commandes possibles. 
4. Utiliser des modes de commande appropriee. 
5. Realiser les missions en un minimum de temps possible. 
Le critere 2 est relie a la precision des trajets realises par le robot entre les obstacles 
des parcours. Les operateurs doivent diriger precisement le robot entre les obstacles pour 
avoir un trajet minimum. Le nombre de commandes (critere 3) est relie a la charge 
cognitive des operateurs. Le critere 5 est etroitement lie a la valeur de la vitesse moyenne 
du robot que les operateurs utilisent lors des essais. 
Les criteres 1 et 4 n'ont pas &e consideres lors de nos tests. La mesure du nombre 
d'incidents ne s'avere pas pertinente car 1'environnement et les mecanismes de controle 
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(e.g., mecanisme d'arret devant un obstacle implante dans le robot) utilises permettent 
d'eviter les incidents perturbants. De plus, aucun test ne fut fait en presence de personnes, 
et cet aspect sera realise dans des travaux subsequents dans des domiciles. De meme, le 
choix des modes de commandes a ete volontairement restreint a celui du joystick virtuel 
(JSV) afin d'evaluer specifiquement l'impact des modalites de visualisation avec un seul 
mecanisme de commande qui sollicite une attention continue de l'operateur, afin ainsi de 
repondre specifiquement a la question de recherche identified. 
Plusieurs actions ont &e prises pour eliminer des biais relatifs aux caracteristiques 
de rinterface-operateur et du systeme lors des experimentations. 
• Toutes les fenetres (vues) sont de positions et de dimensions fixes. 
• Le tableau de bord est toujours presente de facon identique. 
• Les differentes vues peuvent etre allumees ou eteintes selon les experiences, mais 
ne peuvent etre redimensionnees ou deplacees. 
• La vue video est de resolution constante. Sa position et sa dimension sont les 
memes pour les deux premiers modes de visualisation (VC2D et RA3D). Le 
troisieme mode (ME3D) utilise une vue legerement plus petite et deplacee vers le 
bas de la fenetre pour faire place au modele 3D. 
• Tous les planchers, murs, portes ainsi que le mobilier sont modelises. Selon le 
parcours, divers objets (obstacles) sont presents. 
5.1.1 Parcours 
Deux parcours differents ont ete elabores pour les tests des interfaces-operateurs : le 
parcours de la cuisine et le parcours du corridor. Les consignes d'operation decoulant des 
criteres retenus et donnees aux operateurs sont, par ordre de priorite : 
1. Deplacer et positionner le robot entre les obstacles pour prendre une photographie 
des affiches. 
2. Utiliser le moins de commandes possibles. 
3. Realiser rapidement le parcours sans faire de pause, sauf entre les missions ou 
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entire les etapes, entre les essais ou apres les prises de photographies. 
Les parcours comportent chacune trois taches : 
• Cuisine 
o Tache A (figure 5.1) : deplacer le robot de sa position de depart vers 
Paffiche 1, pousser la porte d'armoire qui est ouverte, aller se positionner 
devant 1'affiche pour voir correctement les chiffres inscrits et prendre une 
photographie (un bouton est prevu a cet effet sur le tableau de bord 
permettant au systeme de capter le moment ou cette action est faite). A noter 
que pour cette tache, la porte d'armoire est ouverte a 90 degres de facon a 
obstruer le passage du robot, obligeant ainsi Poperateur a utiliser le mode de 
pousser pour cette tache. La figure 5.2 presente des photos du robot a trois 
endroits de ce parcours : au debut, en face de la porte d'armoire et lors de la 
prise de la photo de Paffiche 1. 
o Tache B (figure 5.3) : deplacer le robot vers 1'affiche 2, aller se positionner 
devant 1'affiche pour voir correctement les chiffres inscrits et prendre une 
photographie. La figure 5.4 presente des photos du robot dans six endroits 
du parcours, du debut du trajet devant 1'affiche 1 jusqu'a Paffiche 2. 
o Tache C (figure 5.5) : retourner le robot a son point de depart. Notez que la 
porte d'armoire est alors refermee lors du retour du robot a son point de 
depart. La figure 5.6 presente des photos du robot, de Paffiche 2 jusqu'a son 
point de depart de la mission. 
• Corridor 
o Tache D (figure 5.7): deplacer le robot de sa position de depart vers le 
corridor, se deplacer en slalom entre les trois boites du corridor vers 
Paffiche 3, se positionner pour voir correctement les chiffres inscrits et 
prendre une photographie. Pour ce parcours, le robot part de la meme 
position que les parcours dans la cuisine. La figures 5.8 presente des photos 
du robot du debut du trajet jusqu'au positionnement du robot devant 
Paffiche 3. 
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o Tache E (figure 5.9) : revenir sur ses pas en refaisant le slalom entre les 
boites jusqu'a la boite 3. La figure 5.10 presente des photos du robot devant 
Paffiche 3 apres la prise de photographie jusqu'a la premiere boite du 
corridor. 
o Tache F (figure 5.11) : passer le cadre de porte et revenir au point de 
depart. La figure 5.12 presente des photos du robot a cote de la boite 3, au 
travers du passage de porte et vers le point de retour dans la cuisine. 
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Boite 1 
Chaise ^^ H^ 
Fin tache A 
Photographie 
Figure 5.1 Trajet de la tache A 
a) b) c) 
Figure 5.2 Illustration des etapes de la tache A : a) debut du parcours, b) devant porte de 
rarmoire et c) photographie de l'affiche 1 
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[-pi 
Affiche 1 
Table 
CUISINE 
Fin tache B 
Photographie 
Affiche 2 
1—X-
JE 
Figure 5.3 Trajet de la tSche B 
-r¥= 
d) e) f) 
Figure 5.4 Illustration des etapes de la tache B : a) depart, b) entre la boite et la table, c) 
entre la table et la chaise, d) apres la table et la chaise, e) pres de la boite 2 et f) 
photographie de 1'affiche 2 
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Table 
CUISINE 
Affiche 2 
;» ; 
Debut tache C 
Commande JSV 
1—* 
Y_ Fin tich« C 
Y<7,10 
re 
T-t-
Figure 5.5 Trajet de la tache C 
d) e) f) 
Figure 5.6 Illustration des etapes de la tache C : a) depart, b) entre la chaise et la table, c) 
entre la boite 1 et la table, d) vers Parmoire, e) entre rarmoire et la chaise et f) fin du 
parcours 
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Fin tache D 
Photographiel 
Affiche 3 
CORRIDOR 
Figure 5.7 Trajet de la tache D 
d) e) f) 
Figure 5.8 Illustration des etapes de la tache D : a) debut du parcours, b) debut slalom, boite 
3, c) dans le slalom, d) fin du slalom, e) vers 1'affiche 3 et f) photographie de 1'affiche 3 
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Figure 5.9 Trajet de la tache E 
Debut t^che E 
Commande JSV 
Affiche 3 
Boite 4 
CORRIDOR 
a) b) c) 
Figure 5.10 Illustration des etapes de la tache E : a) depart, b) refait le slalom et c) fin du 
slalom, boite 3 
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Affiche 3 
Boi'te G 
BoTte 4 
Debut tache 
F 
Y < 7 , 1 0 
C O R R I D O R 
Figure 5.11 Trajet de la tache F 
a) b) c) 
Figure 5.12 Illustration des etapes de la tache F : a) depart, b) passage de porte et c) fin du 
parcours 
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Les taches sont executees de fa9on sequentielle et continue pour chaque parcours. 
L'ordre de presentation des modalites de visualisation sur les parcours est alterne selon une 
sequence de carre latin afin de s'assurer de ne pas avoir d'effet d'ordre dans les resultats 
observes chez les operateurs. V annexe D presente la liste des sequences utilisees pour 
chaque operateur. Le tableau 5.1 resume chaque tache et les criteres de debut et de fin pour 
le calcul des performances selon les metriques retenues. Les coordonnees du point de 
depart du robot pour les parcours sontX= 9,3 m et Y- 6,7 m, O = 90 degres. 
TABLEAU 5.1 SEGMENTATION DES TACHES SUR LES PARCOURS 
Tache 
A 
B 
C 
D 
E 
F 
Description 
• Point de depart dans la cuisine 
• Se deplacer vers la porte d'armoire 
• Pousser la porte 
• Se positionner devant l'affiche 1 
• Prendre une photographie 
• Depart de l'affiche 1 
• Se deplacer vers l'affiche 2 
• Se positionner devant l'affiche 
• Prendre une photographie 
• Depart de l'affiche 2 
• Faire le trajet inverse pour revenir au point 
de depart 
• Point de depart de la cuisine 
• Rotation vers la porte du corridor 
• Aller dans le corridor vers la gauche 
• Contourner les boites 
• Se positionner devant l'affiche 3 
• Prendre une photographie 
• Depart de l'affiche 3 
• Se deplacer vers les boftes pour faire le 
trajet inverse 
• Se deplacer entre les boites pour revenir 
avant la boite 3 
• Juste apres la boite 3 
• Tourner vers l'entr6e de la porte a droite 
• Entrer dans la cuisine jusqu'au point de 
depart 
Criteres de debut et fin 
pour les metriques 
• Commence lorsque le robot passe le point Y 
> 7,098 m 
• Termine lorsque l'operateur prend la 
photographie de l'affiche 1 
• Commence lorsque l'operateur selectionne 
le joystick pour deplacer le robot 
• Termine lorsque l'operateur prend la 
photographie de l'affiche 2 
• Commence lorsque l'operateur selectionne 
le joystick pour deplacer le robot 
• Termine lorsque le robot passe le point Y < 
7,098 m 
• Commence lorsque le robot depasse le point 
X> 10,032 m 
• Termine lorsque l'operateur prend la 
photographie de l'affiche 3 
• Commence lorsque l'operateur selectionne 
le joystick pour deplacer le robot 
• Termine lorsque le robot depasse le point Y 
<: 7,098 m 
• Commence lorsque le robot depasse le point 
Yi 7,098 m 
• Termine lorsque le robot depasse le point X 
< 10,032 m 
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5.1.2 Variables dependantes et independantes 
Les metriques quantitatives (ou les variables dependantes) retenues pour ces tests 
dans les parcours sont: 
• t, le temps d'execution entre le moment du debut et la fin de chaque tache 
(tableau 5.1); 
• d, la distance parcourue lors de la realisation de chaque tache; 
• nc, le nombre de commandes utilisees pour realiser chaque tache. Le nombre de 
commandes est defini comme etant une sequence d'utilisation sans relache du 
rond noir de joystick. Lorsque l'operateur relache le bouton de souris qu'il 
utilise pour activer et controler le joystick, l'interface-operateur envoie une 
commande d'arret au robot. Une nouvelle commande est alors comptabilisee 
chaque fois que l'operateur reutilise le joystick. 
Les essais realises sont faits selon les facteurs-cles (variables independantes) de 
modalites de visualisation (VC2D, RA3D, ME3D). 
Trois series d'essais avec des performances stables (CV inferieur ou egale a 5% 
entre les essais) pour chacune des trois modalites de visualisation et sur les deux parcours 
sont realises par l'operateur expert. Le total des essais servant a etablir les performances de 
references est done de 18. 
5.2 Tests pour etablir les performances de reference 
Ces experiences consistent a obtenir des performances de references pour chacune 
des taches realisees avec les trois modalites de visualisation. Ces resultats servent de 
valeurs de comparaison avec les resultats des operateurs sollicites pour les tests de 
performances comparatives. Simultanement, ces experiences demontrent la capacite de 
teleoperation du Telerobot par des operateurs experimentes pour 1'execution de taches 
comportant des defis reels de teleoperation (trajets, contournement d'obstacles, 
deplacement de petits objets, passages de corridors), similaires a ce qui se trouveraient dans 
de vrais domiciles. 
Trois operateurs experimentes ont realise librement des essais avec chacune des 
modalites de visualisation (VC2D, RA3D, ME3D) et des mecanismes de commandes 
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disponibles (joystick virtuel, volant virtuel et points de chute). L'operateur le plus 
performant (qualifie d'expert) fut retenu pour realiser plusieurs essais consecutifs. Ces 
essais consistent a realiser les taches prevues dans les parcours de tests afln d'obtenir des 
performances quasi-optimales (i.e., des performances qui s'approchent des performances 
optimales theoriques, compte tenu des limitations physiques du robot et des conditions de 
Penvironnementales) pour chacune des modalites de visualisation. Trois criteres sont 
utilises pour l'obtention de ces performances qui serviront de reference pour evaluer les 
performances des novices. Le premier consiste a minimiser le nombre de commandes 
utilises par l'operateur pour chacune des taches. Le second consiste a utiliser les vitesses 
les plus rapides possibles pour l'execution des differents deplacements du robot avec le 
joystick virtuel, le mecanisme de commande choisi pour les tests. Le troisieme est la 
stabilite des performances observees. La stabilite est evaluee par le coefficient de variation 
(CV) en pourcentage pour chaque metrique m, telle qu'exprime par l'equation 5^1. 
= Bcart-typetm)
 # 1QQ 
Moyenne(m) 
5.3 Tests comparatifs avec operateurs novices 
Ces tests sont realises avec un groupe d'operateurs novices qui realisent pour 
chaque modalites de visualisation et chacun a leur tour les deux parcours. Les operateurs 
recrutes n'ont pas d'experience de tel^operation de robot mobiles. lis ont ete" selectionnes 
de fafon a avoir une bonne repartition de l'age, du sexe et de la profession des candidats. 
Le choix fut aussi fait parmi des candidats jouant peu a des jeux video. Cette portion du 
projet impliquant des sujets humains qui ne faisaient pas partie de Pequipe de recherche, les 
participants ont eu a signer un formulaire de consentement (voir document en annexe G). 
La procedure adoptee pour leur participation est la suivante. Une periode de 
familiarisation est re-alisee avec chaque operateur avant les essais. Une presentation de 
l'interface-operateur sur vid&> leur est faite, suivi par une presentation des parcours et de la 
presentation du robot. Immediatement apres, les operateurs realisent librement un essai 
dans un trajet de pratique a l'ecart des parcours de tests, avec les trois modalites de 
visualisation de l'interface-operateur. Les operateurs realisent ensuite les essais selon les 
six taches. Finalement, les operateurs respondent a un questionnaire portant sur l'utilisabilite 
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de Pinterface-operateur (voir l'annexe E). 
Les conditions suivantes ont ete suivies lors des experiences avec les operateurs2: 
o Tous les operateurs ont repondu au questionnaire d'information. 
o Tous les operateurs ont une vision corrigee lorsque requis. 
o Tous les operateurs ont execute les manipulations avec leur main preferee 
(dominante). 
o Tous les operateurs sont familiers avec l'usage d'un ordinateur et d'une 
souris de pointage. 
5.3.1 Taille d 'echantillon 
Les analyses statistiques de cette etude sont basees sur un estime de taille 
d'echantillon de 34 operateurs. Cet estime de taille d'echantillon est calcule en fonction 
d'etre en mesure de d&ecter avec une puissance de 80% et un alpha de 0,05 lors d'un test-t 
bilateral des differences de performances dans les metriques choisies correspondant a une 
taille d'effet de 0,5. Considerant que le nombre de variation des sequences de tests est de 12 
(c'est-a-dire trois modalites et deux parcours en alternances), ceci nous amene a choisir un 
nombre d'echantillon de convenance multiple de 12, soit 36 operateurs. 
5.3.2 Referencement des donnees 
Pour les analyses, les resultats des essais pour les novices sont ensuite references 
par rapport aux performances de l'expert (voir section 5.2). Ceci permet de qualifier l'ecart 
de performance pour chaque vue des novices par rapport aux performances quasi-
optimales. Tel qu'exprime par l'equation 5-2, QE (pour Quotient Expert) est le rapport 
reference a l'operateur expert des operateurs novices pour une metrique m. Ce rapport 
s'obtient en divisant la performance moyenne d'un operateur novice (PN) selon une 
modalite de visualisation x par la moyenne des performances utilisees par l'opfrateur expert 
pour les trois modalites de visualisation pour cette meme metrique (PEyc pour la vue Video 
Centrique, PEM pour la vue Realite Augmentee et PEME pour la vue Mixte Exocentrique). 
QEJm) = ^ ^ (5-2) 
2
 Ces entires ont &6 ajust^ s en fonction de ceux utilises et d^crits dans l'article d'Oliveras et al. [OLIVERAS 
2003]. 
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De facon a evaluer de maniere quantitative l'effet d'entrainement des operateurs 
novices lors de la realisation des essais, trois operateurs novices ont ete retenus pour 
repeter, dans un delai de 3 a 4 sernaines, les premiers essais qu'ils ont faits. Les resultats de 
ces performances avant (7b) et apres (Tf) le delai sont compares et exprimes en termes de 
taux d'amelioration des performances (TA en %) pour chaque metrique (m), telle 
qu'exprime par l'equation 5-3. 
TAx(m)^ QEr0(m) j * 1 0 0 (5-3) 
Enfin, un autre facteur quantitatif est evalue afin de demontrer les differences 
significatives de performance entre les modalites de visualisation. Ce facteur consiste a 
auto-referencer les performances de chaque operateur novice pour une modalite par rapport 
a leurs performances moyennes pour les trois modalites. Cette procedure d'auto-
referencement est requise dtant donne que la variation en valeur absolue des performances 
d'un sujet a l'autre est trop grande. L'auto-referencement permet d'obtenir une courbe de 
distribution normale des valeurs de performance. L'equation 5-4 exprime le rapport auto-
reference QA (pour Quotient Auto-reference) pour une modalite x. Ce rapport s'obtient en 
divisant la performance d'un operateur novice (PN) par la moyenne des performances pour 
les trois modalites qu'il a obtenue {PNyc pour la vue video centrique, PNRA pour la vue 
realite augmentee et PNMEPOWL la vue mixte exo) pour une metrique m. 
QAJm) = ^ - ^ (5-4) 
*
 XK J
 (PNVc+PNRA+PNME)/3 K } 
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6 R E S U L T A T S 
Ce chapitre presente les resultats issus de l'application de la methodologie 
experimentale presentee au chapitre 5, Les analyses des metriques utilisees lors de ces 
experiences se font en deux etapes. La premiere consiste a presenter, a l'aide de statistiques 
descriptives, les performances de 1'expert, suivi des caracteristiques des operateurs novices 
et de leurs performances referencees a l'expert (QE) et auto-referencees (QA), pour 
chacune des metriques. Ensuite, le taux et les caracteristiques de l'apprentissage de trois 
operateurs choisis dans le groupe de novices sont presented. Enfin, les resultats du 
questionnaire d'utilisabilite sont aussi presentes. 
La deuxieme etape de 1'analyse consiste a appliquer des methodes statistiques 
inferentielles afin d'etudier l'impact des modalites de visualisation sur les performances des 
participants. Des analyses de variance avec mesures repetees sont faites sur les donnees 
auto-ref<§rencees des performances des novices, pour chacune des metriques et des taches. 
Pour les taches ayant un rejet de l'hypothese d'egalite des moyennes (seuil de signification, 
a £ 5%), les resultats d'analyse de contraste (i.e., par comparaison de moyennes qui 
permettant d'identifier parmi une serie de mesures, e.g., 1 vs 2, 1 vs 3, 2 vs 3, celles qui 
sont differentes entre elles) sont presentes afin de faire ressortir les cas d&nontrant la 
superiorite d'une modalite par rapport aux autres. Des analyses de variance multi-facteurs 
sont ensuite effectuees sur les donnees des novices pour determiner si certaines des 
caracteristiques de ces operateurs ont une influence sur les resultats obtenus. Quatre 
caracteristiques sont examinees : le sexe, Page, le nombre d'heures de travail sur ordinateur 
et le nombre d'heures de jeux video par semaine. Enfin, les resultats des questionnaires 
d'utilisabilite sur la facilite et la performance des modalites de visualisation font l'objet 
d'une analyse de variance pour ensuite etre compares par une analyse de correlation avec 
les performances reelles que les novices ont obtenues. 
6.1 Tests de performance de teleoperation par l'expert 
Les performances de l'expert sont quasi-optimales quand le nombre de commandes 
utilisees pour les realiser est minimal et que les metriques de t et d sont stables avec un 
coefficient de variation inferieur ou egal a 5%. La realisation des taches avec le nombre 
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minimum de commandes tout en utilisant la plus grande vitesse du robot correspond a 
l'atteinte des performances optimales et necessite une experience suffisante de la part de 
Poperateur. Un minimum de dix essais (12, 10 et 11) a ete requis pour chacune des 
modalites de visualisation pour que 1'expert reussisse a obtenir ces resultats. Les resultats 
sont derives des trois derniers essais realises par 1'expert dans ces conditions. 
Le tableau 6.1 presente les mesures de la metrique t. Les taches sont positionnees 
dans le tableau selon trois groupes: deplacement et positionnement devant une affiche 
(taches A, B et D); deplacement entre des objets (taches C et E); passage de porte (tache F). 
Les coefficients de variation (CV) totaux sur tous les essais pour chaque modalite ne 
depassent pas la valeur de 5%. La tache F est celle qui comporte le plus de fluctuations du 
CFsur P ensemble des modalites de visualisation. La modalite VC2D produit les meilleures 
performances, suivie par la RA3D et enfin la ME3D. L'ecart de performance entre la 
VC2D et la ME3D n'est par contre que de 2%. 
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TABLEAU 6.1 VARIATION DES PERFORMANCES DE L'EXPERT, METRIQUE t (EN SEC) 
Ecart-Tache Essai 1 Essai 2 Essai 3 Moyenne . CV 
A 30,9 29,1 29,2 29,8 1,0 3% 
B 32,0 32,0 26,7 30,3 3,1 10% 
D 54,4 50,0 53,3 52,6 2,3 4% 
VC2D "6 42,4 43,9 40,1 "~42"i 1,9 5% 
E 36,0 35,8 36.9. 3 M 0,6 2% 
F 1 0 , 6 1 4 , 1 1 3 , 7 12,8 1,9 15% 
Total 206,4 205,0 200,0 203,8 10,8 5% 
A 30,3 28,8 30,3 29,8 0,8 3% 
B 34,3 33,4 29,5 32,4 2,5 8% 
b" " 51,3 56,3 51,3 53~0 2,9 5%~ 
RA3D C 42,1 42,4 42,6 42,4 0,2 1% 
E 38,0 36,0 35,5 36~5 1~3 4%" 
F 11,6 10,7 11,7 11,3 0,5 5% 
Total 207,6 207,7 200,8 205,4 8,3 4% 
A 30,6 28,8 28,9 29,4 1,0 4% 
B 35,3 32,9 35,3 34,5 1,4 4% 
D 50,9 52,3 53,5 52,3 1,3 2% 
ME3D "C " 44,4 46,3 39,6 43,5' 3,5 8%" 
E 38,9 36,5 39,2 ....38,2 1,4 4% 
F 11,3 9,3 9,9 76,2 1,0 10% 
Total 211,4 206,1 206,5 208,0 9,7 5% 
Le tableau 6.2 presente les mesures de la metrique d sur trois essais. Les CFtotaux 
selon des essais pour chaque modalite ne depassent pas la valeur de 5%. Pour cette 
metrique, c'est encore la tache F qui se demarque par un taux de variation CV eleve. La 
modalite VC2D produit les meilleures performances, suivie par la RA3D et enfin la ME3D. 
L'ecart de performance entre la VC2D et la ME3D est de 9,8%. 
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TABLEAU 6.2 VARIATION DES PERFORMANCES DE L'EXPERT, METRIQUE <J?(EN CM) 
Tache Essai 1 Essai 2 Essai 3 Moyenne . CV 
A 51,8 52,2 50,8 51,6 0,6 1% 
B 55,6 57,2 53,6 55,5 1,5 3% 
D 127,6 117,4 .J28.8 1 2 4 , 6 5 , 1 4 % 
VC2D C 55,6 57,2 53fi 55,5 1,5 3% 
E 81,8 81,1 8420 82,3 1,2 2% 
" " F 24,6 29,6 27,4 " 27,2 " 2,0 8% 
Total 397,0 394,7 398,2 396,6 11,9 3% 
A 51,3 52,1 52,4 51,9 0,6 1% 
B 57,3 59,2 58,0 58,2 1,0 2% 
D_ 117,4 123,2 ^17,0 119,2 3,5 3% 
RA3D C 89,6 91,2 92~6 91,1 " " 1,5 2% 
_ E 81,7 85,0 82,7 83,1 1,7 2% 
" " " " F 23,6 22,9 21$ 24,5 2,2 9% 
Total 420,9 433,6 429,7 428,1 10,4 2% 
A 52,3 51,4 52,2 52,0 0,5 1% 
B 61,2 61,0 64,4 62,2 1,9 3% 
D 121,4 122,4 129,1 124,3 4,2 3% 
M E 3D C 92,7 92,2 89~5 " 91,5 1,7 2% 
E 86,9 84,1 84,5 85,2 1,5 2% 
" F 27,2 ' " 23,1 237 24,7 2,2 9% 
Total 441,7 434,2 443,4 439,8 12,0 3% 
Le tableau 6.3 presente les mesures de la metrique nc. Les CFtotaux des essais pour 
chaque modalite ne ddpassent pas la valeur de 5%. II faut noter que pour cette metrique, 
l'expert a realise toutes les taches et essais en utilisant le nombre de commandes minimum 
sauf dans une seule tache ou une seule commande supplementaire a ^te utilisee. Cette 
situation n'a pas ete notee lors des essais et a ete observee lors de Panalyse finale des 
donnees. Aucune difference entre les performances n'est observee entre les modalites. 
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TABLEAU 6.3 VARIATION DES PERFORMANCES DE L'EXPERT, METRIQUE nc 
VC2D 
RA3D 
ME3D 
Tache 
A 
B 
D 
C 
E 
F 
Total 
A 
B 
D 
C 
E 
F 
Total 
A 
B 
D 
C 
E 
F 
Total 
Essai 1 
4 
1 
3 
1 
1 
1 
11 
4 
1 
3 
1 
1 
1 
11 
4 
1 
3 
1 
1 
1 
11 
Essai 2 
4 
1 
3 
1 
1 
1 
11 
4 
1 
4 
1 
1 
1 
12 
4 
1 
3 
1 
1 
1 
11 
Essai 3 
4 
1 
3 
11 
4 
3 
11 
4 
3 
11 
Moyenne 
4 
1 
3 
11 
4 
3 
11 
4 
3 
11 
Le tableau 6.4 regroupe les mesures des metriques en fonction des parcours. La 
principale difference observee entre les deux parcours est que la modalite VC2D est plus 
performante de 4,9% en terme de temps par rapport a la ME3D, qui s'avere etre la moins 
performante dans le parcours de la cuisine. Par contre, dans le parcours du corridor, c'est la 
modalite ME3D qui est la plus performante, mais seulement que de 1% par rapport a la 
modalite VC2D. Ces resultats s'expliquent par le fait que le parcours de la cuisine est plus 
compact et un mode egocentrique serait plus utile a l'operateur pour cette situation. Le 
parcours du corridor comprend des taches de deplacements plus lineaires, ce qui favorise de 
meilleures performances avec une vue globale exocentrique comme la ME3D. 
Enfin, la vitesse lineaire de translation maximum permise du robot durant les essais 
est de 25 cm/sec. Les valeurs de vitesses moyennes observees pour le parcours dans la 
cuisine est de 19 cm/sec, et pour le parcours du corridor elle est de 23 cm/sec. Ceci 
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confirme la quasi-optimalite des perfonnances observees avec 1'expert. En 6tant proche de 
la vitesse optimale, cette situation signifie aussi que Poperateur a tres bien compose avec la 
charge cognitive imposee pour les taches. 
TABLEAU 6.4 PERFORMANCES MOYENNES DE L'EXPERT POUR LES TROIS METRIQUES EN 
FONCTION DES PARCOURS 
Test 
Cuisine avec VC2D 
Cuisine avec RA3D 
Cuisine avec ME3D 
Corridor avec VC2D 
Corridor avec RA3D 
Corridor avec ME3D 
t (sec) 
102,17 
104,57 
107,41 
101,62 
100,79 
100,61 
rf(cm) 
19,64 
20,12 
20,56 
23,41 
22,68 
23,41 
nc (commandes) 
6,0 
6,0 
6,0 
5,0 
5,3 
5,0 
6.2 Caracteristiques du groupe d'operateurs novices 
Tel qu'explique a la section 5.3.1, nous avons identifie un groupe minimal requis de 
36 operateurs. Toutefois, le groupe sollicite fut de 39 operateurs novices. Les resultats pour 
deux operateurs n'ont pu etre utilises. Dans un cas, le fichier de log n'avait pas ete active 
correctement, et dans Pautre le systeme est tombe en panne de fa9on irremediable en cours 
d'experimentation. Ceci qui porta a 37 ceux qui ont adequatement realise les essais. Le 
tableau 6.5 presente les caracteristiques du groupe resultant de 37 operateurs, qui se 
compose de 20 femmes et de 17 hommes. 
TABLEAU 6.5 CARACTERISTIQUES DES 37 OPERATEURS NOVICES 
Caracteristiques Moyenne Ecart-type Minimum Maximum 
Age 34,3 
Annees de scolarite 16,1 
Heures de travail avec _- _ 
ordinateur/semaine ' 
Heures de jeu video/semaine 3,1 
Heures de conduite/semaine 5,5 
Notons qu'il y a dans Pechantillon retenu 2,3 fois plus d'hommes qui jouent a des 
jeux video que de femmes. En rapport aux ages, dans le groupe de jeunes de 19 a 39 ans, il 
13,3 19 61 
2.5 13 22 
15,1 1 60 
6,9 0 30 
5.6 0 25 
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y en a 1,75 fois plus qui jouent que dans le groupe des plus ages. La repartition des 
professions montree au tableau 6.6 se fait sur huit categories. La categorie Etudiant 
comporte plus de sujets que prevu a cause de la difficulte a trouver des sujets vers la fin des 
tests et pour remplacer les deux operateurs qui n'ont pas ete retenus. 
TABLEAU 6.6 PROFESSION DES OPERATEURS NOVICES 
Professions Nombre 
Professeur 5 
Chercheur 2 
Personnel administratif 7 
Technicien 3 
Programmeur/analyste 1 
Etudiant 14 
Professionnel en sante 2 
Journalier et representant 3 
Lors de la realisation et en fonction des operateurs ayant produit des resultats, la 
variation de la sequence prevue de (3><12) n'est pas parfaite et comporte de l^geres 
variations qui sont montrees a Pannexe E. Ceci est du au nombre d'operateurs qui depasse 
le nombre de possibilites de sequences repetees trois fois pour avoir un echantillon 
statistique probant, et a cause du retrait a posteriori de deux operateurs du groupe 
d'operateurs retenus. 
6.3 Performances du groupe de novices referencees a celles de Pexpert 
Le tableau 6.7 presente le calcul des performances referencees QE evaluees selon 
l'equation 5-2 en fonction des trois modalites et selon les trois metriques utilisees. La figure 
6.1 represente graphiquement ces resultats. Les performances de l'expert correspondent a la 
ligne d'axe unitaire. Selon les metriques, les performances du groupe de novices se 
positionnent de facon tres distincte. Pour la metrique de distance d elles sont tres pres de 
celles de l'expert (1,11 a 1,16 fois). Ceci est du au fait que les parcours sont tres bien 
delimites et que les derives en terme de distance sont dues essentiellement aux ecarts 
occasionnes par l'imprecision du passage entre des obstacles. Celles du temps t sont plus 
hautes (2,14 a 2,30 fois) car les operateurs novices n'ont pas les reflexes assez exerces pour 
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atteindre les performances de 1'expert et reduisent done la vitesse de deplacement entre les 
obstacles. Enfin, celles du nombre de commandes sont les plus eloignees (4,47 a 5,72 fois) 
des performances de 1'expert. Ceci suggere que ce parametre est le plus affecte par 
1'inexperience des operateurs et indique que la charge cognitive sollicitee dans les essais est 
tres importante. Cette surcharge explique la diminution de la vitesse de deplacement du 
robot par les operateurs novices par rapport a 1'expert. 
TABLEAU 6.7 PERFORMANCES REFERENCEES QE SELON LES MODALITES ET LES METRIQUES 
Metrique 
t (sec) 
d(cm) 
nc 
(commandes) 
VC2D 
Moyenne £cart-type 
2,28 0,34 
1,14 0,33 
5,50 0,25 
RA3D 
Moyenne Ecart-type 
2,30 0,43 
1,11 0,43 
5,72 0,47 
ME3D 
Moyenne Ecart-type 
2,14 0,39 
1,16 0,39 
4,47 0,34 
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6,0 
5,0 
4,0 
QE 3,0 
2,0 
1,0 
0,0 
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m — 
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— » « 
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-***ir" nc 
VC2D RA3D 
Modalites 
ME3D 
Figvire 6.1 QE pour chaque modalite selon les metriques 
Pour mieux comprendre ce qui se passe entre les modalites de visualisation, il faut 
examiner les performances au niveau des taches. La figure 6.2 presente la repartition des 
performances QE en fonction des taches pour la m&rique t. 
3,1 
Figure 6.2 QE(t) en fonction des six taches 
La repartition des taches sur l'axe des ordonnees est faite en fonction des trois 
categories de taches, soit: A-B-D, C-E et F. L'examen des courbes montre que la courbe la 
plus basse, c'est-a-dire celle qui s'approche de la performance de l'expert, est la ME3D. Un 
87 
seul point de la courbe ME3D (soit pour la tache F) est legerement au-dessus de la courbe 
de la modalite VC2D. 
Afin de determiner la difficulte relative des taches entre elles, on additionne les 
resultats des trois modalites pour chacune des taches. Ceci permet d'avoir une appreciation 
globale de l'ecart de performance par rapport a 1'expert et indique 1'ampleur de la difficulte 
d'ex^cution de la tache par les novices. II en resulte que la F est la tache la plus complexe 
(avec 8,1), suivi de B (avec 7,9), A (avec 6,4), D (avec 6,4), C (avec 5,8) et E (avec 5,5). 
La tache F comprend une seule rotation de 90 degres mais aussi un passage dans le cadre de 
porte. La tache B comporte quatre rotations de 90 degres du robot, dont trois faites sur une 
courte distance et entre des objets de part et d'autre du robot. 
La figure 6.3 illustre le meme type de courbes mais pour la metrique d. La courbe la 
plus basse est celle de la modalite RA3D. Pour cette metrique de distance, ce sont aussi les 
taches B (avec 3,6) et F (avec 3,5) qui sont les plus elevees, suivies des taches A (avec 3,4) 
et les D, C et E (avec 3,3). 
1,29 
1,23 
QE(d) i , i7 
1,11 
1,05 
A B D C E F 
Taches 
Figure 6.3 QE(d) en fonction des taches 
Pour la metrique nc, c'est la courbe de la modalite ME3D qui s'avere etre la plus 
basse. Pour cette metrique, les deux taches ayant les moins bonnes performances sont les B 
(avec 26,9) et C (avec 21,2), suivies des taches E (avec 15,1), F (avec 13), D (avec 11,7), A 
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(avec 6,1). La tache C est similaire a la tache B et comporte de nombreuses rotations du 
robot sur un parcours comportant de nombreux obstacles. 
11 
QE(nc) 
ft - • -VC2D 
l \ -SHRA3D 
It 
™™-»»~4-»" 
^ \ \ 
1U 
- — H — — 
A-ME3D 
_ - ! _ — H - —1 1 
A B D C E F 
T a c h e s 
Figure 6.4 QE(nc) en fonction des taches 
En resume, les meilleures performances sont observees avec la modalite ME3D 
pour les metriques t et nc. Pour la metrique d, c'est la modalite RA3D qui affiche les 
meilleures performances, suivie de la ME3D. La modalite VC2D n'est jamais la meilleure 
des trois, quelle que soit la metrique. Ces tendances different de celles observees avec 
l'expert (voir section 6.1) et precise 1'impact des modalites de visualisation en fonction des 
taches realises par les novices. En faisant la somme des valeurs de performances obtenues 
pour chaque tache (trois modalites et trois metriques), les difficultes relatives d'execution 
des taches par les novices sont dans un ordre decroissant de difficulte de 38,4 pour B, 30,3 
pour C, 24,6 pour F, 23,9 pour E, 21,4 pour D a 15,9 pour A. 
6.3.1 Evaluation de I 'apprentissage des novices 
Les figures 6.5 a 6.7 presentent, pour trois operateurs novices (opdrateurs 1, 6 et 
36), les valeurs moyennes des trois metriques pour chaque modalite, initialement (To) et 
apres 3 a 4 semaines (7/) lors d'une 2 l t a e serie de tests. Les courbes de performance pour 7/ 
sont plus basses et plus regulieres que celles a To. Les tableaux 6.8 a 6.10 presentent les 
valeurs de performances moyennes pour chaque operateur en fonction des taches. Les 
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performances a To et 7/ y sont comparees de fa9on a evaluer l'amelioration en % de chaque 
operateur. En faisant la moyenne des trois metriques, il est note" que l'operateur 1 a 
ameliore ses performances pour les trois metriques de 41%, 1' operateur 6 de 40% et 
1'operateur 36 de 38%, ce qui donne une amelioration globale moyenne de 40% avec un 
ecart-type de 1%. Ceci confirme qu'il y a une amelioration appreciable des performances 
sous ces deux aspects et ceci pour les trois operateurs. 
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A B D C E f A B O C E F A B D C E F 
a) b) c) 
Figure 6.5 Apprentissage de l'operateur 1 : a) VC2D, b) RA3D et c) ME3D 
A B D C E F A B D C E F A B D C E F 
a) b) c) 
Figure 6.6 Apprentissage de l'operateur 6 : a) VC2D, b) RA3D et c) ME3D 
a) b) c) 
Figure 6.7 Apprentissage de l'operateur 36 : a) VC2D, b) RA3D et c) ME3D 
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TABLEAU 6.8 RESULTATS D'APPRENTISSAGE DE TROIS OPERATEURS NOVICES SELON LA 
METRIQUE / 
Tache 
A 
B 
D 
C 
E 
F 
Total 
Operateur 1 
QET0(t) QET1(t) 
3.7 3,7 
7,5 5,1 
8,4 4,2 
9.8 3,7 
5.9 3,4 
9,4 5,1 
44,8 25,3 
Operateur 6 
QET0(t) QET1(t) 
6,7 5,8 
17,6 7,6 
5,6 5,7 
13,3 3,5 
6,0 3,5 
4,2 4,7 
Operateur 36 
QET0(t) QET1(t) 
5,4 4,0 
6.0 4,7 
5,6 3,3 
5,8 3,3 
4,3 3,2 
7.1 3,4 
53,3 30,9 34,3 21,9 
TA(t) 44% 42% 36% 
TABLEAU 6.9 RESULTATS D'APPRENTISSAGE DE TROIS OPERATEURS NOVICES SELON LA 
METRIQUE d 
Tache 
A 
B 
D 
C 
E 
F 
Total 
Operateur 1 
QET0(d) QET1(d) 
6,7 5,8 
17,6 7,6 
5,6 5,7 
13,3 3,5 
6,0 3,5 
4,2 4,7 
53,3 30,9 
Operateur 6 
QET0(d) QET1(d) 
10,8 9,4 
24,4 11,0 
9,0 8,3 
22,7 5,6 
10,4 5,7 
7,0 7,9 
84,4 48,0 
Operateur 36 
QET0(d) QET1(d) 
8,2 7,1 
21,8 9,3 
7,2 7,1 
17,3 4,6 
8,0 4,6 
5,2 6,4 
67,8 39,1 
TA(d) 42% 43% 42% 
TABLEAU 6.10 RESULTATS D'APPRENTISSAGE DE TROIS OPERATEURS NOVICES SELON LA 
METRIQUE HC 
Tache 
A 
B 
D 
C 
E 
F 
Total 
Operateur 1 
QET0(nc) QET1(nc) 
5,4 4,0 
6.0 4,7 
5,6 3,3 
5,8 3,3 
4,3 3,2 
7.1 3,4 
34,3 21,9 
Operateur 6 
QET0(nc) QET1(nc) 
8,6 6,6 
9,9 7,6 
9,8 5,5 
9,0 5,4 
7,3 5,4 
12,1 5,6 
Operateur 36 
QET0(t) QET1(nc) 
6,9 5,2 
8.6 6,6 
7.7 4,4 
7,6 4,4 
6,2 4,4 
9,9 4,7 
56,7 36,2 46,9 29,7 
TA(nc) 36% 36% 37% 
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Le tableau 6.11 presente les sommes des QE moyen des trois metriques de chaque 
operateur en fonction de chaque tache. Les taches les plus difficiles en To sont B (avec 
119), C (avec 105) et F (avec 66), ce qui correspond au meme ordre que celui du groupe 
complet. Pour ce qui est des performances en Tj, la tache B (avec 64) demeure la plus 
difficiles suivie de A (avec 52) et D (avec 48). Le tableau 6.11 presente aussi le CV total 
selon en To et Th ce qui sert d'indication de la regularite de la performance lors de 
Vexecution des taches. L'operateur 1 a diminue son CV de 9%, 1'operateur 6 de 16% et 
P operateur 36 de 8%, ce qui indique une amelioration moyenne de la regularite des 
performances des operateurs novices (par apprentissage) de 11%. 
TABLEAU 6.11 REGULARITE DES PERFORMANCES DE TROIS OPERATEURS NOVICES SELON LA 
SQMME PES METRIQUES 
Tache 
A 
B 
D 
C 
E 
F 
Moyenne 
Ecart-type 
CV 
Operateur 1 
T0 T} 
16 13 
31 17 
20 13 
29 11 
16 10 
21 13 
22 13 
6 3 
29% 20% 
Operateur 6 
T0 Tj 
26 22 
52 26 
24 19 
45 15 
24 15 
23 18 
32 19 
13 4 
39% 23% 
Operateur 36 
To Ti 
20 16 
36 21 
21 15 
31 12 
19 12 
22 14 
25 15 
7 3 
29% 21% 
Totaux 
To Tj 
62 52 
119 64 
65 48 
105 37 
59 37 
66 46 
79 47 
26 10 
32% 21% 
En conclusion, les performances de ces novices s'ameliorent selon deux aspects 
importants : le premier en valeur de performance absolue de 39,8% (moyenne des 
ameliorations des tableaux 6.8 a 6.10), et le second en termes de regularite des 
performances de 11% sur leur CV pour des taches de difficultes differentes. 
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6.4 Performances auto-referencees 
Les resultats des analyses de variance avec mesures repetees sur les donnees des 
trois metriques pour l'ensemble des operateurs novices sont presenters aux tableaux 6.12, 
6.13 et 6.14. 
TABLEAU 6.12 RESULTATS QA(t) ET ANALYSES DE VARIANCE 
Tache 
A 
B 
D 
C 
E 
F 
VC2D 
Moyenne 
1,08 
1,03 
1,06 
1,03 
0,97 
0,96 
£cart 
type 
0,27 
0,22 
0,21 
0,21 
0,16 
0,31 
RA3D 
Moyenne 
1,00 
0,93 
0,96 
0,96 
1,10 
1,04 
Izcart 
type 
0,22 
0,18 
0,22 
0,21 
0,20 
0,37 
ME3D 
Moyenne 
0,92 
1,04 
0,98 
1,01 
0,92 
1,01 
^cart-
type 
0,18 
0,24 
0,19 
0,15 
0,16 
0,30 
Probability 
* p = 0,039 
p = 0,106 
p = 0,286 
p = 0,493 
* p = 0,010 
p = 0,691 
Le tableau 6.12 presente deux taches ou l'analyse de variance a donne une 
difference de moyennes significatives entre les modalites de visualisation avec une 
probabilite inferieure au seuil de 0,05, c'est-a-dire les taches A (F=3,565, dl=35, p=0,039) 
et E (F=5,233, dl=35, p-0,010). Pour la tache A, l'analyse de contraste entre la modalite 
MA3D et VC2D a donne une difference significative avec une probabilite de p=0,021 (t= 
2,408, dl=36, p=0,021), ce qui suggere que la modalite ME3D est plus performante que la 
modalite VC2D. La figure 6.8 illustre ces resultats. 
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1,4 
1,2 
QA(t) 1,0 
0,8 
0,6 
• 1,08 
I 
L J i 
VC2D > ME3D {* *P=0,021) , 
_ i _ l _ _ . •? - , . , — -
] 0,92 
L 
i 
VC2D RA3D 
Modalites 
ME3D 
* p = 0,039 
Figure 6.8 Analyse de contraste pour la tache A selon QA(t) 
Pour la tache E, l'analyse de contraste (t= 3,277, dl=36, p=0,002) indique que la 
modalite ME2D est plus performante que la modalite RA3D. La figure 6.9 illustre cette 
situation. 
1,4 
1,2 
1,0 
QA(t) 
0,8 
0,6 
RA3D > ME3D (*p = 0,002) 
+ 
VC2D RA3D 
Modalites 
ME3D 
* p = 0,010 
Figure 6.9 Analyse de contraste pour la tache E selon QA(t) 
Le tableau 6.13 presente les resultats des analyses de variance sur chacune des 
taches selon QA(d). Trois d'entre elles ont des differences de moyennes significatives entre 
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les modalit6s de visualisation avec une probability inferieure au seuil de 0,05, soient les 
taches B (F=6,871, dl=35, p=0,003), D (F=7,388, dl=35, p=0,003) et C (F=6,902, dl=35, 
p=0,002). 
TABLEAU 6.13 RESULTATS QA(d) ET ANALYSES DE VARIANCE 
Tache 
A 
B 
D 
C 
E 
F 
VC2D 
Moyenne ^cart-type 
1,002 0,075 
0,995 0,108 
1,020 0,089 
0,999 0,061 
0,996 0,053 
1,026 0,150 
RA3D 
Moyenne 
1,000 
0,949 
0,957 
0,968 
0,999 
0,968 
£cart-type 
0,099 
0,084 
0,074 
0,060 
0,053 
0,134 
ME30 
Moyenne 
0,998 
1,057 
1,023 
1,033 
1,005 
1,006 
Eicart-type 
0,055 
0,132 
0,068 
0,058 
0,047 
0,121 
Probability 
p = 0,982 
* p = 0,003 
* p = 0,003 
* p = 0,002 
p = 0.824 
p = 0,371 
Pour la tache B, 1'analyse de contraste (t=-3,414 dl=36, p=0,002) indique que la 
modalite RA3D est plus performante que la modalite ME3D. La figure 6.10 illustre cette 
situation. 
1,15 
1,00 
QA(d) 
0,85 
0,70 
VC2D RA3D ME3D 
M o d a l i t e s * P = 0,003 
Figure 6.10 Analyse de contraste pour la tache B selon QA(d) 
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Pour la tache C, Panalyse de contraste (t=-3,888, dl=36, p=0,001) indique que la 
modalite RA3D est plus performante que la modalite ME3D. La figure 6.11 illustre cette 
situation. 
1,1 
1,0 
QA(d) 
0,9 
0,8 
O 1,00 
VC2D 
• 0,97 
1,03 
ME3D > RA3D (*p = 0,001) 
I I 
RA3D 
Modalites 
ME3D 
* p = 0,002 
Figure 6.11 Analyse de contraste pour la tache C selon QA(d) 
Pour la tache D, 1'analyse de contraste indique que la modalite RA3D est plus 
performante que la modalite ME3D (t=-3,607, dl=36, p=0,001) et qu'elle est aussi plus 
performante que la modalite VC2D (t= 2,584, dl-36, p=0,014). La figure 6.12 illustre cette 
situation. 
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1,0 
QA(d) 
0,9 
0,8 
iy»E3D > RA3D (*p = 0,001) 
VC2D > RA3D (*p = 0,014) 
I I 
_ _ _ _ ! _ _ _ g _ . 
VC2D RA3D ME3D 
Modalites *P=0,003 
Figure 6.12 Analyse de contraste pour la tache D selon QA (d) 
Le tableau 6.14 presente les resultats des analyses de variances pour chacune des 
taches selon QA(nc). Seule la tache A presente une analyse de variance avec une difference 
de moyennes significatives entre les modalites de visualisation avec une probability 
inferieure au seuil de 0,05, (F=8,951, dl=35, p=0,001). 
TABLEAU 6.14 RESULTATS QA(nc) ET ANALYSES DE VARIANCE 
Tache 
A 
B 
D 
C 
E 
F 
VC2D 
Moyenne Ecarttype 
1,16 0,30 
1,12 0,35 
1,03 0,33 
1,14 0,50 
0,94 0,42 
0,97 0,46 
RA3D 
Moyenne Ecarttype 
0,99 0,27 
0,91 0,31 
1,02 0,35 
0,93 0,51 
1,20 0,49 
1,13 0,50 
ME3D 
Moyenne Ecarttype 
0,86 0,21 
0,97 0,36 
0,95 0,27 
0,93 0,38 
0,86 0,44 
0,90 0,37 
* p = 0,001 
p = 0,089 
p = 0,553 
p = 0,231 
p = 0.056 
p = 0,216 
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Pour la tache A, Panalyse de contraste (t=4,l, dl=36, p=0,001) indique que la 
modalite ME3D est plus performante que la modalite VC2D. Ceci est illustre a la figure 
6.13. 
1,50 
1,30 
1,10 
QA(nc) 
0,90 
0,70 
0,50 
• 1,16 
Q 0,99 
Q 0,86 
L VC2D > ME3D (*p = 0,001) 
Hh + 
J 
VC2D ME3D 
* p = 0,001 
RA3D 
V u e s 
Figure 6.13 Analyse de contraste pour la tache A selon QA(nc) 
Dans Fensemble, ces analyses presentent des differences significatives entre les 
modes de visualisation mais le nombre de resultats significatifs par taches est quand meme 
restreint: les taches A et E pour t; les taches B, D, et C pour d ; la tache A pour nc; done 
six sur un total de 18 possibility (soit 33%). La modalite de visualisation ME3D se 
distingue pour les deux metriques t et nc ou elle est plus performante que les deux autres 
modalites. Ces resultats suggerent que la modalite ME3D permet de diminuer la charge 
cognitive des operateurs, ce qui leur permet d'utiliser une plus grande vitesse de 
deplacement du robot lors des taches. Pour la metrique de distance, e'est la modalite RA3D 
qui performe mieux. Cela suggere que la modalite RA3D favorise une meilleure precision 
des trajets sur les parcours. 
6.4.1 Resultats des analyses de variance multi-facteurs 
Question de voir si les caracteristiques des operateurs novices influencent les 
performances observees, des analyses de variances multi-facteurs ont ete effectuees. Tel 
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qu'indique au delmt du present chapitre, les facteurs examines sont le sexe, I'age, le 
nombre d'heures de travail sur ordinateur et le nombre d'heures de jeux video par semaine. 
Le tableau 6.15 presente les resultats qui sont significatifs pour la caracteristique 
Sexe. Seule la tache C fait ressortir une difference significative des moyennes des deux 
sous-groupes (F=3,624, dl=34, p=0,037) pour la metrique /. Cette meme tache fait aussi 
ressortir une difference significative entre ces sous-groupes (F=3,825, dl=34, p=0,032) pour 
la metrique d. La figure 6.14 presente le resultat de l'analyse de contraste qui indique que 
les femmes performent mieux avec la modalite ME3D que la modalite VC2D lors de la 
tache C et selon la metrique t (F=6,639, dl=35, p=0,014), alors que c'est l'inverse pour les 
hommes. La figure 6.15 illustre aussi que les femmes performent mieux avec la modalite 
ME3D que la modalite VC (F=7,663, dl=35, p=0,009) lors de la tache C et pour la metrique 
d, alors que c'est l'inverse pour les hommes. 
TABLEAU 6.15 QA(t) ET QA(d) SELON LE SEXE DES OPERATEURS NOVICES POUR LA 
TACHE C 
QA(t) 
TSche C 
QA(d) 
TacheC 
Modalite 
VC2D 
RA3D 
ME3D 
VC2D 
RA3D 
ME3D 
Femmes (n = 20) 
Moyenne Ecart-type 
1,084 0,221 
0,955 0,231 
0,962 0,144 
1,021 0,065 
0,964 0,064 
1,016 0,039 
Hommes (n = 17) 
Moyenne Ecart-type 
0,967 0,172 
0,960 0,197 
1,073 0,133 
0,973 0,044 
0,974 0,056 
1,053 0,070 
* p = 0,037 
* p = 0,032 
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QA(t) 
1,1 
1,07 
1,04 
; 
1,01 
0,98 
Tache C, temps (*p = 0,014) 
•Femmes 
•Hommes 
0,95 
VC2D __ . ..., ME3D 
Modalites 
Figure 6.14 Analyse de contraste sur QA(t) en fonction du sexe des operateurs pour la tache 
C 
1,07 
QA(d) 
1,04 
1,01 
0,98 
0,95 
Tache C, distance (*p = 0,009) 
Femmes 
Hommes 
VC2D 
Modalites 
ME3D 
Figure 6-15 Analyse de contraste sur QA(d) en fonction du sexe des operateurs pour la 
tache C 
Le tableau 6.16 presente le resultat de l'analyse pour la caracteristique d'age des 
operateurs. Seule la tache E avec la metrique d fait ressortir une difference significative des 
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moyennes des deux sous-groupes (F= 4,590, dl=34, p=0,017). La figure 6.16 montre pour 
cette tache que les operateurs dans le groupe de 30 ans et plus performent mieux avec la 
modalite ME3D que la modalite VC2D (F=8,501, dl=35, p-0,006), alors que c'est l'inverse 
pour les plus jeunes. 
TABLEAU 6.16 QA(d) SELON L'AGE DES OPERATEURS NOVICES POUR LA TACHE E 
Modalite 
< 30 ans 
Moyenne Ecart-type 
> 30 ans 
Moyenne Ecart-type 
QA(d) 
TacheE 
VC2D 
RA3D 
ME3D 
0,975 
1,015 
1,010 
0,029 
0,056 
0,044 
1,022 
0,980 
0,998 
0,063 
0,044 
0,050 
p = 0,017 
1,02 
QA(d) 
0,98 
0,96 
Tache E, distance (*p = 0,006) 
> 30 ans 
< 30 ans 
VC2D ME3D 
Modalites 
Figure 6.16 Analyse de contraste sur QA(d) en fonction de l'age des operateurs pour la 
tache E 
Le tableau 6.17 presente le resultat de Panalyse pour la caracteristique du nombre 
d'heures de travail sur ordinateur par semaine. Seule la tache E avec la metrique t fait 
ressortir une difference significative des moyennes des deux sous-groupes (F= 4,561, 
dl-34, p=0,018), tout comme pour la metrique nc (F=5,935, dl=34, p=0,006). La figure 
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6.17 montre que pour la metrique / de la t&che E, les operateurs dans le groupe qui travaille 
22 heures et moins sur ordinateur par semaine performent mieux avec la modalite ME3D 
que la modalite VC2D (F=8,923, dl=35, p-0,005), alors que c'est l'inverse pour ceux qui 
travaillent plus. La figure 6.18 montre pour la metrique nc de la tache E que les operateurs 
dans le groupe qui travaillent sur ordinateur 22 heures et moins par semaine performent 
mieux avec la modalite ME3D que la modalite VC2D (F=l 1,538, dl=35, p=0,002), alors 
que c'est l'inverse pour ceux qui travaillent plus. Pour la caractdristique du nombre 
d'heures de jeux par semaine, l'analyse n'a fait ressortir aucune dissociation des moyennes. 
TABLEAU 6.17 QA(t) ET QA(nc) SELON LES HEURES DE TRAVAIL SUR ORDINATEUR PAR 
SEMAINE DES OPERATEURS NOVICES POUR LA TACHES E 
QA(t) 
TacheE 
QA(nc) 
TacheE 
Modalite 
VC2D 
RA3D 
ME3D 
VC2D 
RA3D 
ME3D 
< 22 heures 
Moyenne Ecart-type 
1,035 0,141 
1,088 0,118 
0,878 0,114 
1,126 0,424 
1,161 0,348 
0,714 0,269 
> 22 heures 
Moyenne Ecart-type 
0,909 0,150 
1,117 0,265 
0,974 0,193 
0,736 0,326 
1,241 0,611 
1,024 0,530 
*p = 0,018 
* p = 0,006 
QA(t) 
1,1 
0,9 
0,8 
Tache E, temps (*p = 0,005) 
VC2D ME3D 
Modalites 
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Figure 6.17 Analyse de contraste sur QA(t) en fonction du nombre d'heures de travail sur 
ordinateur des operateurs pour la tache E 
1,05 
QA(nc) 
0,85 
0,65 
VC2D ME3D 
Modalites 
Figure 6.18 Analyse de contraste sur QA(nc) en fonction du nombre d'heures de travail sur 
ordinateur des operateurs pour la tache E 
Les conclusions globales qui peuvent etre tirees de ces resultats sont que : 
1) Les femmes ou les personnes de plus de 30 ans ou les personnes qui travaillent 
moins de 22 heures par semaine sur ordinateur performent mieux avec la modalite 
ME3Dqu'aveclaVC2D. 
2) Les hommes ou les personnes de moins de 30 ans ou les personnes qui travaillent 
plus de 22 heures par semaine sur ordinateur performent mieux avec la modalite 
VC2DquelaME3D. 
Done, malgre le fait que globalement le groupe de novices performe mieux avec les 
modalites ME3D et RA3D, pour trois sous-groupes specifiques il est suggere que cette 
superiorite n'est pas constante. Ceci demontre entre autres que la modalite ME3D est 
sup^rieure a la modalite VC2D mais Test encore plus pour certains utilisateurs specifiques 
(voir conclusion 1). Ceci nous porte a croire qu'une interface-operateur pouvant adapter la 
modalite de presentation selon l'utilisateur et la tache aurait des performances encore plus 
elevees que ce que nous obtenons pour ce groupe de novices. 
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Tache E, nombre de commandes (*p = 0,002) 
6.4.2 Resultats d'utilisabilite 
Le tableau 6.18 presente les resultats concemant la facilite d'utilisation percue 
mesuree par questionnaire. Le questionnaire (presente a 1'annexe E) est constitue de six 
questions evaluant pour chaque modalite, sur une echelle de Likert a neuf niveaux, la 
facilite d'utilisation et la performance percues dans chaque tache. Une analyse de variance 
sur les scores totaux montre des differences de moyennes entre les modalites de 
visualisation (F=l0,977, dl=35, p=0,001), tableau 6.18. La modalite VC2D est percue 
comme £tant moms facile a utiliser que la modalite RA3D, tel que montre sur la figure 
6.19. La modalite RA3D est aussi moins performante que la modalite ME3D. La modalite 
ME3D est done percue comme la plus facile a utiliser. 
TABLEAU 6.18 PERCEPTION DE FACILITE PAR LES OPERATEURS NOVICES 
Tache 
A 
B 
D 
C 
E 
F 
Total 
VC2D 
Moyenne £cart-type 
6,3 1,9 
5,6 1,8 
5,6 2,1 
5,1 1,7 
5,1 1,9 
5,6 1,8 
33,5 11,3 
RA3D 
Moyenne Eicart-type 
6,8 1,9 
6,6 1,8 
6,0 1,7 
6,4 1,7 
5,3 2,2 
5,6 2,3 
36,7 11,6 
ME3D 
Moyenne £cart-type 
6.7 2,0 
6.8 1,6 
6.8 2,0 
6,6 1,8 
6.9 2,0 
6,5 2,1 
40,3 11,5 
Moyenne 5,6 6,1 6,7 
F=10,977,dl=35,p=0,001 
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</> 
C 
Q. 41 
•o 
(0 
31 
21 
RA3D < ME3D (*p = 0,004) 
I ' 1 
VC2D < RA3D (*p = 0,015) 
r 
• 33,5 
M|L 
[ J 36,7 
4-
VC2D ME3D 
* p = 0,001 
Figure 6.19 Analyse de contraste des perceptions de facilite pour chaque modalite 
RA3D 
Modalites 
Q40,3 
Le tableau 6.19 presente les resultats concernant la performance percue par les 
operateurs novices evaluee a partir des questionnaires d'utilisabilite. Une analyse de 
variance sur les scores totaux montre des differences de moyennes entre les modalites de 
visualisation (F=7,605, dl=35, p=0,002), tableau 6.19. Consequemment, la modalite VC2D 
est percue comme etant moins performante que la modalite ME3D. 
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TABLEAU 6.19 PERCEPTION DE PERFORMANCE PAR LES OPERATEURS 
Tache 
A 
B 
D 
C 
E 
F 
Total 
Moyenne 
VC2D 
Moyenne 
6,4 
5,8 
5,8 
5,6 
5,6 
6,0 
35,1 
£cart-type 
1,88 
1,96 
2,00 
1,61 
1,79 
1,83 
11,1 
5,8 
F=7,6 
RA3D 
Moyenne £cart-type 
7,0 1,7 
6,7 1,7 
6,1 1,9 
6,6 1,8 
5,6 2,1 
5,7 2,2 
37,7 11,4 
6,3 
05, dl=35, p=0,002 
ME3D 
Moyenne 
7,1 
6,8 
6,6 
6,8 
6,8 
6,5 
40,6 
^cart-type 
1,6 
1,6 
2,0 
1,7 
1,9 
1,9 
10,8 
6,8 
I * 5 1 
c 
'5 
CL 41 
(A 
0) 
"O 
2 31 
21 
VC2D<ME3D(*sig =0,001) 
[ J35 , l 
Cj3777 
+ + 
VC2D RA3D 
Modalites 
Q-*o -^
ME3D 
* p = 0,002 
Figure 6.20 Analyse de contraste des perceptions de performance pour chaque modalite 
Le questionnaire comportait enfin des questions sur la vitesse de navigation du 
robot. Le tableau 6.20 presente les opinions recueillies dans le questionnaire des operateurs 
novices en rapport a la vitesse du robot. La vitesse est jugee correcte pour 89% des 
participants, alors qu'elle est trop rapide pour deux participants et trop lente pour trois 
autres. 
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TABLEAU 6.20 CHOIX DE LA VITESSE DU ROBOT PERMISE LORS DES TESTS 
Vitesse du robot 
Trop lente 
Correcte 
Trop rapide 
Nombre 
3 
32 
2 
Pourcentage 
8% 
89% 
6% 
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7 DISCUSSION ET CONCLUSION 
L'hypothese de recherche, telle que presentee a la section 3.7, est formulee ainsi: 
Est-ce que les ameliorations proposees au niveau de I 'interface-operateur 
en termes de visualisation de I 'information video integre a un modele 3D 
de I'environnement ameliorent les performances d'operateurs novices 
pour la teleoperation d'un robot mobile ? 
A cette fin deux modalites de visualisation integree, soit les modalites RA3D et 
ME3D, ont ete concues et comparees a une modalite VC2D. Comparativement aux etudes 
similaires presentees a la section 3.6 et comme le montre le tableau 7.1, notre etude 
s'effectue en considerant simultanement trois metriques quantitatives (t pour l'efficacite, d 
pour la precision et nc pour la charge cognitive et la securite) dans 1'execution de six taches 
et avec la meme plate-forme robotique. Notre etude implique aussi la selection d'un 
ensemble de tests et d'operateurs novices permettant de realiser des analyses avec un 
echantillon significatif d'operateurs permettant la realisation d'analyses statistiques 
inferentielles. Ceci a pour but de faire la distinction entre les caracteristiques de ces 
operateurs novices et le referencement de leurs performances par rapport a un operateur 
expert (venant demontrer les performances quasi-optimales pouvant etre obtenues dans les 
conditions experimentales, qui incluent le systeme de teleoperation avec ses limitations). Le 
referencement des performances par rapport a 1'expert permet une caracterisation plus 
adequate en considerant les limites pratiques d'utilisation du systeme par un humain. II 
permet d'evaluer la difficulte des taches les unes par rapport aux autres (principalement 
celles demandant des deplacements dans des espaces restreints ou des positionnements 
precis). Cette procedure ouvre la porte a des analyses comparatives independantes des 
plates-formes robotiques et des conditions experimentales. L'auto-referencement des 
performances a rinterieur du groupe d'operateurs novices permet de caracteriser les 
differences observees en fonction des caracteristiques du groupe et procure une distribution 
normale des resultats de notre groupe d'operateurs novices. Une evaluation qualitative de la 
facilite d'utilisation a enfin ete realised. Nous avons applique ces procedures sur des 
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donnees de performances selon quatre metriques, ce qui est en soit une amelioration par 
rapport a celles realisees par les groupes de chercheurs repertories, comme le montre le 
tableau 7.2. Toutes ces contributions portant sur la methodologie experimentale s'averent 
un apport int6ressant de nos travaux par rapport aux etudes realises jusqu'a maintenant 
dans le domaine. 
TABLEAU 7.1 METRIQUES DEVALUATION 
Etude 
BAKER 2004 
KEYES 2006 
RICKS 2004 
BRUEMMER 
2005 
DRURY 2007 
LABONTE 
2007 
Utilisabilite 
V 
V 
V 
V3 
V 
Charge 
cognitive 
V 
<{nc) 
t 
V 
V 
V 
d 
V 
V 
nc 
V 
V 
Nbde 
collisions 
V 
Collisions 
non 
permises 
Mission 
Utiliser 
l'interfacce 
Trouver 3 objets 
Suivre points de 
position 
Tracer carte 
(% carte) 
Trouver 
victimes (%) 
D6placement, 
positionnement, 
pouss^e (100% 
complet) 
TABLEAU 7.2 CONDITIONS D'EXPERIMENTATION 
Etude 
BAKER 2004 
KEYES 2006 
RICKS 2004 
BRUEMMER 
2005 
DRURY 2007 
LABONTE 
2007 
Interface-
operateur 
RA2D 
RA2D 
ME2'/2D 
ME2'/2D 
ME21/2D 
RA3Det 
ME3D 
Nb 
Operateurs 
5 
19 
(9 homines, 
10 femmes) 
32 
64 
8 
(7 hommes, 
1 femme) 
37 
(17 hommes, 
20 femmes) 
Type 
d'operateurs 
Experts 
nd 
Experience 
minimale 
Grand public 
nd 
Novices 
Nb essais 
par 
operateur 
nd 
2 
2 
2 
24 
6 
Comparaison 
Subjective selon 
l'experience des 
operateurs 
Deux points de vue 
de la camera 
VC2DetME2'/2D 
VC2D et ME2!/2D 
VC2DetME21/2D 
VC2D, RA3D et 
ME3D 
3
 Evaluation de la conscience de la situation SA (situation awareness) par la technique LASSO 
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De nos resultats, il ressort que les operateurs novices subissent une charge cognitive 
cinq fois superieure a celle de l'expert (voir figure 6.1), pour une realisation equivalente des 
taches (les parcours etant bien delimites et les distances totales a parcourir etant assez 
courtes) et une efficacite de pres de 50% (ou un temps d'execution deux fois plus long, 
indiquant que les vitesses commandees correspondent a environ la moitie de celles de 
l'expert). Les variations de distance proviennent principalement des petits ecarts produits 
par un redressement du trajet du robot afin d'eviter les obstacles ou lors de passages de 
courbes trop prononcees. Cette metrique est influencee par la precision des operateurs a 
bien diriger le robot. La metrique d s'est avere tres sensible aux bruits et aux limitations du 
systeme. L'Evaluation de la precision des operateurs avec cette metrique est done limitee et 
devrait etre reconsideree lors d'experiences futures. Une approche de mesure basee sur les 
ecarts gauche-droit de deplacements du robot par rapport a une trajectoire optimale serait 
plus appropriee. 
Nos resultats suggerent aussi que globalement, les modalites RA3D et ME3D 
ameliorent les performances de teleoperation de novices par rapport a la modalite VC2D. 
Plus specifiquement, la modalite RA3D serait la meilleure en termes de facilite d'utilisation 
et de precision des deplacements. Dans les deux cas, la securite de la teleoperation s'en 
trouve amelioree. La modalite RA3D produit un effet similaire au deplacement de la 
position de la camera sur le robot, e'est-a-dire qu'elle rend la perspective legerement 
exocentrique et elargit Tangle de vue. Le groupe de Baker et al. [BAKER 2004] avait note 
une meilleure facilite d'operation en procedant ainsi mais sans fournir une demonstration 
quantitative de cette observation. Le groupe de Keyes et al. [KEYES 2006] avait quant a 
eux note une diminution substantielle de la charge cognitive d'une modalite RA2D 
comparativement a une modalite VC2D. Nos resultats (selon la metrique nc) corroborent 
cette observation, mais notent des performances encore meilleures a ce niveau avec une 
modalite ME3D. 
Les modalites ME2V2D ET ME3D par rapport a la modalite VC2D serait plus 
performantes en termes d'efficacite et de charge cognitive. Combinant les resultats des 
etudes de Ricks et al. [RICKS 2004], Bruemmer et al. [BRUEMMER 2005] et Drury et al. 
[DRURY 2007], la modalite ME serait plus facile a utiliser et plus souvent preferee par les 
operateurs car elle reduit la charge cognitive, augmente Fefficacite des teleoperations et 
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procure une meilleure conscience de la localisation. Nos resultats corroborent ces 
observations. 
De plus, tout comme Drury et al. [DRURY 2007], nos rdsultats confirment que la 
modalite VC2D serait la meilleure chez certains operateurs novices pour augmenter la 
conscience de l'environnement et des activites. Ce que nous avons observe dans 
Pechantillon que nous avions est que pour les hommes ou les personnes de moins de 30 ans 
ou celles travaillant plus de 22 hrs par semaine sur ordinateur, la modalite VC2D est plus 
performante, tandis que la modalite ME3D est meilleure avec les femmes ou les personnes 
de plus de 30 ans ou celles travaillant moins de 22 heures par semaine sur ordinateur. La 
visualisation des elements de l'activite locale et de l'environnement immediat serait plus 
importante pour la teleoperation par le premier groupe, tandis que la localisation globale du 
robot dans l'environnement serait predominante pour les performances du second groupe. 
Les tests avec l'expert ont revele une tendance indiquant que l'efficacite etait meilleure 
avec la modalite VC2D pour le parcours de la cuisine, mais avec la modalite ME3D dans le 
parcours du corridor. Ces resultats s'arriment aussi avec les tendances observees lors des 
pre-experimentations (presentees au chapitre 2). Les deux operateurs enframes (3 heures 
d'entrainement) etaient des jeunes hommes travaillant plus de 22 heures par semaine sur 
ordinateur, et performaient mieux avec une interface-operateur avec modalite VC2D (robot 
Coworker). Les deux operateurs novices etaient un homme et une femme de plus de 30 ans, 
mais travaillant toutefois plus de 22 heures par semaine sur ordinateur. La meilleure 
modalite de visualisation etait carte centrique (robot Magellan Teleop), ce qui s'apparente 
plus au mode ME3D. V identification de ces caracteristiques chez les operateurs ainsi que 
les conditions experimentales affectant le choix de la modalite de visualisation est une 
contribution nouvelle par rapport a ce qui est presente dans la litterature scientifique. 
En plus d'etablir des comparaisons avec une modalite conventionnelle de type 
VC2D, nos travaux presentent des analyses comparatives entre les modalites RA3D et 
ME3D nouvellement concues. L'integration de la vue video avec un modele 3D ameliore 
clairement les performances de teleoperation chez les operateurs novices. La modalite 
RA3D serait meilleure en termes de precision des manoeuvres, et la modalite ME3D serait 
meilleure pour la facilite d'utilisation et l'efficacite des teleoperations. II y a done certes 
des avantages a superposer une vue video a un modele 3D afin d'elargir Tangle de vue (ce 
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qui est fait avec la modality RA3D), et d'utiliser une perspective de type CC sous forme de 
modele 3D combine avec une vue video (ce qui est fait avec la modalite ME3D). Ces 
meilleures performances obtenues avec la modalite ME3D seraient dues a la perspective de 
type exocentrique (CC) parce qu'elle reduit la charge cognitive des operateurs novices, ce 
qui permet de relier la perspective CC avec une augmentation de l'efficacite et de 
l'utilisabilite et la VC2D avec une meilleure precision. 
Enfin, revaluation de l'effet d'entrainement des operateurs novices (mende avec 
trois operateurs repetant les taches apres un delai de trois semaines) nous permet 
d'identifier qu'avec deux heures d'utilisation (soit le temps requis pour realiser les tests par 
un operateur), les performances des novices s'ameliorent globalement de 40%. Ces 
resultats nous amenent a suggerer un minimum de 2 a 4 heures d'entrainement pour des 
operateurs novices. II faut par contre noter que cet apprentissage est evalue selon l'emploi 
du mecanisme de commande par joystick virtuel et que l'emploi d'un autre mecanisme 
pourrait mener a des valeurs differentes. 
Etant donne la nouveaute des contributions dans les modalites de visualisation de 
notre travail, l'interface-operateur de teleoperation a ete con9ue pour les fins de l'etude et 
non pour en faire un systeme optimal. Plusieurs ameliorations ont ete identifiers suite aux 
experiences realisees, et qui pourraient servir a ameliorer davantage les performances de 
teleoperation du systeme dans ses deploiements futurs. 
• Ameliorer la precision de la localisation du robot dans Penvironnement. Les 
imprecisions et oscillations observees ont un effet derangeant sur les perceptions 
des operateurs. 
• Reduire le delai de traitement des commandes et des messages d'etats du robot. 
Avec un controle par joystick ou volant virtuel, le systeme comporte un delai moyen 
d'action-reaction de 0,4 seconde, ce qui depasse de 0,2 seconde le delai de 
retroaction admissible d'un operateur humain en commande directe [RASKIN 2004, 
SHEIK 2005]. De plus, le taux de traitement et de transmission des messages du 
robot n'est que de 5 fois par seconde, alors que celui des images video est de 15 par 
secondes lors des experiences realisees. Ceci a un impact sur la synchronisation des 
images video avec le modele 3D. Une facon de compenser ces limitations 
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technologiques serait d'utiliser d'autres modes de commande, comme les points de 
chutes, des trajectoires generees automatiquement ou des modes autonomes du 
robot [TSUMAKI 2000], bien sur dans la mesure de ce qui est faisable 
technologiquement. Les modalites de teleoperation sont alors contournees, ce qui 
n'est pas toujours possible a faire de maniere securitaire. 
• Ameliorer la qualite du rendu des modeles 3D et extraire des informations de 
texture des images video et les appliquer aux surfaces correspondantes du modele. 
Les surfaces des modeles 3D actuels ne comportent pas de texture et affichent des 
couleurs ne correspondant pas exactement a celles des elements reels de 
l'environnement, creant ainsi une certaine difficulte pour l'operateur a les faire 
correspondre aux images video. 
• Integrer un mecanisme de generation automatique du modele de l'environnement et 
des objets, et leur mise a jour dynamique. Les vues video dans les modalites RA3D 
et ME3D ne sont pas fusionnees avec les elements des modeles 3D. De plus, la 
localisation du robot dans le modele 3D comporte du bruit et des erreurs qui 
decalent le modele par rapport a la vue video. 
• Ajouter les informations des divers senseurs de distance aux modalites de 
visualisation integree. Pr£sentement, les informations des senseurs de distance ne 
sont pas integrees ou fusionnees avec les interfaces-operateurs de modalite RA3D et 
ME3D. 
• Permettre un ajustement dynamique de la position et de Tangle du point de vue 
d'egocentrique a exocentrique. La modalite RA3D est uniquement egocentrique et 
ne permet pas d'avoir une vue legerement exocentrique capable de montrer de facon 
plus appropriee le robot et les obstacles de part et d'autre. Le point de vue 
exocentrique de la modalite ME3D est fixe et trop distant de la scene selon la 
trajectoire empruntee par le robot. II serait utile de permettre a l'operateur de choisir 
la perspective visuelle, ou encore d'implementer un mecanisme ajustant la 
perspective selon la tache a realiser et les caracteristiques de l'operateur. 
• Utiliser un modele physique plus precis du robot et Pimplanter dans l'algorithme 
d'extrapolation du comportement du robot. Le positionnement du robot dans 
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l'interface-operateur ne tient pas compte des accelerations du robot, ce qui introduit 
des erreurs d'extrapolation de la position du modele 3D et occasionne des decalages 
avec les images video correspondantes. 
• Tracer sur les cartes et la vue video le trajet anticipe. 
• Elargir Tangle de vue horizontale avec la modalite VC2D et RA3D. 
Ces ameliorations perrnettront d'obtenir une interface-operateur plus performante 
pour conduire des etudes sur le choix des mecanismes de controle (en laboratoire), pour 
ensuite porter un choix eclaire sur l'interface-operateur a utiliser afin de mener une etude 
clinique dans des domiciles reels. Selon les resultats de nos travaux et etant donne le type 
d'operateurs qui utiliseront le systeme de teleoperation (plus specifiquement pour 
Fassistance dans la prestation de soins a domicile, c'est-a-dire des cliniciens et des aidants 
naturels), notre recommandation serait de favoriser la modalite ME3D de visualisation. 
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ANNEXE A - Questionnaire d'experiences pilotes 
Question sur la plateforme Coworker: Selon vous, indiquez le niveau de difficult^  rencontre lors des 
operations suivantes : 
F facile indiquant que vous avez du premier essai, rapidement et sans aucun probleme realist la commande 
A acceptable indiquant que vous avez eu un petit probleme, ou n'etiez pas assez rapide ou vous avez repris 
un essai 
D difficile indique plus d'un probleme mais realisable 
T tres difficile, a necessity de l'aide du superviseur ou un temps de reflexion appreciable de votre part ou 
une habilete importante 
I impossible, vous n'avez pu r^aliser la commande correctement ou la completer 
F facile A acceptable D difficile T tres difficile I impossible 
Operations 
Reculer le robot dans sa position 
station de repos 
Sortir le robot de sa station de 
repos 
Passage au travers d'un cadre de 
porte 
Positionner le robot devant une 
personne et pointer son visage 
Tourner un coin de corridor 
Contourner un plan de travail dans 
une cuisine 
Suivre une personne 
Deplacer un petit obstacle sur le 
trajet (ballon, porte entre ouverte, 
etc.) 
Naviguer par point de chute 
Naviguer en mode Go (sans 
evitement) 
Naviguer en donnant plusieurs 
points de chute pour acceierer le 
deplacement du robot (avant qu'il 
ait atteint celui en cours). 
Naviguer en pas a pas (fleches sur 
le clavier) 
Niveau de 
difficulte 
F A D T I 
Commentaires 
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Qualifiez les elements de la PFRT Coworker 
Echelle de valeur : 
0 inapproprie 1 faible 2 moyen 3 adequat 4 excellent 5 Sur performant 
0 inapproprie, indique quelque chose d'inacceptable pour fonctionner efficacement et s^curitairement, doit 
etre modiffe" 
1 faible, doit etre am61iore 
2 moyen, est acceptable comme tel, mais devrait 6tre ameliore 
3 adequat, est correct sans amelioration 
4 excellent, a conserver 
5 sur performant, d^passe les exigences de la fonction 
fichelle de valeur: 
0 inapproprie 1 faible 2 moyen 3 adequat 4 excellent 5 Sur performant 
Elements Qualification 
0 1 2 3 4 5 
Defauts 
Image vid£o de 
la scene 
Globalement 
Grandeur 
Vitesse 
rafratchissement 
de 
Precision 
Zoom 
Stabilite lors 
defacements 
de 
Angle de vue 
Mir et 
rimage 
guide dans 
Point de chute 
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Image ties 
senseurs de 
navigation 
Indicateurs 
d'etats et de 
commandes 
Globalement 
Balayage avant 
Proximite 
Choc 
Globalement 
Batteries 
Telephone 
Microphone 
Go 
Arre"t d'urgence 
Fleches de commande 
Bande d'angles de rotation 
Cou 
T^te 
Zoom 
Quality de la disposition des 
icones 
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Carte des senseurs 
Commandes 
Lien audio 
Plateforme de 
teleoperation 
Quels sont les def 
Globalement 
Position de la fenetre (haut et 
gauche) 
Dimension 
Utilite 
Pr6cision 
Globalement 
Facility a utiliser: cou 
Facility a utiliser: tSte 
Facility a utiliser: zoom 
Facility a utiliser : fleches 
Facility a utiliser: rotation 
Facility a utiliser: point de chute 
Facility a utiliser: Go devant 
obstacles 
Facilite a utiliser: carte des 
senseurs lors de deplacement 
Facilite a reculer 
Facility a passer pres d'objets 
Facilite a passer une porte 
Facilite a d^placer un obstacle 
Vitesse d'ex&ution des 
commandes 
Vitesse du robot 
Niveau de s6curite 
Globalement 
Qualite" de l'^ coute 
Quality de conversation 
Facility d'utilisation 
Niveau de bruits 
Facilite d'apprentissage 
Facilite a operer dans un 
domicile 
Ergonomie de l'interface 
Performance du robot 
Maniabilite 
S^curite de la PFRT 
auts a corriger, les manques a combler et les amelio rations essentiel es 
pour faciliter 1'operation securitaire des PFRT ? 
Autres commentaires: 
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Question sur la plateforme MagLab 
Selon vous indiquez le niveau de difficult^  rencontre" lors des operations suivantes : 
F facile indiquant que vous avez du premier essai, rapidement et sans aucun probleme r£alis£ la commande 
A acceptable indiquant que vous avez eu un petit probleme, ou n'etiez pas assez rapide ou vous avez repris 
un essai 
D difficile indique plus d'un probleme mais realisable 
T tres difficile, a necessite de l'aide du superviseur ou un temps de reflexion appreciable de votre part ou 
une habilete importante 
I impossible, Vous n'avez pu realiser la commande correctement ou la completer 
F facile A acceptable D difficile T tres difficile I impossible 
Operations 
Reculer le robot dans sa 
position station de repos 
Sortir le robot de sa station de 
repos 
Passage au travers d'un cadre 
de porte 
Positionner le robot devant une 
personne 
Tourner un coin de corridor 
Contourner un plan de travail 
dans une cuisine 
Suivre une personne 
Deplacer un petit obstacle sur 
le trajet (Soulier, jeu, boite, 
porte entre ouverte, etc.) 
Naviguer par point sur la carte 
Naviguer avec le joystick 
Niveau de 
difficulte 
F A D T I 
Commentaires 
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Qualifiez les elements de la PFRT MagLab 
0 inapproprie\ indique quelque chose d'inacceptable pour fonctionner efficacement et s6curitairement, doit 
Stre modify 
1 faible, doit etre ameliore" 
2 moyen, est acceptable comme tel, mais devrait Stre ameliore 
3 adequat, est correct sans amelioration 
4 excellent, a conserver 
5 sur performant, d6passe les exigences de la fonction 
Echelle de valeur: 
0 inapproprie" 1 faible 2 moyen 3 adequat 4 excellent 5 Sur performant 
Elements 
Image vid6o de 
la scene 
Indicateurs 
d'etats et de 
commandes 
Globalement 
Grandeur 
Vitesse de 
rafraicbissement 
Precision 
Zoom 
Stability lors de 
deplacements 
Angle de vue 
Globalement 
Arret d'urgence 
Joystick 
Rotation 
Joystick 
Deplacement 
Quality de la disposition 
des icones 
Qualification 
0 1 2 3 4 5 
DCfauts 
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Carte des senseurs 
Commandes 
Globalement 
Position de la fen&re 
Dimension 
Utilite" 
Precision 
Globalement 
Facility a utiliser : Joystick 
Facilite a utiliser: point de 
position 
Facilite" a utiliser: devant 
obstacles 
Facilite a utiliser: carte des 
senseurs lors de 
defacement 
Facilit6 a reculer 
Facilite" a passer pres 
d'objets 
Facilite a passer une porte 
Facility a d^placer un 
obstacle 
Vitesse d'execution des 
commandes 
Vitesse du robot 
Niveau de s^curite 
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Lien audio 
Plateforme de 
teleoperation 
Globalement 
Qualite de l'6coute 
Quality de conversation 
Facility d'utilisation 
Niveau de bruits 
Facility d'apprentissage 
Facilite a operer dans un 
domicile 
Ergonomie de 1'interface 
Performance du robot 
Maniabilit6 
Security de la PFRT 
Quels sont les d6fauts a corriger, les manques a combler et les ameliorations essentielles pour faciliter 
P operation securitaire des PFRT ? 
Autres commentaires : 
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ANNEXE B - Fonctionnalites de l'interface-operateur 
Des tests ont ete realises pour valider les fonctionnalites du systeme. Cette annexe 
presente les resultats de tests qui ont porte sur des mecanismes de communication, de 
commande et de presentation des informations des senseurs entre le robot et l'interface-
operateur de teleoperation. 
Le tableau B.l presente un groupe de mecanismes de base. 
TABLEAU B.l MECANISMES 
Mecanismes 
Communication port CS 
Communication port AV 
Commande JSV direct 
Commande JSV avec 
poussee 
Commande Volant 
Ajustement de vitesse 
Commande GP 
Commande depart 
Commande pause 
Commande arret 
Indicateur de batterie 
Indicateur de vitesse 
Indicateur session 
Indicateur horloge 
Indicateur autonomic 
Vue video egocentrique 
VC 
Vue realite augmentee 
RA 
Vue mixte exocentrique 
ME 
Resultats de leur fonctionnalite 
Connexion avec le serveur CS. Initialisation du temps de session, 
echange d'etats et de commandes. 
Connexion avec le serveur video. Mode VCI, envoi d'images de la 
camera sur commande de l'interface-operateur et lews presentations a 
l'utilisateur. 
Deplacement du robot avec arret devant les obstacles. Le robot se 
deplace selon les valeurs de vitesses de translation et de rotation. 
Mode poussee d'objet, le robot ne s'arrete pas devant un obstacle et 
peut entrer en contact avec lui. 
Rotation du robot et translation si une vitesse est pre-ajustee sur 
P indicateur de vitesse. 
Ajuste la vitesse de translation du robot dans le mode volant. La 
valeur est indiquee par une barre d'arret sur Pindicateur de vitesse. 
Points de chute et edition des points que le robot suit en sequence. 
Permet aux diverses commandes de deplacement de se realiser. 
Arrete le robot momentanement. 
Arrete le robot et efface la commande de deplacement en cours. 
Presente le pourcentage d'energie restante du robot. 
Presente la vitesse reelle du robot. 
Indique le temps de session depuis le branchement avec le serveur CS 
du robot. 
Indique Pheure reelle. 
Indique le temps d'autonomie d'operation du robot avant une 
recharge des batteries. 
Presentation des images de la camera du robot sur l'interface-
operateur. 
Presentation en arriere-plan d'une vue elargie de la scene. Les 
donnees de positionnement du robot permettent de positionner le 
modele pour une fusion adequate du modele avec la vue video reelle. 
Presentation du modele de la scene en 3D a partir d'une vue aerienne 
ou le robot est au point central. Le robot est fixe et le modele se 
positionne adequatement selon les donnees de position recues du 
robot. La vue video est legerement reduite et presentee dans le bas de 
la vue exocentrique. 
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Un mecanisme d'enregistrement (log) des variables de fonctionnement a aussi ete 
implemente et teste pour permettre de capter les donnees de temps, de distance et de 
nombre de commandes pour chaque essai qui seront faits avec des operateurs. Un logiciel 
d'extraction (dialogR20061217a.exe) des informations du fichier de log a aussi ete 
developpe et utilise separement lors de l'analyse des donnees. Ce programme permet de 
generer six fichiers difKrents dans lesquels se trouvent des informations specifiques dont la 
valeur du temps de l'interface-operateur pour chaque evenement. 
Contient les commandes autres que le joystick/volant 
Contient les commandes de points de position 
Contient les informations des GP en memoire 
Contient les commandes de deplacement JS et volant 
Contient les temps de prise de photos 
Contient les lignes de positionnement retournees par le robot 
Un second programme (NovicesPOS20070112a.m) sur le logiciel Matlab a ete 
developpe pour analyser les fichiers de metrique. Ce programme calcule les valeurs de 
m&rique pour chaque tache a partir des conditions de debut et de fin de tache. 
logCMD.txt 
logGP.txt 
logGPedittxt 
logMOVE.txt 
logPHOTO.txt 
logPOS.txt 
Fenetres de l'interface-operateur 
L'interface-operateur developpee a ete concue pour permettre de presenter les 
elements principaux des interfaces conventionnelles de teleoperation, c'est-a-dire une vue 
des images video avec une carte de positionnement du robot en peripherie, d'une vue des 
senseurs du robot et d'un tableau de bord pour les commandes et etats du robot. La figure 
B.l pr^sente le resultat de 1'implementation realised. 
Figure B.l Presentation conventionnelle de l'interface 
L'interface se compose de fen&res ou zones d'affichage specifiques de dimensions pre-
determinees qui peuvent etre allumees ou eteintes. Le fonctionnement de l'interface et de la 
communication avec le robot ne sont aucunement affectes par l'etat des fenetres. Le seul 
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impact est sur le temps de traitement du logiciel. L'op6rateur peut en tout temps allumer ou 
eteindre n'importe laquelle de ces zones en pesant sur une touche dediee du clavier. La liste 
suivante presente 1'assignation des touches pour chacune des fonctionnalites. 
• Images video « V » 
• Modele 3D « M » 
• Carte « C » 
• Robot et senseurs « R » 
• Tableau de bord « D » 
• Information « I » 
Les figures B.2 a B.4 presentent chacune des zones activees individuellement. 
a) b) 
Figure B.2 Fenetres : a) Video et b) Modele en realite virtuelle 
, ja^i-waa,*^ saasssawsr sa S l ^S ::ssS\ 
111! 
a) 
Figure B.3 Fenetres : a) Carte et b) Robot et senseurs 
b) 
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a) b) 
Figure B.4 Fenetres : a) Tableau de bord et b) Zone d'information 
8.1.1.1 Zone de la vue principale de visualisation de la scene 
Cette zone presente la vue video de la camera avant lorsque la communication video 
est activee avec le robot. Ce mecanisme n'est pas active par defaut. II faut peser sur la 
touche « V » pour demarrer le flot video du robot. II peut Stre en tout temps desactive et 
reactive en pesant successivement sur la touche « V » du clavier. 
8.1.1.2 Zone de la carte 
La carte est presentee de facon fixe et les coordonnees de position sont x - 0, v = 0 
dans le coin inferieur gauche de cette zone. Elle montre aussi le robot dans sa position 
reelle dans la carte du plan des lieux ainsi que les trajets obtenus a partir des signaux des 
senseurs du robot. Cette zone est affichee par defaut et peut etre en tout temps desactivee et 
reactivee en pesant successivement sur la touche « C » du clavier. 
8.1.1.3 Zone robot 
La vue du robot presente le robot en vue arriere ainsi que les trajets de ses senseurs 
selon la distance d'obstacles observes dans l'environnement immediat du robot. II est 
possible de changer Tangle de vue pour faire pivoter le robot selon un axe gauche-droit. 
Ceci permet de voir le dessous, 1'arriere et le dessus du robot. La rotation de la roue de la 
souris ajuste cet angle si la souris est positionnee dans la zone de presentation du robot. 
Cette zone est affichee par defaut et peut etre en tout temps desactivee et reactivee en 
pesant successivement sur la touche « R » du clavier. 
8.1.1.4 Zone d 'information 
La zone d'inforrnation peut etre utilisee pour la presentation d'information textuelle. 
Elle a servi essentiellement au deboggage du code lors de sa conception. Cette zone est 
affichee par deTaut et peut Stre en tout temps desactivee et reactivee en pesant 
successivement sur la touche « I» du clavier. 
8.1.1.5 Zone du tableau de bord 
Le tableau de bord comporte plusieurs sections et mecanismes de commandes et 
d'indications d'etats. Cette zone est affichee par defaut et peut etre en tout temps desactivee 
et reactivee en pesant successivement sur la touche « D » du clavier. 
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Modalites de visualisation 
L'interface permet de selectionner la modalite de presentation de 1'information 
visuelle de la scene ou evolue le robot. La figure B.5 presente une premiere modalite de 
visualisation de type conventionnel video centrique comportant une vue video de la scene 
en provenance des images captees de la camera montee sur le robot (egocentrique), et au 
coin superieur gauche une carte des lieux avec le positionnement du robot. 
Figure B.5 Vue video centrique conventionnelle 
Les figures B.6 et B.7 presentent les deux situations ou il y a ajout du modele virtuel 
3D. L'ajout du modele 3D peut se faire selon deux perspectives, la premiere Egocentrique 
et la seconde exocentrique. Ces vues peuvent etre selectionnees alternativement en tournant 
la roue de la souris vers l'avant ou Parriere lorsque le modele 3D est active par la touche 
dediee M. 
La figure B.6 affiche dans la zone principale la vue en realite augmentee ou la zone 
video est conservee au centre et superposee a une vue du modele comportant un angle de 
vue superieur a celle des images video. Le modele est adequatement positionne en temps 
reel afin de correspondre aux composantes de la vue video. La superposition se fait avec un 
taux de transparence des images video de 80%. 
La figure B.7 presente une vue mixte exocentrique ou on retrouve la vue video 
deplacee vers le bas et reduite de 40% en dimension et le modele 3D en vue de perspective 
de facon exocentrique ou Pobservateur est situe au-dessus et en arriere du robot de facon a 
avoir une vue en plongee. Le robot est represente dans le modele comme reference au 
centre de la vue et le modele se deplace et tourne selon la position reelle du robot. Cette 
particularite permet de referencer le robot avec la vue video presentee dans le bas de la 
fenetre. Les coordonnees de gauche et de droite ne sont jamais renversees entre le robot, le 
modele et la vue video de la scene. 
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Figure B.6 Modalite en Realite Augmentee 
Figure B.7 Modalite Mixte Exocentrique 
Indicateurs du tableau de bord 
Le tableau de bord comporte dix zones distinctes pour presenter les informations 
d'etats et de commandes a l'operateur. 
• Robot: La section la plus a gauche comprend une ligne de titre « ROBOT » sous la 
quelle se trouve une bande d'indication de la communication avec un robot distant. 
Lorsque la communication CS4 est etablie avec un robot distant, le nom du robot 
apparait dans cette zone ainsi qu'une petite antenne indiquant l'etat actif de la 
communication. Une seconde bande comporte trois icones de commande: la 
premiere est un triangle pointant vers la droite et servant a demarrer le robot 
« avance », la seconde servant a mettre le robot en pause et la troisieme servant a 
l'arret d'urgence du robot. Le bouton Avance devient vert lorsqu'active, le bouton 
Pause en jaune et clignotent et enfin l'Arret devient rouge. Enfin, sous le titre 
« OPERATEUR » se trouve une ligne ou le nom de l'operateur est affiche. 
• Vitesse : La section a gauche de la section « ROBOT » est l'indicateur de vitesse. 
L'indicateur donne, grdce a une fleche rouge, la vitesse reelle du robot telle que 
4
 CS correspond au port de communication des commandes [LABONTE 2006b]. 
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retournee par les messages d'etats du robot qui sont communiques plusieurs fois par 
seconde. Une seconde barre d'indication est aussi positionn^e selon la vitesse 
desiree pour le mode de commande par volant. Lorsque la souris est dans la zone 
presente, il est possible d'ajuster la barre de vitesse a la valeur voulue. Elle demeure 
dans sa position tant que Ton ne modifie pas sa position. 
• Mode : La section a droite de la section «Indicateur de vitesse » est la bande de 
mode de deplacement du robot. Elle comporte quatre boutons : celui du haut active 
le mode d'evitement d'obstacles, le second vers le bas desactive ce mode 
d'evitement et permet la pousse d'objet, le suivant vers le bas est pour un mode de 
deplacement avec le joystick par valeur relative de vitesse lorsque le robot se 
deplace vers une serie de points de chute, et enfln le dernier bouton vers le bas qui 
active le mode autonome du robot, par exemple pour le retour autonome vers le 
point de charge. Le mode de pousse d'objet se desactive automatiquement lorsque 
le joystick virtuel est relache. Cette particularite assure que Foperateur doit le 
selectionner intentionnellement a chaque fois qu'il active le joystick. Les fonctions 
des deux derniers boutons ne sont pas implementees dans le prototype. 
• Volant Virtuel/Joystick Virtuel: La section du joystick et du volant est dans la 
partie centrale du tableau de bord. On y retrouve deux anneaux concentriques dont 
la surface definie par le plus petit definit la zone d'activation du joystick. L'espace 
entre les deux anneaux est la zone d'activation du volant. Pour utiliser le joystick il 
faut utiliser le bouton gauche de la souris alors que Ton se trouve sur la zone 
joystick et le maintenir tant que Ton veut bouger le robot. Le point central passe 
alors au vert pour indiquer le choix du mode joystick. Le relachement du bouton de 
souris annule immediatement les vitesses de translation et de rotation envoyees au 
robot. Le mode joystick utilise les deplacements relatifs de la souris pour determiner 
les vitesses de deplacements du robot (translation et rotation). Un deplacement vers 
le haut avance le robot, vers le bas le recule, un deplacement vers la gauche le fait 
tourner vers la gauche et un vers la droite le fait tourner a droite. II faut noter que 
comme dans un vehicule automobile, lorsque Ton recule, la rotation du vehicule 
apparente se trouve a etre inversee. L'interface-operateur est configured pour que le 
robot se comporte comme un vehicule automobile. Ce mode de commande 
comporte un indicateur de vitesse rudimentaire ainsi que de direction, sous la forme 
d'un triangle dans le centre du joystick qui peut atteindre le cercle exterieur pour la 
vitesse maximum. II faut noter que cet indicateur donne la vitesse demandee par 
l'interface-operateur, contrairement a celle recue qui est affichee sur 1'indicateur de 
vitesse. L'anneau exterieur est celui du volant et le point noir dans le haut en 
indique la position. Lorsque le volant est choisi par le bouton gauche de la souris, le 
robot se deplacera a la vitesse indiquee par la barre de 1'indicateur de vitesse. Le 
point noir du volant se deplace selon la direction et passe en vert tant que Ton reste 
en mode volant. Ce mode se desactive automatiquement lorsque le bouton de souris 
est relache. Lorsque le volant est actif Poperateur peut ajuster la vitesse a partir de 
la roue de la souris tout en maintenant le volant actif. 
• Photo : Bouton de prise de photo. 
• Horloges: A droite du joystick et du volant se trouve une section d'horloges 
composee de trois indicateurs. Le premier est Phorloge de la session debutant 
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depuis la mise en communication avec le robot. Le second indique l'heure locale de 
l'ordinateur de l'interface-operateur. Enfin, le troisieme est le temps estime de 
fonctionnement du robot avant un besoin de recharge de ses batteries. 
• Energie : Indique 1'energie disponible estim^e des batteries avec une jauge graduee 
et comporte un indicateur de seuil critique n^cessitant une recharge avec un pointeur 
rouge. 
Figure B.8 Tableau de bord. 
Figure B.9 Mode joystick, direction avant a vitesse maximum. 
Figure B.10 Mode volant, direction avant selon position de la barre de vitesse et volant. 
Connexion avec le serveur du Telerobot 
Lorsque l'operateur demande une connexion avec le serveur du robot, il doit activer 
en premier celle du port de commande et d'etats (CS command and status). Lorsque la 
connexion s'etablie, l'indicateur de communication et le compteur de temps de session se 
reinitialisent et l'indicateur de batterie du robot se met a jour. L'operateur peut alors activer 
la connexion video en selectionnant la commande « Communication avec le port AV 
principal ». Lorsque la touche V est pesee, les images video de la camera principale sont 
alors affichees au centre de l'interface-operateur. Les fichiers de log suivants presentent les 
details de ce processus. 
Resultat du log «\20060704aLogTele\logMessTUIal.txt» et 
« \20060725\logMessTUI_F14b.txt» 
Synchronisation de depart sur le portCS principal 
Le processus de synchronisation des horloges de l'interface-operateur et du robot 
utilise les messages suivants : 
Message de depart de l'interface-operateur 
Depart« *IMS name 0 0 » 
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Commande «time : TI . . . » 
Commande « robot on : RO 1 » 
Commande « emergency stop off: ES 0 » 
Commande « stop robot resume : SR 0 » 
Commande « overcharge reset override : OC 0 » 
Message END 
Message de depart du robot 
Reponse du robot« *RMM name 0 0 » 
Message temps robot« TS ... » 
Message END 
Le log suivant montre l'ajustement du temps TUI de l'interface-operateur apres 
reception du message de depart du robot. 
Resultat du log « \20060704aLogTele\logMessTUIal.txt» 
STime 25853 
STime 25863 
FDWRITEPORTCS 
STime 0 
*IMS Interface 0 0; 
TI2006 7 2 4 14 50 30883; 
ROl; 
ESO; 
SRO; 
OC1 ; 
END 0; 
STime 0 
STime JO 
STime 20 
STime 30 
FDREADPORTCS 
ROBOT-> 
*RMMrobotlOO; 
TS 200672414 45 52 990; 
END 0; 
<-ROBOT 
STime 0 
STime 10 
Message de emplacement du robot (RMM) 
Apres une connexion de l'interface-operateur avec le serveur du robot, ce dernier 
envoie periodiquement et approximativement aux 200 millisecondes un message 
comportant des informations de positionnement et de valeurs de senseurs. Ces messages du 
robot comportent les informations suivantes : 
Reponse du robot« *RMM name seqnb sestimeO » 
Message temps robot« TS ... » 
Message de position « POS . . .» 
Message d'etat des infrarouges « IR ... » 
Message d'etat des ultrasons « US ... » 
Message d'etat des pare-chocs « BP ... » 
Message END 
Exemple de log de ce type de message : 
142 
Resultat du log « \20060704aLogTele\logMessTUIal.txt» 
STime 170 
FDREADPORTCS 
ROBOT~> 
*RMMrobot! 1100; 
TS200672414455390; 
POS 0 0 597513652 00; 
IR16134 65535 65535 65535 182 65535 290134132 255 65535187 65535 65535 255 131; 
US 4 330 280 280 470; 
BP6111111; 
END 1; 
<-ROBOT 
STime 180 
STime 370 
VMS Interface 1 370; 
Tl 200672 414 50 31 293; 
END 1; 
FDREADPORTCS 
ROBOT-> 
*RMMrobotl 2 302; 
TS 2006 72 414 45 53 292; 
POS 00 5975 13652 00; 
IR 16132 65535 65535 65535 195 65535 227133 133 65535 65535184 65535 65535 266130; 
US 4 330 300 300 470; 
BP 6111111; 
END 2; 
<-ROBOT 
STime 380 
Message d'etats du robot (RGM) 
Le robot envoie aussi un message d'etats sur son horloge, ses etats de 
fonctionnement et sur ses batteries, approximativement aux secondes. 
Reponse du robot« *RGM name seqnb sestimeO » 
Message d'etats « ST ... » 
Message de puissance « PW ...» 
Message END 
Resultat du log « \20060704aLogTele\logMessTUIal.txt» 
STime 2375 
*IMS Interface 3 2375; 
TI20067 2 414 50 34298; 
END 3; 
FDREADPORTCS 
ROBOT-> 
*RGMrobotl 203331; 
ST803000000; 
PW 1 55 66 26399 -1; 
END 20; 
*RMMrobotl 21 3331; 
TS 20067 2 414 45 56 321; 
POS 0 0 5975 13652 00; 
IR16137 65535 65535 65535183 65535 219135137 345 65535 190 65535 65535 278130; 
US 4 340 370 420 470; 
BP6111111; 
END 21; 
<-ROBOT 
STime 2385 
STime 2405 
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Cycle des messages du robot (RGM et RMM) 
Le log suivant presente les resultats de la transmission de message RGM et RMM 
par le robot (logMessTUI_F15.txt) 
«\20060721\logMessTUI_F15.txt» 
STime 78714 
FDREADPORTCS 
ROBOT--> 
*RGM robotl 495 79763 ; 
ST 8 0 3 0 0 0 0 3 0 ; 
PW 155 66 23899-1; 
END 495; 
*RMM robotl 496 79763; 
TS 20067521 1149 45 132; 
POS 220 0 6515 13594 0 357000; 
IR 16 138 346 40 247 170 161 65535 134 136 65535 65535 190 65535 65535 65535 125 ; 
US 4 300 280 260 280 ; 
BP 6 1 1 1 11 1; 
END 496; 
<-ROBOT 
STime 78724 
STime 78744 
STime 78754 
STime 78764 
STime 78774 
STime 78784 
*IMS Interface 134 78784 ; 
MVD 1 500 0 ; 
END 134; 
STime 78794 
STime 78804 
STime 78814 
FDREADPORTCS 
ROBOT-> 
*RMM robotl 497 79864 ; 
TS 20067521 1149 45 232; 
POS 220 0 6535 13593 0 357000; 
IR 16 138 346 40 247 170 161 65535 134 136 65535 65535 190 65535 65535 65535 125 ; 
US 4 280 260 240 300; 
BP 6 1 1 1 11 1 ; 
END 497; 
<--ROBOT 
STime 78834 
#M yawRecv= -357 
STime 78844 
STime 78864 
STime 78864 
STime 78874 
STime 78884 
STime 78904 
STime 78914 
STime 78924 
STime 78934 
STime 78945 
STime 78955 
STime 78965 
STime 78975 
*IMS Interface 135 78975 ; 
MVD 1 500 0 ; 
END 135 ; 
STime 78995 
STime 79005 
STime 79015 
STime 79025 
FDREADPORTCS 
ROBOT-> 
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*RMM robotl 498 80066 ; 
TS 2006 7 5 21 1149 45 434; 
POS 270 -1000 6586 13590 0 357000 ; 
IR 16 135 300 250 205 167 206 65535 136 136 65535 65535 187 65535 65535 65535 133 ; 
US 4 240 210 200 220; 
BP 6 11 1 1 1 1; 
END 498; 
<~ROBOT 
STime 79826 
FDREADPORTCS 
ROBOT~> 
*RGM robotl 502 80871 ; 
ST 8 0 3 0 0 0 0 3 0 ; 
PW 1 55 66 23899 -1 ; 
END 502; 
*RMM robotl 503 80871; 
TS 2006 7 5 21 114946 240; 
POS 75 0 6743 13582 0 357000 ; 
IR 16 130 126 47 170 48 57 65535 137 136 65535 65535 176 65535 65535 65535 132 ; 
US 4 100 60 80 130 ; 
BP 6 1 1 1 11 1; 
END 503 ; 
<-ROBOT 
STime 79836 
Le robot envoie un message RGM et un RMM au meme cycle 
Le message suivant est un RMM a environ : 79864 - 79763 = 101 msec 
Par la suite les RMM sont transmis aux : 80066 - 79864 = 202 msec 
Les RGM sont transmis aux : 80871 - 79763 = 1108 sec 
Message d'activation du robot (PLAY, PAUSE, STOP) 
L'interface-operateur envoie selon les commandes de Poperateur des informations 
d'arret, de depart et de mise en pause du robot. 
Message « *IMS name seqnb sestimeO » 
Commande « emergency stop off: ES 0 » 
Commande « override recharge : OC 1 » 
Commande « stop robot resume : SR 0 » 
Message END 
Resultat du log « \20060710LogFonc\logMessTUI_F07_l.txt» 
STime 29913 
FDREADPORTAV 
GOon 
*IMS Interface 47 29933; 
ES0; 
OC 1; 
SR0; 
END 47; 
FDREADPORTAV 
STime 29933 
Pause du robot 
Message « *IMS name seqnb sestimeO » 
Commande « override recharge : OC 1 » 
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*RMM robotl 498 80066 ; 
TS 20067521 114945 434; 
POS 270 -1000 6586 13590 0 357000 ; 
IR 16 135 300 250 205 167 206 65535 136 136 65535 65535 187 65535 65535 65535 133 ; 
US 4 240 210 200 220; 
BP 6 1 1 1 11 1 ; 
END 498 ; 
<-ROBOT 
STime 79826 
FDREADPORTCS 
ROBOT-> 
*ROM robotl 502 80871; 
S T 8 0 3 0 0 0 0 3 0 ; 
PW 1 55 66 23899 -1 ; 
END 502; 
*RMM robotl 503 80871 ; 
TS 20067521 1149 46240; 
POS 75 0 6743 13582 0 357000; 
IR 16 130 126 47 170 48 57 65535 137 136 65535 65535 176 65535 65535 65535 132 ; 
US 4 100 60 80 130; 
BP 6 1 1 1 11 1 ; 
END 503 ; 
<~ROBOT 
STime 79836 
Le robot envoie un message RGM et un RMM au meme cycle 
Le message suivant est un RMM a environ : 79864 - 79763 = 101 msec 
Par la suite les RMM sont transmis aux : 80066 - 79864 = 202 msec 
Les RGM sont transmis aux : 80871 - 79763 = 1108 sec 
Message d'activation du robot (PLAY, PAUSE, STOP) 
L'interface-operateur envoie selon les commandes de l'operateur des informations 
d'arret, de depart et de mise en pause du robot. 
Message « *IMS name seqnb sestimeO » 
Commande « emergency stop off: ES 0 » 
Commande « override recharge : OC 1 » 
Commande « stop robot resume : SR 0 » 
Message END 
Resultat du log « \20060710LogFonc\logMessTUI_F07_l.txt» 
STime 29913 
FDREADPORTAV 
GOon 
VMS Interface 47 29933; 
ES0; 
OC 1 ; 
SR0; 
END 47; 
FDREADPORTAV 
STime 29933 
Pause du robot 
Message « *IMS name seqnb sestimeO » 
Commande « override recharge : OC 1 » 
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Commande « pause robot: SR 1 » 
Message END 
Resultat du log « \20060710LogFonc\logMessTUI_F07_l.txt» 
STime 27830 
VCIMESSAGESENDED 
STime 27871 
PAUSEon 
VMS Interface 44 27881 ; 
OC1; 
SRI; 
END 44; 
STime 27881 
FDREADPORTAV 
STime 27891 
FDREADPORTAV 
STime 27901 
IMAGEONSCREEN 
STime 27911 
Arret d'urgence du robot 
Message « *IMS name seqnb sestimeO » 
Commande « emergency stop off: ES 1 » 
Message END 
Commande de volant 
L'ajustement de vitesse se fait avec la roue de la souris lorsqu'elle est positionnee 
dans la zone du joystick ou de Pindicateur de vitesse. Dans ce mode, Pinterface-operateur 
envoie des commandes de deplacement regulierement au robot (approximativement aux 
200 millisecondes). 
Message « *IMS name seqnb sestimeO » 
Message de mouvement« MVD 1 vt vr» 
et Message de volant relache « MVD 0 vt vr» 
Message END 
Resultat du log « \20060710LogFonc\logMessTUI_F01.txt» 
STime 50474 
STime 50494 
VCIMESSAGESENDED 
STime 50504 
FDREADPORTAV 
STime 50514 
FDREADPORTAV 
STime 50524 
VMS Interface 106 50524 ; 
MVD 10 28000; 
END 106; 
IMAGEONSCREEN 
STime 50534 
STime 50544 
STime 50554 
STime 50574 
STime 50584 
STime 50594 
VCIMESSAGESENDED 
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STime 50604 
FDREADPORTAV 
STime 50614 
FDREADPORTAV 
FDREADPORTCS 
ROBOT-> 
*RMM robot 1 31951618; 
TS 2006 711010 44 59 994; 
POS 0 -27000 697613653 0 2000; 
1R 16126 65535 65535 65535166 65535 65535136135 65535 65535180 65535 65535 65535 134 ; 
US 4 750 750 780 820; 
BP6111111; 
END 319; 
<-ROBOT 
STime 50624 
IMAGEONSCREEN 
STime 50644 
STime 50654 
STime 50664 
STime 50674 
STime 50684 
STime 50694 
VCIMESSAGESENDED 
STime 50714 
FDREADPORTAV 
STime 50724 
VMS Interface 10750724; 
MVD 0 0 28000; 
END 107; 
JSoff 
DWoff 
FDREADPORTAV 
STime 50734 
Commande du joystick en mode evitement 
Lorsque Poperateur selectionne le joystick, Pinterface-operateur envoie les 
commandes de deplacement selon la position du pointeur de souris dans la zone du 
joystick. Ces messages sont repetes approximativement aux 200 millisecondes tant que le 
bouton de souris est maintenu par Poperateur. Le relachement du bouton envoie une 
commande d'arret au robot. 
Message « *IMS name seqnb sestimeO » 
Message de joystick « MVD 1 vt vr» 
et Message de joystick relache « MVD 0 vt vr» 
Message END 
Resultat du log « \20060710LogFonc\logMessTUI_F03.txt» 
STime 82749 
VCIMESSAGESENDED 
JSon 
STime 82759 
* IMS Interface 197 82759; 
MVD 1 50 0; 
END 197; 
FDREADPORTAV 
STime 82779 
FDREADPORTAV 
STime 82789 
IMAGEONSCREEN 
STime 82809 
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STime 83771 
STime 83781 
STime 83791 
*IMS Interface 203 83791; 
MVD1 420 -2800; 
END 203 ; 
VCIMESSAGESENDED 
STime 83811 
FDREADPORTAV 
FDREADPORTAV 
STime 85193 
1MAGE0NSCREEN 
STime 85203 
VMS Interface 212 85203; 
MVD 0500-12320; 
END 212; 
JSoff 
DWoff 
STime 85223 
STime 85233 
STime 85243 
Commande du joystick en mode poussee 
Ce mode est active par le bouton de poussee et n'est fonctionnel que pour une 
sequence ininterrompue d'utilisation du joystick. Lorsque le joystick est pese et maintenu, 
Pevitement d'obstacle a Pavant du robot est suspendu tant que le joystick est maintenu par 
Poperateur avec le bouton gauche de la souris. Aussitot que le joystick est relache, le mode 
est desactive. Le log suivant presente les resultats de la transmission des commandes de 
Pinterface-operateur (logMessTUI_F15.txt) «\20060721\logMessTUI_F15.txt» 
JSon 
STime 75149 
*IMS Interface 113 75149; 
MVD 100; Depart du JSV en mode avoid 
END 113 ; 
FDREADPORTAV 
STime 75159 
FDREADPORTCS 
ROBOT-> 
*RGMrobotl 488 78634; 
ST803000030; 
PW1 55 66 23899-1; 
END 488; 
*RMM robot 1 489 78634 ; 
TS 2006 7 5 211149443; 
POS254 0 623113609 0 357000; 
IR 16 131 171 65535 290 181 207 65535 
US 4 560 530 510 530; 
BP6111111; 
END 489; 
<-ROBOT 
STime 77613 
IMAGEONSCREEN 
STime 77623 
Vitesse maximum du robot 254 
134 139 65535 65535 191 65535 65535 65535 130; 
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STime 75950 
*IMS Interface 117 75950 ; 
MVD1 500 0; Commande du JSV a vitesse max 
END 117; 
FDREADPORTAV 
STime 75960 
FDREADPORTAV 
STime 75970 
1MAGEONSCREEN 
STime 75980 
STime 76000 
STime 76010 
STime 76020 
STime 76030 
STime 76040 
VCIMESSAGESENDED 
STime 76050 
*IMS Interface 118 76050; 
Tl200675 2111 54 24 948; 
END 118; 
FDREADPORTAV 
STime 76060 
FDREADPORTAV 
FDREADPORTCS 
ROBOT-> 
*RMMrobot! 479 77102; 
TS 2006 7 5 211149 42 471; 
POS0 0 5973 13622 0 358000; Robot a rarret devant ('obstacle 
IR16135 65535 65535 65535 178 65535 65535 134140 65535 65535190 65535 65535 280132; 
US 4 510 620 660 770; 
BP6111111; 
END 479; 
<-ROBOT 
STime 76070 
STime 83050 
*IMS Interface 150 83050 ; 
MPH1155 0; Mock poussee 
END 150; 
STime 83060 
STime 83070 
*IMS Interface 151 83070; 
Tl 2006 7 5 21 1154 31 968; 
END 151; 
VCIMESSAGESENDED 
STime 83080 
FDREADPORTAV 
STime 83090 
FDREADPORTAV 
STime 83100 
IMAGEONSCREEN 
STime 83110 
STime 83131 
STime 83141 
STime 83151 
STime 83161 
STime 83171 
VCIMESSAGESENDED 
FDREADPORTAV 
STime 83181 
IMAGEONSCREEN 
FDREADPORTCS 
ROBOT-> 
*RGMrobotl 523 84227; 
ST803000030; 
PW155 66 23799 -1; 
END 523; 
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*RMMrobotl 524 84227; 
TS2006 75 2111 49 49 596; 
POS19 -1000 675413581 0 357000; Robot pousse I 'obstacle 
IR 16132 0 50 320 60 30 65535 134136 65535 65535183 65535 65535 65535129; 
US 4 60 60 60 110; 
BP 6111 111; 
END 524; 
<-ROBOT 
STime 83211 
STime 88208 
VMS Interface 166 88208; 
MVD1275 0; Mode avec evitement et vitesse max. 
END 166; 
1MAGEONSCREEN 
STime 88218 
STime 88228 
STime 88238 
STime 88258 
STime 88268 
STime 88278 
STime 88288 
VC1MESSAGESENDED 
STime 88298 
FDREADPORTAV 
STime 88308 
IMAGEONSCREEN 
FDREADPORTCS 
ROBOT-> 
*RMM robot 1 555 89344; 
TS 2006 75 211149 54 712; 
POS 0 0 700613566 0 357000; Robot demeure immobi le 
IR 16131 0 58 314 57 30 65535137141 65535 65535186 65535 65535 65535128; 
US 4 60 60 60 80; 
BP6111111; 
END 555; 
<~ROBOT 
STime 88318 
#M yawRecv= -357 
STime 88338 
STime 88348 
Commande par point de chute 
Ce mecanisme pertnet de positionner des points de chute que le robot devra 
parcourir dans l'ordre des points specifies dans l'interface-operateur. Ces points peuvent 
etre specifies par l'operateur en positionnant la souris et en cliquant sur le bouton gauche. 
La position de la souris peut 6tre dans la zone de la carte, dans la partie basse des images 
video (sous la ligne d'horizon) ou dans le modele en vue ego ou exocentrique. Chaque 
point comporte un anneau de couleur differente a la base de sa tige. L'operateur peut faire 
disparaitre un point en cliquant dans Panneau du point. Le robot se deplace aussitot vers le 
point de chute s'il est actif (bouton Avance pese). 
Si l'operateur enleve le premier point donne au robot, ce point disparaitra 
(l'interface-operateur envoie un stop et reset le tampon SR=2). S'il y a d'autres points, alors 
le suivant prend la place du premier (le TUI envoi un SR=2 et un GP avec les nouvelles 
coordonnees). Ces commandes ne sont pas instantanees mais sont executees au cycle de la 
prochaine seconde de Phorloge de l'interface-operateur. 
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Figure B. 11 Trajet de points 
Les points de chute sont possibles dans les multiples vues: carte, video et modele 
virtuel 3D. La sequence des points de chute est geree par 1'interface-operateur. Un seul 
point est envoye a la fois au robot. Lorsque le robot atteint un point, 1'interface-operateur 
efface le point et envoie le suivant jusqu'a la fin de la liste de points. Pour chaque point 
1'interface-operateur envoie trois messages qui sont les suivants : 
Message « *IMS name seqnb sestimeO » 
Message de point« GP...» 
Message END 
Resultat du log « \20060710LogFonc\logMessTUI_F06_3.txt» un premier GP 
STime 26238 
VCIMESSAGESENDED 
GPtoGoOn 
GPedit 1 
7742379-10523-278000 
STime 26248 
VMS Interface 39 26248; 
GP 774210523 379 278000; 
END 39; 
FDREADPORTAV 
STime 26258 
FDREADPORTAV 
STime 38806 
GPtoGoOff 
VCIMESSAGESENDED 
STime 38866 
STime 38866 
FDREADPORTAV 
STime 38876 
FDREADPORTAV 
STime 38886 
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Anomalies notees 
Certaines anomalies ont ete notees mais n'affectent pas le deroulement des tests de 
comparaison des modalites de visualisation. 
Messages du robot 
Probleme avec un bloc de messages re9us dans un meme bloc TCP au moment ou Ton 
demande d'afficher 1'image video a l'ecran de l'interface-operateur. Le temps de 
chargement de la premiere image dans OpenGL semble freiner les cycles du 
processus « sessionloop », ce qui decale la lecture des messages dans la pile de 
TCP. Voir le log logMessTUI_F14b.txt du 20060725. 
Le robot envoie des messages de RGM et un de RMM avec le meme temps de session, 
il envoie ensuite un message RMM 100 ms plus tard et par la suite cinq RMM aux 
200 ms. Le premier message RMM apres 100 ms n'etait pas prevu initialement. Ce 
cycle est execute continuellement et prend done 1100 ms. Dans certaines 
circonstances, lorsque le TUI envoie un message de TI avec un temps de session 
egale a 0, le robot reinitialise son temps de session a 0, mais envoie dans le meme 
paquet TCP deux messages de RMM avec le temps de session a 0 pour le premier 
et 100 ms pour le second (ref.: logMessTUI_test3.txt du 20060811). 
Points de chute 
Le mode d'evitement d'obstacles utilise cree des problemes avec l'usage des points de 
chute GP (Go Point). Ce mode est celui dit securitaire. Ce mode consiste a arreler 
le robot devant un obstacle se situant devant le robot. Dans ce mode, des obstacles 
sur les cotes ralentissent le robot s'ils sont trop pres. Si Ton definit un point de 
chute de l'autre cote d'un obstacle par rapport au robot, ce dernier ne pourra 
l'atteindre. 
Parfois, le robot continue a vouloir atteindre un point de chute meme s'il a ete efface 
par l'interface-operateur. Le robot semble ignorer la commande de deactivation du 
mode de point de chute. 
Parfois le mode poussee demeure en action meme si Ton active et desactive le mode. 
Une condition qui semble declencher cette condition est lorsque le robot tourne et 
que le pare choc est active. 
II arrive au demarrage du robot que ce mode de poussee soit actif. 
Une facon d'eteindre ce mode est d'eteindre les logiciels du robot ./stopTelerobotsh et 
les reactiver ./startTelerobot.sh 
Le robot ne retourne pas rinformation de son mode de point de chute. 
Un delai de 200 a 400 ms est requis par le robot pour traiter les informations recues de 
l'interface-operateur et pour realiser les commandes. 
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ANNEXE C - Resultats des tests de performance systeme 
Les donnees de performance du systeme pour chaque fonctionnalite' ont ete 
determinees selon trois categories : 
• Communication 
o Taux de transfert d'images video 
o Taux de transfert de messages de position 
o Variation du taux de transmission des messages de position 
o Taux de transfert des messages de commande 
• Presentations visuelles 
o Presentations visuelles de l'interface-operateur 
o Correspondance visuelle entre le modele 3D et les images video 
o Precision de 1'extrapolation de position 
• Precision de positionnement 
o Distance d'arret du robot 
o Rotation lors de translation 
o Erreur de positionnement lors de rotation du robot 
o Precision de positionnement dans les parcours de tests 
Communication 
Le robot communique par reseau Wi-Fi sans fil avec un routeur de type Linksys de 
type (802.11b de 10 mbps). Ce routeur est branche au reseau sans fil du laboratoire. Le 
logiciel de l'interface-operateur roule sur un ordinateur branche directement par cable 
Ethernet a 100 mbps au reseau du laboratoire. 
La synchronisation entre Phorloge de temps de session de l'interface-operateur et 
celle du robot se fait en deux etapes. Apres une commande de connexion sur le port de 
commande portCS (commandes et etats), l'interface-operateur envoie un message de temps 
77 {Time of the Interface) avec la sequence 0 et le temps de session a 0. Le robot, sur 
reception de ce message, met son horloge a 0 et envoie un message de type RMM (Robot 
Mouvement messages) avec un message de type ajustement de temps ST (Set Time) a 0. 
Lorsque l'interface-operateur recoit ce message, il memorise le delai de reponse du robot et 
remet son temps de session a 0. Si tout se passe dans l'ordre, les deux horloges sont 
synchronisers. Dans certains cas toutefois, un delai s'introduit entre les deux horloges. Un 
deuxieme processus de synchronisation a lieu au moment ou l'interface-operateur active le 
port video portAV (audio et video). Le premier message du robot recu apres cette 
connexion sert a mettre a jour le temps de session de l'interface-operateur. II faut noter qu'a 
cause de la nature non synchrone de Windows entre le traitement des messages TCP et avec 
la boucle de traitement principale de l'interface-operateur, des decalages d'environ 20 ms 
sont introduits entre le temps de l'interface-operateur et celui des messages recus, en plus 
de ceux des delais de communication et ceux du robot lui-meme entre le temps de 
l'evenement et celui de l'envoi du message. 
Transmission des images videos 
Un test en continu sur le reseau du laboratoire minimum de 10 fps avec des images 
couleurs de 320 par 240 pixels a ete fait. Le calcul du temps disponible durant ce test a 
donne un taux maximum de 33 fps. 
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Test de taux de transmission des images video 
Le log suivant presente les resultats du test de taux de transmission des images 
videos «\20060710LogFonc\logMessTUI_F01.txt». 
Le taux d'images demandees par l'interface-operateur est de 10 fps a 320x240 pixels. 
LogStart 10/7 hl0h48.49.284 
STime 0 
STime 19059 
STime 19069 
STime 19079 
STime 19099 
STime 19109 
VCIMESSAGESENDED 
STime 19119 
FDREADPORTAV 
STime 19129 
FDREADPORTAV 
STime 19139 
IMAGEONSCREEN 
STime 19149 
STime 19169 
STime 19179 
STime 19189 
STime 19199 
STime 19209 
VCIMESSAGESENDED 
STime 19219 
FDREADPORTAV 
STime 19239 
FDREADPORTAV 
FDREADPORTCS 
R0B0T-> 
*RGM robotl 125 20234 ; 
ST 803000030; 
PW 1 55 66 23899 -1 ; 
END 125 ; 
*RMM robotl 126 20234; 
TS 2006 7 1 101044 28 610; 
POS 0 0 6975 13652 0 0; 
IR 16 130 65535 65535 65535 178 65535 389 135 136 65535 65535 174 251 255 245 131 ; 
US 4 750 750 780 810 ; 
BP 6 1 1 ] 11 1 ; 
END 126; 
<-ROBOT 
FDREADPORTAV 
STime 19249 
FDREADPORTAV 
STime 19259 
IMAGEONSCREEN 
STime 19269 
STime 19279 
STime 19289 
STime 19309 
STime 19319 
VCIMESSAGESENDED 
STime 19329 
FDREADPORTAV 
STime 19339 
FDREADPORTAV 
STime 19349 
FDREADPORTAV 
STime 19359 
IMAGEONSCREEN 
FDREADPORTCS 
ROBOT-> 
*RMM robotl 127 20340 ; 
TS 2006 7 1 10 10 44 28 716; 
POS 0 0 6975 13652 0 0 ; 
154 
IR 16 133 65535 65535 65535 177 65535 386 136 136 65535 65535 177 173 227 65535 131 ; 
US 4 750 750 780 830; 
BP 6 1 1 1 11 1; 
END 127; 
<~ROBOT 
STime 19369 
STime 19399 
STime 19399 
STime 19419 
STime 19429 
VCIMESSAGESENDED 
Calcul du delai de communication entre le moment ou une requete d'image est 
envoyee « VCIMESSAGESENDED » et quand l'image est affiche sur Pinterface-
operateur « IMAGEONSCREEN » : 
19139 — 19109 — 30 millisecondes, ce qui permet d'avoir un taux maximum 
de 33 fps. 
Les requetes d'images sont faites aux : 
19209 - 19109 = 100 millisecondes ce qui confirme le taux de 10 fps 
demandees lors des essais. 
Delai de transmission des messages de positionnement du robot 
Les fichiers de log de Pinterface-operateur comportent des informations sur le 
temps de session de Pinterface-operateur et des informations sur les messages envoyes et 
recus du robot. A chaque cycle typiquement de 20 ms, Pengin principal de Pinterface-
operateur realise une regeneration des differentes vues et du modele 3D. Au debut de 
chaque cycle, un message de la valeur du temps de session de Pinterface-operateur est ecrit 
dans le log. Lorsqu'un message est recu par le port TCP, il est automatiquement transfer^ 
dans le tampon de Pinterface-operateur de message recu et inscrit dans le fichier de log. II 
peut done y avoir des variations entre les valeurs du temps de session qui est toujours le 
temps au debut d'un cycle et la valeur du temps du robot. Ce message peut etre inscrit avant 
ou apres le debut d'un cycle de session. En plus, il peut survenir des delais causes par les 
processus internes du robot lors de la preparation de son message ou lors de sa transmission 
par TCP/IP sur le reseau. 
Nous avons done mesure ces variations sur trois tests avec lesquels nous avons 
compile dix valeurs successives. Les dix valeurs sont celles des temps de P interface et du 
robot juste apres la synchro de Pinterface-operateur avec le temps du robot (juste apres la 
commande d'ecriture sur leportAV). Les variations de delais observees entre le temps de 
Pinterface-operateur et la valeur de positionnement est de 89 ms en moyenne et avec un 
ecart-type de 16 ms. Les decalages sont causes par : 
a) Le temps de Pinterface-operateur est au debut d'un cycle, et la reception du 
message est independante de ce cycle et depend du traitement de Windows. Un 
cycle du TUI prend au moins 10 ms et en moyenne 20 ms. Un delai de 0 a 20 ms est 
introduit entre le temps de Pinterface-operateur et temps du robot dans le log. 
b) Le robot introduit un delai entre le moment de preparation du message et son 
envoi sur TCP. 
c) Le reseau introduit un delai de communication. 
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Test de delais de transmission des messages de positionnement 
Tableau C. 
Temps de la 
session TUI 
Testl 
1833 
2023 
2233 
2403 
2604 
2774 
2944 
3144 
3355 
3505 
Test 2 
1883 
2093 
2294 
2494 
2694 
2794 
2995 
3195 
3405 
3605 
Test 3 
1883 
2083 
2193 
2394 
2604 
2814 
3014 
3205 
3385 
3595 
Valeurs des trois tests du dossier 20060811 (fichier : Analyse2006081 l.xls) 
Variation 
du temps 
Interface-
op6rateur 
190 
210 
170 
201 
170 
170 
200 
211 
150 
210 
201 
200 
200 
100 
201 
200 
210 
200 
200 
110 
201 
210 
210 
200 
191 
180 
210 
Temps du 
robot 
RMM 
1833 
2037 
2241 
2344 
2550 
2756 
2958 
3159 
3362 
3463 
2037 
2243 
2448 
2649 
2750 
2952 
3154 
3356 
3563 
3767 
2017 
2218 
2319 
2521 
2724 
2933 
3138 
3340 
3441 
3643 
Variation 
du temps 
robot 
204 
204 
103 
206 
206 
202 
201 
203 
101 
206 
205 
201 
101 
202 
202 
202 
207 
204 
201 
101 
202 
203 
209 
205 
202 
101 
202 
Difference 
0 
14 
8 
-59 
-54 
-18 
14 
15 
7 
-42 
154 
150 
154 
155 
56 
158 
159 
161 
158 
162 
134 
135 
126 
127 
120 
119 
124 
135 
56 
48 
Max 
15 
162 
135 
Min 
-59 
56 
48 
Variation 
74 
106 
87 
89 ms 
16,1 ms 
Voir note 2 
Valeur minimum 
Voir note 2 
Voir note 2 
Valeur maximum 
Voir note 2 
voir note 2 
La variation de delai 
entre le temps du TUI 
et la valeur des 
messages de 
positionnement 
Ecarttype 
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Delai de commande joystick et volant 
L'interface-operateur transmet les commandes de l'operateur au prochain cycle de 
rafraichissement de l'interface-operateur. L'interface-operateur retransmet les commandes 
du volant et du joystick regulierement tant que les boutons ne sont pas relaches par 
l'operateur. Le delai de retransmission des commandes du volant et du joystick (commande 
de deplacement MVD) mesure est de : 18308 - 18107 = 201 ms. En incluant le message de 
retour indiquant l'execution de la commande, ce delai est de 400 msec. 
Delai de retransmission de commandes joystick et volant 
L'interface-operateur transmet les commandes de l'operateur a un cycle pres de 
l'interface-operateur. L'interface-operateur repete les commandes du volant et du joystick 
regulierement et tant que les boutons ne sont pas relaches par l'operateur pour indiquer au 
robot de cesser la commande de ce mecanisme. 
STime 18107 
*IMS Interface 26 18107; 
MVD 1 0 -12880 ; 
END 26; 
FDREADPORTAV 
STime 18117 
FDREADPORTAV 
STime 18137 
IMAGEONSCREEN 
STime 18147 
STime 18157 
STime 18167 
STime18177 
STime 18187 
STime 18197 
VCIMESSAGESENDED 
STime 18217 
FDREADPORTAV 
STime 18227 
FDREADPORTAV 
STime 18237 
IMAGEONSCREEN 
FDREADPORTCS 
ROBOT--> 
*RGMrobotl 118 19226; 
ST 8 0 3 0 0 0 0 3 0 ; 
PW 1 55 66 23899 -1 ; 
END 118; 
*RMMrobotl 119 19226; 
TS 2006 7 1 101049 14 136; 
POSH 60006975 13652 0 0 ; 
IR 16 133 65535 65535 65535 170 65535 360 134 136 65535 65535 174 65535 65535 65535 133 ; 
US 4 760 750 780 820 ; 
BP 6 1 1 1 11 1 ; 
END 119; 
<--ROBOT 
STime 18247 
STime 18257 
STime 18267 
STime 18287 
STime 18297 
STime 18308 
*IMS Interface 27 18308; 
MVD 1 0 -13440; 
END 27 ; 
VCIMESSAGESENDED 
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STime 18318 
FDREADPORTAV 
STime 18328 
FDREADPORTAV 
STime 18338 
FDREADPORTAV 
FDREADPORTCS 
ROBOT-> 
*RMMrobotl 12019334; 
TS 2006 7 1 10 10 4914 244; 
POS -13 0 6975 13652 0 0 ; 
IR 16 132 65535 65535 65535 172 65535 360 134 137 65535 65535 177 65535 65535 65535 133 ; 
US 4 760 750 780 820 ; 
BP 6 1 1 1 11 1 ; 
END 120; 
<-ROBOT 
Le delai de retransmission des commandes de volant et de Joystick (MVD) mesure est de : 
18308 - 18107 = 201 millisecondes. 
Tests de delais de retroaction commande-positionnement du modele 
Deux tests de delais ont ete faits. Les graphiques suivants presentent le trace des 
messages de commandes de l'interface-operateur et les messages de positionnement du 
robot correspondant. 
Commandes de JS et Volant versus vitesses de depiacement du robot 
I 
> 
s 
f 
-300 
6.5 
-
._ 
_ 
— Vt robot mm/sec 
Vr robot dizdeg/sec 
Commando Vt mm/sec 
Commande Vr dizdeg/10sec 
-—- — ~j-
7.5 8 B.5 
Temps de session en millisecondes 
9.5 
Figure C.l : Delais de retroaction, essais 1 
La figure C.l presente un graphique du decalage entre la commande de depiacement 
envoyee et le temps de reception de la confirmation de son execution. Pour connaitre la 
valeur du delai reel entre la commande et 1' execution par le robot, il faut soustraire le delai 
moyen de communication entre le robot et l'interface-operateur. Le delai d'action des 
commandes observee est de 0,51 sec de retard moins 0,089 sec, soit 0,421 sec. 
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Commandes de JS et Volant \ersus vitesses de emplacement du robot 
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Figure C.2 : Delais de retroaction, essais 2 
Pour la figure C.2 le delai d'action des commandes observee est de 0,47 sec, de 
retard moins 0,089 sec soit 0,381 sec. 
II en resulte une valeur moyenne de 0,4 sec. 
Performances de rafraichissement des vues de l'interface-operateur 
Des tests de mesure des delais de cycle de rafraichissement ont ete faits avec un 
ordinateur IBM R40 (processeur Centrio de 1,6 Ghz) et Windows XP roulant le programme 
de l'interface-operateur. Le taux de rafraichissement des images video etait de 10 fps et 
avec une resolution de 320x240. Le robot est en communication par reseau sans fil 802.1 lb 
avec un routeur Linksys. 
La configuration visuelle VC de la figure 4.7 a un temps de rafraichissement de 8,8 
msec; celle de la figure 4.8 en RA sans la vue de la carte ni celle du robot est de 10,5 msec, 
et avec la vue de la carte elle est de 11,5 msec; celle de la modalite ME de la figure 4.9 est 
de 9,7 msec. 
Test de correspondance du modele et du video 
La figure C-l montre le resultat de la superposition pour la vue d'un corridor ou le 
mur du bout se trouve a une distance de 14,915 metres du robot. Les lignes de murs en 
parallaxes correspondent bien a celles de la vue video. La difference la plus appreciable est 
celle de la position verticale du seuil du mur lointain au bas de la porte au centre de l'ecran 
par rapport a celle de la vue video. Ce seuil dans la vue video est 8 cm plus bas que sa 
representation dans le modele 3D. Cette difference est occasionnee par Tangle horizontal 
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avant arriere de la camera qui ne serait pas parfaitement horizontal. Cette erreur correspond 
a une erreur d'angle vertical de 0,3 degre. 
Figure C.3 : Test de superposition de la vue video et du modele 
Test d'extrapolation lineaire de position 
Un algorithme d'extrapolation de la position du robot est implante dans le systeme 
afin d'eviter l'apparition de disparite entre les positions du robot (rafraichies aux 200 ms) 
qui sont utilisees pour positionner le modele a l'ecran et les images video affichees aux 100 
ms avec la modalite RA. Les tests d'extrapolation sont presentes a l'annexe D.3. Les 
performances d'extrapolation obtenues sont autour de 14.4% lorsque le robot accelere en 
rotation et de 9.1% lorsque la rotation est a vitesse constante. L'acceleration introduit done 
environ 5.3% d'erreur supplementaire. L'erreur de 9.1% serait occasionnee par les delais de 
communication et de traitement du robot. 
Log de test d'extrapolation 
Le log suivant presente les resultats de calcul de la fonction d'extrapolation de la 
position du robot entre deux transmissions de position. 
«\20060721\logMessTUI_F08b.txt» 
Extrapolation lors de vitesse de rotation constante 
*** k=-1652 Vr=12000Yaw= 1.78991 
FDREADPORTAV 
FDREADPORTCS 
ROBOT-> 
*RMMrobotl 10717520; 
TS 2006 7 5 2112 4 41 570; 
POS -2 -12000 703913564 0 359000; 
IP. 16133 65535 65535 65535 167 65535 266138136 65535 65535 181 65535 65535 65535 129; 
US 4 590 520 450 390 ; 
BP 6111 111; 
END 107; 
<-ROBOT 
STime 16375 
### yawRecv= -359 
1MAGEONSCREEN 
STime 16395 
*** k=359000Vr=12000Yaw=-358.867 
STime 16405 
*** k= 358867Vr= 12000Yaw= -358.729 
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STime 16415 
*** k=358728Vr=12000Yaw=-358.589 
STime 16425 
*1MS Interface 43 16425 ; 
MVD1 0 -14000; 
END 43; 
*** k= 358588Vr= 12000Yaw= -358.449 
STime 16435 
*** £= 358448Vr= 12000Yaw= -358.31 
VCIMESSAGESENDED 
STime 16445 
*** k=358310Vr=12000Yaw=-358.172 
FDREADPORTAV 
STime 16465 
*** /t= 358171 Vr= 12000Yaw= -358.032 
FDREADPORTAV 
STime 16475 
*** k= 358031 Vr= 12000Yaw=-357.892 
FDREADPORTAV 
STime 16486 
*** k= 357891 Vr= 12000Yaw= -357.753 
IMAGEONSCREEN 
STime 16496 
*** k= 357752 Vr=12000Yaw= -357.615 
STime 16506 
*** k= 357615Vr= 12000Yaw= -357.47 
STime 16516 
*** k= 357469 Vr= 12000Yaw= -357.331 
STime 16536 
*** k=357330Vr=12000Yaw=-357.191 
STime 16546 
*** k= 357191 Vr=12000Yaw=-357.052 
VCIMESSAGESENDED 
STime 16556 
*** k= 357052 Vr=12000Yaw= -356.914 
FDREADPORTAV 
STime 16566 
*** k= 356914Vr= 12000Yaw= -356.775 
FDREADPORTAV 
FDREADPORTCS 
ROBOT-> 
*RMMrobotl 10817731; 
TS 2006 7 5 2112 4 41 781; 
POS2 -13000 7039 13564 0 356000; 
IR16131 65535 65535 65535 174 65535 65535141138 65535 65535180 65535 65535 65535 129; 
US 4 590 510 450 380; 
BP 6111 111; 
END 108; 
<-ROBOT 
STime 16576 
### yawRecv= -356 
IMAGEONSCREEN 
STime 16586 
*** £= 356000Vr= 13000Yaw= -355.745 
STime 16606 
*** k= 355745 Vr= 13000Yaw= -355.681 
Extrapolation pour un intervalle d'un cycle du TUI : 
Temps du cycle : 16405-16395 = 10 msec 
Resultat de 1'extrapolation : 358.867 - 358.729 = 0.138 degres pour 10 msec 
Angle parcouru par le robot = 12.000 deg/sec * 0.01 sec = 0.12 degres 
Erreur d'extrapolation instantan^e ((0.138 - 0.12) / 0.12) * 100 = 1.8 % 
Extrapolation pour un cycle de message du robot: 
Temps total: 17520 a 17731 = 211 msec 
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Resultat de 1'extrapolation (voir note plus bas) : (356.775 - (356.914 - 356.775)) = 
356.636 
Note : Le log ne fait pas ressortir la valeur du dernier cycle d'extrapolation car la reception du message redemarre 
l'extrapolation. II faut done ajouter une valeur de calcul d'extrapolation egale h la valeur typique avant la reception 
du message de position du robot (356.914 - 356.775). 
Vitesse moyenne du robot = (12.000 + 13.000)/2 = 12.5 
Angle parcouru par le robot: 12.5 deg/sec * 0.211 sec = 2.6375 degres 
Angle donne par les positions du robot = 359.000 - 356.000 = 3 degres 
Erreur du robot sur ces donnees de vitesse et de position = ((2.6375 - 3) / 2.6375) * 
100=13.7% 
Angle reel de position du robot = 359 - 2.6375 = 356.363 
Erreur globale sur Tangle d'extrapolation entre deux positionnements du robot 
lorsque la vitesse de rotation est constante : (356.636 - 356.363)/3 * 100 = 9.1% 
Extrapolation lors de vitesse de rotation non constante (acceleree a 14.5 deg/sec2) 
STime 13311 
*** k= 34000 Vr=0 Yaw=-34 
FDREADPORTAV 
FDREADPORTCS 
ROBOT~> 
*RMM robotl 88 14460 ; 
TS 2006 7 5 21 12 4 38 510; 
POS 5 -5000 7037 13563 0 34000 ; 
IR 16 132 65535 65535 65535 168 65535 161 134 139 65535 65535 180 65535 65535 65535 129 ; 
US 4 470 480 500 550; 
BP 6 1 1 1 11 1 ; 
END 88; 
<-ROBOT 
STime 13321 
### yawRecv= -34 
IMAGEONSCREEN 
STime 13331 
*** k= 34000 Vr=5000 Yaw=-33.9452 
STime 13341 
*** k= 33945 Vr=5000 Yaw=-33.8855 
STime 13351 
*** k= 33885 Vr=5000 Yaw=-33.8268 
STime 13361 
*** k= 33826 Vr=5000 Yaw=-33.7681 
STime 13381 
*IMS Interface 25 13381; 
MVD 1 0 -14000; 
END 25 ; 
*** k= 33768 Vr=5000 Yaw=-33.7097 
VCMESSAGESENDED 
STime 13391 
*** k= 33709 Vr=5000 Yaw=-33.651 
FDREADPORTAV 
STime 13401 
*** k= 33650 Vr=5000 Yaw=-33.5912 
FDREADPORTAV 
STime 13411 
*** k= 33591 Vr=5000 Yaw=-33.5327 
FDREADPORTAV 
STime 13421 
*** k= 33532 Vr=5000 Yaw=-33.4741 
IMAGEONSCREEN 
STime 13431 
*** k= 33474 Vr=5000 Yaw=-33.4157 
STime 13451 
*** k= 33415 Vr=5000 Yaw=-33.3538 
STime 13461 
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*** k= 33353 Vr=5000 Yaw=-33.2944 
STime 13471 
*** k= 33294 Vr=5000 Yaw=-33.2361 
STime 13481 
*** k= 33236 Vr=5000 Yaw=-33.1776 
VCIMESSAGESENDED 
STime 13491 
*** k= 33177 Vr=5000 Yaw=-33.1189 
FDREADPORTAV 
STime 13501 
*** k=33118 Vr=5000 Yaw=-33.0595 
FDREADPORTAV 
STime 13521 
*** k= 33059 Vr=5000 Yaw=-33.0007 
FDREADPORTAV 
FDREADPORTCS 
ROBOT-> 
*RMM robotl 89 14667 ; 
TS 2006 7 5 21 12 4 38 717; 
POS 2 -8000 7038 13563 0 32000 ; 
IR 16 135 65535 65535 65535 161 65535 170 134 136 65535 65535 181 65535 65535 65535 129 ; 
US 4 480 520 570 550 ; 
BP 6 1 1 1 11 1 ; 
END 89; 
<-ROBOT 
STime 13531 
##U yawRecv= -32 
IMAGEONSCREEN 
STime 13541 
*** k= 32000 Vr=8000 Yaw=-31.9074 
STime 13551 
Extrapolation pour un intervalle d'un cycle du TUI: 
Temps du cycle : 13341-13331 = 10 msec 
Risultat de l'extrapolation : 33.9452 - 33.8855 = 0.0597 degre 
Angle parcouru par le robot = 5.000 deg/sec * 0.01 sec = 0.05 degres 
Erreur d'extrapolation instantanee ((0.597 - 0.5)/0.05) * 100 = 1.94 % 
Extrapolation pour un cycle de message du robot: 
Temps total: 14667 - 14460 = 207 msec 
Angle de position 34.000- 32.000 = 2 degres 
Resultat de l'extrapolation (voir note plus bas): (33.0007 - (33.0595 - 33.0007)) = 
32.942 
Note : Le log ne fait pas ressortir la valeur du dernier cycle d'extrapolation car la reception du message redemarre 
l'extrapolation. II faut done ajouter une valeur de calcul d'extrapolation egale a la valeur typique avant la reception 
du message de position du robot (33.0595 - 33.0007). 
Vitesse moyenne du robot: (5.000 + 8.000 )/2 = 6.500 deg/sec 
Angle parcouru par le robot: 6.5 deg/sec * 0.207 sec = 1.3455 degres 
Erreur du robot sur ces donnees de vitesse et de position : ((2-1.345)/2 *100) = 
32.75% 
Angle reel de position du robot: 34 - 1.3455 = 32.6545 degres 
Erreur globale sur Tangle d'extrapolation entre deux positionnements du robot 
lorsque la vitesse de rotation est en acceleration : (32.942 - 32.6545)/2 * 100 = 
14.4% 
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Performances de positionnement a 1'arret de commande 
La distance moyenne parcourue lors de trois essais et du au delai de communication 
et a la deceleration du robot une fois une commande d'arret envoyee est de : 
• En translation a vitesse maximum (30 cm/sec), le depassement moyen est de 97 
mm avec un ecart-type de 15 mm, et avec une vitesse de 50 % de la vitesse 
maximum, il est de 50 mm. 
• En rotation a vitesse de rotation maximum (287sec), le depassement est de 21 
degres (demie de Pecran video), et avec une rotation a 50% de la rotation 
maximum, il est de 10.5° (quart de Pecran). 
Ces depassements occasionnent une difficulte supplemental a Poperateur pour 
Panticipation de la position d'arret reel du robot lors du relachement des commandes du 
joystick et du volant. 
Performances de rotation lors de translation 
Pour une vitesse de translation nulle, une commande de rotation a 287sec produit 
une rotation de 287sec. Pour une vitesse de translation du robot de 300 mm/sec, une 
commande de rotation a 28°/sec produit une rotation reelle de 107sec seulement. Ceci est 
du a Palgorithme de controle moteur implante dans le robot. 
Caracterisation des erreurs de positionnement dans le parcours 
Deux tests de positionnement ont ete faits chacun dans les deux parcours de tests A 
et B, en tracant sur le sol les deplacements precis du robot et en les mesurant de facon a les 
comparer avec les valeurs retournees par le module de localisation du robot. Une mesure du 
bruit de positionnement du module a aussi ete faite en prenant les valeurs minimum et 
maximum transmises a Pinterface-operateur alors que le robot est en position d'arret sur 
ces points des parcours. Ces erreurs ont un impact sur la qualite du rendu de la modalite en 
RA, a cause de la superposition du modele 3D avec les images video. Elles ont aussi un 
impact sur la modalite ME lors de passage entre les objets rapproches comme le passage au 
travers d'un cadre de porte. 
Pour les points du parcours A, la valeur du bruit d'angle est de ± 0,2 degre (ecart-
type de 0,4) alors que celui du parcours B il est de ± 0,1 degre (ecart-type de 0,4). L'erreur 
moyenne de distance du bruit de positionnement pour le parcours A est de ± 21 mm (ecart-
type de 18 mm) et pour le parcours B de ± 13 mm (ecart-type de 10 mm). Si Pon retient les 
valeurs les plus elevees de moyenne, il en resulte un bruit d'angle de ± 0,2 degre et de 
distance de ± 2 cm. 
L'erreur de positionnement angulaire sur les points du parcours A est de ± 1,3 
degre (ecart-type de 1,1 degre) et pour la position de ± 57 mm (ecart-type de 28 mm). Pour 
le parcours B Perreur de positionnement angulaire est de ± 1,2 degre (ecart-type de 1,7 
degre) et pour la position de ± 40 mm (ecart-type de 17 mm). Si Pon prend les valeurs 
maximum de moyenne, il en resulte une erreur d'angle de positionnement de ± 1,3 degre et 
de ± 6 cm. 
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a) b) 
Figure C.4 Resultats visuels de Perreur de position du modele dans le parcours A : a) objet 
a droite et b) objet a gauche 
L'erreur de positionnement du robot est fonction de la presence rapprochee d'objets 
d'un cote" ou de l'autre, et l'erreur est dans le sens oppose de la position de l'objet. La 
capture d'6cran presentee a la figure C.4 a) montre la performance d'alignement entre le 
modele et les images video de la camera du robot. Sur cette vue, le positionnement du 
modele est legerement trop a gauche par rapport a la position reelle de la camera du robot, a 
cause de la presence rapprochee d'un objet a la droite du robot (une armoire). La figure C.4 
b) de son cote montre un decalage du modele vers la droite qui est dans ce cas influence par 
une patte de table a la gauche du robot. 
La figure C.5 presente deux captures d'ecran montrant des conditions extremes de 
perturbations momentanees de la position du robot pour la superposition du flux video avec 
le modele virtuel. Pour la vue C.5 a), deux objets se trouvent rapproches de part et d'autre 
du robot, ce qui a pour effet de perturber Tangle et la distance de la chaise. Ceci serait du a 
des limitations du logiciel CARMEN et a son implantation dans le robot. Dans la vue C.5 
b), la vue du robot est grandement obstruee par un objet du cote droit, ce qui occasionne 
une erreur d'angle plus importante dans la position du modele. 
[•^t^y^ijjyyi1aJKjtaj^«^Bgptjg)^w 
Figure C.5 a) Deux objets et b) Obstruction importante a droite 
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Enfin, les ecarts de positionnement produisent des decalages des objets quand dans 
les faits le robot ne bouge pas. L'observateur assume alors que le robot se deplace 
lineairement sans saut, ce qui n'est pas le eas si le modele est d6cale a droite 
temporairement et ramene a sa position originale. L'operateur percoit alors une rotation 
momentanee du cote droit du robot. Done avec la modalite de visualisation en RA, le 
modele peut introduire une impression de rotation du aux erreurs de positionnement 
angulaire. 
Erreurs de positionnement dans la cuisine 
Un test de positionnement du robot sur douze points differents du parcours de la 
cuisine a ete" fait. Les points ont ete repartis sur le parcours aux endroits ou les ecarts 
observes etaient les plus grands en termes de distance. Le robot a ete arrete sur chacun de 
ces points et des valeurs minimum et maximum de position ont ete enregistrees. Ces 
valeurs ont permis de determiner la valeur du bruit de positionnement du module de 
localisation CARMEN incluant les senseurs lorsque le robot est en arret. La valeur du bruit 
d'angle est negligeable 0,2 degre (ecart-type de 0,4) alors que celui de distance ne Test pas 
et correspond a une moyenne de ± 21 mm (ecart-type de 18 mm). Les deux dernieres 
colonnes du tableau presentent les erreurs moyennes de positionnement qui sont pour 
Tangle de ±1,3 degre (ecart-type de 1,1 degre) et pour la position de ± 57 cm (ecart-type 
de 28 mm). 
TABLEAU C-2 RESULTATS DE POSITIONNEMENT DANS LA CUISINE 
Point du 
parcours cuisine 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
Moyenne 
£cart type 
Bruit de position du 
module de localisation 
Angle 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0,2 
0,4 
Distance 
29 
8 
71 
19 
17 
33 
10 
26 
5 
8 
11 
12 
21 
18 
ircart de position lors de 
deplacements 
Angle 
1 
1 
2 
1 
2 
3 
0 
2 
3 
1 
1 
0 
1,3 
1,1 
Distance 
99 
89 
64 
70 
22 
36 
62 
100 
34 
32 
31 
47 
57 
28 
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c) d) 
Figures C.6 Decalages lors de la superposition du modele 3D avec la vue video a) a d) 
Erreurs de positionnement dans le corridor 
Un test de positionnement du robot sur sept points differents du parcours du corridor 
a ete fait. Les points ont ete repartis sur le parcours aux endroits ou les ecarts observes 
etaient les plus grands en termes de distance. Le robot a ete arrete sur chacun de ces points 
et des valeurs minimum et maximum de position ont ete enregistrees. Ces valeurs ont 
permis de determiner la valeur du bruit de positionnement du module de localisation 
CARMEN incluant les senseurs lorsque le robot est en arret (colonnes 2 et 3 du tableau). La 
valeur du bruit d'angle est negligeable 0,1 degre (ecart-type de 0,4) alors que celui de 
distance ne Test pas et correspond a une moyenne de ± 13 mm (ecart-type de 10 mm). Les 
deux dernieres colonnes du tableau pr^sentent les erreurs moyennes de positionnements qui 
sont pour Tangle de ±1,2 degre" (ecart-type de 1,7 degre) et pour la position de ± 40 mm 
(ecart-type de 17 mm). 
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TABLEAU C-3 RESULTATS D'ERREUR DE POSITIONNEMENT DANS LE CORRIDOR 
Bruit de position du 
module de localisation 
£cart de position lors de 
deplacements 
Points du 
parcours 
corridor 
Angle Distance Angle Distance 
1 
2 
3 
4 
5 
6 
7 
0 
0 
0 
1 
0 
0 
0 
8 
14 
9 
36 
9 
7 
12 
0 
1 
0 
1 
5 
1 
1 
52 
22 
71 
30 
44 
25 
33 
Moyenne 
frcart type 
0,1 
0,4 
13 
10 
1,2 
1,7 
40 
17 
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ANNEXE D - Sequencement des essais d'operabilite 
TABLEAU D. 1 SEQUENCE D'ESSAIS REALISES PAR LES OPERATEURS NOVICES 
Participant 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13rejete 
14 
15 
16 
17 
18 
19 rejete 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
Type 
A 
B 
C 
D 
A 
C 
E 
F 
G 
H 
I 
J 
K 
L 
B 
D 
E 
F 
G 
A 
H 
I 
J 
K 
L 
B 
C 
D 
E 
F 
G 
H 
J 
I 
K 
L 
G 
A 
B 
Sequence 
CUI - COR 
CUI - COR 
CUI - COR 
CUI - COR 
CUI - COR 
CUI - COR 
CUI - COR 
CUI - COR 
COR - CUI 
COR - CUI 
COR - CUI 
COR - CUI 
COR - CUI 
COR - CUI 
CUI - COR 
CUI - COR 
CUI - COR 
CUI - COR 
COR - CUI 
CUI - COR 
COR - CUI 
COR - CUI 
COR - CUI 
COR - CUI 
COR - CUI 
CUI - COR 
CUI - COR 
CUI - COR 
CUI - COR 
CUI - COR 
COR - CUI 
COR - CUI 
COR - CUI 
COR - CUI 
COR - CUI 
COR - CUI 
COR - CUI 
CUI - COR 
CUI - COR 
Vue1 
VC 
VC 
RA 
RA 
VC 
RA 
ME 
ME 
VC 
VC 
RA 
RA 
ME 
ME 
VC 
RA 
ME 
ME 
VC 
VC 
VC 
RA 
RA 
ME 
ME 
VC 
RA 
RA 
ME 
ME 
VC 
VC 
RA 
RA 
ME 
ME 
VC 
VC 
VC 
Vue2 
RA 
ME 
VC 
ME 
RA 
VC 
VC 
RA 
RA 
ME 
VC 
ME 
VC 
RA 
ME 
ME 
VC 
RA 
RA 
RA 
ME 
VC 
ME 
VC 
RA 
ME 
VC 
ME 
VC 
RA 
RA 
ME 
ME 
VC 
VC 
RA 
RA 
RA 
ME 
Vue3 
ME 
RA 
ME 
VC 
ME 
ME 
RA 
VC 
ME 
RA 
ME 
VC 
RA 
VC 
RA 
VC 
RA 
VC 
ME 
ME 
RA 
ME 
VC 
RA 
VC 
RA 
ME 
VC 
RA 
VC 
ME 
RA 
VC 
ME 
RA 
VC 
ME 
ME 
RA 
Modalites : VC = video et carte, RA = realite augmentee, ME = mixte exocentrique 
Sequence des pieces : CUI = cuisine dans le labo, COR = corridor 
5
 Chaque participant execute les experiences dans l'ordre de la sequence de pieces specifiers en utilisant les 
trois vues dans l'ordre des colonnes. Les operateurs r^alisent deux missions (chaque piece) trois fois (une fois 
pour chacune des vues). 
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Le tableau Dl presente le deroulement reel des essais. Le tableau D2 presente 
comment les missions et les modalites sont alternees pour chaque operateur novice. 
TABLEAU D.2 ORDRE DES MISSIONS ET DES MODALITES PAR TYPE DE SEQUENCEMENT 
Type de 
sequencement 
A 
B 
C 
D 
E 
F 
G 
H 
1 
J 
K 
L 
Nombre de tests 
4 
4 
3 
3 
3 
3 
3 
3 
3 
3 
2 
3 
Ordre des 
missions 
Cuisine-Corridor 
Cuisine-Corridor 
Cuisine-Corridor 
Cuisine-Corridor 
Cuisine-Corridor 
Cuisine-Corridor 
Corridor-Cuisine 
Corridor-Cuisine 
Corridor-Cuisine 
Corridor-Cuisine 
Corridor-Cuisine 
Corridor-Cuisine 
Ordre des 
modalites 
VC-RA-ME 
VC-ME-RA 
RA-VC-ME 
RA-ME-VC 
ME-VC-RA 
ME-RA-VC 
VC-RA-ME 
VC-ME-RA 
RA-VC-ME 
RA-ME-VC 
ME-VC-RA 
ME-RA-VC 
Note: 
Les resultats de deux participants ont ete retires de Pechantillon a cause de 
problemes avec le systeme robotique. 
La variation statistique a une legere variation non prevue a cause de la perte de cas 
de participants. Les types de sequence A et B comportent un cas de plus que les 
autres et le type K en a un de moins. Tous les autres varient trois fois. 
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ANNEXE E - Questionnaires operateurs et d'utilisabilite 
Questionnaire sur l'operateur No : 
^t /°Si votre vue requiere de porter des lunettes ou des verres de contact vous devez les 
utiliser lors des tests. 
Age: 
Homme L_l Femme 
Dernier degre de scolarite obtenu : 
Etude en cours: 
Profession 
Nombre d'heures moyen par semaine ou vous travaillez avec un ordinateur : 
Nombre d'heures moyen par semaine de jeux video sur ordinateur: 
Avez-vous un probleme de vision non corrige ? OUI LJ NON L_l 
Avez-vous un permis de conduire ? OUI LJ NON 
Combien d'heure de conduite faites-vous par semaine ? 
Avez-vous deja utilise un systeme de teleoperation de robot mobile equipe d'une camera 
video permettant de voir les lieux ou le robot se deplace ? OUI • NON • 
Si vous avez repondu oui a la derniere question, repondez aux suivantes, sinon vous 
avez termine. 
Quel est le nom de ce systeme ou robot ? 
En avez-vous utilise plus d'un ? quantite 
Combien de temps au total avez-vous fait de la teleoperation ? heures 
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Questionnaire s u r les experiences 
Deux missions ont ete realises, une dans la cuisine et 1'autre dans le corridor. 
Trois vues ont ete utilisees pour les experiences : 
video et carte modele elargi modele aerien 
Les objectifs des missions de teleoperation que vous avez realisees etaient de deplacer 
et de positionner efficacement le robot le long de deux parcours, celui de la cuisine et 
celui du corridor. 
On vous demande de repondre aux questions en utilisant les echelles d'evaluation 
proposees. 
Les questions 1 a 6 se composent de deux parties, la premiere vous demandant 
d'evaluer la facilite d'utilisation et la seconde pour evaluer votre performance. 
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Question 1. CUISINE 
A- Quel a ete la facility d'utilisation du systeme pour telSoperer le robot lors de la poussee de 
la porte d'armoire dans la cuisine? (encerclez la bonne reponse) 
Tres difficile Facile Tres facile 
Video et carte | | | 
1 2 3 4 5 6 7 8 9 
B. Lors de la tache de poussee de la porte d'armoire comment qualifiez-vous votre 
performance ? (encerclez la bonne reponse) 
Tres inadequate Moyenne Tres adequate 
Video et carte I I I 
1 2 3 4 5 6 7 8 9 
1 2 3 4 5 6 7 8 9 
1 2 3 4 5 6 7 8 9 
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Question 2. CUISINE 
A. Quel a ete la facilite d'utilisation du systeme pour teleoperer le robot lors du 
positionnement du robot pour la lecture des affiches dans la cuisine ? (encerclez la bonne 
reponse) Tres difficile Facile Tres facile 
Video et carte | I | 
1 2 3 4 5 6 7 8 9 
B. Lors de la tache de positionnement du robot pour la lecture des affiches comment qualifiez-
vous votre performance ? (encerclez la bonne reponse) 
Tres inadequate Moyenne Tres adequate 
Vid6o et carte | | | 
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Question 3. CUISINE 
A. Quel a ete la facilite d'utilisation du systeme pour teleoperer le robot tors du deplacement 
entre les objets de la cuisine (armoire avec la porte fermee, table, chaises et boites) ? 
(encerclez la bonne reponse) 
Tres difficile Facile Tres facile 
Video et carte I I I 
1 2 3 4 5 6 7 8 9 
B. Lors de la tache de deplacement du robot entre les objets de la cuisine (armoire avec la 
porte fermee, table, chaises et boites) comment qualifiez-vous votre performance ? (encerclez 
la bonne reponse) Tres inadequate Moyenne Tres 
adequate 
Video et carte | | | 
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Question 4. CORRIDOR 
A. Quel a ete la facilite d'utilisation du systeme pour teleoperer le robot lors du passage de 
porte ? (encerclez la bonne reponse) 
Tres difficile Facile Tres facile 
Video et carte I I I 
B. Lors du passage de porte comment qualifiez-vous votre performance ? (encerclez la bonne 
reponse) 
Tres inadequate Moyenne Tres adequate 
Video et carte I I I 
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Question 5. CORRIDOR 
A. Quel a ete la facilite (('utilisation du systeme pour teleoperer le robot lors du deplacement 
entre les bottes blanches de slalom du corridor ? (encerclez la bonne reponse) 
Tres difficile Facile Tres facile 
Video et carte | | | 
B. Lors du deplacement du robot entre les boites blanches de slalom du corridor comment 
qualifiez-vous votre performance ? (encerclez la bonne reponse) 
Tres inadequate Moyenne Tres adequate 
Video et carte__ | | , | 
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Question 6. CORRIDOR 
A. Quel a ete la facilite d'utilisation du systeme pour teleoperer le robot lors du 
positionnement du robot pour la lecture de Faffiche dans le corridor ? (encerclez la bonne 
reponse) Tres difficile Facile Tres facile 
Video et carte I I I 
1 2 3 4 5 6 7 8 9 
B. Lors du positionnement du robot pour la lecture de 1'affiche dans le corridor comment 
qualifiez-vous votre performance ? (encerclez la bonne reponse) 
Tres inadequate Moyenne Tres adequate 
Vidro et carte _ | | | 
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7- Quelle vue est la plus facile a utiliser pour teleoperer le robot dans le corridor ? 
Cochez une vue. 
video et carte modele elargi modele aerien 
n D n 
8- Quelle vue est la plus facile a utiliser pour teleoperer le robot dans la cuisine? 
Cochez une vue. 
video et carte modele elargi 
• • 
9- Globalement, quelle vue preferez-vous le plus ? 
Cochez une vue. 
modele aerien 
D 
video et carte modele elargi 
a a 
10- Globalement, quelle vue preferez-vous le moins ? 
Cochez une vue. 
modele aerien 
• 
video et carte 
• 
modele elargi 
• 
modele aerien 
D 
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11- Comment avez- vous trouve les vitesses de emplacement du robot ? 
Cochez votre reponse. 
Trop lentes • correctes • trop rapides • 
12- Comment avez-vous apprecie votre experience ? 
13- Qu'est-ce qui vous a le plus derange dans 1'interface lors des experiences ? 
14- Qu'est-ce qui vous a le plus etonne ? 
15- Selon vous quel les ameliorations pourrions-nous apporter a 1'interface ? 
16- Selon vous quelles ameliorations pourrions-nous apporter au robot ? 
Vos commentaires: 
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A Pilot Study on Teleoperated Mobile Robots in 
Home Environments 
Daniel Labonte, Francois Michaud, Patrick Boissy, Helene Corriveau, 
Richard Cloutier, Marc Andre Roux 
Departement de genie electrique et finformatique 
Universite de Sherbrooke, Sherbrooke, Quebec, Canada J1K 2R1 
