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Key Points:
• When using certain ARK IMEX methods, the hydrostatic timestep size can be
used for the non-hydrostatic model.
• No single ARK IMEX method outperforms the rest in all metrics, but a small sub-
set does excel in most metrics.
• Hyperviscosity and vertical remap errors can affect global energy error with in-
creased spatial resolution.
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Abstract
The nonhydrostatic High Order Method Modeling Environment (HOMME-NH) atmo-
spheric dynamical core supports acoustic waves that propagate significantly faster than
the advective wind speed, thus greatly limiting the timestep size that can be used with
standard explicit time-integration methods. Resolving acoustic waves is unnecessary for
accurate climate and weather prediction. This numerical stiffness is addressed herein by
considering implicit-explicit additive Runge-Kutta (ARK IMEX) methods that can treat
the acoustic waves in a stable manner without requiring implicit treatment of non-stiff
modes. Various ARK IMEX methods are evaluated for their efficiency in producing ac-
curate solutions, ability to take large timestep sizes, and sensitivity to grid cell length
ratio. Both the Gravity Wave test and Baroclinic Instability test from the 2012 Dynam-
ical Core Model Intercomparison Project (DCMIP) are used to recommend 5 of the 27
ARK IMEX methods tested for use in HOMME-NH.
Plain Language Summary
The Energy Exascale Earth System Model (E3SM) is an ongoing effort to produce
actionable projections of variability and change in the Earth system. Advances in com-
putational power has allowed endeavors like E3SM to simulate physical phenomena at
finer resolution than ever before. Modeling the atmosphere at these finer resolutions re-
quires improving both the underlying mathematical models and computational techniques.
This works focuses on the latter by evaluating cutting-edge computational techniques
on a recently-developed atmosphere model and suggesting which of those techniques should
be included in the next generation of E3SM.
1 Introduction
In recent years, the global atmospheric modeling community has directed substan-
tial effort towards the development of nonhydrostatic global atmospheric modeling sys-
tems (P. A. Ullrich et al., 2017). Although global weather prediction systems, such as
the IFS (Wedi et al., 2015), have been run at nonhydrostatic resolutions for years, mod-
ern supercomputers are reaching the point where globally uniform nonhydrostatic sim-
ulations at sub-10km horizontal grid resolution are now possible on longer timescales for
seasonal to decadal prediction (Reale et al., 2017). Even on climatological time scales,
investments in the development of regionally-refined models, also known as variable-resolution
models, have permitted limited areas of the domain to be simulated with horizontal res-
olution that is more typical of regional climate models (Zarzycki et al., 2014; Rauscher
& Ringler, 2014; Harris et al., 2016; Huang et al., 2016; Rhoades et al., 2018).
A major hurdle in transitioning from hydrostatic to nonhydrostatic models is the
numerical stiffness associated with vertical propagation of sound waves. Such waves are
largely irrelevant to weather or climate modeling, but the fine vertical grid spacing (on
the order of tens of meters) necessitated by the highly stratified nature of the atmosphere
relative to the horizontal grid spacing (on the order of 1km or more) provides a major
source of numerical stiffness. The standard strategy of using fully implicit methods for
integrating numerically stiff equations can be a computational burden in operational mod-
els (Evans et al., 2017; Lott et al., 2015) and consequently several alternatives have been
developed. One alternative to using fully implicit methods is to use modified equation
sets that do not support vertically propagating waves (Ogura & Phillips, 1962; Durran,
1989; Arakawa & Konor, 2009). However, these equations either cannot be employed on
all scales or require global communication at each timestep (i.e. Davies et al. (2003); Klein
et al. (2010)). A second and commonly used alternative among operational nonhydro-
static models (P. A. Ullrich et al., 2017) is the use of implicit-explicit additive Runge-
Kutta (ARK IMEX) methods (Ascher et al., 1997; P. Ullrich & Jablonowski, 2012; Weller
et al., 2013; Gardner et al., 2018). These methods work by distinguishing both “slow”
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and “fast” terms in the spatially discrete fluid equations, the latter set including vertically-
propagating sound waves. The ARK IMEX methods treat the “fast” terms implicitly
while retaining an explicit treatment of the “slow” terms, with coefficients and order-
ing devised in such a manner as to ensure stability and accuracy. A vast library of ARK
IMEX methods are now available throughout the published literature, but only a few
studies have assessed these methods in the context of nonhydrostatic global atmospheric
models (Gardner et al., 2018; Giraldo et al., 2013). It is thus the goal of this paper to
outline a number of metrics that can be used in performing this assessment and apply
these metrics in the context of a new nonhydrostatic dynamical core.
The dynamical core being assessed in this work is the spectral element nonhydro-
static High-Order Method Modeling Environment: HOMME-NH (Taylor et al., 2019).
The hydrostatic version of HOMME-NH is presently used by the Energy Exascale Earth
System Model (E3SM) atmospheric component model (E3SM Project, 2018) and the Com-
munity Atmosphere Model Spectral Element (CAM-SE) dynamical core (Dennis et al.,
2012; Rasch et al., 2018). The spectral element method used in HOMME-NH has many
desirable properties for atmospheric modeling including parallel scalability, flexibility,
and accuracy (Marras et al., 2016). Of particular importance for this study, the eigen-
values of the spatial SE operator are purely imaginary when explicit diffusion is disabled
(P. A. Ullrich et al., 2018). This characteristic suggests that a desirable property of ARK
IMEX methods is that the stability region of the explicit method encompasses as large
a region of the imaginary axis as possible i.e. Kinnmark and Gray (1984). Although the
recommendations for ARK IMEX methods reached at the end of this paper is based on
only a single model, the authors believe these conclusions are likely applicable to any prob-
lem where the spatial operators for the explicitly-treated problem components have purely
imaginary eigenvalues.
The dynamical core studied in Gardner et al. (2018) is similar to HOMME-NH in
that both use the spectral element method and, therefore, have a spatial operator with
purely imaginary eigenvalues. Furthermore, both dynamical cores partition the compu-
tational grid such that every vertical column is placed on only one computational node.
This allows for the implicit treatment of vertical terms without inter-node communica-
tion. The two dynamical cores do, however, use different model formulations for the at-
mosphere. Unlike the formulation studied in Gardner et al. (2018), there are only two
forcing terms responsible for vertical acoustic wave propagation in the HOMME-NH for-
mulation. As such, this work considers a single splitting that treats only those two terms
implicitly. No additional investigation into treating horizontal terms implicitly is con-
ducted because Gardner et al. (2018) found such splitting incurs too much communica-
tion cost to be beneficial. Instead, the focus herein is on investigating 18 new ARK IMEX
methods specifically developed for systems with purely imaginary eigenvalues, in addi-
tion to 9 methods from Gardner et al. (2018) that performed well on the formulation con-
sidered there. This work also extends the acceptable solution accuracy criterion in Gardner
et al. (2018) to a criterion based on surface pressure.
The remainder of this paper begins with a brief review of the nonhydrostatic model
used by HOMME-NH in Section 2. Section 3 then discusses the spatial discretization
and hyperviscosity treatment, which has implications on time integrator performance,
as well as the 27 time integration schemes that will be evaluated. Section 4 presents the
various evaluation criteria and results including verification, energy conservation, and
time-to-solution tests. Recommendations on time integration schemes for both HOMME-
NH and similar conservative systems, with purely imaginary spatial eigenvalues, are pro-
vided in Section 5. That section also recommends some improvements outside of the time
integration scheme, which will likely affect time integration performance, before the pa-
per concludes in Section 6.
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2 The HOMME Nonhydrostatic Atmosphere Model
The formulation of the nonhydrostatic primitive equations used in HOMME-NH
is a modified version of that developed by Laprise (1992):
∂u
∂t + (∇η × u + 2Ω)× u + 12∇η(u · u) + dηdt ∂u∂η + 1ρ∇ηp = 0,
∂w
∂t + u · ∇ηw + dηdt ∂w∂η + g(1− µ) = 0, µ = ∂p∂η /∂pi∂η ,
∂φ
∂t + u · ∇ηφ+ dηdt ∂φ∂η − gw = 0, (1)
∂Θ
∂t +∇η · (Θu) + ∂∂η (Θdηdt ) = 0, Θ = ∂pi∂η θ,
∂
∂t (
∂pi
∂η ) +∇η · (∂pi∂η u) + ∂∂η (pi dηdt ) = 0,
where g is the acceleration due to gravity, ρ the density, p the pressure, w the velocity
component in the direction of the spherical radius (vertical velocity), u the remaining
velocity components (horizontal velocity), φ the geopotential, θ the potential virtual tem-
perature, and ∂pi∂η the hydrostatic pressure gradient. . After noting that the hydrostatic
pressure pi is the result of vertically integrating gρ, the hybrid mass-based vertical co-
ordinate η is defined implicitly: pi = A(η)p0+B(η)ps, where p0 is the top of atmosphere
pressure, ps is the surface pressure, and (A,B) are linear functions of η such that (A,B) =
(1, 0) when η represents the top of the atmosphere and (A,B) = (0, 1) when η repre-
sents the surface. The horizontal gradient, divergence, and curl operators in this pressure-
based coordinate system are denoted ∇η, ∇η·, and ∇η×, respectively. Further details
regarding the definition, derivation, and boundary conditions of the HOMME-NH prim-
itive equations can be found in Taylor et al. (2019).
3 Numerical Methods
To solve (1), the unknown fields u, w, φ, Θ, ∂pi∂η are discretely represented on a cubed-
sphere computational grid. In the horizontal direction, the unknown fields and associ-
ated horizontal-derivative operators (i.e. ∇η·, ∇η, and ∇η×) in (1) are represented us-
ing a fourth-order, mimetic, spectral-element method (Taylor & Fournier, 2010). These
discretized operators are mimetic in that ∇η· and ∇η are adjoints in a discrete sense.
In the vertical direction, the unknown fields are staggered with some quantities expressed
at grid cell midpoints and others at grid cell interfaces. The midpoint quantities are u,
Θ, and∂pi∂η . The interface quantities are w and φ. For vertical-derivative operators (i.e.
∂/∂η), the second-order accurate SB81 (Simmons & Burridge, 1981) approach is used.
The SB81 discretization is also mimetic and supports a discrete product rule for the dis-
crete spatial derivative operator ∂/∂η. Note that these mimetic properties result in a
discrete system that both conserves energy and, when linearized about a steady-state
solution, has eigenvalues along the imaginary axis. It should also be noted that the com-
putational grid can optionally be remapped in the vertical direction to improve numer-
ical stability; however, the current use of the parabolic spline method (Zerroukat et al.,
2006) does not conserve energy in a discrete sense. Additional spatial discretization de-
tails can be found in Taylor et al. (2019).
3.1 Integration in time
After the discretization of the spatial-differential operators, (1) is now a system of
ordinary differential equations: dq/dt = f(q), where q(t) is the vector of all unknown
grid quantities. To address the numerical stiffness caused by the presence of acoustic waves,
a typical approach is to separate out the components of f(q) responsible for vertical acous-
tic wave propagation. For some nonhydrostatic models, this is not a trivial task (Gardner
et al., 2018). For (1), however, the terms to be separated are those that couple the ver-
tical velocity w, the geopotential φ, and the non-dimensional quantity µ. Note that if
the system is hydrostatic, with no vertically propagating acoustic waves, then µ will be
identically 1 because p = pi. This observation motivates an additive splitting, f(q) =
–4–
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fE(q) + f I(q), given by
dui
dt = −
(
(∇η × u + 2Ω)× u
)
i
− 1
2
(∇η(u · u))i − (η˙uη)i + (∇ηp/ρ)i︸ ︷︷ ︸
fEui
,
dwj
dt = −(u · ∇ηw)j − (η˙wη)j︸ ︷︷ ︸
fEwj
+ g(µj − 1)︸ ︷︷ ︸
fIwj
,
dφj
dt = −(u · ∇ηφ)j − (η˙φη)j︸ ︷︷ ︸
fEφj
+ gwj︸︷︷︸
fIφj
, (2)
dΘi
dt = −
(∇η · (Θu))i − ((Θη˙)η)i︸ ︷︷ ︸
fEΘi
,
d(piη)i
dt = −
(∇η · (piηu))i − ((piη dηdt )η)i︸ ︷︷ ︸
fE
(piη)i
.
where i enumerates values at the center of the grid cell, vertically, and j enumerates val-
ues at the vertical edges.
ARK IMEX methods are designed for additively-split systems such as (2), where
an explicit RK method is used on fE while a diagonally-implicit RK method is used on
f I . With qn denoting the approximate solution of q(t) at time tn, these ARK IMEX meth-
ods approximate q(tn + ∆t), denoted q
n+1, via
qn+1 = qn + ∆t
s∑
i=1
(
bEi f
E(zi) + b
I
i f
I(zi)
)
, where
zi = q
n + ∆t
i−1∑
j=1
aEi,jf
E(zj) + ∆t
i∑
j=1
aIi,jf
I(zj), i = 1, . . . , s.
Various conditions on aEi,j , a
I
i,j , b
E
i , and b
I
i exists to ensure a certain order of ac-
curacy (Araujo et al., 1997). The remaining degrees of freedom can used to enforce sta-
bility properties and improve other aspects of the methods, leading to an abundance of
potential IMEX RK methods in the literature. Considering the purely-imaginary eigen-
values associated with the linearization of (1) and the results of Gardner et al. (2018),
26 existing ARK IMEX methods and 1 explicit RK method are selected for evaluation.
In addition, a method developed by one of the authors specifically for nonhydrostatic
atmosphere models is also evaluated. All 28 methods are listed in Table 1, along with
their theoretical order of accuracy, number of stages requiring a nonlinear solve (f I), num-
ber of stages requiring an evaluation of fE(zj) (f
E), and references. Table B1 contains
a more exhaustive list of properties for each ARK IMEX method, and plots of the sta-
bility regions for each method are available in a Zenodo archive (Vogl et al., 2019b).
3.2 ARK IMEX implementation using ARKode
Each stage zi of an ARK IMEX method requires solving a nonlinear system F(zi) =
0. The formation and solving of this system is done using the ARKode package of SUN-
DIALS (Hindmarsh et al., 2005; Woodward et al., 2018). While ARKode can adaptively
adjust timestep sizes by default, this feature is disabled so the timestep size is fixed. The
nonlinear system is solved using a Newton approach, where approximations z
(m)
i to stages
zi for forming q
n+1 are iterated from an initial guess z
(0)
i , chosen to be q
n:
z
(m+1)
i = z
(m)
i + δ
(m+1),
(
I−∆t aIi,i∇f I(z(m)i )
)
δ
(m+1)
i = b(z
(m)
i ).
Because f I only involves vertical derivatives in (2), the linear system for δ
(m+1)
i is block-
diagonal, with one block per vertical column of the computational grid. The resulting
linear solve requires no parallel communication because each block is local to single pro-
cessor. Furthermore, each block is tridiagonal , involving only φj and wj , and is thus solved
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Name O f I fE Ref.
KGU35* 3 0 5 GU Eq. 56
ARS222 2 2 3 ARS97 Sec. 2.6
ARS232 2 2 3 ARS97 Sec. 2.5
GSA222 2 2 3 BRS Eq. 5.2
SSP2232 2 2 3 RMC Tbl. 2
IMKG232(a,b) 2 2 3 SVTG App.
IMKG242(a,b) 2 2 4 SVTG App.
IMKG252(a,b) 2 2 5 SVTG App.
IMKG243a 2 3 4 SVTG App.
IMKG253(a,b) 2 3 5 SVTG App.
IMKG254(a,b,c) 2 4 5 SVTG App.
Name O f I fE Ref.
ARS233 3 2 3 ARS Sec. 2.4
SSP3333b 3 2 3 CGG β = 23
SSP3333c 3 2 3 CGG β =
√
3+3
6
ARK324 3 3 4 KC03 ARK3(2)4
ARS343 3 3 4 ARS Sec. 2.7
IMKG343a 3 3 4 SVTG App.
ARS443 3 4 4 ARS Sec. 2.8
DBM453 3 4 5 Appendix A
ARK436 4 5 6 KC03 ARK4(3)6
ARK437 4 6 7 KC19 ARK4(3)7
ARK548 5 7 8 KC19 ARK5(7)8
Table 1. List of numerical integration methods evaluated, listed with name, theoretical overall
order (O), number of stages requiring a nonlinear solve (fI), number of stages requiring an eval-
uation of fE(zj) (f
E), and references (ARS: Ascher et al. (1997), BRS: Boscarino et al. (2018),
CGG: Conde et al. (2017), GU: Guerra and Ullrich (2016), KC03: Kennedy and Carpenter
(2003), KC19: Kennedy and Carpenter (2019), RMC: Rokhzadi et al. (2018), SVTG: Steyer et al.
(2019), *fully explicit).
using LAPACK’s tridiagonal solver routines DGTTRF and DGTTRS. The stopping cri-
terion for ARKode is that
Rm+1i ||δ(m+1)i ||WRMS < , Rm+1i = max
(
0.3Rmi ,
||δ(m+1)i ||WRMS
||δ(m)i ||WRMS
)
,
where R0i = 1 and  = 10
−1. For a solution vector q with N components, the weighted
root mean squared norm || · ||WRMS is defined as
||q||WRMS =
(
1
N
N∑
k=1
(
qk
r|vk|+ a,k
)2)1/2
,
where r = 10
−6, a,k = 10r when qk is either uk or wk, a,k = 105r when qk is φk,
a,k = 10
6r when qk is Θk, and a,k = r when qk is
∂pi
∂η k
. Here, vk corresponds to
the kth component of the previous time-step solution.
SUNDIALS 3.1.2 was the current version available when this work began and, as
such, is the version used herein. The ARKode framework in SUNDIALS 3.1.2 assumes
a global nonlinear system and applies the aforementioned Newton method and stopping
criterion to all grid cells together. While this approach does not take full advantage of
the column structure of the HOMME-NH nonlinear system, the global Newton approach
used herein typically required 2 to 3 iterations to reach the stopping criterion using the
values of r and a,k mentioned above. The authors note that more recent versions of
SUNDIALS allow for a user-defined nonlinear solver object, where the Newton method
and stopping criterion could be applied to each grid column individually. Given the low
numbers of iteratinos needed, we expect the nonlinear solver approach used here is suf-
ficiently efficient to allow for accurate integrator assessments.
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3.3 Hyperviscosity
Although the spectral-element method used in HOMME-NH conserves energy in
a discrete sense, it also produces persistent nonphysical waves (P. A. Ullrich et al., 2018).
To address this in HOMME-NH, hyperviscosity is applied by adding fourth-order, hor-
izontal derivatives to the right-hand side of the ODE system: dui/dt = f
E
ui
(q)−ν(∆2u)i,
where ν is the hyperviscosity magnitude. This approach stabilizes the nonphysical waves
at the cost of adding a tunable amount of energy dissipation to the system. The hyper-
viscosity operator is applied, in a sub-stepped fashion if necessary, after (2) is advanced
in time. More specifically, the ARK IMEX update is performed first and followed by the
hyperviscosity update:
1. qn+10 = q
n + ∆t
∑s
i=1
(
bEi f
E(zi) + b
I
i f
I(zi)
)
2. un+1k = u
n+1
k−1 − δt ν∆2un+1k−1 for k = 1, . . . ,K, where δt = ∆t/K
3. un+1 = un+1K
This approach does limit formal convergence to first-order in time both because of the
first-order Euler time integration and the first-order operator splitting; however, this lim-
itation is usually only seen at timestep sizes significantly below operational ∆t values.
Furthermore, this approach only requires K computations of ∆2u versus computing ∆2zu
at each stage of the ARK IMEX method.
4 Evaluation of ARK Methods
The ARK IMEX methods described in Section 3 are evaluated on test problems
defined at the 2012 Dynamical Core Model Intercomparison Project (DCMIP), summa-
rized by P. A. Ullrich et al. (2012). The tests are all conducted on the Quartz machine
at Lawrence Livermore National Laboratory. Each Quartz node has a 2.1GHz Intel Xeon
E5-2695 v4 CPU with 36 cores and 128GB of memory connected to an Omni-Path in-
terconnect. To build the HOMME standalone code, the Intel 16.0.3 compiler is used with
MPICH 3.2, NetCDF-C 4.5.0, NetCDF-Fortran 4.4.4, HDF5 1.10.3, and SUNDIALS 3.1.2.
A test problem simulating non-orographic gravity waves on a small planet is first used
to verify the implementation of the methods. A second test problem simulating a baro-
clinic instability on a full planet is used to assess energy conservation of the methods and
then to evaluate the methods on accurate solution efficiency and the ability to take large
timestep sizes. Both test problems are run using 216 MPI ranks across 6 computational
nodes. The HOMME-NH code and namelist files are available in a Zenodo archive (Vogl
et al., 2019a).
4.1 Non-orographic Gravity Wave Test
For the non-orographic gravity wave test problem, a planet of radius 1/125 that
of Earth with no rotation or surface topography is used. With a prescribed zonal wind
speed, pressure and temperature fields can be chosen so that the system initially is in
a steady state. The initial condition for this test uses these fields with a perturbation
added to the potential temperature to generate a gravity wave. Full details of the setup
are available from P. A. Ullrich et al. (2012).
A convergence study is performed to verify the implementation of the ARK IMEX
methods, where observed convergence rates of the temperature field are compared to their
theoretical predictions. The spatial resolution is held fixed at 4, 374 fourth-order hor-
izontal elements (≈ 1km spacing) with 20 vertical levels of uniform height for each el-
ement. For this test, no vertical remap or hyperviscosity sub-stepping is used (K = 0).
The timestep size (∆t) is varied for each of the ARK IMEX methods. In lieu of an an-
alytic solution, a reference solution from applying the explicit KGU35 method (Guerra
–7–
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Figure 1. Convergence results for the gravity wave test showing the maximum relative er-
ror in temperature between various timestep sizes (s) and a reference solution (left: without
hyperviscosity, right: with hyperviscosity, solid-lines: 2nd or 5th order methods, dash-lines: 3rd
order methods, dash-dot-lines: 4th order methods; blue solid-line x: ARS222, orange solid-line x:
ARS232, purple solid-line x: GSA222, red solid-line x: SSP2232, red dash-line x: ARS233, green
dash-line x: SSP3333b, black dash-line x: SSP3333c, orange dash-line triangle: ARK324, blue
dash-line triangle: ARS343, blue dash-line square: ARS443, orange dash-line square: DBM453,
blue dash-dot-line pentagon: ARK436, orange dash-dot-line hexagon: ARK437, blue solid-line
star: ARK548, right panel gray dotted-line: first-order reference, left panel gray solid-line:
second-order reference, left panel gray dash-line: third-order reference, left panel gray dash-dot-
line: fourth-order reference, left panel gray dotted-line: fifth-order reference, black dash-dot-line:
accumulated round-off error estimate). A summary of convergence order without hyperviscosity
is shown in Table 2
& Ullrich, 2016) with ∆t = 3.90625E−4 is used. The maximum relative temperature
error across all grid cells at t = 5h is shown for each ∆t in Figure 1.
Note that in the absence of hyperviscosity, the errors of the various ARK IMEX
methods decrease at a certain order as ∆t is decreased until they reach around 7∗10−11.
The magnitude of this floor coincides with accumulated numerical round-off error. Us-
ing the Intel epsilon function, the accumulated round-off error is approximated by mul-
tiplying the obtained machine epsilon value (2.220446049250313∗10−16) by the num-
ber of timesteps taken in the reference solution (768, 000). The resulting value is shown
in Figure 1 as a horizontal dashed line. A curve of the form α∆tβ is fit through the two
lowest error values that reside above the dashed line for each method. Table 2 shows good
agreement between the measured order β and the order predicted by numerical analy-
sis theory. Similar convergence results for the IMKG methods can be found in Steyer et
al. (2019).
Results with hyperviscosity applied are also shown in Figure 1. The particular value
for the hyperviscosity coefficient, ν = 5 ∗ 108 m4/s, is chosen by tuning the value sug-
gested by P. A. Ullrich et al. (2018) to the Gravity Wave test. As before, the errors of
all the methods decrease as ∆t is decreased; however, they are now all limited to first
order. This is due to the time-split application of hyperviscosity, as discussed in Section
3. Thus, the benefit of higher-order ARK IMEX methods at small ∆t is more-or-less lost,
although higher-order methods do show an advantage at larger ∆t. The values of ∆t where
higher-order ARK IMEX methods are advantageous will likely be problem-dependent;
–8–
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Method Order (T) Order (M)
KGU35 3 2.95
ARS222 2 1.99
ARS232 2 1.98
GSA222 2 1.97
SSP2232 2 1.98
ARS233 3 2.95
SSP3333b 3 2.95
SSP3333c 3 2.95
Method Order (T) Order (M)
ARK324 3 2.96
ARS343 3 2.96
ARS443 3 2.99
DBM453 3 2.96
ARK436 4 3.97
ARK437 4 3.95
ARK538 5 4.75
Table 2. Convergence test results for the gravity wave test in the absence of hyperviscosity (T:
theoretical, M: measured)
therefore, a test problem that incorporates more features of a full Earth system run is
considered next.
4.2 Baroclinic Instability Test
Like the non-orographic gravity wave test, the baroclinic instability test prescribes
a zonal wind field that is balanced by pressure and temperature fields. A perturbation
to the initial conditions is also added, only now it is to the zonal wind near the surface.
Unlike the linear evolution of the gravity wave test, the velocity field in this test becomes
unsteady, resulting in a nonlinear evolution. Full details of the setup are available from
P. A. Ullrich et al. (2012). The spatial resolution used for all Baroclinic Instability tests
is 5, 400 fourth-order horizontal elements (≈ 110km spacing) with 30 vertical levels of
varying heights chosen for more resolution near the surface. For this test, hyperviscos-
ity sub-stepping is used with K = 3.
4.2.1 Global energy conservation
One metric for determining the ideal ARK IMEX method is how well the time in-
tegration scheme conserves global energy. Recall from Section 3 that while the mimetic
discrete spatial operators conserve energy, the addition of hyperviscosity and vertical remap-
ping procedure are not conservative and introduce energy conservation error. Figure 1
shows that the hyperviscosity error can dominate the overall error, making the time in-
tegration energy conservation error difficult to measure. Furthermore, simulation of the
baroclinic instability test for more than a few hours requires vertical remapping of the
Lagrangian vertical coordinate. Thus, short simulations are first conducted to compare
the energy conservation error from each ARK IMEX method to the errors from the hy-
perviscosity and vertical remap approaches. While one might use the initial condition
of the baroclinic instability test itself for this, the evolution of those conditions is fairly
linear for small time and not indicative of the nonlinear environment expected in HOMME-
NH. Thus, the result of simulating the baroclinic instability test for 7.5 days with ARS232
at a timestep of 10s, with hyperviscosity (ν = 1015 m4/s) and vertical remap applied
at each timestep, is used as an initial condition.
Results are obtained for the second-order ARS232 and third-order ARS343 meth-
ods at timesteps of 10s and 20s. These methods are run with four different setups: nei-
ther hyperviscosity nor vertical remap, with hyperviscosity (ν = 1015 m4/s) but with-
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out vertical remap, without hyperviscosity but with vertical remap at each timestep, and
with both hyperviscosity (ν = 1015 m4/s) and vertical remap at each timestep. Each
setup is run for 24 hours or until the simulation goes unstable, usually indicated by a
negative diagnosed density value. Figure 2 shows the magnitude of relative error in the
global energy E(t) over time: [E(t) − E(0)]/E(0). Without hyperviscosity or vertical
remap, the simulation goes unstable for both ARS232 and ARS343 in less than 14 hours.
The global energy conservation error for both methods at that point is at least an or-
der of magnitude less than when hyperviscosity only is added or when vertical remap
only is added. It is worth noting that if either hyperviscosity or vertical remap are present,
then neither using a higher-order method (ARS343 vs ARS232) or a smaller timestep
(10s vs 20s) results in an improvement in energy conservation error. This lack of improve-
ment indicates that the energy conservation errors from those sources is more dependent
on the spatial resolution than on timestep size. Another observation is that while it is
expected that global energy is decreased by the addition of hyperviscosity, the addition
of vertical remap without hyperviscosity increases global energy. The implications of this
behavior are discussed in Section 5.
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Figure 2. Measure of global energy conservation error from the numerical integrator, hyper-
viscosity, and vertical remap. (left: ARS232, right: ARS343, blue: integrator, green: integrator
& hyperviscosity, red: integrator & vertical remap, black: integrator & hyperviscosity & remap,
solid line: ∆t = 20s, x-marker: ∆t = 10s)
4.2.2 Largest accurate timestep size
Another metric for determining an ideal ARK IMEX method is how fast an accu-
rate solution can be obtained. This is, of course, dependent on the computational hard-
ware, code compilation, definition of accuracy, and criterion for acceptability. In addi-
tion to wall-clock run time, the largest accurate timestep size is analyzed in various ways
to address the variability from computational hardware and code compilation. The first
measure is the largest accurate timestep size itself, which is independent of CPU clock
speed or code compilation. Another measure is the largest accurate timestep size nor-
malized by the number of stages requiring a nonlinear solve, which addresses performance
when solving the nonlinear system dominates the computational expense. The final mea-
sure obtained is the largest accurate timestep normalized by the number of stages re-
quiring an evaluation of fE(zj), which addresses performance when inter-node commu-
nication dominates the computational expense. Both hyperviscosity, with the ν param-
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eter from Section 3.3 set to 1015 m4/s, and vertical remap are necessary to obtain a 15-
day solution and are applied at every timestep.
As in Jablonowski and Williamson (2006) and Taylor et al. (2007), the surface pres-
sure field ps(s, t) is used to determine whether a solution is sufficiently accurate. A ref-
erence surface pressure field is obtained at 24-hour intervals for 15 days by solving the
hydrostatic version of (1), where µ is fixed to 1, for the Baroclinic Instability test us-
ing KGU35 with a timestep of 10s. A second hydrostatic solution is obtained using KGU35
with the production timestep of 300s. The difference between the reference surface pres-
sure field after 15 days and the initial condition used is shown in Figure 3. Also shown
is the difference between the reference and ∆t = 300s solutions after 15 days and the
RMS difference in surface pressure. This RMS difference, denoted τ(t), is used as a tol-
erance for the accuracy of nonhydrostatic model (1) solutions, which is valid because the
Baroclinic Instability test is well within the hydrostatic regime when 5, 400 horizontal
elements are used with 30 levels. Thus, the largest accurate timestep for each ARK IMEX
method can now be defined as the maximum timestep of {10, 20, 50, 100, 120, 135, 150,
160, 180, 192, 200, 216, 240, 270, 300, 320} that results in a solution where the RMS dif-
ference of the surface pressure field from reference, denoted δ(t), is less than the toler-
ance τ(t) depicted in Figure 3 for all 15 days.
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Figure 3. The surface pressure field (kPa) criterion used to determine largest accurate
timestep size (top-left: reference surface pressure solution at 15 days, bottom-left: difference
between reference solution at 15 days and initial condition, right: RMS difference over time that
serves as a tolerance criterion).
The largest accurate timestep size and corresponding wall-clock run times are shown
in Table 3. For the largest accurate timestep overall, the ARK548 method produces an
accurate solution with the hydrostatic timestep ∆t = 300s. For the largest accurate timestep
normalized by number of stages requiring a nonlinear solve (∆t/f I), IMKG242b (2 im-
plicit stages) out performs the ARK548 method and produces an accurate solution in
the least amount of time overall. This is consistent with the environment in which these
solutions are produced (216 ranks across 6 nodes), where obtaining the nonlinear solu-
tions dominates the computational cost. If enough computational nodes are used such
that communication becomes the dominant cost, one might expect IMKG243a to reach
an accurate solution before the other methods, as it has the largest accurate timestep
normalized by number of stages requiring an evaluation of fE(zj) (∆t/f
E).
–11–
manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)
Method ∆t ∆t
fI
∆t
fE
Time
ARS222 20 10 7 8.75
ARS232 120 60 40 1.54
GSA222 20 10 7 8.81
SSP2232 135 68 45 1.49
IMKG232a 50 25 17 3.92
IMKG232b 50 25 17 3.93
IMKG242a 160 80 40 1.36
IMKG242b 240 120 60 0.90
IMKG243a 270 90 68 0.92
IMKG252a 100 50 20 2.38
IMKG252b 120 60 24 1.96
IMKG253a 100 33 20 2.72
IMKG253b 120 40 24 2.21
Method ∆t ∆t
fI
∆t
fE
Time
IMKG254a 120 30 24 2.43
IMKG254b 120 30 24 2.51
IMKG254c 100 25 20 2.99
ARS233 180 90 60 1.07
SSP3333 bc 180 90 60
1.07
1.12
ARK324 240 80 60 1.01
ARS343 200 67 50 1.19
IMKG343a 160 53 40 1.54
ARS443 135 34 34 2.09
DBM453 270 68 54 1.09
ARK436 216 43 36 1.61
ARK437 50 8 7 7.59
ARK548 300 50 43 1.5
Table 3. Largest timestep size (∆t), in seconds, for each method that results in a surface pres-
sure error below tolerance and corresponding run time, in hours (fI : number of stages requiring
a nonlinear solve, fE : number of stages requiring an evaluation of fE(zj)).
4.2.3 Ability to use hydrostatic timestep size
A final metric for determining an ideal ARK IMEX method is whether the current
hydrostatic dynamical core timestep of ∆t = 300s can be used. Certain components
of an Earth system model might require HOMME-NH to advance the solution by the
hydrostatic timestep before the solution is coupled back to those components. As such,
the ability to take the hydrostatic timestep is assessed using the setup of the previous
section but without an accuracy criterion. Here, “exceedance” is defined as how much
the RMS deviation of surface pressure from the reference solution (δ(t)) exceeds the RMS
tolerance (τ(t)). Table 4 shows the largest timestep sizes that yield a 15 day solution,
corresponding wall-clock run times, and relative maximum exceedance values, the lat-
ter of which is defined as
maxi
(
δ(ti)− τ(ti)
)
δ(tj)
, where j = argmaxj
(
δ(ti)− τ(ti)
)
.
The six ARK IMEX methods that can produce a solution using ∆t = 300s are ARK548,
DBM453, IMKG252b, IMKG253b, IMKG254a, and IMKG254b methods. Of those six,
IMKG252b has the largest timestep normalized by number of stages requiring a nonlin-
ear solve and obtains the solution in the least amount of time. As before, the method
with the largest timestep normalized in this fashion is expected to excel in the environ-
ment where the nonlinear solution dominates computation cost. Looking at the largest
timestep normalized by number of stages requiring an evaluation of fE(zj), one might
expect equal performance across the DBM453, IMKG252b, IMKG253b, IMKG254a, and
IMKG254b methods. DBM453 shows significantly higher accuracy than the IMKG meth-
ods using ∆t = 300s while requiring similar run time as IMKG254a or IMKG254b and
about 25% more run time than IMKG252b.
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Method ∆t ∆t
fI
∆t
fE
Time Exc.
ARS222 50 25 17 3.57 .24
ARS232 120 60 40 1.54 0
GSA222 50 25 17 3.62 .25
SSP2232 135 68 45 1.49 0
IMKG232a 100 50 33 1.96 .57
IMKG232b 200 100 67 0.99 .71
IMKG242a 160 80 40 1.36 0
IMKG242b 240 120 60 0.90 0
IMKG243a 270 90 68 0.92 0
IMKG252a 160 80 32 1.49 .38
IMKG252b 300 150 60 0.79 .61
IMKG253a 200 67 40 1.38 .55
IMKG253b 300 100 60 0.92 .61
Method ∆t ∆t
fI
∆t
fE
Time Exc.
IMKG254a 300 75 60 0.98 .61
IMKG254b 300 75 60 1.01 .61
IMKG254c 160 40 32 1.84 .38
ARS233 200 100 67 0.98 .11
SSP3333 bc 200 100 67
0.98
0.96 .11
ARK324 240 80 58 1.01 0
ARS343 200 67 50 1.19 0
IMKG343a 270 90 68 0.92 .55
ARS443 135 34 34 2.09 0
DBM453 300 75 60 0.99 .03
ARK436 216 43 36 1.61 0
ARK437 50 8 7 7.59 0
ARK548 300 50 43 1.5 0
Table 4. Largest timestep size (∆t), in seconds, for each method that results in a solution after
15 days, the corresponding wall-clock run time, in hours, and the relative maximum exceedance
of RMS tolerance (fI : number of stages requiring nonlinear solves, fE : number of stages requir-
ing evaluation of fE(zj)).
Recall from Section 3 that terms related to vertically-propagating acoustic waves
are treated with the implicit Butcher Tableau while the remaining terms, including those
related to horizontally-propagating acoustic waves are treated with the explicit Butcher
Tableau. If the horizontal grid resolution continues to improve while the vertical grid res-
olution remains constant, the stability properties of the explicit Butcher Tableau will be-
come more important. Thus, each ARK IMEX method is now used to obtain solutions
on planets of decreasing radii to investigate the effect of shrinking horizontal grid cell
lengths. Two planets are considered: one with a radius 1/10 that of Earth and a rota-
tion rate 10 times that of Earth, where the hydrostatic timestep size is 30s, and one with
a radius 1/100 that of Earth and a rotation rate 100 times that of Earth, where the hy-
drostatic timestep size is 3s. Following P. A. Ullrich et al. (2012), these two planets are
denoted “X10” and “X100” respectively. With the number of grid cells held constant,
these setups result in smaller relative horizontal grid cell lengths. Note that the hyper-
viscosity is adjusted to reflect the different grid cell size (νX10 = 10
12 m4/s and νX100 =
109 m4/s). If the stability of the ARK IMEX method is not sensitive to this change, the
largest timestep size should scale with the radius. The results in Table 5 show varying
levels of stability sensitivity. Of the methods that can produce a 15-day solution with
the hydrostatic timestep (∆t = 300s), ARK548 shows strong sensitivity, requiring a timestep
size of 19.2s on the X10 planet and of 1.6s on the X100 planet. DBM453 shows more muted
sensitivity, requiring a timestep size of 27s on the X10 planet and a timestep size of 2.16
on the X100 planet. That said, the DBM453 timestep sizes are within 10% of the 30s
hydrostatic timestep size that IMKG254a, IMKG254b, and IMKG252b can take on the
X10 planet, within 2% of the 2.2s timestep size that IMKG252b and IMKG254a can take
on the X100 planet, and within 10% of the 2.4s timestep size that IMKG254b can take
on the X100 planet.
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Method ∆t ∆tX10 ∆tX100
ARS222 50 5.0 0.5
ARS232 120 12.0 1.20
GSA222 50 5.0 0.50
SSP2232 135 13.5 1.35
IMKG232a 100 10.0 1.00
IMKG232b 200 19.2 1.92
IMKG242a 160 16.0 1.60
IMKG242b 240 24.0 2.40
IMKG243a 270 27.0 2.16
IMKG252a 160 16.0 1.60
IMKG252b 300 30.0 2.20
IMKG253a 200 20.0 2.00
IMKG253b 300 30.0 2.16
Method ∆t ∆tX10 ∆tX100
IMKG254a 300 30.0 2.16
IMKG254b 300 30.0 2.40
IMKG254c 160 16.0 1.60
ARS233 200 18.0 1.80
SSP3333 bc 200 18.0 1.80
ARK324 240 19.2 1.60
ARS343 200 19.2 1.60
IMKG343a 270 24.0 2.16
ARS443 135 13.5 1.35
DBM453 300 27.0 2.16
ARK436 216 20.0 1.80
ARK437 50 5.0 0.50
ARK548 300 19.2 1.60
Table 5. Largest timestep size, in seconds, for each method that results in a solution after 15
revolutions on planets of various radii (∆t: radius equal to that of Earth, ∆tX10: radius 1/10
th
that of Earth, ∆tX100: radius 1/100
th that of Earth).
5 Recommendations
In Section 4, the 27 ARK IMEX methods listed in Section 3 were evaluated on the
metrics of largest timestep size that yields an acceptable accurate solution, largest timestep
size that yields a 15-day solution of any accuracy, and sensitivity to horizontal grid res-
olution. The error contributions of the hyperviscosity and vertical remap approaches of
HOMME-NH were also investigated. Noting that the HOMME-NH dynamical core will
be solving fully nonlinear, stiff problems from earth system models, the Baroclinic In-
stability test from 2012 is primarily chosen to evaluate the ARK IMEX methods, as it
is both stiff and exhibits nonlinear phenomena. While the performance of any given ARK
IMEX method will depend on the particular problem being solved, as well as the com-
putational hardware, the authors are confident in making general recommendations for
future development of both HOMME-NH and other dynamical cores.
5.1 ARK IMEX methods for HOMME-NH
The performance of the various ARK IMEX methods on the Baroclinic Instabil-
ity test for each of the metrics is summarized below by metric, with brackets grouping
ARK IMEX methods of equivalent performance within each metric:
1. Largest accurate timestep size (∆t): ARK548, {DBM453, IMKG243a}, {IMKG242b,
ARK324}
2. Efficiency in nonlinear solution cost dominated environments (∆t/f I): IMKG242b,
{IMKG243a, ARS233, SSP3333(b,c)}, and {ARK324, IMKG242a}
3. Efficiency in communication cost dominated environments (∆t/fE): IMKG243a,
{ARK324, ARS233, IMKG242b, SSP3333(b,c)}, and DBM453
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Accuracy Solver Cost Communication Cost Stability X10 Stability
ARK324 X X X
DBM453 X* X X*
IMKG242b X X* X
IMKG243a X* X X*
IMKG252b X* X*
Table 6. Recommended ARK IMEX methods along with performance in various metrics:
largest accurate timestep size (accuracy), efficiency in nonlinear solution cost dominated environ-
ments (solver cost), efficiency in communication cost dominated environments (communication
cost), ability to take hydrostatic timestep (stability), and ability to take hydrostatic timestep
on X10 planet (X10 stability) (X: method outperformed most other methods, X*: method per-
formed best of all methods)
4. Able to take hydrostatic timestep: {ARK548, DBM453, IMKG252b, IMKG253b,
IMKG254a, IMKG254b}
5. Most accurate solution with hydrostatic timestep: ARK548
6. Able to take hydrostatic timestep on X10 planet: {IMKG252b, IMKG253b, IMKG254a,
IMKG254b}
While no one ARK IMEX method outperforms the rest in all metrics, there are a hand-
ful of methods that consistently perform better than the rest. Thus, the authors recom-
mend that the methods in Table 6, listed in alphabetical order, be implemented and con-
sidered for operation in HOMME-NH, followed by accuracy assessments through more
in-depth code verification tests. ARK548 does not appear in Table 6 because while the
method was able to produce an accurate solution at the hydrostatic timestep, the large
number of both explicit and implicit stages make the cost of each timestep significantly
higher than that of the methods in Table 6.
5.2 Hyperviscosity and Vertical Remap
It is a major finding of this paper that the benefits of these time integration meth-
ods, namely high order-of-accuracy and energy conservation, are essentially negated at
very small timestep sizes. While this finding likely does not effect results using current
production timestep sizes, it needs to be considered as spatial resolution is increased (ef-
fectively reducing production timestep size). Furthermore, the energy conservation er-
ror from the vertical remap approach is positive, indicating that the remap process adds
energy to the system. The authors therefore recommend investigating possible improve-
ments to these approaches in HOMME-NH. One way to address the hyperviscosity er-
ror is to include the application of hyperviscocity in the explicit portion of the ARK IMEX
scheme instead of applying it in a split fashion. Meanwhile, the vertical remap approach
might be swapped out for one that discretely conserves energy or, if that is not feasible,
for one that dissipates a small amount of energy. This might allow for a smaller hyper-
viscosity coefficient ν, because the results in Figure 2 suggest the coefficient is currently
tuned to counteract the energy added by the vertical remap.
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6 Conclusions
The non-hydrostatic atmosphere model, presented in Section 2, provides the inter-
esting challenge of handling acoustic wave propagation. This work seeks to find the time
integration scheme to be implemented in the HOMME-NH dynamical core that most ef-
ficiently addresses this challenge. A class of time integration schemes known as implicit-
explicit additive Runge-Kutta (ARK IMEX) methods are selected for evaluation due to
their ability to treat troublesome model terms implicitly in time while treating others
in an explicit manner, all without losing access to higher-order accuracy. 27 different ARK
IMEX methods, listed in Section 3, are evaluated on efficiency in producing an accurate
solution, ability to take the corresponding hydrostatic timestep, and sensitivity to hor-
izontal grid resolution. Instead of a single ideal method, the authors recommend 5 ARK
IMEX methods be implemented in HOMME-NH and suggest that improvements to the
hyperviscosity and vertical remap approaches will significantly improve time integration
performance.
In Section 4, the DCMIP 2012 Non-orographic Gravity Wave and Baroclinic In-
stability tests are used to evaluate the ARK IMEX methods. A convergence test first
verifies that the ARK IMEX methods, implemented with ARKode, attain the expected
convergence orders in the absence of hyperviscosity. When hyperviscosity is applied in
split fashion, however, the test reveals that the error from the hyperviscosity approach
in HOMME-NH can dominate the overall error for small enough timestep sizes. This find-
ing was verified with global energy conservation in the Baroclinic Instability test, where
the errors from the hyperviscosity and vertical remap approaches were compared to the
error from the ARK IMEX method itself. It was found that for small timestep sizes, both
the hyperviscosity and vertical remap errors are orders of magnitude larger than the ARK
IMEX method, with the vertical remap additionally causing an increase in the global en-
ergy of the system. These small timestep sizes are currently below the production timestep
size, but increases in spatial resolution will continue to decrease that production timestep
size. For this reason, the authors recommend possibly including the hyperviscosity ap-
plication in the explicit portion of the ARK IMEX method, to reduce the hyperviscos-
ity error and modifying the vertical remap approach to either discretely conserve energy
or be slightly dissipative.
For performance at the current production timestep size, the 27 ARK IMEX meth-
ods are evaluated on how efficiently an accurate 15-day solution can be produced in the
Baroclinic Instability test, which requires both hyperviscosity and vertical remap. An
accuracy criterion is defined using the surface pressure, where the error tolerance is de-
fined as the difference between the solution using a production timestep size and a ref-
erence solution using a timestep size that is 30 times smaller. In addition to producing
a solution of acceptable accuracy in an efficient manner, the ARK IMEX methods are
evaluated on the ability to produce a solution, regardless of accuracy, using the hydro-
static timestep of ∆t = 300s. Finally, the sensitivity of the methods to shrinking hor-
izontal grid-cell lengths was investigated using planets of reduced radii. The methods
that excelled in each metric are summarized in Section 5, with the authors recommend-
ing that the ARK324, DBM453, IMKG242b, IMKG243a, and IMKG252b methods be
implemented in HOMME-NH. The authors encourage future work using the metrics de-
scribed herein to test newly developed integration techniques, ARK IMEX or otherwise,
on more complex test problems (full planet nonhydrostatic dynamics, orography, etc)
using both HOMME-NH and other dynamical cores.
Appendix A Custom IMEX ARK method
The DBM453 method is defined by explicit and implicit Butcher tables with shared
abcissae cE = cI = (0, 0.1030620881159184, 0.72139131281753662, 1.28181117351981733, 1)
and shared root nodes bE = bI = (0.87795339639076672,−0.72692641526151549,
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0.7520413715737272,−0.22898029400415090, 0.32591194130117247). The explicit coef-
ficients are
AE =

0 0 0 0 0
0.10306208811591838 0 0 0 0
−0.94124866143519894 1.6626399742527356 0 0 0
−1.3670975201437765 1.3815852911016873 1.2673234025619065 0 0
−0.81287582068772448 0.81223739060505738 0.90644429603699305 0.094194134045674111 0

and the implicit coefficients are
AI =

0 0 0 0 0
−0.22284985318525410 γ 0 0 0
−0.46801347074080545 0.86349284225716961 γ 0 0
−0.46509906651927421 0.81063103116959553 0.61036726756832357 γ 0
0.87795339639076675 −0.72692641526151547 0.75204137157372720 −0.22898029400415088 γ

where γ = 0.32591194130117247. The method was designed to satisfy the following
properties:
(a) 5 stages, with 4 implicit solves per step, with the same coefficient γ used in each
implicit solve,
(b) third order accuracy for both explicit and implicit methods, with third order cou-
pling,
(c) the explicit method has provably maximal stability along the imaginary axis for
a 5-stage method (see (Kinnmark & Gray, 1984)), and
(d) the implicit method is both A- and L-stable.
Of these, the authors felt that property (c) was of fundamental importance for this ap-
plication, due to the fact that the eigenvalues of the explicit portion of the model, fE(q)
lie on the imaginary axis, and frequently serve to limit the maximum stable step size for
IMEX methods.
Appendix B IMEX ARK method properties
Table B1 provides a variety of theoretical properties of each of the ARK methods
used in this paper. The categories match those from Gardner et al. (2018, Table A1):
• number of implicit solves per step (f I column);
• number of explicit stages per step (fE column);
• theoretical order of accuracy for the explicit, diagonally-implicit, and overall ad-
ditive Runge–Kutta methods (Order E, I and A);
• theoretical order of accuracy for internal stages (relevant for order reduction on
stiff problems) for the ERK, DIRK and ARK stages (Stage order E, I and A);
• whether the DIRK method is A-, L- and/or B-stable (Stabilty A, L and B);
• whether the DIRK and ERK methods are stiffly accurate, i.e., the last row of AI
equals bI , and last row of AE equals bE (S.A. DIRK and ERK);
• whether the DIRK and ERK methods share the same solution weights (i.e., bI =
bE) and thus the method will preserve linear invariants to machine precision (b);
• whether the DIRK and ERK methods share the same abcissae (i.e. cI = cE) and
thus f I and fE are evaluated at the same stage times (c);
• the maximum stable explicit step along the imaginary axis i.e., the largest ymax ≥
0 such that the ERK method is stable for all λ = iy, 0 ≤ y ≤ ymax (Max exp).
These are assessed using the same mechanisms as outlined in Gardner et al. (2018).
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Table B1. Properties for each of the ARK methods used in this paper. The column headings
are described in the above text.
Method f I fE
Order Stage order Stability S.A. S.A.
b c Max Exp
E I A E I A A L B DIRK ERK
ARS222 2 3 2 2 2 1 1 1 3 3 7 3 3 7 3 ∼0.00
ARS232 2 3 2 2 2 1 1 1 3 3 7 3 7 3 3 ∼1.73
GSA222 2 3 2 2 2 1 1 1 3 3 7 3 3 7 3 ∼0.00
SSP2232 2 3 2 2 2 1 2 0 3 7 7 3 7 3 7 ∼1.73
IMKG232(a,b) 2 3 2 2 2 1 1 0 3 3 7 3 3 3 7 ∼2.00
IMKG242(a,b) 2 4 2 2 2 1 1 0 3 3 7 3 3 3 7 ∼2.83
IMKG252(a,b) 2 5 2 2 2 1 1 0 3 3 7 3 3 3 7 ∼4.00
IMKG243a 3 4 2 2 2 1 1 0 3 3 7 3 3 3 7 ∼2.83
IMKG253(a,b) 3 5 2 2 2 1 1 0 3 3 7 3 3 3 7 ∼4.00
IMKG254(a,b) 4 5 2 2 2 1 1 0 7 7 7 3 3 3 7 ∼4.00
IMKG254c 4 5 2 2 2 1 1 0 3 3 7 3 3 3 7 ∼4.00
ARS233 2 3 3 3 3 1 1 1 3 7 3 7 7 3 3 ∼1.73
SSP3333b 2 3 3 3 3 1 1 1 3 7 7 7 7 3 3 ∼1.73
SSP3333c 2 3 3 3 3 1 1 1 3 7 7 7 7 3 3 ∼1.73
ARK324 3 4 3 3 3 1 2 1 3 3 7 3 7 3 3 ∼2.48
ARS343 3 4 3 3 3 1 1 1 3 3 7 3 7 3 3 ∼2.83
IMKG343a 3 4 3 3 3 1 1 0 7 7 7 3 3 3 7 ∼2.83
ARS443 4 4 3 3 3 1 1 1 3 3 7 3 3 7 3 ∼1.57
DBM453 4 5 3 3 3 1 1 1 3 3 7 3 7 3 3 ∼3.87
ARK436 5 6 4 4 4 1 2 1 3 3 7 3 7 3 3 ∼4.00
ARK437 6 7 4 4 4 1 2 1 3 3 7 3 7 3 3 ∼4.70
ARK548 7 8 5 5 5 1 2 1 3 3 7 3 7 3 3 ∼0.02
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