Abstract. For a family S of graphs, let ω(S) be the supremum of t : 1 < t ≤ 2 such that P (G, λ) = 0 for all G ∈ S and all λ ∈ (1, t). In this paper we show that ω(S) = ω(S ∩ K) for any family S of graphs satisfying certain conditions, where K is a special family of graphs. This result makes it much easier to determine ω(S) for such families S.
Introduction.
It is well known that (−∞, 0) and (0, 1) are two zero-free intervals for the chromatic polynomials of all graphs (see [6, 9] ). By the results established in Jackson [7] and Thomassen [12] , we know that there are no chromatic zeros in (1, 32/27] but chromatic zeros are dense in [32/27, ∞).
Let G be the family of connected graphs of order at least 2. For any G ∈ G, we define the following graph-function (1) where P (G, λ), v(G), and b(G) are the chromatic polynomial, the vertex number (i.e., the order), and the block number of G, respectively. Note that P (G, λ) = 0 if and only if Q(G, λ) = 0. Also, it can be verified that if v(G) ≤ 4, then Q(G, λ) > 0 for all 1 < λ < 2. Jackson [7] proved the following. Theorem 1.1. For any G ∈ G, Q(G, λ) > 0 for all 1 < λ ≤ 32/27, where the number 32/27 cannot be replaced by any larger number.
Q(G, λ) = (−1) v(G)+b(G)−1 P (G, λ),
For any S ⊆ G, if S = ∅, let ω(S) = 2; otherwise, let ω(S) = sup{1 < t ≤ 2 : P (G, λ) = 0 for all λ ∈ (1, t) and all G ∈ S}. (2) Since Q(G, λ) is a continuous function for any graph G, by Theorem 1.1, ω(S) = sup{1 < t ≤ 2 : Q(G, λ) > 0 for all λ ∈ (1, t) and all G ∈ S} (3) holds for any family S = ∅. By Theorem 1.1 and the definition of ω(S), the next result follows immediately. Lemma 1.1. If S 1 ⊆ S 2 ⊆ G, then 32/27 ≤ ω(S 2 ) ≤ ω(S 1 ) ≤ 2.
The following results on ω(S) have been obtained, although they are not expressed by ω(S):
(i) Jackson [7] established that ω(G) = 32/27.
(ii) Thomassen [11] proved that if S is the family of graphs with a Hamiltonian path, then (iii) Dong and Koh [4] proved that ω(S) = 32/27 if S is the family of bipartite planar graphs. (iv) Dong and Koh [3] showed that if S is the family of graphs with domination number 2, then ω(S) = 2 − 1 6 3 12 √ 93 + 108 − 3 12 √ 93 − 108 = 1.317672196 · · ·.
Jackson [7] conjectured that ω(S) = 2 for the family S of 3-connected nonbipartite graphs. However, counterexamples to this conjecture were discovered recently by Royle [10] . In [7] , Jackson introduced an operation on graphs, i.e., double-subdivision, which was used to construct a special family of graphs. A double-subdivision is an operation on graphs which replaces an edge uv by two u − v paths of length 2. Let K is the family of graphs defined as follows:
(i) K 3 ∈ K; (ii) for any graph G with v(G) ≥ 4, G ∈ K if and only if G can be obtained from a graph G ∈ K by a double-subdivision on some edge in G . In this paper we find that K plays an important role in the study of real zeros of chromatic polynomials in the interval (1, 2) . In sections 2 and 3 of this paper, we will show that ω(S) = ω(S ∩ K) if S is a family of connected graphs which satisfy certain conditions (see Theorem 3.2) . Clearly this result makes it much easier to determine ω(S) for such a family S of graphs. While some families S of graphs with ω(S) = 2 are discussed in section 4, we shall apply Theorem 3.2 to determine ω(S) for some families S of graphs in section 5.
The family K.
Let G be any graph. Let V (G) and E(G) be the vertex set and edge set of G, respectively. For any T ⊂ V (G), let G − T be the graph obtained from G by deleting all vertices in T (of course also all edges incident to vertices in T ). For any e ∈ E(G), let G − e be the graph obtained from G by deleting e and let G/e be the graph obtained from G by contracting e and deleting all multiedges but one. For nonadjacent vertices u and v in G, let G + uv be the graph obtained from G by adding an edge between u and v and let G · uv be the graph obtained from G by identifying u and v and deleting all multiedges but one. Note that if e is an edge between u and v in G, then G/e and (G − e) · uv are the same graph.
For any graph G and
where c(H) denotes the number of components of a graph H. If G is connected, then T is a cut-set of G if and only if G has at least two T -bridges. If T is a cut-set of G and [T ] is complete, then T is called a complete cut-set of G.
By the definition of K given in section 1, every graph in K can be obtained from K 3 by a sequence of double-subdivisions. Thus the order of every graph in K is an odd integer. Some other properties on the graphs in K are given in Lemma 2.1 below. These properties can be proved by induction (see [7] also). For any n ≥ 1, let P n be the path graph of order n. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Claim A.
We just prove the case that i = 1. Note that v(H 1 ) ≥ 3 and H 1 +uv is 2-connected.
Let {x, y} be any cut-set of H 1 + uv. As {u, v} is not a cut-set of H 1 + uv, {x, y} = {u, v}. Note that G can be considered as a graph obtained from
So {x, y} is a cut-set of G. By the definition of W, we have xy / ∈ E(G), G has exactly three {x, y}-bridges, and each {x, y}-bridge of G has exactly two blocks.
Let B 0 be the {x, y}-bridge of G 1 + uv such that uv ∈ E(B 0 ). Note that every {x, y}-bridge of G either is an {x, y}-bridge of H 1 + uv or can be obtained from B 0 by replacing uv by the graph
On the other hand, for every {x, y}-bridge B of H 1 + uv, if B is not B 0 , then B is an {x, y}- For each i = 1, 2, 3, since H i + uv ∈ K, by Lemma 2.1(ii), H i either is P 3 or can be obtained from P 3 by a sequence of double-subdivisions. Thus G either is the complete bipartite graph K(2, 3) or can be obtained from K(2, 3) by a sequence of double-subdivisions. Therefore G ∈ K.
Note that it can be proved similarly that K = W , where W is the family of 2-connected graphs G defined as follows:
, then G has a cut-set {u, v}, where uv / ∈ E(G) such that G + uv contains exactly three {u, v}-bridges and each {u, v}-bridge of G + uv belongs to W .
Splitting-closed families.
Let S be a family of connected graphs. Following [3] , we say that S is splitting-closed if the following properties hold for each graph G ∈ S:
(i) If T is a complete cut-set of G with |T | ≤ 2, then S includes all T -bridges; (ii) if G is 2-connected and {u, v} is a cut-set of G with uv / ∈ E(G), then S includes all {u, v}-bridges of G + uv and all blocks of G · uv. The above two properties will be referred to as the splitting-closed conditions (i) and (ii), respectively.
For example, the family of trees, the family of planar graphs, the family of connected graphs, and the family of connected chordal graphs are all splitting-closed. If S is any splitting-closed family of graphs, then the family of graphs in S of order at most k is also splitting-closed for any positive integer k. But the family of connected bipartite graphs is not splitting-closed.
The concept of a splitting-closed family was used by Jackson and Thomassen implicitly in tackling their problems in [7] and [11] , respectively. Their results implied that the family of connected graphs and the family of graphs having a Hamiltonian path are splitting-closed, respectively.
Let e(G) be the number of edges in a graph G. For any graph G ∈ S with v(G) ≥ 2, define
For any α ∈ (1, 2), define
Theorem 3.1. Let S be any family of connected graphs. Then
Proof. Let t be the value of the right-hand side of (3) . It suffices to show that ω(S) ≥ t, i.e., Q(G, λ) > 0 for any G ∈ S and any λ ∈ (1, t).
Suppose that there exists G ∈ S and α ∈ (1, t) such that Q(G, α) ≤ 0. Then there exists G ∈ S such that G ∈ S(α), which implies that
We need to apply the results in Lemma 3.1 below, which are actually given in Lemmas 2.2, 2.3(iv), 2.4, and 2.5 in [3] , respectively. 
Proof. Let α ∈ (1, 2) and G ∈ S(α). If v(G) ≤ 4, it is easy to verify that P (G, λ) has no real roots in (1, 2) , implying that G / ∈ S(α), a contradiction. By Lemma 3.1(i)-(iii), G is 2-connected and does not satisfy conditions (ii)- (iv) 
by adding a new vertex w and two new edges joining w to u and v. By Lemma 3.1(iv), s = 3 and G − (V (G i ) ∪ V (G j )) is a {u, v}-bridge of G which has exactly two blocks. As this result is true for any two components G i and G j of G − {u, v}, Claim B holds.
Thus G ∈ W by Claim B and the definition of W. Hence S(α) ⊆ W for each α ∈ (1, 2). By Theorem 2.1, S(α) ⊆ K for each α ∈ (1, 2), implying that
and so
Proof. This result is actually included in [7] . It also follows directly from Theorems 3.2 and 1.1. Recall that G is the family of connected graphs. It is obvious that G is splitting-closed and that every graph in G satisfies one of the conditions in Theorem 3.2. Thus, by Theorem 3.2,
Remarks. (i) Indeed, Jackson [7] and Thomassen [11] have, respectively, shown that the following two families of graphs are splitting-closed and satisfy conditions in Theorem 3.2:
(a) The family of connected graphs; (b) the family of graphs with a Hamiltonian path. Thus, by Theorem 3.2, ω(S) = ω(S ∩K) for each of these two families S. However, S ∩ K is infinite for these two families, and both Jackson and Thomassen determined ω(S ∩ K) by considering the limits of chromatic zeros in (1, 2) of graphs in S ∩ K.
(ii) For any integer k ≥ 2, let D k be the family of graphs with domination number at most k. It was shown in [3] that D k is splitting-closed. It is not difficult to prove that every graph in D k satisfies one of the conditions in Theorem 3.2. By Theorem 3.2,
It can be shown that D k ∩ K is a finite set, and so it is not difficult to determine ω(D k ∩ K). (1, 2) . In this section, we study certain families S of graphs with ω(S) = 2. We first apply Lemma 3.1 to prove the following result. Remark. Let H be the family of Hamiltonian graphs. Notice that H is splittingclosed and that for any G ∈ H, if G is not 3-connected, then it satisfies one of the conditions in Theorem 4.1. If every 3-connected graph G ∈ H satisfies condition (iv) in Theorem 4.1, i.e., G contains an edge e such that both G − e and G/e belong to H, then ω(H) = 2 by Theorem 4.1. 
Graphs with no chromatic zeros in

Determine ω(S)
. Let S be a family of connected graphs. If S is minor-closed, then S is splitting-closed, and therefore ω(S) = ω(S ∩ K).
Proof. By the definition of S, S is splitting-closed. Let G be any graph in S. Assume that G does not satisfy conditions (i)-(iii) in Theorem 3.2. If G is 3-connected, then both G − e and G/e are 2-connected and belong to S, and thus G satisfies condition (iv) 
