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ABSTRACT 
Wind tunnel studies using model wind turbines have been used to investigate the effects and 
characteristics of neutral and unstable atmospheric boundary layers on their operation and wake 
behaviour. Wind turbine arrays have also been arranged to observe the effect of wake interaction.  
Single-point two-component and two-point single-component velocity measurements have been made 
using laser Doppler anemometry in conjunction with cold-wire anemometry to interrogate the 
modelled boundary layer.  The manufacture and installation of a second traverse mechanism in the 
wind tunnel was necessary to perform the two-point measurements, along with the development of 
laboratory software for control and data analysis. In order to allow for measurements of turbine 
performance, a current sensor was developed so that correlations could be made between velocity and 
torque fluctuations. Investigation of larger arrays, up to 12 turbines, required the production of 
additional turbines and installation and subsequent integration of the associated control systems. 
Measurements made in the neutral flow conditions show that there is an increasing correlation 
between the upstream turbulence and torque fluctuations with proximity to the turbine, especially in 
the wake of another turbine where the flow is rapidly evolving. Two-point velocity measurements, 
with a lateral separation, have shown that there is little effect of the turbine on the correlation of the 
flow over the rotor disc. Analysis of data from this type of measurement also shows that in an array of 
four aligned turbines, the spatial structures reach an equilibrium state and are of larger size after the 
second turbine. Furthermore, the velocity-torque correlation magnitude decreases after the first 
turbine, but then increases with distance through the array owing to the increased correlation over the 
rotor disc, although not to the level observed for the first turbine. The turbulence approaching the first 
turbine behaves in a frozen-flow manner, but this is not true for the second and subsequent turbines, 
although the idea of convection time still applies. 
Measurements made in the modelled unstable atmospheric boundary layer show that the length and 
time scales are changed in the flow, in addition to the alteration of the profiles of mean velocity and 
Reynolds stresses. The increased turbulence caused by the convective boundary layer increases the 
rate of wake deficit recovery and does not result in the same spatial structures as the neutral 
conditions. Temperature effects are of secondary importance with regard to wake and turbine 
behaviour, with the main driving force behind the performance being the increased turbulence levels. 
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1.  INTRODUCTION 
 INTRODUCTION AND BACKGROUND 1.1. 
The increased use of wind as an energy source has enhanced the need for research in to the flow 
surrounding wind turbines and the effect that this has on the performance of wind turbines, 
particularly in an array of turbines. The knowledge of these flow regions is especially significant for 
analysing the effect of the loading on the structures, how this affects failure rates of turbine 
components and the effect on power production.  
The sources of the variability in conditions imposed on a turbine can be either the various states of the 
atmospheric boundary layer (ABL) or an upstream machine modifying these background levels. In the 
case of the upstream machine there are two features of the wind turbine wake that are of importance. 
Firstly, the velocity deficit, which determines how much power is available to a downstream machine, 
can also affect the loading on the turbine by virtue of the velocity gradients imposed upon the wind 
turbine rotor. The second effect of a turbine wake on a downstream turbine is the turbulence scales 
and levels which will affect the loading on the rotor by means of changing the instantaneous flow-
angles onto the blade and thus affect the aerodynamic lift (Neff & Meroney 1990, Bossyani & GL 
Garrad Hassan 2012).  
 
 Figure 1.1 – Results of failure analysis showing frequency and downtime due to component failures 
(Crabtree, 2012) 
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The flow approaching a turbine is again modified owing to the blocking effect of the turbine, causing 
a reduction in mean wind velocity. The turbulence in the flow will affect the blade wake turbulence 
and trailing vortices produced from the wind turbine. The incoming turbulence will have different 
effects on the performance and operation of the wind turbine, based not solely upon the intensity but 
also the length scale (or more generally the spectra) of the turbulence that it is being subjected to.  
The variability of loading on the wind turbine can have serious effects on failure rates of the sub-
system and components and is a major contributor to drivetrain failure (Tavner, 2012).  Figure 1.1 
details how often a component will fail and how long it takes to repair such a failure. It is clear from 
data from Egmond aan Zee offshore wind farm (Crabtree, 2012), that there are quite frequent 
stoppages, issues which do not take long to resolve. However it is the failure rates of some drivetrain 
components, most notably the gearbox and generator, that cause a considerable amount of downtime 
due to the nature of repairing or replacing these items. In the offshore context, this involves using a 
boat and heavy lifting equipment the timing of which depends on the sea state being calm enough for 
operations to take place.  
Considering that, for economic, technical and logistical reasons, turbines in an offshore farm are 
generally installed in a regular array configuration, the wake behaviour and effects need to be 
understood in greater detail. Analysis of the performance of turbines in arrays (Milborrow, 1980)  
showed that there was a 25% loss in power with an array spacing of ten turbine diameters and more 
recent data has suggested that this may be greater (Barthelmie, et al 2010). 
The role that current and future technologies can play in reducing the failure rates of turbines and their 
sub-systems is an ongoing process. A statement by the International Energy Agency (IEA) also 
suggested a number of areas for future research including advanced control systems, enhanced array 
modelling and the effect of turbine siting on wind farm capacity (IEA Wind, 2013). The objective is 
to increase the energy capture whilst reducing damaging loading allowing, for narrower design 
margins and reduced material cost, increasing the wind farm cost effectiveness. 
The research in this thesis has been carried out in the context of SUPERGEN-Wind, which is a multi-
disciplinary project funded through the Engineering and Physical Sciences Research Council 
(EPSRC) (see Acknowledgements). The consortium focus is on large offshore wind turbines 
(~5MW), in large wind farms. It is covered by three broad themes; the farm, the turbine and the 
connection.  These themes include most aspects of wind farm operation and energy production, such 
as power train dynamics, condition monitoring, electrical transmission, turbine materials, control and 
integration into the environment in which they will be placed. The final phase will be to bring the 
three areas together to analyse the wind farm as a power station to assess the medium term challenges 
of large-scale wind farms. Further objectives will include how to build, operate and maintain these 
farms and how renewable energy will be most effectively integrated into an electrical grid. 
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 AIM OF PROJECT 1.2. 
While a number of wind tunnel studies have been made of wind turbine wakes, as will be discussed in 
Chapter 2, these have been almost entirely for relatively small wind turbines by the standard of 
today’s large wind turbines, and is in the context of onshore wind flow. 
The aim of the work here is to: 
i) Investigate wake development of ‘large’ wind turbines, wake-wake and wake-turbine 
interactions, taking advantage of more modern (i.e. current) instrumentation techniques. 
ii) To increase our understanding of characteristics of these turbulent flows using two-point 
velocity measurements. 
iii) To investigate the use of fluctuating current in the generator as a measure of a turbine 
rotor’s response to upstream turbulence. 
iv) To investigate the effect of at least one non-neutral wind flow state, stable or convective, 
or both if time permits. 
v) To draw the forgoing together to give an increased understanding of turbine and turbine 
wake behaviour in the context of the large wind turbines of a wind farm in an offshore 
wind flow. 
 OUTLINE OF THESIS 1.3. 
This thesis contains, in the following chapter, a section reviewing the literature covering wind turbine 
wakes, including a discussion of recent measurements from laboratory and field experiments, as well 
as theoretical and computational wake modelling. Additionally, experiments that relate to wind 
turbine performance and wake characteristics, which have been performed in atmospheric wind flows, 
will also be examined. 
Chapter 3 describes the experimental techniques and hardware that was employed covering 
specifically the wind tunnel used to perform the experiments and the modifications that were needed 
to carry out the work. Next, the data acquisition system and the instrumentation that was employed 
and developed are set out. Details of the work that aided the setup and blade manufacture for the 
model wind turbines are also included here.  
Chapter 4 is the first chapter of results, and will present the measurements that characterise the 
atmospheric boundary layer simulations for the neutral atmospheric boundary layer. Succeeding this, 
the results will be presented and discussed for a single wind turbine in a neutral atmospheric boundary 
layer, and will introduce the effect of turbulence on rotor torque fluctuations as inferred from the 
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current sensor. The measurements from a turbine operating in the wake of another machine will then 
be discussed. 
Chapter 5 will present and discuss the data regarding two arrays of turbines, and examine the role of 
spatial correlations and interactions with surrounding turbines.  
Chapter 6 presents the unstable atmospheric boundary layer simulation and then discusses the 
performance of a single model wind turbine in these conditions. Following this, measurements for 
three turbines in a line are presented, and compared against that for neutral flow.  
Chapter 7 concludes the analysis of the previous chapters, and highlights practical implications of the 
work and areas for future investigations. 
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2.  LITERATURE REVIEW 
There has been a considerable amount of experimental research and, increasingly, computational 
work regarding the flow field around horizontal axis wind turbines (HAWT), the atmospheric 
boundary layers in which they operate and interactions between turbines in an array. Furthermore, 
significant investigations assessing the controller of the wind turbine speed and how this can be 
improved to alleviate undesirable loads on the wind turbine are being carried out. This involves the 
use of upstream anemometry and feed-forward control systems.  
This review will examine the work performed in measuring the flow surrounding a wind turbine. It 
will discuss structures and mechanisms that are produced in the wake of the wind turbine and the 
effect of these on the performance of the turbine. The more recent wind tunnel experiments performed 
in these areas will then be discussed, followed by a survey of field measurements, a brief review of 
the computational modelling of wind turbines, and some of the work which has compared the 
different approaches to measurements. This will be concluded by an analysis of the experiments 
regarding wind turbines that have been undertaken in a modelled atmospheric boundary layer. 
 WIND TURBINE FLOWS: UPSTREAM EFFECTS AND WAKES 2.1. 
In order to appreciate the issues concerning the operation of wind turbines, it is advantageous to 
describe the flow field that surrounds a wind turbine and how the extraction of energy affects this 
flow field. It is these conditions which can affect the structural loading of wind turbine components 
and affect the energy produced. The flow field surrounding a wind turbine can be split into a number 
of regions, each with their own characteristics as commonly suggested, by Smith (1991) and Burton, 
et al (2011) for example. 
Initially, and necessarily, there is the flow upstream of the wind turbine which assumes a boundary 
layer profile that is dictated, far upstream, by the prevailing and time-varying atmospheric conditions 
and factors such as topographical detail. As the flow nears the wind turbine, the pressure increases 
due to the velocity reduction associated with the energy extraction of the turbine and can in principle 
alter the approaching flow turbulence. Particle image velocimetry (PIV) measurements by Medici, et 
al (2010) using a variety of model turbines, showed that a streamwise velocity reduction could be 
observed as far upstream as 3D, where D is the turbine diameter, in uniform turbulence, although the 
numerical simulations show a discrepancy with the experimental data.  
The next region, which can be defined as slightly upstream to slightly downstream of the rotor, is 
where the energy extraction takes place via the blades of the wind turbine producing lift (Figure 2.1) 
which in turn is translated into a torque used to power the drive train. This region of reduced 
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streamwise velocity, which is accompanied by a pressure drop across the rotor ‘disc’ (the term disc 
here refers to the swept area of the rotor of the wind turbine), is of a slightly larger diameter than the 
turbine itself (Vermeulen, 1980). As a result of the extraction of kinetic energy by the wind turbine, a 
wake region that has predominantly lower wind speeds and higher levels of turbulence is created. This 
region of rapidly evolving flow is made up of structures such as tip vortices, helical vortex sheets 
from the blade trailing edges and a hub wake which are small-scale flow structures relative to the 
atmospheric boundary layer, but form the earlier part of the turbine wake.  
Medici & Alfredson (2006) performed experiments which highlighted an additional vortex shedding 
structure associated with bluff bodies. Using a two-bladed 180 mm rotating wind turbine model, they 
observed that these vortices were shed at a lower frequency, 7.9 Hz, compared to that of the blade 
passing frequency, 55 Hz. This vortex shedding was suggested to be a likely candidate for wake 
meandering, causing the wake to shift one way and then the other, and was shown to be independent 
of freestream turbulence as the effect was seen with and without freestream turbulence. 
Experimentation also included some two-point velocity measurements, at 1 and 2 rotor diameters 
downstream, which focused on the low-frequency vortex shedding and periodicity of the turbine 
wake, rather than the overall scale of the flow structures. 
After the interaction between the turbine and the main flow, the turbine wake is commonly split into 
two-distinct regions: the near and far wake. The point of the transition between these is often 
described as the point at which individual blade effects and hub effects disappear. There have been 
many studies, (Whale, et al (1996), Grant, et al (2000) and Sorensen (2011) for example), that have 
reviewed the development of the wake of various rotors. It has been shown that the stability of 
vortices is of major concern as if they remain intact then the loading on subsequent rotors would be 
 
 Figure 2.1. Velocity triangle for a blade element 
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greater. Yawing of the rotor with respect to the upstream flow direction and instabilities in the flow 
can aid in the accelerated dissipation of the adverse flow structures. 
Discussions by Sorensen (2011) and Felli, Camussi and Di Felice (2011) address the production of the 
vortex sheet behind rotor systems such as helicopter blades, propellers and wind turbines. It gives a 
useful explanation of the production of such structures. From these reviews, the vortex sheet creation 
can be attributed to the lift distribution along the blades. Because of this distribution, vortex elements 
interact and a roll-up process is initiated after the sheet is created, producing strong tip and root 
vortices in the near wake. These vortex systems break down into smaller scale turbulence due to 
instability. It must also be noted that in the near wake, the presence of the hub is still experienced, but 
the mixing due to the vortex sheet helps to dissipate its structure. 
Following the near wake, the far wake is a region where the more structured flow characteristics, such 
as the root and tip vortices, of the near wake have broken down into smaller scale turbulence. In this 
region the velocity deficit reduces and the wake widens as a result of the shear-generated turbulence 
acting in conjunction with the ambient turbulence. The flow then becomes large scale once again in 
the far wake due to homogenisation and influence from the ABL. 
A relatively recent study by Maeda, et al (2011) used a two bladed wind turbine in assorted uniform 
turbulent flows with measurements made with a single hot-wire probe. The use of uniform turbulence 
in an open jet wind tunnel allows the wake to fully develop, with no wall effect. However the use of 
an open jet means there is not a far field flow present for the wake to interact with. Mean velocity and 
turbulence intensity profiles show that, with different turbulence grids present, the decay of the wake 
velocity deficit is accelerated by higher turbulence intensity. In addition, the case with higher 
turbulence intensity, the tip vortices and other flow structures are scattered more readily by the 
increased mixing produced by the higher turbulence levels. However, the effect of length scales 
associated with the different turbulence levels was not assessed. The length scale will most likely not 
have been constant, which can change how the blade and rotor behaves in the flow. 
Extensive work has been performed by Chamorro & Porte-Angel (2009) subjecting a model wind 
turbine, and arrays thereof, to an atmospheric boundary layer flow. To model the turbine, a propeller 
has been mounted in reverse. However this is not entirely correct as the twist on the blade is opposite 
to that required for a wind turbine and the profiled blade employed in the work is one for a propeller 
and not a turbine. Nonetheless, the wake and array has been modelled effectively and results are 
discussed later in this review. 
The scaled model turbine which is to be used in the thesis was subjected to an atmospheric boundary 
layer, detailed in Pascheke and Hancock (2007), where the transition from near to far wake was 
determined to be about 4D from the turbine. Also noted were the high turbulence levels at 10D from 
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the turbine as well as swirl persisting until around 7D which is in-line with field measurements of 
Högström, et al (1988). 
 REVIEW OF MODELLING TECHNIQUES 2.2. 
There are many wind turbine models that have been produced for experimental purposes which 
provide an important insight into the fundamental mechanisms and interactions of wind turbine 
aerodynamics. This information is fed into computational modelling of generation systems, with 
additional information obtained from measurements surrounding full-scale machines.  
There are many advantages for performing wind tunnel experiments and, as Schreck (2002) pointed 
out, the experimental uncertainty in early laboratory simulations have been reduced significantly, and, 
it is supposed, even more so since the publication date. There are obviously disadvantages of 
experimental methods such as issues of scaling and the suitable modelling of blade profile. Schreck 
includes a rather obvious, but informative, picture showing the effect of atmospheric turbulence 
accelerating the decay of tip vortices.  
Field measurements are an important source of information, especially for comparing the different 
modelling techniques of wind turbines, both numerical and wind tunnel simulations as scaling is not 
an issue. However, when surveying a large area the regions of interest need to be identified as the 
process of field measurements is a costly one, with different methods being used to carry out the 
measurements (Barthelmie, et al 2003). There is also an issue with the turbine being in a varying flow 
field so to take meaningful data requires the upstream inflow to be mapped in sufficient detail. 
The method of numerical modelling is in many respects approaching the capabilities of wind tunnel 
and full scale techniques, owing to the progress made in the area and also the increased availability of 
high power computing. The work of experimentalists has been used to validate models with varying 
degrees of success. In addition to flow modelling, the full system can be modelled with control 
mechanisms and drive train loadings also being analysed (Bossyani & GL Garrad Hassan, (2012), 
Muljadi, et al (1997)). The reduced cost of performing this type of investigation is highly 
advantageous, but to produce the models assumptions have to be made about the flow. However, the 
progress and suitability of the methods are still advancing rapidly.  
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2.2.1.  Laboratory measurements 
When assessing the operation of wind turbines, and the effect of turbulence on energy production, it is 
necessary to study the interaction between the blade and the flow. One such study, (Devinant, et al 
2002), tested a NACA 654–421 aerofoil, which is typical for low-power machines, with zero-taper, in 
0.5% to 16% uniform turbulence intensity (where turbulence intensity is defined as u’/U, where u’ is 
the fluctuating part of streamwise velocity and U the mean streamwise velocity) over a large range of 
angles of incidence.  Pressure tappings distributed over the surface of the aerofoil were used to 
calculate the lift coefficient. They noted that there are three main regions, shown in Figure 2.2, of 
aerofoil operation; the linear region where the boundary layer is attached on all surfaces, followed by 
a stall phase where the point of separation moves forward with an increasing angle of attack due to 
different stall mechanisms and another in which the leeward side (i.e. the suction surface) is entirely 
in stall, lift being generated in a high drag manner. It was noted that the higher turbulence levels have 
an effect of increasing the angle of incidence at which boundaries between the regions occur, 
predominantly from the second to third region. At this border there is a reduced drop in lift coefficient 
due to the higher turbulence delaying the point of flow separation. These results can aid in the 
numerical modelling of wind turbines, by providing better experimental data to use in the calculations 
for determining the blade loading in the variety of conditions that it experiences. 
 
Figure 2.2. General schematic behaviour of CL with alpha for aerofoils (Devinant, et al 2002). 
Amandolèse & Széchényi (2004) performed another investigation into the effect of turbulence on lift. 
They placed a NACA 634_421 aerofoil in isotropic and homogenous turbulence with turbulence 
intensities of 1.1%, 4.5% and 7.5%. The aerofoil, which is typical of medium sized wind turbines, was 
tested at angles of incidence of zero to 30° and was shown to oscillate around the pivoted quarter 
chord. The length scales that were produced in the different turbulent conditions were smaller than the 
aerofoil chord, which is atypical of unperturbed atmospheric boundary layer turbulence but is more 
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representative of the flow inside of a wind farm. Surface pressure measurements were made to 
calculate the loading on the blades and it was noted that the lift coefficient and its standard deviation 
increased with the increased flow turbulence. This was attributed to reduced separation of the aerofoil 
boundary layer with increased turbulence. 
To model the far wake, and perhaps an array, gauze simulators mounted on a rod were suggested by 
Quarton & Ainslie (1989a), and in effect used as an actuator disc, reducing the axial momentum but 
not recreating swirl or near wake structures. The blockage of the gauze can be changed to alter the 
thrust coefficient and thus the wake profile. Gauze models have been used to replicate a 3 by 3 array 
(Aubrun, et al 2007), which were first tested in uniform turbulence to validate the models with the 
thrust coefficient varied by changing the porosity of the gauze. The authors noted that the maximum 
velocity deficit in the wake was located below hub height and was attributed to ground effects. 
Another effect that was exhibited by these gauzes was the increased velocity deficit in the wake of the 
second turbine compared to that of the first, but not from the second to the third. The turbulence 
intensity also increased along the array. 
A comparison between the gauze model mentioned and a model wind turbine (to be used in 
experimentation for this thesis) is detailed in Aubrun, et al (2013). The models were subjected to a 
neutral atmospheric boundary layer and measurements using hot-wire anemometry and static pressure 
probes showed similarity between the two time-mean wakes at 3D downstream from each model. In 
these measurements, rotational momentum and tip vortex signatures generated by the rotor were not 
visible at the downstream position, providing the turbulence levels were high enough. They concluded 
that although the wake can be modelled accurately, to study the interaction between the turbine and 
the flow it is necessary to use bladed models. 
Two papers by Ebert & Wood (1997) and (1999), give details of measurements downstream of a 
model HAWT with NACA 4418 profile constant chord blades. The flow velocities were obtained 
with the use of a cross-wire anemometer and PIV instruments, with a hydraulic pump used to vary the 
load on the rotor and therefore control the speed. The vorticity was found to be confined to a clearly 
defined tip-vortex system and hub-vortex sheet and the angular momentum increased with increasing 
rotational speed as a result of the energy extraction. The blade wakes, related to the drag on the 
blades, are identified from the distribution of turbulent kinetic energy. A further point to note is the 
turbulence levels and blade wakes were much higher and larger, respectively, when the tip speed ratio 
(TSR) was reduced. This is due to the increased angle of attack associated with a lower TSR. The 
vorticity and associated flow structures are further explained in the third paper in the series (Ebert & 
Wood, 2001). 
A rotor, of diameter 1.34 m, and a NACA 654-421 profile was tested in an open jet with a turbulence 
grid used to generate a range of turbulence intensities (Sicot, et al 2006). This was used to investigate 
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the effect of turbulence on total power output by the turbine, instrumented with a tachometer, axial 
thrust transducer and torque meter. However, the study focused only on the mean torque and no 
information was provided on the fluctuating torque. It was noted that although the length scales were 
of a typical size, in the order of blade chord length, the variation of turbulence intensity did not 
change the length scale and as such there was no effect on the power output. The non-effect could be 
due to the fact that large scale turbulence was of similar size due to the same grid used for all 
conditions and the change of small scale turbulence, which would be uncorrelated over the rotor disc, 
would not have such a large effect on aerodynamic torque. Furthermore, the flow was homogenous, 
isotropic and without shear which could be a reason for the lack of variability in the results. Another 
explanation might be that there was no separation to affect the lift produced. 
The majority of model turbines used for wind tunnel tests use a profiled blade to replicate the full size 
machine. However, as noted by Sunada, et al (1997) if the Reynolds number is sufficiently low, a flat 
plate performs better than does a profiled aerofoil. The turbines in this thesis were developed in a 
previous phase of work and use flat plate profiles for this reason. Details of the design can be found in 
Hancock & Pascheke (2010). 
Investigations which have focused on the instrumentation of models and not primarily on the wake 
flow features are relatively few, but wind tunnel testing of a linear individual pitch controller two-
bladed wind turbine has been carried out (van Solingen, et al 2014). The two-bladed model, which 
was selected as the need for noise reduction and visual impacts reduce in offshore conditions, 
employed a feed-backward controller to adjust the blade angles through servomotors on each blade, 
and measurements of blade loading were taken using strain gauges. The model was tested in a low-
turbulence open-jet wind tunnel to verify the model and its control system. The experiment showed 
that using the novel control system loads could be reduced, although there was difficulty regarding the 
bandwidth of the control system owing to the high rotational speed of these small scale machines. 
Future experiments are planned with this model turbine and its modular design allows for control 
surfaces to be introduced. 
A highly instrumented model wind turbine model with advanced control mechanisms was produced 
by Bottasso, et al (2014). Individual blade pitch control was applied to a 2 m diameter turbine in order 
to validate control mechanisms, examining the effect between turbines and loading on the blades with 
varying inflow conditions. Examples of some of the instruments used are Fibre Bragg cells installed 
in the blades for strain measurement and a 6-axis force balance in the base. They were tested in an 
atmospheric boundary layer tunnel with a height of 3.84 m and width of 13.84 m, resulting in a low 
blockage ratio, with tip-tops and tip-bottoms at heights of 2.78 m and 0.78 m respectively. Spacing 
between the turbines was relatively short at a distance of 5 rotor diameters due to space restrictions. 
Unfortunately the model was unable to match the Reynolds number expected, resulting in a lower 
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power coefficient being produced. This mismatch of Reynolds number was a resultant of a scaling 
compromise to stop the control frequencies becoming excessively high whilst reducing the difference 
in Reynolds number between the wind tunnel model and full-scale machine. With the individual pitch 
control activated it was demonstrated that the shaft bending moments were greatly reduced. The flow 
properties were not mapped simultaneously so cross-correlation relationships between various 
quantities cannot be formed. This model wind turbine has recently been developed and further work is 
expected. 
With regard to directly measuring the torque on the wind turbine a direct mechanical torque sensor 
that employed strain gauges has been developed and demonstrated by Kang & Meneveau (2010). The 
turbine being tested was placed in atmospheric conditions, generated by an active grid, and has thin 
flat-plate blades twisted through 5° along its 45 mm length. As also noted in the present research, it is 
difficult to measure the torque produced by the rotor through the electrical power generation as there 
are power drops through the system caused by internal friction and electrical losses. However the 
issue of the fluctuating loads, which is of particular importance to turbine reliability, has not been 
investigated. Nevertheless, the results presented by Kang & Meneveau (2010) show good agreement 
between current and direct torque measurements. This shows that with an accurate ammeter the 
torque, and in turn the fluctuating loads, could be measured. The method would be without the issue 
of the stick-slip conditions observed with the direct mechanical torque sensor as reported by Kang & 
Meneveau (2010). 
Another study by Krogstad & Adaramola (2012) uses the electrical measurement of torque to show 
the effect of different wind speeds and yaw angles on turbine power production. A 0.9 m diameter 
turbine with a hub height of 0.85 m was placed in a 2.7 m wide by 1.9 m high wind tunnel fitted with 
a turbulence grid to produce uniform grid turbulence. It was shown that for a yawed turbine the wake 
was reduced in width and skewed in the direction of yaw. The torque was measured by a torque 
sensor mounted on the rotor shaft, which again only supplied the mean torque and not the fluctuating 
loads. 
2.2.2.  Field measurements 
Although field measurements are subject to the time-varying nature of the atmospheric boundary layer 
and many are industrially sensitive, unique information can be obtained from measurements in such 
environments. Typically, boundary layer measurements have been made on meteorological masts that 
are situated away from the wind turbines and local wind speeds from nacelle mounted anemometers 
(Jensen, et al 2004). These studies have observed the expected power drop along a line of turbines in 
offshore conditions, but do not characterise the development of the wake in-between the turbines. 
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Field measurements of wind turbine wakes have been analysed for some considerable amount of time, 
with an early investigation by Högström (1988). Detailed information about the wake structure was 
obtained behind a 2MW wind turbine using a combination of a sound detection and ranging (sodar), 
atmospheric kites and instrumentation mounted on a meteorological mast, the modus operandi of 
which can be found in the paper and are not necessary here. The turbine was located on flat terrain 
with a long unobstructed upwind fetch such that surface roughness was very low. Noted in the 
research article are the limitations of meteorological mast instruments, regarding the fact that data was 
only available for small ranges of wind direction. Use of sodar for similar measurements has the 
added benefit of being able to be easily relocated to measure the wake or other regions of interest and 
was identified as being a powerful method for flow mapping. The results presented show that the 
wake deficit is lower in magnitude than wind tunnel simulations and wake turbulence was higher than 
from wind tunnel data in nominally matched experiments. The two effects are probably coupled, with 
the higher levels of turbulence aiding in the wake recovery. Results from the study also highlighted 
the effect of how the turbine wake altered the energy spectrum of the streamwise velocity. The 
streamwise fluctuations were reduced at low frequencies with higher frequencies quickly returning to 
the previous levels observed. The vertical fluctuations, however, were more significantly altered with 
the energy in the lower frequencies increased and high frequency energy decreased. Analysis of the 
data also noted the non-circular symmetry of the turbine wake attributed to the mechanical turbulence 
and atmospheric stratification. The paper also notes that wind tunnel tests generally omit meandering 
effects from large scale ambient turbulence, and also the lack of discussion regarding stratification 
caused by wake and ambient turbulence mixing. The former issue is difficult to overcome owning to 
the range of scales required, although the latter issue is one that could be addressed. 
The effect of atmospheric stability on wind turbine wakes has been studied by Magnusson & 
Smedman (1994) who report on the turbine and meteorological mast data for a site located on 
Gotland, an island in the Baltic Sea. The arrangement of wind turbines and masts allowed the wake to 
be investigated at distances of 4.2D, 6.1D and 9.6D from the turbine, where D in this case was 23 m. 
Velocity measured on the nearby mast indicated the raising of the centreline of the wake above hub 
height, and also the decreasing nature of the wake deficit with increased distance from the turbine. 
The characteristics of the velocity deficit also depended upon the atmospheric stability. A larger 
deficit with reduced height was observed in stable conditions. Turbulence measurements from the 
mast showed that the turbine added turbulence to the flow and that, proportionally, more turbulence 
was added in the stable conditions. Maximum turbulence levels were observed near the rotor tips in 
lateral profiles for both cases with the unstable conditions resulting in a more rapid disappearance of 
these peaks, the stable boundary layer taking longer for mixing to be complete. The authors note that 
when investigating field data it is inherently important to record the atmospheric stability as it can 
significantly affect results of anemometry. 
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Field measurements that were compared against a computational model were presented by 
Magnusson & Smedman (1999). The measurements were taken from meteorological masts 
instrumented with cup and vane anemometers and thermometers surrounding the turbines mentioned 
in Magnusson & Smedman (1994). The behavioural dependency of the wakes was attributed to how 
much energy was being extracted, the yaw angle and also the thermal stratification in the inflow 
conditions. It was noted that wake centreline measurements alone cannot be used to characterise a 
wake and that a minimum velocity occurred at half rotor radius. Furthermore, the effect of 
atmospheric stability was noticeable as close as one turbine diameter. The computational research 
identified that due to turbines having different designs, standard momentum-theory models could not 
be applied and more detailed representations should be developed. 
Wakes have been measured from meteorological masts at an onshore test site (Schepers, et al 2012) 
which can only measure at specific points within the wake assuming that the prevailing wind directs 
the wake towards the mast. The fact that the site is onshore adds additional turbulence effects that 
would not be seen offshore. However it is observed that the effect of the upstream machine is to 
deflect the wake to one side due to the misalignment between the upstream flow direction and yaw 
angle of the turbine, and as such the yaw angle through the array is non-constant. Regarding the 
power output of the turbines, measurements have shown that with lower background turbulence, the 
overall power output reduces due to the lessened rate of wake deficit recovery. This effect is also 
observed as the conditions become more stable, characterised by lower levels of turbulence and 
vertical mixing. This variation of power output due to changes in atmospheric conditions is also 
observed at the much studied Horns Rev offshore wind farm (Hansen et al 2012).  
Regarding wake measurements many techniques have been trialled. One such study (Barthelmie et al 
2003) assesses the viability of a boat mounted sodar device. The advantage of such a device is that it 
is able to measure at a variety of heights without the expensive erection of meteorological masts and 
can be located throughout the array on floating platforms. The study concluded that wave motion 
could be accounted for in measurements and the noise generated from the turbines did not affect the 
signal used for measurement. However, results had to be filtered due to rain conditions creating 
unacceptably large standard deviations of measured wind velocity. Although these devices can be 
installed throughout the array, they are still subject to the fact that they are stationary compared to the 
direction of the prevailing wind which in turn means they will not be measuring wake development. 
In order to perform measurements in the wake of a turbine, Trujillo et al (2010) have demonstrated a 
light detection and ranging (lidar) device that is mounted on the top of a nacelle and is directed 
downstream from the turbine. The principle of operation of lidar is thoroughly explained in Hasager et 
al (2007). Their device scanned an area of a sphere in the wake of a turbine at a fixed distance of 4D, 
although in practice this focal length can be changed through the use of optics resulting in a change in 
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dimensions of the area scanned. It was noted that the wake lost symmetry rapidly and shifted 
vertically and laterally owing to wake rotation and topographical effects. Although no upstream 
measurements were made, the use of such a device is extremely useful in evaluating computer models 
such as those described in Trujillo et al (2010). 
The use of lidar devices to measure the incoming flow field has been presented by Mikkelsen, et al 
(2013) who demonstrated forward looking device mounted in the nose of the turbine. The device was 
mounted on an onshore 2.3 MW turbine and is able to provide information such as mean wind speed, 
vertical wind shear profiles and wind direction and yaw misalignment. It has been shown that it can 
reliably give up to a 10 second forewarning for incoming gusts and wind direction changes. This type 
of information has been put to use by Scholbrock, et al (2013) who have installed a non-rotating 
version of the device on a 550 kW turbine and used the information as an input to the feed-forward 
control system of the turbine. With the use of collective pitch control it was shown that reductions in 
the low-frequency high-energy fluctuations on the generator can be reduced. The trial of such a device 
and control system is in its infancy and as such the controller was not optimised and also bending 
loads have not been coupled to the collective pitch control. The study has confirmed predictions and 
although there are some initial issues with controller design, it is encouraging to see the use of such 
devices in reducing loading on turbine components. 
2.2.3.  Computational modelling 
Although computer modelling is outside the scope of this thesis, it is important to acknowledge the 
progresses in the simulations relating to wind turbines and their operation. Computer models of the 
wind flow surrounding wind turbines are becoming much more common using wind tunnel 
experiments to validate the results of the code. Additionally, computational models are used as a tool 
to simulate control strategies and observe the effect of different load alleviation techniques that are 
beneficial to improving reliability. The techniques, as will be seen, are not without their own 
limitations but the increasing interest and progress in this field provides a large framework on which 
to advance. 
In a review of modelling techniques, Sanderse (2009) identified that there were three main tasks when 
it comes to simulating the turbine wake. Firstly, the performance of the rotor, and also the wind farm 
as a whole, is of obvious interest to planners which involves time-averaged velocity profiles behind a 
wind turbine. Another function of wake modelling is to calculate the structural loading on a 
downwind turbine and the fluctuations on the drivetrain when operating in the turbulent wake. 
Performing this kind of analysis not only requires the mean velocity profiles, but also the turbulence 
quantities that are produced and how they are affected by atmospheric conditions. Wake modelling 
can also be used to assess the extent of wake meandering which can cause asymmetric, intermittent 
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loading on downstream wind turbines and requires the large scale atmospheric eddies to be included 
in the models.  
Modelling of wind turbine wakes are most frequently based on two models, one by Jensen (1983) 
often referred to as the PARK model, and another by Ainslie (1988). The former assumes a linearly 
expanding wake, such as that shown in Figure 2.3, that has been developed more recently to include 
additional controls and is used industrially in wind turbine modelling software such as WAsP 11 
(Wind Energy Department at Risø National Laboratory, 2014) and WindFarmer v5.3 (DNV GL, 
2013). The software developed at DNV GL employs eddy viscosity closure models to more accurately 
represent the wind turbine wake. Field or implicit models (modelling full flow field) requires more 
computational power than kinematic or explicit models (which make assumptions of how the wake 
behaves).  
There have been many detailed reviews of modelling techniques and studies, notably Vermeer, et al 
(2003) and more recently Sanderse (2009). These reviews, and others, discuss the added benefits that 
computational studies have over experimental work. However, the importance that the physical 
modelling from the laboratory and experiments provides to the research community is consistently 
acknowledged. The discussion of the specific calculation methods of the modelling techniques is 
outside the scope of this review.  
A model which includes wake meandering for a single turbine wake has been developed by Larsen et 
al (2008) also has the potential to include wake interaction. The results are in some agreement with 
the full-scale measurements also reported in their study; however this low computational cost model 
is in its first iteration and has the opportunity to encompass more features.  
A large eddy simulation study investigated a wind-turbine array boundary layer modelling the 
turbines as drag discs with the turbine array longer than the boundary layer height (Calaf, et al 2010). 
The fact that the array was longer than the boundary layer height meant that a flow regime which had 
reached an equilibrium state could be created and thus changes in streamwise direction could be 
neglected. This was used to show that the vertical flux of energy down into the array was similar in 
magnitude to the power extracted by the turbine which is in contrast to an isolated turbine where 
 
 
 
Figure 2.3. Simplification of wind turbine wake deficit for computational models 
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energy fluxes occur in all directions. A modified model for effective roughness length is also 
proposed which helps to explain the underperformance of wind farms due to poorly understood wake 
effects. It is also noted that the modelling of the turbine in this instance is not ideal (a solution would 
involve creating a rotating model) but the essence of the drag disc approach is suitable in this instance 
for interaction between the array and boundary layer. 
Recent simulations which examine the interference effects between wind turbines in the offshore 
environment have been detailed by Weihing, et al (2014). The 3D simulation aimed to investigate the 
effect of wake turbulence in an ABL, where the downstream turbine is offset by one rotor radius, such 
that the downstream rotor is nominally half in atmospheric turbulence and half in wake turbulence. 
The resultant of the asymmetric rotor loading was that there were higher fatigue loads for the second 
turbine and also that the power produced varied depending on the azimuthal position of the wind 
turbine blades. This is akin to a turbine operating in the shear layer, although the turbulence length 
scales would be different with the upstream machine in this case inducing high frequency loads on the 
second turbine. The blade passing frequency of the upstream turbine also had an effect on blade 
loading of the downstream machine, specifically the mid to outer part of the blade, which was perhaps 
due to low turbulence intensity, 2-4%, not breaking up the wake structures as much as would be seen 
in reality. 
Aside from using computational models for wake flow and wake modelling, there is also a 
considerable amount of work being performed addressing the control of wind turbines. The studies, 
Johnson & Thomas (2009) and Hancock (2013) for example, investigate the aerodynamic interaction 
between wind turbines and how to control the turbines for maximum output from an array. The former 
study shows that by adjusting the set point it is possible to change the power output from a two 
turbine arrangement, with the first turbine producing slightly less power than its maximum possible so 
there is more energy available to the second turbine. However the turbulence is not accounted for in 
this model which could alter the power output. The analysis by Hancock (2013) notes that in a line of 
turbines the array efficiency drops as more turbines are added. Of course, the positioning of the 
turbine in the array and atmospheric conditions will determine how a turbine operates and the rate at 
which the wake recovers. 
The aforementioned lidar systems, described in Section 2.2.2, which can provide feed-forward control 
for wind turbines, have also been assessed with computational tools. Bossanyi, et al (2012) for 
example, employs the widely used Bladed simulation code which has been modified to include the 
capability for modelling a lidar sensor and the scanning pattern which it employs. It is shown that 
although there is no change in overall power output, collective pitch control can be fed information 
from the lidar to reduce fatigue and extreme loading on wind turbines. Individual pitch control (IPC), 
such as that suggested by Bossanyi (2003), can also aid in reduced component loading albeit with a 
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more cumbersome control algorithm. This kind of research is an invaluable tool for certifying control 
algorithms before they are tested on full scale wind turbines. 
A comparison of two methods for controlling wind turbines for load alleviation of components has 
been performed by Plumley, et al (2014). The previously mentioned IPC was used as a benchmark to 
for the performance analysis of a new model with a smart rotor. This employed trailing edge flaps 
along the blade to adjust how the inflow turbulence affected the lift produced along the blade length. 
Four control methods were analysed, and it was reported that the smart rotor reduces power 
requirements, travel and acceleration of components when compared to IPC. However, the increased 
complexity of installing such devices was not justified by the reductions in these variables, although, 
load alleviation with a smart rotor that has lower complexity could be used to supplement IPC 
methods for turbine control. Additionally, with the advent of new technologies, such as the synthetic 
jets experimentally investigated by Gul, et al (2014), possibilities may allow for this method of load 
alleviation. 
2.2.4.  Joint measurement and computational studies 
With the results that are obtained from the various methods of modelling, there is an obvious need to 
verify the models against one another. There are advantages and disadvantages of physical and 
computational methods, as have been discussed, and therefore the two methods need to be compared. 
Here, reviews of some comparative studies are presented. 
Comparison of simulations, either computational or experimental, to field measurements is often 
difficult as the inflow for the latter is constantly changing and often not fully measured. With the 
advent of new lidar technologies, which can be mounted on the turbine, these uncertainties are 
reduced, but still not eradicated. A comparison of experimental data obtained from a model wind 
turbine against field data from two measurement sites was performed by Whale, et al (1996). PIV was 
used in the scaled wind tunnel measurements in the wake of a 100:1 scaled model turbine with blade 
profiles and dimensions matched to the full-scale machine that was to be investigated through the use 
of mast mounted cup anemometers. Modelling the turbine in such a way is not ideal as previously 
discussed. However, it was performed in such a manner so that any differences in the dataset could be 
attributed to scale effects such as Reynolds number issues or tunnel interactions rather than the 
experiment using incorrect dimensions. In the investigation narrow deep wake velocity profiles were 
obtained from the towing tank measurements whereas the profiles of the field data were wider. These 
differences were attributed to wake meandering of the full-scale machines and discrepancy between 
the turbulence levels of the experiments. The 1996 paper acknowledges the deficiencies in the setup, 
but highlights the advantages of the measurement techniques for the analysis of wind turbine wakes. 
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The special issue (Schreck, 2002) compared the different methods of modelling: field measurements, 
wind tunnel and numerical modelling which showed a large variance in results between the numerical 
simulations and the physical models. However, much progress has been made in the computation 
arena in the 12 years since the article was published. With regard to the differences of the scale and 
stability of the inflow conditions, the images reproduced in Figure 2.4 shows the flow behaviour with 
respect to background atmospheric conditions. This highlights the fact that the field measurements are 
subject to a non-constant inflow environment. 
A discussion and investigation comparing modelling and measurement techniques for turbine wakes 
is presented by Barthelmie, et al (2007). Here the aim of the work was to improve power output 
predictions of complex and offshore conditions by assessing different computational models and 
measurements from Horns Rev wind farm. It was noted that there exists a gap between physical 
modelling and CFD solutions in mapping the flow fields; with the former unable to match the grid 
accuracy of the latter. Furthermore, the added difficulties in comparing the field measurements to 
either wind tunnel or computational methods are also highlighted. The fact that there are many time 
dependant variables and unknowns regarding thermal effects, means that there is the need for more 
measurements using lidar and other methods for more accurately mapping the flow field. 
Wind tunnel measurements are a more suitable comparison for computational models, compared to 
field observations, as the inflow conditions are (or should be) explicitly known and are generally time 
independent. Studies such as this have been performed by Grant, et al (2000) and Whale, et al (2000). 
  
Figure 2.4. Effect of atmospheric conditions on tip vortices in an ABL and uniform inflow conditions 
(Schreck, 2002) 
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Grant uses laser sheet visualisation to interrogate the trailing vortices from a model turbine with 
profiled untwisted blades of 0.9 m at different yaw and blade azimuth positions. These results were 
then used for code validation information and the interaction between the turbine, the wake and the 
surrounding wind tunnel walls was highlighted as being particularly complex in its behaviour. The 
outcome of this work has meant that including the numerical representation of the wind tunnel wall is 
necessary for reasonable comparison to be made between the two datasets. In comparison, Whale et al 
uses PIV to investigate the flow surrounding a model turbine with untwisted flat plate blades, which 
were compared against a model based on a rotor vortex lattice method. The study focussed on the 
helical tip vortex system, which was selected as an area in which present models are currently 
deficient. Good qualitative agreement was found in the shape in the wake structures in both methods 
despite the difference in Reynolds number. Their study notes that the numerical method requires 
further improvement to include these effects to accurately represent the flow structures. 
Recently, results from simulations have been compared against a dynamic wind turbine instrumented 
with strain gauges to compare bending moments at the root of the blades and also employed on the 
rotor support to give direct thrust measurements (Hankin & Graham, 2012). The 1:250 scaled 5 MW 
turbine was subjected to uniform flow and to the wake of a turbine which was located 6.5D upstream. 
The position was varied laterally to expose the downstream machine to a range of turbulence 
conditions. Both turbines were designed to operate at the similar rotor loading. However they were 
operated at the same angular speed. This would cause different thrust loadings owing to the reduced 
hub height velocity (which is used to set the operating point of the turbine) of the inflow to the 
downstream machine. Results from the experiments showed that with the upstream machine aligned 
mean thrust and bending moments were significantly increased compared to the uniform inflow. 
These values reduced with increased upstream offset owing to the reduced velocity deficit in line with 
field measurements. The experimental results were compared against a vortex lattice model with 
experimental turbulence data superimposed on a mean velocity inflow and also a numeric model 
using periodic boundary conditions.  In the comparison of this data, it is acknowledged that there is a 
large discrepancy between the numerical and experimental simulations. This is credited to the over 
prediction of the thrust coefficient owing to the lack of a stall model, especially at low tip speed 
ratios. Furthermore, the author acknowledges overlooking the fact that atmospheric boundary layer 
turbulence would have a significant effect on wake behaviour which would need to be carried out for 
future investigations. 
 ATMOSPHERIC WIND FLOWS (RELEVANT TO WIND TURBINES)  2.3. 
When performing investigations on wind turbines it is vital to acknowledge the atmospheric 
conditions in which they operate. This involves recognising the scales that exist in the atmospheric 
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boundary layer, the thermal stabilities and the effect that the turbulence has on the performance of 
wind turbines. The same points also apply to the investigations of turbine wakes. 
An early paper by Counihan (1975) reviewed just under 100 years of work performed on 
approximately adiabatic (i.e. neutral) atmospheric boundary layers and discusses various theoretical 
descriptions of the ABL. The scale of the flow is also commented on with relationships between the 
integral length scales of streamwise velocity in each Cartesian direction. One such study that came 
after the publication of the review by Teunissen (1980), attempts to characterise the structure of a 
rural onshore ABL using a series of meteorological masts instrumented with propeller and cup 
anemometers with direction being measured by wind vanes. Integral length scales, calculated to 
describe the scale of the flow, were dependant on which analysis method was used and there was 
large variability from mast to mast due to statistical processing and also upstream topography. 
Following these studies there has been scarce research looking at the scales in the atmosphere from 
two-point measurements; rather spectral analysis has prevailed due to its reduced equipment costs. 
Wind tunnel studies investigating scales have again focused on single-point analysis and not two-
point measurements.  
Meteorological and structural measurements have been used in conjunction with mathematical models 
to study dynamic response of one 40 m diameter wind turbine, with a hub height of 45 m, to the wake 
of another machine located 5D upstream (Hassan, et al 1988). The turbines were located onshore with 
the fetch either open water or flat land, with measurements taken from 4 meteorological masts aligned 
with the turbines. The numerical model assumed that a 2D Gaussian representation for the mean 
velocity caused by the wake could be superimposed on a vertical profile for the mean wind speed 
which was logarithmic. There was good agreement between the experimental and numerical 
investigations with large increases noted in both fatigue damage and extreme loads. Bending moments 
were also measured on various components with the data from flap wise bending being discussed. 
Both measurements and simulations showed an increase in bending moments with an increase in 
turbulence intensity. However, using spectral analysis it was made apparent that the bending moment 
was marginally affected by the presence of the wake. Tip vortices broke down after 4D and the 
velocity fluctuations were of higher frequency and shorter length scales with increasing downstream 
location. Nonetheless, this was only a single loading case and for a specific machine, so a different 
model would be required for a different turbine arrangement and for a turbine located deeper within 
an array. 
Measurements at FIN01, (Türk & Emeis, 2010) offshore platform have shown that there is a strong 
dependency of turbulence level on wind speeds, with lower speed giving the higher intensities with a 
power law drop off followed by a gradual rise (see Figure 2.5). The investigation into the effect of 
surface roughness on wind conditions has attributed this gradual increase after a minimum to wave 
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height, particularly evident closer to the surface. Results also highlighted that the measured turbulence 
levels were lower than is usually observed at such offshore platforms; however this is owing to the 
greater distance between the station and coastline of this platform compared to others. 
Experimental and numerical investigations of wind turbine wake behaviour in atmospheric 
turbulence, arrays and complex terrain has been studied by Smith (1991). Hot-wire anemometry was 
employed to obtain information of the development of the boundary layer and behaviour of the wake 
in the various conditions. The 1:300 scale model turbine employed here was of 0.27 m diameter with 
a hub height of 0.312 m, the blades made of curved steel with a rounded leading edge and sharp 
trailing edge to ensure that Reynolds number insensitivity was achieved. The design, testing and 
manufacture of the model turbine were carried out by Garrad Hassan & partners. The dynamic turbine 
models used a power controller to maintain a constant rotational speed for two inline turbines, a result 
of which would mean that the downstream turbine was operating at a higher thrust coefficient than the 
upstream machine. The limited lateral profiles showed that, as expected, the velocity deficit 
magnitude and width for a turbine located in the wake of another was increased, a feature also 
observed in the turbulence quantities. In the vertical profiles, higher turbulence intensity was observed 
above hub height owing to the increased shear between the turbine wake and surrounding ABL, and 
the maximum velocity deficit was located at hub height. Various spatial arrangements of two wind 
turbines indicated that the wake recovery was highly dependent on the positon of the upstream 
machine, with higher turbulence intensities and lower inflow velocity resulting in a higher rate of 
recovery. The superposition of velocity deficits was shown to under-predict power production owing 
to the omission of turbulence effects. Wake studies of two adjacent turbines indicated that the wake 
spreading depended on the rotational speed of the turbine. Interaction of the two turbines wakes were 
 
Figure 2.5. Effect of streamwise flow velocity on turbulence intensity. Reproduced from Türk & Emeis 
(2010). The two plots indicate data from the meteorological mast and a mathematical fit for the drop 
off in turbulence intensity 
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not as expected. The mean velocity at the point where the two wakes met was equal in magnitude to 
the isolated turbine case. 
A wind turbine modelled by a propeller as described in Chamorro & Porté-Angel (2009) was 
subjected to neutral atmospheric boundary layers: one developed over a smooth surface the other over 
one with roughness elements. Cross-wire hot-wire anemometry was used to take detailed planar 
profiles of velocity in the wake at four streamwise positions with results used to enhance a model of 
the added turbulence due to the presence of the wind turbine. It was shown that the turbine increased 
the turbulence levels in the upper part of the wake by a significant amount due to the strong shear and 
tip-vortices reduced the levels in the lower wake, albeit with a reduced magnitude than that observed 
in the upper wake, in agreement with (Crespo & Hernandez, 1996, Quarton & Ainslie, 1989b). The 
results were presented as vertical profiles and as such the change of wake width is difficult to extract 
from the methods of presentation and as noted in Section 2.1 the modelling of the turbine is incorrect. 
Loading of a wind turbine structure in conjunction with flow measurements has been performed for a 
254 mm diameter turbine modelled again by a propeller, with aerofoil profiled blades (Hu, et al 
2012). The use of PIV and force measurements on the turbine aimed to characterise the dynamic wind 
loading and link it with the evolution of flow structures. In modelling the wind turbine, it was noted 
that the Reynolds number was significantly lower than that expected for a full scale machine, however 
Medici & Alfredson (2006) comment that the fundamental behaviour of tip vortices and turbulent 
flow structures were independent of Reynolds number. This reduced Reynolds number, according to 
Alfredsson, et al (1982), would however result in a lower power output and as such the TSR for 
maximum thrust is lower than would be expected. An explanation of the effect of tip speed ratio on 
thrust coefficient is clarified with the aid of Figure 2.6, the change in TSR affects the angle of 
incidence and in turn the amount of lift produced on each blade element. With regard to the varying 
TSR, it was observed that the increased rotational speed caused the tip vortices to wander more but 
reduced the strength of them. The study noted dependency of the force measurement spectrum on the 
rotational speed of the turbine and also that the various components of force are Gaussian in their 
distribution. The study focused on near wake measurements and as such the development of the wake 
is not observed in the ABL, the turbulence levels of which were higher than is generally observed in 
practice. Regarding the wind tunnel modelling of scaled wind farms in ABL flows, two array 
arrangements have been detailed by Corten, et al (2004) which used two bladed NACA 0009 profile 
blades which were developed such that the wake was comparable to the full-scale machines. Onshore 
and offshore conditions were imposed upon the 3 turbine wide and 8 long array and also the 2 by 14 
which were spaced in the streamwise direction by 5 and 4 turbine diameters respectively. This is 
closer than would be expected for full scale machines and also the study does not describe whether the 
TSR was adjusted for the reduced hub velocity of turbines within the array. Hot-wire anemometry 
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was used to inspect the effect of the turbines on the boundary layer and it was observed that it took 
around 5 rows before the boundary layer above the wind farm had reached equilibrium. Another point 
noted was the gradient in vertical speed and momentum above the farm reduced for at least the first 
twelve rows.  
 
Figure 2.6. Effect of TSR on lift produced (reproduced from Hu, et al 2012). Here, V0 is the hub 
velocity, Vr the radial velocity, Vtotal the total effective velocity on the blade aerofoil, R the radius, Ω the 
rotational speed and αeff the effective angle of attack as a resultant of resolving the velocity triangle.  
This also stands for the fluctuating components in the velocity triangles, discussed in Appendix 2. 
A study at John Hopkins University, detailed in Lebrón, et al (2009), created an atmospheric 
boundary layer by means of an active grid and strakes, as well as a rough floor covering. Small wind 
turbines, of 120 mm diameter, were used to create a 3 by 3 array, with blades of flat plate cross 
section and constant twist along their length. Using PIV and HWA, information of the flow 
surrounding the rear centre turbine was obtained describing the wake and wake-induction interaction. 
It was noted that velocity profiles created by the hub and nacelle wakes merge into the wake produced 
by the wind turbine rotor. Furthermore, for an infinite array of wind turbines, a surface roughness 
length could be defined to describe the interaction between the ABL and array as a whole, akin to that 
of different topographical conditions and surface features. 
Further study at the University of Minnesota (Chamorro & Porté-Agel, 2011) makes vertical profiles 
with cross-wire hot-wire anemometers inside a 3 by 10 array of wind turbines modelled as described 
in Chamorro & Porté-Angel (2009). Turbine spacing was varied from 5 to 7 diameters in the 
streamwise direction and 4 diameters in the lateral sense, with the wake deficit recovery found to be 
faster in the array with greater spacing and higher turbulence observed with reduced spacing. The 
study identified the development of two distinct regions; one below tip-top and one above it. The first 
region below tip-top has direct impact on performance of turbines due to turbulent structures that are a 
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resultant of the upstream machine and reach equilibrium after the third to fourth row for both layouts. 
In second region above tip-top, the conditions develop slowly and exhibit an internal boundary layer 
owing to the interaction between the ABL and wind turbines. A further comment made in this study is 
that the effective surface roughness length induced by the wind farm is found to be higher than that 
predicted by some existing models. However the measurements made using cross-wire anemometry 
should be verified against, say, laser Doppler anemometry (LDA) measurements in these conditions, 
as the unquantified cross-flow in these conditions would naturally cause some modification of the 
output flow signal. Hot-wire anemometry is susceptible to these problems of cross-flow, whereas this 
is not an issue when using LDA. No comment on length scales, turbine forces or wake width is made 
in this investigation, however, which would elucidate the behaviour of turbines operating in an array. 
When performing investigations regarding the atmospheric boundary layer, it is also important not to 
just note the scales but also the thermal stratification too, as this will affect mean velocity profiles and 
Reynolds stresses. In the unstable, or convective, atmospheric boundary layer heating of the surface, 
by either the sun or due to large urban environments, causing the air to rise and initiate large 
convection currents. If the surrounding air is cooler than the rising air, large-scale turbulent structures 
are created which results in a deeper boundary layer and smaller shear, due to mixing, over the turbine 
rotor, producing an extremely testing environment. In a contrasting manner, in the stable atmospheric 
boundary layer there is cooling at the surface, or warmer winds overhead, suppressing any vertical 
motion of air that is cooler than the surrounding environment. This is usually the cases at night where 
there is no surface heating and lower turbulence levels which results in a rather thin boundary layer, 
creating less uniform inflow conditions for a turbine rotor. The neutral boundary layer is when there is 
thermal equilibrium between air rising from the surface and the surrounding environment. This class 
of stability is often used for studies due to (as a generalisation) the stronger winds and as it is a mid-
point between the unstable and stable atmospheric boundary layers (Stull, 1988).  
In the North Sea for example, Barthelmie, et al (2011) shows that for around 30% of the time, the 
flow is neutral, 25% it is stable and 45% it is unstable. The more turbulent and demanding conditions 
of the unstable atmosphere means that the importance of load alleviation to increase reliability 
becomes much more significant. Of course, in the North Sea the large wave heights do not assist in 
creating ideal operating conditions for vessels to carry out repair, meaning that any downtime of 
turbines is increased by waiting for an ideal operating window. A similar review of field data was also 
performed by van den Berg (2008) who commented on the increased power output and sound 
emission, or perhaps reduced sound distortion, with increasing stability. It was also noted that the 
atmosphere is only neutral for a short period of time, due to heavy winds or transition from unstable to 
stable conditions. The data taken at Cabauw in 1987 (Van Ulden & Wieringa, 1996) was analysed and 
26 
 
 
the atmosphere was shown to be unstable for 47% and stable for 43% of the time (the remaining 10% 
excluded from the analysis due to low wind speeds).  
The effect of these different atmospheric conditions on wind turbine wakes has been computed using 
large eddy simulations (LES) and a modified actuator disc model (Abkar & Porté-Agel, 2014). 
However, in contrast to the traditional actuator disc model, this development, fully detailed in (Wu & 
Porté-Agel, 2011), assumes that loads can be distributed unevenly over the rotor disc and that the 
turbine can induce a rotational component into the flow. This model turbine was subjected to stable, 
neutral and unstable thermal stabilities. This demonstrated that as conditions became more unstable, 
the more turbulent environment gave rise to a more rapid wake recovery. The unstable boundary layer 
also resulted in the location of maximum turbulence intensity to be shifted lower and further 
upstream, compared to the neutral conditions, such that it was nearer to the rotor of the turbine. The 
results of this study were in good agreement with several field data sources, giving added confidence 
for these computational studies. 
Work at the University of Surrey has aimed worked to produce scaled atmospheric boundary layers, 
and are detailed in Hancock & Pascheke (2014a) and Hancock, et al (2013b). The experiments in this 
thesis will use the output of these studies, namely the inlet temperature and floor temperature controls 
of the neutral and unstable conditions, rather than creating alternative conditions. 
A wind turbine in stable atmospheric boundary layer has been tested by both Chamorro & Porté-Agel 
(2010) at the University of Minnesota and Hancock & Pascheke (2014b) at the University of Surrey. 
There were some differences in the model turbine and instrumentation. The former used an aerofoil 
profiled propeller and a customised cross-wire anemometer for streamwise and vertical velocity 
measurements with an added third wire for temperature measurement as described in Bruun (1995). 
The latter employed a bespoke designed turbine with velocity measured by LDA and temperature by 
cold-wire anemometry. Conflicting results are observed with work at Minnesota producing results 
which are opposed to that expected: that the stable conditions give rise to a more rapid velocity deficit 
reduction. Communication between the two institutions have failed to explain why this might be so. 
The work performed at Surrey showed that the results obtained were in line with field measurements 
(Magnusson & Smedman, 1994) and that a slower development of the wake in the stable conditions 
was observed owing to the lower background levels of ABL turbulence. Stable conditions also 
reduced the height of wake growth whilst increasing the width as a consequence of the stratification 
above the ABL. 
Considering a wind turbine in a convective boundary layer there have been relatively few studies 
performed in these more turbulent unsteady conditions, predominantly at the two institutions 
aforementioned. Both studies, (Zhang, et al 2013 and Hancock, et al 2013b), employed surface 
heating and a lower temperature in the main flow to create the convective boundary layer, with the 
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two studies employing different temperature differences between the two control surfaces but 
resulting in weakly unstable conditions. Both studies noted more rapid velocity deficit recovery owing 
to the higher momentum transfer caused by the vertical thermal instabilities. In the vertical profiles of 
streamwise turbulence intensity, the study at Minnesota did not exhibit as large a difference between 
the neutral and unstable conditions as that shown by the work at Surrey which could be attributed to 
the difference between the two atmospheric conditions created in each study. The studies do not, 
however, present data regarding the wake width and scales present in the flow. 
 AREAS OF RESEARCH FOR THIS THESIS 2.4. 
The review of the literature has highlighted areas that have not been investigated and which could 
provide valuable information regarding the effect of turbulence on wind turbines.  
First and fore mostly, the turbulent fluctuations in the flow approaching a turbine cannot be assumed 
to be fully correlated over the face of the turbine disc. Based on this fact, the response of the turbine 
to the turbulent fluctuations will inherently depend on the instantaneous distribution of these turbulent 
structures. The scales and structure of these perturbations will differ depending on whether the 
upstream flow is an undisturbed ABL or an impinging wake from an upstream wind turbine. These 
features will also affect fluctuations in blade loading and rotor torque, with the two having 
implications on each other. 
Additionally, the fluctuating torque of a wind turbine caused by the upstream flow has not been 
investigated, although this is an important area of wind turbine research due to its effect on 
component reliability. Regarding flow measurements, the majority of research has used vertical 
profiles to typify the presence of wind turbines in the ABL, though there are limited measurements 
giving lateral profiles to show the effect of lateral wake spreading and interaction. Additionally, there 
have been few investigations that have used two-point velocity measurements to characterise the flow 
in a wind turbine wake. With respect to the various atmospheric conditions that wind turbines in the 
field are exposed to, there are very few wind tunnel simulations of such conditions, with just two 
institutions carrying out the majority of the work again with single point vertical profiles being the 
preferred method of measurement. 
The purpose of the work was to investigate i) how the turbulence approaching a turbine changes as a 
result of the presence of the turbine - whether it is that of the undisturbed atmospheric boundary layer 
or a wake from an upstream turbine, ii) how the approaching turbulence influences torque fluctuations 
in the turbine rotor, iii) how the wake develop and interact with adjacent wakes, iv) the effect of 
successive upstream wakes, and v) the effect of atmospheric stability. 
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3.  EXPERIMENTAL TECHNIQUES 
The equipment and techniques used to perform the experiments in the subsequent chapters are 
described here. The main body of the work was performed using the EnFlo meteorological wind 
tunnel, with an explanation of the operation, modification and additions noted here. The acquisition 
and instrumentation systems employed to record the data, and development thereof, is also described.  
The model wind turbines used in the experiments are defined, with alterations to the hardware also 
documented. 
 ENFLO WIND TUNNEL 3.1. 
The flow measurements for this thesis were performed using the EnFlo meteorological wind tunnel at 
the University of Surrey (Figure 3.1). The working section of this suck-down wind tunnel is 1.5 m in 
height, 3.5 m in width and 20 m in length, with a speed range of 0.3 to 4 m/s.  
 
Figure 3.1. Schematic of the EnFlo wind tunnel 
To create the offshore wind profiles in which the turbines are to be placed, a combination of different 
techniques were used. These were developed in a previous phase of the research and detailed in 
Hancock & Pascheke (2014). In each of the three different atmospheric stabilities assessed, the 
method for the initial turbulence generation was by means of Irwin-type spires (Irwin, 1981) at the 
working section inlet and complimentary surface roughness elements throughout the working section, 
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dimensions of both are shown in Figure 3.3 and Figure 3.4.  The installed setup is shown in Figure 
3.2. Also shown at the top of the picture are the two reference Ultrasonic anemometers used as the 
input to the closed-loop wind tunnel speed control system. The Perspex side walls were found to 
improve flow uniformity in non-neutral studies in the wind tunnel and were left in for the main 
measurements here. They also provided a means of separating equipment wiring from the main flow. 
All distances in full tunnel coordinates are measured from the back of the spires. 
 
Figure 3.2. Irwin spires and floor roughness elements 
 
Figure 3.3. Irwin spire dimensions 
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Figure 3.4. Floor roughness dimension and spacing 
With the turbulence generators installed, the different atmospheric stabilities were created first and 
foremost by means of applying various vertical temperature profiles, presented in Figure 3.5, through 
the 400 kW electric inlet heaters that span the inlet. There are 15 individually controlled heaters that 
are located at the points shown in Figure 3.5, with the air temperature downwind of these inlet heaters 
measured by negative temperature coefficient thermistors. These are connected to the laboratory data 
acquisition and control network, which adjusts the power going to each heating element so that, 
throughout the running of the experiment, the desired temperature can be automatically maintained to 
within ±0.05ºC. After heating the flow above laboratory temperature, the outlet has to be cooled by 
means of chilled water passing through a series of heat exchangers, which are throttled depending on 
the desired ambient temperature. 
   
Relative to a floor temperature of 
40.9°C 
No Floor Heating Relative to a floor temperature of 
13.7°C 
Figure 3.5. Inlet temperature profiles for the stable, neutral and unstable atmospheric boundary layers 
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In order to improve the lateral uniformity across the inlet and allow the heaters to work most 
effectively, four fans were suspended from the ceiling in the region of the intake. This enabled the 
destratification of the laboratory air in the wind tunnel inlet area, which in previous studies exhibited 
unsteady oscillations in temperature that the heaters were unable to eradicate. This meant that for the 
neutral case, heaters need not be used and thus less power was required in running the tunnel. 
Previous practice had been to use the inlet heaters in order to improve uniformity.  
Once the inlet temperature profiles had been set, the floor was either cooled for the stable case, heated 
for the unstable or unchanged for the neutral case. To reduce the temperature of the floor, water fed 
pillow-plate heat exchanges were used. The temperature of the water, and thus panels, could be 
controlled by means of varying the mixing between the laboratory chilled water supply and mains 
water down to a temperature of 10°C. For a stable boundary layer to fully develop, extra cooling 
panels had to be installed 1 to 7 m from the inlet, as part of other work being carried out in the wind 
tunnel. 
The unstable boundary layer was preserved by means of electrically heated panels, 3 m long and a 
0.33 m wide and arranged across the wind tunnel, for 18 m of the working section. These were rated 
at 2.5 kW/m
2
 and instrumented with the same k-type thermistors as the inlet. To control them, the 
temperature of three adjacent panels, for each metre, was averaged and the power again adjusted 
through the laboratory software. The 3-phase supply to the heater panels required a considerable 
amount expensive control electronic hardware. Therefore to reduce cost and system complexity, each 
set of 3 heating panels were couple to the same control device. Ideally each heater would have an 
individual supply and controller 
3.1.1.  Traverse systems in the EnFlo wind tunnel  
To allow for a high level of automation and three-dimensional movements of measurement devices in 
the wind tunnel, a traverse carriage is mounted on ceiling rails. The streamwise axis (herein X, 
measured from the working section inlet datum) is a rack-and-pinion railway system, powered by a 
tuneable MDrive motor with  a worm gearbox which permits the carriage to carry high loads and 
move at a suitable speed along the wind tunnel with a resolution of 0.083 mm/rev. The lateral axis 
(herein Y, measured from the wind tunnel centre line) is driven by a tension belt system again 
powered by an MDrive motor that gives a movement of 0.05 mm/rev. The vertical axis (herein Z) is a 
moving arm driven again by an MDrive motor, but owing to the arcing nature of movement caused by 
the mechanism used to move the probe support up and down, to maintain a constant streamwise 
position the X axis also needs to be adjusted to ensure absolute position. The vertical movement 
resolution is 0.33 mm/rev. These systems are controlled through LabVIEW software and have a 
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movement range of 16 m, 1.8 m and 1.5 m in X, Y and Z respectively. These systems make up the 
traverse denoted as the EnFlo traverse and is shown in Figure 3.6. 
 
Figure 3.6. EnFlo traverse system 
In order to carry out two-point measurements in the wind tunnel an additional traverse needed to be 
manufactured. This was based on a similar X-axis carriage and drive system to that of the EnFlo 
Traverse, giving 0.083 mm/rev, with the Y-axis now being powered by the same type of MDrive 
motor and gearbox on a sealed belt drive system, giving 0.142 mm/rev, and the Z-axis is of a screw 
driven system, giving 1 mm/rev. This was named the EnFlo Stack traverse (for legacy reasons), and 
had a range of 16 m, 2.2 m and 0.65 m in X, Y and Z respectively, shown in Figure 3.7. The reduction 
in Z range was unavoidable because of the technique of movement. On the other hand, the lower 
cross-sectional area of the new traverse meant that the overall blockage was lower in the wind tunnel 
and was further from the flow compared to the EnFlo traverse system. When operating the Stack 
traverse, the added benefits of the traverse were recognised and it was selected as the main traverse 
system with the other unit being used when a two-traverse system was required. 
 
Figure 3.7. Stack traverse system 
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When operating two traverses in the wind tunnel, it was necessary to introduce an inter-traverse 
collision detection algorithm. This ensured that the carriages did not collide on the rails, dislodging, 
damaging or changing the position of the traverses. A system already existed that prevented probes 
becoming too close to models in the working section, in this case relatively fragile wind turbines. 
 DATA ACQUISITION  3.2. 
The data acquisition and experimental control was performed through the laboratory’s own 
LabVIEW-based software system, which allowed changes and developments for improved system 
control, data acquisition and its subsequent analysis. The data collection network is shown in Figure 
3.8 and a more detailed description of the software can be found in Farr (2010). 
The acquisition of analogue data was performed through two different units. The analogue-to-digital 
converter (ADC) primarily used was the NI 9215 BNC connected to a NI USB-9126 USB carrier. 
This allowed 4 channels with BNC connection to be sampled at a maximum of 10 kHz with 16 bit 
resolution. This was sufficient at the beginning of experimentation with a single turbine, but as the 
number turbines increased, and therefore channels to be recorded, another ADC was required.  With 
Wind tunnel 
environment
Wind turbine
LDA probes
Cold wire 
temperature 
sensor
Current 
transducer
Ribbon Cable
Burst spectrum 
analyser
Network cable
Lab network
Photo 
Darlington 
speed sensor
Wind turbine 
speed controller
EnFlo 
Software
ADC USB
Fibre optic
4 Core wire Cold wire bridge
Ribbon Cable
Velocity data
BNC
Synchronisation 
pulse
Duplicated for each 
wind turbine
 
Figure 3.8. Instrumentation architecture 
Instrument Type Number required 
Wind turbine speed control 12 
Wind turbine torque sensor 4 
LDA system sync signal 1 
Cold Wire 1 
Total 18 
 
Table 3.1.  List of channels for 12 turbine array 
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this in mind, the DT9836 was selected as this allowed for 12 16 bit, channels to be recorded up to a 
maximum sampling rate of 800 kHz/channel. Although there were not enough inputs to read all of the 
channels required for a 3 by 4 turbine array (see Table 3.1 for list of desired inputs), it was noted that 
the turbines at the sides of the array had sufficient speed control. This will be discussed further in 
Section 3.3.  
3.2.1.  Laser Doppler Anemometry (LDA) 
Velocity measurements were made with the well-established and widely used LDA technique and 
with the correct configuration of the system allowed single-point two-component and two-point 
single-component data to be sampled. These velocities are referred to as U (streamwise) and W 
(vertical) for single-point mode and U1 (Probe 1) and U2 (Probe 2) for two-point mode.  
The measurements were made using a 40 MHz frequency-shifted Newport Corporation Stabilite 2017 
argon laser, producing green (wavelength 514.5 nm) and blue (wavelength 488 nm) laser light, and a 
standard Dantec Dynamics 27 mm Fibre-flow probe with a 300 mm focal length lens, with nominal 
15 mm beam spacing. This allowed measurement in front of the turbines to be performed without the 
LDA probe wake interfering with the turbines’ operation. This optical set-up produces a measurement 
volume of 0.138 mm in diameter by 5.52 mm in length. The burst spectrum analyser (BSA) used for 
acquisition and processing was the Dantec Dynamics F60 Flow processor with output to the 
acquisition computer via Ethernet cable. The measurement time for each block was typically 60 
seconds at a desired frequency of 150 Hz, though in practice the data rate varied depending on the 
seeding rate. 
Regarding the measurement accuracy of the LDA system, it has been as employed as specified by the 
manufacturer, so investigations into accuracy were not deemed necessary. Additionally, as part of a 
MEng thesis, Farr (2010) used data from the LDA system being employed here to assess the 
performance of hot-wire anemometry in high intensity turbulent flows. The results from this showed 
good agreement between the two instruments at low turbulence levels with deficiencies of hot-wire 
anemometry being identified with higher levels of turbulence. Additionally, due to the research 
comparing different test cases using the same measurement devices, any errors in accuracy would be 
consistent. The measurements in non-isothermal flow, in principle, should be affected by the 
temperature variations along the length of the beams and the back scatter. However a simplified 
analysis of these variations has been performed by Hancock & Pascheke (2014) and shows negligible 
effect of these spatial and temporal temperature variations.  
For the spectral analysis of the LDA measurements, the non-uniform sample time resulted in the 
sample and hold method being used as this gave the best agreement with hot-wire anemometry 
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especially at higher frequencies. The interpolation method produced the effect of a low-pass filter and 
is considered suitable for the analysis (Hancock & Pascheke, 2014). 
Single and two-point measurements 
Two different setups of the LDA system were used; single-point two-component and two-point 
single-component. The single-point mode (the standard mode) is defined such that samples on each 
channel, or component, 1 and 2, must arrive at the same time in order to give a result. This meant that 
if either component, U or W, were to detect a burst without the other doing so, the data point would be 
discarded reducing the overall sampling rate of the system. With the necessity to measure at two 
points simultaneously, such that spatial correlations could be calculated, the BSA needed to be set up 
in an alternative mode to allow non-coincident data to be taken. (The single-point mode in essence 
’sees’ the same particle in both channels). This highlighted the fact that each channel could in fact 
take data at different rates and a non-coincident mode was made available for both single and two-
point modes. This however does mean a more robust statistical analysis is required. 
The probes were arranged as shown in Figure 3.9 and the longitudinal axes of the probes had to be 
angled to each other, because if they were axially aligned, the light from the opposite probe would 
cause erroneous responses in the receiving optics and corrupt the velocities even with colour 
separators on both probes. This meant that the measurement volumes were not exactly coincidental, as 
shown in the illustration Figure 3.10. To ensure that the measurement volume of each probe was as 
closely coincidental as possible, correlations between U1 and U2 were made during setup. A value 
above 0.9 for the correlation coefficient,   𝑢1𝑢2̅̅ ̅̅ ̅̅ /𝑢1
′  𝑢2
′  ,  proved to be a suitable level of agreement 
between positions. The value of 0.9 here was used as this proved to be the most achievable and the 
maximum correlation coefficient achieved in setting up was 0.95. A perfect correlation coefficient of 
unity is not to be expected because velocity samples are not necessarily coincident in time and are not 
necessarily from the same particle. 
It should perhaps be mentioned that two-point measurements had not previously been made in the 
laboratory, and relatively few experiments have done this, we assume, and none as far as we know. 
 
 
Figure 3.9. Two-probe arrangement with indication 
of LDA probe orientation 
Figure 3.10. Measurement volume alignment 
Not to scale 
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Probe noise 
Initially comparing two probes against one another for the two-point measurements, a discrepancy in 
the velocity measurements became apparent. Errors of up to 10% were observed in the values of 
u’/Uref, with differences in the measurements persisting when the probe measurement volumes were 
observed to be coincident. The scale of the flow was such that it could not be due to the issue of 
misalignment between probe measurement volumes and upon inspection of the equipment and 
analysis of the system, it was identified that the detector unit was focused at the wrong point, meaning 
it was focussed on the edge of the measurement volume (Figure 3.11). The issue with this is that at the 
edges of the volume, the fringe spacing is not parallel to one another resulting in a more turbulent 
flow perceived on one probe compared to the other. This was a manufacturing error and the probes 
were sent to the manufacturer for correct realignment (they had not been aware of the issue 
beforehand). 
Although, it is possible to correct for the probe noise once the correct flow is known, the method is 
not used in the final thesis as measurements had been taken with realigned probes See Appendix 3 for 
details. 
With a correctly aligned detector unit, another error was identified that the mean values of velocity 
were different to one another. This highlighted the fact that the calibration factor, Cf, was incorrect as 
Equation 3.1 is used to calculate the velocity, U, with f the Doppler shift produced by the back scatter 
from the seeding particle 
𝑈 = 𝑓𝐶𝑓      Equation 3.1 
where 
𝐶𝑓 =
𝜆 2⁄
𝑠𝑖𝑛(𝑎𝑡𝑎𝑛(
𝐵𝑆 2⁄
𝐹
))
     Equation 3.2 
With λ the wavelength of the laser light (green light 514.5nm and blue 488nm). 
With the focal length set from the precision ground lens, it is visible from equation 3.2 that variation 
from the nominal beam separation value (15 mm) could cause errors in the angle. This would cause 
variations in the calibration coefficient, and therefore the absolute velocity measured. To measure the 
 
Figure 3.11. Beam crossing distances (Not to scale) 
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separation of the beams accurately, the probe was moved far away from a reference wall, so that at a 
known distance between the measurement volume and the wall the separation between the two beams 
could be measured. The reason for the long fetch between the probe lens and the wall was so that the 
distance between the two beams increased such that the error in measuring separation was reduced. 
The results are documented in Table 3.2. 
 
Probe ID 
Number 
Green Fibre 
Separation 
(mm) 
Error 
Blue Fibre 
Separation 
(mm) 
Error 
141 14.35 4.53% 14.37 4.38% 
142 15.143 0.94% 14.638 2.47% 
Table 3.2. Error of beam separation compared to nominal value of 15mm 
With the correct value for the beam separation, a new calibration factor could be used. This involved a 
change in the code and working practice so that the probe and the fibres being used had to be selected 
when setting up the measurement program. This ensured that the correct calibration factor was used to 
avoid any errors in the velocity signal. 
Aerosol seeding 
The seeding particles, assumed to have a nominal size of 1 µm in diameter, were generated from a 
sugar solution aerosol by a hydrosonic seeding machine. With regard to particle size, it has been noted 
by Birch & Martin (2013) that errors arise in PIV measurements due to the finite mass of tracer 
particles in vortex flows, but these issues were not encompassed in the work of this thesis. There will 
be of course be a distribution of seeding particle sizes, which would need a thorough investigation to 
fully understand the effect on velocity readings from LDA sensors, which operate in a different 
manner than PIV systems.  
The system for producing these particles had previously been an expensive-off-the-shelf product 
which was inefficient, out dated and expensive to upkeep. Furthermore, the substance (sugar solution) 
used for producing the particles provided an ideal breeding ground for algae to form which is bad for 
seeding and the machine. With this in mind a new automated system was designed (Figure 3.12), and 
implemented. This uses an inexpensive pond-fogging device to produce the aerosols. A predetermined 
amount of sugar solution and fresh water was pumped into a mixing container to achieve desired 
concentration and with the hydrosonic transducer activated by a built in float system. Contamination 
of the seeder and the supply solution was avoided by automatically flushing the system with fresh 
water every 6 hours. In order to control the seeding rate in the wind tunnel, a duty cycle system was 
implemented dependant on the difference between the current and required sampling frequency. 
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Figure 3.12. Aerosol generation system 
3.2.2.  Fluctuating-torque measurement 
As mentioned previously, the fluctuations in wind turbine rotor torque caused by impinging 
turbulence and mean flow non-uniformity is of interest. The necessity to understand how wind speed 
fluctuations due to turbulence affect the torque fluctuations meant that a device was required to 
measure the torque variations. From a straightforward analysis equating the aerodynamic torque to the 
mechanical plus electrical torque and ignoring friction terms, Equation 3.3 can be written 
𝑇𝑎 = (𝐽𝑅 + 𝐺
2𝐽𝑚)
𝑑𝜔𝑅
𝑑𝑡
+ 𝐺𝑘𝑚𝐼𝑚      Equation 3.3 
Where Ta is the instantaneous aerodynamic torque, JR is the moment of inertia of the blade rotor (and 
part of the gearbox), G is the gearbox ratio, Jm is the motor moment of inertia (and part of the 
gearbox), ωR is the angular velocity of the rotor, km a motor constant (a characteristic unique to the 
motor model dependant on the specific design of the motor and is of fixed value) and Im the 
instantaneous motor current. The torque of the motor shaft at constant speed can be found by the 
product of km and Im. 
As the primary interest for the work was to examine the fluctuations, the absolute power output of 
the turbine system was not considered. Breaking the aerodynamic and current components into the 
mean, T̅a, and fluctuating, Ta
′, parts  
𝑇𝑎 = ?̅?𝑎 + 𝑇𝑎
′       𝑎𝑛𝑑        𝐼𝑚 = 𝐼?̅? + 𝐼𝑚
′       Equation 3.4 
?̅?𝑎 + 𝑇𝑎
′ = (𝐽𝑟 + 𝐺
2𝐽𝑚)
𝑑𝜔𝑅
𝑑𝑡
+ 𝐺𝑘𝑚(𝐼?̅? +  𝐼𝑚
′ )    Equation 3.5 
and integrating with respect to time, gives 
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𝑇𝑎
′ = 0                   𝑎𝑛𝑑          𝐼𝑚
′ = 0      Equation 3.6 
So the mean aerodynamic torque is 
?̅?𝑎 = 𝐺𝑘𝑚𝐼?̅?        Equation 3.7 
and 
𝑇𝑎
′ = (𝐽𝑟 + 𝐺
2𝐽𝑚)
𝑑𝜔𝑅
𝑑𝑡
+ 𝐺𝑘𝑚𝐼𝑚
′       Equation 3.8 
 
So by measuring the fluctuating current, the motor torque fluctuations can be obtained, if the 
rotational acceleration is negligible or can be calculated. 
In order to measure this fluctuating current, a new electronic unit was designed and implemented 
which used a current transducer, model number LEM CKSR 6-NP with a 0.3 μs step response rate 
and 0 – 0.5 dB frequency bandwidth, and was inserted into the supply loop between the controller and 
motor-generator. The purpose built device including conventional signal conditioning functions, 
explicitly the control of the offset and gain and a filter for the power supply input. 
The current transducer was sampled at frequency of 1500 Hz, uniformly in time. Cross-correlations 
made with the LDA signal, which is inherently non-uniform in time and also at lower frequency, was 
achieved by taking the nearest (about 5 times faster) high-data-rate sample using the Interpolate 1D 
array function in LabVIEW. This produced the correlation coefficient 𝑢?̅? 𝑢′𝑖′⁄  but owing to the 
convection time of the flow between the measured velocity and the wind turbine, a time slip, Δt, 
needed to be included between the two signals. The time slip was calculated through cross correlation 
function that calculated the correlation coefficient for many intervals in time, with the analysis 
program giving the maximum correlation and associated time slip for this. 
3.2.3.  Cold-wire temperature probe 
In order to measure heat flux in non-neutral boundary layers, a cold-wire high frequency temperature 
probe was used in conjunction with a calibration thermistor which gave a mean temperature 
measurement. The principle behind this is based on the convective heat transfer from a weakly heated 
sensing element (Bruun, 1995). A new system based on Figure 3.13 was used due to the existing 
hardware introducing a 50 Hz spike in the signal. The new system also introduced a temperature-
compensated signal wire, with a trim potentiometer that is used for adjusting the output voltage at the 
reference temperature, T0. The Butterworth filter was used for its flat frequency response in the signal 
conditioning, primarily the avoidance of signal aliasing, before being sent to the analogue to digital 
converter. The value of 220 Hz was selected as this was higher than the sampling rate of the LDA 
system that was being used and correlated with. 
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Figure 3.13. Cold wire bridge schematic provided by Dr Paul Nathan 
The relationship between the measured voltage and observed temperature is  
𝑉𝑜𝑢𝑡 = 𝐺𝐼(𝑅𝑤 − 𝑅𝑝𝑜𝑡)      Equation 3.9 
Where Rw can be shown to be 
𝑅𝑤 = 𝑅0(1 + 𝛼0(𝑇 − 𝑇0))     Equation 3.10 
with subscript 0 denoting the values at the reference temperature and α0 the temperature coefficient of 
resistivity of the wire which was obtained from calibration. Equation 3.9 becomes 
𝑉𝑜𝑢𝑡 = 𝐺𝐼(𝑅0(1 + 𝛼0(𝑇 − 𝑇0)) − 𝑅𝑝𝑜𝑡)    Equation 3.11 
And solving for T gives 
𝑇 = 𝑇0 +
𝑉
𝐺𝐼𝑅0𝛼0
−
𝑅0−𝑅𝑝𝑜𝑡
𝑅0𝛼0
      Equation 3.12 
The first and third terms in the equation give the intercept and the second the slope of the line shown 
in Figure 3.14. These values were inserted into a calibration file so that the observed temperature 
could be reproduced, as discussed with Dr Paul Nathan in December 2013. 
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Figure 3.14. Example of temperature-voltage calibration 
The hardware used to measure these temperature fluctuations was a Dantec Dynamics miniature wire 
probe (55P11), mounted in a standard probe holder. Heist and Castro (1998) present a method for the 
use of a cold wire in conjunction with a LDA and suggest a distance of 3 mm for the displacement 
between the two measurement volumes which is larger than the value of 0.5 mm cited by Wardana, 
Ueda and Mizomoto (1995). This distance was applied so that there was a compromise between the 
reduction of probe interference and ensuring that the probes measure the same flow conditions. This 
distance is less than the measuring volume length, and corresponds to a frequency of 300 Hz at a 
mean convective velocity of 1 m/s. Figure 3.15 shows the instrument mounting and Figure 3.16 shows 
the alignment between the two measurement volumes, which is roughly 2 mm in this example. 
 
 
Figure 3.15. Cold wire probe mounting (right) 
with LDA probe (left) 
Figure 3.16. Alignment between cold wire and 
LDA measurement volumes, which are the 
points at the end of the tip and the laser spot 
respectively (grid size = 1 mm).  
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 MODEL WIND TURBINES 3.3. 
The model wind turbines, developed in an earlier stage of SUPERGEN, were used to represent the 
wake characteristics of full-scale machines at a scale of 1:300. This section defines the model wind 
turbines used in the project, with the turbine geometry, control and setup discussed. Furthermore, the 
manufacture of additional turbine blades and the associated tooling and materials are also discussed. 
 
Figure 3.17. Model Wind turbine used in the experimentation 
3.3.1.  Turbine geometry 
The blade model used was designed to have the product of chord and radius as a constant. Details are 
given by Hancock and Pascheke (2010b). The variation of blade chord and twist with radial position 
is shown in Figure 3.18, where the turbine radius, R, was 208 mm. These blades were mounted in a 
brass hub with a grub screw allowing adjustment of the angle of pitch, the setting of which will be 
explained later. 
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Figure 3.18. Geometry of blade 
The brass hub, inset Figure 3.19, has 3 holes on the front to allow the blade stub to be locked in 
position and one on the side to lock to the drivetrain, consisting of a motor/generator and a gearbox 
which were 13 mm in diameter. The drivetrain assembly was fastened to the steel tower, Figure 3.20, 
by means of a Unex screw slotted hose clip, which allowed for a secure, slim-line connection into the 
top of threaded tower. The Unex screw was adjusted such that the axis of rotation of the hub was 300 
mm above the bottom of the base and the rear of the brass hub was positioned 27 mm in front of the 
UNEX clip so that any rotor-tower interactions were constant throughout all turbines used in this 
study.  This work was carried out in a previous phase of the project and further details are noted in 
Pascheke and Hancock (2009a).  
 
 
Figure 3.19. Manufactured blade and brass hub 
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Figure 3.20. Schematic of drivetrain 
3.3.2.  Control 
In order to control the correct blade incidence angle and thereby the correct thrust coefficient, the 
rotational speed of the turbine needed to be controlled.  
This was achieved by initially setting the correct blade pitch angle, explained in the subsequent 
section, and by monitoring the speed of the turbine. To do this a photodarlington transducer was used 
that, with appropriate circuitry, gives a lower voltage output with a higher intensity of light received. 
Applying a highly reflective tape on one blade stub only and optically non-reflective tape on the other 
two produced a low voltage for one blade and higher voltages for the other two. Figure 3.21 shows the 
white reflective and black non-reflective tape and Figure 3.22 a sample of the voltage output. To 
analyse this data, a threshold value was set in the software for the minimum voltage so that when the 
highly reflective tape passed the sensor, the interval between successive occurrences was noted as a 
full revolution. This was averaged over a full measurement block to give statistics about the turbine’s 
performance. This ability to identify the position of the rotor can also be used to produce phase-locked 
statistics of the various measurement channels recorded. 
 
 
 
Figure 3.21. Photodarlington sensor to 
the right of the reflective tape 
 Figure 3.22. Sample voltage output from 
photodarlington transducer showing 4 full 
revolutions 
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A signal voltage was applied to a linear servo controller (Maxon motor control - 4-Q-DC Servo 
Control LSC 30/2) with a Maxon motor and digital encoder (RE-12-118617, 6V, 3W) completing the 
feedback loop, and adjusted to give the required speed. A Maxon gearbox (Model number 110313) of 
gear ratio 57:14 was employed in the drive train to give a better control. Without the gearbox, the 
motor was operating well below its design speed range. Adding the gearbox meant that the motor was 
operating at a higher speed, which was found as anticipated to give overall better control.  This 
typically reduced the maximum variations in tip speed ratio (TSR) over a three minute period to just 
1.5 % of the demanded value  compared to 10% in the absence of the gearbox (Pascheke & Hancock, 
2009a).   
For the investigations requiring more than one wind turbine, the control systems were duplicated for 
each turbine. This required the bespoke wind turbine program to be modified as well as the 
installation of extra equipment and associated wiring. 
3.3.3.  Laser displacement-based blade angle measurements and pitch angle setting 
When setting up the turbines for use, the blade pitch angle needed to be set accurately so that, when 
rotating, it produced the correct angle of incidence. Originally, as shown in Figure 3.24, blade angles 
had been set with wooden templates, each with a specified angle, placed at the blade tip and the stub 
adjusted so that the edge of the template was parallel with a reference board (blue in the below figure) 
which had been aligned so that it was perpendicular to the axis of rotation. During this process it was 
noted that firstly producing the template with the correct angle precisely and then aligning each blade 
accurately was very problematic; templates would get worn and not fit the blade correctly. 
 
Figure 3.23.  Setting the angles with templates 
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To solve these problems, a Micro-Epsilon laser displacement sensor (model: optoNCDT ILD 2220-
20) and an adapted traverse system, was used in conjunction with the laboratory software and a 
specifically written wind turbine control visual interface, Figure 3.24. 
By spinning the wind turbine at a known rotational speed, ω, and measuring at a set radial position, r, 
it was possible to obtain the linear length, x, along the blade chord (strictly, the distance measured is 
an arc rather than the chord) 
𝑥 = 𝜔𝑟𝑡        Equation 3.13 
where t is time 
Figure 3.25 shows an example of the output from the displacement transducer. The gradient Δy/Δx 
then allows the blade angle to be determined 
θ = atan (
∆y
∆x
)        Equation 3.14 
This process was easily repeated at various radii, to give θ(r). 
 
Figure 3.24. Laser displacement equipment for angle measurements  
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Figure 3.26 compares measured twist angles along the blade with the design profile (Hancock & 
Pascheke, 2010b). With the exception of one extremely damaged blade (not shown), the agreement 
between the different blades and with the design value is good. This procedure was performed for all 
blades to check for any major deformities and to ensure each turbine was set up correctly. 
Measurements of all the blades used in the experiments can be found in Appendix 1. 
The procedure was used in a number of different ways, such as aligning the blade to a high degree of 
accuracy, setting the wind turbines in the wind tunnel, ensuring they are at zero yaw and pitch to wind 
direction. Furthermore, the manufactured blades could be checked for uniformity and to ensure that 
no degradation of shape and twist had occurred.  
 
Figure 3.26. Example of measured twist angle 
 
Figure 3.25. Sample data from laser displacement sensor 
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3.3.4.  Carbon fibre blades 
To install and investigate a 12 wind turbine array, 6 extra wind turbines needed to be manufactured. 
The original method for blade manufacture was to use off-the-shelf car bodywork repair material, a 
chopped mat glass fibre impregnated with an epoxy, laid on a former with the correct profile. This 
was a labour-intensive process that produced blades with arbitrary surface finishes, and the stub had 
to be aligned with the blade axis manually and glued. With this in mind, a new method of blade 
manufacture was sought. After assessing other methods of manufacture, a carbon fibre prototype was 
produced that had a higher structural stiffness and was manufactured with relative ease. 
The prototype blade was made on a mould with a different geometry to the one used in this present 
study, with the former for the required geometry unsuitable for use in the 180°C heated environment 
necessary for curing carbon fibre. Furthermore, the time consuming, wasteful process of making a 
vacuum bag and the shaping of the final product each time highlighted the fact that an improved 
mould design could address these issues. After conversations with carbon fibre tooling specialists, a 
design was produced, comprising a steel two-part mould that would be put under mechanical pressure, 
with a groove to define the final size of the piece. The inside edge of the groove defined the leading 
and trailing edge of the blade, and the excess material was removed later in the process. Furthermore, 
the stub was aligned in the lay-up of the fabric and secured in place by the epoxy during curing. The 
mould halves had locating pins in each corner so that, when the former was put under 5.6 kN of force 
to apply the necessary pressure to the fabric, no movement between the two parts occurred. 
A computer aided design (CAD) was produced and, with guidance from a number of sources, a 
computer aided machine (CAM) code, namely G-code, was produced. This was work that had not 
previously been performed in the university workshop, so a number of test pieces and trial of the 
system was required before a final part was produced (Figure 3.27). 18 new blades were made. A 2x2 
 
Figure 3.27. Two part mould 
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twill fabric with 5000 strands per weave was used, and the layup was (45°, 0°, 0°, 45°) to the blade 
radial axis (Figure 3.28). This gave it optimal torsional and longitudinal stiffness and produced a 
blade nominally 0.8 mm thick. The blades were produced at a rate of two a day due to curing time and 
had to be trimmed and finished to the final dimensions by hand. This meant that it took a number of 
weeks to finish the full set of blades. 
 
Figure 3.28. Layup of uncured carbon fibre 
After the carbon fibre blades had been produced, measurements were taken in the wakes of both types 
of blade to ensure that the blades were producing similar results.  It is visible Figure 3.29 and Figure 
3.30 that slight discrepancies were produced when using each of the blade types. Although there were 
slight differences in the results produced, the majority of the profile was in agreement with each other 
meaning that both types of blade could be used in tests. Measurements were also taken at two 
different tunnel reference speeds, 1.5 ms
-1
 and 2.5 ms
-1 
at a fixed TSR. Brief results are presented in 
Figure 3.31 and Figure 3.32 and show good independence of tunnel speed. 
  
50 
 
 
 
  
Figure 3.29. U/Uref  for both blade materials Figure 3.30. 𝒖𝟐̅̅̅̅ /Uref 
2  
for both blade materials 
  
Figure 3.31. U/Uref  at two reference speeds.  
TSR = 6 for the carbon fibre blades 
Figure 3.32. 𝒖𝟐̅̅̅̅ /Uref 
2  
at two reference speeds 
TSR = 6 for the carbon fibre blades 
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4.  EFFECT OF ATMOSPHERIC BOUNDARY LAYER 
TURBULENCE AND WAKE TURBULENCE ON ROTOR 
TORQUE FLUCTUATIONS 
As discussed previously in Chapter 2, the mean wind shear and the turbulence in the upstream flow 
necessarily impose fluctuations in the torque generated by a turbine rotor on the drive train system, 
and indeed is a major contributor to the cause of drive train failure (Tavner, 2012) (Bossyani & GL 
Garrad Hassan, 2012). The torque fluctuations arising from the mean shear of an atmospheric 
boundary layer are straightforward once the mean velocity profile is known. These can be described 
numerically and are presented in Appendix 2 for reader reference. The major issue of concern is the 
effect of turbulent velocity fluctuations whether these are from an unperturbed upstream ABL or from 
one or more turbine wakes, the response depending prima facia on the intensity and spectrum of the 
fluctuations.  Recent developments in forward-looking lidar technology, such as the technology 
demonstrated by Mikkelsen, et al (2013), allows the oncoming flow field to be measured and, in 
principle, the wind turbine to be controlled to improve the performance and alleviate excessive 
loading on the turbine. An example of such a controller has been simulated by Bossyani, et al (2012) 
which has shown to reduce loading on major components. 
An important aspect will be the degree to which the turbulence in the flow approaching the rotor disk 
is correlated.  Large-scale turbulence will be highly correlated (by definition of large) over the face of 
the rotor disk, so that what is ‘seen’ by one blade will be ‘seen’ by the others.  Conversely, small-
scale turbulence will be uncorrelated so that the turbulence ‘seen’ by one blade will be different from 
that ‘seen’ by the others.  Moreover, large-scale turbulence will affect the whole of a blade; while 
small-scale turbulence will affect one part independently of another.  Thus, the effect of the rotor will 
be like a low-pass filter. Torque fluctuations can be expected to be caused predominantly by the larger 
scales of turbulent motion.  Each blade will be an integrator of the instantaneous loading along its 
length.  Blade element theory indicates that the fluctuation in lift is more sensitive to axial fluctuations 
of velocity than to azimuthal fluctuations, radial fluctuations playing no part (Burton, et al 2011). 
Furthermore, the evolution of the turbulence in the streamwise direction will dictate how a lidar-fed 
controller interprets and accounts for these changes in the velocity fluctuations. 
This chapter, as the title suggests, will present data from measurements made in the modelled 
atmospheric boundary layer. Following this, the data of two different turbine arrangements will be 
shown; a turbine operating in the atmospheric boundary layer and a turbine operating in the wake of 
an upstream machine, which will be presented in two separate subsections. Flow properties will be 
presented along with the correlation between velocity of the flow and torque fluctuations of the 
turbines as inferred from bespoke current sensors. 
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 BASELINE NEUTRAL ATMOSPHERIC BOUNDARY LAYER 4.1. 
In order to understand the effect of the boundary layer on the operation of the turbine, it is important 
to know the initial flow properties. The neutral boundary layer was created as described in the 
previous chapter, by applying a uniform inlet temperature profile and using the Irwin spires and 
roughness elements as described in Hancock & Pascheke (2014a). The report by Hancock & Pascheke 
(2014a) also validates the setup used here with other wind tunnel studies. Measurements were made 
with single and two-point LDA to gain knowledge of the operating environment of the wind turbine. 
For reference, the turbine rotor disk covers a height from 92 mm at the tip bottom to 508 mm at the tip 
top. 
 
 
Figure 4.1. U/Uref at various x locations Figure 4.2. 𝒖𝟐̅̅̅̅ /Uref 
2 
at various x locations 
 
 
Figure 4.3. 𝒘𝟐̅̅ ̅̅ /Uref 
2 
/Uref
2
 at various x locations
 Figure 4.4. 𝒖𝒘̅̅̅̅̅/Uref 
2 
 /Uref
2
 at various x 
locations 
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Figure 4.1 shows the streamwise mean velocity increasing by about 5% with downstream position due 
to boundary layer growth, but at the lower heights is unchanging with earlier measurements (Pascheke 
& Hancock, 2009b) showing a smaller streamwise development. There have been many developments 
and changes made to the wind tunnel since those measurements were taken, which could be a reason 
for the disagreement. Furthermore, this plot highlights the fact that the rotor would observe velocity 
ranges of around 81% to 98% of the reference velocity at its tip-bottom and tip-top heights 
respectively. This low/high mean velocity would act 180° out of phase for each blade as the turbine 
rotates causing a cyclic loading on the rotor. Later in this section, spatial velocity correlations over the 
whole rotor disc will be presented which will give a clearer idea of how the turbulent velocity 
fluctuations are related.  
Considering the turbulence quantities, Figure 4.2 shows uniformity of the streamwise turbulence 
fluctuations with the streamwise locations. Again there is a large variation over the whole of where 
the rotor disc would be, with a variation of 80% of the full range of 𝑢2 ̅̅ ̅̅ /Uref
2
 happening over the lower 
half of the disc. This is where there is a lower mean velocity and the high fluctuating velocity would 
cause a larger variation of the flow angles, as described in Appendix 2. There is a large variation of 
the vertical velocity fluctuations with streamwise station, as shown in Figure 4.3, which nearly 
converge to a single profile from around 12 m from the inlet, and Figure 4.4 shows a uniformity of the 
shear stress, 𝑢𝑤̅̅ ̅̅ , with streamwise position. Previous studies (Pascheke & Hancock, 2009b) had also 
shown 𝑤2̅̅ ̅̅  to be the slowest to exhibit horizontal homogeneity. It is interesting that this slower 
development is seen in neither 𝑢2̅̅ ̅ or 𝑢𝑤̅̅ ̅̅ . 
 
 
Figure 4.5. Lateral profile of U/Uref at various x 
locations 
Figure 4.6. Lateral profile of  𝒖𝟐 ̅̅ ̅̅ /Uref
2
 at 
various x locations 
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Figure 4.7. Lateral profile of  𝒘𝟐̅̅ ̅̅  / Uref
2
 at 
various x locations
 
Figure 4.8. Lateral profile of  𝒖𝒘̅̅̅̅̅/Uref
2
 at 
various x locations 
Profiles taken laterally at hub height show the degree to which the flow is uniform across the wind 
tunnel, which is important when placing any model in the flow. In the case of the turbine, lateral non-
uniformity would load the blades differently on each side affecting the operation of the turbine and 
therefore torque fluctuations. The turbine in this case would be operating in the region Y = ±208 mm. 
The results shown in Figure 4.5 to Figure 4.8  indicate good uniformity across the flow with the mean 
velocity showing the least uniformity, although the variation over a single x-location is less than 1% 
over the rotor. (There are ongoing studies in the wind tunnel to determine the effect of inlet 
temperature variations on the boundary layer behaviour.)  
 
Figure 4.9. Definition of probe arrangement and movement for the two-point velocity measurements to 
characterise the boundary layer. Probes were held coincident at 12 m from the inlet on the centre line at 
hub height and moved apart in the respective direction.  
Two-point measurements provide information about spatial correlations and integral length scale, 
which is important when considering how the wind affects the turbine dynamics as previously 
discussed. The integral length scale here is defined as the area under the spatial correlation curve, 
from a probe separation of zero to a correlation coefficient of zero. 
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To investigate how the flow evolves along the direction of the mean flow, two LDA probes were held 
coincident on the centreline at Z = 300 mm with one at X = 12000 mm and the other probe traversing 
upstream of this point along the centreline of the wind tunnel, as in Figure 4.9. Figure 4.10 shows the 
corresponding correlation coefficient  𝑢1𝑢2̅̅ ̅̅ ̅̅ /𝑢1
′  𝑢2
′ , where u1 and u2 are the instantaneous fluctuating 
velocities from the upstream and the downstream probes respectively and the superscript dash denotes 
the RMS of the fluctuating velocity. This correlation goes to zero with a separation of 2 m, but 
applying a time slip to u1 produces the dashed line in the figure which drops off much more slowly, 
never reaching zero in the measured range, which is equal to 6 turbine diameters. This is owing to the 
large scale turbulence remaining correlated as it is convected downstream, whilst the small scales are 
constantly evolving. The time slip here is one that gives a maximum in  𝑢1(𝑡 + ∆𝑡)𝑢2(𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ 𝑢1
′ 𝑢2
′⁄ , 
where Δt is the time slip, or time lag. As probe 1 is moved upstream of probe 2, Δt is a positive shift to 
increase the correlation between the two velocities. Figure 4.11 compares this with the mean 
convective time lag ΔX/U0, where a closely linear relationship is observed. 
 
 
Figure 4.10. Streamwise separation Figure 4.11. Time slip for maximum correlation 
 
 
Figure 4.12. Lateral separation Figure 4.13. Vertical Separation 
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The probes held coincident at a height of 300 mm and moved apart across the flow, as in the right of 
Figure 4.9, gave the lateral spatial correlation profile seen in Figure 4.12, where ΔY = Y1-Y2. The 
correlation goes to zero at a separation of about 300 mm which is roughly three quarters of the rotor 
diameter. With the probes initially coincident at a height of 300 mm on the centre line of the wind 
tunnel, a vertical separation was introduced by moving the probes in increments of 25 mm in opposite 
directions, as shown in Figure 4.9. This produces the correlation given in Figure 4.13 where it can be 
seen that it drops to near, but not reaching, zero at a vertical separation of 500 mm. This was 
performed until the lower probe was at 50 mm and the higher probe at 550 mm which covers the full 
height of the rotor. As seen previously the magnitude of these fluctuations vary greatly over this 
distance, in contrast to essentially no variation in the lateral correlation of Figure 4.12. 
It will be noticed that in each of figures Figure 4.10, Figure 4.12 and Figure 4.13 the correlation 
coefficient does not reach unity at zero separation. Although the beams were not precisely coincident, 
as discussed in Chapter 3, the discrepancy is believed to be due to signal noise and also that the 
sample pairs were not precisely coincident in time owing to the nature of LDA sampling. 
The integral length scales of the streamwise velocity implied by these measurements are 0.373 m and 
0.114 m in the x and y directions respectively. The vertical length scale has been calculated in two 
different ways. Firstly, the measured range shown in Figure 4.13 has been integrated to give the 
length scale. The second method, which was used due to the non-zero value of the cross-correlation, 
involves fitting an exponential curve to the data. This function is then integrated to a point where, to 
three significant figures, the integral length scale does not change. This results in a vertical 
lengthscale of 0.147 m for the data and 0.168 m for the exponential fit. Counihan (1975) reports that 
the lateral, Luy, and vertical, Luz, length scales are related to the streamwise lengthscale, Lux, by 
𝐿𝑢𝑦 ≅ 0.3~0.4𝐿𝑢𝑥 
𝐿𝑢𝑧 ≅ 0.5~0.6𝐿𝑢𝑥 
The results indicate that a ratio between the Lux and Luy of 0.31 is obtained, which agrees with that of 
the field study. However, between Lux and Luz ratios of 0.39 for the data fit and 0.45 for the 
exponential fit are obtained which is slightly lower than that suggested. This could be due to the size 
restrictions imposed by the vertical height of the wind tunnel and overall depth of the boundary layer. 
Based on the measurements given in Figure 4.1 to Figure 4.4, it was decided that a single model 
turbine would be placed at X=12 m owing to the uniformity of the flow in this region. Figure 4.14 
shows the spectra for u- and w-fluctuations at this position. Figure 4.15 shows the rescaled spectra, 
F11(k1), against wavenumber, k1, which are defined as 
 𝐹11(𝑘1) =  
𝑈
4𝜋
 𝐸(𝑓)   and   𝑘1 =
2𝜋𝑓
𝑈
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Figure 4.14. Spectra of u and w with -5/3 line Figure 4.15. Rescaled Spectra of u and w with         
-5/3 line 
 MEASUREMENTS SURROUNDING A SINGLE WIND TURBINE 4.2. 
A single turbine was placed at 12 m from the inlet and instrumented as described in the previous 
chapter. Velocity measurements were taken over a range of positions upstream and downstream of the 
turbine to investigate the effect of the turbine on the flow as well as the flow on the turbine. The 
results of the velocity measurements have been split into two subsections; 4.2.1 and 0Before the 
discussion regarding the flow conditions, attention will be given to the current output from the 
turbine. 
In order to ensure that a correct thrust coefficient was produced, a specified rotational speed needed to 
be set. This was produced by setting the tip speed ratio to 6, which gives a thrust coefficient of about 
0.48 (Hancock & Pascheke, 2010a). Taking a typical hub height velocity of 2.3 ms
-1
, a tip radius of 
208 mm, and the tip-speed ratio, TSR, defined as TSR=ΩR/UHub, a typical rotational speed, Ω, of 631 
RPM or 10.5 Hz is set on the software controls. 
For a fundamental frequency of 10.5 Hz, the blade-passing frequency was 31.5 Hz. These are seen in 
the spectra of the speed sensor in Figure 4.16, along their harmonics. Upon investigation it was noted 
that the rotational frequency and subsequent harmonics in the current spectra are not a feature of the 
turbine experiencing different conditions, rather a feature of the motor itself (by running the generator 
as a motor the same spectra are produced). The wide spike around 2 Hz is a feature of the controller 
itself, the integral time constant to be specific, which was identified by changing some of the 
controller variables and observing changes in this peak as a result and confirmed by the use of an in-
house designed PI controller. The confirmation of this is highly important as it should not be mistaken 
for an effect of the flow conditions. 
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Figure 4.16. Spectra of motor/generator current and rotational speed 
4.2.1.  Upstream measurements  
Lateral velocity measurements were made with single-point LDA at hub height at various upstream 
locations from the hub centre to 400 mm in the spanwise direction on the up-moving-blade side of the 
turbine only. The reason for measurements only on one side was due to probe orientation and assumed 
symmetry of flow behaviour. Furthermore, it was necessary for the motor-current measurements to 
keep the probe from interfering with the operation of the wind turbine; in this case the whole of the 
probe body was at a greater radius than the blade tip radius. 
 
 
Figure 4.17. U/Uref  upstream of a single wind 
turbine 
Figure 4.18. 𝒖𝟐̅̅̅̅ /Uref 
2
 upstream of a single wind 
turbine 
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Figure 4.19. 𝒘𝟐̅̅ ̅̅ /Uref
2
 upstream of a single wind 
turbine 
Figure 4.20. 𝒖𝒘̅̅̅̅̅/Uref
2 
upstream of a single wind 
turbine 
The normalised streamwise mean velocity, shown in Figure 4.17, is reduced by about 8% by X/D = -
0.2 in its approach to the wind turbine, because of the turbine extracting the energy from the flow. In 
the turbulence quantities, Figure 4.18 to Figure 4.20, there is no observable effect of the rotor on the 
flow, with the change in levels of turbulence comparable to the evolution of the atmospheric boundary 
layer itself. This is partly as expected based on Batchelor’s (1953) analysis; applied to the expanding 
stream tube as the wind flow approaches a turbine (that is extracting momentum) there is necessarily a 
reduction of streamwise mean velocity and in principle a distortion of the turbulence.  If this 
turbulence is assumed for the moment to be homogeneous and the distortion rapid and axisymmetric, 
then it is possible to use Batchelor’s analysis to predict the change in turbulence.  The result is shown 
in Figure 4.21, and shows the variation of turbulence with thrust coefficient, CT, where 𝑢′ and 𝑤′ 
denote the RMS of the axial and vertical fluctuations, 𝑞′ the overall RMS. level, the suffix 0 denoting 
the upstream level of these, and U the axial main velocity. It is seen that 𝑢′ and 𝑤′ change relatively 
little, and 𝑞′ almost not at all.  In contrast, the intensities, 𝑢′ 𝑈⁄  and 𝑤′ 𝑈⁄ , increase. However, it must 
be noted that such a calculation ignores entirely the impeding effect of the turbine itself, which would 
be expected to reduce the streamwise fluctuations (much as the effect of a wind tunnel settling 
chamber screen, for example) by the imposed blockage. It is perhaps the combined effect of these two 
arguments that mean that there is no observable change in the turbulence (Farr & Hancock, 2012). 
Also, from two-point velocity measurements, there is also no noticeable effect of the turbine on the 
upstream lateral spatial correlations as shown in Figure 4.22. 
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 a)  
b)  
Figure 4.21. Ratio of a) turbulence levels and b) intensity with turbine thrust coefficient, at the rotor 
disk.  Idealised, and ignoring turbine blockage. (Farr & Hancock, 2012) 
 
Figure 4.22.  𝒖𝟏𝒖𝟐̅̅ ̅̅ ̅̅ ̅/𝒖𝟏
′  𝒖𝟐
′  upstream of a turbine in an undisturbed inflow 
Measurements of velocity and current with a time shift in the cross-correlation gave a maximum in 
the correlation as shown in Figure 4.23. A maximum arises because of the spatial, and therefore time, 
difference between the point of measurement and the turbine itself. Figure 4.24 shows that for a short 
fetch, there is little difference between the shifted and unshifted data, whereas for the longer fetch the 
difference is much more noticeable as shown in Figure 4.25 
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 Figure 4.23. Example of change in correlation coefficient  𝒖(𝒕 + ∆𝒕)𝒊(𝒕)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 𝒖′𝒊′⁄  for a range of time-
lag (Δt) values. This corresponds to a measurement point that is 1D upstream from the turbine on the 
centreline at hub height 
  
Figure 4.24. Lagged and unlagged velocity-
current correlation coefficient at X/D = -0.2 
Figure 4.25. Lagged and unlagged velocity-current 
correlation coefficient at X/D = -6 
Upstream of the turbine the relationship between velocity and torque fluctuation behaves as if the 
upstream turbulence is frozen, with no change in the cross-correlation profile, as shown in Figure 
4.27.  The discrepancy in Figure 4.27 for the profile at X/D = -6, is assumed to be because this far 
upstream the boundary layer had not settled to a closely horizontally homogeneous state. A linear 
relationship is observed between the time-lag for maximum correlation and the convective time lag as 
shown in Figure 4.28.  
To calculate the mean convection time for maximum correlation coefficient a method needed to be 
employed owing to the fact that the flow velocity field approaching the turbine is not constant. Using 
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the notation in Figure 4.26, it is possible to calculate a mean convection time from point 1 to the 
turbine of t1, point 2 to the turbine t2 and so on using  
𝑡𝑛 = 𝑡𝑛−1 +
𝑋𝑛−1−𝑋𝑛
(𝑈𝑛−1+𝑈𝑛) 2⁄
      Equation 4.1 
where X is the distance upstream of the turbine and U is the mean streamwise velocity. X0 is zero and 
U0, the velocity at the rotor disc, which is extrapolated from the profiles by inference using the trend 
of velocity as the flow approaches the turbine disc, which is known to be non-zero from actuator disc 
theory. Performing the calculations with the data obtained from upstream measurements gives the 
results shown in Figure 4.28. It will be noted here that with a mean convection time of zero (implying 
that the flow is the rotor disc plan) the time for a maximum correlation coefficient is non-zero, is 
contrary to expectations. For the trend in Figure 4.28 to pass through the origin, a value of zero must 
be assumed for U0 , physically incorrect.   
 
Figure 4.26. Notation for convection time calculations 
 
 
Figure 4.27. Maximum correlation coefficient 
for ABL approaching a single turbine 
Figure 4.28. Time for maximum correlation 
coefficient along centre line 
 
  
X 
X1, U1 X2, U2 Xn-1, Un-1 Xn, Un X0, U0 
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4.2.2.  Wake measurements 
Single-point measurements made in the turbine wake shows the effect of the turbine extracting the 
energy in the flow. The velocity deficit, Figure 4.29, has a very clear double minimum in the wake up 
to a distance somewhere beyond 3D downstream from the turbine, after which the mixing effect of the 
wake and boundary layer turbulence leads to just a single minimum. At the centre, in the early part of 
the wake, a high velocity core is seen arising from the lack of a blade near the hub. The velocity 
deficit extends to a width of around ± 400 mm 6D downstream of the turbine, with the velocity 
recovering to about 74% of the mean edge velocity in this distance. The reason for U/Uref < 1 is that 
Uref is the tunnel set speed, which is 2.5ms
-1
, and U measured here is at hub height. Relating back to 
Figure 4.1, it is visible that in the upper boundary layer the velocity ratio does in fact reach unity.  
 
 
Figure 4.29. U/Uref in the wake of a single wind 
turbine 
Figure 4.30. 𝒖𝟐̅̅̅̅ /Uref 
2
 in the wake of a single 
wind turbine 
 
 
Figure 4.31. 𝒘𝟐̅̅ ̅̅ /Uref
2
 in the wake of a single 
wind turbine
 
Figure 4.32. 𝒖𝒘̅̅̅̅̅/Uref
2
 in the wake of a single 
wind turbine 
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For the turbulence quantities, Figure 4.30 to Figure 4.32, the levels are higher than in the background 
flow due to the passing blade and extraction of energy. The passing blade produces turbulence from 
the energy extraction and from the blade wake and the blade root and tip vortices (following the 
vortex cylinder model of turbine wakes). The momentum deficit of the flow passing through the rotor 
disk when viewed in the time averaged sense gives rise to a large velocity gradient at the edge of this 
deficit flow, and turbulent mixing. This is equivalent to an actuator-disk representation, where there is 
no detailed representation of the blades. For a practical turbine with a finite number of blades (3 in 
this case) discrete vortex structures are shed which form this flow. The high turbulence levels from 
the turbine nacelle are also seen to a distance of around 2 rotor diameters downstream, after which the 
mixing effect of the turbulence reduces the magnitude of the features of this and the tip vortices. 
Additionally, for reasons unknown and as observed elsewhere, (Hancock & Pascheke (2014b) for 
example), the levels of turbulence in the areas of the near wake fall to levels below that observed in 
the ABL.  
The shear stress, 𝑢𝑤̅̅ ̅̅  in Figure 4.32, is positive on the side of the turbine where the blade is travelling 
upwards and more negative on the side going down. The results indicate an induced rotational effect 
from the turbine, which is typical of turbines. This is owing to the rotor inducing a reaction torque on 
the air as it extracts energy from the flow, giving an angular momentum that as a result means a 
reduction of axial velocity but an introduction of tangential velocity in the wake (Burton, et al 2011). 
In a uniform flow profiles of (𝑢𝑤̅̅ ̅̅ ) would be anti-symmetric; the absence of anti-symmetry is 
assumed to be due to the interaction with a non-uniform flow. 
Phase locking capabilities were adapted to inspect how Reynolds shear stress changed as a function of 
distance downstream and rotor angle. Figure 4.33 shows this analysis at points where Y/R = 0.48, 
which is the side where the blade is travelling up, for a number of downstream positions. What is 
noticeable from these is the strong oscillatory characteristic at 0.5D downstream of the rotor owing to 
blade passing; there is a positive value from the blade passing and the negative values from the 
background boundary layer. These blade features still just about exist at 1D but diminish rapidly, and 
by 2D downstream there is no individual blade effect seen owing to turbulent mixing, vortex sheet roll 
up and tip vortices. The data provides information showing the longevity of such tip structures which 
need to be considered when modelling the wind turbine wake. Furthermore, the placement of the wind 
turbine in relation to other structures and other turbines need to take into account this evidence as this 
will cause a periodic loading on such structures which may induce oscillatory and perhaps damaging 
movement. 
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  Figure 4.33 𝒖𝒘̅̅̅̅̅/Uref
2
 at 0.5R in the wake of a single turbine for a number of streamwise locations 
 TWO TURBINES IN LINE 4.3. 
In this part of the investigation, a second machine was introduced at 6D downstream from the first in 
order to investigate the effect of wake turbulence on the operation of this machine, and on its wake. 
In order for the second turbine to nominally operate at its design tip speed ratio it was necessary to run 
the turbine at a lower speed because the upstream machine has reduced and changed the velocity 
profile at this station. Rather than just use the velocity at hub height, the velocity profile at 6D from 
the upstream machine was used to define an average speed according to  
𝑈ℎ𝑢𝑏 =
∫ 𝑟𝑈𝑑𝑟
𝑅
−𝑅
∫ 𝑟𝑑𝑟
𝑅
−𝑅
      Equation 4.2 
where U(r) is from the lateral velocity profile at hub height at the second turbine position. The profile 
at 6D shown in Figure 4.29, from which UHub= 1.84 ms
-1
 was obtained implying a rotational speed of 
510 RPM for the second turbine.  
4.3.1.  Measurements upstream of the second turbine 
The wake profiles at 6D from the first turbine are repeated here to give a reference inflow conditions 
from the first turbine. Now of course, as will be seen, the velocity profiles and profiles of other 
quantities immediately upstream of the second turbine will differ from these, because of the blocking 
effect of the turbine. 
𝑢
𝑤
̅̅
̅̅
/ 
U
re
f2
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Figure 4.34. U/Uref in the wake of a single wind 
turbine at X/D=6 
Figure 4.35. 𝒖𝟐̅̅̅̅ /Uref 
2
 in the wake of a single 
wind turbine at X/D=6 
 
 
 
Figure 4.36. 𝒘𝟐̅̅ ̅̅ /Uref
2
 in the wake of a single 
wind turbine at X/D=6
 
Figure 4.37. 𝒖𝒘̅̅̅̅̅/Uref
2
 in the wake of a single 
wind turbine at X/D=6 
The effect of the second turbine on the oncoming flow is to reduce the rate at which the wake 
recovers. Comparing Figure 4.38 with Figure 4.29, it can be seen that the profile at X/D = 3 
downstream of the first turbine is in essence identical in the two cases. That is there is no 
distinguishable upstream influence of the second turbine at this point. However, the upstream 
influence of reducing the upstream mean velocity can be seen clearly in Figure 4.38 where, as it 
happens there is little change between X/D = 3 and 4, and virtually no change between X/D = 4 and 
5.5. The fact that there is very little change to the later profiles is probably fortuitous, and would 
perhaps not arise for different streamwise separations between the turbines. Therefore the influence of 
the second turbine is, in effect, to inhibit the recovery of the wake, and maintain a higher mean shear 
(𝜕𝑈 𝜕𝑌⁄ ) at the edge of the wake than would occur for an isolated turbine.  
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In effect two things are happening here, with opposite, and nearly cancelling, effects. One is the 
tendency for the wake to decrease with increasing distance from its origin. The other is the impeding 
upstream influence of the second turbine.  
Given the approximate similarity of the mean velocity profiles in Figure 4.38, it is not surprising that 
the turbulence quantities (Figure 4.39 to Figure 4.41) also exhibit approximate similarity. They show 
much less variation than the isolated turbine (Figure 4.30 to Figure 4.32) as can be seen by comparing 
the profiles in these figures at X/D = 3 and 6. 
Although measurements were not made at X/D = 4 from the isolated turbine, it could be assumed that 
the mean velocity would have been a third of the way between that at X/D = 3 and 6. It appears that 
this profile was slightly different from that X/D in Figure 4.38. If so, it would follow that the upstream 
influence of the second turbine might be noticeable at 2D, whilst the upstream influence of the 
isolated turbine is not noticeable beyond 1D. 
 
 
Figure 4.38. U/Uref  upstream of a second wind 
turbine (Distances are from the first turbine) 
Figure 4.39. 𝒖𝟐̅̅̅̅ /Uref 
2
 upstream of a second 
wind turbine 
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Figure 4.40. 𝒘𝟐̅̅ ̅̅ /Uref
2
 upstream of a second 
wind turbine
 
Figure 4.41. 𝒖𝒘̅̅̅̅̅/Uref
2
 upstream of a second 
wind turbine 
Now, there is a more complex behaviour regarding the correlations between velocity and generator 
current for a turbine in the wake of another machine.  Here, the turbulence does not behave in a frozen 
manner in that, as shown by Figure 4.42, the cross-correlation profiles do not coincide with each 
other, at least over most of the disk radius.  And, compared with those in Figure 4.27, the peaks in the 
correlation near the hub axis are significantly smaller in magnitude.  It is assumed that this is because 
the wake turbulence has a ‘scrambling’ effect on the turbulence of the ABL, or that the ABL 
turbulence has a scrambling effect in the wake turbulence, as a resultant of turbulent mixing. 
Certainly, smaller-scale turbulence from the wake would be expected to give a smaller correlation 
with torque fluctuations, as the flow across the rotor disk would only be correlated over smaller 
distances.  As is clear, the correlation with the velocity field at 4D upstream has become almost, if not 
entirely, negligible.  Also shown in this diagram is the change of the profile shape and magnitude 
between 2D and 1D upstream of the turbine but not between 1D and 0.5D. 
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Thus, on this basis, any practical “forward-looking” technique of measuring instantaneous wind 
velocity in order to alleviate turbine loads should not look further forward than 2 diameters if it is not 
the first turbine (in a streamwise row).  And, as implied by the smaller (in magnitude) correlation 
between the velocity and toque, it would be less effective for the second turbine than it would be 
when applied to the first turbine. In saying this, it is assumed that the behaviour for a third and 
subsequent turbines would be much the same. However, this will be studied further in the next 
chapter. 
Another point to draw out from Figure 4.42 is that the profiles are very comparable for Y/R ≥ 0.8 at all 
X/D. That this is so is not surprising because outside the wake the turbulence field is that of the 
atmospheric boundary layer, which is essentially unchanging with X/D. It is noticeable too though, 
that the trends of these curves are at a lower slope than they are upstream of the first turbine. Quite 
why the trend of these profiles (Figure 4.42) continues to Y/R = 0.8, well inside the edge of the wake 
(see Figure 4.38 to Figure 4.40) is an interesting question, without an obvious answer. 
Although the flow is not frozen, there is still, as shown in Figure 4.43, a closely linear relationship 
between the lag time for maximum cross-correlation, and the convective time scale, except in one 
instance.  Figure 4.43 displays data for the upstream velocity measured on the hub axis and at 0.5 of 
the tip radius (at hub height) upstream of the second turbine. For the largest time lag, which 
corresponds to the most upstream velocity measurement (X/D = -5), the time-lag for maximum 
correlation for Y/R = 0.5 is less than the convective time lag, but not by a large amount. Strictly, 
Figure 4.42. Maximum correlation coefficient 𝒖𝒊̅̅ ̅/u’i’ for the second turbine. X/D measured from the 
first turbine. 
 
Figure 4.43. Time delay for maximum correlation coefficient for the second turbine 
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Taylor’s frozen-flow assumption requires the turbulence to be weak, meaning the eddy turn-over time 
is of much greater length than the mean convection speed, and also for it to be homogenous. Of 
course, upstream flow of the second turbine is further away from these assumptions than the flow 
upstream of the first. 
In comparison to the single turbine, the degree to which the flow upstream of the second turbine is 
correlated is rather different, with the correlation between the two velocities changing dramatically 
with distance from the upstream machine. Figure 4.44 displays this fact. At X/D = 2, the coefficient 
clearly has a double minimum, with the first being a predominant effect of the wake of the first 
turbine, the much more rapid decline (compared with that upstream of the first) an indicator of the 
smaller lateral integral length scale of the wake turbulence compared with that of the ABL turbulence.  
At ΔY/R of about 3 the profile, like that in the upstream flow, is close to zero.  The second minimum 
at X/D = 2 is, it is assumed, a combined effect of the wake turbulence and the ABL turbulence, the ΔY 
for this minimum is about equal to the rotor diameter.  A negative cross-correlation means that the 
velocity fluctuation at one point is opposite in sign to that at the other; the flow onto the rotor of the 
second turbine is therefore quite different from that approaching the first. However, the flow develops 
with downstream position so that the profile shape has changed substantially, having only a single 
minimum, though one that is significantly more negative, at X/D = 5.8,  than that in the flow at the 
same distance upstream of the first turbine.  There is therefore a significant ‘push-pull’ of opposite 
phase either side of the turbine rotational axis, which may cause a fluctuating yawing moment on a 
second downstream machine. 
  
 
Figure 4.44. Two-point correlation upstream of WT2 in the wake of WT1. X/D taken from the first 
turbine. The flow upstream of WT1 is unchanging and is shown for reference here as the undisturbed 
flow 
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4.3.2.  Wake measurements of the second turbine 
Looking at the wake of the second turbine gives an indication of how the changing inflow conditions 
can affect the wake. Firstly, the mean velocity deficit, shown in Figure 4.45, is much higher in the 
near wake compared to the turbine in an undisturbed inflow (Figure 4.29), owing to the lower inflow 
velocities. Furthermore, the distinct features, such as the higher mean velocity behind the hub and ‘w’ 
shape wake, seen in Figure 4.29, are not as clear and do not maintain themselves for the same distance 
downstream, in this case disappearing by 3D downstream compared to beyond that for the wake of a 
single turbine. Another point to make is that the width of the wake has increased, assumed to be from 
the wake of the upstream turbine spreading, causing a velocity reduction around these ‘edge’ regions. 
Although the velocity deficit is greater in the near wake for this second turbine, by X/D = 12 the 
velocity has recovered to a value of 0.7 of the reference velocity like the isolated turbine. It was noted 
in Vermeer, et al (2003) that this effect was also seen by Smith & Taylor (1991) who observed the 
faster wake recovery for a second machine. An explanation provided by Smith & Taylor (1991) is that 
a faster wake recovery may be linked with the higher turbulence and shear stress induced by the 
upstream machine. 
 
 
Figure 4.45. U/Uref in the wake of a second 
turbine at X/D = 6. (X/D is from the first 
turbine) 
Figure 4.46. 𝒖𝟐̅̅̅̅ /Uref 
2 
in the wake of a second 
turbine 
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Figure 4.47. 𝒘𝟐̅̅ ̅̅ /Uref
2
 in the wake of a second 
turbine
 
Figure 4.48. 𝒖𝒘̅̅̅̅̅/Uref
2 
in the wake of a second 
turbine 
The turbulence quantities, Figure 4.46 to Figure 4.48, show similar features to that of a single turbine, 
but in this case the levels are much higher in magnitude. In terms of  𝑢2̅̅ ̅, the peak levels are roughly 
doubled compared to the isolated turbine which is expected owing to the first turbine initially 
introducing the high levels of turbulence and the second adding to this. What is also visible between 
the two peaks is the lack of variation in the central region which in the single turbine case had part of 
the profile fall below that of the external turbulence. In this case this was not observed. The levels of 
𝑤2̅̅ ̅̅  are again much higher in the region of Y/R = ±1, but interestingly in the near wake, X/D = 6.5 and 
7, the levels are roughly equal to the equivalent stations of the isolated turbine. These are eventually 
mixed with the higher levels of turbulence at the tips resulting in a higher overall value 6D 
downstream of the turbine. 
The Reynolds shear stress levels, shown in Figure 4.48, are generally more positive than the 
background shear stress and, at 0.5D from the turbine; the magnitude of these stresses is almost 
double to that seen previously in Figure 4.32. Furthermore, the region to which the shear stress is 
affected is wider, extending to around 2R for the second turbine compared to 1.5R for an isolated 
machine.  These features are assumed to be a resultant of the greater initial shear seen in the inflow 
and the wake spreading from the upstream machine.  
Another point to note is the fact that the profile at 12D is completely negative, whereas for the single 
machine there was a distinct variation across the wake. The case of the isolated turbine, the maximum 
and minimum were of equal magnitude but opposite sign at Y/R = ±1, in this case the values are 
roughly equal in this region. The reason for this could be attributed to the increased entrainment of the 
boundary layer due to the higher turbulence levels when compared to the single machine. This shows 
that the wake of the second turbine is largely dominated by the overlying boundary layer, whereas for 
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the isolated turbine the features of the wake remain a significant factor in the region. Overall, the 
broad shape of the profiles at X/D = 6.5 to 9 in Figure 4.48 is very comparable to that in Figure 4.32. 
However, between X/D = 9 and X/D = 12, the shape of the profiles has changed substantially, a 
feature not seen for the isolated turbine. 
Figure 4.49 gives results of the same type of phase locking analysis as previously, and shows that 
there is no observable effect of the individual blades of the second turbine. This is understandable 
from the measurements presented in this section, which point towards the increased ‘scrambling’ 
effect of the higher turbulence levels. 
𝑢
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Figure 4.49. 𝒖𝒘̅̅̅̅̅/Uref
2
 at 0.5R in the wake of the second turbine. (X/D from the first turbine) 
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5.  INTERACTIONS BETWEEN TURBINES IN AN ARRAY 
Wind turbines operating in the offshore environment are generally arranged in a 2D array, which 
means that the front row is operating in ABL turbulence and the latter rows are operating in a 
combination of ABL and wake turbulence of upstream machines, depending on the prevailing wind 
direction. As seen in the previous chapter, the flow conditions in which the turbine operates affects 
the behaviour of the turbine itself, whether this is an undisturbed atmospheric boundary layer or the 
wake of an upstream machine. Large offshore wind farms are generally arranged in uniform grids for 
economic and infrastructure reasons meaning these effects are unavoidable in many cases. In addition, 
the density of turbines is a compromise between power output per unit area and losses associated with 
turbine wakes. 
This chapter will present data from two arrays of turbines in an offshore neutral atmospheric boundary 
layer. These were arranged as a single row of four (WT1, WT2, WT3 and WT4) separated by 6D in 
the streamwise direction and an array of 12 turbines which were arranged as shown in Figure 5.1. The 
wind turbines have been numbered for ease of reference and clarification of position. The lateral 
separation of ± 2.4D is much less than commonly employed, for two reasons. Firstly, as the length of 
the array, at this scale of model turbine, was limited to 4 turbines, the close spacing allowed earlier 
lateral interaction where it was anticipated that the interaction would not be fundamentally different 
from that arising in a longer array with a larger (more typical, say 6D) lateral spacing. Secondly, this 
particular separation makes the wind tunnel side wall planes of (inviscid) mean flow similarity, 
thereby making the array in effect, infinitely wide (subject to the inviscid mean flow simplification). 
Also shown in Figure 5.1 are the lateral profile locations which were made with single-point, two-
component LDA measuring U+u and W+w. Furthermore, at 3D from each turbine, two-point, single-
component LDA (u1, u2) lateral spatial correlations and single-point, two-component LDA vertical 
profiles were taken. Current sensors used to measure the fluctuating torque measurements were 
installed on the central line of turbines as there were a limited number of sensors and the central line 
was the most interesting case to investigate. 
 
Figure 5.1. Location of turbines and profiles, with flow from left to right and sides of the wind tunnel 
are at Y/R = ±7.2 
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An important factor to consider is how much blockage each array produces in the wind tunnel as a 
low percentage allows the wakes to behave in an uninhibited a manner as possible. With each of the 
arrays installed in the wind tunnel a blockage was necessarily produced and comparing the cross 
sectional area of the working section of the wind tunnel, 3 m wide by 1.5 m tall, and the swept area of 
the turbine, 0.416m diameter, gives a blockage for the 4 and 12 turbine area of 3% and 9% 
respectively. Previous studies in wind tunnels have had a range of blockages with Vermeer, et al 
(2003) citing ranges from 100% blockage to 0.8% with the large majority in the upper half of this 
range. A 3 by 3 array investigated by Lebron, et al (2009) had a blockage of 4.3% with larger 
separation between turbines and overall smaller wind turbines. 
𝑈ℎ𝑢𝑏 =
∫ 𝑟𝑈𝑑𝑟
𝑅
−𝑅
∫ 𝑟𝑑𝑟
𝑅
−𝑅
      Equation 5.1 
The operating speed of each turbine was calculated as described in Chapter 4, using the equation 
above, so that the speed for the first, second, third and fourth turbine for the 4 turbine case, shown in 
Figure 5.3, could be calculated. For the first turbine, the flow is laterally uniform, with velocity Uhub. 
This disparity between the operating points is expected, especially between the first and latter turbines 
because of the inflow velocity reduction produced by the upstream machines. This effect is also noted 
in a survey of modelling concepts (Sanderse, 2009) and a field data studies (Jensen, et al 2004) to 
give but two examples. See also Hancock & Pascheke (2014b). For the 12 turbine arrangement, it was 
assumed that the operating conditions for the adjacent turbines were the same as for the centre-line 
ones. For example, WT6 and WT10 had the same operating speed as WT2, 522 RPM. 
 
Figure 5.2. Picture of 12 turbine arrangement 
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Figure 5.3. Turbine row number and operating RPM  
Due to length of the array it was necessary to locate the first turbine roughly 4 m upstream from the 
one in the previous chapter. This meant that there was still development of the boundary layer for the 
first two rows, most notably in the vertical fluctuations, as observed in Figure 5.4. The other 
quantities show good uniformity over these streamwise locations. The fact that there was still 
development in this region was unavoidable if the measurements were to be undertaken. In any case, 
the purpose of these experiments was to investigate the interactions between turbines in the array. 
a)  b) 
 
c)  d)  
e) 
Figure 5.4. Vertical profiles a)U/Uref, b) 𝒖𝟐̅̅̅̅ /Uref
2
, c) 𝒘𝟐̅̅ ̅̅ /Uref
2
, d) 𝒖𝒘̅̅̅̅̅/Uref
2
 and e) legend for various 
streamwise locations 
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 SINGLE LINE OF FOUR TURBINES 5.1. 
Here the flow properties and velocity-torque fluctuations resulting from measurements around a 
single line of four turbines will be presented. The profiles have been grouped so that the 
measurements downstream of each wind turbine are contained on one plot, measured from the first 
turbine. So for example, profiles at X/D = 7, 9 and 10 relate to the wake of turbine 2. This is for ease 
of viewing the data and comparing the wake of one wind turbine to another. 
a) b) 
c) d) 
Figure 5.5. U/Uref against Y/R downstream of the respective turbine a) WT1 wake, b) WT2 wake, c) WT3 
wake, d) WT4 wake 
From Figure 5.5 it is observed that the velocity deficit of the first turbine is not as great as that of 
subsequent turbines owing to the greater initial inflow velocity of the undisturbed ABL. In the latter 
turbines, the inflow velocity is determined by the operating set point of the upstream machine.  
After the second turbine the initial velocity deficits remain at a roughly constant level as a result of 
the inflow conditions being similar for each wind turbine, owing to the mixing effects of the turbulent 
wake with the surrounding atmospheric boundary layer. The profiles are normalised with respect to 
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the reference velocity, and it will be noticed that there is an increasing “edge velocity”. This can be 
credited to the development of the boundary layer as observed in the previous chapter. 
This figure clearly shows the wake getting progressively wider after each turbine. There is a slight 
drift (leftwards) meaning there would have been a slight asymmetry in the flow approaching each of 
the turbines WT2, WT3 and WT4. The drift laterally has been seen in other experiments in the EnFlo 
wind tunnel and may be due to slight temperature variations that still exist across the wind tunnel, 
despite this being an unheated case, in the neutral atmospheric boundary layer which induces a 
sideways velocity. Additionally, the drift could perhaps be attributed to swirl in the wake and the 
presence of the ground; the wake of the turbine will induce a lateral convection. The flow direction is 
about 0.4° with respect to the tunnel centre line. 
a) b) 
c) d) 
Figure 5.6. 𝒖𝟐̅̅̅̅ /Uref
2
 against Y/R downstream of the respective wind turbine a) WT1 wake, b) WT2 wake, 
c) WT3 wake, d) WT4 wake 
Each of the sets of profiles in Figure 5.6 has similar features, namely peaks near the tip at Y/R = ±1. 
Perhaps the most striking feature is the increase in magnitude and width of these peaks in the wake of 
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each successive turbine, and that the marked rise in the peak in the peak level in the second wake, 
compared to the first, is not seen in subsequent wakes. Near the centre line, the peak seen at X/D = 1 
is not seen the same distance downstream of the second and subsequent turbines. Clearly, the inflow 
turbulence level to the second turbine is higher than it is for the first, and the turbulence in the wake of 
the second is considerably higher. But, the increase from in-flow to out-flow is not seen for the third 
and fourth turbines. This, it is assumed, is linked with the turbine wake becoming wider, Figure 5.5, 
and the mean velocity gradient (du/dy) decreasing with each successive turbine, and a corresponding 
percentage reduction of turbulence production. This will reach and asymptotic state at some point 
further downstream. Figure 5.7 shows similar trends in vertical velocity fluctuations to that of the 
streamwise fluctuations, except that the minima on the centre line for turbines WT2, WT3 and WT4 
are either not so large or are non-existent. 
a) b) 
c) d) 
Figure 5.7. 𝒘𝟐̅̅ ̅̅ /Uref
2
 against Y/R downstream of the respective wind turbine a) WT1 wake, b) WT2 wake, 
c) WT3 wake, d) WT4 wake 
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a) b) 
c) d) 
Figure 5.8.   𝒖𝒘̅̅̅̅̅/ Uref
2
 against Y/R downstream of the respective wind turbine  a) WT1 wake, b) WT2 
wake, c) WT3 wake, d) WT4 wake 
The behaviour of the Reynolds Shear stress is quite curious. Downstream of the first turbine there is a 
clear trend, at X/D = 3 and 4 𝑢𝑤̅̅ ̅̅  is less negative and most strongly so on the Y > 0 side where it 
becomes positive. In contrast, after the fourth turbine, 𝑢𝑤̅̅ ̅̅  is more negative, and is so almost 
symmetrically over the wake. The profiles in the wake of WT2 and WT3 exhibit features of a 
progressive change between that seen in the wake of WT1 and that of WT4. This comment of 
progressive change also applies to the profiles at 1D downstream of each turbine.  
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a) b) 
c) d) 
  
Figure 5.9. Profiles of a) U/Uref  b) 𝒖𝟐̅̅̅̅ /Uref
2
 c) 𝒘𝟐̅̅ ̅̅ /Uref
2 
and d) 𝒖𝒘̅̅̅̅̅/Uref
2
 against Z/R (The legend is 
common for all plots) 
In the plot shown in Figure 5.9 the vertical profiles of flow quantities 3D downstream from each 
turbine have been plotted against a non-dimensional height Z/R. where Z is measured from the centre 
of the turbine rotor. The vertical profile of streamwise velocity, a), shows a reduction in velocity over 
the rotor diameter due to energy extraction of the turbine, as expected. Behind the first turbine there is 
a slight increase in the velocity near Z/R = 0, which is a feature of the turbine operating in the 
undisturbed boundary layer and that there is little energy extraction from near the turbine hub, by 
virtue of its design. In the later turbines, the inflow has a strong velocity deficit on the centre line. The 
turbulence levels ( b), c) and d) ) are also higher which would tend to smooth out such a peak on the 
mean velocity near 𝑍 𝑅⁄ = 0, so that at X/D = 3 there has been significant mixing to weaken the high 
velocity seen near the central region. Also, the minimum in the velocity profile is lowest (at X/D = 9) 
downstream of the second turbine, the minima downstream of the third and fourth turbines being 
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progressively higher in each case. Although there are only a few measurement points, the profiles 
indicate that the upper edge of the wake is getting progressively higher downstream of each turbine, 
consistent with the increasing width seen in Figure 5.5. 
Regarding the Reynolds stresses, in the region of the height of the tip there are clear peaks in the trend 
of these profiles. This is assumed to be caused by the mixing in the high mean shear between the 
overlying boundary layer and the wake, as well as from the tip vortices. For the streamwise 
fluctuations, b), after the first turbine there is quite a uniform profile over the lower three-quarters of 
the turbine rotor, but progressively downstream this is no longer the case. This may be caused by the 
higher level of turbulent fluctuations of each respective inflow, which results in the general increase 
in turbulence levels. The vertical fluctuations, c), are also shown to be increasing with downstream 
position, reaching around 5 times the level seen in the boundary layer. This is initiated by the tip 
vortices which then aid the gradual increase in boundary layer mixing with the wake. The Reynolds 
shear stress, d), shows a rather striking change from the boundary layer, the lower half producing a 
positive shear and the top negative. Qualitatively at least, these features correspond with the local 
gradient 𝜕𝑈 𝜕𝑍⁄  and Figure 5.10 illustrates the creation of these negative and positive shear regions at 
the top and bottom respectively, with the background negative Reynolds shear stress also depicted. 
 
Figure 5.10. Effect of turbine behaving as a 'bluff body' (Flow left to right) 
  
 Tip-top 
Background ABL 
Tip-bottom 
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Figure 5.11. Maximum correlation coefficient 
𝒖𝒊̅̅ ̅/u’i’ 3D upstream from each turbine 
Figure 5.12. Time lag for maximum correlation 
coefficient 𝒖𝒊̅̅ ̅/u’i’ at Y/R = 0 (+) and 0.5 (□) 
upstream of the second turbine 
  
Figure 5.13. Time lag for maximum correlation 
coefficient 𝒖𝒊̅̅ ̅/u’i’  at Y/R = 0 (+) and 0.5 (□) 
upstream of the third turbine 
Figure 5.14. Time lag for maximum correlation 
coefficient 𝒖𝒊̅̅ ̅/u’i’ at Y/R = 0 (+) and 0.5 (□) 
upstream of the fourth turbine 
Cross-correlations ere made between the torque fluctuations (see Chapter 3) and the velocity 
fluctuations upstream of that turbine for each of the four turbines. Figure 5.11 shows the maximum in 
the correlation coefficient between the velocity 3D upstream of each turbine and the torque 
fluctuations of said turbine, and Figure 5.12 to Figure 5.14 show the time lag for the correlation to be 
a maximum. For instance, (𝑢?̅? 𝑢′𝑖′⁄ )3 is the correlation between the velocity fluctuations 3D upstream 
of the third turbine and the torque fluctuations of the third turbine (denoted by the suffix). As seen in 
the previous chapter, there is a significant correlation between the undisturbed flow and that of a 
downstream machine and a reduction in the magnitude of the correlation for a second machine in the 
wake of a first. However, unexpectedly, as can be seen from Figure 5.11 the torque fluctuations of the 
third and fourth machines exhibit a higher correlation magnitude with the respective upstream flow 
than that experienced by the second turbine and its upstream flow. This behaviour, albeit contrary to 
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original thoughts, was found to be closely repeatable. The time lag is the result from the calculation of 
correlation coefficient and the mean convective time that is calculated as described in Chapter 4. 
Interestingly, the deviation from the line of unity in these plots increases with upstream distance 
which could be due to the rapid evolution of the wake in this region which is 1D downstream of the 
previous turbine. As was noted in Chapter 4, and also on the grounds of this data, a forward looking 
device, looking ‘into’ the wake of another turbine, should not preview the data more than two rotor 
diameters upstream to gain useful information on the incoming wind field, which should be 
implicated for devices to be developed the field. 
 
Figure 5.15. 𝒖𝟏𝒖𝟐̅̅ ̅̅ ̅̅ ̅ 𝒖𝟏
′ 𝒖𝟐
′⁄  against ΔY/R, at hub height 
Figure 5.15 shows the spatial two-point velocity correlations in the wake 3D downstream from each 
turbine, with reference to the undisturbed boundary layer, where ΔY is the distance between two 
probes that are equally spaced from the hub axis. Concerning the effects just seen in the velocity-
torque correlations, there is a feature here which may help to understand the different behaviour of the 
turbine. As seen in Chapter 4, the first machine experiences a flow which is positively correlated to 
around 1.5R probe separation, whereas this positive correlation for the wake of turbines operating in a 
wake is around a third of that at 0.4R. As also seen there, the inflow to the second machine in the line 
has a double minimum in the correlation, at ΔY/R of ≈ 0.6 and ≈ 2.1, the latter in Figure 5.15, with a 
magnitude of about -0.13 which is relatively small but perhaps significant. Further downstream, at the 
inflow for the third and fourth and a virtual fifth turbine, the correlation also goes through zero at a 
separation of about 0.63R. However in this instance, the correlation keeps reducing to a value around -
0.3 for a separation of 1.8R, which is of course just less than a turbine diameter. Moreover, the 
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correlation has not returned to near zero until ΔY/R ≈ 4.8, a notably larger distance than that of the 
undisturbed boundary layer, taken to be around 3.5R. This must be linked with the substantially larger 
wake width seen in the mean velocity and Reynolds stress profiles (Figure 5.5 to Figure 5.8). The 
change in correlation coefficient in the oncoming flow for the first and second turbines, and the 
change again for that approaching the third and fourth, albeit more negative, and the greater wake 
width, may explain the behaviour of the velocity-torque correlations seen previously. The increase in 
velocity-velocity correlation over the rotor disc will cause each blade to experience similar conditions, 
which in turn will cause the velocity-torque correlations to increase. This is because there will be a 
greater correlated lift, rather than small uncorrelated lift, produced on each blade causing a greater 
torque to be produced. 
From the previous chapter, it was concluded that the torque fluctuations are generated primarily from 
the inner part of the blade, while most of the mean torque is generated from the outer part. Taking this 
argument into account, if the flow is correlated over the inner part of the rotor, say at a ΔY/R < 1 then 
the differences in velocity-current correlation could be expected to be different. Near the hub axis the 
fluctuations impinging on all three blades would be highly correlated, but further from the hub the 
fluctuations would be less correlated or perhaps negatively correlated. 
Another feature of the profiles in Figure 5.15 needs to be discussed. The cross-correlation coefficient 
at X/D = 3, as already noted, initially decreases much more rapidly with ΔY/R than it does for the 
undisturbed flow, implying a much shorter lengthscale, as would be expected for turbulence generated 
by the wake. Further out, at larger ΔY/R however, the correlation is close to that of the undisturbed 
flow, implying that for this large lateral separation the flow is dominated by the boundary layer 
turbulence rather than the wake turbulence which dominates inside ΔY/R ≈ 0.6. This feature is not 
seen in the remaining three profiles. Also, it is difficult to see how stronger negative correlation could 
be caused by the boundary layer turbulence, but it could be caused by the wake oscillating or 
‘snaking’ laterally, Figure 5.15. The associated fluctuations in u will then be out of phase and so 
negatively correlated on one side compared with that on the other. This may be what is happening 
downstream of the first turbine, but less strongly so. 
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Figure 5.16. Illustration showing the effect of wake ‘snaking’ resulting in reduced and increased 
velocities 
Now, the measurements of Figure 5.15 were made at a distance of 3D from each turbine and 
compared to those at 3D from the Figure 4.44. (It is not known why there is a slight difference 
between these two sets of spatial correlations, but that is not important for the point to be made here.) 
From Figure 4.44, as was noted in Chapter 4, the coefficient profile at X/D = 5.8, From Figure 4.44, as 
was noted in Chapter 4, the coefficient profile at X/D = 5.8 (0.2D upstream of the second turbine) is 
quite different from that at X/D = 3 owing to the rapid break-down of the wake in this region. Instead, 
it is much more like that observed downstream of the second turbine (and also the third and fourth) 
seen in Figure 5.15. It is assumed this may be owing to an upstream influence of the second turbine on 
the approaching flow. 
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 TWELVE TURBINE ARRAY 5.2. 
This part of the investigation involves the array of twelve wind turbines arranged as shown at the start 
of this chapter. All turbines were rotating in the same direction, anti-clockwise looking upstream 
meaning that the tips of two adjacent turbines were travelling in the opposite direction; one up, one 
down. The results have been compared directly to that of the single line of four turbines so that the 
effect of the side turbines can be observed. From Figure 5.5 to Figure 5.8 it can be seen that wake 
should be expected to interact for the third and fourth wind turbines. With a lateral spacing of 2.4D, 
the mid plane between two rows is at ±2.4R, where lateral gradients of mean velocity and Reynolds 
stresses exist for the third and fourth turbines. 
The mean velocity profiles given in Figure 5.17 show roughly the same wake deficit as before, with a 
slightly increased recovery for the third and fourth turbine (X/D of 13 to 22). Outside of the turbine 
wake, in between turbines, there is a higher velocity after second and third turbines than for the 4WT 
case, likely to be, at least in part, a blockage effect of the free passage of the boundary layer between 
the turbines resulting in a higher velocity than that seen before. An additional point to make is the fact 
that after the fourth turbine, and arguably the third, the wake profile appears narrower than before. 
Again, this is likely to be a blockage effect of the wake of the side turbine impeding the free wake 
expansion of the wake of the central turbine, causing the wake to give the impression of being 
‘squashed laterally, giving the impression of being narrowed. The blockage may account for the 
higher minima in the wakes of the twelve-turbine case. 
As for the four-turbine case there is a lateral drift of the wakes (identified by where the points of 
minima and steep gradients reverse). It is noticeable here that for the twelve-turbine case the drift is 
very nearly identical, amounting again to about 0.4°, and typical of the known mean flow drift in the 
wind tunnel. 
The plots of streamwise velocity fluctuations, Figure 5.18, shows no significant change to the 
turbulence levels in the central region, matching the levels seen previously. At the mid-point between 
the turbines there is a mirroring effect, the wake of the adjacent turbine producing these same higher 
levels. Only after the first turbine is there a region in which the lateral gradients of mean velocity and 
Reynolds shear stresses are zero; further downstream no such region exists  
A particularly striking feature in all the profiles is the near-identical distributions in the bulk of the 
wake. The lateral extent, to which this is so, gets smaller with downstream distance, but otherwise 
there is little difference. It was expected that the turbulence from the adjacent wakes would cause an 
increase in the level in a less localised way; clearly there is an increase at the edge from adjacent 
wakes. However, it should be noticed from Figure 5.17 that the wakes as defined by the mean velocity 
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profiles are narrower. Had the profiles of Figure 5.18 been normalised on a wake width rather than R, 
there would have been seen a more distinct difference over the whole of the wake. 
The trends are similar in the vertical velocity fluctuations shown in Figure 5.19, with one difference 
being in the wake of the fourth turbine where there is an increased level at the last station, and oddly, 
perhaps, a slight increase at the last station after the third turbine. This could be attributed to the wake 
recovery, mixing and swirl from the side turbines combining, which increases the vertical fluctuations 
that are not apparent in the streamwise fluctuations. 
The Reynolds shear stress (Figure 5.20) shows the effect of the side turbines again, with very little 
change in the central wake, though there are differences in some of the later profiles, most noticeably 
at X/D = 21. It is not known why this is. Outside of the central wake an effect of the side turbines is 
seen, but the profiles are not laterally periodic, contrary to expectation.  
 U/Uref  plotted against Y/R 
U
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X/D=1 (Wake WT1) X/D=3 (Wake WT1) 
U
/U
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Y/R Y/R 
89 
 
 
U
/U
re
f 
X/D=9 (Wake WT2) X/D=10 (Wake WT2) 
U
/U
re
f 
X/D=13 (Wake WT3) X/D=15  (Wake WT3) 
U
/U
re
f 
X/D=16 (Wake WT3) X/D=19 (Wake WT4) 
U
/U
re
f 
X/D=21 (Wake WT4) X/D=22 (Wake WT4) 
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Figure 5.17. U/Uref against Y/R for the 12 WT array compared against the 4WT array for each X/D 
location 
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Figure 5.18. 𝒖𝟐̅̅̅̅ /Uref
2
 against Y/R for the 12 WT array compared against the 4WT array for each X/D 
location  
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Figure 5.19. 𝒘𝟐̅̅ ̅̅ /Uref
2
 against Y/R for the 12 WT array compared against the 4WT array for each X/D 
location 
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Figure 5.20. 𝒖𝒘̅̅̅̅̅/Uref
2
 against Y/R for the 12 WT array compared against the 4WT array for each X/D 
location 
The vertical profiles of flow quantities are compared with the four-turbine case and are compared 
station by station for clarity. Regarding all of the plots in Figure 5.21 to Figure 5.24 it can be seen 
that, as in the lateral profiles at hub height, there is little difference between the two cases. Although, 
in the mean velocity, there appears to be a constant offset in the profile with the 12 turbine array 
giving a higher velocity. This is seen in the lateral plots (Figure 5.17 to Figure 5.20) presented 
previously and is assumed to be for the reason given there. 
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 a)   b)  
c)  d)  
Figure 5.21. Profiles of U/Uref  for a) 3D, b) 9D, c) 15D and d) 21D plotted against Z/R (vertical) for the 
12 turbine (open marker) and 4 turbine (filled marker) cases 
 
 a)   b)  
96 
 
 
c)   d)  
Figure 5.22. Profiles of 𝒖𝟐̅̅̅̅ /Uref
2
 for a) 3D, b) 9D, c) 15D and d) 21D plotted against Z/R (vertical) for the 
12 turbine (open marker) and 4 turbine (filled marker) cases 
a)  b)  
c)  d)  
Figure 5.23. Profiles of 𝒘𝟐̅̅ ̅̅ /Uref
2
  for a) 3D, b) 9D, c) 15D and d) 21D plotted against Z/R (vertical) for 
the 12 turbine (open marker) and 4 turbine (filled marker) cases 
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a)  b)  
c)  d)  
Figure 5.24. Profiles of 𝒖𝒘̅̅̅̅̅/Uref
2
 for a) 3D, b) 9D, c) 15D and d) 21D plotted against Z/R (vertical) for 
the 12 turbine (open marker) and 4 turbine (filled marker) cases 
Velocity-torque cross-correlations again presented for a distance 3D upstream of turbines WT2, WT3 
and WT4, show no significant deviation from the initial four-turbine arrangement, Figure 5.24. This 
may be an expected result given the negligible change in the velocity and its fluctuations between the 
two arrays. The time for a maximum in the correlation (not shown) is similarly unchanged. 
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Figure 5.25.  Maximum correlation coefficient 𝒖𝒊̅̅ ̅/u’i’ 3D upstream from each turbine compared against 
4 turbine case 
The spatial two-point velocity cross-correlation, 𝑢1𝑢2̅̅ ̅̅ ̅̅ 𝑢1
′ 𝑢2
′⁄ , is compared for the two array cases in 
Figure 5.26 and is in agreement with the previous plots that show little influence of the side turbines. 
From Figure 5.18 it can be judged that the lateral profiles at X/D = 3, 9, 15 and 21 for the twelve-
turbine case depart from those for the four-turbine case at ΔY/R ≈ 6, 4.7, 4.3 and 4.2 respectively. 
From the data of Figure 5.26 there is no clear distinction between the two cases. Any interaction is too 
weak to be apparent by this measure, but this is not surprising since the wakes of turbines WT8 and 
WT12, for instance, would not be expected to interact significantly. 
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Figure 5.26.   𝒖𝟏𝒖𝟐̅̅ ̅̅ ̅̅ ̅ 𝒖𝟏
′ 𝒖𝟐
′⁄  against ΔY/R 
As a general point when comparing the 12 turbine array to the 4 turbine array, the lack of difference is 
assumed to be due to the wind direction being unchanging. For a two-dimensional array there are 
many different permutations of how the upstream flow is affected for a turbine. For instance, rotating 
the array by some arbitrary angle would change to wind resource for all of the downstream as part of 
the turbine would be in the wake of a machine, partly in the free stream flow. The results presented 
here are of course for a specific case of the prevailing wind flow and turbines being aligned. 
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6.  EFFECT OF AN UNSTABLE ABL ON WIND TURBINE 
WAKES AND ROTOR TORQUE FLUCTUATIONS 
In the previous two chapters, the model wind turbines have been placed in a neutral atmospheric 
boundary layer, where there is thermal equilibrium between the air and surface. To understand the 
role of turbulence, and different levels thereof, the turbine was subjected to conditions which more 
typically have non-neutral stability. The studies of (Barthelmie, et al 2011) as noted previously, have 
shown that for around 30% of the time, the flow is neutral, 25% it is stable and 45% it is unstable. The 
more turbulent and demanding conditions of the unstable atmosphere means that the importance of 
load alleviation to increase reliability becomes much more significant.  
The Obukhov lengthscale is used to classify the category of stability of the flow in these experiments 
and can be calculated by Equation 6.1. A physical interpretation of this lengthscale as given by (Stull, 
1988), is the distance above the surface where buoyant production of turbulence begins to dominate 
over mechanical or shear production. For an unstable atmospheric boundary layer this lengthscale is 
negative and positive for stable stratification. 
𝐿0 =
−𝛩0 𝑢∗
3
𝜅𝑔 (𝑤𝜃̅̅̅̅̅)
0
        Equation 6.1 
where, 𝛩0 is the surface temperature,  𝑢∗ = √(|𝑢𝑤̅̅ ̅̅ |) at the surface which was extrapolated from 
vertical profiles, friction velocity, (𝑤𝜃̅̅ ̅̅ )0 denotes the surface heat flux again extrapolated from 
vertical profiles, the von Karman constant, taken as 0.4 and g is the acceleration due to gravity. 
It must be noted however that the primary focus of this set of experiments is not to create the various 
non-neutral boundary layers, but to evaluate the effect of a non-neutral boundary layer on wind 
turbines and their wakes. A comprehensive review of the generation and classification of the unstable 
and stable boundary layers can be found in Hancock, et al (2013b) and Hancock & Pascheke (2014a) 
respectively. Measurements from the present experiments will be compared against the previous data 
to ensure that there is continuity between the setups. However, it must be noted that there have been 
significant changes in the control and equipment of the EnFlo wind tunnel since the previous data was 
taken. 
In this series of experiments, the stable and unstable atmospheric boundary layers were produced in 
the wind tunnel, applying a temperature profile with the inlet heaters and floor temperature control. 
During this wind tunnel set-up setup time, analysis of both types of boundary layer identified that the 
stable atmospheric boundary layer was of a weaker stability than expected. Coupling this with the fact 
that less testing conditions are produced (lower shear over the rotor disc and lower turbulence levels) 
it was decided that the focus of atmospheric stability experiments would be on an unstable 
stratification with results to be compared against the outcomes from the experiments in the neutral 
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conditions presented earlier in the thesis. The unstable case is of particular interest as the turbulence 
levels are substantially larger than they are in neutral cases. It is noted here that the wind tunnel 
reference velocity was set at 1.5ms
-1
 compared to the 2.5ms
-1
 used for the neutral case. However, as 
shown in Chapter 3 the wake of the wind turbine is independent of Reynolds number. 
This chapter will display the characteristics of the boundary layer that is to be imposed on the turbine, 
and will reference back to previous data to show consistency. Following this, the measurement of the 
flow around a single turbine will be discussed succeeded by the effect of the non-neutral boundary 
layer on a line of turbines, with reference to the work in the neutral boundary layer. 
 BASELINE UNSTABLE ATMOSPHERIC BOUNDARY LAYER 6.1. 
The boundary layer was created as described in Chapter 3, by applying an inlet temperature profile, 
shown in Figure 6.1 and using the Irwin spires and roughness elements as in the neutral flow studies. 
Measurements were made with single and two-point LDA in conjunction with a cold-wire 
temperature probe and thermistors to gain knowledge of the operating environment of the wind 
turbine. The temperature profile for the inlet, which is shown in Figure 6.1, was a result of previous 
studies in the wind tunnel (Hancock, et al 2013b) which used an iterative method to find the inlet 
temperature profile that produced the correct profiles in the working section of the wind tunnel. 
 
 
 
 
 
 
 
Figure 6.1. Inlet temperature profile for the unstable atmospheric boundary layer for a floor 
temperature of 40.9°C 
Measurements were made in the unstable boundary layer to gain understanding of the inflow 
conditions for the turbine. Looking at the vertical profiles made with the single-point LDA and cold-
wire, Figure 6.2 shows the normalised streamwise velocity of the undisturbed boundary layer at 
numerous positions along the wind tunnel. The profile at 10 m is slightly different to those at the latter 
(°C) 
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positions owing to the development time of the boundary layer, with the greatest change below hub 
height (300 mm) which may be assumed to be from the evolution of the boundary layer.  
  
Figure 6.2. U/Uref at various x locations (see 
Figure 6.9 for legend) 
Figure 6.3. 𝒖𝟐̅̅̅̅ /Uref
2 
at various x locations 
  
Figure 6.4. 𝒘𝟐̅̅ ̅̅ /Uref
2 
at various x locations Figure 6.5. 𝒖𝒘̅̅̅̅̅/ Uref
2 
at various x locations 
  
Figure 6.6. 𝜽′/𝜽∗ For at various x locations Figure 6.7. 𝒘𝜽̅̅ ̅̅ /(𝒘𝜽̅̅ ̅̅ )𝟎 at various x locations 
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Previous data is taken from Hancock, et al (2013b) 
Figure 6.8. Temperature Profile (°C) at various 
x locations 
Figure 6.9. Legend for preceding plots 
Regarding the fluctuating streamwise velocity, shown in Figure 6.3, this again portrays the uniform 
development with streamwise location, in which the overall profile shape remains constant but the 
level of turbulence increases. In comparison (Figure 6.4) the variation of vertical fluctuating velocity 
with height shows a consistent development in upper boundary layer but due to the constant heating 
from the floor, the lower part of the profile remains unchanged between streamwise locations. The 
Reynolds shear stress shown in Figure 6.5 also exhibits a stronger variation with streamwise position. 
In the Reynolds shear stress, the evolution shows as a reversal of the trend by 16 m, with higher 
magnitude of shear seen above hub height than below it.  
In order to normalise the fluctuating temperature and heat flux, the profiles were extrapolated to the 
surface to obtain 𝜃∗ and (𝑤𝜃̅̅ ̅̅ )0. The normalised profiles of fluctuating temperature (Figure 6.6) and 
heat flux (Figure 6.7) show slight developments from the 10 m station to other locations. The 
fluctuating temperature profiles stay approximately constant with little change in the stations from 12 
to 16m. Conversely there is a gradual change in profile for the heat flux which appears to have 
stabilised by 14 m.  
In Figure 6.8, the mean temperature plotted against height shows constant temperature profile below 
hub height, but an increasing temperature with streamwise position above the hub. This may perhaps 
be attributable to the constant temperature input into the flow from the floor heating panels, which 
give a uniform profile lower down. However, due to the roof temperature not being actively 
controlled the flow progressively heats up in the upper layer, observed in the above plot. 
In comparison between this data and previous data from Hancock, et al (2013a), it appears there is a 
general disagreement higher in the boundary layer, but generally good agreement below around 200 
mm, for all the quantities presented. This could be due to the improved uniformity altering the 
development of the boundary layer, a matter that continues to be investigated. An aside note is the 
(°C) 
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absolute temperature at which the tunnel was run was slightly lower in the latter data. This is not an 
issue in the development of the convective boundary layer as it operates on temperature differences. 
However if the temperature difference between the tunnel and the laboratory changes, however well 
the tunnel is insulated, may cause an alternate boundary layer to develop. 
Table 6.1 gives surface layer and other parameters (where 𝜃∗  is calculated as (𝑤𝜃̅̅ ̅̅ )0 𝑢∗⁄ ) from the 
present experiments compared with the data of Hancock, et al (2013a). Just one set of quantities is 
given for all stations. From this data, it can be seen that there is some difference between the two 
boundary layers produced and as noted before there has been a significant change in the operation of 
the wind tunnel which may be responsible for the difference in results. 
Table 6.1. Parameters of the modelled boundary layer compared to previous results 
 Current Previous 
Uref  (m s
-1
) 1.5 1.5 
𝒖∗ 𝑼𝒓𝒆𝒇⁄  0.052 0.055 
𝜽∗ (°C) -0.71 -0.57 
𝜣𝟎 (°C) 40.9 45 
𝜣 (°C) at z = 750mm 22.65 26.75 
(𝒘𝜽̅̅ ̅̅ )𝟎 (K m s
-1
) 0.056 0.047 
|𝑳| (m) 0.829 0.956 
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Figure 6.10. U/Uref at various x locations Figure 6.11. 𝒖𝟐̅̅̅̅ /Uref
2 
at various x locations 
  
Figure 6.12. 𝒘𝟐̅̅ ̅̅ /Uref
2 
at various x locations Figure 6.13. 𝒖𝒘̅̅̅̅̅/ Uref
2 
at various x locations 
  
Figure 6.14. Temperature Profile at various x 
locations 
Figure 6.15. 𝜽′/𝜽∗ For at various x locations 
(°
C
) 
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Figure 6.16. 𝒘𝜽̅̅ ̅̅ /(𝒘𝜽̅̅ ̅̅ )𝟎 at various x locations Figure 6.17. Legend for preceding plots 
Lateral profiles of various quantities show details that might explain some of the features just seen in 
the vertical profiles. Regarding all of the lateral profiles at hub height presented in Figure 6.10 to 
Figure 6.14, there is clear development with streamwise position, with the variation across the tunnel 
increasing with streamwise location. More recent experiments by in the wind tunnel by Dr Paul 
Hayden have confirmed that it is not a result of non-uniformity laterally across the inlet as was 
originally thought. Rather, it is due to lateral edges of the main flow not being heated and therefore 
being relatively cooler, as can be seen from Figure 6.14, perhaps creating a circulation pattern. This 
draws the faster moving air from higher up in the boundary layer down into the flow at the sides, 
which is portrayed in the normalised streamwise velocity, Figure 6.10. At the 10 m station there is a 
marginally higher velocity on the positive side of the tunnel, but still a maximum variation of around 
±1%. By 16 m however, there is an observable trend where the central region of the flow is slower 
than at the edges, by around 6%. The central region shows a progression in line with the vertical 
profiles seen previously, as would be expected. 
The lateral profiles of Reynolds stresses presented in Figure 6.11, Figure 6.12 and Figure 6.13 
increase in magnitude in the central region, rather than decrease at the edges (the value at the ends of 
the profile remains constant). However, in the region where the turbine will be operating, there is little 
variance in the flow quantities which is important to ensure that the blades are experiencing the same 
conditions on each side of the rotor, which could affect the operation of the turbine and therefore 
torque fluctuations. 
The lateral profiles relating to the fluctuating temperature (Figure 6.15) and heat flux (Figure 6.16) 
show significant changes in trend from the station at 10 m to the stations further downstream, which 
given the trends in the earlier figures are to be expected. Normalising by the respective surface values 
(Table 6.1), shows that the trends of the remaining stations are comparable to one another, but the     
16 m station is different for each of the quantities plotted. The shape of the profiles in Figure 6.10 to 
Figure 6.14 may be due to a secondary flow, as illustrated by Figure 6.18, perhaps caused by 
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temperature variations, with the cooler air sinking at the edges and hotter air rising in the middle. 
However, the lateral variability over 600 mm is small enough to be acceptable as this set of 
experiments only involves turbines operating on the centreline of the wind tunnel. The lack of 
uniformity over a wider distance would need to be addressed if an array, such as that used in the 
previous chapter, was to be investigated.  
 
Figure 6.18. Illustration of induced secondary flow due to temperature variations of the main flow, 
floor and sidewalls 
Two-point measurements, of the type described in Chapter 4, where two probes are moved apart in 
each of the streamwise, lateral and vertical axes, give the spatial velocity-velocity cross-correlation 
coefficient  𝑢1𝑢2̅̅ ̅̅ ̅̅ /𝑢1
′  𝑢2
′  shown in Figure 6.19, Figure 6.21 and Figure 6.22 respectively. The cross-
correlation with a streamwise separation drops off to zero at a separation of about 1.6 m, about 4 
turbine diameters, compared to the 2 m observed in Chapter 4, for the neutral flow. It must be noted 
however that the reference velocity in the unstable case is lower, so a difference may be expected. The 
integral timescale, which is presented following this, will give information to compare the cases.  
Applying a time slip to u1 produces the maximum correlation also shown in Figure 6.19 which drops 
to around 0.4 over a 6 diameter spacing. Akin to the neutral case, the time of maximum correlation is 
nearly equal to the mean convective time, as observed in Figure 6.20.  
The cross-correlation coefficient with a lateral separation, Figure 6.21, drops to zero with a separation 
of around 300 mm and does not change with streamwise position and is of a similar value to that of 
the neutral ABL. This is could be assumed to be from the Irwin-type spires at the inlet dictating the 
lateral scale of the flow. These have a separation of 660 mm which is comparable to the separation at 
the zero crossing point.  The vertical separation, Figure 6.22, gives a cross-correlation coefficient that 
does not reduce to zero and with a separation of 500 mm gives a correlation coefficient of 0.15, which 
compared to the neutral case is three times as large. This is a result of the larger boundary layer that 
the unstable conditions create, with the implication that streamwise velocity fluctuations at the top are 
more likely to be correlated with those at the bottom than the neutral case, which also has lower levels 
of turbulence.  
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Figure 6.19. Two-point velocity correlation 
coefficient with a streamwise separation at hub 
height on the centreline 
Figure 6.20. Time slip for maximum correlation 
with line of unity also shown 
 
 
Figure 6.21. Two-point velocity correlation 
coefficient with a lateral separation at hub 
height 
Figure 6.22. Two-point velocity correlation 
coefficient with a vertical separation 
Table 6.2 compares the integral length scales of the unstable and neutral boundary layers, which have 
been calculated from the spatial correlations plots, integrated to the zero crossing point as in Chapter 
4. The streamwise separation indicates a longer streamwise length scale, Lux, for the unstable case 
which is in line with the larger depth of the flow. The table also gives a mean convective timescale, 𝑡∗, 
defined as  𝑡∗ = 𝐿𝑢𝑥 𝑈⁄  and shows that the timescale of the unstable flow is twice as large as the 
neutral case. The length scales in the lateral sense, Luy, are near identical in magnitude as expected 
from the plots of velocity-velocity correlation with separation (Figure 6.21 and Figure 4.11) are of a 
length of around 0.5R. The vertical length scale has been evaluated from integrating only over the 
measured range, and, because of the non-zero value of the cross-correlation coefficient, also by fitting 
an exponential curve to the data. The latter has been evaluated to a point where the value, to three 
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significant figures, of the integral lengthscale does not change. The table shows an increase in this 
vertical integral length scale of around 25% for the unstable and 15% for the neutral cases compared 
to the value calculated solely from the data fit. The separations at which these values are evaluated to 
are 1.5 m and 1.1 m respectively. This result implies that a turbine operating in an unstable 
atmospheric boundary layer will be subjected to larger vertical eddies, or put another way, the turbine 
will see more correlated flow vertically over the face of the rotor. 
Table 6.2. Integral length scales of unstable and neutral atmospheric boundary layers 
 UABL NABL 
U (ms
-1
) 1.37 2.30 
Lux (m) at z = 300 mm 0.460 0.373 
Mean convective timescale (s) 0.335 0.162 
Luy (m) at z = 300 mm 0.101 0.114 
Luz (m) from data 0.163 0.147 
Luz (m) from exponential fit to ‘zero’ 0.204 0.168 
Based on the measurements given in Figure 6.2 to Figure 6.8, and with space requirements in mind it 
was decided that a single model turbine would be placed at X = 12 m. This is in line with the neutral 
case.  Figure 6.23 shows the normalised spectra against wavenumber for u- and w-fluctuations at this 
position for the unstable conditions and Figure 6.24 repeats the results from the neutral ABL. These 
highlight the fact that, unlike a neutral atmospheric boundary layer, there are about equal amounts of 
turbulent energy in both vertical and streamwise fluctuations at this height.  
 
 
Figure 6.23. Normalised Spectra of U and W 
for the unstable case with a line showing the     
-5/3 slope 
Figure 6.24. Normalised Spectra of U and W 
for the neutral case with a line showing the -5/3 
slope 
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 MEASUREMENTS SURROUNDING A SINGLE WIND TURBINE 6.2. 
In this subsection, results are compared against the neutral atmospheric boundary layer to directly 
observe the effect of the unstable atmosphere on wind turbine characteristics. Measurements were 
made with single point two-component (U and W) LDA, current sensors and cold-wire temperature 
probes with the results split into two sections, discussing the upstream and downstream 
measurements. 
6.2.1.  Upstream measurements  
Comparing, in Figure 6.26, the streamwise mean velocity upstream of the turbines in the two different 
cases shows that there is a greater velocity reduction upstream of the turbine operating in unstable 
conditions, the velocity reduces by around 6.5% (unstable) and 5.4% (neutral). The slight difference 
in velocity reduction could be attributed to the fact that there is a larger velocity gradient, 𝜕𝑈 𝜕𝑧⁄ , 
over the rotor disc for the neutral conditions, Figure 4.1, than for the unstable, Figure 6.2. This would 
result in faster moving air being forced down causing the velocity increase. 
 
 
Figure 6.25. Legends for the following plots of flow velocity and Reynolds stresses unstable (left) and 
neutral (right) 
  
 
Figure 6.26. U/Uref  upstream of a turbine in an undisturbed unstable (left) and neutral (right) 
atmospheric boundary layers 
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The Reynolds stresses, Figure 6.27 to Figure 6.29, show a comparable picture between the two cases, 
with no clearly observed effect of the turbine. However it does show a weak but opposite trend in both 
cases; in the unstable case there is a trend of  u2̅̅ ̅̅ ,  w2̅̅ ̅̅  and uw̅̅ ̅̅  increasing as the turbine is approached, 
while the opposite occurs for the neutral case. As discussed in Chapter 4, the behaviour of  u2̅̅ ̅ and w2̅̅ ̅̅  
in overall terms could be due to the combined effect of the impedance of the turbine and rapid 
distortion of the flow. Regarding the operating conditions that each turbine must operate in, the 
overall levels are higher in the unstable atmospheric boundary layer. There is roughly a twofold 
increase in the streamwise fluctuating velocity, threefold in the vertical fluctuating velocity and a 
threefold increase in the Reynolds shear stress when compared back to the neutral case. The present 
data suggests there could be some subtle differences between the neutral and unstable fields of 
turbulence, in particular the length scales present in the flow. 
  
Figure 6.27. 𝒖𝟐̅̅̅̅ /Uref
2
 upstream of a turbine in an undisturbed unstable (left) and neutral (right) 
atmospheric boundary layers 
  
Figure 6.28. 𝒘𝟐̅̅ ̅̅ /Uref
2 
upstream of a turbine in an undisturbed unstable (left) and neutral (right) 
atmospheric boundary layers 
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Figure 6.29. 𝒖𝒘̅̅̅̅̅/ Uref
2
 upstream of a turbine in an undisturbed unstable (left) and neutral (right) 
atmospheric boundary layers 
Averaging across the profiles of the Reynolds stresses at each streamwise location upstream of the 
turbine, the plots shown in Figure 6.31 to Figure 6.33 are produced and give a clearer picture of the 
development of the flow as it approaches the turbine. As can be seen, the presence of the turbine does 
not change the general behaviour of the boundary layer development. The turbine appears to have an 
effect of reducing the magnitude of Reynolds shear stress Figure 6.33, the reason for which is the 
reduced velocity as the flow approaches the turbine (Figure 6.26) that causes more heat to be input 
into the flow. This, in turn causes more fluctuations away from the surface reducing the magnitude of 
the negative Reynolds shear stress.  
 
 
Figure 6.30. Legend for the following plots Figure 6.31. 𝒖𝟐̅̅̅̅ /Uref
2
 averaged across Y/R for 
each streamwise location with and without a 
turbine in both neutral and unstable cases 
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Figure 6.32. 𝒘𝟐̅̅ ̅̅ /Uref
2
 averaged across Y/R for 
each streamwise location with and without a 
turbine in both neutral and unstable cases 
Figure 6.33. 𝒖𝒘̅̅̅̅̅/ Uref
2
 averaged across Y/R for 
each streamwise location with and without a 
turbine in both neutral and unstable cases 
Regarding the thermal quantities observed in Figure 6.35 to Figure 6.37, the flow appears to be 
generally unaffected by the presence of the turbine and the development is as observed in the 
undisturbed flow. However, the absolute temperature at X/D = -4.8 in Figure 6.35, is lower than is 
observed in the perturbed flow. It was suggested the reason for this could be due to the flow not 
reaching thermal equilibrium in the undisturbed ABL. With this argument, however, the fact that there 
remains a difference between the profiles at X/D = -4.8 and -6 implies that there is an effect of the 
turbine slowing the flow at these distances upstream, as per Figure 6.26 and as such more heat is 
imparted into the flow. 
  
Figure 6.34. Legend for the following plots Figure 6.35. Temperature (°C) upstream of a 
turbine in an undisturbed unstable atmospheric 
boundary layer 
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Figure 6.36. 𝜽′/𝜽∗  upstream of a turbine in an 
undisturbed unstable atmospheric boundary 
layer 
Figure 6.37. 𝒘𝜽̅̅ ̅̅ /(𝒘𝜽̅̅ ̅̅ )𝟎 upstream of a turbine in 
an undisturbed unstable atmospheric boundary 
layer 
 
Velocity-current correlations have been calculated, shown in Figure 6.38, for the flow upstream of the 
first turbine and as previously observed the relationship behaves as if the upstream turbulence is 
frozen, with a slight change in the cross-correlation profile. Here both flows show a linear relationship 
between the time-lag for maximum correlation and the convective time lag (Figure 6.40). This 
convection time can be attributed to the mean wind speed transporting the turbulence to the wind 
turbine with no development along its path. The reason for the change in levels in Figure 6.38 is 
assumed to be because of the continual development of the boundary layer in this region. Compared 
to the neutral case, the correlations are smaller in magnitude, but considering the larger length scales 
of the turbulence this is unexpected. On the other hand the higher levels of turbulence in the unstable 
boundary layer would produce a greater variance of angle of attack of the blade, α, putting the blade 
instantaneously further from design conditions (Figure 6.39). 
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Figure 6.38. Maximum correlation 𝒖(𝒕 + ∆𝒕)𝒊(𝒕)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 𝒖′𝒊′⁄  for a turbine in an unstable (left) and neutral 
(right) ABL 
  
Figure 6.39. Velocity triangle for flow approaching a blade, including the fluctuating velocity. Where Ω 
is the rotational speed, a the axial induction factor and U∞ the far field velocity 
Ωr (1+a) w 
(U∞+u) (1+a) α 
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Figure 6.40. Time for maximum correlation coefficient along centre line for a turbine in an unstable 
(left) and neutral (right) ABL. Profiles were taken at X/D = -6, -4, -3, -2, -1, -0.5 for both cases with an 
additional point at -0.2 for the neutral conditions 
Regarding the change in the magnitude of velocity-torque correlations observed in Figure 6.38, it was 
shown in Chapter 3 that the wake profiles were deemed to be insensitive to Reynolds number. 
However, the current was not subjected to any Reynolds number independency checks, which may 
shed light on such differences between correlation coefficient magnitudes. Further analysis of the 
motor-generator system is required to assess the performance of the system in these varying 
conditions.  
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6.2.2.  Wake measurements  
Regarding the effect of an unstable atmosphere on the wake of a wind turbine, Figure 6.42 compares 
the effect that the higher intensity inflow conditions have on the mean velocity reduction and the 
recovery of the wake. In the near wake, the deficit is roughly equal but recovers much more rapidly as 
expected due to the higher levels of turbulence in the unstable ABL. The production of turbulence and 
convection from the surface also promotes greater mixing in the wake and also causes the ‘central 
core’ of the flow to be dispersed much more quickly than in neutral conditions. Regarding the width 
of the wake, initially they are roughly the equal which is expected due to the physical presence of the 
turbine and the aerodynamic structures it creates. However, further downstream there only appears a 
slight spreading of the wake which implies that recovery of the deficit is a result of the higher, faster 
moving air coming from above rather than from the sides. This effect of wake spreading with the 
ABL conditions has not been presented before, so a comparison cannot be made. 
 
 
Figure 6.41. Legends for the following plots of flow velocity and Reynolds stresses for unstable (left) and 
neutral (right) atmospheric boundary layers 
  
Figure 6.42. U/Uref for unstable (left) and neutral (right) atmospheric boundary layers 
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Figure 6.43. 𝒖𝟐̅̅̅̅ /Uref
2
 for unstable (left) and neutral (right) atmospheric boundary layers 
The increase in streamwise turbulence in the wake of the turbine operating in the unstable conditions 
(Figure 6.43) is due to the turbine ‘adding’ to the already raised levels of turbulence in the inflow 
conditions. In the unstable conditions, the magnitude of these fluctuations return much more readily to 
the background levels than for the neutral case owing to the production of turbulence from the surface 
layer dictating the flow features. Again, the higher turbulent kinetic energy in the unstable ABL 
would also induce a greater amount of mixing thus smoothing features as distance downstream of the 
turbine increases. 
  
Figure 6.44. 𝒘𝟐̅̅ ̅̅ /Uref
2 
for unstable (left) and neutral (right) atmospheric boundary layers 
Now, considering the vertical velocity fluctuations, Figure 6.44 shows that there exist very different 
traits between the two cases. Evidently there is the higher turbulence level which is a feature of the 
unstable ABL, which as a background level is around 0.0075 compared to around 0.0018 for the 
unstable and neutral cases respectively owing to the production from the heated surface layer. The 
turbine then introduces an extra amount ‘in addition’ to what is already present. Surprisingly so, this 
is similar in both cases, with a value of 0.006 for the unstable and 0.004 for the neutral conditions. 
This is observed as a higher gradient, 𝜕𝑤 𝜕𝑌⁄ , in the neutral boundary layer owing to the larger 
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percentage increase in turbulence levels relative to the background. This is assumed to be from the 
creation of turbulent structures from the turbine being independent of inflow conditions. Regarding 
the shape of the profiles, in the near wake there is similar patterns due to the dominance of production 
from the turbine, then after an initial drop, overall levels rise with increasing downstream distance. 
Further downstream, there is a divergence of the profiles, with the wake of the turbine operating in the 
unstable conditions showing a greater amount of vertical fluctuations in the central region, with the 
neutral conditions showing the opposite. It is unknown whether the flow, further downstream of the 
turbine operating in the neutral conditions, would exhibit a similar development, but the accelerated 
evolution of the wake is certainly a product of the unstable ABL. 
The plots of Reynolds shear stress, Figure 6.45, show a similar picture as that already witnessed in the 
other Reynolds stresses. The overall values are higher and the features disappear more readily 
presumed to be caused by a higher level of mixing. 
  
Figure 6.45. 𝒖𝒘̅̅̅̅̅/Uref
2 
for unstable (left) and neutral (right) atmospheric boundary layers 
In the wake of a single turbine, the behaviour of the absolute temperature, Figure 6.46, is generally in 
line with the non-uniformity of the undisturbed boundary layer. This result is surprising as the 
turbulence and swirl induced by the turbine wake might be expected to change the profile, although 
the relatively small temperature difference in the lower boundary layer might not be strong enough to 
alter the absolute temperature significantly.  
The fluctuating temperatures, seen in Figure 6.47, exhibit some interesting features. For example, 
there is no change in the levels at 0.5D from the turbine compared to the background levels where it 
may have predicted that due to the higher turbulence levels a change in fluctuations would have been 
seen. Further downstream at X/D = 2 and 3, the levels of fluctuations are greatly reduced in 
comparison of the boundary layer which could be due to the homogenisation of the flow structures 
and their properties. In the far wake at X/D = 6, the temperature fluctuations have returned to values 
observed in the background flow which would indicate the forcing effect of the convective boundary 
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layer is strong enough to overcome any temperature indifferences caused by the turbine (Hancock & 
Farr, 2014). 
This effect of return to the undisturbed values is also seen in Figure 6.48, but the remainder of the 
stations display a large alteration to the background levels. In the near wake, there is a strong feature 
around Y/R = ± 0.5 which is assumed to be from one side of the turbine travelling up and one 
travelling down which causes a positive and negative change from the mean value. Further 
downstream the profile forms a shape which has reduced a more uniform variation due to the 
turbulent mixing eradicating the features observed previously.  
  
Figure 6.46. Temperature (°C) downstream of a 
turbine in an undisturbed unstable atmospheric 
boundary layer  
Figure 6.47. 𝜽′/𝜽∗  downstream of a turbine in 
an undisturbed unstable atmospheric boundary 
layer  
  
Figure 6.48. 𝒘𝜽̅̅ ̅̅ /(𝒘𝜽̅̅ ̅̅ )𝟎 downstream of a 
turbine in an undisturbed unstable atmospheric 
boundary layer 
Figure 6.49. Legend for the preceding plots 
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 THREE TURBINES IN A LINE 6.3. 
Three turbines were arranged in the wind tunnel, with 6D spacing in the streamwise direction 
commencing at 12 m to observe the effect of unstable atmospheric boundary layer on interactions 
between turbines. Unfortunately, due to an increased development length for the unstable ABL, it was 
only possible to arrange three turbines (rather than four) with a streamwise spacing of 6D and the 
furthest downstream measurement location was 3D beyond the final turbine. 
Owing to the different flow conditions, new operating speeds for the turbines had to be calculated, the 
method of which is described in Chapter 4.3. The results of these calculations are the operating speeds 
of the turbines which are shown in Figure 6.50. Also included are the turbine speeds from the neutral 
conditions, which have been scaled by a ratio between the two respective hub velocities, for the 
unstable (1.41 ms
-1
) and neutral (2.3 ms
-1
). It is important to note that the neutral conditions were run 
with 4 turbines in line whereas the unstable case was carried out with only 3.  
 
Figure 6.50. Turbine row number and operating RPM for the unstable (■) and neutral (□) cases (the 
neutral case has been scaled by the hub height velocity ratio to compare against the unstable set-up) 
The results in this sub chapter are compared to the data from the four-turbine array that was presented 
previously in Chapter 5. The data from the measurements surrounding only the first three turbines in 
the array are displayed. 
Considering the mean velocity profiles in the line-of-three turbines, Figure 6.51 shows that after each 
turbine there are similarities and disparities between the two different atmospheric conditions. On a 
general note, as seen earlier, the rate at which the velocity deficit recovers is much greater than that 
observed in the neutral atmospheric boundary layer owing to the more turbulent nature of the unstable 
atmospheric boundary layer. As a result of these faster inflow conditions, the velocity deficits of the 
subsequent turbines are not as large. Unfortunately, the profiles in the unstable case do not cover the 
same extent as for the neutral case, and so it is not clear where the edge of the wake is for the second 
and third turbines. Despite this, there is a distinct feature of an approximately constant 
gradient, 𝜕𝑈 𝜕𝑦⁄ , near the wake edge that is not seen in the neutral case. It is not clear why this is. 
Another unexplained feature is the increased velocity outside of the wake after the third turbine. It 
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was not noted at the time of performing the experiments so further measurements were not taken that 
may help to explain these results. 
 Wake  
WT1 
 
Wake  
WT2 
 
Wake 
WT3  
 
 
Figure 6.51. U/Uref against Y/R downstream of each turbine for unstable (left) and neutral (right) 
atmospheric boundary layers X is measured from the first turbine 
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As noted earlier for a single turbine, immediately after the first turbine at X/D = 1 the shape and 
magnitude of the wake profile is nearly identical between the two cases. After the first turbine 
however, the change of scale of the flow and the different inflow velocity is likely to be the reason 
that this effect is not propagated further downstream. Progressing through the line of turbines, the rate 
at which the velocity recovers in the unstable atmospheric boundary layer appears to improve, with 
the difference between the deficit at 1D and at 3D downstream of each turbine increasing with 
streamwise position.  
Now, considering the fluctuating streamwise velocity, Figure 6.52 shows the higher levels of 
turbulence that are expected due to the unstable atmospheric boundary layer. In the unstable case the 
overall magnitude is larger and is assumed to be from the turbine producing a fixed amount of 
turbulence on top of that which is already present. This is observed as an approximately constant 
difference between the peak and background levels. The region behind and immediately to either side 
of the hub show similar effects between the two cases with the turbulence levels at roughly the same 
magnitude as the background levels, due to the “free passage” of flow through this central region. As 
seen in the previous profiles, there is a strong gradient in at the edge of the profiles that varies with 
lateral position. However in the vertical fluctuating velocity, Figure 6.53, the gradient is much more 
linear from edge to centre, as a result of the wake diffusion. 
Regarding the vertical velocity fluctuations (Figure 6.53) there is a significant change in the behaviour 
of the flow. Most apparently, the development from a local minimum to a maximum in the centre is a 
noticeable effect that could be due to either the production of  𝑤2̅̅ ̅̅  from the convective boundary layer 
or the increased Reynolds shear stress in the boundary layer which would induce more vertical 
mixing. There is a development of this kind in the neutral case, although not as rapid, and 
measurements would need to be made further downstream to quantify the development of this kind in 
the neutral conditions. The individual features of the wake disappear much more quickly than for the 
neutral case, presumably for the reason of the higher turbulent kinetic energy in the unstable 
conditions. However, measurements in wakes of asymmetric bodies show self-preserving behaviour 
in which the maximum in 𝑢2̅̅ ̅ is not on the centre-line, while that for 𝑤2̅̅ ̅̅  is on the centre-line. (See for 
example Townsend (1976) and Pope (2000)). This type of profile appears more rapidly in the unstable 
case. Another point to note is that like the mean velocity, the wake spreading from the upstream 
machine is much more apparent and has a wider influence than is previously seen for the neutral case. 
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Wake  
WT1 
 
Wake  
WT2 
 
Wake  
WT3  
 
Figure 6.52. 𝒖𝟐̅̅̅̅ /Uref
2
 against Y/R downstream of each turbine for unstable (left) and neutral (right) 
atmospheric boundary layers 
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 Wake  
WT1 
 
Wake  
WT2 
 
Wake  
WT3  
 
 
Figure 6.53. 𝒘𝟐̅̅ ̅̅ /Uref
2
 against Y/R downstream of each turbine for unstable (left) and neutral (right) 
atmospheric boundary layers 
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Wake  
WT1 
 
Wake  
WT2  
 
Wake  
WT3  
 
Figure 6.54. 𝒖𝒘̅̅̅̅̅/Uref 
2
 against Y/R downstream of each turbine for unstable (left) and neutral (right) 
atmospheric boundary layers 
The Reynolds shear stress profiles, given in Figure 6.54, clearly show larger magnitudes in the 
unstable conditions, with the turbine driving the profile towards the positive region. However this was 
127 
 
 
not the case for the neutral conditions, which becomes less positive through the line for reasons yet 
unexplained. The reason for the drive towards a more positive Reynolds shear stress in the unstable 
conditions could be due to the buoyancy effects of the convective boundary layer. Also shown is a 
change in profile from the first to second turbine, but not from second to third which is not 
unsurprising because the second turbine experiences different inflow conditions to that of the first 
turbine so a different profile would be expected. But again, this is not the case for the neutral ABL 
which shows changes between all stations presented here; however it must be noted that the neutral 
case had four turbines in-line and considering Figure 5.7, between the last and penultimate turbine 
there was no significant change between the profiles.  
The reason for no observed change between the wakes of the second and third turbine in the unstable 
conditions could be due to the fact that they are last and penultimate turbines in the line. Another 
possible explanation is that the development of the flow is that much faster in the unstable conditions 
that the wakes become similar more rapidly. Outside of the wake the background levels are 
maintained showing no influence of the turbine as is observed in the neutral conditions. These points 
are highlighted by Figure 6.56 to Figure 6.58 where the profiles at 1D and 3D from the last and 
penultimate have been plotted for the unstable and neutral cases, showing the resemblance between 
the flow conditions for these turbines. 
  
Figure 6.55. Legend for the following plots 
  
Figure 6.56. 𝒖𝟐̅̅̅̅ /Uref
2
 against Y/R for the penultimate and last turbine in the line for unstable (left) and 
neutral (right) atmospheric boundary layers 
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Figure 6.57. 𝒘𝟐̅̅ ̅̅ /Uref
2
 against Y/R for the penultimate and last turbine in the line for unstable (left) and 
neutral (right) atmospheric boundary layers 
  
Figure 6.58. 𝒖𝒘̅̅̅̅̅/Uref 
2
 against Y/R for the penultimate and last turbine in the line for unstable (left) and 
neutral (right) atmospheric boundary layers 
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The absolute temperature in Figure 6.59 appears to be positively offset with respect to the background 
conditions by a non-constant value across the profile, the magnitude of which increases after each 
turbine. There is higher disparity in the central region which may be due to less influence from the 
surrounding ABL. Although data was not taken in the undisturbed boundary layer after the last station 
presented, the flow had reached longitudinal homogeneity (Figure 6.14) so the fact that the 
temperature is increasing could be due to constant heat input from the surface, Figure 6.61, and 
reduced velocity. 
a)  b)  
c)   
Figure 6.59. Temperature (°C) against Y/R downstream of the respective wind turbine a) WT1 wake, b) 
WT2 wake, c) WT3 wake  
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Wake  
WT1  
 
Wake  
WT2  
 
Wake  
WT3   
 
Figure 6.60. 𝜽′/𝜽∗  against Y/R downstream of 
the respective wind turbine a) WT1 wake, b) 
WT2 wake, c) WT3 wake 
Figure 6.61. 𝒘𝜽̅̅ ̅̅ /(𝒘𝜽̅̅ ̅̅ )𝟎 against Y/R downstream 
of the respective wind turbine a) WT1 wake, b) 
WT2 wake, c) WT3 wake 
131 
 
 
The fluctuating temperature after each successive turbine, shown in Figure 6.60, is greatly affected by 
the presence of the turbine, especially at 1D from each turbine where the levels and trends are similar 
for each of the three turbines. After this, the levels do not recover to that of the background flow until 
after the third turbine, where at 3D downstream it has reached these levels.  
Similar to the temperature fluctuations, the plots of the heat flux, Figure 6.61, again exhibit features 
which are largely controlled by the turbine; the profiles at 1D are very comparable after each turbine. 
After this first station, the rate at which the heat flux returns to the background values increases after 
each successive turbine, an effect which can be assumed from the increased turbulence after each 
turbine. This means that in this near wake region the turbine, rather the ABL, is controlling how the 
heat is distributed. After this initial region, at 3D from each turbine the level of the heat flux is still 
changing owing to the interaction with the boundary layer. It would be interesting to observe this 
effect in a longer array of turbines and as suggested by Calaf et al (2010) a certain number of turbines 
are required before the interaction between the ABL and turbine achieves a steady state. 
  
Figure 6.62. Legend for following plot for the unstable (left) and neutral (right) atmospheric boundary 
layers 
  
Figure 6.63. U/Uref against Z/R at various x locations for unstable (left) and neutral (right) atmospheric 
boundary layers 
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Figure 6.64. 𝒖𝟐̅̅̅̅ /Uref2 against Z/R at various x locations for unstable (left) and neutral (right) 
atmospheric boundary layers 
  
Figure 6.65. 𝒘𝟐̅̅ ̅̅ /Uref
2 
against Z/R at various x locations for unstable (left) and neutral (right) 
atmospheric boundary layers 
  
Figure 6.66. 𝒖𝒘̅̅̅̅̅/ Uref
2
 against Z/R at various x locations for unstable (left) and neutral (right) 
atmospheric boundary layers 
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In the plots shown in Figure 6.63 to Figure 6.67 the vertical profiles of flow quantities 3D 
downstream from each turbine, together with the undisturbed boundary layer profiles, have been 
plotted against a non-dimensional height Z/R, where Z is measured from the hub height. The plots 
from the work carried out in the neutral boundary layer are also included. Concerning the mean 
velocity of the flow, Figure 6.63 exhibits the trend seen earlier whereby the rate of recovery increases 
with each successive turbine. However, the velocity deficit 3D downstream of each turbine is lower in 
the unstable case owing to the faster recovery as a result of the higher turbulence levels that also 
causes the disappearance of a faster-moving central wake region. Another difference between the two 
cases is that the position of the minimum velocity is higher in the unstable conditions, perhaps caused 
by the convection driven by the heated surface.  
The profiles of streamwise velocity fluctuations shown in Figure 6.64 behave similarly for the two 
conditions where at the X/D = 3 station the values are near to that of the background ABL and there is 
a greater increase in the levels with downstream position. However, the amount that the levels 
increase between stations is of greater magnitude in the unstable conditions which could be due to the 
overall higher levels of turbulent kinetic energy in these conditions. Above the tip-top, the change in 
value with vertical position appears to be reducing, faster than that of the neutral conditions, after 
each successive turbine. This could be an indication that the higher turbulence from upstream machine 
and convection from the surface causes the turbulence to be projected upwards. 
With regard to Figure 6.65, the profiles of vertical velocity fluctuations exhibit features which 
indicate a large influence of the turbine on the flow, or perhaps an amplification of effects already 
present. After the first turbine, there is a slight difference in values at the top and bottom of the 
profile, but the only similarity after this is at the bottom of the profile which remains constant from 
station to station. After the wake of the first turbine there is a large increase in fluctuations observed 
after the second turbine, but a reduced increase after the third. This is assumed to be from the first 
turbine initiating higher mixing from the lower levels which then progress upwards to hub height. At 
this height there is a reduced change in the wake of the second to the third turbine, akin to that seen in 
the neutral case. 
Figure 6.66 shows the Reynolds shear stress which is of greater value in the unstable case, although 
the change between stations is relatively small as is seen in the neutral conditions. The background 
levels are twice as large in these thermally unstable conditions and the point at which the wake 
profiles cross the undisturbed profile is slightly higher than in the neutral case, roughly at Z/R = 0.25 
compared to Z/R = 0. This is might be expected with increased vertical fluctuations and convection 
which was not present previously. 
The variation of absolute temperature with vertical position, Figure 6.67 shows a similar trend to that 
observed in the lateral profiles whereby the overall temperature has increased with the presence of the 
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turbines. A result of this is the higher temperature increase far away from the surface and could be 
attributed to the reduced velocity and maintained heat flux (Figure 6.69) near the surface resulting in a 
lower heat transfer away out of the wake.  
The temperature fluctuations in Figure 6.68 are reduced with the turbines in position which may be 
due to the fact that the wake is creating a more homogenous flow with smaller scale turbulence. 
Furthermore the region below hub height appears to be more affected which could also be an effect of 
the tower shadow smoothing any incoming large scale turbulence.  
  
Figure 6.67. Temperature Profile (°C) against 
Z/R at various x locations 
Figure 6.68. 𝜽′/𝜽∗ against Z/R at various x 
locations 
  
Figure 6.69. 𝒘𝜽̅̅ ̅̅ /(𝒘𝜽̅̅ ̅̅ )𝟎 against Z/R at various 
x locations 
Figure 6.70. Legend for preceding plots 
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Akin to the results in Chapter 5, cross-correlations were made between the torque fluctuations (see 
Chapter 3) and the velocity fluctuations upstream of that turbine for each of the three turbines. Figure 
6.71 shows the maximum in the correlation coefficient between the velocity 3D upstream of each 
turbine and the torque fluctuations of said turbine. For instance, (𝑢?̅? 𝑢′𝑖′⁄ )3 denotes the correlation 
between the velocity fluctuations 3D upstream of the third turbine and the torque fluctuations of the 
third turbine (denoted by the suffix). 
  
Figure 6.71. Maximum correlation coefficient 𝒖𝒊̅̅ ̅/u’i’ 3D upstream of each turbine for the unstable 
(left) and neutral (right) cases 
Upon initial inspection there appears to be a reduced correlation between the flow and the torque 
fluctuations for the turbine in the unstable boundary layer, but as mentioned previously in Section 
6.2.2, there was a difference in the reference velocity and the operating speeds of the wind turbine for 
the unstable and neutral cases, and a difference in the cross-correlation magnitudes. The reason for 
this needs further investigation. Regarding the overall trend in the results, similar patterns appear 
between the two conditions, whereby there is a significant correlation between the undisturbed flow 
and that of the first machine, a reduced correlation coefficient for the second turbine, followed by an 
increase for the third. Interestingly in the unstable case, the profile relating to the third turbine in the 
line is of a much flatter shape which could be assumed to be due to the greater lateral spreading of the 
turbine wake, shown in Figure 6.51. 
Now, considering the relationship between the time delay for maximum correlation and the mean 
convective time (calculation as in Chapter 4), Figure 6.72 shows that compared to the neutral 
conditions there remains a deviation from the line of unity with increasing upstream distance. This 
again is assumed to be due to the rapid development of turbulence in the near wake, which loses 
signature further downstream without any dominant frequencies. However in the unstable conditions, 
unexplainably, the deviation is greatly reduced. 
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Figure 6.72. Time lag for maximum correlation coefficient ui/u’i’ upstream of the second (top) and 
third (bottom) turbines for the unstable (left) and neutral (right) cases. Profiles have been analysed for 
X/D = -5, -3, -2, -1, -0.5 for the unstable case and X/D = -5, -3, -2 for the neutral conditions 
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Figure 6.73. 𝒖𝟏𝒖𝟐̅̅ ̅̅ ̅̅ ̅ 𝒖𝟏
′ 𝒖𝟐
′⁄  against ΔY/R for the unstable and neutral (inset) cases. The axes and key for 
both graphs are identical. 
Figure 6.73 shows the lateral two-point spatial velocity correlations 3D downstream of each turbine 
for both the unstable and the neutral atmospheric boundary layers. Like the profiles in the neutral 
case, the unstable conditions show that there is a significant difference between the flow after the first 
turbine and that after the latter ones. This again aids in the explanation of the data in Figure 6.71, the 
velocity-velocity correlation coefficient after the first turbine drops off more rapidly than it does for 
the undisturbed flow, and settles at a smaller negative correlation than at the later stations. This more 
rapid drop off exposes the second turbine to a smaller-scale flow, resulting in a lower velocity-torque 
correlation. However, unlike the neutral case, the profile at X/D = 3 exhibits different features, most 
notably the lack of the double minimum and a slight increase in the magnitude of the correlation at the 
minimum point. At a ΔY/R > 2.5 the points of measurement are outside of the wake structure, and thus 
exhibit a comparable correlation profile to that of the undisturbed boundary layer. 
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7.  FINAL COMMENTS AND CONCLUSIONS 
 Concluding remarks 7.1. 
In Chapter 4, the characteristics of the neutrally stable sea-surface atmospheric boundary layer were 
presented, with one and then a second turbine installed to observe the effect of the changing turbulent 
inflow conditions. It was shown that length scale ratios of the neutral ABL were in line with the 
review of field data performed by Counihan (1975). Measurements of mean velocity and Reynolds 
stresses were consistent with previous work in the wind tunnel. Two-point velocity measurements, 
with streamwise separation, highlighted the slight evolution of the boundary layer. This effect was 
also reflected with a turbine present; the maximum cross-correlation between wind turbine torque and 
upstream flow velocity increasing slightly as the distance to the first (or single) turbine reduced. The 
time lag for the maximum in the torque-velocity correlations followed the natural convection time 
produced by the local mean velocity propagating the turbulent structures. The flow therefore behaved 
closely as a frozen flow. 
The presence of the turbine had little effect on the Reynolds stresses as the flow approached the 
turbine, although the flow velocity was reduced within 1D upstream of the turbine. Lateral profiles of 
flow velocity measurements in the wake showed the wake spreading and recovering with increasing 
downstream distance, in line with expectations. The blade wake and blade root and tip vortices added 
a certain amount of ‘turbulence’ to the flow and this contributed to wake recovery. Flow structures 
from individual blades were present until around 1D downstream of the turbine where the turbulent 
flow destroyed any previously seen effects. Two-point velocity measurements in the wake also 
elucidated the rapid development of the flow in this region. 
For a second turbine, placed here at 6D from the first, the wake mean velocity profile of the first 
turbine (in the absence of the second) was used to define an average hub velocity and turbine 
rotational velocity, based on the design tip-speed ratio of 6. As noted above there is a large evolution 
of the wake flow as it approached the second turbine, and this is shown as a large variation in 
velocity-torque fluctuations with the time lag for maximum correlation following a slightly different 
trend to that observed upstream of the first turbine. The two-point velocity measurements also 
highlighted the fact that the flow was less correlated over the rotor disc compared to the first turbine.  
The presence of the second turbine inhibited the wake recovery of the first, and also slowed the 
development of the Reynolds stresses, with the effect observable at a greater distance upstream than 
for the first turbine. In the wake of the second turbine, a larger velocity deficit was observed owing to 
the reduced velocity and uniformity. Additionally, the Reynolds stresses in the wake of the first 
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turbine were higher than in the wake of the second turbine as the downstream machine is adding to 
the already raised levels. 
Two arrays with differing number of turbines were installed in the wind tunnel and subjected to a 
neutral ABL, as described in Chapter 5. Initially a line of four turbines were installed with the 
operating speed reduced from the first to second to third turbines, but not to the fourth machine where 
the speed was roughly the same as the third machine. This pattern of rotational speed reduction arose 
from applying the same method as outlined above for the second turbine in the wake of the first. Also, 
this pattern of speed reduction (itself a measure of power) is a reflection of the power drop observed 
in the field that exhibits similar pattern as the distance through a turbine array increases. Mean 
velocity measurements in the successive wakes revealed wake spreading with increasing distance 
along the array, which was shown as a reduced gradient at the edge of the profiles. The turbine in 
essence acted like a bluff body with increases and decreases of Reynolds shear stress around the 
bottom and top of the turbine rotor disc. Furthermore, there was a consecutive increase of turbulence, 
on top of each the respective inflows, after each turbine, in line with other studies (Chamorro & Porté-
Agel, 2011).   
The two-point velocity measurements produced an unexpected result regarding the lateral structure. 
Here, the wake of the first turbine, which is the inflow to the second machine, was characterised by a 
double minimum, whereas the wake of the other machines only had a single minimum. The variance 
of inflow conditions is reiterated by the velocity-torque fluctuations that vary significantly for each 
machine with the third and fourth machines experiencing correlation coefficients nearer to that of the 
first turbine, rather than that of the second for which the correlation magnitude was substantially less. 
The torque response of the second turbine is attributed to the different flow structure, shown by the 
reduced lateral length scale in the wake of the first turbine. The time lag for the maximum correlation 
coefficient also showed a lot of variation owing to the rapidly evolving wakes of the machines in the 
array. For the flow approaching the third and fourth turbines, the time lag was less than the mean 
convective time. The reason for this may be attributed to the rapid evolution of the turbine wake and 
also the fact that quite a coarse measurement routine was undertaken and as such sufficient 
information was not obtained. Further measurements are required in this area. 
With twelve turbines installed, a line introduced either side of the previous array, results showed a 
small observable effect of the side turbines on the behaviour of the central ones. The effect of 
blockage could be seen, as could a narrowing of the wakes. There was a slight adjustment of 
turbulence levels near the mid-point of turbine separation, but not to the extent of superposition that 
was expected. 
The measurements in an unstable ABL, detailed in Chapter 6, showed some remaining development 
of the boundary layer with streamwise position; unlike the neutral flow it was not as closely 
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horizontally homogenous. However, the imposed conditions of the surface heating and roughness 
meant that there was reduced streamwise variation in the vertical profiles near to the surface. Two-
point velocity measurements in the convective boundary layer indicated that lateral integral length 
scales were narrower than for the neutrally stratified boundary layer, whilst the vertical length scale 
was larger. Length scales in the streamwise direction were of comparable size for the two atmospheric 
conditions, although the timescales for the lower reference wind speed of the unstable boundary layer 
were longer compared with that of the neutral case, by a factor roughly equal to the ratio of mean 
reference velocities. Spectral analysis of single-point measurements displayed a similar distribution of 
turbulent kinetic energy for the vertical and streamwise directions, with slightly lower amounts and a 
slightly quicker drop off in the spectra for the streamwise fluctuations, compared to the vertical 
perturbations. In comparison, the neutral conditions displayed lower energy at low frequencies for the 
vertical fluctuations. The increase in vertical fluctuations was due to the thermal instabilities that 
characterise the convective boundary layer and the overall higher turbulence levels are expected to 
have an effect on a wind turbine and its wake behaviour. 
Measurements upstream and downstream of a single turbine demonstrated that the increased 
turbulence intensity puts the blade further away from design conditions. Furthermore, the 
development of the flow as it approached the turbine was unaffected by the presence of the wind 
turbine. The initial velocity deficit in the wake of a single wind turbine in the convective boundary 
layer was shown to be close to that for the wake in the neutral stratification. However the more 
turbulent conditions produced in the unstable ABL meant that wake recovery was faster. A slight 
increase in lateral wake spreading was observed in the unstable conditions and it is assumed that the 
majority of the wake recovery was from the faster moving air from above the turbine tip-top. 
Measurements surrounding three turbines in a line indicated that the initial wake velocity deficit was 
similar for each of the three turbines, and attributed to the faster inflow conditions as a result of the 
more rapid wake recovery. The rate of wake recovery also increased with distance along the array, 
with the “added turbulence” from each machine playing a forcing role, a process observed in both 
atmospheric conditions. There was an increase in the levels of vertical fluctuations in the wake of 
each turbine and this is attributed to the production from the surface adding to the mixing caused by 
the wind turbine wake. There was also a temperature increase at progressively further downstream 
stations, with the reduced velocity from the turbines and constant heat flux from the surface producing 
these effects. To fully study the effect of wake spreading wider lateral wake traverses are required. 
Velocity-torque cross-correlations exhibited similar patterns between the two ABL conditions with 
two-point velocity measurements also showing very similar profiles for the two conditions. 
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 Future work 7.2. 
Throughout the practical tasks for the thesis, many areas for future work came to light and are 
reported here. 
Without any experimental setup change, additional measurements would further the understanding of 
wind turbine flows. Firstly, the region upstream of a second turbine in a line requires further 
investigation with a more refined measurement grid and also measurements made at the same points 
for setups with and without the second turbine such that the results can be directly compared. This 
would provide more information on the development of the wake of first turbine and the interaction 
with the downstream machine. Two-point velocity measurements and subsequent analysis have 
proved to be extremely enlightening in terms of scale and flow structure. This could be added to with 
vertical and longitudinal separation and also measuring the other components of velocity not solely in 
the streamwise direction. Planar measurements, either with LDA or particle image velocimetry, in 
particular in the plane parallel to the rotor plane, would give a broader picture of the wake structure 
and interaction with the surrounding boundary layer. With this extra data, the velocity and turbulent 
kinetic energy distribution over the whole of the wake would be displayed. This would information 
regarding the dissipation of energy through the wake, elucidating the mechanism and structures which 
are present in this process. This could in turn be used to optimise the blade for increased energy 
capture by minimising the production of these turbulent structures. 
Although a small amount of spectral analysis was performed in this thesis, the data could be 
scrutinised more in this manner to gain a thorough understanding of the behaviour of the flow and 
turbine. For instance, the fluctuating flow velocity could be interrogated to give further information 
regarding the effect of atmospheric stability and turbine wake on the frequency distribution of the 
turbulent kinetic energy, and also how the two sources of turbulence interact with one another. 
Regarding the flow, the spectral analysis of the temperature fluctuations would elucidate how the 
turbulent mixing affects the heat distribution in the flow. Considering the turbine itself, spectral 
analysis could be carried out to observe the different controller designs which could be tuned to 
minimise any characteristic spikes in the motor torque and motor speed.   
While no evidence of blade flapping was seen, laser displacement measurements, made with the 
equipment used to set blade angle, but with the turbine under load, could be employed to observe 
whether there was any significant blade flapping. The atmospheric stability could be adjusted to 
observe the effect of the different turbulence levels and also the effect of the wake from an upstream 
machine on blade flexure. Blade flapping is known issue in wind turbines and there is inherently an 
associated load on the drive shaft and ancillary equipment. The blade structure could be altered in 
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some way to ascertain the effect of blade stiffness on power output and wake structure. This would 
reduce the fatigue on wind turbine structures reducing the operations and maintenance costs. 
The effects of stable stratification also need to be investigated. Measurements in a stable ABL like 
that of Hancock and Pascheke (2014), but without the imposed temperature inversion, showed very 
little difference and were not included in this thesis. This implies of course that their study was 
dominated by the inversion condition; both surface Obukhov length and inversion strength need to be 
varied independently. 
Another area that could be explored is the arrangement of the wind turbine array. In this thesis, a 
turbine was fully submerged in the wake of another machine or exposed to an undisturbed ABL. 
However it would be interesting, and quite typical of a full scale machine, to investigate the effect on 
torque fluctuations of a turbine operating in half wake conditions and also in the ABL. This would be 
produced by lateral offsets for the downstream machines, although spatial limitations in the current 
facilitates with the wind turbines used here might limit the extent of the investigation. 
The control mechanisms and operation of the wind turbine also have scope for further study. The 
operating speeds of the turbine could be adjusted, either manually or through the use of an algorithm, 
to maximise the output from the array or reduce fluctuations in the various turbine components. 
Furthermore, development of existing equipment would need to be carried out to test a more tuneable 
controller and perhaps the integration and testing of a feed-forward control system as described in 
Chapter 2. A tuneable controller would allow the damaging loads effects to be reduced, which in turn 
will reduce the costs associated with turbine maintenance and also could be used to maximise the 
power output. Performing wind tunnel tests with a feed-forward controller would help to develop the 
technique which has already been applied in field tests. This would allow such devices to be 
optimised in wind tunnel conditions and then applied to full scale models.  
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9.  APPENDIX 
 Appendix 1 – Plots of blade angle 9.1. 
 
Figure A1.9.1. Wind turbine 1 - Blades 10a, 11a, 12a 
 
Figure A1.9.2. Wind turbine 2 - Blades 7a, 8a, 9a 
 
Figure A1.9.3. Wind turbine 3 - Blades 13a, 14a, 15a 
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Figure A1.9.4. Wind turbine 4 - Blades 16a, 17a, 18a 
 
Figure A1.9.5. Wind turbine 5 - Blades 4a, 5a, 6a 
 
Figure A1.9.6. Wind turbine 6 - Blades 1, 2, 3 
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Figure A1.9.7. Wind turbine 7 - Blades 13, 14, 15 
 
Figure A1.9.8. Wind turbine 8 - Blades 7, 8, 9 
 
Figure A1.9.9. Wind turbine 9 - Blades 1a, 2a, 3a 
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Figure A1.9.10. Wind turbine 10 - Blades 10, 11, 12 
 
Figure A1.9.11. Wind turbine 11 - Blades 4, 5, 6 
 
Figure A1.9.12. Wind turbine 12 - Blades 16, 17, 18 
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 Appendix 2 – Velocity-torque fluctuation 9.2. 
9.2.1.  Torque fluctuations from velocity fluctuations. 
Visualize a blade with its pitch axis in (at an instant)  a horizontal direction, the y-direction, and 
velocity measurements U + u and W + w in the x-y plane upstream of the turbine, where x is in the 
mean flow direction.  U and W are the mean velocities, u and w are fluctuations, and W is expected to 
be small. The blade is rotating such that it moving upwards, in the z-direction, with velocity r, 
where  is the rotor rotational speed and r is the distance from the rotor axis.  The situation is 
illustrated in Figure 1, where a1 and a2 are the axial and tangential influence factors.   is the blade 
twist with respect to a datum disk coincident with the rotor, and  is the blade angle of incidence. 
(Notation is as in Hancock, 2010.) 
Figure A2.1. Velocity vectors with respect to the blade. Blade is shown as thick line. 
 
It can be seen from this that a positive u will increase the blade incidence, while a positive w will 
increase the blade incidence for the up-going blade, but decrease it for the down-going blade.  There 
are three changes that take place as a result of these velocity fluctuations: change of blade incidence, 
change of velocity relative to the blade, change of direction of the lift vector. 
Now       

    tan
U(1 a1)  u
r(1 a2) w






  
 
 


W 
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The sensitivities to u and w, namely 

 /u  and 

 /w , can be found from differentiating this 
relationship, as given next.  Then, 

 

u
u 

w
w  
Noting that 
     

d
dx
tan1(x) 
1
1 x 2
 
where x is an arbitrary variable, we get 
   


 u

1
1
U(1 a1)  u
r(1 a2) w






2
1
r(1 a2) w
  , 
which as we allow the perturbations to go to zero, becomes 


1
1
U(1 a1)
r(1 a2)






2
1
r(1 a2)
 


1
r(1 a2)
   
for a sufficiently large tip-speed ratio, TSR = 

R /U , where R is the tip radius.  In the same way we 
get 


 u

1
1
U(1 a1)  u
r(1 a2) w






2
U(1 a1)  u
r(1 a2) w 
2  
which as we allow the perturbations to go to zero, becomes 
 


1
1
U(1 a1)
r(1 a2)






2
U(1 a1)
r(1 a2) 
2  
 


U(1 a1)
r(1 a2) 
2  
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for sufficiently large TSR.  Thus the change in  is 
   

 
u
r(1 a2)

U(1 a1)w
r(1 a2) 
2








1
1
U(1 a1)
r(1 a2)






2
 
This can be written as  
   

 
u
r(1 a2)

U(1 a1)w
r(1 a2) 
2








1
1 tan2()
 
where 

   . 
For an element of blade, of radial length r the lift is  
   

L  CL
1
2 W
2 cr  , 
where, here on, W refers to the results mean velocity of 

U(1 a1)  u and 

r(1 a2)w .  As 
already mentioned, u and w cause a change of incidence and hence a change in CL, as well as a change 
in the velocity magnitude, W.  It is assumed here that the lift changes instantaneously, in a quasi-
steady way with change of velocity or incidence.  This requires the time-scale associated with changes 
in the flow, O(L/u), where L is the length scale of the large-scale turbulence approaching the turbine, 
to be large compared with that of the flow around the blade, O(c/W).  That is LW/cu  >> 1, which 
seems very likely in this context. 
That is, 
   

 L  CL
1
2 W
2 cr CL
1
2 2WW cr   . 
We take the change in CL as 
   

CL  a0  

 a0
u
r(1 a2)

U(1 a1)w
r(1 a2) 
2








1
1 tan2()
   
where a0 is the assumed lift curve slope.  For the change in W, 

W , we have   
   

W W 2  U(1 a1)  u 
2
 r(1 a2)w 
2
 
i.e. 

W 2  2WW W 2  U(1 a1) 
2
 2U(1 a1)u u
2  r(1 a2) 
2
 2r(1 a2) w
2
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giving 
   

WW  2U(1 a1)u2r(1 a2) , 
where second-order terms have been ignored. 
The change in lift over the length r is therefore 
   

 L
r
 12 W
2c a0
u
r(1 a2)

U(1 a1)w
r(1 a2) 
2








1
1 tan2()
 
     (change of incidence) 
    

CL
1
2 2c U(1 a1)ur(1 a2)w  
     (change of velocity magnitude) . 
This can be written as  
   

 L
r

1
2 W
2ca0
r(1 a2)
1
1 tan2()






CL
1
2 2cU(1 a1)






u  


1
2 W
2ca0U(1 a1)
r(1 a2) 
2
1
1 tan2()






CL
1
2 2cr(1 a2)








w  
We are primarily concerned with the change in torque, 

  , where 

  is the torque produced by 
the lift force acting on r.   
   

  r(L L)sin(  ) rLsin( )  

 r(L  L) sin( )cos()  cos( )sin()  rLsin( )  
which, on taking  as small, can be written 

 rLsin( ) rLcos( ) 

 rLsin() rLcos()  
  (change of lift magnitude)   (change of lift direction)  . 
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From above, we then have 

   r
1
2 W
2ca0
r(1 a2)
1
1 tan2()






 CL
1
2 2cU(1 a1)






u


  


1
2 W
2ca0U(1 a1)
r(1 a2) 
2
1
1 tan2()






CL
1
2 2cr(1 a2)








w




sin()r  

 rCL
1
2 W
2crcos()
u
r(1 a2)

U(1 a1)w
r(1 a2) 
2








1
1 tan2()
   . 
Grouping u and w terms together gives, 
 

   rr
1
2 W
2ca0
r(1 a2)
1
1 tan2()






CL
1
2 2cU(1 a1)






sin()







 


CL
1
2 W
2ccos()
r(1 a2)
1
1 tan2()








u 


1
2 W
2ca0U(1 a1)
r(1 a2) 
2
1
1 tan2()






CL
1
2 2cr(1 a2)








sin()


  


CL
1
2 W
2c cos()U(1 a1)
r(1 a2) 
2
1
1 tan2()








w




 
Now, 

W cos()r(1 a2)  and 

W sin()U(1 a1) , so 
 

W
r(1 a2)

1
cos()
  ,    

W 
U(1 a1)
sin()
     and   

W 2
r(1 a2)

1
cos()
U(1 a1)
sin()
  . 
Using these, we then have 
 

   rr 12 cU(1 a1)
a0
cos() 1 tan2() 
CL 2sin() 
1
sin() 1 tan2() 


















u 
                    


a0 sin()
cos2() 1 tan2() 
CL 2cos() 
1
cos() 1 tan2() 














w




  , 
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and so, 

   rr 12 cU(1 a1) a0 cos() CL sin() 2 
cos2()
sin2() 1 tan2() cos2()


















u 
             

 a0 sin() CL 2cos()  cos()  w  , 
which on further reduction gives  
     

   rr 12 cU(1 a1) a0 cos() CL sin() 2  cot
2()   u

 a0 sin()CL cos() w . 
The a0 terms relate to the change in CL arising from the change in incidence, while the CL terms relate 
to the change in velocity magnitude and the change in the lift vector direction. 
In non-dimensional terms this becomes 
 

 
1
2 U0
2R3

r
R
r
R
c
R
U(1 a1)
U0
a0 cos() CL sin() 2  cot
2()  
u
U0


  
        

 a0 sin()CL cos() 
w
U0


  , 
where U0 is a reference velocity.  The effect for the whole blade is, of course, the integral of this 
equation for all r, at an instant. 
Figure A2.2.   Integrands for u/U0 and w/U0. 
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Figure A2.2. shows the integrand of this equation for the two parts, namely 
  

r
R
c
R
(1 a1)

a0 cos() CL sin() 2  cot
2()   
and 
   

r
R
c
R
(1 a1)

a0 sin()CL cos()   , 
for the design case of the B2 blade (Hancock, 2010), where U0 has been assumed to be the upstream 
velocity, U.  Clearly, the sensitivity to u is much larger than it is to w, where the sensitivity to u is 
associated primarily with change of incidence, that is, with the a0 term in the above expression.  The 
behaviour near the tip arises from an assumed form for tip loss.  As might be expected intuitively, the 
sensitivity to u increases with r, but not as fast as 

 r .  This is because, although the torque for a 
given force increases with r, the fluctuation u as a fraction of the resultant velocity W decreases with 
increasing r.  As will be recalled from the beginning, the blade is an upward-going blade, in the 
direction of positive w.  For a downward-going blade the integrand for w would be of opposite sign, 
while that for u would be unchanged. 
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 Appendix 3 – Effect of flow passing through turbine 9.3. 
9.3.1.  Introduction 
During an earlier stage of the work, a series of two-point velocity measurements were performed to 
investigate the flow surrounding a wind turbine rotor. The measurement routine, shown in Figure 
A3.1, was intended to observe the effect of the turbine on the flow as it passes through the turbine 
disc. The upstream probe, u2, was held at X/D = -0.2 Y/R = 0.5 whilst the downstream probe, u1, was 
traversed to points of X/D = 0.2. 0.5, 1, 1.5, 2, 3, 4, 6D at Y/R = 0.5 with both probe being held at hub 
height. This was performed with and without the turbine in position.  
It was during this phase of the research that the errors with calibration, an output of incorrect beam 
separation specification and positioning of the probes, as noted in Chapter 3, became apparent.  One 
of the products of these errors was an uncorrelated noise on one of the probes, u2, and as a result this 
work has not been included in the main body of the thesis. Unfortunately, these measurements were 
not repeated with the repaired probe, but it is shown here how a correction for the noise can be carried 
out and the results that were obtained are presented. 
  
 
Figure A3.1.  Measurement setup for two-point measurement with streamwise separation. Performed at 
hub height and Y/R = 0.5.  (The fact that u2 is ahead of u1 is purely notation from the wind tunnel 
setup). 
u2 
u1 
Wind 
turbine Flow 
direction  
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9.3.2.  Instrumentation error correction for correlation coefficient 
It is not possible to correct the raw signal for the velocity, but it is possible to correct the averaged 
results using the following analysis. 
The correlation coefficient between u1 and u2 is defined as 
𝑅𝑢1𝑢2 =  
𝑢1𝑢2̅̅ ̅̅ ̅̅ ̅
(𝑢1
2̅̅ ̅̅  𝑢2
2̅̅ ̅̅ )
1/2      Equation 9.1 
Where u2 is constituted of turbulent fluctuations and uncorrelated noise fluctuations, denoted by 
subscript t and n respectively 
𝑢2 =  𝑢2(𝑡) + 𝑢2(𝑛)      Equation 9.2 
Therefore Equation 9.1 becomes 
𝑅𝑢1𝑢2 =  
𝑢1(𝑢2(𝑡)+ 𝑢2(𝑛))
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
(𝑢1
2̅̅ ̅̅  (𝑢2(𝑡)+ 𝑢2(𝑛))
2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
)
1/2      Equation 9.3 
𝑅𝑢1𝑢2 =  
𝑢1𝑢2(𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ + 𝑢1𝑢2(𝑛)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
(𝑢1
2̅̅ ̅̅  (𝑢2(𝑡)
2̅̅ ̅̅ ̅̅ ̅+ 𝑢2(𝑛)
2̅̅ ̅̅ ̅̅ ̅+ 2𝑢2(𝑡)𝑢2(𝑛)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ))
1/2    Equation 9.4 
As the noise part of the LDA signal is assumed to be uncorrelated with u1 and u2, the last terms in the 
numerator and denominator are assumed to be zero, such that 
𝑅𝑢1𝑢2 =  
𝑢1𝑢2(𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅
(𝑢1
2̅̅ ̅̅  [𝑢2(𝑡)
2̅̅ ̅̅ ̅̅ ̅+ 𝑢2(𝑛)
2̅̅ ̅̅ ̅̅ ̅])
1/2      Equation 9.5 
And also the product between u1 and u2(n) in the denominator is also assumed to be zero for a perfect 
signal, therefore 
𝑅𝑢1𝑢2 = 1 =  
𝑢1𝑢2(𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅
(𝑢1
2̅̅ ̅̅  𝑢2(𝑡)
2̅̅ ̅̅ ̅̅ ̅)
1/2      Equation 9.6 
This is only true for coincident measurement points. 
The ratio between a perfect correlation and one with added noise is Equation 9.6 divided by Equation 
9.5 which simplifies to  
(
𝑢2(𝑡)
2̅̅ ̅̅ ̅̅ ̅+ 𝑢2(𝑛)
2̅̅ ̅̅ ̅̅ ̅
𝑢2(𝑡)
2̅̅ ̅̅ ̅̅ ̅ )
1
2⁄
      Equation 9.7 
For coincident measurement points, the turbulent part of u2 is equal to the turbulence measured by 
probe 1 
𝑢2(𝑡)
2̅̅ ̅̅ ̅̅ = 𝑢1
2̅̅ ̅ = 0.02067        
and the numerator in Equation 9.7 is what has been measured by probe 2, where 
(𝑢2(𝑡)
2̅̅ ̅̅ ̅̅ +  𝑢2(𝑛)
2̅̅ ̅̅ ̅̅ ̅) = 0.02390        
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then the correction ratio can be calculated to be  1.075. 
This is the ratio of the noise to the turbulence and also between a correct correlation coefficient and 
one with added noise. That u2(n) is uncorrelated with u2(t) is the weaker of the two assumptions. 
Nevertheless, the following results give validity to the assumption. 
9.3.3.  Results 
Using the correction factor, the measurements can be rectified. Figure A9.3 shows the data for an 
undisturbed flow that has the correction factor included, compared against the uncorrected and also 
the data that was taken later with two noise free probes. As can be seen, with the factor included, there 
is good agreement between the corrected and new data. 
 
Figure A3.2. Corrected correlation coefficient for two separated streamwise probes. 
Now, adding a turbine as described previously and applying the correction factor, gives the results 
shown in Figure A3.3. Here the effect of the turbine is to scramble the incoming flow reducing the 
correlation coefficient by around two thirds. However, the correlation drops off quite rapidly due to 
the mixing caused by the turbulent mixing in this area of the wake. 
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Figure A3.3. Correlation coefficient with streamwise separation. Data has been corrected as described 
above and the undisturbed case has been compared against the data collected with two correctly 
calibrated probes. The point for zero separation has not been included as it does not provide any 
additional information. 
The data was also processed, as described in Chapter 4, to find the maximum correlation coefficient 
between u1 and u2. The maximised correlation coefficient is presented in Figure A3.4,  showing the 
difference in magnitude for the two cases. The presence of the turbine induces different scales of 
turbulence to that seen upstream in the ABL, causing a lower correlation between the two velocity 
measurement points. 
 
Figure A3.4. Maximum correlation coefficient with streamwise separation. Data has been 
corrected as described above and the undisturbed case has been compared against the data 
collected with two calibrated probes. 
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Figure A3.5.  Time delay for maximum correlation coefficient with streamwise separation and 
wind turbine present 
Applying the same analysis as described in Chapter 4 to calculate the mean convection time gives the 
results shown in Figure A3.5. A line of unity has been added for reference and there is a slight 
deviation from this and it is assumed to be from the change from reducing to increasing mean 
streamwise velocity as shown in Figure A3.6. This change in velocity is a characteristic of the wake 
recovery. This recovery is enhanced from the increased turbulence as seen in Figure A3.7, which 
initially drops below the upstream levels and then, as the high turbulence structures spread, rises 
higher. 
 
Figure A3.6. Mean streamwise velocity up (u2) and downstream (u1) of the turbine as a function of 
downstream probe position 
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Figure A3.7. 𝒖?̅?/Uref 
2
  up (u2) and downstream (u1) of the turbine 
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