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The ring of quasi-invariants Qm can be associated with the root system R and multiplicity
function m. It rst appeared in the work of Chalykh and Veselov [CV90] in the context
of quantum Calogero-Moser systems. One can dene an analogue QA of this ring for
a collection A of vectors with multiplicities. We study the algebraic properties of these
rings. For the class of arrangements on the plane with at most one multiplicity greater
than one we show that the Gorenstein property for QA is equivalent to the existence of the
Baker-Akhiezer function, thus suggesting a new perspective on systems of Calogero-Moser
type.
The rings of quasi-invariants Qm have a well known interpretation as modules for the
spherical subalgebra of the rational Cherednik algebra with integer valued multiplicity
function. We explicitly construct the anti-invariant quasi-invariant polynomials corre-
sponding to the root system An as certain representations of the spherical subalgebra of
the Cherednik algebra H1=m(Smn). We also study the relation of the algebra n;1;k intro-
duced in [SV04] to the ring of quasi-invariants for the deformed root system An(k). We
nd the Poincar e series for a `symmetric part' of QAn(k) for positive integer values of k.
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Introduction
Recall the notation of the Coxeter root system R. This system consists of dierent pairs
of vectors fg in some Euclidean space V . The corresponding reections
sx = x   2
(;x)
(;)
; x 2 V:
generate a group G (Coxeter group) which should be nite. It is assumed that the set
s; 2 R is the set of all hyperplane reections in G and that the vectors ; 2 R are
non-collinear unless  = . We also consider a G-invariant function m : R ! Z+ which
we call multiplicity. Say  2 R has multiplicity m under this function. Let S = S(V )
be the ring of all polynomials on V and let SG be the subring of G-invariant polynomials.
The ring of quasi-invariants Qm can be associated with the root system R and multiplicity
function m. It rst appeared in the work of Chalykh and Veselov [CV90] in the context
of quantum Calogero-Moser systems. This is a key object for our work.
Denition ([CV90], see also [FV02]). We say a polynomial p 2 S is quasi-invariant if for
any  2 R
p(s(x)) = p(x) + O((;x)2m+1)
near the hyperplane (;x) = 0. Equivalently, for any  2 R and s = 1;3;:::;2m   1
@s
p = 0
on the hyperplane (;x) = 0, where @ = (; @
@x) is the normal derivative for this hyper-
plane.
These polynomials form a ring, the ring of m-quasi-invariants (or just quasi-invariants)
Qm. This ring contains the ring of invariant polynomials SG.
2CHAPTER 1. INTRODUCTION 3
The rings Qm have an interesting algebraic structure. Their properties have been
extensively studied. Feigin and Veselov [FV02, Theorem 8] showed that the ring Qm is
free over the invariants SG for any dihedral system R (Cohen-Macaulay property). They
also conjectured that this is true in the general Coxeter case, and that one can take so
called m-harmonic polynomials Hm as a basis for the free module. They checked this for
dihedral systems. Etingof and Ginzburg [EG02a, Theorem 1.1] established that Qm is free
over the invariants SG for any Coxeter system R. However the choice of Hm as a free basis
is impossible in general (counterexample in [EG02a, Section 7]).
Feigin and Veselov [FV02, Corollary 8] also calculated the Poincar e series P(Qm;t)
for quasi-invariants of dihedral systems. Their formula makes it clear that the series is
palindromic, and thus the ring is Gorenstein. Etingof and Ginzburg [EG02a, Theorem
1.2] established the Gorenstein property for Qm in the general Coxeter case. They gave
two proofs, one of which is based on earlier results of Felder and Veselov [FV03b]. In that
paper the authors computed the Poincar e polynomial for the space Hm of m-harmonic
polynomials. It is given by the formula
P(Hm;t) =
X
Vj
dim(Vj)t
P
a mad 
a (Vj)Pj(t):
Here the external sum is carried over all non-isomorphic irreducible representations of
G and the internal sum is carried over the classes Ca of conjugate reections in G.
The polynomial Pj is the Poincare polynomial for the representation Vj in the space
H0  = C[x1;:::;xn]=I0 where I0 is the ideal in the ring of polynomials generated by the
homogeneous G-invariant polynomials of positive degree. Also
d 
a (Vj) =
2NadimV  
j;a
dimVj
where Na is the number of elements in the class Ca and
V  
j;a = fv 2 Vj j sv =  v for any s 2 Cag:
Felder and Veselov observed that P(Hm;t) satises the palindromicity relation P(Hm;t) =
tMP(Hm;t 1) for some M. Etingof and Ginzburg then established the Gorenstein prop-
erty for Qm via this observation and the Cohen-Macaulay property. More exactly it is
shown in [EG02a, Theorem 1.1] that
P(Qm;t) =
P(Hm;t)
Qn
i=1(1   tdi)CHAPTER 1. INTRODUCTION 4
where di are the degrees of the basic invariants.
Berest, Etingof and Ginzburg [BEG03] presented a dierent approach to understanding
the structure of the rings Qm in a slightly later paper. Here it is shown that quasi-invariants
can be seen as modules for certain subalgebras of the rational Cherednik algebra. The
Cohen-Macaulay property is established and the previously calculated series P(Qm;t) is
also recovered.
Now we review the context of quantum integrable systems, specically systems of
Calogero-Moser type, where the rings Qm arose. This subject has roots in the work
of Calogero in 1969-1971 [Cal69,Cal71]. He studied a quantum system which describes
pairwise interaction of n particles on a line with quadratic and/or inversely quadratic
potential. Moser [Mos75] later famously studied the classical system with the Hamiltonian
H =
1
2
p2 + g
n X
i<j
1
(qi   qj)2: (1.1)
and established its integrability.
Quantum analogs of the classical integrals of the Calogero-Moser system (1.1) rst
appeared in the work of Calogero, Marchioro and Ragnisco [CMR75]. Olshanetksy and
Perelomov proved that these integrals commute [OP77].
Olshanetsky and Perelomov [OP77] later introduced integrable generalizations of the
system (1.1) related to an arbitrary Coxeter group. The potential of the generalized system
has singularities located on hyperplanes which are mirrors for the corresponding Coxeter
group.
The quantum Hamiltonian corresponding to the Coxeter root system R has the form
L =   
X
2R+
m(m + 1)(;)
(;x)2 (1.2)
where R+ is the positive part of R. Heckman [Hec91] proved that the quantum problem
(1.2) related to an arbitrary Coxeter system is integrable. This was achieved via an explicit
construction for quantum integrals based on the Dunkl operators [Dun89]. He showed that
if one replaces the variable ki with the i-th Dunkl operator ri in an invariant polynomial
p(k) 2 SG then the restriction of the resulting dierential dierence operator p(r) to the
space of invariant functions is an integral for the quantum problem (1.2). The Hamiltonian
corresponds to the polynomial p(k) = k2. Explicitly, Heckman's theorem is given by the
following. Consider dierential operators DR with coecients from the algebra generatedCHAPTER 1. INTRODUCTION 5
by (;x) 1; 2 R and by constant functions. Let
DG
R;m = fA 2 DR : [L;A] = 0;g(A) = A for all g 2 Gg:
Theorem ([Hec91], Theorem 1.7). There exists an isomorphism m between the ring SG
of G-invariant polynomials and the ring DG
R;m of quantum integrals for the Hamiltonian
(1.2)
m : SG  = DG
R;m:
Remarkably, the ring of quantum integrals for the generalized Calogero-Moser systems
(1.2) becomes larger than SG when the parameters m are integer. This crucial observation
was made by Chalykh and Veselov in 1990 [CV90]. Their work can be explained by the
following.
Theorem ([CV90], Theorem 1). There exists a homomorphism
m : p(k) 7! Lp(x;
@
@x
) (1.3)
mapping Qm into the commutative ring of dierential operators containing the Calogero-
Moser operator (1.2).
Feigin and Veselov fully explained the relation between the rings of quasi-invariants
and the rings of all quantum integrals of the Calogero-Moser systems.
Theorem ([FV02], Theorem 2). Let Dm be the maximal commutative ring containing
DG
R;m as a subring. Then the map (1.3) is an isomorphism between the quasi-invariant
ring Qm and the ring Dm.
The key motivation for the work in this thesis was the discovery of rings of quasi-
invariants associated to non-symmetric, integrable generalizations of the quantum Calogero-
Moser problem. In [VFC96,CFV98] Chalykh, Feigin and Veselov introduced the cong-
urations AN(m) and CN(m;l) which can be thought of as deformations of the classical
root systems AN and CN. Two commuting families of dierential operators corresponding
to the systems AN(m) and CN(m;l) were found. A physical interpretation of the AN(m)
system is the description of Calogero-Moser-like pairwise interaction of particles where one
particle has dierent mass from the others.
There are quasi-invariants associated to the congurations AN(m) and CN(m;l). One
can consider polynomials satisfying a quasi-invariance property under the action of all hy-
perplane reections associated to these congurations. In [FV03a] it was shown that theseCHAPTER 1. INTRODUCTION 6
rings still have nice algebraic properties. Indeed, Feigin and Veselov were able to show
that the rings QA corresponding to the congurations AN(m) and CN(m;l) are Cohen-
Macaulay, following the scheme from [EG02a] where this property was established in the
Coxeter case. They also calculated the Poincar e series for the quasi-invariants correspond-
ing to the two-dimensional congurations A2(m) and C2(m;l). They point out that the
series found in this way are palindromic and thus the corresponding rings are Gorenstein.
The calculations are achieved via direct analysis of the quasi-invariance conditions. In
a similar fashion to the Coxeter case they also show that the rings QA corresponding
to the congurations AN(m) and CN(m;l) are maximal commutative rings containing all
quantum integrals for the corresponding generalized Calogero-Moser operator.
Thus rings of quasi-invariants can be introduced for non-Coxeter arrangements of
vectors with multiplicities. More exactly, let A be a nite set of non-collinear vectors
0;1;2;:::;n, where i 2 CN. Denote by i the hyperplane (i;x) = 0. Let m be a
function m : A ! N, the multiplicity function. Say i 2 A has multiplicity mi under this
function. The conguration A = (A;m) is then a set of vectors with multiplicities.
Denition. We say a polynomial p 2 C[x1;x2;:::;xN] is quasi-invariant with respect to
A = (A;m) if, for all i 2 A and s = 1;3;:::;2mi   1:
@s
ip = 0
on the hyperplane i, where @i = (i; @
@x).
These polynomials form a ring, the quasi-invariant ring QA. These rings will not in
general have the nice algebraic properties exhibited in the Coxeter case, although as we
have seen there exist interesting examples (AN(m) and CN(m;l)) where these properties
are apparent.
The central theme of the work in this thesis is thus the study of algebraic properties for
certain rings of quasi-invariants, in particular the Gorenstein property, and the ramica-
tions of this property being satised. Before explaining what is shown in detail we would
like to explain a further connection between rings of quasi-invariants and integrability of
generalized Calogero-Moser operators.
Chalykh, Feigin and Veselov [CFV99] established the integrability of the operators
corresponding to the deformed congurations AN(m) and CN(m;l) via existence of the so-
called Baker-Akhiezer function (BA function). This notion was introduced by KricheverCHAPTER 1. INTRODUCTION 7
[Kri77] in the theory of nite-gap solutions of nonlinear PDE's, integrable by the in-
verse scattering method. Chalykh, Styrkas and Veselov [CV90,VSC93] then introduced
and studied multi-dimensional versions of such functions in the context of the quan-
tum Calogero-Moser problem. The construction of [VSC93] relates a BA function 
to A = (A;m). More exactly, for k = (k1;k2;:::;kN) and x = (x1;x2;:::;xN) let
(k;x) =
N X
i=1
kixi be the standard inner product in CN. We assume that (i;i) 6= 0
for any i 2 A.
Denition. A function (k;x);k;x 2 CN will be called a Baker-Akhiezer function if the
following two conditions are fullled:
 (k;x) has the form
(k;x) = P(k;x)e(k;x)
where P(k;x) is a polynomial in k with highest term A(k) =
Y
i2A
(k;i)mi;
 For all i 2 A
@i(k;x) = @3
i(k;x) = ::: = @2mi 1
i (k;x) = 0
on the hyperplane (k;i) = 0, where @i = (i; @
@k) is the normal derivative for this
hyperplane.
The relation of the function  to the integrability of the corresponding quantum
Calogero-Moser problem is explained by the following results.
Theorem ([VSC93], Proposition 1). If the Baker-Akhiezer function  exists then it is
unique and satises the Schr odinger equation
L =  k2
where
L =   +
X
i2A
mi(mi + 1)(i;i)
(i;x)2 : (1.4)
Moreover the operator (1.4) is part of a large commutative ring of partial dierential
operators described by the following theorem.
Theorem ([VSC93], Theorem 1). If the Baker-Akhiezer function  exists then for any
polynomial f(k) 2 QA there exists some dierential operator Lf(x; @
@x) such that
Lf(k;x) = f(k)(k;x):CHAPTER 1. INTRODUCTION 8
These operators form a commutative ring isomorphic to QA. The operator (1.4) corre-
sponds to f(k) =  k2.
The function (k;x);k;x 2 CN exists only for very special congurations. An elegant
result of Chalykh, Styrkas and Veselov describes fully the situation where all multiplicities
are taken to be one.
Theorem ([VSC93], Theorem 4). Suppose mi = 18i. Then the Baker-Akhiezer function
 exists for A = (A;m) if and only if A is a set of normals to the reection hyperplanes
for some Coxeter group.
The following remarkable result shows that there is an eective way to check whether
the BA function  exists for a given conguration.
Theorem ([VSC93], [CFV99]). The Baker-Akhiezer function  exists for a conguration
A if and only if the following two sets of conditions hold 8 j 2 A
n X
i=0;i6=j
mi(j;i)2k 1
(x;i)2k 1 = 0
on the hyperplane j for 1  k  mj,
n X
i=0;i6=j
mi(mi + 1)(i;i)(j;i)2k 1
(i;x)2k+1 = 0
on the hyperplane j for 1  k  mj:
It was these conditions that were used by Chalykh, Feigin and Veselov [CFV99] to
show that the BA function  exists for the deformed Coxeter congurations AN(m) and
CN+1(m;l).
Thus far the only explicitly constructed congurations for which  is known to exist
were the Coxeter arrangements, AN(m) and CN(m;l).
We now turn to the results contained in this thesis. The notion underpinning the ma-
terial is the importance of the Gorenstein property. We are interested in the ramications
of this property being satised. It appears that this leads, via the Baker-Akhiezer func-
tion, back to integrable systems. This provides another viewpoint on integrable systems of
generalized Calogero-Moser type. We were able to demonstrate this within specic classes
of arrangements.
We now turn to the original results of the thesis. The subsequent chapters are struc-
tured as follows. Chapter 2 does not in fact deal with Gorenstein rings of quasi-invariants.CHAPTER 1. INTRODUCTION 9
Instead we introduce the conguration A(m;1n) (Chapter 2, Denition 2.4.7) which consists
of n + 1 non-collinear vectors in C2, n of which have multiplicity one and one of which
has arbitrary multiplicity m 2 N. When m = 1 this conguration is dihedral and when
n = 2 it coincides with A2(m). We are interested in the importance of A(m;1n) within the
class of arrangements in C2 with all but one multiplicity equal to one. We investigate in
particular the possibility of existence of the BA function for A(m;1n)
Theorem (Chapter 2, Theorems 2.5.1, 2.6.1 and 2.6.2). Let N = 2 and suppose m0 =
m 2 N and mi = 1 for 1  i  n. Then the Baker-Akhiezer function (k;x) exists for A
if and only if A = A(m;1n)
In Chapter 3 we provide an introduction to the Gorenstein property in the graded case,
recalling some standard results from the literature. The material is presented in a fashion
which allows us to review Stanley's famous criterion for when Cohen-Macaulay domains
are Gorenstein.
Theorem ([Sta78, Theorem 4.4]). Let R be a Noetherian graded commutative Cohen-
Macaulay domain. Suppose also that R is a K-algebra for a eld K. Then R is Gorenstein
if and only if its Poincar e series PR(t) is palindromic, that is if:
PR(t 1) = ( 1)dtlPR(t) where d = dim(R) and l 2 Z:
We also show that rings of quasi-invariants corresponding to congurations of vectors
in C2 are always Cohen-Macaulay. Thus analysis of the Gorenstein property for such rings
is reduced to analysis of the Poincar e series.
In Chapter 4 we investigate the structure of the ring of quasi-invariants QA for certain
classes of arrangements A in C2, by employing the results explained in Chapter 3. Thus
far the only known Gorenstein examples were the rings QA corresponding to the Coxeter
arrangements, A2(m) and C2(m;l). In two dimensions we show that there is only one
Gorenstein ring of quasi-invariants in the case where all multiplicities are one, namely
that corresponding to the dihedral conguration.
Theorem (Chapter 4, Theorem 4.3.1). Let N = 2 and suppose mi = 1 for 0  i  n.
Denote by A any conguration with these properties. Then the quasi-invariant ring QA is
Gorenstein if and only if A is a set of normals to reection lines for the dihedral group.
We also study the class of congurations with all but one multiplicity equal to one.
In particular we calculate the Poincar e series for the quasi-invariant ring corresponding to
the conguration A(m;1n) appearing in Chapter 2.CHAPTER 1. INTRODUCTION 10
Theorem (Chapter 4, Theorem 4.10.1). The Poincar e series for the quasi-invariant ring
QA(m;1n) is given by
P(t) =
1   t2 + tn+1 + tn+2 + t2m+n + t2m+n+1   t2m+2n + t2m+2n+2
(t2   1)2 :
Thus QA(m;1n) is Gorenstein. Furthermore, it is proven that there is exactly one Goren-
stein ring of quasi-invariants for this class of arrangements.
Theorem (Chapter 4, Theorems 4.9.1, 4.10.1). Let N = 2 and suppose m0 = m and
mi = 1 for 1  i  n. Denote by A any conguration with these properties. Then the
quasi-invariant ring QA is Gorenstein if and only if A = A(m;1n).
Thus we see that for planar congurations with at most one multiplicity greater than
one, the Gorenstein property for quasi-invariants is apparently equivalent to the existence
of the Baker-Akhiezer function.
We would like to remark that Theorem 4.3.1 concerning planar congurations with all
multiplicities equal to one actually follows from Theorem 4.9.1 which deals with the case
in which at most one vector has multiplicity greater than or equal to one. We include
Theorem 4.3.1 in the thesis for the following reasons: rstly, Theorem 4.3.1 is proved via
slightly dierent techniques than those used in Theorem 4.9.1 and we feel the strategy is
worth recording; secondly, and more importantly, the proof of Theorem 4.3.1 has structural
and conceptual similarities to the considerably longer and more technical proof of Theorem
4.9.1. Thus the proof of Theorem 4.3.1 serves as a useful introduction to many of the key
features of Theorem 4.9.1.
More exactly, Theorem 4.3.1 is established by calculating the Poincar e series for an
arbitrary conguration of vectors of multiplicity one in the plane and showing that this
series can only be palindromic when the arrangement is in fact a dihedral arrangement.
We show that the Poincar e series for an arbitrary arrangement includes nitely many
arbitrary coecients. We then show that choosing the coecient b2n at degree 2n to be
n + 1 implies that the vectors of A form a dihedral arrangement (Proposition 4.5.1). To
complete the proof we show that if the Poincar e series is palindromic then b2n = n + 1
(Lemma 4.5.4).
The proof of Theorem 4.9.1 follows a similar structure. In Section 4.8 we show in
particular that choosing the coecient of the Poincar e series b2(n+m 1) at degree 2(n +
m 1) to be one implies that the vectors of A form an arrangement whose geometry is fully
xed (Proposition 4.8.4). We then show that this arrangement is in fact A(m;1n) (TheoremCHAPTER 1. INTRODUCTION 11
4.8.5). In Section 4.9 we calculate the Poincar e series for an arbitrary arrangement of
vectors and show that there are nitely many arbitrary coecients. We consider two cases
depending on the interaction of the parameters m and n (Lemmas 4.9.10, 4.9.15). We
then show that if the series is palindromic then b2(n+m 1) = 1 (Theorem 4.9.17).
In Chapter 5 we shift our attention to quasi-invariants in the context of Cherednik
algebras. The fact that rings of quasi-invariants are modules for certain subalgebras of
Cherdnik algebras is well known. This has been established in the paper [BEG03]. Let us
explain this result. Let G be a nite Coxeter group acting in its complexied reection
representation V = CN. Let R be the corresponding Coxeter root system. To each G-
invariant function c : R ! C one can attach an associative algebra Hc(G) called the
rational Cherednik algebra. For any  2 CN the Dunkl operator r is dened as
r = @  
X
2R+
c(;)
(;x)
(1   s)
where (;) is the standard scalar product in CN. We have the important vector space
isomorphism
C[X] 
C C[r] 
C CG ! Hc(G)
where C[X] = C[x1;x2;:::;xN] and C[r] is the commutative algebra generated by the
Dunkl operators ri corresponding to the basis directions ei. The rational Cherednik
algebra Hc(G) can be dened as the algebra generated by the linear operators xi;rj;g
(i;j = 1;:::;N;g 2 G) which act naturally in CN.
Let e = 1
jGj
P
g2G g. The spherical subalgebra of Hc(G) is dened as eHc(G)e. The
vector space
M = C[X] 
 
where  2Irrep(G) can be given the structure of an Hc(G) module. This is the `standard
module'. Consider the ring of quasi-invariants Qc corresponding to the Coxeter root system
R and Z+ valued multiplicity function c. Let Qb
c denote the image of the homomorphism
(1.3). It is shown in [FV02, Theorem 3] (see also [Cha98] where a similar observation
was rst made) that for any u 2 Qb
c, u(Qc)  Qc. In particular Cc(Qc)  Qc where Cc
is the centralizer of the operator L (1.2). Thus there is a natural action on Qc of the
algebra Bc generated by Cc and C[X]G. This Bc action commutes with the G-action on
Qc. It can be shown that Bc is isomorphic to eHce and thus the space Qc acquires an
(CG 
 eHce)-module structure. This structure is completely described by the following.CHAPTER 1. INTRODUCTION 12
For any irreducible representation  of G let 
0
c be the representation of G for which the
monodromy representation of the Dunkl connection with values in 
0
c is , see [BC11].
Theorem ([BEG03], Proposition 6.6). There is a (CG
eHce)-module isomorphism Qc =
L
2Irrep(G)  
 eM
0
c.
Later, Feigin [Fei] constructed generalized Calogero-Moser systems via representations
of Cherednik algebras. Feigin showed that the invariant polynomials corresponding to
the Coxeter group Sn are a module for the spherical subalgebra of the Cherednik algebra
H1=m(Smn);m;n 2 Z+. This is achieved via consideration of some specic submodules
in the polynomial representation of H1=m(Smn). In Chapter 5 we begin to investigate
whether all quasi-invariant polynomials can be constructed in such a fashion by considering
submodules in more complicated representations.
To explain fully what we mean by this, let us explain the construction of [Fei] more
exactly. Let N = mn. Let us denote by m;n the plane in CN given by the equations
x1 = x2 = ::: = xm
xm+1 = xm+2 = ::: = x2m
x(n 1)m+1 = x(n 1)m+2 = ::: = xmn:
The associated parabolic stratum is dened as
Dm;n =
[
w2SN
w(m;n)
while the corresponding parabolic ideal is
I = fp 2 C[X]jpjDm;n = 0g:
Feigin establishes the following.
Theorem ([Fei], Theorem 1). I and hence C[X]=I are representations for the rational
Cherednik algebra H1=m(SN).
From this theorem it follows that e(C[X]=I) is a representation of the spherical subal-
gebra e(H1=m(SN))e. This representation can be identied with a subspace of polynomials
in C[x1;:::;xn], namely the restrictions p(x)jm;n where p(x) 2 C[X]SN. Then we have
Theorem ([Fei]). The representation e(C[X]=I) of e(H1=m(SN))e is isomorphic to the
invariant polynomials C[x1;:::;xn]Sn in Cn.CHAPTER 1. INTRODUCTION 13
We generalize the work of Feigin in the following way. We introduce submodules N
of the standard modules M for some specic representations  of Smn. We then go on to
establish
Theorem (Chapter 5, Theorem 5.5.5). The module e(M=N) is isomorphic to the space
of all anti-invariant quasi-invariants for Sn acting in Cn.
In the second half of Chapter 5 we are interested in other rings of quasi-invariants aris-
ing from the theory of Lie superalgebras and symmetric superspaces. In the paper [SV04]
Sergeev and Veselov use the notion of generalized root systems to construct families of de-
formed quantum Calogero-Moser systems. In particular they introduce the commutative
algebra R;B related to the generalized root system (R;B). The generalized root systems
are essentially the root systems R of the contragredient Lie superalgebras together with a
bilinear form B. They include an innite family A(n;m) which depends on one parameter
k. Sergeev and Veselov show that for these generalized root systems and generic values
of k there is a monomorphism  from R;B into the algebra of dierential operators on V
such that (x2) is the corresponding generalized Calogero-Moser operator.
The algebra of integrals R;B is of independent interest. They can be seen as a version
of algebras where quasi-invariant conditions on the hyperplanes with non-integer multi-
plicities are understood as symmetry of polynomials under reection at these hyperplanes.
In [SV04] it was shown that for the series A(n;m) and generic values of k these algebras
are nitely generated. Also the Poincar e series were calculated.
The algebras corresponding to the series A(n;m) can be realized as the following. Let
n;m;k  C[V ] = C[x1;x2;:::;xn;y1;y2;:::;ym] be the algebra consisting of polynomials
symmetric in the variables x1;x2;:::;xn and y1;y2;:::;ym separately and satisfying the
conditions
(
@
@xi
  k
@
@yj
)f jxi=yj 0
for i = 1;2;:::;n, j = 1;2;:::;m. It is easy to see that the deformed Newton sums
pr(x;y;k) =
n X
i=1
xr
i +
1
k
m X
j=1
yr
belong to n;m;k for r  0. Denote by Nn;m;k the algebra generated by the deformed
Newton sums. We have the following
Theorem ([SV04], Theorem 2). If k is not a positive rational number then n;m;k =
Nn;m;k.CHAPTER 1. INTRODUCTION 14
Further, Sergeev and Veselov use this to establish
Theorem ([SV04], Theorem 3). The Poincar e series of the algebra n;m;k for generic k
has the form
Pn;m(t) =
1
(1   t)(1   t2):::(1   tn)
[1 +
m X
i=1
ti(n+1)
(1   t)(1   t2):::(1   ti)
]: (1.5)
The importance of these algebras in the context of our work is as follows. Recall
the deformed root systems An(k) and corresponding rings of quasi-invariants. The al-
gebra n;1;k is isomorphic to the partially symmetric quasi-invariants for the deformed
root system An(k). Thus we have an expression for the Poincar e series for a `symmetric
component' of QAn(k) in the case of generic k. This is in agreement with [FV03a] where
the Poincar e series for QA2(k) was calculated.
More explicitly, we have n;1;k  = Q
sym
An(k), where Q
sym
An(k) consists of polynomials q(x1;:::;xn+1)
which are invariant under the action of the group Sn which permutes the coordinates
x1;x2;:::;xn, and are quasi-invariant at the hyperplanes xi =
p
kxn+1, i = 1;2;:::;n
which have multiplicity one. Thus the Poincar e series PQ
sym
An(k) is given by the formula
(1.5) for generic k. We begin to generalize this with the following.
Theorem (Chapter 5, Theorem 5.6.3).
PQ
sym
An(k)(t) =
1   t + tn+1
(1   t)2(1   t2):::(1   tn)
8k 2 Z+:
We also study the relation between n;1;k and Nn;1;k for non-integer k.
Theorem (Chapter 5, Theorem 5.6.4). Suppose k  n. Then n;1; 1
k+1 = Nn;1; 1
k+1.
In Chapter 6 we review the results of the thesis and mention possible generalizations
and open problems. We will discuss the conclusions presented in this thesis and highlight
possible areas of interest for future research.Chapter 2
Baker-Akhiezer Functions
2.1 Summary
In this chapter we focus on the Baker-Akhiezer function (BA function). We will investigate
the existence of the BA function when considering the class of arrangements of non-
collinear vectors in C2 with at most one multiplicity greater than one, the so-called `type
(m;1n)' congurations. We introduce the conguration A(m;1n) which has type (m;1n).
We will then show that the BA function exists for a conguration A of type (m;1n) if and
only if A = A(m;1n).
The results in Chapter 2 are new except for the following. Section 2.2 consists of
background information and as such has no new material. Theorem 2.4.3 is s standard
result which is well known.
2.2 Background
First let us x some notation. Let A be a nite set of non-collinear vectors 0;1;2;:::;n
with i 2 C2. Let m be a function m : A ! N, the multiplicity function. Say i 2 A has
multiplicity mi under this function. Thus A = (A;m) is a set of vectors with multiplicities.
For k = (k1;k2) and x = (x1;x2) let (k;x) = k1x1 + k2x2 be the standard inner product
in C2. We will assume throughout this chapter that (i;i) 6= 0;0  i  n. We are going
to study the following class of congurations in C2.
Denition 2.2.1. Suppose a conguration A = (A;m), where A  C2, satises the
following properties: up to relabelling of the vectors, m0 = m 2 Z+ and mi = 1 for
i = 1;2;:::;n. Then we say A has type (m;1n).
15CHAPTER 2. BAKER-AKHIEZER FUNCTIONS 16
At this point we would like to make an important remark about equivalence of cong-
urations.
Remark 2.2.2. We will consider two congurations to be equal if they are the same up
to rotation and dilatation of the vectors. Thus throughout the rest of the thesis if we say
that A = B, where A;B are two congurations of vectors with multiplicities in C2, we are
referring to equality up to this equivalence.
We now introduce the Baker-Akhiezer function.
Denition 2.2.3. A function (k;x);k;x 2 C2 will be called a Baker-Akhiezer function
if the following two conditions are fullled:
 (k;x) has the form
(k;x) = P(k;x)e(k;x)
where P(k;x) is a polynomial in k with highest term A(k) =
Y
i2A
(k;i)mi;
 For all i 2 A
@i(k;x) = @3
i(k;x) = ::: = @2mi 1
i (k;x) = 0
on the hyperplane i : (k;i) = 0, where @i = (i; @
@k) is the normal derivative for
this hyperplane.
Combining results from [VSC93] and [CFV99] we have conditions which are both nec-
essary and sucient for the existence of the Baker-Akhiezer function .
Theorem 2.2.4 ([VSC93,CFV99]). The Baker-Akhiezer function  exists for a congu-
ration A if and only if the following two sets of conditions hold 8 j 2 A
n X
i=0;i6=j
mi(j;i)2k 1
(i;x)2k 1 = 0 (j(k))
on the hyperplane j for 1  k  mj,
n X
i=0;i6=j
mi(mi + 1)(i;i)(j;i)2k 1
(i;x)2k+1 = 0 (e j(k))
on the hyperplane j for 1  k  mj:
Next we are going to mention a result which will be useful in ascertaining whether
certain con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Theorem 2.2.5. Let A be a conguration of vectors 0;1;:::;n 2 R2 with correspond-
ing multiplicities mi 2 R+;0  i  n. Let j 2 [0;) be such that j = (cosj;sinj). Sup-
pose that 0 = 0 < 1 < ::: < n < . Then for any choice of the multiplicities m0;:::;mn
there exists a unique conguration A which satises the relations (j(1))8j = 0;1:::;n.
This result is established in [FJ]. The proof is adapted from a similar result in [Mul10].
2.3 Coordinate systems
Although the above introductory discourse is phrased in terms of Cartesian coordinates it
is helpful for us to make use of complex and polar coordinates. In particular we will often
need to apply Theorem 2.2.4. To this end we show how to state Theorem 2.2.4 in polar
coordinates with the following.
Lemma 2.3.1. Consider the non-collinear vectors (0;1;2;:::;n) 2 C2. Let us as-
sume that (i;i) = 1 and let s = (coss;sins) for some s. Put
zs = e2is:
Then for 1  k  mj,
n X
i=0;i6=j
mi(i;j)2k 1
(x;i)2k 1 jj= 0 ()
n X
i=0;i6=j
mi
(zi + zj)2k 1
(zi   zj)2k 1 = 0
and
n X
i=0;i6=j
mi(mi + 1)(i;i)(i;j)2k 1
(i;x)2k+1 jj= 0 ()
X
i=0;i6=j
mi(mi + 1)zizj(zi + zj)2k 1
(zi   zj)2k+1 = 0:
Proof. We prove the second identity, the rst is very similar. Set e zj = eij. Since (j;x) =
0 we take x = ( sinj;cosj). Then we have:
n X
i=0;i6=j
mi(mi + 1)(cosi cosj + sini sinj)2k 1
( cosj sini + cosi sinj)2k+1 = 0
()
X
i=0;i6=j
mi(mi + 1)
cos2k 1(j   i)
sin2k+1(j   i)
= 0
()
X
i=0;i6=j
mi(mi + 1)
(ei(j i) + e i(j i))2k 1
(ei(j i)   e i(j i))2k+1 = 0
()
X
i=0;i6=j
mi(mi + 1)
(
e zj
e zi + e zi
e zj)2k 1
(
e zj
e zi   e zi
e zj)2k+1
= 0CHAPTER 2. BAKER-AKHIEZER FUNCTIONS 18
()
X
i=0;i6=j
mi(mi + 1)e z2
je z2
i
(e z2
j + e z2
i )2k 1
(e z2
j   e z2
i )2k+1 = 0
()
n X
i=0;i6=j
mi(mi + 1)e z2
je z2
i
(zj + zi)2k 1
(zj   zi)2k+1 = 0
()
n X
i=0;i6=j
mi(mi + 1)
zizj(zi + zj)2k 1
(zj   zi)2k+1 = 0:
2.4 The A(m;1n) conguration
In this section we are going to introduce a particular conguration of non-collinear vectors
in C2 which we are going to denote by A(m;1n). Let zi be the same as in Lemma 2.3.1 and
denote by b ei the i-th elementary symmetric polynomial in the variables zi, (1  i  n).
The conguration A(m;1n) will be dened by setting
b ei = ( 1)i

n
i

m + i   1
i

m + n   1
i
 1
for 1  i  n. In order to see that specifying these values for the b ei will actually lead to a
collection of n pairwise non-collinear vectors we will establish the following.
Theorem 2.4.1. The polynomial
P =
n Y
i=1
(z   zi) =
n X
i=0
( 1)ib eizn i
has no repeated roots.
In order to prove this, let us recall some standard notation and results.
Denition 2.4.2. Let
f(x) =
n X
i=1
aixn i
and
g(x) =
m X
j=0
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be two polynomials in C[x]. The resultant of f(x) and g(x) is the determinant
R =


 
 
 
 
 
 
 
 
 
 
 
 
 
 

a0 a1 ::: an 0 ::: 0 0 0
0 a0 a1 ::: an 0 ::: 0 0
0 0 a0 ::: ::: an 0 ::: 0
. . .
. . .
. . .
. . .
. . .
...
. . .
...
. . .
0 0 0 0 0 ::: an 2 an 1 an
b0 b1 ::: ::: bm ::: 0 0 0
0 b0 b1 ::: ::: bm ::: 0 0
0 0 b0 ::: ::: ::: bm ::: 0
. . .
. . .
. . .
. . .
. . .
...
. . .
...
. . .
0 0 0 0 0 ::: bm 2 bm 1 bm
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

of size (m + n)  (m + n).
The following result is well known.
Theorem 2.4.3. Let
f(x) =
n X
i=1
aixn i
and
g(x) =
m X
j=0
bjxm j
be two polynomials in C[x], and let R be the resultant of f and g. Then f and g have a
common root if and only if R=0. In particular f has a repeated root if and only if the
resultant of f and f
0
is zero.
Thus to prove Theorem 2.4.1 it is sucient to establish the following.
Lemma 2.4.4. Let R be the resultant of P and P
0
. Then R 6= 0.
Proof. We proceed by induction on n. We will write Rn for the resultant corresponding to
P when P has degree n. First let n = 2 (n = 1 is trivial). Set b e1 = 2m
m+1 = a for simplicity.
Then
P = z2
1   az1 + 1
and
P
0
= 2z1   a:CHAPTER 2. BAKER-AKHIEZER FUNCTIONS 20
So
R2 =

 
 
 
 
1  a 1
2  a 0
0 2  a

 
 
 
 


 
 
 
 
1  a 1
0 a  2
0 2  a

 
 
 
 
= 4   a2:
However
a2 = 4 )
4m2
(m + 1)2 = 4 ) m =  
1
2
which is not possible. So R2 6= 0. Now assume Ri 6= 0 for i < n. We need to show
Rn 6= 0. Note that the entries of Rn are the coecients of P and P
0
, which are given by
the elementary symmetric polynomials b ek. Recall that the b ek are given by
b ek = ( 1)k

n
k

m + k   1
k

m + n   1
k
 1
for 1  k  n. Observe also that within the expression for each b ek the denominator
k Y
i=1
(m+n i) is non-zero. These observations suggest we should work with the determinants
b Rn =
n Y
i=1
(m + n   i)2n 1Rn
for simplicity. So it is sucient to establish the following:
Lemma 2.4.5.
b Rn =
( 1)
(n   1)!
mn 3n3n 5(2m + n   1)3n 5
n Y
i=1
(m + n   i)
n 1 Y
i=1
(m + i   1)(n   i + 1)b Rn 1:
We claim it is simple to write down the entries of any row in the matrix corresponding
to b Rn. Denote by ri the ith row of b Rn, and denote by r
j
i the jth entry of ri. Then, for
instance
r
j
1 =
8
> > > <
> > > :
1
(j 1)!
j 1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j
(m + n   i) (1  j  n + 1)
0 (n + 2  j  2n   1):
(2.1)
This is obvious: the rst n + 1 entries are the coecients of P and the remaining entries
are 0, by denition. Similarly:
rj
n =
8
> > > <
> > > :
(n j+1)
(j 1)!
j 1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j
(m + n   i) (1  j  n)
0 (n + 1  j  2n   1):
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Remark 2.4.6. r
j
i = r
j 1
i 1, for 2  i < n, 2  j  2n   1 and 2n   1  i > n,
2  j  2n   1.
This is immediate from the structure of b Rn. Note this makes it simple to write down
the entries for any row of b Rn. Now, for 0  k  n 4 we apply in turn the transformations:
0
B
B B
B B
B
@
k+1r1+k
k+1r2+k
k+1rn+k
k+1rn+1+k
1
C
C C
C C
C
A
=
0
B
B B
B B
B
@
1 0 0 0
0kn 0  1 1
0kmn 0  m  (m + n   1)
0  n 0 1
1
C
C C
C C
C
A
0
B
B B
B B
B
@
kr1+k
kr2+k
krn+k
krn+1+k
1
C
C C
C C
C
A
where by kri we mean the row ri after the k-th transformation. Note that this transfor-
mation does not change any other rows: for any k, k+1ri = kri for i 6= 1 + k;2 + k;n + k
or n+k +1. Also 0r
j
i = r
j
i. Note that the (k +1)-st row changes at step k only, while the
(n + k)-th row changes at the steps k;k + 1 only.
We claim that after the k-th transformation we have the following:
k+1rk+1 = krk+1; (2.3)
k+1r2+k = nrk+1   rn+k + rn+k+1; (2.4)
k+1rn+k = mnrk+1   mrn+k   (m + n   1)rn+k+1; (2.5)
and
k+1rn+k+1 =  nrk+2 + rn+k+1: (2.6)
Let us prove this by induction. We shall deal with (2.4), the rest are very similar. The
case k = 0 is clear. If k = s   1 we have in particular:
srn+s =  nrs+1 + rn+s
by inductive assumption and
srn+s+1 = rn+s+1
since rn+s+1 will only be changed after applying s+1 transformations. Then applying theCHAPTER 2. BAKER-AKHIEZER FUNCTIONS 22
transformation with k = s gives:
s+1r2+s =  srn+s +s rn+s+1
=  ( nrs+1 + rn+s) +s rn+s+1
= nrs+1   rn+s + rn+s+1
as required. Let kA be the matrix corresponding to b Rn after the k-th transformation step.
Then:
det k+1A = ( nm)(2m + n   1)det kA: (2.7)
Denote by r
j
i[n   1] the j-th entry of the i-th row of the matrix corresponding to b Rn 1.
We claim that:
k+1r
j
2+k =
8
> > > > > <
> > > > > :
0; j = 1;
1
n(2m+n 1)r
j 1
1+k[n   1]; 2  j  2n   2;
0;  = 2n   1;
(2.8)
and
k+1r
j
n+k =
8
> > > > > <
> > > > > :
0; j = 1
 1
n(2m+n 1)r
j 1
n+k 1[n   1]; 2  j  2n   2
0; j = 2n   1:
(2.9)
By Remark 2.4.6 it is sucient to consider the case k = 0. Using (2.1) and (2.2) we have:
1rj
n =
8
> > > > > > > <
> > > > > > > :
0; j = 1;
(2m+n 1)(j n 1)(n j+2)
(j 2)!
j 2 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j
(m + n   i); 2  j  n + 1;
0; n + 1  j  2n   1;
(2.10)
and
1r
j
2 =
8
> > > > > > > <
> > > > > > > :
0; j = 1;
(2m+n 1)(n j+2)
(j 2)!
j 2 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j
(m + n   i); 2  j  n + 1;
0; n + 2  j  2n   1:
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However
r
j 1
1 [n   1] =
(n   j + 2)
n(j   2)!
j 2 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j
(m + n   i); 2  j  2n   3;
and
r
j 1
n 1[n 1] =
(n   j + 1)(n   j + 2)
n(j   2)!
j 2 Y
i=1
(m+i 1)(n i+1)
n Y
i=j
(m+n i); 2  j  2n 3
making the equality clear. Now, note that this sequence of transformations:
 Does not aect r1
 Does not aect rn 1
 Does not aect r2n 2
 Does not aect r2n 1
 Changes r2n 3 only once at the last step k = n   4.
To rectify this consider the further transformation
0
B
B B
B B
B
@
b rn 1
b r2n 3
b r2n 2
b r2n 1
1
C
C C
C C
C
A
=
0
B
B B
B B
B
@
0  1 1 0
0  m  (m + n   1) 0
mn 0  m  (m + n   1)
0 0 0 1
1
C
C C
C C
C
A
0
B
B B
B B
B
@
rn 1
n 3r2n 3
r2n 2
r2n 1
1
C
C C
C C
C
A
:
Let B be the matrix corresponding to b Rn after applying the above transformation. Then:
detB = mn(2m + n   1)det n 4A: (2.12)
We also claim that under this transformation
b r
j
2n 3 =
8
> > > <
> > > :
0; 1  j  n   3;
(2n j 1)(2m+n 1)(j+2n 2)
(j n+1)!
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i); n   2  j  2n   1;
b r
j
n 1 =
8
> > > <
> > > :
0; 1  j  n   3;
(2m+n 1)(2n j 1)
(j n+1)!
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i); n   2  j  2n   1;
and
b r
j
2n 2 =
8
> > > <
> > > :
0; 1  j  n   1;
(2n j)(1+j 2n)(2m+n 1)
(j n)!
j n Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+2
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This is clear since for n   2  j  2n   1:
b r
j
2n 2 = mnr
j
n 1   mr
j
2n 2   (m + n   1)r
j
2n 1
=
mn
(j   n + 1)!
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+2
(m + n   i)
 
m(2n   j   1)
(j   n + 1)!
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+2
(m + n   i)
 
(m + n   1)(2n   j)
(j   n)!
j n Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+1
(m + n   i)
=
j n Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+2
(m + n   i)[
mn(m + j   n)(2n   j)
(j   n + 1)!
 
m(2n   j   1)(m + j   n)(2n   j)
(j   n + 1)!
 
(m + n   1)(2n   j)(2n + m   j   1)
(j   n)!
]
=
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+2
(m + n   i)
(2n   j)
(j   n + 1)!
[mn(m + j   n)   m(2n   j   1)(m + j   n)
  (m + n   1)(2n + m   j   1)(j   n + 1)]
=
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+2
(m + n   i)
(2n   j)(1 + j   2n)(j   n + 1)(2m + n   1)
(j   n + 1)!
:
Similarly
b r
j
2n 3 = mnr
j
n 2   mr
j
2n 3   (m + n   1)r
j
2n 2
=
mn
(j   n + 2)!
j n+2 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)
 
m(2n   j   2)
(j   n + 2)!
j n+2 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)
 
(m + n   1)(2n   j   1)
(j   n + 1)!
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+2
(m + n   i)
=
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)[
mn(m + j   n + 1)(2n   j   1)
(j   n + 2)!
 
m(2n   j   2)(m + j   n + 1)(2n   j   1)
(j   n + 2)!
 
(m + n   1)(2n   j   1)(m + 2n   j   2)
(j   n + 1)!
]
=
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)
(m + j   n + 1)(2n   j   1)
(j   n + 2)!
[mn   m(2n   j   2)]
 
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)
(2n   j   1)(m + n   1)(m + 2n   j   2)
(j   n + 1)!
=
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)
(2n   j   1)[m(m + j   n + 1)   (m + n   1)(m + 2n   j   2)]
(j   n + 1)!
=
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)
(2n   j   1)(2m + n   1)(j + 2   2n)
(j   n + 1)!
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Finally:
b r
j
n 1 = nr
j
n 2   r
j
2n 3 + r
j
2n 2
=
n
(j   n + 2)!
j n+2 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)
 
(2n   j   2)
(j   n + 2)!
j n+2 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)
+
(2n   j   1)
(j   n + 1)!
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+2
(m + n   i)
=
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)[
n(m + j   n + 1)(2n   j   1)
(j   n + 2)!
 
(2n   j   2)(m + j   n + 1)(2n   j   1)
(j   n + 2)!
+
(2n   j   1)(m + 2n   j   2)
(j   n) + 1!
]
=
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)
(m + j   n + 1)(2n   j   1)
(j   n + 2)!
[n   (2n   j   2)]
+
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)
(2n   j   1)(m + 2n   j   2)
(j   n + 1)!
=
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)
(2n   j   1)[(m + j   n + 1) + (m + 2n   j   2)]
(j   n + 1)!
=
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)
(2n   j   1)(2m + n   1)
(j   n + 1)!
:
We claim also that for 2  j  2n   2:
 1
n(2m + n   1)
b r
j
2n 2 = r
j 1
2n 3[n   1];
 1
n(2m + n   1)
b r
j
2n 3 = r
j 1
2n 4[n   1];
1
n(2m + n   1)
b r
j
n 1 = r
j 1
n 2[n   1]:
This is clear since:
r
j 1
2n 3[n   1] =
(2n   j   1)
(j   n)!
j n Y
i=1
(m + i   1)(n   i)
n 1 Y
i=j n+1
(m + n   i   1)
=
(2n   j)(2n   j   1)
n(j   n)!
j n Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+2
(m + n   i)
=
 1
n(2m + n   1)
b r
j
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Also,
r
j 1
2n 4[n   1] =
(2n   j   1)
(j   n + 1)!
j n+1 Y
i=1
(m + i   1)(n   i)
n 1 Y
i=j n+2
(m + n   i   1)
=
(2n   j   1)(2n   j   2)
n(j   n + 1)!
j n Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+2
(m + n   i)
=
 1
n(2m + n   1)
b r
j
2n 3;
and
r
j 1
n 2[n   1] =
1
(j   n + 1)!
j n+1 Y
i=1
(m + i   1)(n   i)
n 1 Y
i=j n+2
(m + n   i   1)
=
(2n   j   1)
n(j   n + 1)!
j n+1 Y
i=1
(m + i   1)(n   i + 1)
n Y
i=j n+3
(m + n   i)
=
1
n(2m + n   1)
b r
j
n 1:
In total the above transformations give rise to the following structure:
b Rn =
 
 

 
 
Qn
i=1(m + n   i)   0
0 b An 1 0
0   m
(n 1)!
Qn 1
i=1 (m + i   1)(n   i + 1)

 
 
 
 
where b An 1 is the matrix corresponding to b Rn 1. So we can apply the n 2 transformations
outlined above to obtain:
b Rn =
( 1)
(n   1)!
mn 3n3n 5(2m + n   1)3n 5
n Y
i=1
(m + n   i)
n 1 Y
i=1
(m + i   1)(n   i + 1)b Rn 1:
We are now ready to introduce the conguration A(m;1n).
Denition 2.4.7. Let zi be the same as in Lemma 2.3.1. Let A = (A;m) be a nite
collection of vectors 0;1;2;:::;n 2 C2 with multiplicities such that m0 = m and
mi = 1 for 1  i  n. Denote by b ei the i-th elementary symmetric polynomial in the
variables zi, (1  i  n). We say that A is the A(m;1n) conguration if
b ei = ( 1)i

n
i

m + i   1
i

m + n   1
i
 1
for 1  i  n.CHAPTER 2. BAKER-AKHIEZER FUNCTIONS 27
By Theorem 2.4.1 A(m;1n) consists of n + 1 pairwise non-collinear vectors. In fact
A(m;1n) is always a real arrangement. This follows from Theorems 2.2.5 and 2.5.1. We will
also see in Theorem 2.5.6 that A(m;1n) is symmetric with respect to the vector 0. This
property can be rephrased as the following: z0 = 1 and zizn i+1 = 1 for 1  i  n, for
appropriate ordering of the vectors with multiplicity 1. When m = 1 the conguration
A(m;1n) is dihedral (that is, the vectors are a set of normals to reection lines for some
dihedral group). When n = 2, A(m;1n) coincides with the conguration A2(m) introduced
in [VFC96]. See [CFV99,FV03a] for more information regarding this conguration.
2.5 Type (m;1n) congurations admitting Baker-Akhiezer
functions
Let A have type (m;1n). We are going to establish that the BA function (k;x);k;x 2 C2
exists for A if and only if A = A(m;1n). We will rst show that if the BA function exists
for some type (m;1n) conguration A then A = A(m;1n) (Theorem 2.5.1). We will then
show that the BA function exists for A(m;1n) (Theorems 2.6.1, 2.6.2).
2.5.1 A(m;1n) is necessary for BA existence
Theorem 2.5.1. Let A have type (m;1n). Suppose the BA function exists for A. Then
the identities (j(k)) imply that A = A(m;1n).
The proof will consist of a series of lemmas. Suppose the BA function exists for A.
Then the conditions specied in Theorem 2.2.4 are satised. Let
Si = z0b ei 1 + aib ei (2.13)
for some ai 2 C.
Lemma 2.5.2. The identity (0(1)) is equivalent to the relation
n X
i=1
Cizn i
0 Si = 0
for some Ci 2 C;0  i  n+1. Moreover the Ci satisfy the following system of equations:
Ciai + Ci+1 = ( 1)i(n   2i); 0  i  n (2.14)
and C0 = Cn+1 = 0.CHAPTER 2. BAKER-AKHIEZER FUNCTIONS 28
Proof. Consider the identity (0(1)). This is the identity corresponding to the vector 0
when k = 1. It takes the form:
n X
i=1
z0 + zi
z0   zi
= 0: (2.15)
We can rearrange this to
n X
i=1
(z0 + zi)
n Y
j=1;j6=i
(z0   zi) = 0: (2.16)
We claim that we can write (2.16) in the following form:
n X
i=0
( 1)i(n   2i)zn i
0 b ei = 0: (2.17)
The proof is essentially a simple observation, see Lemma 2.5.8. Let C1;C2;:::;Cn 2 C.
We want to write the above relation in the form:
n X
i=1
Cizn i
0 Si = 0 (2.18)
for some appropriate choice of the ai corresponding to the Si, (see (2.13)) which we will
determine later. Utilizing the Si we write (2.18) as:
n X
i=0
(Ciai + Ci+1)b eizn i
0 = 0 (2.19)
where C0 = Cn+1 = 0. If we now equate coecients in (2.17) and (2.19) we derive the
following system of equations:
Ciai + Ci+1 = ( 1)i(n   2i)
We will return to and solve the system of equations (2.14) using information derived
from the identity (1(1)), which we turn to now. Denote by e ei the i-th elementary sym-
metric polynomials in the variables z2;z3;:::;zn.
Lemma 2.5.3. The identity (1(1)) is equivalent to the relation
n X
i=1
Dizn i
1 Si = 0
where Di;ai 2 C;0  i  n + 1. Moreover the Di;ai satisfy the following two systems of
equations:
Di + Di+1 = ( 1)i+1(m   n + 2i   1); 1  i  n; (2.20)CHAPTER 2. BAKER-AKHIEZER FUNCTIONS 29
Diai + Di+1ai+1 = ( 1)i(m + n   2i   1); 0  i  n   1; (2.21)
and D0 = Dn+1 = 0.
Proof. The identity (1(1)) has the form:
m
z1 + z0
z1   z0
+
n X
i=2
z1 + zi
z1   zi
= 0: (2.22)
We can write (2.22) in the form
n X
i=0
( 1)i+1((m   n + 2i   1)z0e ei 1   (m + n   2i   1)e ei)zn i
1 = 0 (2.23)
where e e 1 = e en = 0. The proof is again easy, see Lemma 2.5.9. To proceed we attempt to
write the above expression in a form analogous to equation (2.18). So we require
n X
i=1
Dizn i
1 Si = 0 (2.24)
using our previously dened Si. Upon substitution of the Si this gives:
n X
i=0
((Di + Di+1)z0e ei 1 + (ai+1Di+1 + aiDi)e ei)zn i
1 = 0 (2.25)
with e e 1 = e en = 0. We now equate coecients in (2.23) and (2.25) to deduce that:
(Di+Di+1)z0e ei 1+(Diai+Di+1ai+1)e ei = ( 1)i+1(m n+2i 1)z0e ei 1+( 1)i(m+n 2i 1)e ei:
(2.26)
Equating coecients in (2.26) we derive two systems of equations
Di + Di+1 = ( 1)i+1(m   n + 2i   1); 1  i  n
where Dn+1 = 0 and
Diai + Di+1ai+1 = ( 1)i(m + n   2i   1); 0  i  n   1
where D0 = 0.
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Lemma 2.5.4. The systems of equations (2:14), (2:20) and (2:21) have the unique solu-
tion:
ai =
i(m + n   i)
(n   i + 1)(m + i   1)
;
Ci =
( 1)i+1(n   i + 1)(m + i   1)
m
;
Di = ( 1)i+1(n   i + 1)(m + i   1);
where 1  i  n.
Proof. We will solve (2.20) rst. Recall that we have
Dn = ( 1)n+1(m + n   1);
Di + Di+1 = ( 1)i+1(m   n + 2i   1) for 1  i  n   1:
By substituting Dn and continuing recursively it is easy to see that
Dn r = ( 1)n r+1(r + 1)(m + n   r   1); 0  r  n   1
and that on setting n   r = i
Di = ( 1)i+1(n   i + 1)(m + i   1); 1  i  n:
Moving to (2.21),
D1a1 = m + n   1
and
Diai + Di+1ai+1 = ( 1)i(m + n   2i   1); 1  i  n   1:
Substituting D1a1 and continuing recursively we have
Diai = ( 1)i+1(n   i + 1)(m + i   1)
so that
ai =
( 1)i+1i(m + n   i)
( 1)i+1(n   i + 1)(m + i   1)
=
i(m + n   i)
(n   i + 1)(m + i   1)
:
Using this we can solve the system of equations (2.14). By inspection
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We claim that
Ci =
( 1)i+1(n   i + 1)(m + i   1)
m
; 1  i  n (2.27)
so that for example C1 = n which is clear. We have
Ci+1 =  Ciai + ( 1)i(n   2i)
= ( 1)i+2(n   2i)  
( 1)i+1(n   i + 1)(m + i   1)i(m + n   i)
m(n   i + 1)(m + i   1)
=
( 1)i+2(n   2i)m + ( 1)i+2i(m + n   i)
m
=
( 1)i+2(im + in   i2   2im + nm)
m
=
( 1)i+2(n   i)(m + i)
m
which completes the induction.
We can now prove the following:
Lemma 2.5.5. Suppose a conguration A of type (m;1n) satises the identities (j(k)),
1  j  n, 1  k  mj. Then we have Si = 0 for 1  i  n:
Proof. First, note that by Lemma 2.5.4
Di = mCi; 1  i  n: (2.28)
It remains to observe that the identities (s(1)), 2  s  n are identical to the identity
(1(1)) up to a permutation of the variables. So we can write, using (2.28):
C1zn 1
0 S1 + C2zn 2
0 S2 + C3zn 3
0 S3 + ::: + Cn 2z2
0Sn 2 + Cn 1z0Sn 1 + CnSn = 0
C1zn 1
1 S1 + C2zn 2
1 S2 + C3zn 3
1 S3 + ::: + Cn 2z2
1Sn 2 + Cn 1z1Sn 1 + CnSn = 0
C1zn 1
n 1S1 + C2zn 2
n 1S2 + C3zn 3
n 1S3 + ::: + Cn 2z2
n 1Sn 2 + Cn 1zn 1Sn 1 + CnSn = 0:
Writing this in matrix form we have
0
B
B B
B B
B
@
zn 1
0 zn 2
0 ::: z2
0 z0 1
zn 1
1 zn 2
1 ::: z2
1 z1 1
. . .
. . .
. . .
. . .
. . .
. . .
zn 1
n 1 zn 2
n 1 ::: z2
n 1 zn 1 1
1
C C
C C
C C
A
0
B B
B B
B B
@
 S1
 S2
. . .
 Sn
1
C C
C C
C C
A
=
0
B B
B B
B B
@
0
0
. . .
0
1
C C
C C
C C
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where
 Si = CiSi:
Since zi 6= zj for i 6= j the left hand matrix has non-zero determinant, and we conclude
that Si = 0 for 1  i  n.
Proposition 2.5.6. Suppose a conguration A of type (m;1n) satises the identities
(j(k)), 0  j  n, 1  k  mj. Then A is symmetric with respect to 0.
Proof. By Lemma 2.5.5, Si = 0 for 1  i  n. It follows from (2.13) that
b ei = ( 1)i 1
Qi
j=1 aj
: (2.29)
We note that
aian i+1 = 1; 1  i  n;
since we can use the values for the ai obtained in Lemma 2.5.4 to see that:
aian i+1 =
i(m + n   i)
(n   i + 1)(m + i   1)
(n   i + 1)(m + n   (n   i + 1))
(n   (n   i + 1) + 1)(m + n   i + 1   1)
= 1:
Thus
ai =
1
an i+1
:
Using this we conclude that
b ei = ( 1)nb en i; 1  i  n: (2.30)
Let
P =
n Y
i=1
(z   zi) =
n X
i=0
( 1)ib eizn i =
n X
i=0
( 1)ib eizi: (2.31)
Thus, since zi (1  i  n) is a root of P so too is 1
zi due to the palindromicity of P given
by (2.30). Thus up to relabelling zizn i+1 = 1, 1  i  n: If we set z0 = 1 the proposition
follows.
To complete the proof of Theorem 2.5.1 we need the following.
Lemma 2.5.7. Let A have type (m;1n). Suppose the BA function exists for A. Then
b ek = ( 1)k
k Y
j=1
(m + j   1)(n   j + 1)
k!
k Y
j=1
(m + n   j)
= ( 1)k

n
k

m + k   1
k

m + n   1
k
 1
: (2.32)
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Proof. If the BA function exists for a conguration A of type (m;1n) then in particular
the identities (j(k)), 0  j  n, 1  k  mj are satised. Recall from (2.29) that in this
case
b ek = ( 1)k 1
Qk
j=1 aj
; 1  k  n:
Also, recall from Lemma 2.5.4 that
ak =
k(m + n   k)
(n   k + 1)(m + k   1)
; 1  k  n:
Combining these it is clear that
b ek = ( 1)k
k Y
j=1
(m + j   1)(n   j + 1)
k!
k Y
j=1
(m + n   j)
= ( 1)k

n
k

m + k   1
k

m + n   1
k
 1
:
Theorem 2.5.1 is now proven.
2.5.2 Equivalent forms for the identities (0(1)) and (1(1))
Lemma 2.5.8. We can write the identity (0(1)) in the form
n X
i=0
( 1)i(n   2i)zn i
0 b ei = 0: (2.33)
Proof. We proceed by induction on n. The rst nontrivial case is n = 3. In this case the
identity 0(1) has the form
3z3
0   z2
0 b e1   z0 b e2 + 3b e3 = 0:
Consider the identity (0(1)) in the (m;1n+1) case (that is, we have n + 1 lines with
multiplicity one.) Denote by f(n) the left hand side of the expression (2.33) for xed n.
Then we can write the identity (0(1)) in the (m;1n+1) case as
f(n)(z0   zn+1) + (z0 + zn+1)
n X
i=0
( 1)ib ei = 0:
So we have
z0(f(n) +
n X
i=0
( 1)ib ei) + zn+1(
n X
i=0
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Let's consider the coecient of the term at zn i
0 in the expression (2.34). Denote this
coecient by bn i. For the induction to hold this should agree with replacing i by i + 1
in f(n + 1). So we expect
bn i = (n   2i   1)b ei+1zn i
0 :
Denote by b ei(n) the ith elementary symmetric polynomial in n variables. Note that
b ei+1(n) + zn+1b ei(n) = b ei+1(n + 1). Moving to (2.34), we observe that
bn i = (n   2i   1)( 1)i+1b ei+1(n) + zn+1(n   2i   1)( 1)i+1b ei(n)
= (n   2i   1)( 1)i+1(b ei+1(n) + zn+1b ei(n))
= (n   2i   1)b ei+1(n + 1)
as required.
Lemma 2.5.9. We can write the identity (1(1)) in the form
n X
i=0
( 1)i+1((m   n + 2i   1)z0e ei 1   (m + n   2i   1)e ei)zn i
1 = 0: (2.35)
Proof. The rst nontrivial case is n = 3. It is very easy in this case to check that the
identity (1(1)) has the form
(m + 2)z3
1 + ((m   2)z0   me e1)z2
1   (z0me e1   (m   2)e e2)z1 + (m + 2)z0e e2 = 0:
We proceed by induction on n. Consider the identity (1(1)) in the (m;1n+1) case (that
is, we have n + 1 lines with multiplicity one.) Let us denote the left hand side of the
expression (2.35) by g(n) . We can then write the identity (1(1)) in the (m;1n+1) case
as
g(n)(z1   zn+1) + (z1 + zn+1)(z1   z0)(z1   z2)(z1   z3):::(z1   zn) = 0:
In other words
g(n)(z1   zn+1) + (z1 + zn+1)(z1   z0)
n 1 X
i=0
( 1)ie eizn 1 i
1 = 0: (2.36)
We consider now the coecient of the term zn i
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form
( 1)i+2((m   n + 2i + 1)z0e ei   (m + n   2i   3)e ei+1)
  zn+1( 1)i+1((m   n + 2i   1)z0e ei 1   (m + n   2i   1)e ei)
+ ( 1)i+1e ei+1   z0( 1)ie ei + zn+1( 1)ie ei   z0zn+1( 1)i 1e ei 1
= ( 1)i((m   n + 2i)z0e ei   (m + n   2i   2)e ei+1)
  zn+1( 1)i+1((m   n + 2i)z0e ei 1   (m + n   2i   2)e ei)
= ( 1)i((m   n + 2i)z0(e ei + zn+1e ei 1)   (m + n   2i   2)(e ei+1 + zn+1e ei)):
We can write this as
(m   n + 2i)z0 ei   (m + n   2i   2) ei+1
where  ei is the ith elementary symmetric polynomial in the variables z2;z3;:::;zn+1, using
the fact that  ei = zn+1e ei 1+e ei. Now we consider the coecient of the term zn i
1 in g(n+1).
This can easily be seen from (2.35); it is equal to
(m   (n   2i))z0 ei   (m + n   2i   2) ei+1
which agrees with what we calculated.
2.6 Existence of BA function
We will now show that the BA function function exists for A(m;1n). To begin with we
have:
Theorem 2.6.1. If A = A(m;1n), the identities (j(k)), 0  j  n, 1  k  mj and
(e j(k)), j = 0, 1  k  m are satised.
Proof. This follows immediately from the fact that A(m;1n) is symmetric with respect to
0 (Proposition 2.5.6) and the fact that the identities (j(k)), 1  j  n, k = 1 hold
(Lemmas 2.5.2, 2.5.3, 2.5.5).
The rest of this chapter is then devoted to establishing the following.
Theorem 2.6.2. If A = A(m;1n), the identities (e s(1)), 1  s  n are satised.
This is because we can combine Theorems 2.6.1 and 2.6.2 to show that the BA function
exists for A(m;1n).CHAPTER 2. BAKER-AKHIEZER FUNCTIONS 36
2.6.1 The form of the identity (e 1(1))
To prove Theorem 2.6.2 it suces to check the identity (e 1(1)); the others are identical
up to a permutation of variables. The proof of Theorem 2.6.2 will consist of a series of
lemmas. Since some rather unwieldy calculations are involved we provide a brief outline
for convenience. Using Lemmas 2.6.3, 2.6.4, and 2.6.5 we show that the identity (e 1(1))
holds if a certain polynomial Q is identically zero at z1. Recalling from (2.31) that z1 is a
root of P, we go on to show that Q is divisible by P, completing the proof. We set
f(z) =
n X
i=2
1
z   zi
: (2.37)
Then we have
Lemma 2.6.3. The identity (e 1(1)) is equivalent to
m(m + 1)(z1 + z0)z0
2(z1   z0)3 + f(z1) + 3z1f
0
(z1) + z2
1f
00
(z1) = 0:
Proof. We need to check if the identity (e 1(1)) is satised, that is, we need to establish
the relation:
m(m + 1)(z1 + z0)z0
2(z1   z0)3 +
n X
i=2
zi(z1 + zi)
(z1   zi)3 = 0: (2.38)
We now write (2.38) in a more compact manner. By using (2.37) we can deduce the
following:
n X
i=2
(z1 + zi)zi
(z1   zi)3 = z1
n X
i=2
(zi   z1) + z1
(z1   zi)3 +
n X
i=2
(z2
i   z2
1) + z2
1
(z1   zi)3
=  z1
n X
i=2
1
(z1   zi)2 + z2
1
n X
i=2
1
(z1   zi)3
+
n X
i=2
(zi   z1)(zi + z1)
(z1   zi)3 + z2
1
n X
i=2
1
(z1   zi)3
=  3z1
n X
i=2
1
(z1   zi)2 + 2z2
1
n X
i=2
1
(z1   zi)3 +
n X
i=2
1
z1   zi
= f(z1) + 3z1f
0
(z1) + z2
1f
00
(z1):
So we can write (2.38) as
m(m + 1)(z1 + z0)z0
2(z1   z0)3 + f(z1) + 3z1f
0
(z1) + z2
1f
00
(z1) = 0: (2.39)CHAPTER 2. BAKER-AKHIEZER FUNCTIONS 37
Next we will show that we can write f(z1);f
0
(z1) and f
00
(z1) in terms of P and its
derivatives.
Lemma 2.6.4. We have the identities
f(z1) =
P
00
(z1)
2P
0(z1)
=
1
2z1
(n   1  
m(z1 + z0)
z1   z0
); (2.40)
f
0
(z1) =
1
P
0(z1)
(
P(3)(z1)
3
 
P(2)(z1)2
4P
0(z1)
); (2.41)
f
00
(z1) =
1
P
0(z1)
(
P(4)(z1)
4
 
P(3)(z1)P(2)(z1)
2P
0(z1)
+
P(2)(z1)3
4P
0(z1)2 ): (2.42)
Proof. First recall from (2.37) that
f(z) =
n X
j=2
1
z   zj
:
Since
P(z) =
n Y
i=1
(z   zi)
it is easy to see that
f(z1) =
P
00
(z1)
2P
0(z1)
: (2.43)
Recall that the identity (1(1)) is satised since A = A(m;1n), see Theorem 2.6.1. We can
write the identity (1(1)) in the form (2.22):
m
z1 + z0
z1   z0
+
n X
i=2
z1 + zi
z1   zi
= 0:
We note that
n X
i=2
z1 + zi
z1   zi
=
n X
i=2
2z1 + zi   z1
z1   zi
= 2z1
n X
i=2
1
z1   zi
 
n X
i=2
1
= 2z1f(z1)   (n   1):
Using (2.22) and this we conclude that
f(z1) =
1
2z1
(n   1  
m(z1 + z0)
z1   z0
): (2.44)
Now, observe that:
P
0
(z)
P(z)
=
n X
i=1
1
z   zi
= f(z) +
1
z   z1
:CHAPTER 2. BAKER-AKHIEZER FUNCTIONS 38
So we have the identity
f(z) =
P
0
(z)(z   z1)   P(z)
P(z)(z   z1)
: (2.45)
We want to derive identities for f
0
(z1), f
00
(z1) in terms of P. We do this by using (2.45)
and considering the Taylor expansion at z1. For brevity set " = z   z1. We have:
f(z) =
P
0
(z)(z   z1)   P(z)
P(z)(z   z1)
=
(P
0
(z1)" + P(2)(z1)"2 + 1
2!P(3)(z1)"3 + 1
3!P(4)(z1)"4 + :::)   (P
0
(z1)" + 1
2!P(2)(z1)"2 + 1
3!P(3)(z1)"3 + :::)
P
0(z1)"2 + 1
2!P(2)(z1)"3 + 1
3!P(3)(z1)"4 + :::
=
1
2P(2)(z1) + 1
3P(3)(z1)" + 1
8P(4)(z1)"2 + :::
P
0(z1) + 1
2P(2)(z1)" + 1
6P(3)(z1)"2 + :::
=
1
2P(2)(z1) + 1
3P(3)(z1)" + 1
8P(4)(z1)"2 + :::
P
0(z1)(1 +
P(2)(z1)
2P
0(z1) " +
P(3)(z1)
6P
0(z1) "2 +
P(4)(z1)
24P
0(z1)"3 + :::)
=
1
P
0(z1)
(
1
2
P(2)(z1) +
1
3
P(3)(z1)" +
1
8
P(4)(z1)"2 + :::)(1  
P(2)(z1)
2P
0(z1)
"  
P(3)(z1)
6P
0(z1)
"2 + ::: + (
P(2)(z1)
2P
0(z1)
)2"2 + :::)
=
1
P
0(z1)
(
1
2
P(2)(z1) +
1
3
P(3)(z1)" +
1
8
P(4)(z1)"2 + :::)(1  
P(2)(z1)
2P
0(z1)
" + (
P(2)(z1)2
4P
0(z1)2  
P(3)(z1)
6P
0(z1)
)"2 + :::)
=
P(2)(z1)
2P
0(z1)
+
1
P
0(z1)
 
P(3)(z1)
3
 
P(2)(z1)2
4P
0(z1)
!
" +
1
P
0(z1)
 
1
8
P(4)(z1)  
P(3)(z1)P(2)(z1)
6P
0(z1)
+
1
4
P(2)(z1)(
P(2)(z1)2
2P
0(z1)2  
P(3)(z1)
3P
0(z1)
)
!
"2
+ O("3):
So we have the identities:
f
0
(z1) =
1
P
0(z1)
(
P(3)(z1)
3
 
P(2)(z1)2
4P
0(z1)
);
f
00
(z1) =
1
P
0(z1)
(
P(4)(z1)
4
 
P(3)(z1)P(2)(z1)
2P
0(z1)
+
P(2)(z1)3
4P
0(z1)2 ):
Lemma 2.6.5. The identity (e 1(1)) is equivalent to the relation:
Q :=P
0
(z1)
 
2m(m + 1)z0z1(z0 + z1) + 2(z1   z0)2((n   1)(z1   z0)   m(z1 + z0))
 3(z1   z0)((n   1)2(z1   z0)2   2m(n   1)(z1 + z0)(z1   z0) + m2(z1 + z0)2)
+((n   1)(z1   z0)   m(z1 + z0))3
+ 2P(3)(z1)z2
1(z1   z0)2 ((z1   z0)(3   n) + m(z1 + z0))
+ P(4)(z1)
 
z3
1(z1   z0)3
= 0: (2.46)
Proof. By Lemmas 2.6.3, 2.6.4, the identity (e 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m(m + 1)(z1 + z0)z0
2(z1   z0)3 + f(z1) + 3z1f
0
(z1) + z2
1f
00
(z1)
=
m(m + 1)(z1 + z0)z0
2(z1   z0)3
+
1
2z1
(n   1  
m(z1 + z0)
z1   z0
)
+ 3z1
1
P
0(z1)
(
P(3)(z1)
3
 
P(2)(z1)2
4P
0(z1)
)
+ z2
1
1
P
0(z1)
(
P(4)(z1)
4
 
P(3)(z1)P(2)(z1)
2P
0(z1)
+
P(2)(z1)3
4P
0(z1)2 ) = 0: (2.47)
Recall from (2.43) that
f(z1) =
P
00
(z1)
2P
0(z1)
This means we can simplify (2.47) further to:
m(m + 1)z0z1(z1 + z0)
+ (z1   z0)3(n   1  
m(z1 + z0)
z1   z0
)
+ 2z2
1(z1   z0)3(
P(3)(z1)
P
0(z1)
  3f(z1)2)
+ z3
1(z1   z0)3(
P(4)(z1)
2P
0(z1)
 
P(3)(z1)P(2)(z1)
P
0(z1)2 + 4f(z1)3) = 0:
In other words
P
0
(z1)(m(m + 1)z0z1(z1 + z0) + (z1   z0)3(n   1  
m(z1 + z0)
z1   z0
)   6z2
1(z1   z0)3f(z1)2 + 4z3
1(z1   z0)3f(z1)3)
+ 2z2
1(z1   z0)3P(3)(z1) +
1
2
z3
1(z1   z0)3P(4)(z1)   2z3
1(z1   z0)3f(z1)P(3)(z1) = 0:
Now we recall from (2.44) that
f(z1) =
1
2z1
(n   1  
m(z1 + z0)
z1   z0
):
So we have
P
0
(z1)

m(m + 1)(z1)(z1 + z0)z0 + (z1   z0)3(n   1  
m(z1 + z0)
z1   z0
)
 6z2
1(z1   z0)3(
1
2z1
(n   1  
m(z1 + z0)
z1   z0
))2 + 4z3
1(z1   z0)3(
1
2z1
(n   1  
m(z1 + z0)
z1   z0
))3

+ 2P(3)(z1)

z2
1(z1   z0)3   z3
1(z1   z0)3(
1
2z1
(n   1  
m(z1 + z0)
z1   z0
))

+ P(4)(z1)

1
2
z3
1(z1   z0)3

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Cancelling the denominators we obtain:
P
0
(z1)
 
2m(m + 1)z0z1(z0 + z1) + 2(z1   z0)2((n   1)(z1   z0)   m(z1 + z0))
 3(z1   z0)((n   1)2(z1   z0)2   2m(n   1)(z1 + z0)(z1   z0) + m2(z1 + z0)2)
+((n   1)(z1   z0)   m(z1 + z0))3
+ 2P(3)(z1)z2
1(z1   z0)2 (2(z1   z0)   (n   1)(z1   z0) + m(z1 + z0))
+ P(4)(z1)z3
1(z1   z0)3 = 0;
giving
P
0
(z1)
 
2m(m + 1)z0z1(z0 + z1) + 2(z1   z0)2((n   1)(z1   z0)   m(z1 + z0))
 3(z1   z0)((n   1)2(z1   z0)2   2m(n   1)(z1 + z0)(z1   z0) + m2(z1 + z0)2)
+((n   1)(z1   z0)   m(z1 + z0))3
+ 2P(3)(z1)z2
1(z1   z0)2 ((z1   z0)(3   n) + m(z1 + z0))
+ P(4)(z1)z3
1(z1   z0)3 = 0:
2.6.2 The identity (e 1(1)) holds
By Lemma 2.6.5 we now know that in order to show that the identity (e 1(1)) holds we
must show that a polynomial of degree n + 2 is zero at z1. To do this we prove that the
polynomial P(z1) is a factor of the polynomial Q, recalling from (2.31) that z1 is a root
of P.
Lemma 2.6.6. Let the polynomial Q dened in (2.46) be expressed in the form:
Q(z1) =
n+2 X
j=0
tjz
j
1
Let z0 = 1. Then
tj = b ejqj;0 + b ej 1qj;1 + b ej 2qj;2 + b ej+1qj;3:
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qj;0 =( 1)
jj(2m(m + 1) + 2(m + 3n   3) + 3(n   1)((n   1)
2 + (n   1)(m   3)   m(m + 2)) + 3m
2(1   m)
+ (j   1)(j   2)(3j   6n   2m + 9));
qj;1 =( 1)
j 1(j   1)(2m(m + 1) + 2(3   3n + m) + 3(n   1)( (n   1)
2 + (n   1)(3 + m) + m(m   2))
  3m
2(m + 1) + (j   2)(j   3)(6n   2m   3j   6));
qj;2 =( 1)
j(j   2)(2(n   1   m) + (n   1)((n   1)
2   3(n   1)(m + 1) + 3m(m + 2))   m
2(3 + m)
+ (j   3)(j   4)(1   2n + 2m + j));
qj;3 =( 1)
j+1(j + 1)(2(1   n   m) + (n   1)( (n   1)
2 + 3(n   1)(1   m) + 3m(2   m)) + m
2(3   m)
+ j(j   1)(2n + 2m   j   4)):
Proof. By inspection of P, the terms which contribute to tj are those proportional to
b ej+1, b ej, b ej 1, b ej 2. We exhibit how these are calculated. First consider qj;0, the term
corresponding to b ej. Observe the appropriate term in P
0
:
P
0
(z1) = ::: + ( 1)jjb ejz
j 1
1 + :::
Then referring to Lemma 2.6.5 we must calculate:
qj;0 =( 1)jj[2m(m + 1)z0z1(z0 + z1) + 2(z1   z0)2((n   1)(z1   z0)   m(z1 + z0))
  3(z1   z0)((n   1)2(z1   z0)2   2m(n   1)(z1 + z0)(z1   z0) + m2(z1 + z0)2)
+ ((n   1)(z1   z0)   m(z1 + z0))3]1
+ ( 1)jj(j   1)(j   2)[2z2
1(z1   z0)2 ((z1   z0)(3   n) + m(z1 + z0))]3
+ ( 1)jj(j   1)(j   2)(j   3)[z3
1(z1   z0)3]4
where [f]k is the coecient of zk
1 in the expression f. This gives:
qj;0 =( 1)jj(2m(m + 1) + 2(m + 3n   3) + 3(n   1)((n   1)2 + (n   1)(m   3)
  m(m + 2)) + 3m2(1   m)) + (j   1)(j   2)(3j   6n   2m + 9)):
For qj;1 we must calculate:
qj;1 =( 1)j 1(j   1)[2m(m + 1)z0z1(z0 + z1) + 2(z1   z0)2((n   1)(z1   z0)   m(z1 + z0))
  3(z1   z0)((n   1)2(z1   z0)2   2m(n   1)(z1 + z0)(z1   z0) + m2(z1 + z0)2)
+ ((n   1)(z1   z0)   m(z1 + z0))3]2
+ ( 1)j 1(j   1)(j   2)(j   3)[2z2
1(z1   z0)2 ((z1   z0)(3   n) + m(z1 + z0))]4
+ ( 1)j 1(j   1)(j   2)(j   3)(j   4)[z3
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giving
qj;1 =( 1)j 1(j   1)(2m(m + 1) + 2(3   3n + m) + 3(n   1)( (n   1)2
+ (n   1)(3 + m) + m(m   2))
  3m2(m + 1) + (j   2)(j   3)(6n   2m   6   3j)):
For qj;2 we must calculate:
qj;2 =( 1)j 2(j   2)[2m(m + 1)z0z1(z0 + z1) + 2(z1   z0)2((n   1)(z1   z0)   m(z1 + z0))
  3(z1   z0)((n   1)2(z1   z0)2   2m(n   1)(z1 + z0)(z1   z0) + m2(z1 + z0)2)
+ ((n   1)(z1   z0)   m(z1 + z0))3]3
+ ( 1)j 2(j   2)(j   3)(j   4)[2z2
1(z1   z0)2 ((z1   z0)(3   n) + m(z1 + z0))]5
+ ( 1)j 2(j   2)(j   3)(j   4)(j   5)[z3
1(z1   z0)3]6
giving
qj;2 =( 1)j 2(j   2)(2(n   1   m) + (n   1)((n   1)2   3(n   1)(m + 1) + 3m(m + 2))
  m2(3 + m) + (j   3)(j   4)(1   2n + 2m + j)):
Finally for qj;3 we must calculate:
qj;3 =( 1)j+1(j + 1)[2m(m + 1)z0z1(z0 + z1) + 2(z1   z0)2((n   1)(z1   z0)   m(z1 + z0))
  3(z1   z0)((n   1)2(z1   z0)2   2m(n   1)(z1 + z0)(z1   z0) + m2(z1 + z0)2)
+ ((n   1)(z1   z0)   m(z1 + z0))3]0
+ ( 1)j+1(j + 1)(j)(j   1)[2z2
1(z1   z0)2 ((z1   z0)(3   n) + m(z1 + z0))]2
+ ( 1)j+1(j + 1)(j)(j   1)(j   2)[z3
1(z1   z0)3]3
giving
qj;3 =( 1)j+1(j + 1)(2(1   n   m) + (n   1)( (n   1)2 + 3(n   1)(1   m) + 3m(2   m))
+ m2(3   m) + j(j   1)(2n + 2m   j   4)):
Lemma 2.6.7.
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where q; r 2 C[z1], deg r < deg P = n and q = az2
1 + bz1 + c with:
a =mn( m2 + 3mn   n2   6m + 6n   7);
b =mn( 2m2   mn + 2n2 + 3m   11n + 15);
c =   mn(m + n   2)(m + n   3):
Proof. We divide Q by P:
zn
1   b e1z
n 1
1 + 
tn+2z2
1 +(tn+1 + tn+2b e1)z1 +(tn   tn+2b e2 + tn+1b e1 + tn+2b e2
1)
tn+2z
n+2
1 +tn+1z
n+1
1 +tnzn
1 +
tn+2z
n+2
1  tn+2b e1z
n+1
1 +tn+2b e2zn
1  
(tn+1 + tn+2b e1)z
n+1
1 +(tn   tn+2b e2)zn
1  
(tn+1 + tn+2b e1)z
n+1
1  b e1(tn+1 + tn+2b e1)zn
1  
(tn   tn+2b e2 + tn+1b e1 + tn+2b e2
1)zn
1  
So the required quotient is
q = tn+2z2
1 + (tn+1 + tn+2b e1)z1 + (tn   tn+2b e2 + tn+1b e1 + tn+2b e2
1) (2.49)
Thus to nd a;b;c it will only be necessary to ascertain the coecients tn;tn+1;tn+2. We
need to return to the polynomial Q introduced in Lemma 2.6.5. Recall from Lemma 2.6.6
that
tj = b ejqj;0 + b ej 1qj;1 + b ej 2qj;2 + b ej+1qj;3:
Recall also that b ei = 0 for i  n + 1. So using Lemma 2.6.6 we have
tn+2 = b enqn+2;2 = ( 1)nqn+2;2
= n(2(n   1   m) + (n   1)((n   1)2   3(n   1)(m + 1) + 3m(m + 2))
  m2(3 + m) + (n   1)(n   2)(3   n + 2m))
=  mn(m2   3mn + n2 + 6m   6n + 7):
Also
tn+1 = b enqn+1;1 + b en 1qn+1;2 = ( 1)nqn+1;1 + ( 1)nb e1qn+1;2
= n(2m(m + 1) + 2(3   3n + m) + 3(n   1)( (n   1)2 + (n   1)(3 + m) + m(m   2))
  3m2(m + 1)
+ (n   1)(n   2)(3n   2m   9))
  b e1(n   1)(2(n   1   m) + (n   1)((n   1)2   3(n   1)(m + 1) + 3m(m + 2))
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+ (n   2)(n   3)(2   n + 2m))
= mn(9   4m   3m2   6n + 3mn + n2)
  b e1( m3n + 3m2n2   mn3 + m3   9m2n + 3mn2 + n3 + 6m2   mn   6n2   m + 11n   6):
Finally
tn = b enqn;0 + b en 1qn;1 + b en 2qn;2 = ( 1)nqn;0 + ( 1)nb e1qn;1 + ( 1)nb e2qn;2
= n(2m(m + 1) + 2(m + 3n   3) + 3(n   1)((n   1)2 + (n   1)(m   3)   m(m + 2))
+ 3m2(1   m)
+ (n   1)(n   2)( 3n   2m + 9))
  b e1(n   1)(2m(m + 1) + 2(3   3n + m)
+ 3(n   1)( (n   1)2 + (n   1)(3 + m) + m(m   2))
  3m2(m + 1)
+ (n   2)(n   3)(3n   2m   6))
+ b e2(n   2)(2(n   1   m) + (n   1)((n   1)2   3(n   1)(m + 1) + 3m(m + 2))
  m2(3 + m)
+ (n   3)(n   4)(1   n + 2m))
= mn( 3m2   3mn + n2 + 8m   6n + 9)
  b e1( 3m3n + 3m2n2 + mn3 + 3m3   7m2n
  3mn2   3n3 + 4m2 + 3mn + 18n2   m   33n + 18)
+ b e2( m3n + 3m2n2   mn3 + 2m3   12m2n
+ 2n3 + 12m2 + 17mn   12n2   26m + 22n   12):
Recall now from (2.32) that:
b e1 =
 mn
m + n   1
b e2 =
mn(m + 1)(n   1)
2(m + n   1)(m + n   2)
:
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a =   mn(m2 + n2   3mn + 6(m   n) + 7);
b =mn( 3m2 + 3mn + n2   4m   6n + 9)
 
mn
m + n   1
(6 + m   6m2   m3   11n   6mn + 3m2n + 3mn2 + 6n2   n3);
c =mn( 3m2   3mn + n2 + 8m   6n + 9)
 
mn
m + n   1
( 3m3 + 3m2n   3mn2 + 3n3   4m2 + 6mn   18n2 + m + 33n   18)
+
mn(m + 1)(n   1)
2(m + n   1)(m + n   2)
(2m3   6m2n   6mn2 + 2n3 + 12m2 + 24mn
  12n2   26m + 22n   12)
+
m2n2
(m + n   1)2( m3 + 3m2n + 3mn2   n3   6m2   6mn + 6n2 + m   11n + 6):
We now use the following trivial factorizations:
  12   26m + 12m2 + 2m3 + 22n + 24mn   6m2n   12n2   6mn2 + 2n3
= 2(m + n   2)(3 + 8m + m2   4n   4mn + n2) (2.50)
6 + m   6m2   m3   11n   6mn + 3m2n + 3mn2 + 6n2   n3
=  (m + n   1)(6 + 7m + m2   5n   4mn + n2) (2.51)
  ( 18 + m   4m2   3m3 + 33n + 6mn + 3m2n   18n2   3mn2 + 3n3)
+ (m + 1)(n   1)(3 + 8m + m2   4n   4mn + n2)   mn(6 + 7m + m2   5n   4mn + n2)
= ( 1 + m + n)( 15   3m + 2m2 + 11n + mn   2n2) (2.52)
to obtain
a =mn( m2 + 3mn   n2   6m + 6n   7);
b =mn( 2m2   mn + 2n2 + 3m   11n + 15);
c =   mn(m + n   2)(m + n   3):
2.6.3 Final calculations
Referring now to (2.48) we should multiply P by q and determine the coecient of the
degree j term. Let
S = Pq =
n+2 X
j=0
sjz
n j
1 : (2.53)CHAPTER 2. BAKER-AKHIEZER FUNCTIONS 46
Then clearly
sj = ( 1)jab ej 2 + ( 1)j 1bb ej 1 + ( 1)jcb ej:
Thus the proof of Theorem 2.6.2 has been reduced to establishing the following lemma.
Lemma 2.6.8. Q=S.
Proof. To check that Q = S we will show that tj = sj for 1  j  n+2. We collect terms
and subtract to get
tj   sj
= b ej+1( 1)j+1(j + 1)( 11n + 6   11m + 6n2 + 12mn   3m2n   3n2m + 6m2   n3   m3   3j2   j3
+ 2nj2 + 2mj2 + 4j   2nj   2mj)
+ b ej( 1)j[j(8m2   3m3 + 9m + 21n   18n2   12mn + 3n3 + 3n2m   3m2n + 3j3   6nj2   2mj2   21j
+ 18nj + 6mj)   mn( m2   2mn   n2 + 5m + 5n   6)]
+ b ej 1[( 1)j 1[(j   1)(9j2   3j3 + 6nj2   2mj2   30nj + 10mj + 12j   18 + 3n + m   4m2 + 18n2
  3n3   3m3   12mn + 3mn2 + 3nm2)
  mn( 2m2   mn + 2n2 + 3m   11n + 15)]
+ b ej 2[( 1)j 2[(j   2)(j3   6j2 + 5j   2nj2 + 2mj2 + 14nj   14mj   13n + 13m + 6   6n2 + 12mn
  3n2m + 3m2n   6m2 + n3   m3)   mn( m2 + 3mn   n2   6m + 6n   7)]:
Recall from Denition 2.4.7 that
b ej = ( 1)j

n
j

m + j   1
j

m + n   1
j
 1
for 1  i  n. Substituting and multiplying through by
j!
j Y
r=1
(m + n   r)
j 1 Y
r=1
(m + r   1)(n   r + 1)
we
obtain a nal form for tj   sj, using the following easily checkable relations:
( 11n + 6   11m + 6n2 + 12mn   3m2n   3n2m + 6m2   n3   m3   3j2   j3 + 2nj2 + 2mj2 + 4j
  2nj   2j)
=  (1 + j   m   n)( 6 + 2j + j2 + 5m   jm   m2 + 5n   jn   2mn   n2)
(j   2)(j3   6j2 + 5j   2nj2 + 2mj2 + 14nj   14mj   13n + 13m + 6   6n2 + 12mn   3n2m
+ 3m2n   6m2 + n3   m3)   ( 7mn   m3n + 6mn2   mn3 + 3n2m2   6m2n)
= ( 2 + j + m)( 2 + j   n)( 3   4j + j2   8m + jm   m2 + 8n   jn + 3mn   n2):CHAPTER 2. BAKER-AKHIEZER FUNCTIONS 47
So we have
Fj := tj   sj
= (n   j)(m + j)(n   j + 1)(m + j   1)( 6 + 2j + j2 + 5m   mj   m2 + 5n   nj   2mn   n2)
+ (n   j + 1)(m + j   1)(j(8m2   3m3 + 9m + 21n   18n2   12mn + 3n3 + 3n2m   3m2n + 3j3
  6nj2   2mj2   21j + 18nj + 6mj)
  mn( 6 + 5m   m2 + 5n   2mn   n2))
+ (m + n   j)j(j   1)(9j2   3j3 + 6nj2   2mj2   30nj + 10mj + 12j   18 + 3n + m   4m2 + 18n2
  3n3   3m3   12mn + 3mn2 + 3nm2
  mn(15 + 3m   2m2   11n   mn + 2n2))
  j(j   1)(m + n   j)(m + n   j + 1)( 3   4j + j2   8m + mj   m2 + 8n   nj + 3mn   n2):
Thus to show that Q = S we need the following.
Lemma 2.6.9. The polynomial Fj is identically zero.
Proof. We will split Fj into four summands. First we have
(n   j)(m + j)(n   j + 1)(m + j   1)( 6 + 2j + j2 + 5m   mj   m2 + 5n   nj   2mn   n2)
= j6
+ j5(m   3n)
+ j4( 2m2   6mn + 2n2 + 8m + 6n   9)
+ j3( 3m3   m2n + 7mn2 + n3 + 16m2   10n2   28m + 6n + 14)
+ j2( m4 + 4m3n + 7m2n2   n4 + 9m3   18m2n   18mn2 + 3n3   25m2 + 29mn + 7n2
+ 25m   15n   6)
+ j(2m4n + m3n2   3m2n3   2mn4 + m4   13m3n   4m2n2 + n4 + 9mn3   6m3 + 29m2n
+ 3mn2   4n3 + 11m2   26mn + n2   6m + 6n)
  m4n2   2m3n3   m2n4   m4n + 4m3n2 + 6m2n3 + mn4 + 6m3n   4m2n2   4mn3
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For the second summand we have
(n   j + 1)(m + j   1)(j(8m2   3m3 + 9m + 21n   18n2   12mn + 3n3 + 3n2m   3m2n + 3j3
  6nj2   2mj2   21j + 18nj + 6mj)
  mn( 6 + 5m   m2 + 5n   2mn   n2))
=  3j6
+ j5( m + 9n + 6)
+ j4(2m2 + 7mn   6n2   7m   33n + 18)
+ j3(3m3 + m2n   9mn2   3n3   16m2   4mn + 42n2 + 26m   42)
+ j2(3m4   m3n   8m2n2   mn3 + 3n4   14m3 + 25m2n + 35mn2   12n3 + 13m2   51mn
  33n2   9m + 45n + 21)
+ j( 4m4n   4m3n2 + 4m2n3 + 4mn4   3m4 + 15m3n   2m2n2   21mn3   3n4 + 11m3
  24m2n + 8mn2 + 15n3 + m2 + 36mn   3n2   9m   21n)
+ m4n2 + 2m3n3 + m2n4 + m4n   4m3n2   6m2n3   mn4   6m3n + 4m2n2 + 4mn3 + 11m2n
  mn2   6mn:
For the third summand we have
(m + n   j)j(j   1)(9j2   3j3 + 6nj2   2mj2   30nj + 10mj + 12j   18 + 3n + m   4m2 + 18n2
  3n3   3m3   12mn + 3mn2 + 3nm2
  mn(15 + 3m   2m2   11n   mn + 2n2))
= 3j6
+ j5( m   9n   12)
+ j4( 2m2 + 4mn + 6n2 + 48n   3)
+ j3(3m3   3m2n   3mn2 + 3n3 + 16m2   12mn   54n2 + 12m   30n + 30)
+ j2( 3m4   2m3n + 5m2n2 + 2mn3   3n4   7m3   10m2n   2mn2 + 15n3   13m2 + 27mn
+ 51n2   29m   27n   18)
+ j(2m4n + 3m3n2   m2n3   2mn4 + 3m4   3m3n + 2m2n2 + 11mn3 + 3n4 + 4m3
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Finally the fourth summand is
  j(j   1)(m + n   j)(m + n   j + 1)( 3   4j + j2   8m + mj
  m2 + 8n   nj + 3mn   n2)
=  j6
+ j5(m + 3n + 6)
+ j4(2m2   5mn   2n2   m   21n   6)
+ j3( 3m3 + 3m2n + 5mn2   n3   16m2 + 16mn + 22n2   10m + 24n   2)
+ j2(m4   m3n   4m2n2   mn3 + n4 + 12m3 + 3m2n   15mn2   6n3 + 25m2   5mn   25n2
+ 13m   3n + 3)
+ j( m4 + m3n + 4m2n2 + mn3   n4   9m3   6m2n + 10mn2 + 7n3
  11m2   6mn + 5n2   3m   3n):
Now when we add all four summands it is easy to see that the result is zero.Chapter 3
Cohen-Macaulay and Gorenstein
property
3.1 Summary
This Chapter comprises two sections. In Section 3.2 we describe the Gorenstein property
for a graded module over a polynomial ring. We follow the approach of Benson [Ben93].
As such, Section 3.2 contains no original material. In Section 3.3 we will show that analysis
of the Gorenstein property for rings of quasi-invariants in the plane reduces to analysis
of the Poincar e series. The result in this section has been known for some time but no
explicit reference exists.
3.2 Cohen-Macaulay and Gorenstein rings
We will be interested in establishing when the Gorenstein property holds for certain rings
of quasi-invariants in the plane, and investigating the possible implications this may have.
The importance of the Gorenstein property was recognized and explained by Bass [Bas63]
in a famous paper. The subsequent development of the notion is a long and interesting
story. An excellent reference is the paper [Hun99] which contains an introduction to key
concepts as well as providing some historical background and motivation.
There are various denitions of the Gorenstein property available. Our case involves
graded modules over polynomial rings. In Section 3.2 we will describe the setting and our
notion of Gorenstein in more detail, with an aim to proving Stanley's remarkable criterion
(Theorem 3.2.20, see [Sta78]) which will be a vital component of the work in Chapter
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4. In Section 3.3 we will also show that analysis of the Gorenstein property for rings of
quasi-invariants in the plane reduces to analysis of the Poincar e series.
Let us rst review the most familiar denition of the Gorenstein property. Let R be a
ring and let M be an R-module. Let inj dimRM denote the injective dimension of M.
Denition 3.2.1. A Noetherian local ring R is a Gorenstein ring if inj dimRR < 1.
A Noetherian ring is a Gorenstein ring if its localization at every maximal ideal is a
Gorenstein local ring.
Now we turn to the graded case. We present a condensed introduction to the Gorenstein
property. All results in Section 3.2 are taken from Benson [Ben93] unless stated otherwise.
Let K be an algebraically closed eld of characteristic zero and let A = K[x1;x2;:::;xs]
be a polynomial ring in s indeterminates, graded by degree. Let M be a graded, nitely
generated A-module. Then we have the following, which is essentially Hilbert's Syzygy
Theorem:
Theorem 3.2.2. Any graded A-module M is projective if and only if it is free. Moreover
M has a unique (up to isomorphism of chain complexes) free resolution of the form
0 ! Fs ! Fs 1 ! ::: ! F0 ! M ! 0:
We now dene the homological dimension hdimA(M) of a graded A-module M to be
the minimal length of a projective resolution of M. The above theorem states that every
graded A module has homological dimension at most equal to s. We also have
Theorem 3.2.3 ([BH93], Theorem 1.3.1). Let
F : 0 ! Fs ! Fs 1 ! ::: ! F0 ! M ! 0
be a free A resolution of M. Then TFAE
 The resolution F is minimal.
 rank Fi = dimKTorA
i (M;K)8i  0
 rank Fi = dimKExti
A(M;K)8i  0.
In other words, hdimA(M) is equal to the largest value of t for which TorA
t (M;K) or
Extt
A(M;K) is non-zero.CHAPTER 3. COHEN-MACAULAY AND GORENSTEIN PROPERTY 52
Example 3.2.4. Let A = C[x;y] and let M = C[x;y]=hx2;y2i. We claim that hdimA(M) =
2. To see this, recall that we can calculate TorR
i (M;C) by resolving in either variable. Us-
ing the Koszul complex we have the following minimal free resolution of C = C[x;y]=hx;yi:
0 ! A
0
B B
@
y
x
1
C C
A
      ! A  A

 x y

            ! A ! C ! 0:
Applying the functor   
A M to this resolution we obtain
0 ! A 
A M
0
B B
@
y
x
1
C C
A
      ! (A  A) 
A M

 x y

            ! A 
A M ! 0
giving
0 ! M
0
B B
@
y
x
1
C C
A
      ! M  M

 x y

            ! M ! 0: (3.1)
Now we can calculate TorA
2 (M;C), which is the homology of the complex (3.1) at the left
M entry. It is easy to see this is given by fxy+hx2;y2ij 2 Cg, which is in fact the socle
of M. So dimCTorA
2 (M;C) = 1 = rankAA and thus hdimA(M) = 2
We now turn to a brief discussion of depth and Cohen-Macaulay rings.
Denition 3.2.5. If A is a commutative Noetherian ring and M is a nitely generated
A-module, an element a 2 A is regular for M if 0 6= M 6= aM and a is not a zero
divisor on M. A sequence 1;2;:::;r is a regular sequence for M if each i is regular
for M=(1M +:::+i 1M): The depth of M is the length of the longest regular sequence
for M. The depth of A is its depth as an A module. The ring A or module M is Cohen-
Macaulay if its depth is equal to its Krull dimension.
Example 3.2.6. Let A = C[x1;x2;:::;xs]. Then x1;x2;:::;xs is a regular sequence for
A. In fact, this is the longest possible regular sequence, so A has depth s. Moreover, A
has Krull dimension s, and so A is Cohen-Macaulay.
We now mention another characterization of Cohen-Macaulay in the case where A and
M are graded and A is nitely generated over a eld K by elements of positive degree.
Let AnnA(M) = fa 2 A j am = 08m 2 Mg.
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(i) M is Cohen-Macaulay.
(ii) There exist homogeneous elements x1;:::;xn (here n =dimM) generating a polyno-
mial subring K[x1;:::;xn]  A=AnnA(M), such that M is a nitely generated free
module over K[x1;:::;xn].
(iii) Whenever x1;:::;xn are homogeneous elements (here n =dimM) generating a poly-
nomial subring K[x1;:::;xn]  A=AnnA(M) over which M is a nitely generated,
M is a free K[x1;:::;xn] module.
Example 3.2.8. In light of the above it is evident polynomial rings (with the variables in
positive degree) are Cohen-Macaulay.
We now move to a homological characterization of depth.
Theorem 3.2.9. The depth of M is equal to the homological codimension hcodimA(M)
which is dened to be the smallest n  0 for which Extn
A(K;M) 6= 0, where K = A=i>0Ai.
Example 3.2.10. Let A = C[x;y] and let M = C[x;y]=hx2;y2i. It is clear the depth(M)=0.
We conrm that M has hcodimA(M) = 0. Recall that to calculate Exti
A(C;M) we should
rst take an injective resolution of M. However we can also start with a free resolution of
C. So, consider the minimal free resolution of C given by the Koszul complex:
0 ! A
0
B
B
@
y
x
1
C
C
A
      ! A  A

 x y

            ! A ! C ! 0:
We apply HomA( ;M) to this resolution to obtain
0   HomA(A;M)

y x

          HomA(A  A;M)
0
B B
@
 x
y
1
C C
A
            HomA(A;M)   0
giving
0   M

y x

          M  M
0
B B
@
 x
y
1
C C
A
            M   0: (3.2)
Thus, Ext0
A(C;M), which is the homology of (3.2) at the right hand M entry is given by
fxy+hx2;y2ij 2 Cg. So hcodimA(M) = 0. Notice that hdimA(M)+hcodimA(M) = 2,
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Theorem 3.2.11. If M is a nitely generated graded module over a graded polynomial
ring A = K[x1;x2;:::;xs], with each xi is positive degree, then
hdimA(M) + hcodimA(M) = s:
This theorem has the following useful corollary.
Corollary 3.2.12. Let M be a Cohen-Macaulay graded module over A = K[x1;x2;:::;xs]
and denote by dim(M) the Krull dimension of M. Then
hdimA(M) = s   dim(M):
In other words, the minimal free resolution of M stops after s   dim(M) terms.
Example 3.2.13. Let A = C[x;y] and let M = C[x;y]=hx2;y2i. We have the following
minimal free resolution of M of length 2   0 = 2 terms:
0 ! A
0
B B
@
y2
x2
1
C C
A
        ! A  A

 x2 y2

              ! A ! M ! 0:
Theorem 3.2.11 is the key step in establishing the following.
Theorem 3.2.14. If M is a Cohen-Macaulay graded module of Krull dimension n for a
graded polynomial ring A = K[x1;x2;:::;xs] with the xi in positive degree then Exti
A(M;A) =
0 for i 6= s   n.
Example 3.2.15. We saw already that if A = C[x;y], M = C[x;y]=hx2;y2i then
0 ! A
0
B
B
@
y2
x2
1
C C
A
        ! A  A

 x2 y2

              ! A ! M ! 0
is a minimal free resolution of M. Applying HomA( ;A) yields
0   HomA(A;A)

y2 x2

              HomA(A  A;A)
0
B
B
@
 x2
y2
1
C C
A
            HomA(A;A)   0
giving
0   A

y2 x2

              A  A
0
B B
@
 x2
y2
1
C C
A
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We can now calculate Exti
A(M;A). Firstly Ext0
A(M;A) = 0 since the kernel of the right
hand map is zero. Now, we claim that Ext1
A(M;A) = 0. Denote by (y2 : x2) the annihilator
of x2 modulo y2, that is the set fb 2 Aj9a 2 A such that ay2 + bx2 = 0g. Note that an
element (a;b) 2 AA is in the kernel of the middle map if and only if y2a+x2b = 0. This
requires b 2 (y2 : x2). If b 2 (y2 : x2) there is an element a with x2b+y2a = 0 so that (a;b)
will be in the kernel. Since x2 is a nonzerodivisor a is uniquely determined by b and the
association b 7! a is a module homomorphism. So, the kernel is isomorphic to (y2 : x2).
Now an element is in the image of the right hand map if it is of the form ( cx2;cy2).
So the elements of (y2 : x2) which correspond to elements of the image are the elements
of hy2i. So Ext1
A(M;A) = (y2 : x2)=hy2i = 0, since x2 is not a zerodivisor modulo y2,
since x2;y2 is a regular sequence. Finally Ext2
A(M;A) = A=hx2;y2i = M. (What we have
described is an intrinsic property of the Koszul complex: H1(M;A) vanishes since x2;y2
is a regular sequence. Thus the Koszul complex can be used to determine the regularity of
a sequence.)
Now, suppose R is a commutative Cohen-Macaulay graded ring of dimension n which
is nitely generated as an algebra over a eld K by homogeneous elements x1;x2;:::;xs
of positive degree. It is not hard to show that R is also a graded Cohen-Macaulay module
for A = K[x1;x2;:::;xs]. In light of this and Theorem 3.2.14 we introduce the following.
Denition 3.2.16. The canonical module of R is the A-module
!A(R) = Exts n
A (R;A):
In fact, since the kernel of A ! R acts as zero on the left hand variable of Exts n
A (R;A),
it acts as zero on the A-module !A(R) so we may regard !A(R) as an R-module. Fur-
thermore it is not hard to show that the canonical module is actually independent of the
choice of A, so we simply write !(R).
Denition 3.2.17. If R is a commutative Cohen-Macaulay graded ring which is nitely
generated over a eld K by homogeneous elements of positive degree, we say that R is
Gorenstein if
!(R)  = R:
Example 3.2.18. Let A = C[x;y] and let M = C[x;y]=hx2;y2i. We saw already (Example
3.2.15) that
!(M) = Ext2 0
A (M;A) = MCHAPTER 3. COHEN-MACAULAY AND GORENSTEIN PROPERTY 56
and thus M is Gorenstein.
Denition 3.2.19. Let R = j0Rj be a graded ring, so Rj is its graded component of
degree j. The Poincare series of R is given by:
PR(t) =
X
j0
dimRjtj
where Rj denotes the graded component of R of degree j.
Next we present a remarkable criterion, due to Stanley, which gives a condition for
when certain Cohen-Macaulay rings are Gorenstein.
Theorem 3.2.20 ([Sta78, Theorem 4.4]). Let R be a Noetherian graded commutative
Cohen-Macaulay domain. Suppose also that R is a K-algebra for a eld K. Then R is
Gorenstein if and only if its Poincar e series is palindromic, that is if:
PR(t 1) = ( 1)dtlPR(t) where d = dim(R) and l 2 Z:
Proof. We reproduce the proof for the convenience of the reader. First we x some nota-
tion. Let y1;y2;:::ys be a set of homogeneous generators for R. Let degyi = ei  1. Let
A = K[Y1;:::Ys] be a polynomial ring over K in s independent variables Yi;1  i  s.
If we dene degYi = ei then A has the structure of a graded K-algebra and there is a
canonical degree preserving surjection p : A ! R dened by p(Yi) = yi.
Suppose rst that R is Gorenstein. By Theorem 3.2.2 and Corollary 3.2.12 we see that
R has a minimal free resolution as an A-module which looks like
0 ! Mh ! ::: ! M1 ! M0 ! R ! 0 (3.3)
with h = s   d, where d is the Krull dimension of R. We can choose (3.3) so that
each Mi is graded and all the homomorphisms preserve degree. Suppose Mi has free
homogeneous generators Xi1;:::Xii with deg Xij = gij. Since R is Gorenstein, Mh  = A.
This essentially follows from Theorem 3.2.3, see also [Hun99, Proposition 3.2]. Moreover
a result of Buchsbaum and Eisenbud [BE77, Theorem 1.5] shows that there is a degree
preserving pairing Mi 
 Mh i ! Mh  = A which induces an isomorphism Mi ! M
h i =
HomA(Mh i;A). Let gh1 = g. It follows that we can label the generators Xij and Xh i;j
so that gij + gh i;j = g for 1  j  i = h i. Then if we denote by PMi(t) the Poincar e
series for Mi we have
PMi(t) =
Pi
j=1 tgij
Qs
j=1(1   tej)
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Using a well-known property of exact sequences we obtain from (3.3) that
PR(t) = PM0(t)   PM1(t) + ::: + ( 1)hPMh(t): (3.5)
Combining (3.4) and (3.5) we get an explicit expression for PR(t). Using the fact that
gij+gh i;j = g we see that PR(1=t) = ( 1)s htPR(t) = ( 1)dtPR(t) where  =
P
ei g.
Now suppose that PR(t 1) = ( 1)dtlPR(t). We are going to show that !(R) can be
graded as an R-module so that for some q 2 Z
P!(R)(t) = ( 1)dtqPR(1=t): (3.6)
Let  denote the functor HomA( ;A). Applying  to (3.3) and using Theorem 3.2.14 we
obtain
0 ! M
0 ! ::: ! M
h 1 ! M
h ! !(R) ! 0 (3.7)
as a minimal free resolution of !(R). As A-modules we have M
i  = Mi. Let X
i1;:::;X
ii
be the basis of M
i dual to the basis Xi1;:::;Xii of Mi. Setting degX
ij =  gij, the
homomorphisms in (3.7) will be degree preserving. Thus !(R) obtains the structure of a
graded A-module and retains this grading as an R-module. From (3.7) we have
P!(R)(t) = PM
h(t)   PM
h 1(t) + ::: + ( 1)hPM
0(t): (3.8)
Since degX
ij =  gij we have
PM
i (t) =
Pi
j=1 t gij
Qs
j=1(1   tej)
: (3.9)
We can now combine (3.8), (3.9), (3.4) and (3.5) to get (3.6). For simplicity we shift the
grading of !(R) so that the least degree of a non-zero element is zero. It follows from
(3.6) and our shift of !(R) that the elements of !(R) of degree 0 form a vector space over
K of dimension one. Let x be a non-zero element of !(R) of degree 0. We use the result
[BH93, Corollary 3.3.19] that since R is an integral domain, !(R) is isomorphic to an ideal
of R. We identify !(R) with this ideal. Denote by Rn the n-th graded part of R and
by !n the n-th graded part of !(R). Since R is a domain we have dimk xRn = dimk Rn.
Also dimk Rn = dimk !n, since by (3.6) P!(R)(t) = PR(t). However by the denition of a
graded R-module, xRn  !n. So we have xRn = !n. Thus R  = xR = !(R) and so R is
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3.3 The Cohen-Macaulay property for rings of quasi-invariants
in the plane
In this section we will show that analysis of the Gorenstein property for rings of quasi-
invariants in the plane reduces to analysis of the Poincar e series. First let us introduce
the ring of quasi-invariants.
Let A be a nite set of non-collinear vectors (0;1;2;:::;n) 2 C2 such that
(i;i) 6= 08i 2 A. Let m be a function m : A ! N, the multiplicity function.
Say i 2 A has multiplicity mi under this function. We refer to the pair (A;m) as the
conguration A; the conguration is then a collection of vectors with multiplicities.
Denition 3.3.1. We say a polynomial P 2 C[x1;x2] is quasi-invariant with respect to
A if, for all i 2 A and s = 1;3;:::;2mi   1:
@s
iP = 0
on the hyperplane i : (i;x) = 0, where @i = (i;@x).
These polynomials form a ring, the quasi-invariant ring QA. We now turn to the key
result of this section.
Theorem 3.3.2. Let A = (A;m) be any conguration of vectors in C2 with some multiplic-
ities. Let QA be the corresponding ring of quasi-invariants. Then QA is Cohen-Macaulay.
Proof. Let us rst introduce the polynomials
P1 =
Y
i2A
(i;x)2mi
and
P2 = x2
1 + x2
2 = (x1   ix2)(x1 + ix2)
It is very easy to check that P1;P2 2 QA. Since we are assuming that (j;j) 6= 08j 2 A
we have (1;i);(1; i) = 2 A, and so P2 and P1 have only x1 = x2 = 0 as a common zero.
Let I be the ideal generated by P1;P2. The dimension of the quotient C[x1;x2]=I is
nite. This follows from standard results about isolated zeros of analytic maps [AVGZ85].
Thus the ring C[x1;x2] is nitely generated as a module over C[P1;P2]. Since C[P1;P2]
is Noetherian QA is nitely generated as a module over C[P1;P2]. We also know that
QA is a nitely generated algebra. This follows from the Hilbert-Noether Lemma [AM69,
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We are going to prove that QA is in fact free as a module over C[P1;P2]. Let q1;:::;qN
be a generating set for QA as a C[P1;P2] module. We claim that we can choose q1;:::;qN to
be homogeneous with the following property: qi 6=
P
j6=i b j(P)qj, where b j(P) 2 C[P1;P2].
Indeed, we can construct q1;:::;qN inductively. Let QA =
P
s QAs where QAs is the
graded component of QA of degree s. Let us take q1 = 1 and suppose we have constructed
q1;:::;qk. Consider Q(k) = f
Pk
i=1 i(P)qiji(P) 2 C[P1;P2]g. We take the lowest graded
component QAlk such that QAlk ) Q
(k)
Alk
where Q
(k)
Alk
is the graded component of degree lk
inside Q(k). We then extend q1;:::;qk by adding a basis qk+1;:::;qk+sk in the complement
of Q
(k)
Alk
in QAlk, where sk = dimQAlk=Q
(k)
Alk
. Then we continue the process.
It is clear from the construction that qi obtained in this way are homogeneous and
satisfy the property qi 6=
P
j6=i b j(P)qj, where b j(P) 2 C[P1;P2]. To see that this gener-
ating set is indeed nite, recall that QA is nitely generated as a module over C[P1;P2]
and is thus a noetherian R = C[P1;P2]-module. By construction the Q(k) are C[P1;P2]-
submodules, and qk+1 = 2 Q(k), so the chain
R = Q(1)  Q(2)  Q(3)  ::: (3.10)
is strictly ascending. By noetherianity it must be nite.
Now we are ready to show that the generating set q1 :::;qN is a basis. Suppose we
have
N X
j=1
j(P)qj = 0 (3.11)
where j(P) 2 C[P1;P2] for j = 1;2;:::;N and k(P) 6= 0 for some k. Since the qj, 1 
j  N are homogeneous we may consider the relation expressed by (3.11) of least degree,
that is, we choose j;qj such that the overall degree of the polynomial in x expressed by
the left hand side is minimal, giving another expression
N X
j=1
j(P)qj = 0 (3.12)
where j(P) 2 C[P1;P2] and not all of the j(P) are 0. Notice that since fq1;q2;:::;qNg
are by construction linearly independent over C, we can moreover say that the degree of
the homogeneous polynomials j(P) is strictly positive. Let us represent the polynomials
j(P) in (3.12) as linear combinations of monomials in P1;P2 and move terms containing
P2 to the right hand side. So the right hand side is divisible by P2. Since we are assuming
that the set of generators q1;:::;qN is minimal in the sense described above we have
P1(
X
i
e iqi) = P2(
X
i
e e iqi) (3.13)CHAPTER 3. COHEN-MACAULAY AND GORENSTEIN PROPERTY 60
where e i, e e i 2 C[P1;P2]. We know that P2 j P1(
P
i e iqi). Thus (x1  ix2) j P1(
P
i e iqi).
However (x1ix2) - P1 so (x1ix2) j
P
i e iqi and thus P2 j
P
i e iqi and thus
P
i e iqi = P2b q.
It is easy to see that b q 2 QA. Thus b q =
P
i b iqi so
P
i e iqi = P2
P
i b iqi, which contradicts
the minimality of (3.12).
Combining Theorems 3.3.2 and 3.2.20, we now see that if A = (A;m) is a conguration
of vectors in C2 then QA is Gorenstein if and only if its Poincar e series is palindromic.
Thus we can approach the Gorenstein property via analysis of the Poincar e seres.Chapter 4
Gorenstein rings of
quasi-invariants in the plane
4.1 Summary
In this chapter we will investigate the structure of the ring of quasi-invariants QA for
certain classes of arrangements A in C2. We will show that there is only one Gorenstein ring
of quasi-invariants in the case where all multiplicities are one, namely that corresponding
to the dihedral conguration.
We also study the class of congurations of type (m;1n). In particular we calculate the
Poincar e series for QA(m;1n) and use this to show that QA(m;1n) is Gorenstein. Furthermore,
we will show that QA(m;1n) is the only Gorenstein ring of quasi-invariants for this class of
arrangements.
Chapter 4 consists entirely of new results with the exception of the following. Section
4.2 consists of background information and as such contains no new results. Theorem 4.3.2
is taken from the literature.
4.2 Background
Let A be a nite set of non-collinear vectors (0;1;2;:::;n) 2 CN, such that (i;i) 6=
08i 2 A. Let m be a function m : A ! N, the multiplicity function. Say i 2 A has
multiplicity mi under this function. We refer to the pair (A;m) as the conguration A;
the conguration is then a collection of vectors with multiplicities.
61CHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 62
Denition 4.2.1. We say a polynomial P 2 C[x1;x2;:::;xN] is quasi-invariant with
respect to A if, for all i 2 A and s = 1;3;:::;2mi   1:
@s
iP = 0
on the hyperplane i : (i;x) = 0, where @i = (i;@x).
Let QA be the ring of all quasi-invariant polynomials. Then QA is a graded ring,
QA = k0Q
(k)
A where Q
(k)
A consists of homogeneous polynomials P such that degP = k.
Let PA(t) be the Poincar e series of the ring QA,
PA(t) =
1 X
k=0
bktk: (4.1)
where bk = dimQ
(k)
A .
4.2.1 Schur polynomials
A key ingredient in some of the proofs we present is that of elementary symmetric poly-
nomials and Schur polynomials. For a detailed examination see [Mac98].
Denition 4.2.2. Denote by er the rth elementary symmetric polynomial in the variables
x1;x2;:::;xN, the sum of all products of the r distinct variables xi so that e0 = 1 and
er =
X
1i1<i2<:::<irN
xi1xi2 :::xir;
for 1  r  N. Let N = Z[x1;x2;:::;xN]SN, the ring of symmetric polynomials in
N variables. We have N = Z[e1;e2;:::;eN] and the ei are algebraically independent.
Consider the partition  = (N   1;N   2;:::;1;0) and we let  be any partition of
length at most N. Put a+ = det(x
j+N j
i )1i;jN. This determinant is divisible by the
Vandermonde determinant:
Y
1i<jN
(xi   xj) = det(x
N j
i ) = a:
Denition 4.2.3. The quotient
S = a+=a
is called the Schur function in the variables x1;x2;:::;xN corresponding to the partition
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It is clear that each Schur function S 2 N. Thus we can express each S as a
polynomial in the elementary symmetric functions er. We have
S = det(e
0
i i+j)1i;jN (4.2)
where N  l() and 
0
denotes the conjugate partition of .
4.2.2 Hypergeometric series and alternating binomial sums
We will need to use some of the properties of the generalized hypergeometric series, as
well as a famous identity of Gauss. The generalized hypergeometric series is given by the
following, see [OLB10].
Denition 4.2.4.
pFq(a1;:::;ap;b1;:::;bq;z) =
1 X
n=0
(a1)n :::(ap)n
(b1)n :::(bq)n
zn
n!
where (a)n = a(a + 1):::(a + n   1).
We have the following well known identity, see [AS65].
Theorem 4.2.5 (Gauss).
2F1(a;b;c;1) =
 (c) (c   a   b)
 (c   a) (c   b)
for c 6= 0; 1; 2;:::, Re(c   a   b) > 0.
We will also need to use the following result.
Theorem 4.2.6 (Saalsch utz, [GS85]).
3F2(a;b; n;c;1 + a + b   c   n;1) =
(c   a)n(c   b)n
(c)n(c   a   b)n
:
Finally, the following simple result is well known.
Lemma 4.2.7. Let n 2 N. Let P(x) be a polynomial of degP < n. Then
n X
i=0
( 1)i

n
i

P(i) = 0: (4.3)
Proof. This can be seen by evaluation of the identity
(1 + x)n =
n X
i=0

n
i

xi
and its rst n 1 derivatives at x =  1. The left hand side of the corresponding relations
vanishes and (4.3) follows by taking appropriate linear combinations.CHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 64
4.3 Planar arrangements with multiplicities one
Assume for the rest of this chapter that N = 2. We are going to prove the following.
Theorem 4.3.1. Suppose mi = 1 for 0  i  n. Denote by A any conguration with
these properties. Suppose the quasi-invariant ring QA is Gorenstein. Then A is a set of
normals to reection lines for the dihedral group.
The Poincar e series for the quasi-invariant rings corresponding to dihedral arrange-
ments in the case of constant multiplicity were found by Feigin and Veselov in [FV02].
Theorem 4.3.2 ([FV02], Theorem 8). Let A be the dihedral arrangement consisting of
n + 1 vectors with multiplicity one. Then we have
PA(t) =
1 + 2tn+2 + ::: + 2t2n+1 + t3n+3
(1   t2)(1   tn+1)
These series are palindromic, so by establishing Theorem 4.3.1 we will have shown the
following.
Theorem 4.3.3. Suppose mi = 1 for 0  i  n. Denote by A any conguration with
these properties. Then the quasi-invariant ring QA is Gorenstein if and only if A is a set
of normals to reection lines for the dihedral group.
4.3.1 Overview of proof
We give a rough outline of the proof of Theorem 4.3.1 for reference. The key idea is the
following. We calculate the Poincar e series for a generic conguration of n + 1 lines in
the plane and show that this series can only be palindromic when the arrangement is in
fact a dihedral arrangement (that is, a set of normals to reection lines for the dihedral
group.) This is tackled in a number of parts. We prove some general results about the
form of the Poincar e series for any n + 1 line conguration, in order to show that certain
`parts' of the series (this will be made explicit) do not depend on the geometry of our
conguration. We then show that there are strong restrictions on the possibilities for the
remaining coecients in the Poincare series, and that choosing b2n = n + 1 ( where b2n is
the coecient of the term with degree 2n in the Poincar e series) implies that the vectors of
A form a dihedral arrangement. To complete the proof we show that if PA is palindromic
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4.3.2 Coordinate systems
Although the key denition of quasi-invariance given above (4.2.1) is introduced through
Cartesian coordinates, it is convenient to shift into the language of polar coordinates to
tackle the proof of our theorem.
Lemma 4.3.4. Let i = (cosi;sini) 2 A. Let P(x;y) =
k X
s=0
aszs zk s be a homogeneous
polynomial of degree k. Then P is quasi-invariant with respect to A if, for all i 2 A and
j = 1;3;:::;2mi   1,
k X
s=0
as(2s   k)jeii(2s k) = 0: (4.4)
Proof. Let P(x;y) be a homogeneous polynomial of degree k. We transform (x;y) into
the complex coordinates (z;z) by putting
x = rcos;
y = rsin
and
z = rei
Then
P =
k X
s=0
aszszk s = rk
k X
s=0
aseise i(k s) = rk
k X
s=0
asei(2s k):
Note that
@r = @x cos + @y sin;
@ = @x( rsin) + @yrcos
The rst level quasi-invariant condition requires
(a@x + b@y)P = 0 on ax + by = 0
where (a;b) = ( sini;cosi). It is easily seen that:
@x = cos@r  
1
r
sin@;
@y = sin@r +
1
r
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so
a@x + b@y =  sini(cos@r  
1
r
sin@) + cosi(sin@r +
1
r
cos@)
= ( sini cos + cosi sin)@r +
1
r
(sini sin + cosi cos)@
= sin(   i)@r +
1
r
cos(   i)@: (4.5)
We want to consider what happens on the line  = i. In this case the right hand side of
(4.5) reduces to 1
r@. Then we can see that
(a@x + b@y)P jax+by=0=
1
r
@P j=i :
Finally then, the rst level quasi-invariant condition takes the form
@
k X
s=0
asei(2s k) j=i= 0 (4.6)
giving
k X
s=0
as(2s   k)eii(2s k) = 0
and it is clear that we apply (4.6) repeatedly to obtain the higher odd derivatives, giving
k X
s=0
as(2s   k)jeii(2s k) = 0 (4.7)
for j = 1;3;:::;2mi   1.
4.4 Structure of the Poincar e series
We are going to study the Poincar e series (4.1) for a conguration of lines with all mul-
tiplicities equal to one. First we prove a useful result which can be established in a more
general situation. Let A be a collection of n + 1 vectors on the plane with arbitrary
multiplicities. Then we have the following.
Lemma 4.4.1. Let k < n + 1. Then in the Poincar e series (4.1) the following hold:
 If k is even, bk = 1.
 If k is odd, bk = 0.
Proof. Suppose rst that mi = 1 8i = 0;1:::;n. Let P be a homogeneous polynomial of
odd degree k, with k < n + 1. Our quasi-invariant condition for P takes the formCHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 67
k X
s=0
as(2s   k)eii(2s k) = 0 (4.8)
for all i with 0  i  n. Expressing these conditions in matrix form we have the equation
0
B
B B
B B
B
@
 ke ki0 (2   k)e(2 k)i0 (4   k)e(4 k)i0 ::: keki0
 ke ki1 (2   k)e(2 k)i1 (4   k)e(4 k)i1 ::: keki1
. . .
. . .
. . .
...
. . .
 ke kin (2   k)e(2 k)in (4   k)e(4 k)in ::: kekin
1
C C
C C
C C
A
0
B
B B
B B
B B
B B
@
a0
a1
a2
. . .
ak
1
C
C C
C C
C C
C C
A
=
0
B
B B
B B
B B
B B
@
0
0
0
. . .
0
1
C
C C
C C
C C
C C
A
:
(4.9)
Now let
eij =cj (4.10)
for 0  j  n. Put
A =
0
B B
B B
B B
@
 ke ki0 (2   k)e(2 k)i0 (4   k)e(4 k)i0 ::: keki0
 ke ki1 (2   k)e(2 k)i1 (4   k)e(4 k)i1 ::: keki1
. . .
. . .
. . .
...
. . .
 ke kin (2   k)e(2 k)in (4   k)e(4 k)in ::: kekin
1
C C
C C
C C
A
: (4.11)
Then using (4.10) we have
A =
0
B B
B B
B B
@
 kc k
0 (2   k)c
(2 k)
0 (4   k)c
(4 k)
0 ::: kck
0
 kc k
1 (2   k)c
(2 k)
1 (4   k)c
(4 k)
1 ::: kck
1
. . .
. . .
. . .
...
. . .
 kc k
n (2   k)c
(2 k)
n (4   k)c
(4 k)
n ::: kck
n
1
C C
C C
C C
A
:
Let us multiply the ith row of A by ck
i . Under these elementary row operations A is
transformed to the following matrix
B =
0
B
B B
B B
B
@
 k (2   k)c2
0 (4   k)c4
0 ::: kc2k
0
 k (2   k)c2
1 (4   k)c4
1 ::: kc2k
1
. . .
. . .
. . .
...
. . .
 k (2   k)c2
n (4   k)c4
n ::: kc2k
n
1
C C
C C
C C
A
:
Put c2
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B
0
B
B B
B B
B B
B B
@
a0
a1
a2
. . .
ak
1
C
C C
C C
C C
C C
A
=
0
B
B B
B B
B B
B B
@
0
0
0
. . .
0
1
C
C C
C C
C C
C C
A
where
B =
0
B
B B
B B
B
@
 k (2   k)d0 (4   k)d2
0 ::: kdk
0
 k (2   k)d1 (4   k)d2
1 ::: kdk
1
. . .
. . .
. . .
...
. . .
 k (2   k)dn (4   k)d2
n ::: kdk
n
1
C C
C C
C C
A
: (4.12)
Now, suppose the columns of B are linearly dependent. Then we have riBi = 0 for some
ri 2 C, not all zero, where the Bi denote the columns of B. Let p(x) be the polynomial
p(x) = r0( k) + r1(2   k)x + r2(4   k)x2 + ::: + rkkxk:
By inspection in (4.12) we can see that p has the n + 1 distinct solutions d0;d1;:::;dn.
However the degree of the polynomial p is strictly less than n + 1 so this is possible only
if p is zero. We conclude that the columns of B are linearly independent and thus A has
full rank, so rkA = k + 1. Thus for odd k, bk = (k + 1)   (k + 1) = 0.
If k is even the situation is slightly dierent. In this case non-trivial dependence of
the columns of B is possible but we still have to have p(x) = 0, so ri = 0 for i 6= k=2.
Hence rkA = k. In order to establish the statement for any mi it is sucient to present a
non-trivial quasi-invariant in the even degrees k. Such a quasi-invariant is given explicitly
as P = (z z)k=2.
Assume that mi = 1 8i = 1;2;:::;n + 1.
Lemma 4.4.2. Let k  n + 1. Then in (4.1) bk can take only two possible values. They
are:
 bk = k   n or
 bk = k + 1   n.
Further, bk = k   n if k is odd or k is even such that k  2(n + 1).CHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 69
Proof. Consider rst the case k is odd. Let P be a homogeneous polynomial of odd degree
k, with k  n + 1. Our quasi-invariant condition for P takes the form
k X
s=0
as(2s   k)eii(2s k) = 0
for all i with 0  i  n. For 0, this gives the expression
a0( k)e ki0 + a1(2   k)e(2 k)i0 + a2(4   k)e(4 k)i0 + ::: + ak(k)eki0 = 0
and a similar expression holds for the other values of i. Expressing these conditions in
matrix form we have the equation
M
0
B
B B
B B
B B
B B
@
a0
a1
a2
. . .
ak
1
C
C C
C C
C C
C C
A
=
0
B
B B
B B
B B
B B
@
0
0
0
. . .
0
1
C
C C
C C
C C
C C
A
where
M =
0
B
B B
B B
B
@
 ka k
0 (2   k)a
(2 k)
0 (4   k)a
(4 k)
0 ::: kak
0
 ka k
1 (2   k)a
(2 k)
1 (4   k)a
(4 k)
1 ::: kak
1
. . .
. . .
. . .
...
. . .
 ka k
n (2   k)a
(2 k)
n (4   k)a
(4 k)
n ::: kak
n
1
C C
C C
C C
A
(4.13)
with aj = eij, 0  j  n. Multiplying the ith row of M by ak
i we see that M is row
equivalent to
c M =
0
B
B B
B B
B
@
 k (2   k)c0 (4   k)c2
0 ::: kck
0
 k (2   k)c1 (4   k)c2
1 ::: kck
1
. . .
. . .
. . .
...
. . .
 k (2   k)cn (4   k)c2
n ::: kck
n
1
C C
C C
C C
A
where cj = a2
j, 0  j  n. Consider the following submatrix of c M
N =
0
B
B B
B B
B
@
 k (2   k)c0 (4   k)c2
0 ::: (2n   k)cn
0
 k (2   k)c1 (4   k)c2
1 ::: (2n   k)cn
1
. . .
. . .
. . .
...
. . .
 k (2   k)cn (4   k)c2
n ::: (2n   k)cn
n
1
C C
C C
C C
A
:
Considering possible linear dependence in the columns of this matrix N produces a
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polynomial is zero, so that N has rank n + 1 if k is odd. Thus the rank of the matrix M
is n + 1 in this case. We also note that the same arguments apply if k=2  n + 1, so in
this case we also have rkM = n + 1. However if k is even and k=2  n then the terms
with coecient ak=2 in the quasi-invariant condition for each vector appear alongside zero
and thus when k is even the matrix for the system of linear equations corresponding to
the quasi-invariance conditions can be transformed to
f M =
0
B B
B B
B B
@
 k (2   k)c0 (4   k)c2
0 :::  2c
k=2 1
0 0 2c
k=2+1
0 ::: kck
0
 k (2   k)c1 (4   k)c4
1 :::  2c
k=2 1
1 0 2c
k=2+1
1 ::: kck
1
. . .
. . .
. . .
...
. . .
. . .
. . .
...
. . .
 k (2   k)cn (4   k)c2
n :::  2c
k=2 1
n 0 2c
k=2+1
n ::: kck
n
1
C C
C C
C C
A
:
In this case we should consider the following submatrix of f M:
e N =
0
B B
B B
B B
@
 k (2   k)c0 (4   k)c2
0 :::  2c
k=2 1
0 0 2c
k=2+1
0 ::: (2n   k)cn
0
 k (2   k)c1 (4   k)c2
1 :::  2c
k=2 1
1 0 2c
k=2+1
1 ::: (2n   k)cn
1
. . .
. . .
. . .
...
. . .
. . .
. . .
...
. . .
 k (2   k)cn (4   k)c2
n :::  2c
k=2 1
n 0 2c
k=2+1
n ::: (2n   k)cn
n
1
C C
C C
C C
A
and proceed as above to see that e N has rank n and thus f M has rank at least n. Thus
the rank of the matrix for the system of linear equations coming from the quasi-invariance
conditions is either n or n + 1, and we are done.
In light of Lemma 4.4.2 we will say that a conguration of n + 1 vectors is generic if
bk = k   n for even k with n + 1  k  2n.
4.5 How the terms of the Poincar e series aect the cong-
uration
Assume mi = 18i in Section 4.5. Lemmas 4.4.1 and 4.4.2 x all the coecients in the
Poincar e series (4.1) for an arbitrary conguration with all multiplicities one except the
coecients bk with k even, n + 1  k  2n.
Proposition 4.5.1. Suppose that in (4.1) b2n = n + 1. Then the conguration A is
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Proof. Let P be a homogeneous polynomial of degree 2n. Our quasi-invariant condition
for P takes the form
2n X
s=0
as(2s   2n)eii(2s 2n) = 0
for all i with 0  i  n. For 0 this gives the expression
a0( 2n)e 2ni0 + a1(2   2n)e(2 2n)i0 + a2(4   2n)e(4 2n)i0 + ::: + a2n2ne2ni0 = 0
and a similar expression holds for the other values of i. Expressing these conditions in
matrix form we have the equation
0
B B
B B
B B
@
 2ne( 2n)i0 (2   2n)e(2 2n)i0 (4   2n)e(4 2n)i0 ::: 2ne(2n)i0
 2ne( 2n)i1 (2   2n)e(2 2n)i1 (4   2n)e(4 2n)i1 ::: 2ne(2n)i1
. . .
. . .
. . .
...
. . .
 2ne( 2n)in (2   2n)e(2 2n)in (4   2n)e(4 2n)in ::: 2ne(2n)in
1
C C
C C
C C
A
0
B
B B
B B
B B
B B
@
a0
a1
a2
. . .
a2n
1
C
C C
C C
C C
C C
A
=
0
B
B B
B B
B B
B B
@
0
0
0
. . .
0
1
C
C C
C C
C C
C C
A
:
Let
J =
0
B
B B
B B
B
@
 2ne( 2n)i0 (2   2n)e(2 2n)i0 (4   2n)e(4 2n)i0 ::: 2ne(2n)i0
 2ne( 2n)i1 (2   2n)e(2 2n)i1 (4   2n)e(4 2n)i1 ::: 2ne(2n)i1
. . .
. . .
. . .
...
. . .
 2ne( 2n)in (2   2n)e(2 2n)in (4   2n)e(4 2n)in ::: 2ne(2n)in
1
C C
C C
C C
A
and for 0  j  n let
e2ij = aj:
Multiplying the ith row of J by an
i we get
e J =
0
B B
B B
B B
@
 2n (2   2n)a0 (4   2n)a2
0 :::  2an 1
0 0 2an+1
0 ::: 2na2n
0
 2n (2   2n)a1 (4   2n)a2
1 :::  2an 1
1 0 2an+1
1 ::: 2na2n
1
. . .
. . .
. . .
...
. . .
. . .
. . .
...
. . .
 2n (2   2n)an (4   2n)a2
n :::  2an 1
n 0 2an+1
n ::: 2na2n
n
1
C C
C C
C C
A
:
Now, suppose that in (4.1) b2n = n+1. Thus the rank of e J must be n. So any (n+1)(n+1)
minor of e J must be zero (otherwise the rank of J is equal to n + 1). Let us consider the
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A1 =
 
 
 
 
 
 
 2n (2   2n)a0 (4   2n)a2
0 :::  2an 1
0 2an+1
0
 2n (2   2n)a1 (4   2n)a2
1 :::  2an 1
1 2an+1
1
. . .
. . .
. . .
...
. . .
. . .
 2n (2   2n)an (4   2n)a2
n :::  2an 1
n 2an+1
n

 
 
 
 
 

= 2
n 1 Y
j=0
(2j   2n)
 
 
 
 
 
 
1 a0 a2
0 ::: an 1
0 an+1
0
1 a1 a2
1 ::: an 1
1 an+1
1
. . .
. . .
. . .
...
. . .
. . .
1 an a2
n ::: an 1
n an+1
n

 
 
 
 
 

:
We know that A1 = 0. We are going to nd another expression for A1. If we divide A1 by
the Vandermonde determinant
B1 =
 
 
 
 
 
 
1 a0 a2
0 ::: an 1
0 an
0
1 a1 a2
1 ::: an 1
1 an
1
. . .
. . .
. . .
...
. . .
. . .
1 an a2
n ::: an 1
n an
n

 
 
 
 
 

we are left with the Schur polynomial corresponding to the partition 1 = (1;0;0;:::;0)
which we denote by S1. So we have
(1=2)
n 1 Y
j=0
(2j   2n) 1A1
B1
= S1: (4.14)
However by (4.2) we can express S1 in terms of elementary symmetric polynomials, using
the formula
S1 = det(e
0
i i+j) =

 
 
 
 
 

e1 e2 e3 ::: en 1 en+1
0 1 e1 ::: en 2 en 1
. . .
. . .
. . .
...
. . .
. . .
0 0 0 ::: 0 1

 
 
 
 
 

= e1: (4.15)
Then using (4.14) and (4.15) we see that
A1 = 2
n 1 Y
j=0
(2j   2n)
Y
k<l
(ak   al)e1:
Recall that we require A1 = 0. So, we conclude that e1 = 0 since ai 6= aj if i 6= j. BearingCHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 73
this in mind we go on to consider
A2 =

 
 
 
 
 

 2n (2   2n)a0 (4   2n)a2
0 :::  2an 1
0 4an+2
0
 2n (2   2n)a1 (4   2n)a2
1 :::  2an 1
1 4an+2
1
. . .
. . .
. . .
...
. . .
. . .
 2n (2   2n)an (4   2n)a2
n :::  2an 1
n 4an+2
n

 
 
 
 
 

= 4
n 1 Y
j=0
(2j   2n)
 
 
 
 
 
 
1 a0 a2
0 ::: an 1
0 an+2
0
1 a1 a2
1 ::: an 1
1 an+2
1
. . .
. . .
. . .
...
. . .
. . .
1 an a2
n ::: an 1
n an+2
n

 
 
 
 
 

:
Following the same strategy as above we use (4.2) again to see the Schur polynomial
derived is given by the equation
S2 =
 
 
 
 
 
 
 

e1 e2 e3 ::: en en+1
1 e1 e2 ::: en 1 en
0 0 1 ::: en 3 en 2
. . .
. . .
. . .
...
. . .
. . .
0 0 0 ::: 0 1
 
 
 
 
 
 
 

= e2
1   e2
where 2 = (2;0;:::;0). So we conclude that e2 = 0 since we know e1 = 0. Continuing,
we consider the minor
A3 =
 
 
 
 
 
 
 2n (2   2n)a0 (4   2n)a2
0 :::  2an 1
0 6an+3
0
 2n (2   2n)a1 (4   2n)a2
1 :::  2an 1
1 6an+3
1
. . .
. . .
. . .
...
. . .
. . .
 2n (2   2n)an (4   2n)a2
n :::  2an 1
n 6an+3
n

 
 
 
 
 

= 6
n 1 Y
j=0
(2j   2n)

 
 
 
 
 

1 a0 a2
0 ::: an 1
0 an+3
0
1 a1 a2
1 ::: an 1
1 an+3
1
. . .
. . .
. . .
...
. . .
. . .
1 an a2
n ::: an 1
n an+3
n
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and we arrive at
S3 =

 
 
 
 
 
 
 
 
 
0 0 e3 e4 ::: en+1
1 0 0 e3 ::: en
0 1 0 0 ::: en 1
0 0 0 1 ::: en 3
. . .
. . .
. . .
. . .
...
. . .
0 0 0 0 ::: 1

 
 
 
 
 
 
 
 
 
= e3
where 3 = (3;0;:::;0). Thus e3 = 0. It is easy to see that we can continue on in this
way to deduce that
e1 = e2 = e3 = ::: = en = 0:
Indeed, at the i-th step we deal with the Schur polynomial for i = (i;0;:::;0) and the
left top corner submatrix of size ii has determinant ei if ej = 0 for 1  j  i 1. Now,
consider the polynomial
q = (x   a0)(x   a1)(x   a2):::(x   an):
We can write this as
q = xn+1   e1xn + e2xn 1 + ::: + enx   a0a1a2 :::an
and since we know that e1 = e2 = e3 = ::: = en = 0 we can rearrange q as
q = xn+1   a0a1a2 :::an:
Put a0a1a2 :::an = p. Since each ai;0  i  n is a solution of the equation q = 0 we can
see that for 0  i  n
an+1
i = p (4.16)
which means the conguration A is dihedral.
Suppose A is generic, so that bk = k n for even k with n+1  k  2n. Denote by P
g
A
the Poincar e series for a generic conguration. In order to complete the proof of Theorem
4.3.1 we need to calculate P
g
A.
Lemma 4.5.2. One has
P
g
A(t) =
1 + 2
Pn+1
j=1( 1)jtj
(1   t)2CHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 75
when n + 1 is even and
P
g
A(t) =
1 + 2
Pn
j=1( 1)jtj   tn+1 + tn+2
(1   t)2
when n + 1 is odd.
Proof. Suppose n + 1 is even. Lemmas 4.4.1 and 4.4.2 x all the coecients bi except
those bi with i even, n + 1  i  2n. For such bi we have bi = i   n since A is generic. So
we have
P
g
A(t) =
(n 1)=2 X
j=0
t2j +
1 X
j=n+1
(j   n)tj =
(n 1)=2 X
j=0
t2j + tn+1
1 X
j=0
(j + 1)tj
=
(n 1)=2 X
j=0
t2j +
tn+1
(1   t)2 =
(
P(n 1)=2
j=0 t2j)(1   2t + t2) + tn+1
(1   t)2
=
1 + 2
Pn+1
j=1( 1)jtj
(1   t)2 :
Similarly, when n + 1 is odd we have:
P
g
A(t) =
n=2 X
j=0
t2j +
1 X
j=n+1
(j   n)tj =
n=2 X
j=0
t2j + tn+1
1 X
j=0
(j + 1)tj
=
n=2 X
j=0
t2j +
tn+1
(1   t)2 =
(
Pn=2
j=0 t2j)(1   2t + t2) + tn+1
(1   t)2
=
1 + 2
Pn
j=1( 1)jtj   tn+1 + tn+2
(1   t)2 :
Note that in both cases the generic series is not palindromic. Recall that Lemmas 4.4.1
and 4.4.2 show that, for any conguration A, PA can dier from P
g
A only in even degrees
between n + 1 and 2n. Thus we can establish the following.
Lemma 4.5.3. The only possible Poincar e series PA(t) are given by the formulas
PA(t) =
1 + 2
Pn+1
j=1( 1)jtj + SA(1   t)2
(1   t)2
when n + 1 is even and
PA(t) =
1 + 2
Pn
j=1( 1)jtj   tn+1 + tn+2 + SA(1   t)2
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when n + 1 is odd, where
SA =
(n 1)=2 X
i=0
citn+2i+1 (4.17)
when n + 1 is even and
SA =
(n 2)=2 X
i=0
citn+2i+2 (4.18)
when n + 1 is odd. Furthermore the coecients ci can take only the values 0 or 1 8i.
Proof. Lemmas 4.4.1, 4.4.2 and 4.5.2.
Finally we need to check whether, given a palindromic PA(t) it follows that b2n = n+1
and thus the arrangement is dihedral.
Lemma 4.5.4. Suppose PA(t) is palindromic. Then in (4.1) b2n = n + 1.
Proof. Recall that generically b2n = n. So we only have to check that if PA(t) is palin-
dromic then c n 1
2
= 1 in (4.17) in the even case and c n 2
2
= 1 in (4.18) in the odd case.
Consider the even case rst. If c0 = 1 then the numerator has the form
1 + 2
n+1 X
j=1
( 1)jtj + tn+1 + O(tn+2)
=1 + 2
n X
j=1
( 1)jtj + 3tn+1 + O(tn+2)
where O(tn+2) denotes the terms in the numerator divisible by tn+2. It is clear that
no term other than tn+1 can have coecient 3. The palindromicity of PA(t) implies we
have exactly n + 1 non-zero terms to the right of tn+1, so that ci = 1 8i = 0;1;:::; n 1
2 .
In particular c n 1
2
= 1 and thus we are in the dihedral case. Suppose then that c0 = 0.
Then since the series is palindromic we must have ci = 1 for some i with 1  i  n 1
2 .
Choose the rst non-zero ci. Then the numerator has the form
1 + 2
n+1 X
j=1
( 1)jtj + tn+2i+1   2tn+2i+2 + tn+2i+3 + O(tn+2i+3):
Consider the term tn+2i+1. By inspection this is not the `mirror' term. (That is, the
coecients of the numerator are not symmetric around the term tn+2i+1). Since we have
less than n+1 terms to the right of tn+2i+1, the mirror term must lie to the left of tn+2i+1.
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that if the mirror term does lie to the left of tn+2i+1 then the total degree of the numerator
must be n + 2i + 1, a contradiction. Thus c0 = 1 and we are done.
In the case when n + 1 is odd the numerator has the form:
1 + 2
n X
j=1
( 1)jtj   tn+1 + tn+2 + O(tn+2):
Note that tn+1 has coecient  1 and no other term can have coecient  1. Thus tn+1
must be the `mirror' term which immediately implies that ci = 1 for all i = 0;1;:::; n 2
2 .
This is easy to see, since if tn+1 is to be the mirror term then the numerator must have
total degree 2n + 2. In particular this means c n 2
2
= 1 and we are done.
Theorem 4.3.1 now follows by combining Lemma 4.5.4 and Proposition 4.5.1.
4.6 Arrangements of type (m;1n)
Let A be a nite set of non-collinear vectors 0;1;:::;n. Let i = (1;i), i 2 C. We
x 0 = (0;1). Recall the arrangements of type (m;1n) from Denition 2.2.1. Recall also
the arrangement A(m;1n) introduced in Denition 2.4.7. The remainder of this chapter will
be devoted to proving the following:
Theorem 4.6.1. Let A have type (m;1n). Then the quasi-invariant ring QA is Gorenstein
if and only if A = A(m;1n).
4.7 Preliminary lemmas
In this section we will prove some technical lemmas which will be useful when studying
the matrix of the system of quasi-invariance conditions as equations for the coecients of
polynomials of certain degrees. This type of analysis will be the focus of Section 4.8.
Let  =
Y
1i<j[n=2]
(2
i   2
j). Refer to the elementary symmetric polynomials in the
variables 2
1;2
2;:::;2
[n=2] as ei;0  i  [n=2] (e0 = 1). Throughout Section 4.7 let B be
the [n=2]  (n   s) matrix, where 0  s  n   1, with the columns:CHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 78
Ci(X) =
0
B
B B
B B
B B
B B
@
(2i   1)2i 2
1   (2X + 2n   2i + 1)2i
1
(2i   1)2i 2
2   (2X + 2n   2i + 1)2i
2
(2i   1)2i 2
3   (2X + 2n   2i + 1)2i
3
. . .
(2i   1)2i 2
[n=2]   (2X + 2n   2i + 1)2i
[n=2]
1
C
C C
C C
C C
C C
A
where 1  i  n   s.
Lemma 4.7.1. Let s  [n=2]. Let BL be the minor of B formed by taking the determinant
of the square submatrix with columns CL(X);CL+1(X);:::;CL+[n=2] 1(X) where 1  L 
n   s   [n=2] + 1. Then
BL = 
[n=2] Y
i=1
2L 2
i
[n=2] X
i=0
( 1)i
[n=2] 1 Y
r=i
(2[n=2]   2r + 2L   3)
i 1 Y
r=0
(2X + 2r + 2n   2[n=2]   2L + 3)ei:
(4.19)
Proof. For 1  i  n   s let us introduce the column vectors
xi = (i + 1)
0
B B
B B
B B
B B
B
@
i
1
i
2
i
3
. . .
i
[n=2]
1
C C
C C
C C
C C
C
A
; yi = (2X + 2n   i + 1)
0
B B
B B
B B
B B
B
@
i
1
i
2
i
3
. . .
i
[n=2]
1
C C
C C
C C
C C
C
A
:
Thus Ci(X) = x2i 2 y2i. Consider B1 and suppose n is even, odd case is extremely similar.
Let Bt
1 be the determinant of the matrix with the columns yn;yn 2;:::;yn 2t+2;xn 2t 2;:::;x0
where 0  t  n=2. Note that
Bt
1 =
[n=2] 1 Y
r=t
(n   2r   1)
t 1 Y
r=0
(2X + 2r + n + 1)
 
 
 
 
 
 
n
1 ::: n 2t+2
1 n 2t 2
1 ::: 1
n
2 ::: n 2t+2
2 n 2t 2
2 ::: 1
. . .
. . .
. . .
. . .
n
[n=2] ::: n 2t+2
[n=2] n 2t 2
[n=2] ::: 1

 
 
 
 
 

=
[n=2] 1 Y
r=t
(n   2r   1)
t 1 Y
r=0
(2X + 2r + n + 1)et
since we can express the elementary symmetric polynomials et via determinants, see Def-CHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 79
inition 4.2.3 and (4.2). So
B1 =
n=2 X
t=0
( 1)tBt
1
= 
[n=2] X
t=0
( 1)t
[n=2] 1 Y
r=t
(n   2r   1)
t 1 Y
r=0
(2X + 2r + n + 1)et:
It is not hard to see that we can adopt the same strategy used to expand B1 to deal with
each BL, 1  L  n   s   [n=2] + 1.
Lemma 4.7.2. Let
er =

[n=2]
r

r Y
i=1
(2[n=2]   2i + 1)
r Y
i=1
(2m + 2i   1)
where 0  r  [n=2]. For 1  s  [n=2] let BL be dened by (4.19) with X = m s. Then
BL = 0.
Proof. Suppose rst that n is even. Then for 1  L  n=2   s + 1 we have
BL = 
n=2 Y
i=1

2L 2
i
n=2 X
i=0
( 1)i
n=2 1 Y
r=i
(n   2r + 2L   3)
i 1 Y
r=0
(2m   2s + 2r + n   2L + 3)ei
= 
n=2 Y
i=1

2L 2
i
n=2 X
i=0
( 1)i
n=2 1 Y
r=i
(n   2r + 2L   3)
i 1 Y
r=0
(2m   2s + 2r + n   2L + 3)

n=2
i

i Y
r=1
(n   2r + 1)
i Y
r=1
(2m + 2r   1)
= y
n=2 X
i=0
( 1)i

n=2
i
 n=2 1 Y
r=i
(n   2r + 2L   3)
i Y
r=1
(n   2r + 1)
i 1 Y
r=0
(2m   2s + 2r + n   2L + 3)

n=2 i 1 Y
r=0
(2m + 2i + 2r + 1)
= yz
n=2 X
i=0
( 1)i

n=2
i
 n=2 s L Y
r=0
(2m + 2i + 2r + 1)
L 2 Y
r=0
(n   2i + 2r + 1):
where
y =
n=2 Y
r=1
(2m + 2r   1) 1
n=2 Y
i=1
2L 2
i
and
z =
n=2 1 Y
r=n=2 s L+1
(2m + 2r + 1)
L 1 Y
r=2L n=2 1
(n   2L + 2r + 1):
Now set
U(x) =
n=2 s L Y
r=0
(2m + 2x + 2r + 1)
L 2 Y
r=0
(n   2x + 2r + 1):CHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 80
Note that U(x) has degree n=2   s. Then we have
BL = yz
n=2 X
i=0
( 1)i

n=2
i

U(i) = 0
by Lemma 4.2.7. If n is odd we can proceed in exactly the same way to see that
BL = yz
n 1
2 X
i=0
( 1)i
n 1
2
i

n+1
2  s L Y
r=0
(2m + 2i + 2r + 1)
L 3 Y
r=0
(n   2i + 2r)
where
y =
n 1
2 Y
r=1
(2m + 2r   1) 1
n 1
2 Y
i=1
2L 2
i
and
z =
n 3
2 Y
r= n+1
2  s L+1
(2m + 2r + 1)
L 2 Y
r=2L  n+1
2  1
(n   2L + 2r + 2):
Now set
V (x) =
n+1
2  s L Y
r=0
(2m + 2x + 2r + 1)
L 3 Y
r=0
(n   2x + 2r)
and continue as in the even case to complete the proof.
Lemma 4.7.3. Let s = 0 and let BL be dened by (4.19) with X = m+t. Then for even
n 9L;1  L  n=2 + 1 s.t. BL 6= 0. For odd n 9L;2  L  n+3
2 s.t. BL 6= 0.
Proof. By Lemma 4.7.1 we have
BL = 
[n=2] Y
i=1

2L 2
i
[n=2] X
i=0
( 1)i
[n=2] 1 Y
r=i
(2[n=2]   2r + 2L   3)
i 1 Y
r=0
(2m + 2t + 2r + 2n   2[n=2]   2L + 3)ei:
(4.20)
Suppose BL = 0 for 1  L  n=2 + 1 if n is even and suppose BL = 0 for 2  L  n+3
2 if
n is odd. Let us cancel 
Q[n=2]
i=1 2L 2
i and consider the resulting conditions as a system
of linear equations for the unknowns e0;e1;:::;e[n=2]. Refer to the corresponding matrix
as Q. We will show that the determinant jQj 6= 0, which would be a contradiction as there
are non-zero ei for some i. We consider jQj as a polynomial in m. First we show jQj is
not identically zero in m. Set 2m + 2t + n + 1 = 0. Let us enumerate the rows of Q by
L = 1;2;:::;n=2 + 1 when n is even and L = 2;:::; n+3
2 when n is odd, and the columns
of Q by i = 0;1;:::;[n=2]. Then it follows from (4.20) that the only non-zero entries in
the i-th column are the entries of the last [n=2] i+1 rows. So jQj is just the product of
the diagonal entries and this is clearly non-zero.CHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 81
Next we will show that there are no positive values of m for which jQj = 0. Note that
as a polynomial in m jQj has degree
P[n=2]
i=0 i =
[n=2]([n=2]+1)
2 . Let us subtract the (i + 1)st
column from the ith column of Q, i = 0;1:::;[n=2]   1. Then the Lth entry of the ith
column is given by
( 1)i
[n=2] 1 Y
r=i
(2[n=2]   2r + 2L   3)
i 1 Y
r=0
(2m + 2t + 2n   2[n=2]   2L + 3 + 2r)
+ ( 1)i
[n=2] 1 Y
r=i+1
(2[n=2]   2r + 2L   3)
i Y
r=0
(2m + 2t + 2r + 2n   2[n=2]   2L + 3)
= ( 1)i
[n=2] 1 Y
r=i+1
(2[n=2]   2r + 2L   3)
i 1 Y
r=0
(2m + 2t + 2n   2[n=2]   2L + 3 + 2r)
 ((2[n=2]   2i + 2L   3) + (2m + 2t + 2i + 2n   2[n=2]   2L + 3))
= ( 1)i
[n=2] 1 Y
r=i+1
(2[n=2]   2r + 2L   3)
i 1 Y
r=0
(2m + 2t + 2n   2[n=2]   2L + 3 + 2r)(2m + 2n + 2t):
Let us repeat this process and subtract the (i + 1)st column from the ith column for
i = 0;1;:::;[n=2]   2. Then the Lth entry of the ith column becomes
( 1)i
[n=2] 1 Y
r=i+1
(2[n=2]   2r + 2L   3)
i 1 Y
r=0
(2m + 2t + 2n   2[n=2]   2L + 3 + 2r)
+ ( 1)i
[n=2] 1 Y
r=i+2
(2[n=2]   2r + 2L   3)
i Y
r=0
(2m + 2t + 2n   2[n=2]   2L + 3 + 2r)
= ( 1)i
[n=2] 1 Y
r=i+2
(2[n=2]   2r + 2L   3)
i 1 Y
r=0
(2m + 2t + 2n   2[n=2]   2L + 3 + 2r)
 ((2[n=2]   2i   2 + 2L   3) + (2m + 2t + 2n   2[n=2]   2L + 3 + 2i))
= ( 1)i
[n=2] 1 Y
r=i+2
(2[n=2]   2r + 2L   3)
i 1 Y
r=0
(2m + 2t + 2n   2[n=2]   2L + 3 + 2r)(2m + 2n + 2t   2):
We can continue to see that the expression
[n=2] Y
i=1
(2m + 2t + 2n + 2   2i)[n=2] i+1
is a factor of jQj. This expression has the same total degree in m as jQj and is non-zero
for positive values of m. So jQj 6= 0 and we are done.
Lemma 4.7.4. Let s = 1 and let BL be dened by (4.19) with X = m   1. The system
of equations BL = 0 where 1  L  n=2 if n is even and 2  L  n+1
2 if n is odd as the
system of linear equations for the unknowns e1;:::e[n=2] has a unique solution.CHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 82
Proof. By Lemma 4.7.1 we have
BL = 
[n=2] Y
i=1
2L 2
i
[n=2] X
i=0
( 1)i
[n=2] 1 Y
r=i
(2[n=2]   2r + 2L   3)
i 1 Y
r=0
(2m + 2r + 2n   2[n=2]   2L + 1)ei:
(4.21)
Suppose BL = 0 for 1  L  n=2 if n is even and suppose BL = 0 for 2  L  n+1
2 if n
is odd. Let us cancel 
Q[n=2]
i=1 2L 2
i and consider the resulting conditions as a system of
linear equations for the unknowns e1;:::;e[n=2]. Refer to the corresponding matrix as R.
We can follow the proof of Lemma 4.7.3 closely to show that jRj 6= 0. Setting 2m+n 1 = 0
shows that jRj is not identically zero as a polynomial in m. We can then proceed as in
Lemma 4.7.3 to see that jRj has no positive roots as a polynomial in m.
Lemma 4.7.5. Let Dk
L be the minor of B formed by taking the determinant of the square
submatrix with columns CL(X);CL+1(X);:::;CL+[n=2] 2(X) where 1  L  n s [n=2]+
2 and we include all except the k-th row of B. Then
Dk
L = 
[n=2] Y
i=1
i6=k

2L 2
i
[n=2] 1 X
i=0
( 1)i
[n=2] 2 Y
r=i
(2[n=2]   2r + 2L   5)
i 1 Y
r=0
(2X + 2r + 2n   2[n=2]   2L + 5)ek
i
(4.22)
where we denote by ek
i the elementary symmetric polynomials in the variables
2
1;2
2;:::;2
k 1;2
k+1;:::;2
[n=2]:
Proof. It is easy to follow the method of Lemma 4.7.1 to see that
Dk
L = 
[n=2] Y
i=1
i6=k

2L 2
i
[n=2] 1 X
i=0
( 1)i
[n=2] 2 Y
r=i
(2[n=2]   2r + 2L   5)
i 1 Y
r=0
(2X + 2r + 2n   2[n=2]   2L + 5)ek
i :
Lemma 4.7.6. For 1  s  [n=2] let Dk
L be dened by (4.22) with X = m   s. Then for
any L, 1  L  n   s   [n=2] + 2, 9k such that Dk
L 6= 0.
Proof. Using Lemma 4.7.5 we have
Dk
L = 
[n=2] Y
i=1
i6=k

2L 2
i
[n=2] 1 X
i=0
( 1)i
[n=2] 2 Y
r=i
(2[n=2]   2r + 2L   5)
i 1 Y
r=0
(2m + 2r + 2n   2[n=2]   2L   2s + 5)ek
i :
Let us x L and set Dk
L = 0 for all k = 1;2;:::;[n=2]. We cancel the terms 
Q[n=2]
i=1
i6=k
2L 2
i
and consider the resulting expressions as a system of linear equations for the unknowns
xi = ( 1)i
[n=2] 2 Y
r=i
(2[n=2]   2r + 2L   5)
i 1 Y
r=0
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where j = 0;1;:::;[n=2]   1. Note xi 6= 08i. The system takes the matrix form
AX = 0
where A = (akl), 1  k  [n=2], 0  l  [n=2]   1, akl = ek
l and X = (x0;x1;:::;x[n=2] 1):
Note that the determinant of A has degree
1 + 2 + ::: + ([n=2]   1) =
([n=2]   1)([n=2])
2
=

[n=2]
2

as a polynomial in 2
1;:::;2
[n=2]. We claim that det(A) 6= 0. This can be seen by setting
2
l = 2
m for l < m. In this situation it is clear that el
i = em
i for all 0  i  [n=2]   1 and
thus det(A)=0. Since detA has degree
 [n=2]
2

we are done.
Lemma 4.7.7. Let [n=2]+1  s  n 1. Let ~ k = (k1;k2;:::;ks+[n=2] n) where 1  ki 
[n=2]. Let E
~ k be the minor of B formed by taking the determinant of the square submatrix
with columns C1(m   s);C2(m   s);:::;Cn s(m   s) and we include all rows of B except
rows k1;k2;:::ks+[n=2] n. Then
E
~ k = 
[n=2] Y
i=1
i62~ k
2L 2
i
n s X
i=0
( 1)i
n s 1 Y
r=i
(2n   2r   2s   1)
i 1 Y
r=0
(2m + 1 + 2r)e
~ k
i (4.23)
where we denote by e
~ k
i the elementary symmetric polynomials in the variables 2
i;1  i 
[n=2] but not including 2
k1;2
k2;:::;2
ks+[n=2] n.
Proof. It is easy to follow the method of Lemma 4.7.1 to see that
E
~ k = 
[n=2] Y
i=1
i62~ k
2L 2
i
n s X
i=0
( 1)i
n s 1 Y
r=i
(2n   2r   2s   1)
i 1 Y
r=0
(2m + 1 + 2r)e
~ k
i :
Lemma 4.7.8. For [n=2] + 1  s  n   1 let E
~ k be dened by (4.23). Then 9~ k such that
E
~ k 6= 0.
Proof. Using Lemma 4.7.7 we have
E
~ k = 
[n=2] Y
i=1
i62~ k
2L 2
i
n s X
i=0
( 1)i
n s 1 Y
r=i
(2n   2r   2s   1)
i 1 Y
r=0
(2m + 1 + 2r)e
~ k
i :CHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 84
Let us set E
~ k = 0 for the following collection of ~ k: ~ kj = (1;2;:::;s + [n=2]   n   1;j)
where j = s + [n=2]   n;s + [n=2]   n + 1;:::;[n=2]. We cancel the terms 
Q[n=2]
i=1
i62~ k
2L 2
i
and consider the resulting expressions as a system of linear equations for the unknowns
xi = ( 1)i
n s 1 Y
r=i
(2n   2r   2s   1)
i 1 Y
r=0
(2m + 1 + 2r);
where i = 0;1;:::;n   s. Note xi 6= 08i. The system takes the matrix form
AX = 0
where A = (ajl), 1  j  n   s + 1, 0  l  n   s, ajl = e
~ kj
l and
X = (x0;x1;:::;xn s):
Note that the determinant of A has degree
1 + 2 + ::: + (n   s) =
(n   s)(n   s + 1)
2
=

n   s + 1
2

as a polynomial in the appropriate 2
i. We claim that detA 6= 0. This can be seen by
setting 2
l = 2
m for l < m where s + [n=2]   n  l < m  [n=2]. In this situation it is
clear that e
~ kl
i = e
~ km
i for all 0  i  n   s and thus det(A) = 0. Since detA has degree
 n s+1
2

we are done.
Lemma 4.7.9. For s = 1 let Dk
L be dened by (4.22) with X = m   1. Let k be xed.
Then 9L;2  L  n   [n=2] + 1 such that Dk
L 6= 0.
Proof. Using Lemma 4.7.5 we have
Dk
L = 
[n=2] Y
i=1
i6=k

2L 2
i
[n=2] 1 X
i=0
( 1)i
[n=2] 2 Y
r=i
(2[n=2]   2r + 2L   5)
i 1 Y
r=0
(2m + 2r + 2n   2[n=2]   2L   2s + 5)ek
i :
Let us x k and set Dk
L = 0 for 2  L  n [n=2]+1. We cancel the terms 
Q[n=2]
i=1
i6=k
2L 2
i
and consider the resulting conditions as a system of linear equations for the unknowns
ek
0;ek
1;:::;ek
[n=2] 1. Refer to the corresponding matrix as Q. We can set 2m + n   1 = 0
to see that jQj is not identically zero as a polynomial in m. We can then proceed as in
Lemma 4.7.3 to see that jQj has no positive roots as a polynomial in m.
4.8 Statements about quasi-invariants of specic degree
We are now ready to begin the proof of Theorem 4.6.1. We will need various components
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quasi-invariants of certain degree. Recall the Poincar e series (4.1)
PA(t) =
1 X
k=0
bktk: (4.24)
In Proposition 4.8.2 we will show that for an arbitrary arrangement A of type (m;1n), bi
is xed for odd i with i  2m + n   1. In Proposition 4.8.3 we will show that bi is xed
for even i with i  2m + 2n. Finally in Proposition 4.8.4 we will show that b2m+2n 2 is
the same for any conguration A, except one conguration whose geometry is fully xed.
From now on let A be of type (m;1n).
Lemma 4.8.1. If n is even then in (4.24) b2m+n 1 = m. If n is odd then in (4.24),
b2m+n 2 = m   1.
Proof. Let q be a homogeneous polynomial of degree 2m + n   1;
q =
2m+n 1 X
i=0
aix2m+n 1 iyi:
for some ai 2 C. Recall the denition of quasi-invariance (Denition 4.2.1). It is easy to
see that if the quasi-invariance condition for the vector 0 = (0;1) is satised (that is, if
@s
yq = 0 when y = 0 for s = 1;3;:::2m   1) then ai = 0 for i = 1;3;:::;2m   1. Before
we consider the quasi-invariance conditions for the other vectors i we rewrite q as
q =
m X
i=0
a2ix2m+n 1 2iy2i +
2m+n 1 X
i=2m+1
aix2m+n 1 iyi: (4.25)
The quasi-invariance conditions for the vectors j for 1  j  n state that
(@x + j@y)q = 0 on the line x + jy = 0:
That is
(@x + j@y)q =
m X
i=0
a2i(2m + n   2i   1)x2m+n 2i 2y2i +
2m+n 1 X
i=2m+1
ai(2m + n   i   1)x2m+n i 2yi
+ j(
m X
i=0
2ia2ix2m+n 1 2iy2i 1 +
2m+n 1 X
i=2m+1
iaix2m+n 1 iyi 1) = 0 (4.26)
if x =  jy for 1  j  n. We can express the equations (4.26) in matrix form. We have
AC = 0;
where
CT =

a0 a2 : : a2m a2m+1 a2m+2 : : a2m+n 1
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and the matrix A consists of the columns A1;A2;:::;Am+n given by the following. For
0  i  m:
A2i =
0
B
B B
B B
B B
B B
@
(2m + n   1   2i)2m+n 2i 2
1   2i2m+n 2i
1
(2m + n   1   2i)2m+n 2i 2
2   2i2m+n 2i
2
(2m + n   1   2i)2m+n 2i 2
3   2i2m+n 2i
3
. . .
(2m + n   1   2i)2m+n 2i 2
n   2i2m+n 2i
n
1
C
C C
C C
C C
C C
A
;
while for 2m + 1  i  2m + n   1:
Ai = ( 1)i
0
B B
B B
B B
B B
B
@
(2m + n   1   i)2m+n i 2
1   i2m+n i
1
(2m + n   1   i)2m+n i 2
2   i2m+n i
2
(2m + n   1   i)2m+n i 2
3   i2m+n i
3
. . .
(2m + n   1   i)2m+n i 2
n   i2m+n i
n
1
C C
C C
C C
C C
C
A
:
We need to nd the rank of A. Recall that application of elementary row and column
operations does not change the rank of the matrix. Note that
A0 = (2m + n   1)
0
B B
B B
B B
B B
B
@
2m+n 2
1
2m+n 2
2
2m+n 2
3
. . .
2m+n 2
n
1
C C
C C
C C
C C
C
A
and
A2m+n 1 = ( 1)n(2m + n   1)
0
B B
B B
B B
B B
B
@
1
2
3
. . .
n
1
C C
C C
C C
C C
C
A
:
Suppose now that n is even. We can apply appropriate elementary column transformations
to reduce the matrix A to the form
0
B B
B B
B B
B B
@

2m+n 2
1 
2m+n 4
1 ::: 2
1 1 
n 1
1 
n 3
1 ::: 3
1 1

2m+n 2
2 
2m+n 4
2 ::: 2
2 1 
n 1
2 
n 3
2 ::: 3
2 2

2m+n 2
3 
2m+n 4
3 ::: 2
3 1 
n 1
3 
n 3
3 ::: 3
3 3
. . .
. . .
. . .
. . .
. . .
. . .
. . .
2m+n 2
n 2m+n 4
n ::: 2
n 1 n 1
n n 3
n ::: 3
n n
1
C C
C C
C C
C C
A
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Note that we have the n  n minor
Q =
 
 
 
 
 
 
 

n 1
1 
n 2
1 
n 3
1 ::: 3
1 2
1 1 1

n 1
2 
n 2
2 
n 3
2 ::: 3
2 2
2 2 1

n 1
3 
n 2
3 
n 3
3 ::: 3
3 2
3 3 1
. . .
. . .
. . .
. . .
. . .
. . .
. . .
n 1
n n 2
n n 3
n ::: 3
n 2
n n 1
 
 
 
 
 
 
 
(4.27)
Since Q 6= 0 we get rkA=n. Hence b2m+n 1 = m + n   rkA = m as stated.
If n is odd the same type of analysis lets us transform the matrix of the system of
linear equations for the coecients of a homogeneous polynomial p of degree 2m + n   2
into the form
0
B B
B B
B B
B B
@

2m+n 3
1 
2m+n 5
1 ::: 2
1 1 
n 2
1 
n 4
1 ::: 3
1 1

2m+n 3
2 
2m+n 5
2 ::: 2
2 1 
n 2
2 
n 4
2 ::: 3
2 2

2m+n 3
3 
2m+n 5
3 ::: 2
3 1 
n 2
3 
n 4
3 ::: 3
3 3
. . .
. . .
. . .
. . .
. . .
. . .
. . .
2m+n 3
n 2m+n 5
n ::: 2
n 1 n 2
n n 4
n ::: 3
n n
1
C C
C C
C C
C C
A
:
We still have the non-zero minor Q given by (4.27). Hence b2m+n 2 = m+n 1 n = m 1
as stated.
It is easy to nd all the odd coecients of the Poincar e series for terms larger than a
certain degree.
Proposition 4.8.2. Let i  2m + n   1 with i odd. Then in (4.24) bi = i + 1   m   n.
Proof. As in the proof of Lemma 4.8.1 we have bi = i + 1   m   rkA, where A is the
matrix of the system of quasi-invariance conditions as equations for the coecients of a
polynomial of degree i. By the same reasons as in Lemma 4.8.1 we get rkA = n, so the
Lemma follows.
In the next Proposition we determine all the even coecients of the Poincar e series
starting with a certain degree.
Proposition 4.8.3. Let i = 2m+2n+2t where t 2 Z0. Then in (4.24) bi = i+1 m n.
Proof. Let q be a homogeneous polynomial of degree 2m + 2n + 2t,
q =
2m+2n+2t X
i=0
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where ai 2 C. The matrix of the system of linear equations for the coecients of q has
the following structure after elementary transformations
0
B B
B
B B
B
B B
B
@

2m+2n+2t 1
1 
2m+2n+2t 3
1 ::: 5
1 3
1 1
A

2m+2n+2t 1
2 
2m+2n+2t 3
2 ::: 5
2 3
2 2

2m+2n+2t 1
3 
2m+2n+2t 3
3 ::: 5
3 3
3 3
. . .
. . . :::
. . .
. . .
. . .
2m+2n+2t 1
n 2m+2n+2t 3
n ::: 5
n 3
n n
1
C C
C
C C
C
C C
C
A
(4.28)
where the block A consists of n + t columns Ai
Ai =
0
B B
B
B B
B B
B B
@
(2i   1)2i 2
1   (2m + 2n + 2t   2i + 1)2i
1
(2i   1)2i 2
2   (2m + 2n + 2t   2i + 1)2i
2
(2i   1)2i 2
3   (2m + 2n + 2t   2i + 1)2i
3
. . .
(2i   1)2i 2
n   (2m + 2n + 2t   2i + 1)2i
n
1
C C
C C
C C
C C
C
A
with 1  i  n + t. Suppose the rank of the matrix (4.28) is not full, so the rank is less
than n. This means that any n  n minor must be zero. We are going to show that at
least one n  n minor is non-zero, a contradiction which implies the rank of the original
matrix is in fact n. First we assume that i =  [n=2]+i; 1  i  [n=2], and n = 0 if n is
odd. This assumption will be justied later. Under this assumption the matrix (4.28) can
be rearranged to the matrix
0
B B
B B
B B
B B
B B
B
@

2m+2n+2t 1
1 
2m+2n+2t 3
1 ::: 5
1 3
1 1
0

2m+2n+2t 1
2 
2m+2n+2t 3
2 ::: 5
2 3
2 2

2m+2n+2t 1
3 
2m+2n+2t 3
3 ::: 5
3 3
3 3
. . .
. . . :::
. . .
. . .
. . .

2m+2n+2t 1
[n=2] 
2m+2n+2t 3
[n=2] ::: 5
[n=2] 3
[n=2] [n=2]
0
B
1
C C
C C
C C
C C
C C
C
A
(4.29)
where block B consists of n + t columns of the form
Ci =
0
B B
B B
B B
B B
B B
B B
B
@
(2i   1)2i 2
1   (2m + 2n + 2t   2i + 1)2i
1
(2i   1)2i 2
2   (2m + 2n + 2t   2i + 1)2i
2
(2i   1)2i 2
3   (2m + 2n + 2t   2i + 1)2i
3
. . .
(2i   1)2i 2
[n=2]   (2m + 2n + 2t   2i + 1)2i
[n=2]
(2i   1)02i 2
1
C C
C C
C C
C C
C C
C C
C
A
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where 1  i  n+t and n is odd, so in particular n = 0. When n is even Ci has the same
form (4.30) with the nal row removed. By Lemma 4.7.3 the block B contains at least one
non-zero n=2n=2 minor when n is even. When n is odd B contains a non-zero n+1
2  n+1
2
minor which contains the last row and column of B. In order to show that the rank of the
original matrix (4.28) is n we have to justify the assumption 2
i = 2
[n=2]+i; 1  i  [n=2],
and n = 0 if n is odd, which allowed us to write (4.28) in the form detailed in (4.29).
We make the following elementary observation: since the block B contains at least one
non-zero [n+1
2 ]  [n+1
2 ] minor, it contains at least one non-zero minor of each size k  k,
where 1  k  [n+1
2 ]. Armed with this observation, consider the matrix (4.28). If its rank
is not n then any n  n minor must be zero. Consider
Q1 =
 
 
 
 
 
 
 

2n 1
1 2n 3
1 2n 5
1 ::: 3
1 1
2n 1
2 2n 3
2 2n 5
2 ::: 3
2 2
2n 1
3 2n 3
3 2n 5
3 ::: 3
3 3
. . .
2n 1
n 2n 3
n 2n 5
n ::: 3
n n

 
 
 
 
 
 
 
=
n Y
i=1
i
 
 
 
 
 
 
 

2n 2
1 2n 4
1 2n 6
1 ::: 2
1 1
2n 2
2 2n 4
2 2n 6
2 ::: 2
2 1
2n 2
3 2n 4
3 2n 6
3 ::: 2
3 1
. . .
2n 2
n 2n 4
n 2n 6
n ::: 2
n 1
 

 
 
 
 
 
 
:
So Q1 = 0 () 2
i = 2
j for some 1  i < j  n, or k = 0 for some k;1  k  n.
Suppose rst that after relabelling 1 = 0. Then the original matrix has the following
form 0
B
B B
B B
B B
B
@
0 0 ::: 0 0 0
A

2m+2n+2t 1
2 
2m+2n+2t 3
2 ::: 5
2 3
2 2

2m+2n+2t 1
3 
2m+2n+2t 3
3 ::: 5
3 3
3 3
. . .
. . . :::
. . .
. . .
. . .
2m+2n+2t 1
n 2m+2n+2t 3
n ::: 5
n 3
n n
1
C C
C C
C C
C C
A
;CHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 90
where the block A consists of n + t columns each with the following structure
Di =
0
B
B B
B B
B B
B B
@
(2i   1)02i 2
(2i   1)2i 2
2   (2m + 2n + 2t   2i + 1)2i
2
(2i   1)2i 2
3   (2m + 2n + 2t   2i + 1)2i
3
. . .
(2i   1)2i 2
n   (2m + 2n + 2t   2i + 1)2i
n
1
C
C C
C C
C C
C C
A
with 1  i  n + t. In this situation the determinant
Q
0
1 =

 
 
 
 
 
 
 
0 0 0 ::: 0
D1
2n 3
2 2n 5
2 2n 7
2 ::: 2
2n 3
3 2n 5
3 2n 7
3 ::: 3
. . .
. . .
. . .
. . .
2n 3
n 2n 5
n 2n 7
n ::: n

 
 
 
 
 
 
 
6= 0:
So we may assume that if the rank of the matrix (4.28) is less than n then 2
1 = 2
2 after
relabelling. In this situation the matrix (4.28) is equivalent by row transformations to the
matrix 0
B
B B
B B
B B
B
@
0 0 ::: 0 0 0
b A

2m+2n+2t 1
1 
2m+2n+2t 3
1 ::: 5
1 3
1 1

2m+2n+2t 1
3 
2m+2n+2t 3
3 ::: 5
3 3
3 3
. . .
. . . :::
. . .
. . .
. . .
2m+2n+2t 1
n 2m+2n+2t 3
n ::: 5
n 3
n n
1
C
C C
C C
C C
C
A
(4.31)
where the block b A consists of n + t columns each with the following structure
0
B
B B
B B
B B
B B
@
(2i   1)2i 2
1   (2m + 2n + 2t   2i + 1)2i
1
0
(2i   1)2i 2
3   (2m + 2n   2i + 2t + 1)2i
3
. . .
(2i   1)2i 2
n   (2m + 2n   2i + 2t + 1)2i
n
1
C
C C
C C
C C
C C
A
with 1  i  n+t. Note that the rows 1;3:::;[n=2];[n=2]+1 of b A coincide up to relabelling
of the is with the matrix b B formed by the rst [n=2] rows of the matrix B from (4.29),
(4.30). As rkB = [n+1
2 ] the 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we will denote by B11. Now, consider the following minor of the matrix (4.31)
Q2 =

 
 
 
 
 
 
 
 
 
0 0 0 ::: 0 0 B11
2n 3
1 2n 5
1 2n 7
1 ::: 3
1 1 0
2n 3
3 2n 5
3 2n 7
3 ::: 3
3 3
*
2n 3
4 2n 5
4 2n 7
4 ::: 3
4 4
. . .
. . .
. . .
. . .
. . .
2n 3
n 2n 5
n 2n 7
n ::: 3
n n

 
 
 
 
 
 
 
 
 
:
Since B11 6= 0, Q2 = 0 () 2
i = 2
j for some 3  i < j  n or k = 0 for k 6= 1;2.
Suppose 3 = 0 up to relabelling. In this situation (4.31) is equivalent to a matrix which
has minor
Q
0
2 =

 
 

 
 
 
 
 
 

0 0 0 ::: 0 0
B22
0 0 0 ::: 0 0
2n 5
1 2n 7
1 2n 9
1 ::: 3
1 1
*
2n 5
4 2n 7
4 2n 9
4 ::: 3
4 4
. . .
. . .
. . .
. . .
. . .
2n 5
n 2n 7
n 2n 9
n ::: 3
n n

 
 
 
 
 
 
 
 
 
where B22 is a 2  2 submatrix of the rst two rows of A such that the corresponding
minor jB22j 6= 0. Such a submatrix exists since rk b B = [n+1
2 ]. So we have Q
0
2 6= 0.
So we may assume that if the rank is less than n then 2
1 = 2
2 and 2
3 = 2
4 up to
relabelling. It is not hard to see that we can continue in this way to deduce that if the
rank is less than n then (up to relabelling) 2
i = 2
[n=2]+i; 1  i  [n=2]. If n is even we
stop at this point. Now, we need to record what happens when n is odd. Thus far we
have seen that if the rank of the matrix (4.28) is less than n then we have the n 1
2 pairs
2
i = 2
(n 1)=2+i; 1  i  (n   1)=2. In this situation (4.28) is equivalent to
0
B
B B
B B
B B
B B
B B
B B
B
@

2m+2n+2t 1
1 
2m+2n+2t 3
1 ::: 5
1 3
1 1
0

2m+2n+2t 1
2 
2m+2n+2t 3
2 ::: 5
2 3
2 2

2m+2n+2t 1
3 
2m+2n+2t 3
3 ::: 5
3 3
3 3
. . .
. . . :::
. . .
. . .
. . .

2m+2n+2t 1
n 1
2

2m+2n+2t 3
n 1
2
::: 5
n 1
2
3
n 1
2
 n 1
2
0 b B
2m+2n+2t 1
n 2m+2n+2t 3
n ::: 5
n 3
n n 
1
C
C C
C C
C C
C C
C C
C C
C
A
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where the block b B is up to relabelling the rst [n=2] rows of the block B introduced in
(4.29), (4.30). Thus we can consider the following minor of (4.32)
Q
0
n 1 =

 
 
 
 
 
 
 
 
 
 

0 0 0 ::: 0 0
B n 1
2  n 1
2 0 0 0 ::: 0 0
n
n+1
2
n 2
n+1
2
n 4
n+1
2
::: 3
n+1
2
 n+1
2
*
n
n+3
2
n 2
n+3
2
n 4
n+3
2
::: 3
n+3
2
 n+3
2
. . .
. . .
. . .
. . .
. . .
n
n 1 n 2
n 1 n 4
n 1 ::: 3
n 1 n 1
n
n n 2
n n 4
n ::: 3
n n

 
 

 
 
 
 
 
 
 
 
where B n 1
2  n 1
2
corresponds to a non-zero minor of b B. We have Q
0
n 1 = 0 () n = 0.
So if the rank of (4.28) is less than n and n is odd then 2
i = 2
(n 1)=2+i; 1  i  (n 1)=2
and n = 0. This is the case we started our analysis with. To conclude, we return to
(4.29). If n is even consider the following n  n minor of (4.29)
 
 
 
 
 
 
 
 


n 1
1 
n 3
1 ::: 5
1 3
1 1
0

n 1
2 
n 3
2 ::: 5
2 3
2 2

n 1
3 
n 3
3 ::: 5
3 3
3 3
. . .
. . . :::
. . .
. . .
. . .

n 1
n=2 
n 3
n=2 ::: 5
n=2 3
n=2 n=2
0
Bn=2n=2
 
 
 
 

 
 
 
 
:
It is non-zero. Similarly if n is odd consider the following n  n minor of (4.29)

 
 
 
 
 
 
 
 

n 2
1 
n 4
1 ::: 5
1 3
1 1
0

n 2
2 
n 4
2 ::: 5
2 3
2 2

n 2
3 
n 4
3 ::: 5
3 3
3 3
. . .
. . . :::
. . .
. . .
. . .

n 2
n 1
2

n 4
n 1
2
::: 5
n 1
2
3
n 1
2
 n 1
2
0 B n+1
2 
n+1
2

 
 
 
 
 
 
 
 
which is also non-zero, and we are done.
Now we study the dimension of quasi-invariants of degree 2(m + n   1). It appears
that this dimension is the same for any conguration A except one conguration whose
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Proposition 4.8.4. In (4.24), b2m+2n 2 = m + n   1 unless
er =

[n=2]
r

r Y
i=1
(2[n=2]   2i + 1)
r Y
i=1
(2m + 2i   1)
where 0  r  [n=2] and
2
i = 2
[n=2]+i;
1  i  [n=2], and if n is odd, n = 0, in which case b2m+2n 2 = m + n.
Proof. Let q be a homogeneous quasi-invariant polynomial of degree 2(m + n   1), let
q =
2m+2n 2 X
i=0
aix2m+2n 2 iyi;
where ai 2 C. The matrix of the system of linear equations for the coecients of q has
the structure.
M =
0
B B
B B
B B
B B
@

2m+2n 3
1 
2m+2n 5
1 ::: 5
1 3
1 1
A

2m+2n 3
2 
2m+2n 5
2 ::: 5
2 3
2 2

2m+2n 3
3 
2m+2n 5
3 ::: 5
3 3
3 3
. . .
. . . :::
. . .
. . .
. . .
2m+2n 3
n 2m+2n 5
n ::: 5
n 3
n n
1
C C
C C
C C
C C
A
; (4.33)
where the block A consists of n   1 columns each with the following structure
Ai =
0
B
B B
B B
B B
B B
@
(2i   1)2i 2
1   (2m + 2n   2i   1)2i
1
(2i   1)2i 2
2   (2m + 2n   2i   1)2i
2
(2i   1)2i 2
3   (2m + 2n   2i   1)2i
3
. . .
(2i   1)2i 2
n   (2m + 2n   2i   1)2i
n
1
C
C C
C C
C C
C C
A
with 1  i  n   1. We will show rst that rkM  n   1. Assume initially that
2
i = 2
[n=2]+i, 1  i  [n=2], and n = 0 if n is odd. Under this assumption the matrix M
is equivalent to
0
B B
B B
B B
B B
B B
B
@

2m+2n 3
1 
2m+2n 5
1 ::: 5
1 3
1 1
0

2m+2n 3
2 
2m+2n 5
2 ::: 5
2 3
2 2

2m+2n 3
3 
2m+2n 5
3 ::: 5
3 3
3 3
. . .
. . . :::
. . .
. . .
. . .

2m+2n 3
[n=2] 
2m+2n 5
[n=2] ::: 5
[n=2] 3
[n=2] [n=2]
0
B
1
C C
C C
C C
C C
C C
C
A
: (4.34)CHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 94
The block B consists of n   1 columns, each of which has the following structure
Ci =
0
B
B B
B B
B B
B B
B B
B B
@
(2i   1)2i 2
1   (2m + 2n   2i   1)2i
1
(2i   1)2i 2
2   (2m + 2n   2i   1)2i
2
(2i   1)2i 2
3   (2m + 2n   2i   1)2i
3
. . .
(2i   1)2i 2
[n=2]   (2m + 2n   2i   1)2i
[n=2]
(2i   1)02i 2
1
C
C C
C C
C C
C C
C C
C C
A
(4.35)
where 1  i  n   1, and the last row should be removed if n is even. Now, by Lemma
4.7.9 there exists a non-zero ([n=2] 1)([n=2] 1) minor of b B where b B is the submatrix
of B formed by the rst [n=2] rows. The existence of this ([n=2]   1)  ([n=2]   1) minor
B([n=2] 1)([n=2] 1) allows us to reproduce the arguments from Proposition 4.8.3 which
justify the assumption 2
i = 2
[n=2]+i, 1  i  [n=2], and n = 0 if n is odd, if the rank of
M is less than n. If n is even there is a non-zero (n   1)  (n   1) minor of (4.33) of the
form  
 
 
 
 
 

 
 

n 1
1 
n 3
1 ::: 5
1 3
1 1
0

n 1
2 
n 3
2 ::: 5
2 3
2 2

n 1
3 
n 3
3 ::: 5
3 3
3 3
. . .
. . . :::
. . .
. . .
. . .

n 1
n=2 
n 3
n=2 ::: 5
n=2 3
n=2 n=2
0
B(n=2 1)(n=2 1)
 
 

 
 
 
 
 
 
;
while if n is odd there is a non-zero (n   1)  (n   1) minor of (4.33) of the form

 
 
 
 
 
 
 
 

n 2
1 
n 4
1 ::: 5
1 3
1 1
0

n 2
2 
n 4
2 ::: 5
2 3
2 2

n 2
3 
n 4
3 ::: 5
3 3
3 3
. . .
. . . :::
. . .
. . .
. . .

n 2
n 1
2

n 4
n 1
2
::: 5
n 1
2
3
n 1
2
 n 1
2
0
B n 1
2 
n 1
2

 
 
 
 
 
 
 
 
;
so the rank of M is at least n   1.
Now, suppose the rank of M is n   1. Then any n  n minor must vanish. Returning
to the block B, by Lemma 4.7.1 in its notation we have
BL = 
[n=2] Y
i=1
2L 2
i
[n=2] X
i=0
( 1)i
[n=2] 1 Y
r=i
(2[n=2]   2r + 2L   3)
i 1 Y
r=0
(2m + 2r + 2n   2[n=2]   2L + 1)ei
where 1  L  n=2 if n is even and 2  L  n+1
2 if n is odd. Note that when n is odd
we do not consider the minor B1. In this case the minors BL, 2  L  n+1
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have size n 1
2  n 1
2 . However we can then include the last row and column of B in each
of these minors to create a minor of size n+1
2  n+1
2 . Adding the last row and column does
not change the expression for each BL, 2  L  n+1
2 . Thus we can consider both the odd
and even cases together. Suppose all the BL vanish. Regard the resulting conditions as
a system of linear equations for the unknowns e1;:::;e[n=2]. Then by Lemma 4.7.4 the
corresponding matrix is non-degenerate. The system can be solved by setting
er =

[n=2]
r
 r Y
i=1
(2[n=2]   2i + 1)
(2m + 2i   1)
for 1  r  [n=2] and e0 = 1. This follows from Lemma 4.7.2.
Theorem 4.8.5. Suppose the conguration A satises the following properties
2
i = 2
[n=2]+i
where 1  i  [n=2], n = 0 if n is odd, and
er =

[n=2]
r
 r Y
i=1
(2[n=2]   2i + 1)
(2m + 2i   1)
(4.36)
where 0  r  [n=2]. Then A = A(m;1n).
We will establish this theorem using the following strategy. Suppose that the ele-
mentary symmetric polynomials b ei in the variables zi (see Lemma 2.3.1) take the values
specied in Denition 2.4.7, that z0 = 1 and that zizn i+1 = 1 for 1  i  n which
means that A = A(m;1n). We will show that this happens if and only if the following two
properties are satised after rotation by =2 and relabelling: the elementary symmetric
polynomials er, where 0  r  [n=2], take the values specied in Theorem 4.8.5 and
2
i = 2
[n=2]+i where 1  i  [n=2], and n = 0 if n is odd. First we collect some useful
observations and introduce some notation.
(i) Note that 2
i = cot2(i) where i is such that the i-th vector of A(m;1n) has the form
(cosi;sini). We have cot2(i) = 1
sin2 i   1.
(ii) Let ui = sin2(i) for 1  i  [n=2]. Recall from Denition 2.4.7 that zj =
cos(2j)+isin(2j) and that (since zjzn j+1 = 1) j =  n j+1, so that zj+zn j+1 =
2cos(2j) = 2(1   2sin2(j)) = 2(1   2uj).
(iii) Finally note that, since i =  n i+1, 2
i = cot2(i) = cot2(n i+1) = 2
n i+1. So,
up to relabelling the property 2
i = 2
[n=2]+i is satis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zjzn j+1 = 1), z2
n+1
2
= 1 so  n+1
2
= =2 and thus 2
n+1
2
= cot2( n+1
2
) = 0. Thus up
to relabelling n = 0.
Denote by fi, 0  i  [n=2], the i-th elementary symmetric polynomials in the variables
uj = sin2(j), j = 1;2;:::;[n=2]. We are going to relate the conguration A with er
given by (4.36) and the conguration A(m;1n) in two steps. First we nd the values of the
elementary symmetric polynomials fi for the conguration A(m;1n) (Lemmas 4.8.6, 4.8.7
below). Then we check in the proof of Lemma 4.8.8 that these fi lead to the relations
(4.36).
Lemma 4.8.6. When n is even we have
b er =
r X
i=0
( 1)i22i

n   2i
r   i

fi (4.37)
for 0  r  n=2. When n is odd we have
b er =
r X
i=0
( 1)i22i

n   2i   1
r   i

2r   n
n   i   r
fi (4.38)
for 0  r  n 1
2 .
Proof. First suppose that n is even. Recall that the b er are the elementary symmetric
polynomials in the variables zi. Recall also that if A = A(m;1n) then zizn i+1 = 1 for
1  i  n=2. So for 0  r  n=2 we have
b er =
X
1i1<i2<:::<irn
zi1zi2 :::zir
=
X
1i1<i2<:::<irn=2
xi1xi2 :::xir + (n=2   r + 2)
X
1i1<i2<:::<ir 2n=2
xi1xi2 :::xir 2
+ (n=2   r + 4)
X
1i1<i2<:::<ir 4n=2
xi1xi2 :::xir 4
+ (n=2   r + 6)
X
1i1<i2<:::<ir 6n=2
xi1xi2 :::xir 6
+ :::
where xit = zit + zn it+1. Since zi + zn i+1 = 2(1   2ui) we have
b er = 2r X
1i1<i2<:::<irn=2
(1   2ui1)(1   2ui2):::(1   2uir)
+ (n=2   r + 2)2r 2 X
1i1<i2<:::<ir 2n=2
(1   2ui1)(1   2ui2):::(1   2uir 2)
+ (n=2   r + 4)2r 4 X
1i1<i2<:::<ir 4n=2
(1   2ui1)(1   2ui2):::(1   2uir 4)
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In other words we have
b er = 2r
r X
j=0
( 1)j

n=2   j
r   j

2jfj
+ 2r 2(n=2   r + 2)
r 2 X
j=0
( 1)j

n=2   j
r   j   2

2jfj
+ 2r 4(n=2   r + 4)
r 4 X
j=0
( 1)j

n=2   j
r   j   4

2jfj
+ :::
We can rearrange this to
b er = ( 1)r22r

n=2   r
0

fr
+ ( 1)r 122r 1

n=2   r + 1
1

fr 1
+ [( 1)r 222r 2

n=2   r + 2
2

+ ( 1)r 222r 4

n=2   r + 2
1

n=2   r + 2
0

]fr 2
+ [( 1)r 322r 3

n=2   r + 3
3

+ ( 1)r 322r 5

n=2   r + 2
1

n=2   r + 3
1

]fr 3
+ :::
=
r X
i=0
(( 1)r i
[i=2] X
s=0
22r i 2s

n=2   r + 2s
s

n=2   r + i
i   2s

fr i):
Now, we are going to show that
[i=2] X
s=0
2i 2s

n=2   r + 2s
s

n=2   r + i
i   2s

=

n   2r + 2i
i

: (4.39)
We have
[i=2] X
s=0
2i 2s

n=2   r + 2s
s

n=2   r + i
i   2s

=
(n=2   r + i)!
(n=2   r)!(i=2)!(i=2   1=2)(i=2   3=2):::1=2
[i=2] X
s=0
( i=2)s(1=2   i=2)s
s!(n=2   r + 1)s
=
(n=2   r + i)!
(n=2   r)!(i=2)!(i=2   1=2)(i=2   3=2):::1=2
2F1( i=2;1=2   i=2;n=2   r + 1;1)
=
(n=2   r + i)!
(n=2   r)!(i=2)!(i=2   1=2):::1=2
 (n=2   r + 1) (n=2   r + i=2 + 1=2)
 (n=2   r + 1 + i=2) (n=2   r + i=2 + 1=2)
(by Theorem4:2:5)
=
2i(n=2   r + i)!
i!
 (n=2   r + i + 1=2)
(n=2   r + i=2)! (n=2   r + i=2 + 1=2)
=
2i(n=2   r + i)(n=2   r + i   1):::(n=2   r + i=2 + 1)(n=2   r + i   1=2):::(n=2   r + i=2 + 1=2)
i!
=
(n   2r + 2i)(n   2r + 2i   1)(n   2r + 2i   2):::(n   2r + i + 1)
i!
=

n   2r + 2i
i

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So if n is even we have
b er =
r X
i=0
( 1)r i22r 2i

n   2r + 2i
i

fr i =
r X
i=0
( 1)i22i

n   2i
r   i

fi
Now suppose that n is odd. Recall that in this case z n+1
2
=  1. Let us denote by
b er(n 1) the elementary symmetric polynomials in the variables z1;z2;:::;zn 1. Then up
to relabelling of the zi we have
b er =
X
1i1<i2<:::<irn
zi1zi2 :::zir
=
X
1i1<i2<:::<irn 1
zi1zi2 :::zir  
X
1i1<i2<:::<ir 1n 1
zi1zi2 :::zir 1
= b er(n   1)   b er 1(n   1)
=
r X
i=0
( 1)i22i

n   2i   1
r   i

fi  
r 1 X
i=0
( 1)i22i

n   2i   1
r   i   1

fi
=
r X
i=0
( 1)i22i(

n   2i   1
r   i

 

n   2i   1
r   i   1

)fi
=
r X
i=0
( 1)i22i

n   2i   1
r   i

n   2r
n   i   r
fi
as required.
Lemma 4.8.7. If the elementary symmetric polynomials fi take the following values
fi =

[n=2]
i
Qi
s=1(2m + 2[n=2]   2s + 1)
2i Qi
s=1(m + n   s)
for 0  i  [n=2], then for n even the relation
b er = ( 1)r

n
r

m + r   1
r

m + n   1
r
 1
=
r X
i=0
( 1)i22i

n   2i
r   i

fi
holds, while for n odd the relation
b er = ( 1)r

n
r

m + r   1
r

m + n   1
r
 1
=
r X
i=0
( 1)i22i

n   2i   1
r   i

n   2r
n   i   r
fi
holds.
Proof. First suppose n is even. We need to check if the relation
b er = ( 1)r

n
r

m + r   1
r

m + n   1
r
 1
=
r X
i=0
( 1)i2i

n   2i
r   i

n=2
i
Qi
s=1(2m + n   2s + 1)
Qi
s=1(m + n   s)
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holds. We claim that the identity (4.40) can be seen as a special case of Saalsch utz's
Theorem, see Theorem 4.2.6. The identity (4.40) follows upon considering
3F2( r;r   n; m   n=2 + 1=2; n=2 + 1=2; m   n + 1;1):
To see this, note rst that
( n=2 + 1=2 + r)m+n=2 1=2(n=2 + 1=2   r)m+n=2 1=2
( n=2 + 1=2)m+n=2 1=2(n=2 + 1=2)m+n=2 1=2
= ( 1)r m(m + 1)(m + 2):::(m + i   1)
(m + n   1)(m + n   2):::(m + n   i)
:
Also, note that
3F2( r;r   n; m   n=2 + 1=2; n=2 + 1=2; m   n + 1;1)
=
1 X
i=0
( r)i(r   n)i( m   n=2 + 1=2)i
( n=2 + 1=2)i( m   n + 1)ii!
=
r X
i=0
( 1)i
r(r   1):::(r   i + 1)(n   r)(n   r   1):::(n   r   i + 1)
i Y
s=1
(2m + n   2s + 1)
2i(n=2   1=2):::(n=2   1=2   i + 1)(m + n   1):::(m + n   i)i!
=
r X
i=0
( 1)ir!
n(n   1):::(n   r + 1)(n   r)(n   r   1):::(n   r   i + 1)
i Y
s=1
(2m + n   2s + 1)
(r   i)!(n   1):::(n   2i + 1)
i Y
s=1
(m + n   s)i!n(n   1):::(n   r + 1)
=
r X
i=0
( 1)ir!2i
i 1 Y
s=0
(n=2   s)
r i 1 Y
s=0
(n   2i   s)
i Y
s=1
(2m + n   2s + 1)
(r   i)!
Qi
s=1(m + n   s)i!n(n   1):::(n   r + 1)
=
r X
i=0
( 1)i2i

n   2i
r   i

n=2
i

i Y
s=1
(2m + n   2s + 1)
i Y
s=1
(m + n   s)
r!
n(n   1):::(n   r + 1)
:
So
3F2( r;r   n; m   n=2 + 1=2; n=2 + 1=2; m   n + 1;1)
=
r X
i=0
( 1)i2i

n   2i
r   i

n=2
i
Qi
s=1(2m + n   2s + 1)
Qi
s=1(m + n   s)
r!
n(n   1):::(n   r + 1)
= ( 1)r m(m + 1)(m + 2):::(m + i   1)
(m + n   1)(m + n   2):::(m + n   i)
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Thus we have
=
r X
i=0
( 1)i2i

n   2i
r   i

n=2
i
Qi
s=1(2m + n   2s + 1)
Qi
s=1(m + n   s)
= ( 1)rm(m + 1)(m + 2):::(m + i   1)n(n   1):::(n   r + 1)
r!(m + n   1)(m + n   2):::(m + n   i)
= ( 1)r

n
r

m + r   1
r

m + n   1
r
 1
:
Now suppose n is odd. We need to check if the relation
b er = ( 1)r

n
r

m + r   1
r

m + n   1
r
 1
=
r X
i=0
( 1)i2i

n   2i   1
r   i
n 1
2
i

n   2r
n   i   r
Qi
s=1(2m + n   2s)
Qi
s=1(m + n   s)
(4.41)
holds. The identity (4.41) can again be seen as a special case of Saalsch utz's Theorem. It
follows upon considering
3F2( r;r   n; m  
n   1
2
+ 1=2; 
n   1
2
+ 1=2; m   n + 1;1):
To see this note that
( n 1
2 + 1=2 + r)m+ n 1
2  1=2( n 1
2 + 1=2   r + n)m+ n 1
2  1=2
( n 1
2 + 1=2)m+ n 1
2  1=2( n 1
2 + 1=2 + n)m+ n 1
2  1=2
= ( 1)r m(m + 1)(m + 2):::(m + i   1)
(m + n   1)(m + n   2):::(m + n   i)
n
n   2r
:
Also, note that
3F2( r;r   n; m  
n   1
2
+ 1=2; 
n   1
2
+ 1=2; m   n + 1;1)
=
r X
i=0
( 1)i2i

n   2i   1
r   i
n 1
2
i

i Y
s=1
(2m + n   2s)
i Y
s=1
(m + n   s)
r!
(n   1):::(n   r + 1)
1
n   i   r
:
The identity (4.41) now follows.
Lemma 4.8.8. Suppose that for 0  r  [n=2]
b er = ( 1)r

n
r

m + r   1
r

m + n   1
r
 1
:
Then for 0  r  [n=2] we have
er =

[n=2]
r
Qr
s=1(2[n=2]   2s + 1)
Qr
s=1(2m + 2s   1)
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Proof. First note that by Lemma 4.8.7 we know that for 0  i  [n=2]
fi =

[n=2]
i
Qi
s=1(2m + 2[n=2]   2s + 1)
2i Qi
s=1(m + n   s)
:
We have
er =
X
i1<i2<:::<ir
(
1
ui1
  1)(
1
ui2
  1):::(
1
uir
  1)
= ( 1)r

[n=2]
r

 

[n=2]   1
r   1
X
i
1
ui
+

[n=2]   2
r   2
X
i<j
1
uiuj
 

[n=2]   3
r   3
 X
i<j<k
1
uiujuk
+ :::
+
X
i1<i2<:::<ir
1
ui1ui2 :::uir
=
r X
i=0
( 1)r i

[n=2]   i
r   i

e fi
where
e fi =
f[n=2] i
f[n=2]
=

[n=2]
[n=2]   i
 Q[n=2] i
s=1 (2m + 2[n=2]   2s + 1)2[n=2] Q[n=2]
s=1 (m + n   s)
2[n=2] i Q[n=2] i
s=1 (m + n   s)
Q[n=2]
s=1 (2m + 2[n=2]   2s + 1)
= 2i

[n=2]
i
Qi 1
s=0(m + [n=2] + s)
Qi 1
s=0(2m + 2s + 1)
:
So we have
er =
r X
i=0
( 1)i2i

[n=2]   i
r   i

[n=2]
i
Qi 1
s=0(m + n   [n=2] + s)
Qi 1
s=0(2m + 2s + 1)
:
So we just need to check if the identity
r X
i=0
( 1)r i2i

[n=2]   i
r   i

[n=2]
i
Qi 1
s=0(m + n   [n=2] + s)
Qi 1
s=0(2m + 2s + 1)
=

[n=2]
r
Qr
s=1(2[n=2]   2s + 1)
Qr
s=1(2m + 2s   1)
(4.43)
holds. Multiplying by the denominator of the right hand side the left hand side becomes
r X
i=0
( 1)r i2i

[n=2]   i
r   i

[n=2]
i
 i 1 Y
s=0
(m + n   [n=2] + s)
r 1 Y
s=i
(2m + 2s + 1)
=

[n=2]
r
 r X
i=0
( 1)r i2i

r
i
 i 1 Y
s=0
(m + n   [n=2] + s)
r 1 Y
s=i
(2m + 2s + 1):
We are going to consider each side of (4.43) as a polynomial in n and show that these
polynomials are equal. First, note that the coecient of the highest term in n (namely
nr) is clearly the same on both sides. Both sides are zero when n = 0. Suppose now thatCHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 102
n is even. The non-zero roots in n of the polynomial in the right hand side of (4.43) are
n = 1;3;5;:::;2r   1. When n = 1 the left hand side of (4.43) becomes

n=2
r
 r X
i=0
( 1)r i2i

r
i
 i 1 Y
s=0
(m + 1=2 + s)
r 1 Y
s=i
(2m + 2s + 1)
=
r 1 Y
s=0
(2m + 2s + 1)
r X
i=0
( 1)i

r
i

= 0
using Lemma 4.2.7. Similarly if n = 3 the left hand side becomes

n=2
r
 r X
i=0
( 1)r i2i

r
i
 i 1 Y
s=0
(m + 3=2 + s)
r 1 Y
s=i
(2m + 2s + 1)
=
r 1 Y
s=1
(2m + 2s + 1)
r X
i=0
( 1)i

r
i

(2m + 2i + 1) = 0
again using Lemma 4.2.7. If we continue in this way, it is easy to see that for each
n = 1;3;5;7;:::;2r   1 we can write the left hand side of (4.43) in the form
P(m)
r X
i=0
( 1)i

r
i

Q(i)
where Q has degree less than r and P is some polynomial in m. (When n is 2r+1 or higher
Q has degree r or higher). Thus for n = 1;3;5;:::;2r 1 Lemma 4.2.7 shows that the left
hand side of (4.43) is equal to zero. Suppose now that n is odd. The polynomial in the
right hand side of (4.43) has roots n = 2;4;:::;2r. It is easy to see that the polynomial
in the left hand side has the same roots, so both polynomials coincide. Hence (4.43) holds
for odd n as well.
Theorem 4.8.5 now follows from Lemmas 4.8.6, 4.8.7 and 4.8.8.
4.9 QA is Gorenstein for type (m;1n) ) A = A(m;1n)
In this section we are going to prove the following theorem.
Theorem 4.9.1. Suppose QA is Gorenstein where A has type (m;1n). Then A = A(m;1n).
We will do this by completing the following steps. First we will calculate the Poincar e
series for an arbitrary arrangement of type (m;1n). We refer to this series throughout
as P(t). We show that any restrictions on the geometry of the arrangement lead to only
nite freedom in the coecients of P(t). We will state these possible series explicitly. We
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to be A(m;1n). More specically when calculating P(t) we will make use of the important
fact that the rank of the matrices at certain degrees depends only on two parameters: the
number of dierent 2
i and the number of i that are equal to zero. The latter is 0 or
1. By this we mean that the rank at certain degrees can change by a natural number
determined wholly by the number of pairs 2
i = 2
j, i 6= j and the number of i that are
equal to zero. This will make calculating possible Poincar e series signicantly easier. To
this end we set
r = number of dierent 2
i;i = 1;2;:::;n
and we introduce the parameter  which is dened by
 =
8
> <
> :
1 if j = 0 for some j;
0 if j 6= 0 8 j:
The interaction of the parameters m and n is important in the considerations to follow.
We will need to modify our analysis slightly when moving between the cases m  n and
m < n. With this in mind we rst state and prove lemmas which do not require any
assumptions regarding the interaction of m and n before analyzing specic cases.
Recall the denition of the Poincar e series (4.24). We intend to calculate P(t) making
use wherever possible of the parameters r, . To this end let
P
k;l
r; =
l X
i=k
biti
and
P
k;l
r;;odd =
X
k2i+1l
b2i+1t2i+1
and
P
k;l
r;;even =
X
k2il
b2it2i
for any arrangement A, where the series calculated depend on r;. If r or  or both do
not aect the answer we will omit them from this notation.
At this point we will prove two elementary lemmas which will be useful in the calcu-
lation of P(t).
Lemma 4.9.2. Let a;b 2 Z with b > a and suppose that b a
2 2 Z. Then
b a
2 X
s=0
ta+2s =
ta   ta+2   tb+2 + tb+4
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Proof.
b a
2 X
s=0
ta+2s = ta + ta+2 + ::: + tb
= ta(1 + t2 + ::: + tb a)
= ta(
1   tb a+2
1   t2 )
= ta(1   tb a+2)(1   t2)
(t2   1)2
= ta(1   t2   tb a+2 + tb a+4)
(t2   1)2
=
ta   ta+2   tb+2 + tb+4
(t2   1)2
Lemma 4.9.3. Let a;b 2 Z with b > a and suppose that b a
2 2 Z. Then
b a
2 X
s=0
(a + 2s)ta+2s =
ata + (2   a)ta+2   (b + 2)tb+2 + btb+4
(t2   1)2 :
Proof.
b a
2 X
s=0
(a + 2s)ta+2s = ata + (a + 2)ta+2 + ::: + btb
= ata(1 + t2 + ::: + tb a) + 2ta+2(1 + 2t2 + ::: + (
b   a
2
)tb a 2)
= ata(
1   tb a+2
1   t2 ) + 2ta+2(
1   tb a+2
(1   t2)2   (
b   a + 2
2
)
tb a
1   t2)
= ata(1   tb a+2)(1   t2)
(1   t2)2 + 2ta+2(1   tb a+2)
(1   t2)2   (b   a + 2)ta+2(1   t2)tb a
(1   t2)2
=
ata   atb+2   ata+2 + tb+4 + 2ta+2   2tb+4   (b   a + 2)(tb+2   tb+4)
(t2   1)2
=
ata + (2   a)ta+2   (b + 2)tb+2 + btb+4
(t2   1)2
Now we are ready to begin calculating P(t). We have the following.
Lemma 4.9.4.
P0;n =
1   t2   tn+2 + tn+4
(t2   1)2
when n is even and
P0;n =
1   t2   tn+1 + tn+3
(t2   1)2
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Proof. From Lemma 4.4.1 we know that for n even
P0;n = 1 + t2 + t4 + ::: + tn 2 + tn
=
1   t2   tn+2 + tn+4
(t2   1)2 :
A similar argument holds for odd n.
Lemma 4.9.5. Suppose n is even. Then
P
2m+n+1;2m+2n 3
odd =
(m + n   2)t2m+2n+1   (m + n)t2m+2n 1   mt2m+n+3 + (m + 2)t2m+n+1
(t2   1)2 :
Similarly if n is odd
P
2m+n;2m+2n 3
odd =
(m + n   2)t2m+2n+1   (m + n)t2m+2n 1 + (m + 1)t2m+n   (m   1)t2m+n+2
(t2   1)2 :
Proof. If n is even from Lemma 4.8.2 we have
P
2m+n+1;2m+2n 3
odd = (m + 2)t2m+n+1 + (m + 4)t2m+n+3 + (m + 6)t2m+n+5 + ::: + (m + n   2)t2m+2n 3
=
(m + n   2)t2m+2n+1   (m + n)t2m+2n 1   mt2m+n+3 + (m + 2)t2m+n+1
(t2   1)2 :
Similarly if n is odd we have
P
2m+n;2m+2n 3
odd = (m + 1)t2m+n + (m + 3)t2m+n+2 + (m + 5)t2m+n+4 + ::: + (m + n   2)t2m+2n 3
=
(m + n   2)t2m+2n+1   (m + n)t2m+2n 1 + (m + 1)t2m+n   (m   1)t2m+n+2
(t2   1)2 :
Lemma 4.9.6.
P2m+2n 1;1 =
(m + n)t2m+2n 1 + (m + n + 1)t2m+2n + ( m   n + 2)t2m+2n+1   (m + n   1)t2m+2n+2
(t2   1)2 :
Proof. Using Proposition 4.8.2 and Proposition 4.8.3 we have
P2m+2n 1;1 =
X
i2m+2n 1
(i + 1   m   n)ti =
X
i2m+2n 1
iti   (m + n   1)
X
i2m+2n 1
ti
=
(m + n)t2m+2n 1 + (m + n + 1)t2m+2n + ( m   n + 2)t2m+2n+1   (m + n   1)t2m+2n+2
(t2   1)2
=
(m + n)t2m+2n 1 + (1   m   n)t2m+2n
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4.9.1 The case m  n
Lemma 4.9.7. Suppose that m  n. Then
P
n+1;2m
r; =
tn+2   tn+4 + t2r+1 + t2r 2+2   (m   r + 1)t2m+1
(t2   1)2
+
(m   r)t2m+3   (m   r +  + 2)t2m+2 + (m   r +  + 1)t2m+4
(t2   1)2
if n is even and
P
n+1;2m
r; =
tn+1   tn+3 + t2r+1 + t2r 2+2   (m   r + 1)t2m+1
(t2   1)2
+
(m   r)t2m+3   (m   r +  + 2)t2m+2 + (m   r +  + 1)t2m+4
(t2   1)2
if n is odd.
Proof. Let q be a homogeneous quasi-invariant of degree i. We suppose n + 1  i  2m,
so q has no odd powers of y. Suppose rst that i is odd. The matrix of linear equations
on the coecients of q, which express quasi-invariance conditions, is equivalent to
A =
0
B B
B B
B B
@
i 1
1 ::: 2
1 1
i 1
2 ::: 2
2 1
. . .
. . .
. . .
i 1
r ::: 2
r 1
1
C C
C C
C C
A
;
where we removed zero rows. There are i+1
2 columns and r rows, so rkA = min(i+1
2 ;r).
Now, the dimension of homogeneous quasi-invariants of degree i is bi = i+1  i+1
2  rkA =
i+1
2   rkA, so bi = 0 unless i+1
2 > r, that is unless i  2r + 1. Further, for i  2r + 1 we
have bi = i+1
2  r. Notice that the parity of n does not aect these considerations. So the
odd part of the segment of the series has the form
P
n+1;2m 1
r;odd = t2r+1(1 + 2t2 + 3t4 + ::: + (m   r)t2m 2r 2)
= t2r+1(
(m   r)t2m 2r+2   (m   r + 1)t2m 2r + 1
(t2   1)2 ):
Now let i be even. The matrix expressing the quasi-invariance conditions is equivalent to
e A =
0
B
B B
B
B B
@
i 1
1 ::: 3
1 1
i 1
2 ::: 3
2 2
. . .
. . .
. . .
i 1
r  ::: 3
r  r 
1
C C
C C
C C
A
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where we again omit zero rows. There are i
2 columns and r rows, so rk e A = min( i
2;r   ).
The dimension of homogeneous quasi-invariants of degree i is bi = i
2 + 1   rk e A, so bi = 1
unless r    < i=2, that is unless 2r + 2   2  i. In the latter case bi = i=2 + 1   r + .
So the even part of the segment of the series has the form
P
n+2;2m
r;;even =tn+2 + tn+4 + ::: + t2r 2 4 + t2r 2 2
+ t2r 2(1 + 2t2 + 3t4 + ::: + (m   r + 1 + )t2m 2r+2)
=
tn+2 + t2r 2+2   tn+4   t2r 2
(t2   1)2
+ t2r 2(
(m   r +  + 1)t2m 2r+2+4   (m   r +  + 2)t2m 2r+2+2 + 1
(t2   1)2 )
if n is even and
P
n+1;2m
r;;even =tn+1 + tn+3 + ::: + t2r 2 4 + t2r 2 2
+ t2r 2(1 + 2t2 + 3t4 + ::: + (m   r + 1 + )t2m 2r+2)
=
tn+1 + t2r 2+2   tn+3   t2r 2
(t2   1)2
+ t2r 2(
(m   r +  + 1)t2m 2r+2+4   (m   r +  + 2)t2m 2r+2+2 + 1
(t2   1)2 )
if n is odd.
Lemma 4.9.8. Suppose that m  n. If n is even then
P
2m+1;2m+n 1
r;odd
=
(r   m)t2m+3 + t2m+2n 2r+1 + (m + 1   r)t2m+1   (m + 2)t2m+n+1 + mt2m+n+3
(t2   1)2
while if n is odd
P
2m+1;2m+n 2
r;odd
=
(r   m)t2m+3 + t2m+2n 2r+1 + (m + 1   r)t2m+1   (m + 1)t2m+n + (m   1)t2m+n+2
(t2   1)2 :
Proof. Let q be a homogeneous quasi-invariant of degree i with 2m+1  i  2m+n 1, and
i is odd. The matrix expressing quasi-invariance conditions as equations on the coecients
of q can be rearranged to the form
D =
0
@ 0 A
B 
1
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where the block A consists of i+1
2   m columns Aj
Aj =
0
B
B B
B B
B B
B B
@

2j 1
1

2j 1
2

2j 1
3
. . .

2j 1
n r
1
C
C C
C C
C C
C C
A
where 1  j  i+1
2   m, while the block B consists of i+1
2 columns Bj
Bj =
0
B B
B B
B B
B B
B
@

2j 2
1

2j 2
2

2j 2
3
. . .

2j 2
r
1
C C
C C
C C
C C
C
A
where 1  j  i+1
2 .
Thus rkD  min(r; i+1
2 ) + min(i+1
2   m;n   r). However, i+1
2  m + 1 > n  r so
min(r; i+1
2 ) = r. It is easy to see that in this case rkD = r + min(i+1
2   m;n   r), so we
have
rkD =
8
> <
> :
r + i+1
2   m if i+1
2   m  n   r;
n if i+1
2   m > n   r:
So the dimension of the space of homogeneous quasi-invariants of degree i
bi =
8
> <
> :
i+1
2   r if i+1
2   m  n   r;
i   m   n + 1 if i+1
2   m > n   r:
Thus when n is even
P
2m+1;2m+n 1
r;odd =
2m+2n 2r 1 X
i=2m+1
iodd
(
i + 1
2
  r)ti +
2m+n 1 X
i=2m+2n 2r+1
iodd
(i   m   n + 1)ti:
Now,
2m+2n 2r 1 X
i=2m+1
iodd
(
i + 1
2
  r)ti =
1
2
2m+2n 2r 1 X
i=2m+1
iodd
(i + 1)ti   r
2m+2n 2r 1 X
i=2m+1
iodd
ti
= t2m+1(m + 1   r)
t2n+2 2r   t2   t2n 2r + 1
(t2   1)2
+ t2m+3(n   r   1)t2n 2r   (n   r)t2n 2r 2 + 1
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and
2m+n 1 X
i=2m+2n 2r+1
iodd
(i   m   n + 1)ti =
2m+n 1 X
i=2m+2n 2r+1
iodd
iti   (m + n   1)
2m+n 1 X
i=2m+2n 2r+1
iodd
ti
= (m + n   2r + 2)t2m+2n 2r+1t2r n+2   t2   t2r n + 1
(t2   1)2
+ t2m+2n 2r+3(2r   n   2)t2r n   (2r   n)t2r n 2 + 2
(t2   1)2 :
Adding these expressions we get
P
2m+1;2m+n 1
r;odd
=
(r   m)t2m+3 + t2m+2n 2r+1 + (m + 1   r)t2m+1   (m + 2)t2m+n+1 + mt2m+n+3
(t2   1)2 :
When n is odd a similar argument shows that
P
2m+1;2m+n 2
r;odd
=
(r   m)t2m+3 + t2m+2n 2r+1 + (m + 1   r)t2m+1   (m + 1)t2m+n + (m   1)t2m+n+2
(t2   1)2 :
Suppose now that the arrangement A is generic in the sense that the rank of the matrix
corresponding to the quasi-invariance conditions for polynomials of degree i with i even,
2m + 2  i  2m + 2n   2 is n. Then we have the following.
Lemma 4.9.9. Suppose that m  n. Then
P2m+2;2m+2n 2
even =
(m + 3   n)t2m+2 + (n   m   1)t2m+4 + (m + n   1)t2m+2n+2 + ( m   n   1)t2m+2n
(t2   1)2 :
Proof. We assume the arrangement is generic so the rank of the matrix corresponding to
the quasi-invariance conditions for the polynomials of degree i with 2m+2  i  2m+2n 2
is n. Then
P2m+2;2m+2n 2
even = (m + 3   n)t2m+2 + (m + 5   n)t2m+4 + (m + 7   n)t2m+6 + ::: + (m + n   1)t2m+2n 2
=
(m + 3   n)t2m+2 + (n   m   1)t2m+4 + (m + n   1)t2m+2n+2 + ( m   n   1)t2m+2n
(t2   1)2 :
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possible Poincar e series (4.24) are given by the following
P(t) =
1   t2 + t2r+1 + t2r 2+2 + t2m+2n 2r+1 + (1 + r   n    + a2m+2)t2m+2
(t2   1)2
+
(a2m+4   2a2m+2 + n   r + )t2m+4
(t2   1)2
+
m+n 1 X
j=m+3
(a2j 4   2a2j 2 + a2j)t2j
(t2   1)2
+
(a2m+2n 4   2a2m+2n 2)t2m+2n + a2m+2n 2t2m+2n+2
(t2   1)2
where a2j 2 N, m + 1  j  m + n   1.
Proof. Lemmas 4.9.4, 4.9.5, 4.9.6, 4.9.7, 4.9.8 and 4.9.9 make it clear that the only degrees
for which the rank is not controlled by the choice of the parameters r and  are even
degrees i with 2m+2  i  2m+2n 2. Assuming that the arrangement is generic within
xed r; we have that the Poincar e series is given by
Pg(t) =
1   t2 + t2r+1 + t2r+2 2 + (1 + r   n   )t2m+2 + (n   r + )t2m+4 + t2m+2n 2r+1
(t2   1)2
where we denote by Pg(t) the Poincar e series under this specic genericity assumption.
The only possible modications to Pg(t) are given by adding the terms in the even degrees
i with 2m + 2  i  2(m + n   1) with arbitrary coecient. So the possible forms for
(4.24) are
P(t) = Pg(t) + a2m+2t2m+2 + a2m+4t2m+4 + ::: + a2m+2n 2t2m+2n 2
=
1   t2 + t2r+1 + t2r 2+2 + t2m+2n 2r+1 + (1 + r   n    + a2m+2)t2m+2
(t2   1)2
+
(a2m+4   2a2m+2 + n   r + )t2m+4 +
Pm+n 1
j=m+3(a2j 4   2a2j 2 + a2j)t2j
(t2   1)2
+
(a2m+2n 4   2a2m+2n 2)t2m+2n + a2m+2n 2t2m+2n+2
(t2   1)2
for some a2j 2 N, m + 1  j  m + n   1, as required.
Theorem 4.9.11. Suppose m  n and suppose QA is Gorenstein where A has type
(m;1n). Then A = A(m;1n).
Proof. We have P(t) is palindromic. Consider the possibilities for P(t) given by Lemma
4.9.10. Observe that the only terms of odd degree in the numerator are t2r+1 and
t2m+2n 2r+1. Now, suppose the degree of the numerator is not 2m + 2n + 2. Then t2r+1
and t2m+2n 2r+1 cannot `match', so the total degree must be odd. However this means  t2
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2m+2n+2. This means that a2m+2n 2 is non-zero. Now, we see from Lemma 4.8.4 that
a2m+2n 2 can only take the values 0 or 1. So a2m+2n 2 = 1 and from Lemma 4.8.4 and
Theorem 4.8.5 it follows that A = A(m;1n).
4.9.2 The case m < n
Lemma 4.9.12. Suppose m < n. Let n + 1  i  2m + n   1 with i odd. Let M be the
matrix expressing the quasi-invariance conditions for a polynomial q of degree i. Suppose
the arrangement A is generic in the sense that if
i + 1
2
 r and n   r <
i + 1
2
  m
then M has maximal possible rank, that is rkM = min(i + 1   m;n). Then if n;m are
even
P
n+1;2m+n 1
odd =
2tm+n+1   (m + 2)t2m+n+1 + mt2m+n+3
(t2   1)2 :
If n;m are odd then
P
n+1;2m+n 1
odd =
2tm+n+1   (m + 1)t2m+n + (m   1)t2m+n+2
(t2   1)2 :
If n is even, m is odd then
P
n+1;2m+n 1
odd =
tm+n + tm+n+2   (m + 2)t2m+n+1 + mt2m+n+3
(t2   1)2 :
If n is odd, m is even then
P
n+1;2m+n 1
odd =
tm+n + tm+n+2   (m + 1)t2m+n + (m   1)t2m+n+2
(t2   1)2 :
Further, if
2r < m + n
then
P
n+1;2m+n 1
r;odd =
t2r+1 + t2n+2m 2r+1   (m + 2)t2m+n+1 + mt2m+n+3
(t2   1)2
if n is even and
P
n+2;2m+n 2
r;odd =
t2r+1 + t2n+2m 2r+1   (m + 1)t2m+n + (m   1)t2m+n+2
(t2   1)2
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Proof. First let q be a homogeneous quasi-invariant of degree i with n+1  i  2m 1, i
odd. The matrix M expressing quasi-invariance conditions as equations on the coecients
of q consists of i+1
2 columns Bj
Bj =
0
B B
B B
B B
B B
B
@

2j 2
1

2j 2
2

2j 2
3
. . .

2j 2
r
1
C C
C C
C C
C C
C
A
where 1  j  i+1
2 . We have rkM = min(r; i+1
2 ), so that
bi =
8
> <
> :
0 if n + 1  i  2r   1;
i+1
2   r if 2r + 1  i  2m   1:
Now let q be a homogeneous quasi-invariant of degree i with max(n+1;2m+1)  i 
2m + n   1, and i is odd. The matrix expressing quasi-invariance conditions as equations
on the coecients of q can be rearranged to the form
M =
0
@ 0 A
B 
1
A
where the block A consists of i+1
2   m columns Aj
Aj =
0
B
B B
B B
B B
B B
@

2j 1
1

2j 1
2

2j 1
3
. . .

2j 1
n r
1
C
C C
C C
C C
C C
A
where 1  j  i+1
2   m, while the block B consists of i+1
2 columns Bj
Bj =
0
B B
B B
B B
B B
B
@

2j 2
1

2j 2
2

2j 2
3
. . .

2j 2
r
1
C C
C C
C C
C C
C
A
where 1  j  i+1
2 . Suppose rst that 2r < m + n and n is even. Then there are three
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(I) i+1
2  r; i+1
2   m  n   r;
(II) i+1
2 > r; i+1
2   m  n   r;
(III) i+1
2 > r; i+1
2   m > n   r:
Note that rkM = i+1 m in the case (I), rkM = r+ i+1
2  m in the case (II) and rkM = n
in the case (III). Hence the dimension bi of homogeneous quasi-invariants of degree i where
n + 1  i  2m + n   1, with i odd, is given by the following.
bi =
8
> > > > > <
> > > > > :
0 if i  2r   1;
i+1
2   r if 2r + 1  i  2m + 2n   2r   3;
i + 1   m   n if 2m + 2n   2r   1  i  2m + n   1:
Thus we have
P
n+1;2m+n 1
r;odd =
2m+2n 2r 3 X
i=2r+1
iodd
(
i + 1
2
  r)ti +
2m+n 1 X
i=2n+2m 2r 1
iodd
(i + 1   m   n)ti
=
t2r+1 + t2n+2m 2r+1   (m + 2)t2m+n+1 + mt2m+n+3
(t2   1)2 :
When n is odd a very similar set of arguments can be applied to see that
P
n+2;2m+n 2
r;odd =
t2r+1 + t2n+2m 2r+1   (m + 1)t2m+n + (m   1)t2m+n+2
(t2   1)2 :
Suppose now that 2r  m + n, n is even and m is odd. The other cases are very similar.
Then there are three possibilities for the shapes of the blocks A;B:
(I) i+1
2  r; i+1
2   m  n   r;
(II) i+1
2  r; i+1
2   m > n   r;
(III) i+1
2 > r; i+1
2   m > n   r:
Note that rkM = i + 1   m in the case (I), rkM = min(i + 1   m;n) in the case (II)
and rkM = n in the case (III). Hence the dimension bi of homogeneous quasi-invariants
of degree i where n + 1  i  2m + n   1, with i odd, is given by the following.
bi =
8
> <
> :
0 if i  m + n   2;
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Thus we have
P
n+1;2m+n 1
r;odd =
2m+n 1 X
i=m+n
iodd
(i + 1   m   n)ti
=
tm+n + tm+n+2   (m + 2)t2m+n+1 + mt2m+n+3
(t2   1)2 :
Lemma 4.9.13. Suppose m < n. Suppose that the arrangement A is generic in the sense
that the rank of the matrix corresponding to the quasi-invariance conditions for polynomials
of degree i with i even, n + 1  i  2m + 2n   2 is maximal. Then we have the following.
Suppose n is even. Then
Pn+2;2m+2n 2
even =
tn+2   tn+4 + tm+n+1 + tm+n+3 + (m + n   1)t2m+2n+2   (m + n + 1)t2m+2n
(t2   1)2
when m is odd and
Pn+2;2m+2n 2
even =
tn+2   tn+4 + 2tm+n+2 + (m + n   1)t2m+2n+2   (m + n + 1)t2m+2n
(t2   1)2
when m is even. Similarly if n is odd
Pn+1;2m+2n 2
even =
tn+1   tn+3 + tm+n+1 + tm+n+3 + (m + n   1)t2m+2n+2   (m + n + 1)t2m+2n
(t2   1)2
when m is even and
Pn+1;2m+2n 2
even =
tn+1   tn+3 + 2tm+n+2 + (m + n   1)t2m+2n+2   (m + n + 1)t2m+2n
(t2   1)2
when m is odd.
Proof. Suppose that n is even, m is odd. The other cases are very similar. Consider the
matrix M corresponding to the quasi-invariance conditions for the polynomials of degree i
with n+2  i  2m+2n 2, i even. M has n rows and i m columns. Thus if i < m+n,
M has at least as many columns as rows. We assume the arrangement is generic so that
rkM = min(i   m;n).
Pn+2;2m+2n 2
even =
m+n 1 X
i=n+2
ti +
2m+2n 2 X
i=m+n+1
(i + 1   m   n)ti
=
tn+2   tn+4 + tm+n+1 + tm+n+3 + (m + n   1)t2m+2n+2   (m + n + 1)t2m+2n
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Suppose now that the arrangement is generic (in the sense of Lemma 4.9.13) within
xed r. Let us denote by Pg(t) the Poincar e series (4.24) under this assumption. Then
one has the following.
Lemma 4.9.14. Suppose m < n. If 2r < m + n and m + n is odd then
Pg(t) =
1   t2 + t2r+1 + t2n+2m 2r+1 + tm+n+1 + tm+n+3
(t2   1)2 :
If 2r < m + n and m + n is even then
Pg(t) =
1   t2 + t2r+1 + t2n+2m 2r+1 + 2tm+n+2
(t2   1)2 :
If 2r  m + n and m + n is odd then
Pg(t) =
1   t2 + tm+n + tm+n+1 + tm+n+2 + tm+n+3 + (t2   1)2 Pm+[n=2] 2
i=[ n+1
2 ] a2i+1t2i+1
(t2   1)2 :
If 2r  m + n and m + n is even then
Pg(t) =
1   t2 + 2tm+n+1 + 2tm+n+2 + (t2   1)2 Pm+[n=2] 2
i=[ n+1
2 ] a2i+1t2i+1
(t2   1)2 :
where a2i+1 2 N, [n+1
2 ]  i  m + [n=2]   2.
Proof. Combine Lemmas 4.9.4, 4.9.5 and 4.9.6, 4.9.12 and 4.9.13
Lemma 4.9.15. Suppose that m < n. Then for any arrangement of type (m;1n) the
possible Poincar e series (4.24) are given by the following. If 2r < m+n and n+m is odd
we have
P(t) =
1   t2 + t2r+1 + t2n+2m 2r+1 + tm+n+1 + tm+n+3
(t2   1)2
+
a2[
n+2
2 ]t2[
n+2
2 ] + (a2[
n+4
2 ]   2a2[
n+2
2 ])t2[
n+4
2 ]
(t2   1)2
+
m+n 1 X
j=[
n+6
2 ]
(a2j 4   2a2j 2 + a2j)t2j
(t2   1)2
+
(a2m+2n 4   2a2m+2n 2)t2m+2n + a2m+2n 2t2m+2n+2
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If 2r < m + n and n + m is even we have
P(t) =
1   t2 + t2r+1 + t2n+2m 2r+1 + 2tm+n+2
(t2   1)2
+
a2[
n+2
2 ]t2[
n+2
2 ] + (a2[
n+4
2 ]   2a2[
n+2
2 ])t2[
n+4
2 ]
(t2   1)2
+
m+n 1 X
j=[
n+6
2 ]
(a2j 4   2a2j 2 + a2j)t2j
(t2   1)2
+
(a2m+2n 4   2a2m+2n 2)t2m+2n + a2m+2n 2t2m+2n+2
(t2   1)2 :
Here a2j 2 N, [n+2
2 ]  j  m + n   1. If 2r  m + n and m + n is odd we have
P(t) =
1   t2 + tm+n + tm+n+1 + tm+n+2 + tm+n+3 + (t2   1)2 Pm+[n=2] 2
i=[
n+1
2 ] a2i+1t2i+1
(t2   1)2
+
a2[
n+2
2 ]t2[
n+2
2 ] + (a2[
n+4
2 ]   2a2[
n+2
2 ])t2[
n+4
2 ]
(t2   1)2
+
m+n 1 X
j=[
n+6
2 ]
(a2j 4   2a2j 2 + a2j)t2j
(t2   1)2
+
(a2m+2n 4   2a2m+2n 2)t2m+2n + a2m+2n 2t2m+2n+2
(t2   1)2 :
If 2r  m + n and n + m is even we have
P(t) =
1   t2 + 2tm+n+1 + 2tm+n+2 + (t2   1)2 Pm+[n=2] 2
i=[
n+1
2 ] a2i+1t2i+1
(t2   1)2
+
a2[
n+2
2 ]t2[
n+2
2 ] + (a2[
n+4
2 ]   2a2[
n+2
2 ])t2[
n+4
2 ]
(t2   1)2
+
m+n 1 X
j=[
n+6
2 ]
(a2j 4   2a2j 2 + a2j)t2j
(t2   1)2
+
(a2m+2n 4   2a2m+2n 2)t2m+2n + a2m+2n 2t2m+2n+2
(t2   1)2 :
Here a2j 2 N, [n+2
2 ]  j  m + n   1 and a2i+1 2 N, [n+1
2 ]  i  m + [n=2]   1.
Proof. Lemmas 4.9.4, 4.9.5, 4.9.6, 4.9.12 and 4.9.13 make it clear that the only degrees for
which the rank is not controlled by the choice of the parameter r are even degrees i with
n + 2  i  2m + 2n   2 when n is even and n + 1  i  2m + 2n   2 when n is odd.
This means the only possible modications to Pg(t) are given by adding these degrees with
arbitrary coecient.
Theorem 4.9.16. Suppose m < n and suppose QA is Gorenstein where A has type
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Proof. We have P(t) is palindromic. Suppose rst that 2r < m + n. Consider the possi-
bilities for P(t) given by Lemma 4.9.15. Observe that the only terms of odd degree in the
numerator are t2r+1 and t2m+2n 2r+1. Now, suppose the degree of the numerator is not
2m + 2n + 2. Then t2r+1 and t2m+2n 2r+1 cannot `match', so the total degree must be
odd. However this means  t2 must match with some term with odd power, which is not
possible. So the total degree is 2m+2n+2. This means that a2m+2n 2 is non-zero. Now,
we see from Lemma 4.8.4 that a2m+2n 2 can only take the values 0 or 1. So a2m+2n 2 = 1
and from Lemma 4.8.4 and Theorem 4.8.5 it follows that A = A(m;1n).
Now suppose that 2r  m + n. Note that in this case r 6= [n+1
2 ] and so A 6= A(m;1n).
This means that a2m+2n 2 = 0. Suppose that n;m are even, the other cases are similar.
First we will show that the total degree of P(t) has to be even. For, consider the coecient
of the term tm+n+2 in the numerator of P(t). Suppose this coecient is zero. Then we
have
am+n+2   2am+n + am+n 2 + 2 = 0
so that in particular am+n > 0. Continuing, consider the coecient of the term tm+n+4 in
the numerator of P(t). Suppose this coecient is zero. Then we have
am+n+4   2am+n+2 + am+n = 0
so that in particular am+n+2 > 0. It is easy to see that we can continue this process to
deduce that a2m+2n 4 6= 0 so that the total degree is even. So we can assume that tm+n+2
or some higher even power appears in the numerator with non-zero coecient. Since P(t)
is palindromic tm+n+2 must match with some degree  n + 1, so that the total degree is
 m + 2n + 3  2m + n + 3 so that in particular the total degree is even. Suppose that
the total degree is 2m + 2n   2s, s = 0;1;2;:::;[n=2]   2. It follows immediately that
a2m+n 2s 4 = a2m+n 2s 2 = ::: = a2m+2n 2s 6 = a2m+2n 2s 4 = 1:
Since P(t) is palindromic we know that the coecients are equal at degrees 2m+n 2s 2
and n + 2. This means that
2m+n 2s 6   an+2 = 1
By comparing degrees 2m + n   2s   4 and n + 4 we see that
a2m+n 2s 8   an+4 = 1
We can continue like this to deduce that
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where 3  t  m 2s
2 . At the next stage we compare the degrees m+n+2 and m+n 2s 2.
This time we have
am+n 2   am+n 2s 2 =  1:
We can continue to compare the degrees m + n and m + n   2s. This time we have
am+n 4   am+n 2s =  3:
It is not hard to see that we can continue this process to deduce that
a2m+n 2s 2t   an+2t 4 = 2(a2m+n 2s 2t+2   an+2t 6)   (a2m+n 2s 2t+4   an+2t 8):
where m 2s+2
2  t  [m s+1
2 ]. If m   s is even it remains to check if the coecients at
degrees m + n   s + 2 and m + n   s   2 are equal. This would require that
2(am+n s   am+n s 4)   (am+n s+2   am+n s 6) = 0
which is not possible. If m   s is odd it remains to check if the coecients at degrees
m + n   s + 1 and m + n   s   1 are equal. This would require that
 3(am+n s 1   am+n s 3) + (am+n s+1   am+n s 5) = 0
which is not possible. Thus we can conclude that if 2r  m + n then P(t) cannot be
palindromic, and we are done.
Theorem 4.9.17. Suppose QA is Gorenstein where A has type (m;1n). Then A =
A(m;1n).
Proof. Combine Theorems 4.9.11 and 4.9.16.
4.10 QA(m;1n) is Gorenstein
In this section we are going to prove the following theorem.
Theorem 4.10.1. Let A = A(m;1n). Then the Poincar e series for the quasi-invariant ring
QA is given by
P(t) =
1   t2 + tn+1 + tn+2 + t2m+n + t2m+n+1   t2m+2n + t2m+2n+2
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An immediate corollary is the fact that the quasi-invariant ring QA(m;1n) is Gorenstein.
We will approach the proof in the following manner. In the previous section we calcu-
lated all possible expressions for the Poincar e series P(t). The expressions calculated (we
considered three cases depending on the interaction of the parameters m and n) involved
some arbitrary coecients. We will show how to specify these coecients in the case
A = A(m;1n). Also, we will show that these values give P(t) palindromic, thus implying
that QA is Gorenstein.
Lemma 4.10.2. Suppose A = A(m;1n). Let i = 2(m+n s), s = 2;3;:::;[n=2]. Then in
(4.24) bi = i   m   n + 2.
Proof. Let q be a homogeneous quasi-invariant of degree i, where i = 2(m + n   s),
s = 2;3;:::;[n=2]. Recall that 2
i = 2
[n=2]+i; 1  i  [n=2], and n = 0 if n is odd.
Then the matrix M expressing the quasi-invariant conditions as linear equations for the
coecients of q is equivalent to
M =
0
B
B B
B B
B B
B B
B B
@

2m+2n 2s 1
1 
2m+2n 2s 3
1 ::: 5
1 3
1 1
0

2m+2n 2s 1
2 
2m+2n 2s 3
2 ::: 5
2 3
2 2

2m+2n 2s 1
3 
2m+2n 2s 3
3 ::: 5
3 3
3 3
. . .
. . . :::
. . .
. . .
. . .

2m+2n 2s 1
[n=2] 
2m+2n 2s 3
[n=2] ::: 5
[n=2] 3
[n=2] [n=2]
0
B
1
C
C C
C C
C C
C C
C C
A
(4.44)
The block B consists of n   s columns C1;:::;Cn s with the following structure
Cj =
0
B
B B
B B
B B
B B
B B
B B
@
(2j   1)
2j 2
1   (2m + 2n   2j + 1   2s)
2j
1
(2j   1)
2j 2
2   (2m + 2n   2j + 1   2s)
2j
2
(2j   1)
2j 2
3   (2m + 2n   2j + 1   2s)
2j
3
. . .
(2j   1)
2j 2
[n=2]   (2m + 2n   2j + 1   2s)
2j
[n=2]
(2j   1)02j 2
1
C
C C
C C
C C
C C
C C
C C
A
where 1  j  n   s, and the last row should be removed if n is even. We are going to
show that the rank of the matrix M cannot be n. For, consider any n  n minor. Such a
minor is automatically zero unless we take exactly [n+1
2 ] columns from the block B. Now,
consider the block B. Let BL be the minor formed by taking the determinant of the square
submatrix with columns CL;CL+1;:::;CL+[n=2] 1. Suppose n is even. By Lemma 4.7.2
BL = 0 for 1  L  n   s   [n=2] + 1. Consider B1. Since B1 = 0 we have
P[n=2]
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for some i 2 Z. We claim 1 6= 0. Indeed, by Lemma 4.7.6, we can nd a non-zero
([n=2] 1)([n=2] 1) minor in the block with columns C2;:::;C[n=2]. We can construct
the linear dependence
P[n=2]
i=1 iCi = 0 using appropriate ([n=2]   1)  ([n=2]   1) minors
as coecients so we can take 1 6= 0. Thus C1 2< C2;C3;:::;C[n=2] >. By repeated
application of Lemma 4.7.6 we can go on to deduce that for 1  j  n   s   [n=2],
Cj 2< Cn s [n=2]+1;:::;Cn s > : This means that any [n=2][n=2] minor taken from the
block B must be zero. So the rank of the matrix (4.44) is at most n   1. If n is odd by
Lemma 4.7.2 BL = 0 for 2  L  n   s   [n=2] + 1. We can proceed as in the even case
to see that the dimension of the space spanned by the columns of B is n 1
2 .
We will now show that the rank of the matrix (4.44) is precisely n 1. To see this we will
construct a non-zero (n 1)(n 1) minor. For 1  k  [n=2], 2  L  n s [n=2]+2 let
Dk
L be the minors formed by taking the determinant of the square submatrix with columns
CL;CL+1;:::;CL+[n=2] 2 where we include all but the kth row of B. Then by Lemma 4.7.6
9k such that Dk
L 6= 0. Thus we can nd a non-zero minor of B of size [n 1
2 ][n 1
2 ]. Denote
this minor by D[ n 1
2 ][ n 1
2 ]. Consider the following (n   1)  (n   1) minor of (4.44)

 
 
 
 
 
 
 
 

n 1
1 
n 3
1 ::: 5
1 3
1 1
0

n 1
2 
n 3
2 ::: 5
2 3
2 2

n 1
3 
n 3
3 ::: 5
3 3
3 3
. . .
. . . :::
. . .
. . .
. . .

n 1
[n=2] 
n 3
[n=2] ::: 5
[n=2] 3
[n=2] [n=2]
0 D[
n 1
2 ][
n 1
2 ]

 
 
 
 
 
 
 
 
6= 0
The result follows.
Lemma 4.10.3. Suppose A = A(m;1n). Let i = 2m + 2n   2s, s = [n=2] + 1;[n=2] +
2;:::;min(n   1;m + [n 1
2 ]). Then in (4.24) bi = i=2   [n=2] + 1.
Proof. Let i = 2m + 2n   2s, s = [n=2] + 1;[n=2] + 2;:::;n   1. Then the matrix
M of the system of linear equations for the coecients of q at such degrees under the
assumption A = A(m;1n) is equivalent to the form (4.44) with the block B as detailed
in the previous Lemma. It is not hard to see that the maximal possible rank for M is
[n=2]+n s. We will show the rank is exactly [n=2]+n s. To do this we will construct
an ([n=2]+n s)([n=2]+n s) minor which is non-zero, in a similar fashion to the previous
Lemma. Using Lemma 4.7.8 we see that the block B contains a non-zero (n s)(n s)CHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 121
minor B(n s)(n s). So we can construct the ([n=2] + n   s)  ([n=2] + n   s) minor

 
 
 
 
 
 
 
 

n 1
1 
n 3
1 ::: 5
1 3
1 1
0

n 1
2 
n 3
2 ::: 5
2 3
2 2

n 1
3 
n 3
3 ::: 5
3 3
3 3
. . .
. . . :::
. . .
. . .
. . .

n 1
[n=2] 
n 3
[n=2] ::: 5
[n=2] 3
[n=2] [n=2]
0
B(n s)(n s)

 
 
 
 
 
 
 
 
which is non-zero. Thus the rank of M is [n=2] + n   s, and since i = 2m + 2n   2s we
have rkM = [n=2] + n   (m + n   i=2) = [n=2]   m + i=2 as required.
Theorem 4.10.4. Let A = A(m;1n). Suppose that m  n. Then the Poincar e series
(4.24) is given by
P(t) =
1   t2 + tn+1 + tn+2 + t2m+n + t2m+n+1   t2m+2n + t2m+2n+2
(t2   1)2 :
In particular it is palindromic.
Proof. Recall from Lemma 4.9.10 that the possible Poincar e series (4.24) in the situation
m  n are given by the following
P(t) =
1   t2 + t2r+1 + t2r 2+2 + t2m+2n 2r+1 + (1 + r   n    + a2m+2)t2m+2
(t2   1)2
+
(a2m+4   2a2m+2 + n   r + )t2m+4 +
Pm+n 1
j=m+3(a2j 4   2a2j 2 + a2j)t2j
(t2   1)2
+
(a2m+2n 4   2a2m+2n 2)t2m+2n + a2m+2n 2t2m+2n+2
(t2   1)2
where a2j 2 N, m + 1  j  m + n   1. Now using Lemmas 4.10.2 and 4.10.3 we can
specify the values of each parameter a2j, m + 1  j  m + n   1. We have
a2j =
8
> <
> :
n   ([n=2] + j   m); m + 1  j  m + [n+1
2 ]   1;
1; m + [n+1
2 ]  j  m + n   1:
Suppose n is even. Then since A = A(m;1n) we know that r = n=2,  = 0. It is easy to
check that
Pm+n 1
j=m+3(a2j 4   2a2j 2 + a2j)t2j = t2m+n. Thus we have
P(t) =
1   t2 + tn+1 + tn+2 + t2m+n+1 + (1 + n=2   n + n=2   1)t2m+2 + ( n=2 + n   n=2)t2m+4
(t2   1)2
+
t2m+n   t2m+2n + t2m+2n+2
(t2   1)2
=
1   t2 + tn+1 + tn+2 + t2m+n+1 + t2m+n   t2m+2n + t2m+2n+2
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which is clearly palindromic. If n is odd, r = n+1
2 ,  = 1 and thus we have
P(t) =
1   t2 + tn+2 + tn+1 + t2m+n
(t2   1)2
+
t2m+n+1   t2m+2n + t2m+2n+2
(t2   1)2
=
1   t2 + tn+2 + tn+1 + t2m+n + t2m+n+1   t2m+2n + t2m+2n+2
(t2   1)2
which is again palindromic.
Theorem 4.10.5. Let A = A(m;1n). Suppose that m < n. Then the Poincar e series
(4.24) is given by
P(t) =
1   t2 + tn+1 + tn+2 + t2m+n + t2m+n+1   t2m+2n + t2m+2n+2
(t2   1)2 :
In particular it is palindromic.
Proof. Note that r = [n+1
2 ], so 2r < m + n and there are two possibilities for P(t) given
by Lemma 4.9.15. Note that 2m + n > m + n so we can directly apply Lemma 4.10.2
to nd the parameters a2j with m + [n=2]  j  m + n   1 and deduce that these
parameters are all equal to one. We now apply Lemma 4.10.3 to nd the remaining a2j,
[n+2
2 ]  j  m + [n=2]   1. Armed with these observations we have the following. When
n is even and m is odd we have
a2j =
8
> > > > > <
> > > > > :
j   n=2; n+2
2  j  m+n 1
2 ;
n=2   j + m; m+n+1
2  j  m + n=2   1;
1; m + n=2  j  m + n   1:
When n is even and m is even
a2j =
8
> > > > > <
> > > > > :
j   n=2; n+2
2  j  m+n
2 ;
n=2   j + m; m+n+2
2  j  m + n=2   1;
1; m + n=2  j  m + n   1:
When n is odd and m is even
a2j =
8
> > > > > <
> > > > > :
j   n 1
2 ; n+1
2  j  m+n 1
2 ;
n+1
2   j + m; m+n+1
2  j  m + n 1
2   1;
1; m + n 1
2  j  m + n   1:CHAPTER 4. GORENSTEIN RINGS OF QUASI-INVARIANTS IN THE PLANE 123
Finally when n is odd and m is odd
a2j =
8
> > > > > <
> > > > > :
j   n 1
2 ; n+1
2  j  m+n
2 ;
n+1
2   j + m; m+n+2
2  j  m + n 1
2   1;
1; m + n 1
2  j  m + n   1:
Putting all of this together we have
P(t) =
1   t2 + tn+1 + tn+2m+1 + tm+n+1 + tm+n+3
(t2   1)2
+
tn+2   tm+n+1   tm+n+3 + t2m+n   t2m+2n + t2m+2n+2
(t2   1)2
=
1   t2 + tn+1 + tn+2 + t2m+n + tn+2m+1   t2m+2n + t2m+2n+2
(t2   1)2
when n is even and m is odd,
P(t) =
1   t2 + tn+1 + tn+2m+1 + 2tm+n+2
(t2   1)2
+
tn+2   2tm+n+2 + t2m+n   t2m+2n + t2m+2n+2
(t2   1)2
=
1   t2 + tn+1 + tn+2 + t2m+n + tn+2m+1   t2m+2n + t2m+2n+2
(t2   1)2
when n is even and m is even,
P(t) =
1   t2 + tn+2 + t2m+n + tm+n+1 + tm+n+3
(t2   1)2
+
tn+1   tm+n+1   tm+n+3 + t2m+n+1   t2m+2n + t2m+2n+2
(t2   1)2
=
1   t2 + tn+1 + tn+2 + t2m+n + tn+2m+1   t2m+2n + t2m+2n+2
(t2   1)2
when n is odd, m even and
P(t) =
1   t2 + tn+2 + t2m+n + 2tm+n+2
(t2   1)2
+
tn+1   2tm+n+2 + t2m+n+1   t2m+2n + t2m+2n+2
(t2   1)2
=
1   t2 + tn+1 + tn+2 + t2m+n + tn+2m+1   t2m+2n + t2m+2n+2
(t2   1)2
when n is odd, m is odd. So P(t) is palindromic in all cases.
Theorem 4.10.6. Suppose A = A(m;1n). Then the quasi-invariant ring QA is Gorenstein.
Proof. Theorems 4.10.4 and 4.10.5.Chapter 5
Quasi-invariant modules for
Cherednik algebras
5.1 Summary
This chapter is composed of two related parts. In the rst part we show the following.
We consider all anti-invariant quasi-invariant polynomials for the group Sn acting in Cn
with multiplicity m. We realize this space as a module for the spherical subalgebra of the
Cherednik algebra H1=m(Smn). This is achieved by considering certain submodules of the
standard modules.
In the second part we study the algebra n;1;k introduced by Sergeev and Veselov. This
consists of the partially symmetric quasi-invariants for the deformed root system An(k).
For generic values of the parameter k Sergeev and Veselov [SV04] show that this algebra
is generated by deformed Newton sums and use this fact to calculate the Poincar e series
of n;1;k. We nd the Poincar e series for n;1;k for any k 2 Z+. We also study the relation
between n;1;k and the algebra generated by deformed Newton sums for non-integer k.
Chapter 5 consists entirely of new results with the exception of the following. Section
5.2 consists of background material and as such contains no new results. Theorems 5.6.1,
5.6.2 and 5.8.1 appear in the literature.
5.2 Background
We provide a short history of quasi-invariants in the context of Cherednik algebras. The
fact that rings of quasi-invariants are modules for certain subalgebras of Cherednik algebras
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is well known. This has been established in the paper [BEG03]. In order to explain the
results of this paper, let us rst x some notation. We follow [BEG03]. Let G be a nite
Coxeter group acting in its complexied reection representation V = CN. Let R be the
corresponding Coxeter root system. To each G-invariant function c : R ! C one can
attach an associative algebra Hc(G) called the rational Cherednik algebra. This is the
algebra generated by the vector spaces V;V  and the set G with dening relations
wxw 1 = w(x);wyw 1 = w(y);8y 2 V;x 2 V ;w 2 G
x1x2 = x2x1;y1y2 = y2y1;8y1;y2 2 V;x1;x2 2 V 
yx   xy = hy;xi  
X
2R=f1g
chy;ih_;xis;8y 2 V;x 2 V :
For any  2 CN the Dunkl operator r is dened as
r = @  
X
2R+
c(;)
(;x)
(1   s)
where (;) is the standard scalar product in CN. We have the important vector space
isomorphism
C[X] 
C C[r] 
C CG ! Hc(G)
where C[X] = C[x1;x2;:::;xN] and C[r] is the commutative algebra generated by the
Dunkl operators ri corresponding to the basis directions ei. The rational Cherednik
algebra Hc(G) can be dened as the algebra generated by the linear operators xi;rj;g
(i;j = 1;:::;N;g 2 G) which act naturally in CN. We will always deal with the rational
Cherednik algebra, and we will refer to this as the Cherednik algebra from now on.
Next we are going to describe certain subalgebras of Hc(G). Let e = 1
jGj
P
g2G g. The
spherical subalgebra of Hc(G) is dened as eHc(G)e. The vector space
M = C[X] 
 
where  2Irrep(G) can be given the structure of an Hc(G) module. This is the `standard
module'. The module M has the natural action of the Cherednik algebra by polynomials
and G. If we let p 
 v 2 M then the Dunkl operator r acts as follows (see [EG02b])
r(p 
 v) = @p  
X
2R+
c(;)
(;x)
(1   s)p 
 sv:
We now explain how quasi-invariants can be seen as a module for the spherical subalgebra.
Consider the ring of quasi-invariants Qc corresponding to the Coxeter root system R andCHAPTER 5. QUASI-INVARIANT MODULES FOR CHEREDNIK ALGEBRAS 126
Z+ valued multiplicity function c. Let Qb
c denote the image of the homomorphism (1.3). It
is shown in [FV02, Theorem 3] (see also [Cha98] where a similar observation was rst made)
that for any u 2 Qb
c, u(Qc)  Qc. In particular Cc(Qc)  Qc where Cc is the centralizer of
the operator L (1.2). Thus there is a natural action on Qc of the algebra Bc generated by
Cc and C[X]G. This Bc action commutes with the G-action on Qc. It can be shown that
Bc is isomorphic to eHce and thus the space Qc acquires an (CG
eHce)-module structure.
This structure is completely described by the following. For any irreducible representation
 of G let 
0
c be the representation of G for which the monodromy representation of the
Dunkl connection with values in 
0
c is , see [BC11].
Theorem 5.2.1 ([BEG03], Proposition 6.6). There is a (CG
eHce)-module isomorphism
Qc =
L
2Irrep(G)  
 eM
0
c.
Later, Feigin [Fei] constructed generalized Calogero-Moser systems via representations
of Cherednik algebras. This paper provides the primary motivation for the work in the
rst half of this chapter. Feigin showed that the invariant polynomials corresponding to
the Coxeter group Sn are a module for the spherical subalgebra of the Cherednik algebra
H1=m(Smn);m;n 2 Z+. This is achieved via consideration of some specic submodules in
the polynomial representation of H1=m(Smn). Note that the multiplicity function takes
the constant non-integer value 1=m, in contrast with the theorem from [BEG03] explained
above. In this chapter we begin to investigate whether all quasi-invariant polynomials
can be constructed in such a fashion by considering submodules in more complicated
representations.
To explain fully what we mean by this, let us explain the construction of [Fei] more
exactly. Let N = mn. Let us denote by m;n the plane in Cmn given by the equations
x1 = x2 = ::: = xm
xm+1 = xm+2 = ::: = x2m
x(n 1)m+1 = x(n 1)m+2 = ::: = xmn:
The associated parabolic stratum is dened as
Dm;n =
[
w2SN
w(m;n)
while the corresponding parabolic ideal is
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Feigin establishes the following.
Theorem 5.2.2 ([Fei], Theorem 1). I and hence C[X]=I are representations for the ra-
tional Cherednik algebra H1=m(Smn).
From this theorem it follows that e(C[X]=I) is a representation of the spherical subal-
gebra e(H1=m(SN))e. This representation can be identied with a subspace of polynomials
in C[x1;:::;xn], namely the restrictions p(x)jm;n where p(x) 2 C[X]SN. Then we have
the following.
Theorem 5.2.3 ([Fei]). The representation e(C[X]=I) of e(H1=m(SN))e is isomorphic to
the invariant polynomials C[x1;:::;xn]Sn in Cn.
Indeed, this is clear since the basis BN = f
PN
i=1 xk
i ;k  1g of Newton sums for the
invariant polynomials C[X]SN becomes a basis Bn = f
Pn
i=1 xk
i ;k  1g for C[x1;:::;xn]Sn
under the restriction p(x) ! p(x)jm;n, p(x) 2 C[X]SN. We would also like to mention
that Etingof, Enriquez and Calaque have obtained C[x1;:::;xn]Sn as a representation of
eH1=m(SN)e via a dierent construction, see [CEE10, Section 8]
In the rst half of this chapter we will generalize this construction in the following
way. Let us rst detail a general notion. Consider the anti-invariant quasi-invariants
corresponding to some Coxeter group G and integer valued multiplicity function c: these
are polynomials p 2 Qc satisfying sp =  p for all s 2 G. These polynomials actually
have the form
Q
2R+(;x)2c+1q(x), where R is the root system corresponding to G and
q(x) 2 C[X]G.
We are going to introduce submodules N of the standard modules M for some specic
representations  of Smn. We will then show that e(M=N) is isomorphic to the space of
all anti-invariant quasi-invariant polynomials for Sn acting in Cn.
5.3 Denitions and notation
In this section we will x some notation and explain some concepts which will be of use
throughout this chapter. This exposition is taken from the book [Ful97]. First we recall
some information about representations of the symmetric group.
Let  be a partition of n 2 N. A Young diagram is a collection of n boxes arranged
in left-justied rows, with a weakly decreasing number of boxes in each row. Any way of
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is an equivalence class of Young tableaux in which tableaux are equivalent up to row
permutations. Sn acts on the set of tabloids and thus on the module with the tabloids as
a basis. Now, let T be a Young tableau and set
VT =
X
q2C(T)
(q)q(T)
where C(T) is the column group of T (that is, those q 2 Sn that permute the entries of
each column amongst themselves),  is the sign of a permutation and q(T) is the tabloid
corresponding to the Young tableau obtained from T by the action of q. The Specht
module of  is the module generated by the VT as T runs through all tableaux with shape
.
Let  be an irreducible representation of Smn with rectangular Young diagram con-
sisting of n rows with m boxes in each row. Let dim()=s and let fVTg, 1    s, be
the basis of the corresponding Specht module. One can take the standard Young tableaux
to get a basis in the Specht module (that is, each T has a numbering which is increasing
along the rows and down the columns). Identify Smn with Amn 1; Smn acts naturally on
Specht modules, and acts on C[X] = C[x1;x2;:::;xmn] by permuting the subscripts. In
Cmn consider the plane given by, for 1  j  n
x(j 1)m+1 = x(j 1)m+2 = ::: = xjm:
(5.1)
We are going to associate to this plane the n  m rectangular tabloid
v1 =
1 2 3 ::: m
m+1 m+2 m+3 ::: 2m
. . .
. . .
. . .
. . .
(n 1)m+1 (n 1)m+2 (n 1)m+3 ::: mn
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Dene an equivalence relation  on the set of tabloids as follows. We will say two tabloids
are equivalent under  if we can obtain one from the other via swapping rows. So for
instance
1 2
3 4
 3 4
1 2
:
We are going to introduce a correspondence between planes and tabloids with the following
form
Planes ' Tabloids=  :
Consider the set of planes in Cmn obtained by action of Smn on the plane with equations
given by (5.1). Refer to the planes obtained in this way as i, 1  i  Z. Let vi be a
tabloid corresponding to the plane i for each i, 1  i  Z.
Let Ti be a Young tableau that is row increasing and corresponds to the tabloid vi.
Let VTi be the corresponding element of the Specht module. Throughout, let 1 be the
plane given by (5:1) with associated tabloid v1. Now, note that there are n!Z tabloids of
shape nm. Let us denote the set of all such tabloids as fujk;1  j  Z;1  k  n!g, so
that any two tabloids with the same rst index j are equivalent under  and correspond
to the plane j. Further, suppose uj1 = vj 8j.
5.4 The Submodules N
Let F =
P
 f 
 VT 2 M and let VT =
P
s a
susk. Here the VT are the basis elements
of the Specht module corresponding to , f 2 C[X], and we expand each basis element
through column preserving permutations to obtain a sum of tabloids of shape nm which
we denoted by usk. Dene V
usk
T = a
susk. We also dene
Fvj =
X

a
jf
where a
j = a
j1. This is the sum of terms in F containing the tabloid vj after expanding
the basis of the Specht module through tabloids. Let N be dened as
N = fF 2 M j Fvj jj= 08jg:
We are going to establish the following.
Theorem 5.4.1. N is an H1=m(Smn) module.
The proof will consist of a series of lemmas. We will show that N is invariant under
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Lemma 5.4.2. Let g 2 Smn and let F 2 N. Then
[gF]vj jj= 0 8j:
Proof. For g 2 Smn and f(X) 2 C[X] let gf(X) = fg. We have
[gF]vj jj =
X

fg
(coecient of vj in gVT) jj
=
X

f(coecient of g 1vj in VT) jg 1j
= 0 (since F 2 N):
To show that N is invariant under the Dunkl operators, it is sucient to consider
r1 = @1 
 1  
X
2(Amn 1)+
(1=m)(;e1)(1   s)
(;x)

 s: (5.3)
Thus Theorem 5.4.1 is reduced to
Lemma 5.4.3. [r1F]vj jj= 0 8j:
Note that
[r1F]vj jj= [@1F  
1
m
X
2(Amn 1)+
(;e1)
(;x)
X

(1   s)f 
 sVT]vj jj= (A + B + C) jj
where A;B;C are given by the following.
A =  
1
m
2
4
X
2(Amn 1)+
(;e1)
(;x)
X

fs
 
 sVT
3
5
vj
where (;x) jj6 0:
We call A the `reected' terms.
B =  
1
m
X
2(Amn 1)+
(;e1)
(;x)
"
X

f 
 sVT
#vj
where (;x) jj6 0:
We call B the `non-reected' terms.
C = @1F  
1
m
X
2(Amn 1)+
(;e1)
(;x)
"
X

(f   sf) 
 sVT
#vj
where (;x) jj 0
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5.4.1 `Reected terms'
Lemma 5.4.4. Let  2 Amn 1 with (;x) jj6= 0. Then
1
(;x)
"
X

fs
 
 sVT
#vj
jj= 0:
Proof. For any such  2 Amn 1 apply Lemma 5.4.2.
5.4.2 `Non-reected terms'
Let F =
P
 f 
VT 2 N. Let b1;b2 :::;bm be the entries of any row of vj not containing
1. Suppose 1;:::;m are the vectors in Amn 1 of the form i = e1   ebi. Consider the
terms in [r1F]vj jj of the form:
[
m X
k=1
1
(k;x)
X

f 
 skVT]vj jj
Lemma 5.4.5. Let b1;b2 :::;bm be the entries of any row of a tabloid vj and suppose that
this row does not contain one. Then
[
m X
k=1
1
x1   xbk
X

f 
 s1bkVT]vj jj= 0
Proof. First we note that
1
x1   xb1
jj=
1
x1   xb2
jj= ::: =
1
x1   xbm
jj : (5.4)
Recall that since F 2 N
[
X

f 
 VT]vj jj= 0: (5.5)
Using (5.4) and (5.5) we see we must show that
[
X

f 
 VT +
m X
k=1
X

f 
 s1bkVT]vj jj= 0:
It is sucient to establish that
[VT +
m X
k=1
s1bkVT]vj = 08:
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Lemma 5.4.6. Let b1;b2 :::;bm be the entries of any row of a tabloid vj and suppose that
this row does not contain 1. Then we have
[VT +
m X
k=1
s1bkVT]vj = 0 (5.6)
for all Young tableaux T.
Proof. Let
VT =
X
k
askusk:
Recall us1 = vs. Consider rst the case aj1 6= 0. Let
s1btVT =
X
at
skusk:
Let vr = s1btvj. Then
at
j1 6= 0 () ar1 6= 0:
Now, via column operations we can obtain s1b1vj from vj but we cannot obtain s1btvj for
t 6= 1. So we conclude that ar1 6= 0 () t = 1 and that in the case t = 1, ar1 =  aj1. So
we have shown that, if aj1 6= 0 then
[VT +
m X
k=1
s1bkVT]vj = 0:
Now suppose aj1 = 0 but a1
j1 6= 0, say. We show that we can reduce this situation to the
previous case. Let 2  k  m. We have
[s1bkVT]vj = [sb1bks1bkVT]sb1bkvj
= [sb1bks1bkVT]vj (since sb1bkvj = vj)
= [s1bks1b1VT]vj (since s1bks1b1 = sb1bks1bk)
= [s1bkVs1b1T]vj:
This shows that
[VT +
m X
k=1
s1bkVT]vj = [Vs1b1T +
m X
k=1
s1bkVs1b1T]vj: (5.7)
Now if we let Ve T = Vs1b1T the right hand side of (5.7) becomes
[Ve T +
m X
k=1
s1bkVe T]vj (5.8)
where [Ve T]vj 6= 0. This is the original case we considered.
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5.4.3 `Singular terms'
Lemma 5.4.7. Consider the row of vj with entries 1;a2;a3;:::;am. Let 2;3;:::;m
be the vectors from Amn 1 of the form i = e1   eai, i = 2;3;:::;m. Then
[@1
X

f 
 VT  
m X
k=2
1=m
(k;x)
X

(f   skf) 
 skVT]vj jj= 0
Proof. The relevant terms take the form
C = [@1
X

f 
 VT  
1
m
m X
k=2
1
x1   xak
X

(f   f
s1ak
 ) 
 s1akVT]vj: (5.9)
Let
VT = vj +
X
urs6=vj
rsurs
where ;rs 2 Z. Since F 2 N we have
X

f jj= 0
so we can write
X

f =
m X
k=2
(x1   xak)gk + h
where the gk are some polynomials that do not vanish on j and by h we mean combina-
tions of the terms of the type (xbi   xbj)hij where bi;bj are elements of any row of vj not
containing 1. Thus we have
[@1
X

f 
 VT]vj jj= @1
X

f jj=
m X
k=2
gk:
Now, note that
[VT]vj = [s1atVT]vj
since s1atvj = vj. Using this we can conclude that
[
X

(f   f
s1at
 ) 
 s1atVT]vj = [
X

(f   f
s1at
 ) 
 VT]vj =
X

(f   f
s1at
 ):
Observe that
X

(f  f
s1at
 ) = (x1  xat)(gt +g
s1at
t )+
m X
k6=t
k=2
((x1  xak)gk  (xat  xak)g
s1at
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So (5.9) gives, in total
C jj=
m X
i=2
gi jj  
1
m
m X
t=2
1
x1   xat
((x1   xat)(gt + g
s1at
t )
+
m X
k6=t
k=2
((x1   xak)gk   (xat   xak)g
s1at
k ) + h   hs1at)) jj
=
m X
i=2
gi jj  
1
m
m X
t=2
1
x1   xat
(2(x1   xat)gt + (x1   xat)
m X
k6=t
k=2
gk) jj
=
m X
i=2
gi jj  
1
m
m X
t=2
(2gt +
m X
r=2
r6=t
gr) jj=
m X
i=2
gi jj  
1
m
m X
t=2
mgt jj= 0:
Lemma 5.4.3 now follows from Lemmas 5.4.4, 5.4.5, 5.4.7. Hence Theorem 5.4.1 is
established.
5.5 The Operator
P
i r2
i
Lemma 5.5.1. There is an injection 
 : e(M=N) ! K
where K = fp 2 C[y1;:::yn] j ijp = ( 1)mp for any simple transposition ij 2 Sng.
Proof. A element F 2 M=N is uniquely determined by the collection of functions
fFvj jjg. Further, for the invariants F 2 (M=N)Smn these collections are fully deter-
mined by a single function, e.g. Fv1 j1. This is because Fv1 j1= Fg 1v1 jg 11 8g 2 Smn.
Moreover by considering g 2 Smn s.t. g(1) = 1 (i.e. g swaps two rows in v1) we get the
property g(Fv1 j1) = ( 1)mFv1 j1.
Lemma 5.5.1 allows us to consider operators from eH1=m(Smn)e acting in e(M=N)
as operators acting on a subspace of anti-invariant polynomials. If L 2 eH1=m(Smn)e then
let us dene L j1 as the action of L on Fv1 j12 e(M=N).
Proposition 5.5.2. Let L =
Pmn
i=1 r2
i. Then
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where
LCM;m = y  
n X
i<j
2m
yi   yj
(@yi   @yj) (5.10)
and
f =
Y
i<j
(yi   yj) (m+1)
with y = (y1;:::;yn) orthonormal coordinates on the plane 1 and y the Laplacian in
the yi coordinates.
Proof. We are going to show that
L j1= y +
X
i;j=1
i<j
2(@yi   @yj)
yi   yj
 
n X
i;j=1
i<j
2m(m + 1)
(yi   yj)2
where y = (y1;:::;yn) are orthonormal coordinates on the plane 1 and y is the Lapla-
cian in the yi coordinates. (It is easy to see that f 1L j1 f = LCM;m:) It is easily
seen (see for instance [Fei] for a similar calculation) that the operator L =
P
i r2
i acts on
(M=N)Smn by
 
 1  
X
2Amn 1
(2=m)@
(;x)

 s +
X
2Amn 1
(1=m)(;)
(;x)2 
 (s   1):
We want to trace how L acts on Fv1 after restriction to 1. For each block of colliding
coordinates
x(k 1)m+1 = ::: = xkm; 1  k  n
let us introduce the orthogonal coordinates
yk : =
x(k 1)m+1 + ::: + xkm p
m
; 1  k  n
yn+(k 1)m+r : =
x(k 1)m+r   x(k 1)m+r+1 p
m
; 1  k  n ;1  r  m   1:
First consider
[(
X
2Amn 1
(2=m)@
(;x)

 s)F]v1:
Suppose s stabilizes 1. Consider constant extension of the functions f from 1 in the
normal direction to 1. Then
@f j1= 0: (5.11)
Now suppose b1;b2;:::;bm are the entries of any row of v1 not containing 1. Let i = e1 ebi
for 1  i  m. Now, suppose 1  g < h  m. Then for any 
(2=m)@g
(g;x)
f j1=
(2=m)@h
(h;x)
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So we have
[(
m X
k=1
(2=m)@k
(k;x)

 sk)F]v1 j1
= [
m X
k=1
(
(2=m)@k
(k;x)
X

(f 
 skVT))]v1 j1
= [
m X
k=1
(Q
X

(f 
 skVT))]v1 j1
= Q
X

[f 

m X
k=1
skVT]v1 j1
where Q = Qk =
(2=m)@k
(k;x) . Then using Lemma 5.4.6 we have
Q
X

[f 

m X
k=1
skVT]v1 j1= Q
X

[f 
  (VT)]v1 j1=  QFv1 j1
Thus we have
[(
m X
k=1
(2=m)@k
(k;x)

 sk)F]v1 j1
=   QFv1 j1
=  
X
i;j=1
i<j
2(@yi   @yj)
yi   yj
Fv1:
Now consider
[(
X
2(Amn 1)+
(1=m)(;)
(;x)2 
 (s   1))(
X

f 
 VT)]v1: (5.12)
Firstly, let s be a reection with the property sv1 = v1. Then s stabilizes 1 and
[(s   1)F]v1 j1= 0
Now, let b1;b2;:::;bm be the entries of any row of v1 except the row containing 1. Let
k = e1   ebk. If 1  g < h  m it is clear that for any 
(1=m)(g;g)
(g;x)2 f j1=
(1=m)(h;h)
(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So using Lemma 5.4.6 we can see that
[
m X
k=1
(
(1=m)(k;k)
(k;x)2 
 (sk   1)(
X

f 
 VT))]v1 j1
= [
m X
k=1
(
(1=m)(k;k)
(k;x)2
X

f 
 (sk   1)VT)]v1 j1
= R[
m X
k=1
X

f 
 skVT]v1 j1  R[
m X
k=1
X

f 
 VT]v1 j1
  RFv1(1 + m) j1
where R = Rk =
(1=m)(k;k)
(k;x)2 . So we have
[
m X
k=1
(
(1=m)(k;k)
(k;x)2 
 (sk   1)(
X

f 
 VT))]v1 j1
=
n X
i<j
 m(m + 1):2=m:(
p
m)2
(yi   yj)2 Fv1
=
n X
i<j
 2m(m + 1)
(yi   yj)2 Fv1:
In total then
L j1= y +
X
i;j=1
i<j
2(@yi   @yj)
yi   yj
 
n X
i;j=1
i<j
2m(m + 1)
(yi   yj)2
upon noting that x = y, and so the Proposition is proved.
Next we will show that we can identify b K = e(M=N)  K with the space of all
anti-invariant quasi-invariants in Cn. Let us denote by L
(j)
CM;m the j-th quantum integral
for the operator LCM;m. This operator has the form L
(j)
CM;m =
Pn
i=1 @
j
yi+lower order
terms, and is homogeneous of degree  j. We dene these operators as follows. Let
Lj : b K ! b K;Pj : b K ! b K be dened by
Lj =
nm X
i=1
r
j
i;
Pj =
nm X
i=1
x
j
i:
Then Proposition 5.5.2 above shows that
f 1L2f = LCM;m (5.13)
where f =
Q
i<j(yi   yj) (m+1). It is also clear that
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Using (5.13) and the commutativity of Dunkl operators we have
[f 1Ljf;LCM;m] = 0
and since f 1Ljf has homogeneous degree  j
f 1Ljf = L
(j)
CM;m:
Let L be the algebra generated by L
(j)
CM;m;Pj 8j  1.
Lemma 5.5.3. L : f 1 b K ! f 1 b K.
Proof. f 1L2f(f 1 b K) = f 1L2( b K)  f 1 b K so that LCM;m : f 1 b K ! f 1 b K:
Finally then we have
Lemma 5.5.4. f 1 b K = fall anti-invariant quasi-invariants in Cng.
Proof. Let w 2 f 1 b K of minimal degree. Then L
(j)
CM;mw = 0. Recall the m-harmonic
polynomials which are dened as the joint kernel of the operators L
(j)
CM;m, 1  j 
n. Recall 9! anti-invariant m-harmonic polynomial w of minimal degree, where w =
Q
2(An 1)+(;y)2m+1, see [FV02]. So f 1 b K  fC[yi]Snwg. Take q =
Q
2(An 1)+(;y)b mp
where p is some invariant polynomial 6= 0 on (;x) = 0. Take b m minimal for q 2 f 1 b K.
Assume b m < 2m + 1. If t = (;x) and  : (;x) = 0 then L
(j)
CM;mq = (b m(b m   1)  
2mb m)tb m 2r+(higher order zeros on ), where r is a polynomial which does not vanish
on . Thus, since b m   1 < 2m, L
(j)
CM;mq has a lower order zero at (;x) = 0 than q. So
b m = 2m + 1 and we are done.
Theorem 5.5.5. The module e(M=N) is isomorphic to the space of all anti-invariant
quasi-invariants in Cn.
Proof. Combine Lemmas 5.5.4 and 5.5.1.
5.6 The algebra R;B and relation to quasi-invariants
In the paper [SV04] Sergeev and Veselov use the notion of generalized root systems to
construct families of deformed quantum Calogero-Moser systems. In particular they in-
troduce the commutative algebra R;B related to the generalized root system (R;B). The
generalized root systems are essentially the root systems of the contragredient Lie super-
algebras together with a bilinear form B. They include an in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depends on one parameter k. Sergeev and Veselov showed that for these generalized root
systems R and generic values of k there is a monomorphism  from R;B into the alge-
bra of dierential operators on V such that (x2) is the corresponding Calogero-Moser
operator related to R.
The algebra of integrals R;B is of independent interest. They can be seen as a version
of algebras where quasi-invariant conditions on the hyperplanes with non-integer multi-
plicities are understood as symmetry of polynomials under reection at these hyperplanes.
In [SV04] it was shown that for the series A(n;m) and generic values of k these algebras
are nitely generated. Also the Poincar e series were calculated.
The algebra corresponding to the series A(n;m) can be realized as the following. Let
n;m;k  C[V ] = C[x1;x2;:::;xn;y1;y2;:::;ym] be the algebra consisting of polynomials
symmetric in the variables x1;x2;:::;xn and y1;y2;:::;ym separately and satisfying the
conditions
(
@
@xi
  k
@
@yj
)f jxi=yj 0 (5.14)
for i = 1;2;:::;n, j = 1;2;:::;m. It is easy to see that the deformed Newton sums
pr(x;y;k) =
n X
i=1
xr
i +
1
k
m X
j=1
yr
j (5.15)
belong to n;m;k for r  0. Denote by Nn;m;k the algebra generated by the Newton sums
(5.15).
We would like to remark here that it follows from [Fei] that Nn;m;k and n;m;k are
both representations of the spherical subalgebra of the Cherednik algebra H1=k(Snk+m).
This is based on an analogue of Theorem 5.2.3 above. More exactly, consider the plane
  Cnk+m with equations
x1 = x2 = ::: = xk
xk+1 = xk+2 = ::: = x2k
x(n 1)k+1 = x(n 1)k+2 = ::: = xnk:
Then let D = [w2Snk+mw(). It is proven in [Fei] that I = fp 2 C[x1;:::;xnk+m];p jD=
0g is a H1=k(Snk+m) module. Then e(C[x1;:::;xnk+m]=I) is a module for e(H1=k(Snk+m))e
generated by the deformed Newton sums (5.15) in appropriate variables, i.e. Nn;m;k  =
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We are going to study the embedding of the algebras Nn;m;k  n;m;k. We have the
following
Theorem 5.6.1 ([SV04], Theorem 2). If k is not a positive rational number then n;m;k =
Nn;m;k.
Further, Sergeev and Veselov use this to establish
Theorem 5.6.2 ([SV04], Theorem 3). The Poincar e series of the algebra n;m;k for
generic k has the form
Pn;m(t) =
1
(1   t)(1   t2):::(1   tn)
[1 +
m X
i=1
ti(n+1)
(1   t)(1   t2):::(1   ti)
]: (5.16)
The importance of these algebras in the context of our work is as follows. Recall the
deformed root systems An(k) and corresponding rings of quasi-invariants. The congura-
tion An(k) consists of the vectors ei   ej with multiplicity k where 1  i < j  n and the
vectors ei  
p
ken+1 with multiplicity 1.
The algebra n;1;k is isomorphic to the partially symmetric quasi-invariants for the
deformed root system An(k). Thus we have an expression for the Poincar e series for a
`symmetric component' of QAn(k) in the case of generic k. This is in agreement with
[FV03a] where the Poincar e series for QA2(k) was calculated.
More explicitly, we have n;1;k  = Q
sym
An(k), where Q
sym
An(k) consists of polynomials q(x1;:::;xn+1)
which are invariant under the action of the group Sn which permutes the coordinates
x1;x2;:::;xn, and are quasi-invariant at the hyperplanes xi =
p
kxn+1, i = 1;2;:::;n
which have multiplicity one. Thus the Poincar e series PQ
sym
An(k) is given by the formula
(5.16) for generic k. We generalize the work of [SV04] with the following theorem.
Theorem 5.6.3. One has
PQ
sym
An(k)(t) =
1   t + tn+1
(1   t)2(1   t2):::(1   tn)
8k 2 Z+:
We also study the relation between n;1;k and Nn;1;k for non-integer k.
Theorem 5.6.4. Let k  n. Then n;1; 1
k+1 = Nn;1; 1
k+1.
5.7 The algebra n;1;k and deformed Newton sums
Denote by N
n;1;k the homogeneous component of n;1;k of degree N. Let  be any partition
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of N such that n+1  m, which is the number of diagrams lying in the `fat hook'. In
[SV04] Sergeev and Veselov established in particular that dimN
n;1;k = DN(n) for generic
k. Thus to prove Theorem 5.6.3 it suces to establish the following.
Proposition 5.7.1. If k 6= 0 then dimN
n;1;k = DN(n).
We follow [SV04] in introducing the following notation. Let I = (i1;i2;:::in);J = (j)
be some (unordered) sequences of non-negative integers such that
n X
r=1
ir + j = N:
Let N(J) be the number of non-zero elements of J and let M(I;J) be the number of
elements of I that are greater than or equal to N(J), so that M(I;J)  n. Following
[SV04] let
Ereg = f(I;J) j M(I;J) = ng (5.17)
and
Enreg = f(I;J) j M(I;J) < ng: (5.18)
Elements of Ereg are in 1:1 correspondence with the partitions inside the `fat hook' of
height of semi-innite horizontal strip n and width of semi-innite vertical vertical strip
1. Prescribe to each pair (I;J) a variable C(I;J) such that C(I;J) = C((I);J) for
any  2 Sn. Let us write C(I;J)reg for any C(I;J) with (I;J) 2 Ereg and C(I;J)nreg
correspondingly. The number of dierent C(I;J)reg is equal to DN(n;1). This is due to
the following. From a given sequence I = (i1;i2;:::;in) construct a Young diagram by
reordering to weakly decreasing order and placing xk boxes in the kth row where xk is the
k-th entry of I after reordering. Then attach the transposed diagram obtained in the same
way from J = (j), which is a single column, to the bottom. If j = 0 then any sequence
I produces a diagram. Suppose j 6= 0. Then the condition M(I;J) = n ensures we have
a diagram since each element in I is  1 so there are no zero rows. Obviously such a
diagram lies in the fat hook as there are n rows in I and 1 column in JT.
Let f =
P
C(I;J)xIyJ be a homogeneous polynomial of degree N symmetric in the
variables x. Choose r;p 2 N with 1  r  n and 1  p  N and consider
X
i+j=p
(i   kj)C(I;J) = 0 (5.19)
where i occupies the rth place in I and the other elements of I are xed. Then the
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f from n;1;k, see [SV04]. The meaning of p is that it is the degree of some terms of
f as polynomials in xr and y. Thus to prove Proposition 5.7.1 it is sucient to show
that every element C(I;J)nreg can be uniquely expressed via the system (5.19) as a linear
combination of elements of C(I;J)reg .
Lemma 5.7.2. Let f =
P
C(I;J)xIyJ 2 n;1;k with k 6= 0. Then every element of
C(I;J)nreg can be uniquely expressed via the system (5.19) as a linear combination of
elements of C(I;J)reg .
Proof. We collect the coecients C(I;J)nreg into subsets dened by the number of zero
entries in I. Let
I = I0 t I1 t ::: t In
where Ij is the set of those I = fi1;i2;:::;ing where exactly j entries ir, 1  r  n are
equal to zero. Then
E(I;J)nreg =
n G
i=1
E(Ii;J)nreg: (5.20)
Note that
E(Ii;0)nreg = ; 8 i = 0;1;2;:::;n (5.21)
E(I0;j)nreg = ; if j 6= 0: (5.22)
Before we can use this to our advantage, let's consider the equations in the system
(5.19). As above, Let f =
P
C(I;J)xIyJ be a homogeneous polynomial of degree N
symmetric in the variables x. Consider an arbitrary monomial term g = x
a1
1 x
a2
2 :::xan
n ,
where
Pn
i=1 ai = N   1, in the polynomial obtained by applying the quasi-invariance
condition (5.14) to f. Each equation in (5.19) represents the vanishing of the sum of the
coecients of such a term. We consider which monomial terms in f give rise to g and
what the coecients of these terms are. It is clear that the operation
(@x1   k@y)f jx1=y
applied to each of the monomials
x
a1+1 t
1 x
a2
2 :::xan
n yt (5.23)
where 0  t  a1 + 1, gives rise to x
a1
1 x
a2
2 :::xan
n . The monomials (5.23) appear with the
coecients
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where 0  t  a1 + 1. So each equation in (5.19) has the form
a1+1 X
t=0
(a1 + 1   t(k + 1))Ca1+1 t;a2;a3;:::;an;t = 0: (5.25)
Now, let fa2;:::;ang be non-zero elements in I1. We are going to show that any element
of C(I1;J)nreg can be expressed through coecients belonging to C(I;J)reg from the
equation (5.25). To do this we show that the coecient C0;a2;a3;:::;an;p 2 C(I;J)nreg can
be expressed through coecients belonging to C(I;J)reg from the equation (5.25). To see
this, let p = a1 + 1. Then (5.25) is simply
p X
t=0
(p   t(k + 1))Cp t;a2;a3;:::;an;t = 0: (5.26)
For any value of p, 1  p  N, it is clear that the equations (5.26) will include one and only
one coecient that lies in C(I;J)nreg : the coecient in (5.26) corresponding to t = p,
which is the aforementioned C0;a2;a3;:::;an;p. Clearly all elements of C(I1;J)nreg have this
form. We see that these coecients appear alongside  pk 6= 0 and using (5.21) and (5.22)
we see that all other coecients correspond to elements of C(I;J)reg . Moving on, let us
now show that C(I2;J)nreg can be expressed through C(I2;J)reg and C(I1;J) using the
equation (5.25). Let fa3;:::;ang be non-zero elements in I2. This time (5.25) becomes
p X
t=0
(p   t(k + 1))Cp t;0;a3;:::;an;t = 0: (5.27)
Now, if t 6= 0 or p the corresponding coecient is an element of C(I1;J)nreg. These were
expressed through C(I;J)reg at the previous stage. The only other entries in C(I;J)nreg
that can appear lie in C(I2;J)nreg: these are the entries corresponding to t = p. These
occur with coecient  pk which is non-zero. We can continue in this way and express all
elements of the set C(I;J)nreg as a linear combination of elements of C(I;J)reg . It is clear
from this process that each element of C(I;J)nreg is uniquely expressed through elements
of C(I;J)reg and the elements of C(I;J)reg can be chosen to be completely arbitrary.
Proposition 5.7.1 now follows. Hence Theorem 5.6.3 is proven.
5.8 Poincar e series for deformed Newton sums
We now turn to the proof of Theorem 5.6.4. Recall the Poincar e series
pR(t) =
X
j0
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of an algebra R, where Rj denotes the graded component of R of degree j. Recall from
Theorem 5.6.2 that for generic k the Poincar e series of the algebra n;1;k has the form
Pn;1(t) =
1   t + tn+1
(1   t)2(1   t2):::(1   tn)
: (5.28)
We are going to investigate a way to realize the algebra generated by the Newton
polynomials. For M 2 N let C[x1;x2;x3;:::;xM]SM = C[X]SM be the algebra of sym-
metric polynomials in M variables. Dene the ideal Ik = ff(x1;x2;:::;xM) 2 C[X]SM :
f jx1=x2=:::=xk+1= 0;1  k  M   1g.
For k;M  0 let
A(k;M) =
X
N1N2:::Nk P
Ni=M
tN2
1+N2
2+N2
3+:::N2
k M
(t)N1 N2(t)N2 N3 :::(t)Nk 1 Nk(t)Nk
(5.29)
where (t)N =
N Y
i=1
(1   ti) and by convention (t)0 = 1. We put A(k;M) = 0 if M < 0.
Theorem 5.8.1 ([FS94], Theorem 2.7.1). The Poincar e series of Ik is given by P(Ik) =
A(k;M).
It is clear that Nn;1; 1
k+1 = C[X]SM=Ik. Then immediately we have the following
Corollary 5.8.2. The Poincar e series for Nn;1; 1
k+1 is given by
P(Nn;1; 1
k+1) =
M Y
i=1
1
1   ti   A(k;M): (5.30)
We are now ready to begin the proof of Theorem 5.6.4. We need some preliminary
results.
Lemma 5.8.3.
(i) If M  k then
A(k;M) =
[ M
k ] X
r=0
t2rM r(r+1)k
(t)r
A(k   1;M   rk): (5.31)
(ii) If M < k then
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Proof. (i) Suppose M  k. Consider Nk. This partition element can take any value
between 0 and [M
k ]. If we set Nk = 0 the corresponding term in the sum A(k;M) is
precisely A(k   1;M). Motivated by this we consider Nk = 0;1;2;:::;[M
k ] to see that
A(k;M) =A(k   1;M) +
[ M
k ] X
r=1
X
N1N2:::Nk 1 P
Ni=M rk
t(N1+r)2+(N2+r)2+(N3+r)2+:::+(Nk 1+r)2+r2 M
(t)N1 N2(t)N2 N3 :::(t)Nk 2 Nk 1(t)Nk 1(t)r
:
We know from the denition that
A(k   1;M   rk) =
X
N1N2:::Nk 1 P
Ni=M rk
tN2
1+N2
2+N2
3+:::N2
k 1 (M rk)
(t)N1 N2(t)N2 N3 :::(t)Nk 2 Nk 1(t)Nk 1
:
So we can conclude that
A(k;M) =A(k   1;M) +
[ M
k ] X
r=1
X
N1N2:::Nk 1 P
Ni=M rk
t
P
N2
i +2r
P
Ni+kr2 M
(t)N1 N2(t)N2 N3 :::(t)Nk 2 Nk 1(t)Nk 1(t)r
=A(k   1;M) +
[ M
k ] X
r=1
t2rM r(r+1)k
(t)r
A(k   1;M   rk)
=
[ M
k ] X
r=0
t2rM r(r+1)k
(t)r
A(k   1;M   rk):
(ii) If M < k then the nal k   M integers Ni in the sum A(k;M) must be zero. Thus
A(k;M) = A(M;M).
Lemma 5.8.4.
A(k;k + 1) =
k+1 Y
i=1
1
1   ti  
1
1   t
: (5.33)
Proof. Let M = k+1 and consider Ik = ff(x1;x2;:::;xk+1) 2 C[X]SM : f jx1=x2=:::=xk+1=
0g  C[X]SM. If we consider any homogeneous polynomial f of degree N in Ik then it
is clear that the ideal membership restriction imposed merely implies that the sum of
the coecients of every term of f must vanish. So, the dimension of the homogeneous
component of degree N of Ik is just one less than that of the homogeneous component of
degree N of C[X]SM.
Recall from Corollary 5.8.2 that P(Nn;1; 1
k+1) =
QM
i=1
1
1 ti   A(k;M). With this in
mind we establish the following.
Proposition 5.8.5. Assume that k  n. Then
Qk+n+1
i=1
1
1 ti   A(k;n + k + 1) = Pn;1(t)
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Proof. We proceed by induction on n. The base case n = 0 is immediate from (5.33). Let
us assume that for k  n
B(k;n + k + 1) : =
k+n+1 Y
i=1
1
1   ti   A(k;n + k + 1)
= Pn;1(t): (5.34)
Now, we can use (5.31) and the inductive hypothesis (5.34) to see that for k  n + 1
B(k;n + k + 2)
=
n+k+2 Y
i=1
1
1   ti   A(k;n + k + 2)
=
n+k+2 Y
i=1
1
1   ti   A(k + 1;n + k + 2) +
[
n+k+2
k+1 ] X
r=1
t2r(n+k+2) r(r+1)(k+1)
(t)r
A(k;n + k + 2   r(k + 1))
=
1   t + tn+1
(1   t)2(1   t2):::(1   tn)
+
[
n+k+2
k+1 ] X
r=1
t2r(n+k+2) r(r+1)(k+1)
(t)r
A(k;n + k + 2   r(k + 1)):
Since k  n + 1, k > n so A(k;n + k + 2   r(k + 1)) 6= 0 () r = 1. If r = 1 then
B(k;n + k + 2) =
1   t + tn+1
(1   t)2(1   t2):::(1   tn)
+
t2n+2
(t)1
A(k;n + 1):
Again since k > n we see from (5.32) that A(k;n + 1) = A(n + 1;n + 1). Using (5.31) we
have
A(n + 1;n + 1) = A(n;n + 1) +
t0
(t)1
A(n;0): (5.35)
Again using (5.32) note that A(n;0) = A(0;0) = 1. We can use the inductive hypothesis
once again to see that
A(n;n + 1) =
n+1 Y
i=1
1
1   ti  
1
1   t
: (5.36)
Putting this together (5.35) becomes
A(n + 1;n + 1) =
n+1 Y
i=1
1
1   ti  
1
1   t
+
1
1   t
=
n+1 Y
i=1
1
1   ti: (5.37)CHAPTER 5. QUASI-INVARIANT MODULES FOR CHEREDNIK ALGEBRAS 147
So we can see that
B(k;n + k + 2) =
1   t + tn+1
(1   t)2(1   t2):::(1   tn)
+
t2n+2
(t)1
n+1 Y
i=1
1
1   ti
=
1   t + tn+1
(1   t)2(1   t2):::(1   tn)
+
t2n+2
(t)1(t)n+1
=
1
(t)1(t)n+1
[(1   t + tn+1)(1   tn+1) + t2n+2]
=
1
(t)1(t)n+1
[1   t + tn+2]
= Pn+1;1(t)
which completes the induction.
Proposition 5.8.5 gives a simplication of the general formula (5.29) for the Poincar e
series of the ideal Ik  C[x1;:::;xn+k+1] in the case k  n. Further we have the following
corollary.
Corollary 5.8.6. Let k  n. Then Nn;1; 1
k+1=n;1; 1
k+1 .
Proof. Let k  n. By Proposition 5.8.5 dimN N
n;1; 1
k+1
=dimN
n;1; 1
k+1
for generic k. By the
results of [SV04] this dimension equals DN(n) and we know from Proposition 5.7.1 that
dimN
n;1; = DN(n) for  6= 0 and in particular for  = 1
k+1.
Theorem 5.6.4 is now proven.
5.9 Further analysis of deformed Newton sums and -algebra
To prove Theorem 5.6.4 we had to assume that k  n. We now investigate the case k < n.
Firstly, suppose that k+1  n < 2(k+1). So, 0  n (k+1)  k and k > n=2 1. This is
the case where we allow two `colliding particles'. We are going to establish the following.
Proposition 5.9.1. Suppose that n   (k + 1) = r for 0  r  k. Then
P(Nn;1; 1
k+1) = P(n;1; 1
k+1)  
t2n+1 r
(t)2(t)r
(1   t2 + tr+2): (5.38)
Proof. We proceed by induction on n. For n = 1 the condition n   (k + 1) = r cannot
be satised as k  1. Suppose n = 2. Then the only possibility is k = 1 and in this case
n   (k + 1) = 0. The inequality k > n=2   1 is also satised. We can easily see that
P(N2;1;1=2) = P(2;1;1=2)  
t5
(1   t)(1   t2)
: (5.39)CHAPTER 5. QUASI-INVARIANT MODULES FOR CHEREDNIK ALGEBRAS 148
For,
P(N2;1;1=2) =
4 Y
i=1
1
1   ti A(1;4) =
4 Y
i=1
1
1   ti 
t12
(t)4
=
1   t12
(t)4
=
1 + t4 + t8
(t)3
=
t6   t5 + t3   t + 1
(1   t)2(1   t2)
and since
P(2;1;1=2) =
1   t + t3
(1   t)2(1   t2)
the statement is clear. Now we proceed inductively. We have
P(Nn+1;1; 1
k+1) =
n+k+2 Y
i=1
1
1   ti   A(k;n + k + 2)
=
n+k+2 Y
i=1
1
1   ti   A(k + 1;n + k + 2) +
t2n+2
(t)1
A(k;n + k + 2   (k + 1))
+
t4n 2k+2
(t)2
A(k;n + k + 2   2(k + 1)) using (5.31)
= P(Nn;1; 1
k+2) +
t2n+2
(t)1
A(k;n + 1) +
t4n 2k+2
(t)2
A(k;n   k):
Recall that we are assuming n+1 (k+1) = r so that n k = r. Also, n (k+1+1) =
n   (k + 2) = n   k   2 = r   2. So, we can express P(Nn;1; 1
k+2) for xed r through the
case r   2. This means that we have
P(Nn+1;1; 1
k+1) = P(n;1; 1
k+1) 
t2n+3 r
(t)2(t)r 2
(1 t2+tr)+
t2n+2
(t)1
A(k;k+r+1)+
t2n+2r+2
(t)2
A(k;r)
(5.40)
upon noting that
n + 1 = k + r + 1
and
4n   2k + 2 = 2(n   k) + 2n + 2 = 2r + 2n + 2
Since r  k, using (5.31) we have
A(r;r) = A(r   1;r) +
t0
(t)1
A(0;0) =
r Y
i=1
1
1   ti  
1
1   t
+
1
1   t
=
1
(t)r
: (5.41)
Now consider the term A(k;k + r + 1). We use (5.31) again to deduce that
A(k;k + r + 1) = A(k + 1;k + r + 1)  
t2(k+r+1) 2(k+1)
(t)1
A(k;r)
= A(k + 1;k + r + 1)  
t2r
(t)1
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However we can again apply (5.31), this time to the term A(k +1;k +r+1) in the above.
We see that
A(k + 1;k + r + 1) = A(k + 2;k + r + 1)  
t2(k+r+1) 2(k+2)
(t)1
A(k + 1;r   1)
= A(k + 2;k + r + 1)  
t2r 2
(t)1
A(r   1;r   1):
We can continue in this way, applying (5.31) to A(k+2;k+r+1), A(k+3;k+r+1) and
so on until we reach the term
A(k + r   1;k + r + 1) = A(k + r;k + r + 1)  
t2(k+r+1) 2(k+r)
(t)1
A(k + r   1;1)
= A(k + r;k + r + 1)  
t2
(t)1
A(1;1):
Recall from Lemma 5.33 that
A(k + r;k + r + 1) =
k+r+1 Y
i=1
1
1   ti  
1
1   t
: (5.42)
In total we have
A(k;k + r + 1) =
k+r+1 Y
i=1
1
1   ti  
1
1   t
 
t2
(t)1
A(1;1)  
t4
(t)1
A(2;2)  
t6
(t)1
A(3;3)   :::
:::  
t2r 2
(t)1
A(r   1;r   1)  
t2r
(t)1
A(r;r)
=
k+r+1 Y
i=1
1
1   ti  
1
1   t
 
r X
j=1
t2j
(t)1
A(j;j)
=
1
(t)k+r+1
 
1
(t)1
 
t2
(t)1
r 1 X
j=0
t2j
(t)j+1
(5.43)
upon recalling that A(j;j) = 1
(t)j. Let us take stock of the situation. We can now write
(5.40) as
P(Nn+1;1; 1
k+1) = P(n;1; 1
k+1) +
t2n+2
(t)1(t)n+1
 
t2n+3 r
(t)2(t)r 2
(1   t2 + tr)
+
t2n+2r+2
(t)2(t)r
+
t2n+2
(t)1
( 
1
(t)1
 
t2
(t)1
r X
j=1
t2j
(t)j
):
Recall from the nal step in the proof of Proposition 5.8.5 that P(n;1; 1
k+1) + t2n+2
(t)1(t)n+1 =
P(n+1;1; 1
k+1). Also note that
s X
j=0
t2j
(t)j
=
1   t + ts+1
(t)s
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This is easy to see: rst note that 1 + t2
(t)1 = 1 t+t2
(t)1 . Then proceed by induction and
consider
s+1 X
j=0
t2j
(t)j
=
s X
j=0
t2j
(t)j
+
t2s+2
(t)s+1
=
1   t + ts+1
(t)s
+
t2s+2
(t)s+1
=
1
(t)s
(1   t + ts+1 +
t2s+2
1   ts+1) =
1
(t)s+1
(1   t + ts+2):
Putting all of this together we have
P(Nn+1;1; 1
k+1) = P(n+1;1; 1
k+1)  
t2n+3 r
(t)2(t)r 2
(1   t2 + tr) +
t2n+2r+2
(t)2(t)r
 
t2n+2
(t)1(t)1
(
1
(t)r
(1   t + tr+1))
= P(n+1;1; 1
k+1)  
t2n+3 r
(t)2(t)r 2
(1   t2 + tr)
 
t2n+2
(t)1(t)1(t)r
(1   t + tr+1  
t2r
(t)2
(1   t)(1   t))
= P(n+1;1; 1
k+1)  
t2n+3 r
(t)2(t)r 2
(1   t2 + tr)  
t2n+2
(t)1(t)1(t)r
(1   t + tr+1  
t2r
1 + t
)
= P(n+1;1; 1
k+1)  
t2n+3 r
(t)2(t)r 2
(1   t2 + tr)  
t2n+2
(t)2(t)r
(1   t2 + tr+1 + tr+2   t2r)
= P(n+1;1; 1
k+1)
 
t2n+3 r
(t)2(t)r
((1   t2 + tr)(1   tr)(1   tr 1) + tr 1(1   t2 + tr+1 + tr+2   t2r))
= P(n+1;1; 1
k+1)  
t2n+3 r
(t)2(t)r
(1   t2 + tr+2)
as required.
We now consider the situation 2(k + 1)  n < 3(k + 1). This corresponds to allowing
three possible `colliding particles'. To illustrate what happens consider the case n 2(k +
1) = 0. We will look at k = 1;n = 4 rst. Clearly this satises both inequalities. We have
P(N4;1;1=2) =
6 Y
i=1
1
1   ti   A(1;6)
=
1   t30
(t)6
=
1 + t6 + t12 + t18 + t24
(t)5
=
1   t + t5   t7 + t10   t13 + t15   t19 + t20
(t)1(t)4
:
Recall that P(4;1; 1
k+1) = 1 t+t5
(t)1(t)4. So
P(4;1;1=2)   P(N4;1;1=2) =
t7(1   t3 + t6   t8 + t12   t13)
(t)1(t)4
=
t7(1   t)(1 + t2)(1 + t   t3 + t5 + t6   t8 + t10)
(t)1(t)4
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Now consider n = 6;k = 2. Again this satises both inequalities. We have
P(N6;1;1=3) =
9 Y
i=1
1
1   ti   A(2;9)
=
1   t72
(t)9
 
t56
(t)7(t)1
 
t64
(t)5(t)2
 
t36
(t)3(t)3
 
t32
(t)1(t)4
=
1
(t)9
(1   t72   t56(1 + t + t2 + t3 + t4 + t5 + t6 + t7)(1   t9)
  t64(1 + t + t2 + t3 + t4 + t5)(1   t7)(1 + t4)(1 + t2)(1   t9)
  t36(1 + t + t2 + t3)(1   t5)(1 + t3)(1   t7)(1 + t4)(1 + t2)(1   t9)
  t32(1 + t + t2 + t3 + t4)(1   t6)(1   t7)(1   t8)(1   t9))
=
1   t + t7   t10 + t14 + t16   t17   t19 + t21 + t23   t26 + t30   t33   t36
(t)1(t)7
+
t37 + t44 + t46 + t48   t64   t66   t68
(t)1(t)7
:
So we have
P(6;1;1=3)   P(N6;1;1=3)
=
1
(t)1(t)7
(t10(1   t)(1 + t)(1 + t2)(1   t + t2)(1 + t + t2)(1 + t + t2 + t3 + t4)
 (1   t   t2 + t3 + t5   t6   t11 + 2t12   2t14 + t15   t34 + t35   t38 + t40   t42 + t45   t46)):
This information suggests that, somewhat surprisingly, it is not possible to prove an anal-
ogous result to Proposition 5.9.1 in the situation 2(k +1)  n < 3(k +1). This is because
the two cases we considered, k = 1;n = 4 and k = 2;n = 6 both satisfy n 2(k+1) = 0 but
the dierences P(4;1;1=2)   P(N4;1;1=2) and P(6;1;1=3)   P(N6;1;1=3) have the following
structure. We can rearrange to
P(4;1;1=2)   P(N4;1;1=2) = t7P(t)
Q(t)
and
P(6;2;1=3)   P(N6;2;1=3) = t10P
0
(t)
Q(t)
where P;P
0
;Q are polynomials in t and the degrees of P=Q, P
0
=Q are dierent. Thus it
seems P()   P(N) has the structure tq(r;n)R(t)=Q(t) where q(r;n) is some function of
r;n and R(t) is a polynomial in t whose degree depends on n.Chapter 6
Conclusions and open problems
The work contained in this thesis suggests a number of possible avenues for further explo-
ration. We have answered a number of questions within the specic areas we considered.
However, there is still much interesting work to be done. We highlight three areas of
particular interest that we feel could reap rewards if investigated further.
The material contained in Chapters 2 and 4 can be summarized succinctly with the
following statement. We have shown that within the class of arrangements of type (m;1n)
the Gorenstein property for the rings of quasi-invariants is equivalent to the existence of the
Baker-Akhiezer function . We expect that this is true in the much more general setting
of arbitrary multi-dimensional congurations of vectors with multiplicities. In principle
moving from existence of the Baker-Akhiezer function to the Gorenstein property is easier
due to the wealth of structures associated with the Baker-Akhiezer function. However
even this direction is unclear at present. Establishing this conjecture would provide a very
interesting new perspective on systems of Calogero-Moser type.
Another question, which is long-standing and predates the work in this thesis, is about
the algebraic structure of the rings QAn(m) and QCn(m;l). Recall that these rings have been
shown to be Cohen-Macaulay in arbitrary dimension, and Gorenstein in two-dimensions
[FV03a]. It is known that the Baker-Akhiezer function exists for An(m) and Cn(m;l).
Presumably the rings QAn(m) and QCn(m;l) are Gorenstein in arbitrary dimension. Thus
calculation of the Poincar e series for QAn(m) and QCn(m;l) would be a useful result.
The nal direction we would like to mention is the relation to representations of Chered-
nik algebras. We have seen in Chapter 5 that it is possible to construct the space of all
anti-invariant polynomials in the quasi-invariant ring corresponding to the root system An
as a module for the spherical subalgebra of the Cherednik algebra H1=m(Smn). A natural
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question is whether all quasi-invariants can be constructed in such a fashion as special
representations of Cherednik algebras. In particular it would be interesting to ascertain
whether all quasi-invariants corresponding to An can be realized in such a fashion, and not
just the anti-invariants. We have attempted to complete such a construction via consid-
ering dierent representations of Smn but this is not clear at present. A similar question
would be whether the quasi-invariants QAn(m) and QCn(m;l) can be realized in this way. As
a whole this direction is potentially exciting and interesting due to the rich representation
theory of H1=m.
In conclusion we have seen that questions about the algebraic structure of rings of
quasi-invariants lead to interesting areas of exploration in integrable systems, algebra
and representation theory. It seems there any many more questions to be answered and
hopefully many exciting discoveries.References
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