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ON ALGEBRAIC SURFACES OF GENERAL TYPE WITH
NEGATIVE c2
YI GU
Abstract. We prove that for any prime number p ≥ 3, there exists a positive
number κp such that χ(OX) ≥ κpc
2
1
holds true for all algebraic surfaces X of
general type in characteristic p. In particular, χ(OX) > 0. This answers a
question of N. Shepherd-Barron when p ≥ 3.
1. Introduction
The Enriques-Kodaira classification of algebraic surfaces divides proper smooth
algebraic surfaces into four classes according to their Kodaira dimension −∞, 0, 1, 2.
A lot of problems remain unsolved for the last class, the so-called surfaces of general
type. One of the leading problems among these is the following so-called geography
problem of minimal surfaces of general type (see [21]).
Question 1.1. Which values of (a, b) ∈ Z2 are the Chern invariants (c21, c2) of a
minimal surface of general type ?
Over the complex numbers, though not yet settled completely, much is known
about this problem. Here we collect some classical relations between c21 and c2 of a
minimal surface X of general type:
c21 > 0;
c21 + c2 ≡ 0 mod 12;
(N) 5c21 − c2 + 36 ≥ 0;
(BMY) 3c2 ≥ c21.
The first inequality is from the definition of a minimal surface of general type, the
second condition is from Noether’s formula
(1.1) 12χ(OX) = c21 + c2;
the inequality (N) is derived from the following so-called Noether’s inequality
(1.2) K2X ≥ 2pg − 4,
here pg := h
0(X,KX). The last inequality (BMY) is called the Bogomolov-Miyaoka-
Yau inequality. Due to (1.1), the inequality (BMY) can also be interpreted as below
(BMY)’ 9χ(OX) ≥ c21.
It is known that most of the numbers (a, b) satisfying the above relations are the
Chern numbers of a surfaces of general type over C. For more details and back-
grounds on these inequalities, confer [16], [32], [4] Chap. 7, and [14] Chap. 8 &
9.
Then we turn to the geography problem in positive characteristic cases. Noether’s
inequality (1.2) (see [17]) and Noether’s formula (1.1) (see [1] Chap. 5) remains
true, while Bogomolov-Miyaoka-Yau inequality (BMY) as stated no long holds ([30],
1
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§ 3.4). In fact, even the following weaker inequality (CdF) due to Castelnuovo and
de Franchis fails.
(CdF) c2 ≥ 0
(see e.g. Section 3 of this paper). So it is natural to formulate an inequality in
positive characteristics bounding c2 from below by c
2
1. Using Noether’s formula, it
is the same as bounding χ from below. In fact, N. Shepherd-Barron has already
consider a similar question and proved that χ > 0 (equivalently, c2 > −c21) with a
few possible exceptional cases when p ≤ 7 ([27], Theorem 8). Here we generalize it
to the following question.
Question 1.2. What is the optimal number κp such that χ ≥ κpc21 holds for all
surfaces of general type defined over a field of characteristic p ?
By definition we have
κp = inf{χ/c21 | minimal algebraic surface of general type defined
over an algebraically closed field of characteristic p}.
In particular, κp > 0 implies χ > 0.
The purpose of this paper is an investigation of κp. Of course, it will be in the
best situation if we can work out κp for each p, however this looks difficult and
instead, we try to find some interesting bounds of κp, say, to show κp > 0 for all
p > 2. The main result of this paper is the following theorem.
Theorem 1.3 (Main Theorem). Let κp be defined as above, then
(1) if p > 2, κp > 0;
(2) if p ≥ 7, κp > (p− 7)/12(p− 3);
(3) lim
p→∞
κp = 1/12;
(4) κ5 = 1/32.
Moreover, we have a conjecture on the values of κp:
Conjecture 1.4. If p ≥ 5, then κp = (p2 − 4p− 1)/4(3p2 − 8p− 3).
Note that if p = 5, then
(p2 − 4p− 1)/4(3p2 − 8p− 3) = 1/32,
and if p ≥ 7, then
(p2 − 4p− 1)/4(3p2 − 8p− 3) > (p− 7)/12(p− 3).
This conjecture comes from the computation of the numerical invariants of Ray-
naud’s examples in [22] (see Subsection 3.1). Another computation for a special
kind of surfaces of general type is also carried out in the last section of this paper
giving some evidence in favor of this conjecture.
In [27], remark after Lemma 9, N. Shepherd-Barron raised the question whether
any minimal surface of general type X satisfies χ(OX) > 0. Our Theorem 1.3
implies that the answer is yes if p 6= 2 :
Corollary 1.5. If p 6= 2, then χ > 0 holds for all surfaces of general type.
This corollary can help to improve and to better understand several other results
(e.g. [2], Proposition 2.2, [26], Theorem 25, 26, & 27) where the authors need to
take care of the possibility of χ ≤ 0.
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As another application of Theorem 1.3, we give the following theorem concerning
the canonical map of surfaces of general type, which can be seen as an analogue of
A. Beauville’s relevant result over C ([3], Prop. 4.1, 9.1).
Theorem 1.6. Let S be a proper smooth of surface of general type over an alge-
braically closed field of characteristic p > 0 with pg(S) ≥ 2,
(1) if p ≥ 3 and |KS| is composed with a pencil of curves of genus g, then we
have
g ≤ 1 + pg + 2
2κp(pg − 1);
(2) if p ≥ 3 and the canonical map is a generically finite morphism of degree
d, then we have
d ≤ pg + 1
κp(pg − 2) .
The proof of this theorem is a naive copy of Beauville’s, replacing simply the
inequality (BMY)’ there by χ ≥ κpc21, hence it will not be included in this paper.
The interesting part of this theorem is the following remark.
Remark 1.7 If we bound χ(OS) from below (hence it bounds pg ≥ χ(OS) + 1
from below) as Beauville did in [3] and substitute κp by our lower bounds given in
Theorem 1.3, we can bound g and d from above as in [3]. As far as I know, whether
Beauville’s bounds on g and d are optimal is not yet solved, not to mention ours.
We shall briefly explain our idea. Note that once we know that the inequality
(CdF) fails in positive characteristics, we immediately obtain κp < 1/12 from (1.1)
and moreover, in order to study κp we only have to consider those surfaces of general
type with negative c2. The main ingredient of this paper is an elaborate study of
the numerical invariants of algebraic surfaces of general type with negative c2 after
[27].
This paper is organized as follows.
In Section 2, we give some necessary preliminaries. We rewrite Tate’s formula
on genus change to obtain some intermediate results which is more or less implicit
in both Tate’s original paper [31] and [25]. Then we recall the theory of flat double
covers, a Bertini type theorem and some other supplements.
In Section 3, we give some examples of algebraic surfaces of general type with
negative c2 and compute some of their numerical invariants.
In Section 4, we study the numerical properties of surfaces of general type with
negative c2, and prove our Theorem 1.3 except for the equation κ5 = 1/32.
In Section 5, we carry out a calculation of a special kind of algebraic surfaces
of general type with negative c2, namely those X whose Albanese fibration is hy-
perelliptic and has the smallest possible genus. We show that our conjectural κp
(Conjecture 1.4) are the best bounds of χ/c21 for these surfaces. This also completes
the proof of our main theorem. During the calculation, a lemma on a special kind of
singularities is used, as the proof is a bit long, we put it as an appendix afterwards
this section .
Remark 1.8 In this paper we shall use the following notation.
(1) For any invertible sheaf E over a scheme, P(E) := Proj(Sym(E)).
(2) If S → T is a morphism of schemes in characteristic p, we denote by
FS : S → S the absolute Frobenius morphism and by FS/T : S → S(p)
the relative Frobenius morphism (where S(p) = S ×T T is obtained by
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base changing S → T via FT : T → T ). If π : S → Y is a morphism of
T -schemes, we denote by π(p) : S(p) → Y (p) the morphism of T -schemes
induced by π.
2. Preliminaries
2.1. Genus change formula. Let S be a normal projective and geometrically
integral curve over a fieldK (in particularH0(S,OS) = K) of positive characteristic
p, of arithmetic genus g(S) := 1−χ(OS) = dimH1(S,OS). The latter is also called
the genus of the function field K(S). Let L/K be a finite extension and let (SL)
′
be the normalisation of SL := S ×K L. A theorem of Tate ([31]) states that
(p− 1) | 2(g((SL)′)− g(S)).
This is proved in the scheme-theoretical language in [25]. Below we give a slightly
different proof in the scheme-theoretical language (in some places close to Tate’s
original one) and some more precise intermediate results, in particular, we show
that if g(S) is small with respect to p, then the normalisation of S(p) is smooth
(Corollary 2.8).
Lemma 2.1. Let S, Y be geometrically integral normal curves over a field K of
positive characteristic p, let π : S → Y be a finite inseparable morphism of degree
p. Then ΩS/Y is invertible and we have an exact sequence
(2.1) 0→ F ∗SΩS/Y → π∗ΩY/K → ΩS/K → ΩS/Y → 0
with F ∗SΩS/Y ≃ Ω⊗pS/Y .
Proof. The second part π∗ΩY/K → ΩS/K → ΩS/Y → 0 is canonical and always
exact. Let us show the existence of a complex 0 → F ∗SΩS/Y → π∗ΩY/K → ΩS/K
and prove the exactness under the assumption of the lemma.
As π is purely inseparable of degree p, we have the inclusions of functions fields
K(S)p ⊆ K(Y ) ⊆ K(S), hence FS/K : S → S(p) factors through π : S → Y and
some f : Y → S(p) (which is in fact the normalisation map). We have a canonical
commutative diagram
S
FS/K
//
FS
++
π

S(p)
π(p)

q
// S
π

Y //
f
==
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
Y (p) // Y
where q : S(p) → S is the projection map. We have q∗ΩS/Y = ΩS(p)/Y (p) because
the last square is Cartesian, and a canonical map f∗ΩS(p)/Y (p) → ΩY/Y (p) , hence
a canonical map F ∗SΩS/Y = π
∗f∗ΩS(p)/Y (p) → π∗ΩY/Y (p) . Note that the canonical
map F ∗Y/KΩY (p)/K → ΩY/K is identically zero, so the canonical map ΩY/Y (p) →
ΩY/K is an isomorphism. Therefore we have a map Φ : F
∗
SΩS/Y → π∗ΩY/K . Its
composition with π∗ΩY/K → ΩS/K is zero because locally it maps a differential
form db to d(bp) = 0. So
0→ F ∗SΩS/Y → π∗ΩY/K → ΩS/K
is a complex.
Let s ∈ S and let y = π(s) ∈ Y . Then A := OY,y → B := OS,s is a finite
extension of discrete valuation rings of degree p, so B = A[T ]/(T p − a) for some
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a ∈ A (the element a ∈ A is either a uniformizing element or a unit whose class in
the residue field of A is a not a p-th power). The stalk of the complex (2.1) becomes
(2.2) 0→ Bda→ ΩA/K ⊗A B → ((ΩA/K ⊗A B)⊕BdT )/Bda→ BdT → 0
which is clearly exact. This also shows that ΩS/Y is locally free of rank 1. As a
general fact, we then have F ∗SΩS/Y ≃ Ω⊗pS/Y . 
Proposition 2.2. Let S, Y be normal projective geometrically integral curves over
K and let π : S → Y be a finite inseparable morphism of degree p. Let A =
Ker(ΩS/K → ΩS/Y ). Then
(1) A = ΩS/K,tor the torsion part of ΩS/K and we have
(p− 1) deg det(A) = 2p(g(S)− g(Y ));
(2) deg det(A) = degA =∑s∈S(lengthOS,sAs)[K(s) : K] = dimK H0(S,A);
(3) if g(S) = g(Y ), then S is smooth over K.
Proof. (1) Split the exact sequence (2.1) into
(2.3) 0→ Ω⊗pS/Y → π∗ΩY/S → A→ 0
and
0→ A → ΩS/K → ΩS/Y → 0.
As ΩS/K has rank 1 (because S is geometrically reduced) and ΩS/Y is invertible,
we have A = ΩS/K,tor. As detΩS/K = ωS/K and similarly for ΩY/K , by taking the
determinants in the two exact sequences we get
π∗ωY/K = detA⊗ ω⊗pS/Y ,
and
ωS/K = detA⊗ ωS/Y .
Hence
(detA)⊗(p−1) ≃ ω⊗pS/K ⊗ π∗ω−1Y/K .
By Riemann-Roch, deg ωS/K = 2g(S) − 2 (and similarly for Y ). Part (1) is then
obtained by taking the degrees in the above isomorphism.
(2) This is well known and can be proved locally at every stalk of A (see e.g.,
[20], Lemma 5.3(b)).
(3) Finally, if g(S) = g(Y ), then degA = 0, hence A = 0. This implies that
ΩS/K free of rank one, hence S is smooth over K. 
Remark 2.3 The support of A consists of singular (more precisely speaking, non-
smooth) points of S, and it is well known that such points are inseparable over K
([19], Proposition 4.3.30). In particular p | [K(s) : K] for any s ∈ Supp(A).
Corollary 2.4. (Tate genus change formula) Let S be a normal projective geomet-
rically integral curve over K. Let L be an algebraic extension of K and let Y be
the normalisation of SL (viewed as a curve over L). Then
p− 1 | 2(g(S)− g(Y )).
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Proof. The result will be derived from Proposition 2.2. We can suppose L/K is
purely inseparable. Let us first treat the case L = K1/p. Decompose the absolute
Frobenius K → K, x 7→ xp as
K
i→ K1/p ρ→ K
where i is the canonical inclusion and ρ is an isomorphism. Let us extend Y to
YK := Y ⊗LK using ρ. Then YK is a normal projective and geometrically integral
curve over K, of arithmetic genus (over K) equal to that of Y over L. Moreover
YK is birational to (SL) ⊗L K = S(p). So we have an inseparable finite morphism
S → YK of degree p. By Proposition 2.2(1), we have (p − 1) | 2(g(S) − g(Y ))
and g(S) > g(Y ) ≥ 0 unless S is already smooth over K. Repeating the same
argument, for any n ≥ 1, if Sn denotes the normalisation of SK1/pn , then p − 1
divides 2(g(S)− g(Sn)), and Sn is smooth over K1/pn if n is big enough.
Now let L/K be a finite purely inseparable extension. Then there exists m ≥ 1
such that L ⊆ K1/pm ⊆ L1/pm and Sm is smooth. This implies that the nor-
malisation Ym of YL1/pm is (Sm)L1/pm . On the other hand, applying the previous
result to the L-curve Y instead of S, we see that p − 1 divides 2(g(Y ) − g(Ym)).
As g(Ym) = g(Sm), we find that p − 1 divides 2(g(S) − g(Y )). The case of any
algebraic extension follows immediately. 
Lemma 2.5. Let π : S → Y be as in Lemma 2.1.
(1) We have
p deg ΩY/K,tor ≤ degΩS/K,tor.
(2) Let s ∈ S and let y = π(s). Suppose that K(y) = K(s), then
lengthOS,s(ΩS/K,tor)s ≥ p dimK(s) ΩK(s)/K .
Proof. (1) Denote A = ΩS/K,tor and B = ΩY/K,tor. Let s ∈ S and y = π(s). The
canonical map By ⊗ OS,s = π∗(B)s → As is injective by the exact sequence (2.3),
because Ω⊗pS/Y is torsion-free. Therefore
eslengthOY,y (By) = lengthOS,s(By ⊗OS,s) ≤ lengthOS,s(As)
where es is the ramification index of OY,y → OS,s. The desired inequality holds
because p = es[K(s) : K(y)].
(2) Let A = OY,y, B = OS,s. As K(y) = K(s), A→ B has ramification index p.
So B = A[T ]/(T p − t) for some uniformizing element t of A. The exact sequence
(2.2) gives the exact sequence
0→ (ΩA/K/Adt)⊗A B → ΩB/K = ((ΩA/K/Adt)⊗A B)⊕BdT.
In particular,
(2.4) As = (ΩA/K/Adt)⊗A B.
The usual exact sequence
tA/t2A→ ΩA/K ⊗A K(y)→ ΩK(y)/K → 0,
implies we have a surjective map
As ։ ΩK(y)/K ⊗A B = ΩK(y)/K ⊗K(y) B/tB.
So
lengthBAs ≥ p dimK(y) ΩK(y)/K = p dimK(s) ΩK(s)/K .

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Corollary 2.6. Let S = S0 → S1 → · · · → Sn be a tower of inseparable covers of
degree p of geometrically integral normal projective curves over K. Let gi = pa(Si).
Then gi+1 − gi ≤ (gi − gi−1)/p. In particular degΩS/K,tor = 2p(g0 − g1)/(p− 1) >
2(g0 − gn) by Proposition 2.2.
Lemma 2.5(2) is not used in the sequel. But we think it can be of some interest
in the understanding of genus changes. It implies immediately [24], Corollary 3.3.
Definition 2.7 We call a curve S over K geometrically rational if SK¯ is integral
with normalisation isomorphic to P1
K¯
.
A slightly weaker version of the next corollary can also be found in [24], Corollary
3.2.
Corollary 2.8. Let S be a projective normal and geometrically rational curve over
K of (arithmetic) genus g. Suppose that S is not smooth. Let Y be the normalisa-
tion of S(p).
(1) We have 2g ≥ (p− 1). If 2g = p− 1, then Y is a smooth conic, Moreover,
S has exactly one non-smooth point, the latter being of degree p over K.
(2) If g < (p2− 1)/2, then Y is a smooth conic over K. In particular, we have
deg ΩS/K,tor = 2pg/(p− 1).
Proof. (1) This is an immediate consequence of Proposition 2.2.
(2) If Y is not smooth, as non-smooth points have inseparable residue fields (see
e.g. [19], Prop 4.3.30), we have deg ΩS/K,tor ≥ p degΩY/K,tor ≥ p2 by Lemma 2.5(1).
So g ≥ g(Y )+p(p−1)/2 ≥ (p2−1)/2 since g(Y ) ≥ (p−1)/2, contradiction. So Y is
smooth. In particular, Y is a smooth conic because S is assumed to be geometrically
rational. 
2.2. Flat double covers. We recall some basic facts on flat double covers. One
can also consult [6], §0 or [4], III, §6-7 for a standard introduction.
Definition 2.9 A finite morphism between noetherian schemes f : S → Y is called
a flat double cover if f∗OS is locally free of rank 2 over OY .
For our purpose we suppose that Y is an integral noetherian scheme defined
over a field K of characteristic different from 2 in this subsection.
Construction 2.10 Flat double covers of Y can be constructed as follows. Choose
an invertible sheaf L on Y , and choose s ∈ H0(Y,L⊗2) = HomOY (L−2,OY ).
Endow the OY -module OY ⊕ L−1 with the OY -algebra structure by
L−1 × L−1 → L⊗(−2) e(s)→ OY
where e(s) is the evaluation at s. Then S := Spec(OY ⊕ L−1) is a flat double over
of Y . Note that if we replace s with a2s for some a ∈ H0(Y,OY )∗, then we get a
flat double cover isomorphic to the initial one. We call the invertible sheaf L above
as the associated invertible sheaf of f .
Conversely, if f : S → Y is a flat double cover, we have a trace morphism:
f∗OS → OY , since p 6= 2, this trace morphism splits f∗OS into direct sumOY ⊕L−1,
where L−1 is the kernel of the trace morphism. Now it is clear that the OY -algebra
structure of f∗OS is given by L−1 × L−1 → OY as any elements in L−1 has null
trace. For the cover S → Y defined as above, if s 6= 0, S is reduced and S → Y is
generically e´tale, the branch divisor is equal to B := div(s).
From this construction we immediately obtain the formula of dualizing sheaf.
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Corollary 2.11. We have ωS/Y = f
∗L. 
Corollary 2.12. (1) If f : Y ′ → Y is a morphism of integral noetherian
schemes, then S ×Y Y ′ → Y ′ is a flat double cover obtained by f∗L and
f∗s ∈ H0(Y ′, (f∗L)⊗2).
(2) If Y is a geometrically connected smooth projective curve over K, and S →
Y is a flat double cover with branch divisor B, then
pa(S) = 2pa(Y )− 1 + deg(B)/2.
(3) If Y is a geometrically connected smooth projective surface over K, then:
χ(OS) = χ(OY ) + χ(L−1) = 2χ(OY ) + (B2 + 2B ·KY )/8
where KY is the canonical divisor of Y . 
Proposition 2.13. Let f : S → Y be a flat double cover over Y with branch divisor
B.
(1) If Y is normal, then S is normal if and only if B is reduced.
(2) If Y is regular, then S is regular if and only if B is regular.
(3) If Y is smooth over K, then S is smooth over K if and only if B is smooth
over K.
Proof. See [6], chapter 0. 
Now suppose Y is regular. Let f : S → Y be a flat double cover given by L
and s 6= 0 as in 2.10 with B = div(s) being the branch divisor of f . Then B can
be uniquely written as sum of effective divisors: B = B1 + 2B0 such that B1 is
reduced.
Proposition 2.14. The normalisation of S is the flat double cover S′ → Y given
by L′ := L ⊗ OY (−B0) and s ∈ H0(Y,L′⊗2) (here we use L⊗2 = sOY (B) ⊇
sOY (B1) = L′⊗2, and s is in fact also an global section in L′⊗2). Moreover, B1 is
the branch divisor of S′ → Y .
As an application of this proposition, we recall the following process of resolu-
tion of singularities from a flat double cover. One may also confer [4], III § 6.
Definition 2.15 (Canonical resolution) Let k be an algebraically closed field
of characteristic different from 2, and for our purpose, let Y0 be either a nonsingular
algebraic surface over k, or the spectrum of a local ring of a nonsingular algebraic
surface over k. Let f0 : S0 → Y0 be a flat double cover given by data {L0, 0 6= s ∈
H0(Y0,L⊗20 )} and assume that the branch locus B := div(s) is reduced (i.e. S0 is
normal by Proposition 2.13). Then the canonical resolution of singularities of S0 is
the following process:
If B0 is not regular, choose a singular point y0 ∈ B0, let m0 := multy0B0,
and l0 := ⌊m0/2⌋. Blowing up y0 we obtain a morphism σ0 : Y1 → Y0. Then
S0 ×Y0 Y1 → Y1 is a flat double cover with associated invertible sheaf L′ = σ∗L0
and branch divisor σ∗0B = B˜0 +m0E, where B˜0 is the strict transform of B0 in Y1
and E is the exceptional divisor. Let S1 be the normalisation of S0 ×Y0 Y1. Then
by Proposition 2.14, f1 : S1 → Y1 is a flat double cover with associated invertible
sheaf L1 = σ∗L0⊗OY1(−l0E) and branch divisor B1 = σ∗(B0)−2l0E. Replace our
data {f0,L0, B0} by {f1,L1, B1} and run the above process again until we reach
some n such that Bn is regular, i.e. Sn → S0 is a resolution of singularities by
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Proposition 2.13. To see why this process stops in finitely many times, one may
confer [4] Chap. 3.7. We draw the following diagram as a picture of this process. 
S0
f0

S1
f1

g0
oo ...
g1
oo Sn
fn

gn−1
oo
g
uu
Y0 Y1σ0
oo ...σ1
oo Ynσn−1
oo
We will denote by yi ∈ Bi the center of the blowing-up morphism σi : Yi+1 →
Yi, Ei the exceptional locus, mi := multyiBi, and li := ⌊mi/2⌋. Then it follows
that
χ(R1gi∗OSi+1) = (l2i − li)/2.(2.5)
ωSi+1/Yi+1 = g
∗
i ωSi/Yi ⊗ f∗i OYi+1(−liEi).(2.6)
In particular, if Y is proper, then
(2.7) χ(OSn)− χ(OS0) = −
∑
0≤i<n
(l2i − li)/2.
(2.8) K2Si+1 = K
2
Si − 2(li − 1)2.
Definition 2.16 Given a flat double cover f0 : S0 → Y0 as above, and assume
g : Sn → S0 is the canonical resolution defined as above. Let y be a closed point
of the branch divisor B, then there is a unique s ∈ S0 lying above y, we define
ξy := dimk R
1g∗(OSn)s. It is well known that if g′ : S˜ → S0 is another resolution
of singularities, then ξy = dimk(R
1g′∗OS˜)s.
Keep the notations we introduced for the canonical resolution, then by formula
(2.5) we can compute ξy:
(2.9) ξy :=
∑
i≤n−1
δi(y)(l
2
i − li)/2,
where
δi(y) =
{
1, if yi is mapped to y by Yi → Y ,
0, otherwise.
By definition, in case Y is projective, we have :
(2.10) χ(OS0)− χ(OSn) = χ(R1g∗OSn) =
∑
y∈B
ξy.
Definition 2.17 (1) A point y ∈ B as above is called a negligible singularity
of the first kind, if B is locally the union of two nonsingular divisors.
(2) A point y ∈ B as above is called a negligible singularity of the second kind,
if B is locally the union of three nonsingular divisors such that at least two
of them meet properly at y.
It is evident from (2.9) both kinds of negligible singularities has ξy = 0. So we
are allowed to neglect them in the computation of χ(OXn).
Finally we have another application of Proposition 2.14.
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Definition 2.18 In this paper we call a projective curve E over a field K is hy-
perelliptic (resp. quasi-hyperelliptic) if it is geometrically integral and admits a flat
double cover over P1K (resp. a smooth plane conic).
Proposition 2.19. Let E be a normal projective geometrically rational curve (see
Definition 2.7) over a field K of characteristic p 6= 2. If E is quasi-hyperelliptic,
then pa(E) = (p
i + pj − 2)/2 for some non-negative integer i, j.
Proof. We can extend K to its separable closure and suppose that K is separably
closed. We have a flat double cover E → P1K with reduced branch divisor B (E
is normal). Write B = b1 + ... + bn. Let di := [k(bi) : K], this is a power of
p. The flat double cover EK¯ → P1K¯ has its branch divisor BK¯ supported in n
points, with multiplicities powers of p. By Proposition 2.14, the normalisation of
EK¯ is a flat double cover of P
1
K¯
branched at n points. This normalisation being a
smooth rational curve, we find n = 2 by Corollary 2.12(2). So deg(B) = d1 + d2
is of the form pi + pj and pa(E) = deg(B)/2 − 1 is of form (pi + pj − 2)/2 by
Corollary 2.12(2). 
2.3. On a Bertini type theorem. Let S be a proper scheme over a field k, and
let L = OS(D) be an invertible sheaf on S. By |D| we denote the set of the effective
divisors linearly equivalent to D. Let H0(S,OS(D))∨ be the dual of the k-vector
space H0(S,OS(D)). We have a bijection
(H0(S,OS(D)) \ {0})/k∗ = P(H0(S,OS(D))∨)(k)→ |D|
which maps s ∈ H0(S,OS(D)) \ {0} to D + div(s).
A sub-linear system V of |D| is, by definition, the set of D + div(s), s ∈
V˜ \{0}, where V˜ is a linear subspace ofH0(S,OS(D)), we call this linear system the
associated linear system of V . The above bijection establishes a bijection between
V and the rational points P(V˜ ∨)(k).
Let f : X → C be a flat fibration between proper integral varieties over an
infinite field k. Let K be the function field of C, and let Xη/K denote the generic
fibre of f . Let L = OX(D) be an invertible sheaf on X , and let V ⊆ |D| be
a sub-linear system. Denote by Dη the restriction of D to Xη and by VK the
sub-linear system of |Dη| generated by the effective divisors D′η, D′ ∈ |D|. The
vector space V˜K associated to VK is exactly K(i(V˜ )) ⊆ H0(Xη,OXη (Dη)), where
i : H0(X,OX(D)) →֒ H0(Xη,OXη (Dη)) is the canonical restriction map.
Lemma 2.20. Consider the map
r : V = P(V˜ ∨)(k)→ VK = P((V˜K)∨)(K)
defined by D′ 7→ D′η. Then r is continuous for the Zariski topology. Moreover, for
any Zariski non-empty open subset U of VK , r
−1(U) is a non-empty Zariski open
subset of V .
Proof. Let (V˜K)
∨ →֒ V˜ ∨⊗kK be the dual map of the surjective map V˜ ⊗kK → V˜K .
It induces a dominant rational map P(V˜ ∨ ⊗k K) 99K P((V˜K)∨). Let Ω be the
domain of definition of this rational map. Then we see easily that the canonical
map P(V˜ ∨)(k)→ P(V˜ ∨)(K) is continuous for the Zariski topology, has image in Ω
and the composition P(V˜ ∨)(k)→ P(V˜K
∨
)(K) is equal to r.
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So r is continuous for the Zariski topology. In particular r−1(U) is open. As k
and K are infinite, it is well known that P(V˜ ∨)(k) →֒ P(V˜ ∨⊗kK)(K) = P(V˜ ∨)(K)
has dense image, and the latter is dense in P(V˜ ∨⊗kK). So r−1(U) is non-empty. 
We say that a general member of V has a certain property (P) if there is a
non-empty (Zariski) open subset of P(V˜ )(k) such that each member in this subset
satisfies the property (P). This lemma then shows that if a general member of VK
has property (P), so does D′η := D|η, where D′ ∈ V is a general member.
Corollary 2.21. Assume f : X → C is a fibration from a smooth proper surface
to a smooth curve over an algebraically closed field, if the generic fibre Xη/K(C)
is geometrically integral and V is a fix part free linear system on X, let D ∈ V be a
general member, then its horizontal part Dh is reduced and separable over C if the
morphism φ : Xη → P(V˜K) defined by VK is separable.
Proof. Note that Dh is reduced and separable over C if and only if Dη is e´tale over
K. By Lemma 2.20, it then suffices to prove that a general member of VK is e´tale
over K. As V is free of fix part, so is VK . Therefore a general member of VK equals
to
φ∗(a general hyperplane in P(V˜K)).
Now since φ(Xη) is geometrically integral (hence only have finitely many non-
smooth points overK) and φ is separable (hence e´tale outside finitely many points),
a general member of VK will evidently be e´tale over K. 
Remark 2.22 Let V,D be as above,
(1) if p ∤ D · F (F is a fibre of X/C), then φ is automatically separable.
(2) if V is not composed with pencils, then D is furthermore irreducible by [15]
Theorem 6.11.
2.4. Some other supplementaries.
2.4.1. Let k be an algebraically closed field of characteristic p, and φ : D → C
be a separable morphism between two smooth curves over k. Assume d ∈ D is a
closed point and c := φ(d). Choose an arbitrary uniformizer s ∈ Oc,C of c.
Definition 2.23 We define the ramification index of φ at d to be the number
Rd(φ) := dimk(ΩD/C)d.
And we define the type of ramification at d to be a set Λd(φ) of numbers as
below.
(1) If φ is wildly ramified at d, Λd(φ) := {v(s), Rd(φ)}, where v is the nor-
malised valuation at d. Note here that v(s) is independent on the choice of
s and p | v(s) by assumption, we also define jd(φ) := v(s)/p.
(2) If φ is tamely ramified at d, Λd(φ) := {Rd(φ)}. Note that in this case
p ∤ v(s) = Rd(φ) + 1. 
When no confusion can occur, we shall use Rd and Λd instead of Rd(φ) and
Λd(φ).
Remark 2.24 By abuse of language we can also talk about the ramification in-
dex and ramification type of a certain kind of function as below. Suppose s ∈
Od,D\Opd,D is an element in the maximal ideal of Od,D, then we can define a sepa-
rable local morphism (still denoted by s) s : Spec(Od,D)→ Spec(k[x])(x) mapping
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x 7→ s. By mixing the function s and the associated morphism s we are allowed to
talk about its ramification index Rd(s) and ramification type Λd(s).
From our definition of ramification index, we have Hurwitz’s formula:
Proposition 2.25 (see, [19] Theorem 4.16 and Remark 4.17). Suppose φ : D → E
is a separable morphism between smooth projective curves. Then
(2.11) 2 degφ(g(E)− 1) +
∑
d
Rd(φ) = 2g(D)− 2.

2.4.2. Finally, to close this section, we shall recall the following variation of Clif-
ford’s theorem.
Lemma 2.26 ([3], Lemme 1.3). Let C be a smooth projective curve of genus q :=
g(C), and let D ≥ 0 be an effective divisor, then either
(1) degD > 2(q − 1), and degD = h0(OC(D)) + q − 1; or
(2) 2(h0(OC(D)) − 1) ≤ degD ≤ 2(q − 1). In particular this time we have
h0(OC(D)) ≤ q.
3. Examples
In this section we will present some examples of surfaces of general type with
negative c2 and calculate some of their numerical invariants.
3.1. Examples of M. Raynaud. Let us briefly recall the examples of M. Raynaud
[22].
Let k be an algebraically closed field of characteristic p > 2, and assume C is
a smooth projective curve of genus q ≥ 2 such that there is an f ∈ K(C) satisfying
(df) = pD for some divisor D. Let L = OC(D), l = degD andM be any invertible
sheaf on C such thatM⊗2 ≃ L. We havem := degM = l/2 and 2q−2 = pl = 2pm.
By [22] Proposition 1, we can find a rank 2 locally free sheaf E and its associated
ruled surface ρ : Z := P(E)→ C such that
(1) det(E) ≃ L, in particular O(1)2 = l;
(2) there is a section Σ1 ∈ |O(1)|;
(3) there is a multi-section Σ2 such that the canonical morphism ρ : Σ2 → C
is isomorphic to the Frobenius morphism.
(4) Σ1 ∩ Σ2 = ∅,
(5) OZ(Σ2) = O(p) ⊗ ρ∗(L⊗−p).
Let Σ := Σ1 +Σ2, then Σ is a nonsingular divisor of Z, and
OZ(Σ) = O(p+ 1)⊗ ρ∗(L⊗−p) = (O(p+ 1
2
)⊗ ρ∗(M⊗−p))⊗2,
hence the data {O(p+12 )⊗ρ∗(M⊗−p),Σ ∈ |(O(p+12 )⊗ρ∗(M⊗−p))⊗2|} defines a flat
double cover π : S → Z by Construction 2.10.
Proposition 3.1. We have
(1) KZ = O(−2)× (ρ∗L⊗p+1), and KS = π∗(O(p−32 )⊗ ρ∗M⊗p+2);
(2) χ(OS) = (p2 − 4p− 1)l/8, K2S = (3p2 − 8p− 3)l/2, and c2(S) = −4(q− 1);
(3) S is a minimal surface of general type if p ≥ 5.
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Proof. By Proposition 2.13, S is regular.
(1) Since det E = L, ΩC/k ≃ L⊗p, we immediately get
KZ = O(−2)⊗ ρ∗L⊗p+1,
then by Corollary 2.11,
ωS/Z = π
∗(O(p+ 1
2
)⊗ ρ∗M⊗−p),
hence
KS = π
∗(O(p− 3
2
)⊗ ρ∗M⊗p+2).
(2) By Corollary 2.12, we have
χ(OS) = 2χ(OZ) + Σ
2 + 2Σ ·KZ
8
=
p2 − 4p− 1
8
l,
and
K2S = π
∗(O(p− 3
2
)⊗ ρ∗M⊗p+2)2 = 2(O(p− 3
2
)⊗ ρ∗M⊗p+2)2 = 3p
2 − 8p− 3
2
l,
therefore c2(S) = 12χ(OS)−K2S = −2pl = −4(q − 1).
(3) If p ≥ 5, then any closed fibre of S → C is irreducible and has arithmetic
genus (p− 1)/2, hence S is a minimal surface of general type. 
Remark 3.2 (1) Note that the fibration S → C is uniruled. In this case
we do not have the positivity of the dualizing sheaf ωS/C (compare with
[29] § 2). We shall point out that ωS/C here is not nef. In fact ωS/C =
ωS/Z ⊗ π∗ωZ/C = π∗(O(p−32 )⊗ ρ∗M⊗2−p), however
Σ1 · (O(p− 3
2
)⊗ ρ∗M⊗2−p) = −l/2 < 0.
(2) Note that
χ(OX)
K2X
=
p2 − 4p− 1
4(3p2 − 8p− 3) .
This number is exactly our conjectural κp (Conjecture 1.4).
(3) If p = 3, Raynaud’s example is an quasi-elliptic surface, hence it is not of
general type. This is one of the reasons why we can find κ5 but not κ3.
3.2. Examples in characteristic 2, 3. First we give an example of surfaces with
negative c2 over a field k of characteristic 3. Choose m = 3
n − 1 points, say
t1, ..., tm on A
1
k = P
1
k\{∞}, and we can construct a cyclic cover C → P1k of degree
m such that the branch locus equals to B :=
∑
i
ti canonically as we did before
for flat double covers (see Construction 2.10). In particular by Hurwitz’s formula,
q − 1 := g(C)− 1 = (3n − 1)(3n − 4)/2
Let Y := P1C , p1 : Y → C, and p2 : Y → P1k be the canonical projections.
Let Π1 be the divisor C ×k {∞}, and Π2 be the divisor which is the image of
C
Fn×h−→ C×kP1k = Y , here Fn is the n-th Frobenius morphism. Then Π := Π1+Π2
is an even divisor (i.e., Π = 2D for some divisor D), in particular we can define a
flat double cover π : S′ → Y whose branch locus equals to Π.
Proposition 3.3. Let S be the minimal model of S′, when n ≥ 2, S is of general
type and c2(S) ≤ −4(q − 1) + 3m.
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Sketch of the proof. We consider the canonical resolution of S. We have Π1 and Π2
intersect properly, and the singularities of Π2 are the pre-images of B. Blowing up
these points(2m points in total), we get the desingularization of Π. Consequently
we get a desingularization S1 → S′. It is clearly S1 → C has 2m non-irreducible
fibres (each has 2 components), therefore we have
c2(S) ≤ c2(S1) = −4(q − 1) + 3m
by Grothendieck-Ogg-Shafarevich formula (see formula (4.2) below). 
Remark 3.4 When n→ +∞, we see that c2(S)/(q − 1)→ −4.
We mention that in characteristic 2 there are also surfaces of general type with
negative c2. One example is [18], Theorem 7.1, where c
2
1 = 14, χ = 1 and c2 = −2.
4. Surfaces of general type with negative c2
Let k be any algebraically closed field of characteristic p > 0, and let X be a
minimal surface of general type with negative c2(X). We first recall a theorem of
N. Shepherd-Barron on the structure of the Albanese morphism of X .
Theorem 4.1 ([27] Theorem 6). The Albanese morphism of X factors through a
fibration f : X → C such that:
(1) C is a nonsingular projective curve of genus q := g(C) ≥ 2, f∗OX ≃ OC ,
and AlbX ≃ AlbC.
(2) The geometric generic fibre of f is an integral singular rational curve with
unibranch singularities only.
We then introduce the following notation according to this theorem:
a) K := K(C) (resp. K; η; η) is the function field of C (resp. a fixed algebraic
closure of K; the generic point of C; a fixed geometric generic point of C);
b) F : a general fibre of f ;
c) g := pa(F ) is the arithmetic genus of any fibre of f ;
d) pg := h
2(X,OX) is the geometric genus of X .
e) q(X) := h1(X,OX) is the irregularity of X . Since AlbX ≃ AlbC , we have the
following inequality due to Igusa [13],
(4.1) q(X) ≥ dimAlbX = dimAlbC = q;
f) Denote by Z the fixed part of |KX |, Zh the horizontal part of Z and Z0 :=
(Zh)red;
g) Let f∗(ΩC/k)(∆) be the saturation of the injection f
∗ΩC/k → ΩX/k. Define
N := f∗KC +∆ to be the divisor class of f
∗(ΩC/k)(∆). It is well known that ∆
is supported on the non-smooth locus of f , in particular each prime horizontal
component of ∆ is inseparable over C.
h) For any effective divisor D on X , we will use both Dη and D|Xη to denote its
restriction to the generic fibre of f and we use Dh, Dv to denote its horizontal
and vertical part.
If let S := Xη/K, then by our construction we have O∆η ≃ A := (ΩXη/K)tor and
OX(∆)|Xη ≃ detA. Therefore Corollary 2.8 implies the following lemma.
Lemma 4.2. We have
(1) (p− 1) | 2g;
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(2) if g < (p2 − 1)/2, then degK(∆η) = 2pg/(p − 1); In particular, if g =
(p− 1)/2, then ∆h is integral.
From Noether’s formula (1.1), to bound κp from below, we only have to bound
λ(X) := K2X/(q − 1) and γ(X) := c2(X)/(q − 1). One lower bound of γ(X) comes
out naturally once we apply Grothendieck-Ogg-Shafarevich formula ([10], Expose´
X) to X to obtain the following formula:
(4.2) c2(X) = −4(q − 1) +
∑
c∈|C|
(b2(Xc)− 1) ≥ −4(q − 1).
Here we note that H1e´t(Xη,Ql) = 0, as Xη is a rational curve with unibranch
singularities only, hence the Swan conductor and b1(Xc) both vanish. By the way,
this formula also shows that X is supersingular in the sense of Shioda.
Proposition 4.3. The surface X is supersingular in the sense that b2(X) = ̺(X),
here ̺(X) is the Picard number of X.
Proof. Using the fibration f : X → C we have
̺(X) ≥ 2 +
∑
c∈|C|
(♯{irreducible components of Xc} − 1) = 2 +
∑
c∈|C|
(b2(Xc)− 1).
Conversely since b1(X) = 2q and c2(X) = 2− 2b1 + b2, we get
b2 = 2 +
∑
c∈|C|
(b2(Xc)− 1) ≤ ̺(X)
from the (4.2). Hence b2 = ̺(X) and X is supersingular. 
Remark 4.4 Since X is dominated by a ruled surface, Proposition 4.3 can also be
derived from Lemma of [28] §2.
It remains to find lower bounds of λ(X) = K2X/(q− 1). Note that pulling back
by an e´tale cover of C, λ(X) is invariant while q− 1 and K2X are multiplied by the
degree of the cover, thus we can assume
q ≫ λ(X) > 0, K2X ≫ 0.
We shall first go through N. Shepherd-Barron’s method in [27] quickly, based on
which we will give an improvement.
Lemma 4.5. Assume H is a reduced horizontal divisor on X such that any of its
irreducible component is separable over C, then we have:
N ·H ≤ (H +KX) ·H.
Proof. We consider the morphism OX(N)|H → ωH/k given by the composition
OX(N)|H = f∗(ΩC/k)(∆)|H → ΩX/k|H → ΩH/k → ωH/k. We show that under our
assumption this morphism is injective. Taking the degrees in OX(N)|H →֒ ωH/k
will then imply that N ·H ≤ deg(ωH/k) = (KX +H) ·H .
Let ξi ∈ Xη be the generic point of an irreducible component Hi of H . Then
ξi belongs to the smooth locus of Xη/K, so (OX(N)|H)ξi → ωH/k,ξi coincides with
(f∗ΩC/k)ξi → ΩH/k,ξi and the latter is injective because Hi → C is separable. So
the kernel of OX(N)|H → ωH/k is a skyscraper sheaf. As OX(N) is an invertible
sheaf and H has no embedded points (it is locally complete intersection), the kernel
is trivial and OX(N)|H → ωH/k is injective. 
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Corollary 4.6. If the complete linear system |H | is free of fixed part and defines
a separable generically finite map, then N ·H ≤ (H +KX) ·H.
Proof. It suffices to show that a general member of |H | is integral and separable
over C, but this follows immediately from Corollary 2.21. 
With the help of [26] Theorems 24, 25, 27 and under our assumption q ≫
λ(X) > 0,K2X ≫ 0, we then see that the linear systems
(1) |2KX |, for p > 2, g > 2;
(2) |3KX |, for p = 2, g > 2;
are base point free and define birational morphisms. Applying Lemma 4.5 to the
above linear systems, we then obtain:
Corollary 4.7. (1) If p ≥ 3, g ≥ 3, then
(4.3) 4(g − 1)(q − 1) +KX ·∆h ≤ 3K2X .
(2) If p = 2, g ≥ 3, then
(4.4) 4(g − 1)(q − 1) +KX ·∆h ≤ 4K2X .
From these inequalities, we immediately get that
Corollary 4.8 (N. Shepherd-Barron). (1) If p ≥ 3, g ≥ 3, then K2X > 4(g −
1)(q − 1)/3;
(2) If p = 2, g ≥ 3, then K2X > (q − 1)(q − 1).
We now begin to improve this estimation of λ = K2X/(q− 1) by considering its
canonical system |KX |.
Lemma 4.9. We have pg > 2(q − 1)/3.
Proof. We have
pg − 1 = χ(OX)− 1 + (q(X)− 1)
≥ K
2
X − 4(q − 1)
12
− 1 + (q − 1)
=
K2X + 8(q − 1)− 12
12
,
(4.5)
hence pg > 2(q − 1)/3. 
Lemma 4.10. If |KX | is composed with a pencil, then |KX | = Z + f∗|M |, where
M is a divisor on C such that h0(C,M) = pg, and
K2X ≥ min{4(pg − 1)(g − 1), 2(pg + q − 1)(g − 1)}.
Proof. Assume |KX | is composed with a pencil. If the pencil is not C, thenKX ∼alg
Z + aV , with a ≥ pg − 1 and V is an integral divisor dominating C. So by [8]
Proposition 1.3, we have either
K2X ≥ 2a(pa(V )− 1) ≥ 2(pg − 1)(q − 1) > λ(X)(q − 1) = K2X ,
or
K2X ≥ a2 ≥ (2(q − 1)/3− 1)2 > λ(X)(q − 1) = K2X ,
a contradiction. Here we have used our assumption q− 1≫ λ(X) and Lemma 4.9.
So the pencil is C, therefore |KX | = Z+ f∗|M | and h0(C,M) = pg. The inequality
K2X ≥ KX · f∗M = (2g − 2) degM ≥ min{4(pg − 1)(g − 1), 2(pg + q − 1)(g − 1)}
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follows from Lemma 2.26. 
Theorem 4.11. If p ≥ 7, then there is a positive number ǫ (depending on p only)
such that K2X ≥ (p− 3 + ǫ)(q − 1).
Proof. Since (p−1) | 2g, we have either g ≥ (p−1) or g = (p−1)/2. When g ≥ p−1,
it follows from Corollary 4.8 that K2X > 4(g − 1)(q − 1)/3 ≥ 4(p− 2)(q − 1)/3.
Assume g = (p − 1)/2. If |KX | is composed with a pencil, then K2X ≥
min{2(pg − 1)(p − 3), (pg + q − 1)(p − 3)} > (p − 3 + ǫ)(q − 1) for some ǫ > 0 by
Lemma 4.9 and 4.10. Now we assume |KX | is not composed with pencils. Choose
a general member D′ ∈ |KX − Z|. Since D′ · F ≤ KX · F = 2g − 2 = p − 3 < p,
D′ is integral and separable over C by Lemma 2.21 and its remark. Note that Z0
is also separable over C, we can apply Lemma 4.5 to H = D′ + Z0 to obtain
(KX +H) ·H ≥ H ·N.
Let Zh =
∑
i
riEi, and G =
∑
i
(ri − 1)Ei, then Z0 = Zh −G =
∑
i
Ei, so we have
H ·N =H · f∗KC +H ·∆
=2(p− 3)(q − 1)− 2
∑
i
(ri − 1)(q − 1) degK(Ei)η +H ·∆
≥2(p− 3)(q − 1)− 2
∑
i
(ri − 1)(q − 1) degK(Ei)η +H ·∆h.
On the other hand
(KX +H) ·H = 2K2X − 2KX · (G+ Zv)−H · (G+ Zv)
≤ 2K2X − 2KX ·G−
∑
i
(ri − 1)E2i
= 2K2X −
∑
i
2(ri − 1)(pa(Ei)− 1)−KX ·G
≤ 2K2X − 2
∑
i
(ri − 1)(q − 1) degK(Ei)η −KX ·G.
Here we note that since Ei is separable over C, 2pa(Ei)− 2 ≥ 2 degK(Ei)η(q − 1).
Combining the two inequalities we get
(4.6) K2X ≥ (p− 3)(q − 1) +H ·∆h/2 +KX ·G/2.
If G 6= 0, then KX ·G/(q−1) will be bounded from below by a positive number
depending only on p (see Lemma 4.12 below), so by (4.6) K2X/(q − 1)− p+ 3 will
be bounded from below by a positive number ǫ depending on p.
Now we only have to deal with the case where G = 0. By construction, we
have F · ((p− 3)∆h − pH) = 0, hence by Hodge Index Theorem we have
((p− 3)∆h − pH)2 ≤ 0,
or
(p− 3)∆2h/2p+ pH2/2(p− 3) ≤ ∆h ·H.
Note that this time H is a horizontal part of an element in |KX |, hence K2X ≥ H2,
so from
(3p− 12)K2X/2(p− 3) + pH2/2(p− 3) ≥ K2X +H2 ≥ (KX +H) ·H
≥ N ·H ≥ 2(p− 3)(q − 1) +H ·∆h
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we see that
(3p− 12)K2X/2(p− 3) ≥ 2(p− 3)(q − 1) + (p− 3)∆2h/2p.
Combining with (4.3) and the fact KX · ∆h + ∆2h = 2pa(∆h) − 2 ≥ 2(q − 1), we
have
(
3(p− 3)
2p
+
3p− 12
2(p− 3))K
2
X ≥ (
p− 3
p
+ 2(p− 3) + (p− 3)
2
p
)(q − 1),
or
K2X ≥
6p2 − 22p+ 12
6p2 − 30p+ 27(p− 3)(q − 1) > (p− 3 + ǫ)(q − 1).

Lemma 4.12. Let B be an horizontal prime divisor with r := [K(B) ∩Ksep : K],
then KX · B +B2 ≥ 2r(q − 1). In particular
KX · B ≥
√
2r(q − 1)K2X + (K2X)2/4−K2X/2 = (
√
λ2 + 8rλ− λ)(q − 1)/2,
here λ = λ(X).
Proof. It is well known that 2(pa(B)−1) ≥ 2(pa(B′)−1) ≥ 2r(pa(C)−1), where B′
is the normalisation of B (see [19], pp 289-291). So KX ·B +B2 = 2(pa(B)− 1) ≥
2r(q − 1).
(i) If B2 ≤ 0, clearly KX ·B ≥ 2r(q−1) >
√
2r(q − 1)K2X + (K2X)2/4−K2X/2;
(ii) If B2 > 0, B is nef and (KX ·B)2 ≥ B2K2X , hence
(KX · B)2/K2X + (KX · B)2 ≥ 2r(q − 1),
so KX ·B >
√
2r(q − 1)K2X + (K2X)2/4−K2X/2. 
Corollary 4.13. If p ≥ 7, then κp > (p− 7)/12(p− 3).
Next we apply this method to the cases p = 3, 5.
4.1. Case p = 5. The case p = 5 is very special in that we can indeed find out
κ5 = 1/32. The main reason is that the smallest possible value of g is (p−1)/2 = 2,
in which case Xη will automatically be hyperelliptic. We carry out a calculation of
χ(OX) in the hyperelliptic case in the next section, which provides a more precise
lower bound of χ(OX)/(q− 1), and consequently gives the precise value of κp when
g = 2. In this subsection we aim to deal with the cases g > 2 and show that
χ/c21 ≥ 1/32 also holds in these situations, this result combining with the result in
the next section (Theorem 5.7) will then imply κ5 = 1/32 (Corollary 5.9).
Notice that following Noether’s formula and (4.2), in order to prove χ/c21 ≥
1/32 it suffices to show K2X ≥ 32(q − 1)/5. When g ≥ 6, this inequality follows
immediately from Corollary 4.3. So we are left to deal with the case g = 4. So we
assume g = 4 in the sequel of this subsection.
Let
i : H0(X,KX) →֒ H0(Xη,KX |Xη ) ≃ H0(Xη, ωXη/K)
be the canonical restriction map, V := |KX |, and VK be its restriction i.e. VK ⊂
|ωXη/K | is the sub-linear system associated to the K-subspace spanned by Im(i)
(see Subsection 2.3).
Lemma 4.14. If |KX | is not composed with a pencil, and D′ ∈ |KX − Z| is a
general member, then either
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(1) D′ is integral and separable over C; or
(2) Zh is a section of f , and D
′2 ≥ 5(pg − 2).
Proof. We consider the morphism φ : Xη → Pr−1K defined by VK , here r is the
dimension of the K-subspace spanned by Im(i) (note that r = 1 will imply |KX | is
composed with pencils). Note that by construction, we have a formula
degφdeg(φ(Xη)) + degK Zη = degK ωXη/K = 6.
(1) If φ is separable, then D′ is integral and separable over C by Lemma 2.21
and its remark.
(2) If φ is not separable, then degφ = 5, Zη is therefore a rational point,
hence Zh must be a section. On the other side since we have deg(φ)| deg(φ|KX−Z|),
here φ|KX−Z| is the canonical map of X , then deg(φ|KX−Z|) ≥ 5 and hence D′2 ≥
5(pg − 2) by [8], Proposition 1.3(ii). 
Theorem 4.15. Under the hypothesis g = 4, K2X ≥ 32(q − 1)/5.
Proof. (1) If |KX | is composed with a pencil, then |KX | = Z+f∗|M |, and degM =
pg + q − 1 > 2(q − 1) by Lemma 4.10 (Note that χ(OX) > 1 and hence pg > q by
Lemma 4.3 and assumption q ≫ 0). So we have
K2X ≥ KX · f∗M = 6degM = 6(pg + q − 1) > 12(q − 1).
(2) Suppose |KX | is not composed with a pencil and a general member D′ ∈
|KX − Z| is integral and separable over C. Then D′ + Z0 is the sum of reduced
divisors separable over C. We can apply Lemma 4.5 to the divisor H := D′ + Z0.
Assume Zh =
∑
i
riZi, and let G := Zh−Z0 =
∑
i
(ri− 1)Zi, then in the similar way
for inequality (4.6), we can obtain
2K2X ≥ 12(q − 1) +
∑
i
(ri − 1)KX · Zi +H ·∆h.
Note that H · ∆h ≥ 0 as no component of Z0 could be inseparable over C. In
particular K2X/(q − 1) ≥ 6 and consequently
KX · Zi > (
√
21− 3)(q − 1) > 3(q − 1)/2
by Lemma 4.12. So if K2X ≤ 32(q − 1)/5, we must have ri = 1 for all i, namely
G = 0. Then a similar trick as we did to deal with the case G = 0 in the proof of
Theorem 4.11 will implies K2X > 32(q − 1)/5, contradiction.
(3) Suppose |KX | is not composed with a pencil, Zh is a section and D′2 ≥
5(pg − 2). Then
(4.7) K2X ≥ D′2 +KX · Zh ≥ 5(pg − 2) +KX · Zh.
In particular,
K2X ≥ 5(pg − 2) ≥ 5(K2X + 8(q − 1)− 24)/12,
hence
K2X ≥ (40(q − 1)− 120)/7 ≥ 39(q − 1)/7,
as q ≫ 0 by assumption. Combining this with Lemma 4.12 we obtain
KX · Zh ≥ (
√
3705− 39)(q − 1)/14 ≥ 3(q − 1)/2.
Returning back to (4.7) and using (4.5) again, we have
K2X ≥ 5(K2X + 8(q − 1)− 24)/12 + 3(q − 1)/2,
20 YI GU
which implies K2X > 32(q − 1)/5 as q ≫ 0 by assumption.
Lemma 4.14 shows that the three cases above are exhaustive. 
Corollary 4.16. If g ≥ 4, then χ/c21 ≥ 1/32.
4.2. Case p = 3. As another application of our method, we show κ3 > 0 in this
subsection. It suffices to prove that there is some positive number ǫ0 independent
on X such that K2X ≥ (4+ ǫ0)(q−1) holds. Following Corollary 4.8, this inequality
holds automatically if g ≥ 4. So we divide our discussions into cases g = 2 and 3.
4.2.1. Case g = 3.
Lemma 4.17. One of the following properties is true:
(1) |KX | is composed with a pencil.
(2) |KX | is not composed with a pencil, Zh is reduced and a general member
D′ ∈ |KX − Z| is integral and separable over C;
(3) Zh is a section and (KX − Z)2 ≥ 3(pg − 2).
Proof. Assume |KX | is not composed with a pencil. Let V = |KX | and VK be
its restriction to the generic fibre. Then B := Zη is the fixed part of VK . Let
φ : Xη → Pr−1K . Note that as in case p = 5, we have a formula
degφdeg(φ(Xη)) + degK B = degK ωXη/K = 4.
Hence if degK B ≥ 2, we must have either deg φ = 2, deg(φ(Xη)) = 1 or degφ =
1, deg(φ(Xη)) = 2. This first case implies that Xη is quasi-elliptic, contradiction to
Lemma 2.19, the second implies φ(Xη) is a plane conic, which is indeed smooth since
it is geometrically integral, and Xη is birational to this plane conic, contradiction.
So degK B ≤ 1, hence Zh is reduced.
If φ is separable, then a general member D′ ∈ |KX − Z| is as stated in part
(2) of our lemma by Lemma 2.21.
If φ is inseparable, then degφ = 3, degB = 1. So Zh is a section. Note that
in this case the canonical map φ|KX | = φ|KX−Z| of X is also inseparable, hence its
degree is at least 3, therefore (KX − Z)2 ≥ 3(pg − 2) by [8] Proposition 1.3. 
Theorem 4.18. There is some positive constant ǫ0 independent on X such that
K2X > (4 + ǫ0)(q − 1).
Proof. There are only three possibilities as below by the previous lemma.
(1). The canonical system |KX | is composed with a pencil. Then it follows
from Lemma 4.10
K2X ≥ 4min{2pg − 2, pg + q − 1}.
Combing this inequality with (4.5), we have either
A) K2X ≥ 2(K2X + 8(q − 1)− 12)/3; or
B) K2X ≥ (K2X + 20(q − 1))3.
Both conditions imply that K2X ≥ (4 + ǫ0)(q − 1) for some constant ǫ0 > 0 inde-
pendent on X as q ≫ 0.
(2). The canonical system |KX | is not composed with a pencil, Zh is reduced
and a general member D′ ∈ |KX − Z| is integral and separable over C. So D =
D′ + Z ∈ |KX | and D′ + Zh = Dh. We can then apply Lemma 4.5 to H = Dh,
hence
2K2X ≥ (KX +Dh) ·Dh ≥ N ·Dh ≥ 8(q − 1) +Dh ·Π,
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here Π is any prime component of ∆h. A similar trick as we did to deal with the
case G = 0 in the proof of Theorem 4.11 now gives K2X ≥ (4 + ǫ0)(q − 1) for some
constant ǫ0 > 0 independent on X .
(3). The canonical system |KX | is not composed with a pencil, Zh is a section
and (KX − Z)2 ≥ 3(pg − 2). Then we have
K2X ≥ (KX − Z)2 +KX · Zh ≥ 3(pg − 2) +KX · Zh.
Note that (4.3) implies K2X ≥ 8(q− 1)/3 and hence Lemma 4.12 implies KX ·Zh >
4(q − 1)/3, so we get
K2X ≥ 3(pg − 2) + 4(q − 1)/3.
After combining with (4.5) and an easy computation, this inequality will soon imply
K2X ≥ (4 + ǫ0)(q − 1) for some constant ǫ0 > 0 independent on X . 
4.2.2. Case g = 2.
Lemma 4.19. If g = 2, then ∆h is reduced and degK(∆η) = 6.
Proof. The canonical morphism of Xη/K here is automatically a flat double cover
of P(H0(Xη, ωXη/K)). Let B ⊆ P(H0(Xη, ωXη/K)) be the branch divisor associ-
ated to this double cover, then degB = 6 by Corollary 2.12. Note that Xη/K
is geometrically rational, so degK̂(BK̂)red = 2. Hence B is either an inseparable
point of degree 6, or the sum of two inseparable points of degree 3. Now since ∆η
dominates B and has the same degree over K, ∆η must be reduced. 
Lemma 4.20. The bi-canonical system |2KX | is base point free and a general
member of |2KX | is integral and separable over C.
Proof. First by [26], Theorem 25 and our assumption K2X ≫ 0, we see that |2KX |
is free of base points. Everything then follows from Lemma 2.21 and its remark 
From this lemma, we shall apply Lemma 4.5 to H = 2KX , hence
(4.8) 3K2X ≥ 4(q − 1) +KX ·∆h.
Lemma 4.21. Either
(1) |KX | is composed with a pencil; or
(2) |KX | is not composed with a pencil, Z is vertical, and a general member
D ∈ |KX − Z| is an integral horizontal divisor such that D2 ≥ 2(pg − 2).
Proof. Suppose |KX | is not composed with a pencil. Let V := |KX − Z|, since V
has horizontal part so 1 < F · (KX −Z) ≤ F ·KX = 2, hence Z is vertical. It then
follows from Lemma 2.21 and its remark that a general member D ∈ V is integral
and separable over C. Finally [8] Proposition 1.3 show that D2 ≥ 2(pg − 2) as the
canonical map has degree at least 2 in this case. 
Theorem 4.22. We have K2X > (4 + ǫ0)(q − 1) for some positive constant ǫ0
independent on X.
Proof. (1) If |KX | is composed with a pencil, then |KX | = Z+f∗|M |, and degM ≥
min{2pg − 2, pg + q− 1} (Lemma 4.10). Note in this case that the components ∆h
is different from any component of Z for sake of degree over C, so
KX ·∆ ≥ KX ·∆h = Z ·∆h + 6degM ≥ 6 degM.
Hence (4.8) shows that
3K2X ≥ 4(q − 1) + 6 degM.
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After combining this with (4.5) and an easy computation we obtain
K2X ≥ (4 + ǫ0)(q − 1).
(2) Suppose |KX | is not composed with a pencil. Let D ∈ |KX − Z| be a
general member. By Lemma 4.5, we have
(4.9) (KX +D) ·D ≥ N ·D ≥ 4(q − 1) +D ·∆.
Since by construction (3D −∆h) · F = 0, we have (3D −∆h)2 ≤ 0, i.e.
D ·∆h ≥ 3D2/2 + ∆2h/6.
Combining this with(4.9) and Lemma 4.21 we see that
K2X ≥ (KX +D) ·D −D2 ≥ 4(q − 1) +D ·∆h −D2
≥ 4(q − 1) +D2/2 + ∆2h/6 ≥ 4(q − 1) + pg − 2 + ∆2h/6.
Combining with (4.8) and (4.5), we obtain
3K2X/2 = (3K
2
X)/6 +K
2
X
≥ (4 + 4/6)(q − 1) + pg − 2 + (∆2h +KX ·∆h)/6
≥ 16(q − 1)/3 + pg − 2
≥ 16(q − 1)/3 + (K2X + 8(q − 1))/12− 2.
Hence K2X ≥ 72(q − 1)/17− 24/17 ≥ (4 + ǫ0)(q − 1) as q ≫ 0. 
Corollary 4.23. We have κ3 > 0.
To close this section, we mention that if combine all the theorems proven in
this section, we get a proof of Theorem 1.3 except for the last statement κ5 = 1/32.
5. Case of hyperelliptic Fibration
We keep the notations of Section 4 a)-h). In this section, we calculate χ(OX)
directly under the assumption p ≥ 5, g = (p − 1)/2 and Xη is quasi-hyperelliptic.
Our calculation will show that our conjectural κp is indeed the best bound of
χ/c21 for these surfaces. It is natural to believe that those surfaces whose χ/(c
2
1)
approaches κp should appear in the case g = (p− 1)/2, the smallest possible value
of g, so somehow we have proven our conjecture for the ”hyperelliptic part”.
From now on we assume Xη is quasi-hyperelliptic and g = (p− 1)/2.
By our assumption Xη is a flat double cover of a smooth plane conic P . Let
B ⊂ P be the branch divisor of this flat double cover, then degB = p + 1 by
Corollary 2.12. Since Xη/K is normal but not geometrically normal by assumption,
B/K is reduced but not geometrically reduced (Proposition 2.13). Therefore B
contains at least one inseparable point. Consequently B is the sum of a rational
point and an inseparable point of degree p, in particular P ≃ P1K .
We then identify P with the generic fibre of p1 : Z = P
1
C → C in a way such
that the rational point contained in B is the infinity point. Here we denote by U, V
the two homogeneous coordinates of P1, and∞ is defined by V = 0. Denote by ΘK
the inseparable point contained in B, so ΘK is defined by U
p − hV p for a certain
element h ∈ K\Kp.
Let X0 be the normalisation of Z in K(X), and let Π be the branch divisor
associated to this flat double cover X0 → Z, then B = Π|P1K . Define Π1 (resp.
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Π2) to be the closure of ∞ ∈ B (resp. ΘK ∈ B) in Z and Π3 to be the remaining
vertical branch divisors.
Here by abuse of language we denote by h not only the element of K mentioned
above to define ΘK but also the unique morphism h : C → P1k that maps u = U/V
to h in function fields. Define α := deg(h) and A := h∗(∞), it is clear that
degA = α.
With some local computations we immediately obtain the next proposition on
the configuration of Π.
Proposition 5.1. We have
(1) Π1 = C ×k∞, and Π1 ∩Π2 equals to A×∞.
(2) OZ(Π2) = O(p) ⊗ OZ(p∗1A), the canonical morphism Π2 → C is a home-
omorphism, and the singularities of Π2 are exactly the pre-image of points
on C where the morphism h is ramified.
(3) OZ(Π1) = O(1), Π3 = p∗1D, for a reduced divisor D. Let d := degD, then
α+ d is even, and OZ(Π) = O(p+ 1)⊗ p∗1OC(A+D).
(4) χ(OX0 ) = (p− 3)(q − 1)/2 + (p− 1)(α+ d)/4.
Here we note that the last statement comes from Corollary 2.2.
We are going to run the canonical resolution of singularities (Definition 2.15)
to X0 → Z to obtain χ(OX). We first need to analyze the singularities of Π. From
the above proposition, non-negligible singularities of Π are all lying on Π2. Since
Π2 is homeomorphic to C via p1, we shall use following conventions: if b2 ∈ Π2 is
a singularity of Π, we divide it into one of the 4 types below according to its image
b := p1(b2) ∈ C, and use the notation ξb to denote ξb2 (see Definition 2.15 and
Definition 2.16, here the flat double cover is taken to be X0 → Z). The 4 types of
singularities are:
Type I : b /∈ (A ∪D) and b is a ramification of h. The local function of Π near b2
is up − h in Ob,C [u].
Type II : b ∈ D\A. The local function of Π near b2 is t(up − h) in Ob,C [u], where t
is a uniformizer of Ob,C .
Type III : b ∈ A\D. The local function of Π near b2 is v(vp − 1/h) in Ob,C [v]
Type IV : b ∈ (A ∩ D). The local function of Π near b2 is tv(vp − 1/h) in Ob,C [v],
where t is a uniformizer of Ob,C .
Denote
S := {b | b is of type I, II, III or IV};
T := {b | b is of type III or IV, and h is unramified or tamely ramified at b};
W := {b | b is of type III or IV, and h is wildly ramified at b}.
By (2.10),
χ(OX) = χ(OX0)−
∑
b∈S
ξb =
(p− 3)(q − 1)
2
+
(p− 1)(α+ d)
4
−
∑
b∈S
ξb.
Set
db :=
{
1, b ∈ D;
0, b /∈ D.
Then
(5.1) χ(OX) = (p− 3)(q − 1)
2
+
(p− 1)α
4
+
∑
b∈S
(
(p− 1)db
4
− ξb).
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Next we study in detail these four kinds of singularities. We will find a relation
between (p−1)db4 − ξb and Rb(h) for all b. In order to do this, we give a definition
as follows.
Definition 5.2 Suppose b ∈ C is a closed point, t ∈ Ob,C is a uniformizer, v is
the canonical discrete valuation and e ∈ tOb,C\Opb,C , we consider an arbitrary flat
double cover S0 → Y0 := Spec(Ob,C [x]) with branch divisor B0 = div(xp− e) (resp.
div(t(xp − e)), div(x(xp − e)), div(tx(xp − e))). Let Q denote the point (x, t) of
Spec(Ob,C)[x], then we define the number ξI,e (resp. ξII,e, ξIII,e, ξIV,e) to be ξQ
with respect to this flat double (see Definition 2.16).
Note that by definition we have that ξb = ξ∗,e for some e such that Λb(e) =
Λb(h) (see Definition 2.23), here ∗ is the type of b (i.e. I, II, III or IV).
Note also that if Rb(e) ≥ p (see Definition 2.23), then e = tp(λ1 + e1) for a
unique λ1 ∈ k and e1 ∈ tOb,C . In particular Rb(e1) = Rb(e)− p, and λ1 6= 0 if and
only if v(e) = p. If we blow up y0 = Q to obtain the first step of the canonical
resolution (see Definition 2.15), we can obtain a recursion relation as follows.
Lemma 5.3. (1) If Rb(e) ≥ p, then
ξI,e =
(p− 1)(p− 3)
8
+ ξII,e1 , ξII,e =
(p− 1)(p+ 1)
8
+ ξI,e1 ;(5.2)
(2) If Rb(e) ≥ p and v(e) > p, then
ξIII,e =
(p− 1)(p+ 1)
8
+ ξIII,e1 , ξIV,e =
(p− 1)(p+ 1)
8
+ ξIV,e1 .(5.3)
(3) If Rb(e) ≥ p and v(e) = p, then
ξIII,e =
(p− 1)(p+ 1)
8
+ ξI,e1 , ξIV,e =
(p− 1)(p+ 1)
8
+ ξII,e1 .(5.4)
Proof. According to the process of canonical resolution, after blowing-up we can
get the two tables (TABLE 1 & 2) below, everything then follows from the table.
We remark that it is clear outside the open subset Spec(Ob,C [x/t]), B1 could have
at worst negligible singularities. 
m0 l0 equation of B1 on equation of (l
2
0 − l0)/2
Spec(Ob,C [x/t]) singularities
I p
p− 1
2
t((x/t)p − e1) t((x/t)p − e1) (p− 1)(p− 3)
8
II p+ 1
p+ 1
2
(x/t)p − e1 (x/t)p − e1 (p− 1)(p+ 1)
8
III p+ 1
p+ 1
2
(x/t)((x/t)p − e1) (x/t)((x/t)p − e1) (p− 1)(p+ 1)
8
IV p+ 2
p+ 1
2
t(x/t)((x/t)p − e1) t(x/t)((x/t)p − e1) (p− 1)(p+ 1)
8
Table 1. table of λ1 = 0.
Lemma 5.4. (1) The number ξ∗,e depends on the ramification type Λb(e) (see
Definition 2.23) rather than e itself.
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m0 l0 equation of B1 on equation of (l
2
0 − l0)/2
Spec(Ob,C [x/t]) singularities
I p
p− 1
2
t((x/t− λ1/p1 )p − e1) t((x/t− λ1/p1 )p − e1)
(p− 1)(p− 3)
8
II p+ 1
p+ 1
2
(x/t− λ1/p1 )p − e1 (x/t− λ1/p1 )p − e1
(p− 1)(p+ 1)
8
III p+ 1
p+ 1
2
(x/t)((x/t − λ1/p1 )p − e1) (x/t− λ1/p1 )p − e1
(p− 1)(p+ 1)
8
IV p+ 2
p+ 1
2
t(x/t)((x/t − λ1/p1 )p − e1) t((x/t− λ1/p1 )p − e1)
(p− 1)(p+ 1)
8
Table 2. table of λ1 6= 0.
(2) If ∗ is I or II, then ξ∗,e depends on Rb(e) only.
Since ξ∗,e depends on the ramification type Λb(e) rather than e, we shall also
write ξ∗,Λ to denote ξ∗,e for those e with Λb(e) = Λ.
Proof. By Lemma 5.3 if Rb(e) ≥ p then ξ∗,e is determined by ξ∗,e1 and whether
λ1 = 0 or not. However it is clear that the ramification type of Λb(e) is also
determined by Λb(e1) and whether λ1 = 0 or not, so the our lemma is true if it is
true for cases Rb(e) < p, the latter is clear. 
Lemma 5.5. a) For any e, we have
(p− 1)2Rb(e)
8p
− ξI,e ≥ 0;(5.5)
(p− 1)2Rb(e)
8p
+
p− 1
4
− ξII,e ≥ 0;(5.6)
b) For any e with tame ramification, we have
(p− 1)(p+ 1)Rb(e)
8p
− ξIII,e ≥ −p− 1
4p
;(5.7)
(p− 1)(p+ 1)Rb(e)
8p
+
p− 1
4
− ξIV,e ≥ −p− 1
4p
;(5.8)
c) If e has wild ramification and Λb(e) = {pj,Rb(e)}, then
(p− 1)2Rb(e)
8p
− ξIII,e ≥ − (p− 1)j
4
;(5.9)
(p− 1)2Rb(e)
8p
+
p− 1
4
− ξIV,e ≥ − (p− 1)j
4
.(5.10)
Proof. The previous lemma reduces our statements a) and b) to Proposition 6.1
below. For c), we assume Λ(e) = {pj,Rb(e)}, then e = tpj(λ + e′), with λ 6= 0.
Hence by Lemma 5.3 we have:
(p− 1)2Rb(e)
8p
− ξIII,e = (p− 1)
2Rb(e
′)
8p
− ξI,e′ + (p− 1)
2j
8
− (p+ 1)(p− 1)j
8
= (
(p− 1)2Rb(e′)
8p
− ξI,e′)− (p− 1)j
4
≥ − (p− 1)j
4
,
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and similarly
(p− 1)2Rb(e)
8p
+
p− 1
4
− ξIV,e ≥ − (p− 1)j
4
.

Lemma 5.6. α =
∑
b∈T
(Rb(h) + 1) +
∑
b∈W
(pjb(h)).
Proof. By definition
A =
∑
b∈T
(Rb(h) + 1)b+
∑
b∈W
pjb(h)b.
Taking degree we obtain our lemma. 
Theorem 5.7. Under the assumption g = (p−1)/2 and Xη being quasi-hyperelliptic,
we have χ(OX) ≥ (p2 − 4p− 1)(q − 1)/4p.
Proof. By Equation (5.1)
χ(OX) = (p− 3)(q − 1)
2
+
(p− 1)(α+ d)
4
−
∑
b∈S
ξb.
Lemma 5.5 and Lemma 5.6 show that
(p− 1)d
4
−
∑
b∈S
ξb ≥ −
∑
b∈S
(p− 1)2Rb(h)
8p
−
∑
b∈T
(p− 1)(Rb(h) + 1)
4p
−
∑
b∈W
(p− 1)j
4
= −
∑
b∈S
(p− 1)2Rb(h)
8p
− (p− 1)α
4p
.
Hence
χ(OX) = (p− 3)(q − 1)
2
+
(p− 1)(α+ d)
4
−
∑
b∈S
ξb
≥ (p− 3)(q − 1)
2
+
(p− 1)α
4
−
∑
b∈S
(p− 1)2Rb(h)
8p
− (p− 1)α
4p
=
(p2 − 4p− 1)(q − 1)
4p
,
by Hurwitz’s formula:
(5.11) 2α+ 2(q − 1) =
∑
b∈S
Rb(h).

Corollary 5.8. Under the assumption g = (p−1)/2 and Xη being quasi-hyperelliptic,
the optimal bound of χ/c21 is (p
2 − 4p− 1)/4(3p2 − 8p− 3).
Proof. Since χ(OX) ≥ (p2 − 4p− 1)(q − 1)/4p, we see that
χ(OX)
K2X
=
χ(OX)
12χ(OX)− c2(X) ≥
χ(OX)
12χ(OX) + 4(q − 1) ≥
p2 − 4p− 1
4(3p2 − 8p− 3) .
On the other hand, Raynaud’s example in Subsection 3.1 gives examples whose
χ/c21 is equal to (p
2 − 4p− 1)/4(3p2 − 8p− 3). 
Corollary 5.9. We have κ5 = 1/32.
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Proof. When g = (p−1)/2, Xη is automatically hyperelliptic, hence the best bound
of χ/c21 is 1/32 for these surfaces. Combining this with Corollary 4.16, we obtain
κ5 = 1/32. 
6. Appendix
Assume char(k) 6= 2, a, b ∈ {0, 1}, and m,n ∈ N+ are two numbers co-prime
to each other. Let S := Spec(k[[x, y, t]](x,y,t)/(y
2 − xatb(xm − tn))) and f : S˜ → S
be an arbitrary desingularization, we define ξ(a, b,m, n) := dimk R
1f∗OS˜ .
Proposition 6.1. If 2 ∤ m, then
ξ(a, b,m, n) ≤ (m− 1)
2(n− 1)
8m
+
(m− 1)n
4m
a+
m− 1
4
b.
First we point out an algorithm of calculating of ξ(a, b,m, n).
Lemma 6.2. (1) If m = 1 or n = 1, ξ(a, b,m, n) = 0;
(2) If m > n > 1, then
ξ(a, b,m, n) =


ξ(0, b,m− n, n) + (a+ b+ n)(a+ b+ n− 2)/8,
if 2 | a+ b + n;
ξ(1, b,m− n, n) + (a+ b+ n− 1)(a+ b+ n− 3)/8,
if 2 ∤ a+ b + n.
(3) If n > m > 1, then
ξ(a, b,m, n) =


ξ(a, 0,m, n−m) + (a+ b+m)(a+ b+m− 2)/8,
if 2 | a+ b+m;
ξ(a, 1,m, n−m) + (a+ b +m− 1)(a+ b+m− 3)/8,
if 2 ∤ a+ b+m.
Proof. In fact S is obtained as a flat double cover of Y := Spec(k[x, t]) with branch
divisorB = div(xatb(xm−tn)). Our lemma follows from the process of the canonical
resolution(see Definition 2.15). 
Lemma 6.3. Proposition 6.1 holds if it holds for all n < m.
Proof. Let n = m+ n′. If 2 | a+ b+m, then by Lemma 6.2 we have
(m− 1)2(n− 1)
8m
+
(m− 1)n
4m
a+
m− 1
4
b− ξ(a, b,m, n)
≥ (m− 1)
2(n′ − 1)
8m
+
(m− 1)n′
4m
a− ξ(a, 0,m, n′).
If 2 ∤ a+ b+m, then we also have
(m− 1)2(n− 1)
8m
+
(m− 1)n
4m
a+
m− 1
4
b− ξ(a, b,m, n)
≥(m− 1)
2(n′ − 1)
8m
+
(m− 1)n′
4m
a+
m− 1
4
− ξ(a, 1,m, n′).
So it is sufficient to prove the inequality for pair (m,n′). 
Proof of Proposition 6.1. We shall proceed by induction on m. When m = 1, the
statement holds trivially. Assume our proposition holds for odd numbers smaller
than m, we need to show it also holds for m. By Lemma 6.3, we can assume n < m.
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If 2 ∤ n, then
ξ(a, b,m, n) = ξ(b, a, n,m) ≤ (n− 1)
2(m− 1)
8n
+
(n− 1)m
4n
b+
n− 1
4
a
≤ (m− 1)
2(n− 1)
8m
+
m− 1
4
b+
(m− 1)n
4m
a.
If 2 | n, let m = n+m′, then by Lemma 6.2, we have
ξ(a, 0,m, n) = ξ(a, 0,m′, n) +
n(n− 2)
8
≤ (m
′ − 1)2(n− 1)
8m′
+
(m′ − 1)n
m′
a+
n(n− 2)
8
<
(m− 1)2(n− 1)
8m
+
(m− 1)n
m
a
ξ(0, 1,m, n) = ξ(1, 1,m′, n) +
n(n− 2)
8
≤ (m
′ − 1)2(n− 1)
8m′
+
(m′ − 1)n
4m′
+
m′ − 1
4
+
n(n− 2)
8
<
(m− 1)2(n− 1)
8m
+
m− 1
4
ξ(1, 1,m, n) = ξ(0, 1,m′, n) +
n(n+ 2)
8
≤ (m
′ − 1)2(n− 1)
8m′
+
m′ − 1
4
+
n(n+ 2)
8
≤ (m− 1)
2(n− 1)
8m
+
(m− 1)n
m
+
m− 1
4
Here we note that
(m− 1)2(n− 1)
8m
− (m
′ − 1)2(n− 1)
8m′
=
n(n− 1)
8
− n(n− 1)
8mm′
,
and the last equality holds only if n = m− 1. 
Acknowledgements
I would like to thank Prof. Jinxing Cai for suggesting this problem. I would
also like to thank Prof. Qing Liu for a lot of discussions and useful suggestions
to improve this paper. Finally I would like to thank Universite´ de Bordeaux for
hospitality and China Scholarship Council for financial support.
References
[1] L. Badescu: Algebraic surfaces, Universitext Vol. 207, Springer (2001).
[2] E. Ballico, M. Bertolini, C. Turrini Projective varieties with degenerate dual variety in char.
p, Rend. Sem. Mat. Univ. Poi. Torino, Vol. 53, (1995), 13–18.
[3] A. Beauville: L’application canonique pour les surfaces de type general, Invent. Math., 55.2
(1979), 121–140.
[4] W. Barth, C. Peters, A. Van De Ven: Compact Complex Surfaces, A Series of Modern Surveys
in Mathematics, Vol. 4, Springer (2004).
[5] F. A. Bogomolov: Holomorphic tensors and vector bundles on projective varieties, Math.
USSR Izv., 13(3) (1979), 499–555.
ON ALGEBRAIC SURFACES OF GENERAL TYPE WITH NEGATIVE c2 29
[6] F. Cossec, I. Dolgachev: Enriques Surfaces I, Progress in Mathematics, Vol.76, Springer
(1989).
[7] I. Dolgachev: The Euler characteristic of a family of algebraic varieties, Math. USSR, Sb.,
18 (1972), 297-312.
[8] T. Ekedahl: Canonical models of surfaces of general type in positive characteristic, Publica-
tions Mathe´matiques de l’IHE´S 67.1 (1988), 97–144.
[9] D. Gieseker: Global moduli for surfaces of general type, Invent. Math., 43.3 (1977): 233–282.
[10] A. Grothendieck: Se´minaire de Ge´ome´trie Alge´brique- Cohomologie l-adique et Fonctions L
(SGA 5), Lecture notes in mathematics 589, Springer (1977).
[11] Y. Gu: On pluri-canonical systems of arithmetic surfaces, arXiv preprint arXiv:1409.0382
(2014).
[12] R. Hartshorne: Algebraic Geometry, GTM. 52, Springer (1977).
[13] J. Igusa: Betti and Picard numbers of abstract algebraic surfaces Proceedings of the National
Academy of Sciences of the United States of America 46.5 (1960): 724.
[14] V. A. Iskoviskikh, I. R. Shafarevich: Algebraic surfaces, Algebriac geometry II Encyclopaedia
of Mathe. Sci. 35, springer (1996).
[15] J. P. Jouanolou: The´ore`mes de Bertini et Applications, Progress in Mathematics, Vol. 37,
Birkha¨user Boston (1983).
[16] Y. Miyaoka: On the Chern numbers of surfaces of general type, Invent. Math., 42.1 (1977),
225–237.
[17] C. Liedtke: Algebraic surfaces of general type with small c2
1
in positive characteristic, Nagoya
Math.J, 191 (2008), 111–134.
[18] C. Liedtke:Uniruled surfaces of general type, Math. Z. 259.4 (2008): 775–797.
[19] Q. Liu: Algebraic Geometry and Arithmetic Curves, Oxford University Press, Vol. 6, (2002).
[20] Q. Liu, D. Lorenzini, and M. Raynaud: Ne´ron models, Lie algebras, and reduction of curves
of genus one, Invent. Math., 157 (2004), 455–518.
[21] U. Persson: An introduction to the geography of surfaces of general type, Proc. Symp. Pure
Math. Vol. 46. No. 1, 1987, 195–218.
[22] M. Raynaud: Contre-exemple au vanishing theorem en caracte´ristique p > 0, Tata Inst.
Fund. Res. Studies in Math., 8, Berlin, New York: Springer-Verlag (1978), 273-278.
[23] A. N. Rudakov, I. R. Shafarevich: Inseparable morphisms of algebraic surfaces, Math.USSR,
Izv, 10, (1976), 1205–1237.
[24] R. Saloma˜o, Fibrations by nonsmooth genus three curves in characteristic three, J. Pure
Appl. Algebra, 215 (2011), 1967–1979.
[25] S. Schroe¨r : On genus change in algebraic curves over imperfect fields, Proc. Amer. Math.
Soc., 137 (4)(2009), 1239-1243.
[26] N. I. Shepherd-Barron: Unstable vector bundles and linear systems on surfaces in charac-
teristic p, Invent. Math., 106(1) (1991), 243–262.
[27] N. I. Shepherd-Barron: Geography for surfaces of general type in positive characteristic,
Invent. Math.,106(1) (1991),263–274.
[28] T. Shioda: An example of unirational surfaces in characteristic p, Math. Annalen 211.3
(1974), 233–236.
[29] L. Szpiro: Proprie´te´s nume´riques du dualisant relatif, Se´minaire sur les pinceaux de courbes
de genre au moins deux, Asterisque, 86, Soc. Math. France, Paris (1981), 44–77
[30] L. Szpiro: Sur le the´ore`me de rigidite´ de Parsin et Arakelov.
[31] J. Tate: Genus change in inseparable extensions of function fields, Proc. Amer. Math. Soc.,
3 (1952), 400–406.
[32] S. Yau: Calabi’s conjecture and some new results in algebraic geometry, Proceedings of the
National Academy of Sciences, 74.5, 1977, 1798–1799.
Peking University, 5, Yiheyuan Road, Beijing, China
E-mail address: pkuguyi2010@gmail.com
Institut de Mathe´matiques de Bordeaux, Universite´ de Bordeaux, 351, Cours de la
Libe´ration, 33405 Talence, France
E-mail address: Yi.Gu@math.u-bordeaux1.fr
