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Abstract
Moving interfaces occur in many scientific and engineering problems. For example, in combustion
problems the interface is the boundary between burned and unburned regions, and in multi-phase
flow problems the interface is the boundary between immiscible fluids.
There are many methods to detect the moving interface. In this thesis we focus on the so-
called level set method. In a level set method one defines the interface implicitly as the zero
level of the so-called level set function. The movement of the interface is implicitly given by the
movement of the level set function, which is described by the so-called level set equation. This
approach renders the method robust with respect to topological changes of the interface. Despite
the drawback that it often suffers from mass loss, which is caused by the numerical discretization
schemes, the level set method is a very popular method in multi-phase computational fluid
dynamics (CFD).
There are many approaches to solve the level set equation numerically. For instance, finite
differencing methods such as ENO and WENO schemes are often used. But also discretizations
of the level set equation by means of finite volume schemes or finite element methods can be
found in the literature. In this thesis we focus on the spatial discretization of the level set
equation by finite element methods combined with a time stepping scheme. That means, we use
the method of lines, i.e. first the spatial discretization of the level set equation is performed and
then the resulting system of ordinary differential equations (ODEs) is discretized by means of a
time stepping scheme.
A main objective of this thesis is to compare two different spatial finite element discretization
methods. The first method, the Streamline-Upwind-Petrov-Galerkin (SUPG) method, is based
on continuous finite elements and is a common stabilized finite element method. An analysis of
the SUPG method applied to the level set equation can be found in recent literature [Bur10].
The second method is a Discontinuous Galerkin (DG) method with upwind flux. In this method
the finite element functions are allowed to be discontinuous across the element boundaries. DG
methods have already been used for the spatial discretization of the level set equation. In
this thesis we present an analysis of the DG method with upwind flux applied for the spatial
discretization of the level set equation on a bounded domain in Rd, d = 2, 3, combined with the
Crank-Nicolson scheme for the time discretization. To our knowledge there is no literature on
this particular problem so far.
As the objective of the level set equation is to capture the moving interface, the error between
the exact interface and the approximate interface is of major interest. For both method an
interface error bound is derived. A second important quantity related to the level set method
is the volume that is enclosed by the interface. In case of the SUPG method we also derive an
error bound for the volume error.
The SUPG method and the DG method are systematically compared by means of the theo-
retical error bounds and experimental results. The theoretical error bounds have the same order.
However, in numerical experiments the measured errors and the order differ. A significant dif-
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6ference between the two methods is the number of unknowns. To be able to draw a conclusion
we compare the measured errors relative to the number of unknowns. Using this criterion the
SUPG method yields slightly better results in most test cases. Furthermore, both methods are
used to capture the interface in a two-phase flow simulation of a rising butanol droplet in water.
Therefore, both methods are implemented in the two-phase flow solver DROPS, which is devel-
oped at the Chair for Numerical Mathematics at RWTH Aachen University. We compare the
final rise velocity and the droplet shape. The results of the simulations with the SUPG method
and the DG method are very similar. However, during the computation there was the need to
re-initialize the level set function from time to time and to use a volume correction strategy in
every time step to obtain physically reasonable results. Thus, a direct comparison of the results
is difficult. We run the simulations again without volume correction to compare the volume
conservation properties of the two methods. Here, the DG method yielded a better result.
Zusammenfassung
Bewegte Phasengrenzen treten in vielen wissenschaftlichen und ingenieurwissenschaftlichen Prob-
lemen auf. Zu Beispiel ist die Phasengrenze in Verbrennungsproblemen die Grenze zwischen
verbrannten und nicht-verbrannten Regionen, und in Multi-Phasen-Stro¨mungsproblemen ist die
Phasengrenze die Grenze zwischen nicht-mischbaren Fluiden.
Es gibt viele Methoden eine Phasengrenze zu bestimmen. In dieser Doktorarbeit liegt der
Schwerpunkt auf der so genannten Levelset-Methode. In einer Levelset-Methode wird die Phasen-
grenze implizit als Nulllevel der so genannten Levelset-Funktion definiert. Die Bewegung der
Phasengrenze ist implizit durch die Bewegung der Levelset-Funktion, die durch die so genannten
Levelset-Gleichung beschrieben wird, gegeben. Dieser Ansatz macht die Methode robust gegen
topologische A¨nderungen der Phasengrenze. Trotz des Nachteils, dass sie oft unter Massever-
lusten, die durch die numerischen Diskretisierungsverfahren verursacht werden, leidet, ist die
Levelset-Methode eine ga¨ngige Methode in der numerischen Stro¨mungsdynamik.
Es gibt viele Ansa¨tze die Levelset-Gleichung numerisch zu lo¨sen. Zum Beispiel werden Finite-
Differenzen-Methoden wie ENO- und WENO-Verfahren ha¨ufig benutzt. Auch Diskretisierungen
der Levelset-Gleichung mittels Finite-Volumen-Verfahren oder Finite-Elemente-Methoden sind
in der Literatur vorhanden. In dieser Doktorarbeit legen wir das Augenmerk auf die o¨rtliche
Diskretisierung der Levelset-Gleichung mit Finite-Elemente-Methoden kombiniert mit einem
Zeitschrittverfahren. D.h. wir benutzten die Methode der Linien. Zuerst wird also die o¨rtliche
Diskretisierung der Levelset-Gleichung durchgefu¨hrt und anschließend das so entstandene System
gewo¨hnlicher Differentialgleichungen mittels eines Zeitschrittverfahrens diskretisiert.
Das Ziel ist es zwei verschiedene o¨rtliche Finite-Elemente-Diskretisierungsmethoden zu vergle-
ichen. Die erste Methode, die Streamline-Upwind-Petrov-Galerkin (SUPG) Methode, basiert auf
stetigen Finiten Elementen und ist eine bekannte stabilisierte Finite-Elemente-Methode. Eine
Analyse der SUPG-Methode angewandt auf die Levelset-Gleichung ist in der neueren Liter-
atur vorhanden [Bur10]. Die zweite Methode ist eine Discontinuous Galerkin (DG) Methode
mit UpWind-Fluss. In dieser Methode werden Unstetigkeiten der Finite-Elemente-Funktion an
den Elementgrenzen zugelassen. DG-Methoden wurden bereits fu¨r die o¨rtliche Diskretisierung
der Levelset-Gleichung benutzt. In dieser Doktorarbeit pra¨sentieren wir eine Analyse der DG-
Methode mit UpWind-Fluss angewandt zur o¨rtlichen Diskretisierung der Levelset-Gleichung auf
einem beschra¨nkten Gebiet in Rd, d = 2, 3, kombiniert mit dem Crank-Nicolson-Verfahren fu¨r die
Zeitdiskretisierung. Unseres Wissens gibt es bisher keine Literatur zu diesem speziellen Problem.
Da das Ziel der Levelset-Methode die Bestimmung der bewegten Phasengrenze ist, ist der
Fehler zwischen der exakten Phasengrenze und der approximativen Phasengrenze eine wichtige
Gro¨ße. Fu¨r beide Methoden wird eine Fehlerschranke hergeleitet. Eine zweite wichtige Gro¨ße in
Bezug auf die Levelset-Methode ist das Volumen, das von der Phasengrenze eingeschlossen wird.
Im Fall der SUPG-Methode leiten wir auch eine Fehlerschranke fu¨r den Volumenfehler her.
Die SUPG-Methode und die DG-Methode werden systematisch bezu¨glich der theoretischen
Fehlerschranken und experimentellen Ergebnissen verglichen. Die theoretischen Fehlerschranken
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8haben die gleiche Ordnung. Allerdings sind die gemessenen Fehler und die Ordnungen in nu-
merischen Experimenten unterschiedlich. Ein signifikanter Unterschied zwischen den beiden
Methoden ist die Anzahl der Unbekannten. Um eine Aussage treffen zu ko¨nnen, vergleichen wir
die gemessenen Fehler relativ zu der Anzahl der Unbekannten. Bezu¨glich dieses Kriteriums erzielt
die SUPG-Methode in den meisten Testfa¨llen etwas bessere Ergebnisse. Des weiteren werden
beide Methoden benutzt um die Phasengrenze in einer Zwei-Phasen-Stro¨mungssimulation eines
aufsteigenden Butanoltropfens in Wasser zu bestimmen. Dafu¨r wurden beide Methoden in den
Zwei-Phasen-Stro¨mungslo¨ser DROPS, der am Lehrstuhl fu¨r Numerische Mathematik der RWTH-
Aachen entwickelt wird, implementiert. Wir vergleichen die finale Aufstiegsgeschwindigkeit und
die Form des Tropfens. Die Ergebnisse der Simulationen mit der SUPG-Methode und der DG-
Methode sind sehr a¨hnlich. Allerdings war es no¨tig die Levelset-Funktion wa¨hrend der Berech-
nung von Zeit zu Zeit zu reinitialisieren und eine Volumenkorrekturstrategie in jedem Zeit schritt
zu verwenden, um physikalisch aussagekra¨ftige Ergebnisse zu erhalten. Folglich ist ein direkter
Vergleich der Ergebnisse schwierig. Wir fu¨hrten die Simulationen noch ein Mal ohne Volumenko-
rrektur durch, um die Volumenerhaltungseigenschaften der beiden Methoden zu vergleichen.
Hierbei erzielte die DG-Methode ein besseres Ergebnis.
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Chapter 1
Introduction
Moving interfaces occur in many scientific and engineering problems. For example, in combus-
tion problems the interface is the boundary between burned and unburned regions [Cho80], and
in multi-phase flow problems the interface is the boundary between immiscible fluids. There
are many methods to detect the moving interface. Based on the representation of the interface
one can, basically, classify these methods into interface capturing and interface tracking meth-
ods. The interface tracking methods are based on an explicit representation of the interface,
whereas the interface capturing methods are based on an implicit representation of the interface,
cf. [Gro08]. A well known interface tracking method is the marker and cell method. The most
famous interface capturing methods are the volume of fluid (VOF) method and the level set
method. In this thesis we focus on the latter.
In a level set method one defines the interface implicitly as the zero level of the so-called level
set function φ. The evolution of φ is determined by the linear transport equation
∂
∂t
φ+ u · ∇φ = 0, (1.1)
which is called the level set equation. The velocity field u is the solution of the governing flow
equations, e.g. the Navier-Stokes equations in case of a multi-phase flow problem. The level
set equation is a time-dependent pure advection equation. As the computational domain Ω is
usually a bounded subset of Rd, d = 2, 3, suitable initial and boundary conditions are needed to
obtain a well posed problem.
The solution φ of (1.1) describes the time-dependent position of the interface Γ(t), implicitly
as its zero level, i.e.
Γ(t) = {x ∈ Ω : φ(x, t) = 0}. (1.2)
This approach renders the method robust with respect to topological changes of the interface.
For instance, a collision of two droplets can be handled easily. This example is illustrated in
2D in Figure 1.1. The red plane represents the zero level. Two circular droplets, marked in
blue, collide. The level set function is the minimum of the level set functions for each droplet.
Before and after the collision the interface is simply the zero level of the level set function. On
the contrary, in interface tracking methods the interface has to be reconstructed if its topology
changes, due to the explicit representation.
Furthermore, the level set method allows a stable computation of geometric quantities such
as outer normal vectors and the mean curvature of the interface. The computation of these
quantities is much more delicate in the context of VOF methods.
11
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(a) Level set function for two separate circular
droplets
(b) Level set function after collision
Figure 1.1: Level set function for colliding droplets in 2D at different stages
A very serious drawback of the level set method is the mass loss, which is often caused by
the numerical discretization schemes. Despite this drawback, the level set method is a popular
method in multi-phase computational fluid dynamics (CFD), as it is well suited for comput-
ing curvature driven flow problems, cf. [SSO94, SF99, vdPSVW05, TE00, MR06, MGCR07,
vdPSVW08, CCY11].
Usually the level set function is initialized with the signed distance function d to a given
initial interface, as a signed distance function has advantageous properties. For instance, the
Euclidean norm of the gradient is one, wherever the gradient exists, i.e. ‖∇d(x)‖2 = 1 for
x ∈ Ω such that ∇d(x) exists. The existence of a lower and upper bound for the norm of the
gradient of the level set function is important, for instance, for a stable computation of the outer
normal vectors and the mean curvature. Furthermore, the interface defined as the zero level of
the level set function is sharp. Finding the zero level would be ill conditioned if the gradient
of φ is close to zero. During evolution of the level set function the signed distance property is
usually lost. To re-establish it, so-called re-initialization methods are used. A widely used re-
initialization method is the PDE-based re-distancing algorithm introduced in [SSO94]. Another
popular re-initialization algorithm is the Fast Marching method, cf. [Set96].
There are many approaches to solve the level set equation numerically. For instance, finite
differencing methods such as ENO and WENO schemes are often used, cf. [SSO94, SF99, OKZ07,
vdPSVW05]. Also discretizations of the level set equation by means of finite volume schemes
[KMS99, Fro02, FM07a] or finite element methods [TE00, PS01, Smo05] can be found in the
literature. In this thesis we focus on the spatial discretization of the level set equation by finite
element methods combined with a time stepping scheme. That means, we use the method of
lines, i.e. first the spatial discretization of the level set equation is performed and then the result-
ing system of ordinary differential equations (ODEs) is discretized by means of a time stepping
scheme.
We investigate two different spatial finite element discretization methods, the SUPG method
and a DG method with upwind flux. Both methods are known in the literature, cf. [TE00, Bur10,
PFP06, MRC06]. In [Bur10] the SUPG method combined with different time stepping schemes
applied to a linear pure advection equation is theoretically analyzed under the assumption that
the velocity field does not depend on time. The Crank-Nicolson scheme is used for the time
integration. In this case an error bound for the discretization error in the L2-norm of order
hk+
1
2 + ∆t2 is derived, where h denotes the spatial grid size and ∆t the time step size. This
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result applies to the level set equation. In this thesis we derive a similar error bound for the
L2-norm of the discretization error of the DG method combined with the Crank-Nicolson scheme
applied to the level set equation. To our knowledge this error bound for the DG method applied
to the level set equation is new.
As the objective of the level set equation is to capture the moving interface, the error between
the exact interface Γ and the approximate interface Γh, i.e. the difference between the zero level
of the exact solution φ of the level set equation and the zero level of the discretized level set
function φh, is of major interest. This error can be measured in the L2-norm by integrating the
squared distance function d : Ω → R to the interface Γ over Γh, i.e. err2Γ :=
∫
Γh
d2(x) dx. We
derive an error bound of order hk for the L2-norm of the interface error.
A second important quantity related to the level set method is the volume that is enclosed
by the interface. It is a well known fact that the discrete level set method is, in general, not
mass conserving. The SUPG discretization smooths the solution of the level set equation, which
has a stabilizing effect, but at the same time might lead to an increased mass loss, especially if
the stabilization parameter is chosen too large. We derive an error bound of order hk for the
volume error in case of the SUPG method. This error bound, however, is pessimistic as possible
cancellations are not taken into account. In numerical experiments, we observed that the volume
error is prone to perturbations in the position of the interface. Furthermore, it does not show
a systematic behavior with respect to the grid size h. Therefore the computation of an order
of the volume error is not reasonable. Thus, in most test cases we refrain from computing the
volume error.
The SUPG method and the DG method are systematically compared by means of theoretical
error bounds and experimental results. For both methods the discretization error is bounded
by hk+
1
2 + ∆t2. However, the order hk+1 for the spatial component is observed for the DG
method in a test case, where the exact solution of the level set equation is globally smooth. The
theoretical bounds are based on strong smoothness assumptions. In practice, however, the level
set function is usually initialized with a signed distance function, which is in general not globally
smooth. Furthermore, in applications, the velocity field usually depends on time, whereas in
the theoretical analyses one needs the assumption that the velocity field is independent of time.
We examine the properties of the two methods also in test cases, where the assumptions needed
for the derivation of the error bounds do not hold. Among the test cases there are benchmark
problems like the rotating slotted sphere, also called Zalesak’s sphere, cf. [EFFM02, NRS10].
This test case is the three dimensional version of Zalesak’s slotted disc and is designed to test
the approximation properties of a discrete method as the sharp edges of the slotted sphere are
problematic regions, which are often smoothed by numerical methods. Other interface shapes
that are difficult to approximate are thin filaments. To compare the ability of the SUPG and
the DG method to resolve thin filaments accurately we consider the single vortex test case. The
initially spherical interface is stretched out into a thin tube that is wrapped up like a snail shell
by a vortex flow field. Similar test cases in 2D and 3D are widely used to test interface capturing
and interface tracking methods, cf. [EFFM02, FM07b, AMS03, PFP06, MRC06, AS09, OK05].
In most of these test cases the SUPG method yields slightly better results compared to the DG
method.
As a final topic we consider the application of both methods in the framework of a three-
dimensional incompressible two-phase flow problem. The SUPG discretization and the DG dis-
cretization of the level set equation are implemented in the software package DROPS. This
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software package is developed at the Chair for Numerical Mathematics at RWTH Aachen Uni-
versity for the simulation of three-dimensional two-phase flow problems based on finite element
methods and the level set representation of the interface. The level set method is used in DROPS
as it provides besides the interface position an approximate signed distance function to the in-
terface. This level set function can be used to compute the outer normal vectors of the interface,
which are needed in the computation of the surface tension force. Furthermore, it serves as an
indicator for adaptive grid refinement. In case of the DG method the interface is usually discon-
nected due to the fact that the DG-solution φh of the discrete level set equation is, in general,
discontinuous. To provide a meaningful physical description of the interface we use a continuous
Cle´ment-interpolation of the DG-solution to define a connected interface. The discretization and
interface error bounds still hold for the Cle´ment-interpolation as the interpolation error in the
L2-norm is of order h
k+1. As an application example we choose the rising droplet problem, where
an initially spherical n-butanol droplet rises in water due to buoyancy effects. Similar numerical
experiments are given, for instance, in [BGG+10, GR11, SF12]. Rising bubble problems for a gas
bubble in a liquid phase can be found, for example, in [OIYS05, OTYS08, SO09]. In our simula-
tions of the rising butanol droplet the SUPG level set method and the DG level set method yield
very similar results. However, the methods are difficult to compare as the number of unknowns
differs, the level set function has to be re-initialized from time to time during the computation,
a volume correction strategy is used to obtain physically reasonable results and the level set
method is coupled to the Navier-Stokes solver. In a second test case we run the same experiment
again, but without volume correction, to compare the volume conservation properties of the two
level set discretization methods. Here, the DG method yields slightly better results.
1.1 Outline
In this thesis we start with an investigation of the continuous level set equation. Then we con-
sider the spatial discretization of the level set equation by finite element methods. The SUPG
method and a DG method with upwind flux are studied. The analysis of the SUPG method
presented in [Bur10] is discussed and the interface and volume error bounds derived in [RL11]
are presented. The results are illustrated by numerical experiments. Next we present an error
analysis of the DG method, in which an error bound for the L2-norm of the interface error in
the DG case is derived. Furthermore, numerical experiments for an illustration of the theoretical
results are presented. The SUPG method and the DG method are compared with respect to the
theoretical and numerical results. Finally both methods are used to determine the interface in a
two-phase flow simulation.
In Chapter 2 we give an overview of common interface tracking and interface capturing
methods. Among others the level set method is introduced.
In Chapter 3 the continuous level set equation is studied. As the objective of this work is to
compare two finite element discretizations of the level set equation, a suitable weak formulation
of the level set equation is needed for the derivation of the finite element methods. We investi-
gate such a weak formulation of the level set equation and briefly address the choice of boundary
conditions.
In Chapter 4 we introduce the two finite element discretization methods that we consider.
Besides the spatial discretization the time discretization is introduced.
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In Chapter 5 we present some standard estimates, which will be needed in the remainder.
In Chapter 6 the SUPG spatial discretization of the level set equation combined with the
Crank-Nicolson temporal discretization is analyzed. Estimates for the discretization error, the in-
terface error and the volume error are derived. The results are illustrated by numerical examples.
In Chapter 7 we analyze the DG spatial discretization of the level set equation combined
with the Crank-Nicolson temporal discretization. We derive estimates for the discretization error
and the interface error. The results are illustrated by numerical examples.
In Chapter 8 the methods are compared with respect to the previously given error bounds,
the computational effort and the volume conservation properties. Further numerical examples
are presented. Among the test cases are benchmark problems like Zalesak’s sphere and the single
vortex test case.
In Chapter 9 both methods are applied for the approximation of the interface in a two-phase
flow problem. To this end the software package DROPS is used. We briefly introduce some nu-
merical methods, that are used in DROPS and are closely related to the level set method. Results
of a the simulation of a rising n-butanol droplet in water with the SUPG method and the DG
method are presented.
In Chapter 10 we summarize the main results of this thesis and discuss open questions and
future perspectives.

Chapter 2
Moving interfaces - An overview
of interface capturing and
interface tracking methods
There are many possibilities to detect a moving interface. In this chapter we give an overview
over the most common methods.
Based on the representation of the interface one can, basically, classify these methods into
interface capturing and interface tracking methods. The interface tracking methods are based
on an explicit representation of the interface, whereas the interface capturing methods are based
on an implicit representation of the interface [Gro08].
In the next sections examples of both types of methods are introduced. The front tracking
methods and the marker and cell (MAC) methods belong to the class of interface tracking
methods, where markers are used to represent and track the interface or the volume, respectively,
cf. [LNS+94]. Two widely used methods of the class of interface capturing methods are the
Volume of Fluid method (VOF) and the level set method. The moment of fluid method can be
viewed as and extension of the VOF method.
2.1 Front tracking methods
Consider the surface Γ(t). Assume the velocity field u(x(t), t) is given for every x(t) ∈ Γ(t).
Then, the movement of Γ can be described by the Lagrangian formulation
d
dt
x(t) = u(x(t), t) (2.1)
(compare [OF03a]).
Front tracking methods are based on (2.1). Basically, they can be classified into Lagrangian and
Eulerian front tracking methods [Gro08]. Lagrangian front tracking methods are mainly used in
simulations of free surfaces. The mesh is build, such that the moving free surface is one of its
boundaries. That means, it has to be rebuild, whenever the interface deforms or moves. Free
surface simulations using this strategy can be found, for instance, in [BA02, WGJ+05].
In Eulerian front tracking methods the interface is described by an additional data structure,
which usually is a finite set of elements. These elements are uniquely defined by their vertices
or end-points. In two dimensions these elements are line segments and, thus, represented by two
17
18 CHAPTER 2. MOVING INTERFACES
(a) Lagrangian method: The interface describes the
free, moving boundary of the computational grid
b
b
b
b
b
b
b
b
b
(b) Eulerian method: The nodes of the additional,
moving interface grid do not coincide with the nodes
of the stationary mesh
Figure 2.1: Sketch of the grids in Lagrangian and Eulerian Front Tracking Methods
points, in three dimensions the elements are triangles, which are represented by three vertices.
The vertices are also called marker points or markers. The movement of these markers, then,
gives the movement of the approximate interface.
We, now, describe the process of finding the new position of the approximate interface in case
of the Eulerian front tracking method briefly. Suppose the positions of the markers at t = 0 are
given. Then, the new positions are computed by means of (2.1) for each marker, which defines
the new position of the approximate interface. The set of the connected marker points is also
called interface grid. During the calculation of the new position the interface grid can loose
its connectivity, elements can degenerate or marker points can come too close together in some
regions. To avoid these problems the interface grid is reconstructed, elements are deleted or added
to the grid if necessary, cf. [TBE+01], which can cause enormous computational costs. The basic
ideas of deleting, adding, redistributing or reconstructing elements in two and tree dimensions
is briefly described in [UT92] and [TBE+01]. In some computations the numerical solution can
be unstable. This instability manifests itself in sharp corners on the surface. One idea to avoid
instabilities is to decrease the time step size ∆t, which leads to an increased computational effort
and may be impossible in some cases, cf. [Set99]. Another way to stabilize the numerical method
is to smooth out the corners on the interface. In [ZYKW01] a least-squares smoother for this
purpose is described. Another drawback of the front tracking methods is, that the treatment of
topological changes such as merging of two interface parts or an interface breaking up is quite
complicated, cf. [OF03a, UT92, ZYKW01, TBE+01, GR11]. A method to handle interface
collisions is the so called surgical cut, which is described in [ZYKW01]. On the other hand, the
front tracking methods have the advantage, that the interface is explicitly given. Furthermore,
the interface is sharp.
Front tracking methods can be used to track the interface in multi-phase flows. In this context
the fluid velocity is computed in the whole domain on a stationary grid, while the interface grid
moves relative to the stationary grid. As the velocity is given in the nodes of the stationary
2.2. MARKER AND CELL - A VOLUME TRACKING METHOD 19
grid, it has to be interpolated to the interface grid in order to move the interface [UT92, MT08].
In (incompressible) multi-phase flow problems viscosity and density jump across the interface.
These fluid properties have do be updated when the interface moves. An approach to this
challenge can be found in [TBE+01].
2.2 Marker and cell - a volume tracking method
In contrast to the front tracking methods the marker particle methods or marker-and-cell (MAC)
methods use marker particles to mark the volume, that is occupied by a fluid or material, instead
of the interface. The particles move with the fluid velocity to a new position by means of the
Lagrangian equation (2.1). A mesh cell containing marker particles and having at least one
neighboring cell without markers, is a boundary cell. That means a part of the interface is
located in this cell. The location of the interface inside these boundary cells can be reconstructed
considering the distribution of the markers inside the cells [HN81, Hym84]. Using markers, that
mark a volume or region, instead of makers, that mark the interface itself, causes an important
advantage. Interface markers have to be ordered and their neighboring markers have to be well-
defined. This order is not necessary for volume markers. This renders the method capable of
handling topological changes such as merging interfaces easily [HN81].
However, a high number of markers is needed to determine the interface position accurately.
If there are only few markers in an interface cell, the reconstruction of the interface is sensitive
to small errors [Hym84]. Cells with only few markers often occur in expansion regions. To assure
a balanced distribution of the markers in the interface cells, markers have to be continually
added and deleted during calculation. Due to numerical errors in transporting the markers the
interface may be blurred. To obtain a sharp interface far more markers than computational cells
are needed, which increases the computational costs [Hym84].
2.3 Volume of Fluid method
A widely used interface capturing method is the Volume of Fluid (VOF) method. Instead of
marker particles, as in the method described above, a characteristic function is used to mark the
region occupied by a fluid. We denote this region by Ω1. Then, the characteristic function is
given by
χ(x, t) =
{
1 x ∈ Ω1(t)
0 otherwise
. (2.2)
In VOF methods for two-phase flow problems the two fluids are often referred to as dark and
light fluids or black and white fluids, cf. [HN81, JP04]. The interface is represented by the
boundary of the support of χ, cf. [GR11]. The characteristic function is advected by the velocity
field u by means of
∂
∂t
χ(x, t) + u · ∇χ(x, t) = 0. (2.3)
Note that χ is not continuous. Therefore, the strong formulation (2.3) is not well defined.
However, it is possible to switch to a weak formulation, cf. [GR11, AMS03]. If the velocity field
is divergence-free the weak formulation of (2.3) can be transformed to
∂
∂t
χ(x, t) + div(χu) = 0 (2.4)
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in a weak sense. (2.4) is the conservation law for the characteristic function χ, cf. [PAB+97].
Again the strong formulation is not well defined as the divergence of χu does not exists in a
classical sense. Instead of a weak form of (2.4) the following remedy to this problem can be used:
Integrating (2.4) over an arbitrary sub-domain W ⊂ Ω and applying partial integration yields
∂
∂t
∫
W
χdx+
∫
∂W
χu · n ds = 0, (2.5)
cf. [AMS03, GR11]. (2.5) describes volume conservation [GR11].
VOF methods are based on a discrete version of (2.5). To explain the main ideas we restrict
ourselves to a two-dimensional domain Ω, that is discretized by a Cartesian grid, where the
rectangles may have different sizes, cf. [HN81]. An extension to three dimensions is straight
forward. Let the index-pair (i, j) denote the cell center of the ith cell in x1-direction and jth
cell in x2-direction. Then, each cell is uniquely defined by (i, j). For every cell (i, j) the so
called volume fraction fi,j is defined as the average of χ in this cell. Figure 2.2 shows the volume
fractions for a 2D example. A value of 1 for the volume fraction or fractional volume fi,j means
that the cell is completely contained in Ω1, zero means the cell does not lie in Ω1 and values in
between indicate that the cell is cut by the interface, cf. [HN81, JP04]. Denote with f the function
(a) Exact interface
1 1 1 1
1 10.990.57
0.18 0.57 0.770
0 0 0 0
(b) Volume fractions
Figure 2.2: 2D example: volume fraction
that assigns the fractional volume to the cell-midpoints, i.e. f(i, j) = fi,j . f is often referred to as
color function according to the terms black and white fluids/regions. Noh and Woodward were
the first who introduced the fractional volume in order to detect the interface, cf. [NW76]. In
addition to the color function an approximation of the characteristic function χ is needed. To
find an approximation of χ, the boundary of Ω1 is approximated by the reconstructed interface
Γh. Γh depends on the grid and the interface reconstruction strategy. We will introduce such
strategies later. Substituting the boundary of Ω1 by Γh yields a domain Ω1,h. The approximation
χh of χ is, then, defined by
χh(x, t) =
{
1 x ∈ Ω1,h(t)
0 otherwise
. (2.6)
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We substitute χ by χh in (2.5) and choose a cell (i, j) as the control area W . Exploiting the
definition of the color function, then, yields
Ai,j
∂
∂t
fi,j(t) +
∫
Si,j
χhu · n ds = 0, (2.7)
where Ai,j denotes the area of the cell (i, j) and Si,j its boundary. For every cell (i, j) (2.7) has
to be solved numerically. As the color function depends on the position of the (reconstructed)
interface and the interface reconstruction depends on the color function, the VOF methods are
implicit, cf. [AMS03]. This implicitness is resolved by an iteration, that consists of two steps,
the interface reconstruction step and the advection step. In the interface reconstruction step
the interface is reconstructed due to the current color function. In the advection step the color
function is updated with respect to the position of the interface. Both steps are needed in one
time-step. Before we comment briefly on the interface reconstruction, we first describe the basic
idea of the advection-step following the argumentation of Puckett et all [PAB+97], which can be
found in [JP04] as well. Denote by u and v the two components of the velocity field (in Cartesian
coordinates), i.e. u = (u, v). Assume that the values ui± 12 ,j and vi,j± 12 at the edge midpoints
are given at time tn. In the cells, that contain the interface, i.e. for which 0 < fni,j < 1 holds, the
volume fraction at the new time level tn+1 is determined using the given approximation of the
interface. Discretizing (2.7) by a finite difference scheme yields
fn+1i,j = f
n
i,j +
∆t
∆x1
[Fi− 12 ,j − Fi+ 12 ,j ] +
∆t
∆x2
[Gi,j− 12 −Gi,j+ 12 ], (2.8)
where ∆t denotes the times step size, ∆x1 and ∆x2 the grid sizes in the corresponding directions
and Fi± 12 ,j and Gi,j± 12 represent the fluxes of f across the left/right and bottom/top edge of
the cell (i, j), respectively. Starting from (2.8) there are different possibilities to compute the
new fractional volume fn+1i,j . Usually, these methods are divided into operator split and unsplit
advection algorithms.
In operator split advection algorithms the new volume fraction is computed successively by
splitting the operator according to the directions x1 and x2. In terms of (2.8) this means:
f∗i,j = f
n
i,j +
∆t
∆x1
[Fni− 12 ,j − F
n
i+ 12 ,j
] and fn+1i,j = f
∗
i,j +
∆t
∆x2
[G∗i,j− 12 −G
∗
i,j+ 12
].
First, the flux in x1-direction is used to compute the intermediate volume fraction f
∗. Using
this intermediate volume fraction an intermediate position of the interface is calculated. This
position is used to determine the intermediate flux in x2-direction G
∗. Then, fn+1 is computed
from f∗ and G∗. For the computation of the fluxes Fn and G∗ the reconstruction of the interface
is needed. The fluxes across the corresponding boundary of the cell equals the amount of dark
fluid that enters or leaves the cell in one time step. This amount depends on the time step size
the velocity and the position of the interface. To determine this amount geometrically we choose
a boundary line of the cell (i, j) and shift it in direction −ui± 12 ,j (or −vi,j± 12 , respectively,) into
the neighboring cell, such that the distance between this line and the boundary is ui± 12 ,j · ∆t
(or vi,j± 12 ·∆t). The dark fluid, that lies in the rectangle which is defined by these lines and the
other boundaries of the neighboring cell, is enclosed by the interface and the boundaries of the
rectangle. Figure 2.3 illustrates the influence of the interface position. The fractional volume in
the left cell is 0.5 in both cases. The velocity and time step size are the same, but the interface
position differs, which leads to different fluxes. According to [PAB+97] the operator split method
can be made second-order accurate, if one alternates the roles of x1 and x2 in every time step.
Note that the time step has to satisfy a CFL-condition as the amount of fluid that leaves the
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u∆t u∆t
Figure 2.3: Geometrical illustration of the flux Fn in two different scenarios
cell can not be more than the amount of fluid that was originally in the cell [JP04]. Possible
CFL-constraints can be found in [JP04].
In unsplit advection algorithms the fluxes are not separated due to the coordinate directions.
Thus, the intermediate step is not necessary. Again the flux across a cell boundary in the time
intervals (tn, tn+1) is the amount of dark fluid that enters or leaves the cell trough its boundary.
To determine this amount geometrically we consider, for example, the right vertical cell boundary
of the cell (i, j), i.e. the line segment connecting the points (i+ 12 , j − 12 ) and (i+ 12 , j + 12 ). We
denote it by l. The flux across this line segment in the time interval (tn, tn+1) is the amount
of dark fluid in the space-time rectangle (tn, tn+1) × l. This rectangle is traced back in time
along the characteristics that originate from this rectangle. As a result we obtain the domain
of dependence of these characteristics and a space-time prism. The amount of dark fluid in the
domain of dependence is determined by the position of the interface. Multiplying this quantity
with the volume of the space-time prism, then, gives the flux. For a detailed discussion of this
topic see [PAB+97, JP04].
(a) SLIC (b) PLIC
Figure 2.4: 2D example: interface representation
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interface reconstruction The interface is located in the cells with fractional volume
0 < fi,j < 1. There are several methods to reconstruct the interface in these cells. One of the
first methods is the simple line interface calculation (SLIC) by Noh and Woodward. In a cell,
that contains the interface, the interface is represented by a straight line either perpendicular
or parallel to the coordinate axis. The line is constructed such that the partition of the cell
reflects the fractional volume. [NW76]. Note that in this case the interface is not necessarily
connected [JP04]. Instead of a constant approach one can use a linear one where the slope
of the interface-line is taken into account [HN81]. In this piecewise linear interface calculation
(PLIC) approach the slope of the interface-line is computed first. Then, the position of the line
is found such that the volume fraction condition is fulfilled. Again the reconstructed interface
might be disconnected and may have a zig-zag shape. Figure 2.4 shows a SLIC and a PLIC
reconstruction. According to [JP04] many PLIC algorithms are only first order accurate, but
there are also second order accurate PLIC algorithms. For more details see [JP04].
Here, the VOF method is described for Eulerian grids of rectangular cells, but the VOF
can also be used for Lagrangian grids or ALE formulations. In this case equation (2.3) has to
be changed accordingly [HN81]. However, the VOF schemes developed for rectangular meshes
cannot be easily transferred to unstructured triangular or tetrahedral grids [YJL+06]. A method
to handle triangular grids is the so called Lagrangian-Eulerian advection method, which can be
found, for example, in [SPM03]. An advantage of the VOF is, that it is mass conserving. However,
it is hard to calculate normals on the interface and an accurate numerical approximation of the
curvature of the interface, when a VOF method is used [OK05].
2.4 Moment of Fluid method
The Moment of Fluid (MOF) method was first introduced in [DS05]. It can be see as an extension
of the VOF method. The global structure of one time step of the MOF method is as in the VOF
methods. It consists of an advection step and an interface reconstruction step. However, in
addition to the volume fraction in each cell the center of mass or centroid of the drak fluid is
computed. In the advection step both quantities are transported by the given velocity field. The
updated centroid is called reference centroid. A PLIC method is used to reconstruct the interface.
In the interface reconstruction step in each cell the updated volume fraction and the reference
centroid are used to determine the interface line. The interface in one cell is determined such that
the fractional volume matches exactly the updated volume fraction (volume fraction condition)
and the centroid is the best approximation of the reference centroid. Note that, in general,
the centroid can not match the reference centroid exactly as the exact interface is not linear.
Due to the information of the centroid the interface can be reconstructed in one cell without
any information from the neighboring cells. We outline the idea of the interface reconstruction
algorithm in 3D. A similar description is given in our paper [JLS+13]. In 3D the interface in one
cell is represented by a plane
{x ∈ R3 : n · (x− xmid) + b = 0}, (2.9)
where n is the normal vector, b is the intercept and xmid is the cell center. Now, n and b are
determined by the following algorithm. We choose an initial normal and determine b such that
the volume fraction condition is fulfilled. Then, the centroid xc is computed. If it is close enough
to the reference centroid xrefc , we stop, otherwise we solve the nonlinear least-squares problem
‖xrefc − xc(n∗)‖2 = min
n,b
‖xrefc − xc(n, b)‖2
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for n and start over again, cf. [AS09, JLS+13]. In [JLS+13] we extended the MOF method. The
volume fraction and centroid are not only computed for the dark fluid, but for both fluids. Thus,
we can pick the reference fluid, that is used in the interface reconstruction algorithm, as the fluid,
that provides the larger Euclidean distance of the cell center xmid to the reference centroid x
ref
c .
2.5 Level set method
The level set method was first described by Osher and Sethian in 1988 [OS88]. It is based on
the implicit definition of the interface as the zero level of a continuous function φ(x, t) and the
advection of this function with the velocity field u. The advection of φ is given by the so called
level set equation. To derive this equation we consider the movement of a single particle X(t),
i.e. (2.1). We assign a value φ(X(t), t) to X(t) and demand that this value is constant for all t.
That means we ask that the function φ is constant along the path (X(t), t), i.e.
φ(X(t), t) = φ(X(0), 0) = const ∀ t. (2.10)
In other words the values φ(X(0), 0) and, in particular, the zero level of φ are transported with
the velocity field u. Thus, the movement of the interface is implicitly given by the movement of
the zero level of φ. Now, the level set equation results from differentiating (2.10) with respect to
time and (2.1).
0 =
d
dt
φ(X(t), t) =
∂
∂t
φ(X(t), t) +
d
dt
X(t) · ∇φ(X(t), t)
=
∂
∂t
φ(X(t), t) + u(X(t), t) · ∇φ(X(t), t) ∀ t.
(2.11)
As (2.11) holds for any particle X(t) we can rewrite it as
∂
∂t
φ(x, t) + u(x, t) · ∇φ(x, t) = 0. (2.12)
(2.12) is the transient linear transport equation for the function φ, which is called level set func-
tion. This movement has no physical meaning, but it represents the movement of the interface
implicitly. (2.12) is the Eulerian formulation of the interface evolution, cf. [OF03a]. As the com-
putational domain is usually a bounded domain, initial conditions as well as boundary conditions
are needed to gain a well posed problem. Boundary conditions are discussed in Section 3.3. The
initial level set function φ0 is chosen such that a given initial interface is represented by the zero
level of φ0. Furthermore, φ0 is negative in one fluid, say Ω1, and positive in the other fluid,
Ω2. These properties are, for instance, fulfilled by a signed distance function to the given initial
interface. In fact, the initial level set function φ0 is often chosen to be a signed distance function.
Due to the definition of the level set equation the values of φ0 are transported with u such that
the set of points in Ω where φ(·, t) is negative still defines the region Ω1(t), the points where
φ(·, t) is positive is Ω2(t) and the interface Γ(t) is defined by
Γ(t) := {x ∈ Ω : φ(x, t) = 0}. (2.13)
Note that we assume the velocity field to be continuous in space. Hence, for any time t the level
set function φ(·, t) stays continuous with respect to the space variable during advection. The
dimension of the graph of the level set function φ is one dimension higher than the interface
dimension. Thus, a problem of a higher dimension has to be solved to detect the interface
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movement. However, this implicit definition of the interface holds an important advantage:
topological changes of the interface such as drop collisions can be handled easily, cf. [PAB+97].
Furthermore, the level set equation and the implicit definition of the interface is valid for any
space dimension. Thus, there is no fundamental difference between 2D and 3D methods, cf.
[Set99]. As φ is defined in the whole domain Ω, the same grid, that is used for the discretization
of the governing equations, can be used for the discretization of the level set equation. In other
words the extra interface-grid is not needed.
A level set function provides further useful relations: the normal nΓ on the interface Γ and
the mean curvature κ on Γ are given by
nΓ(x) =
∇φ(x)
‖∇φ(x)‖2 and κ(x) = ∇ ·
( ∇φ(x)
‖∇φ(x)‖2
)
, x ∈ Γ, (2.14)
cf. [OF03b]. In case of the level set method these quantities are easy to compute numerically
with a high accuracy, in contrast to the VOF methods. The curvature is needed, for instance,
in curvature driven flow problems or two-phase flow simulations, that include surface tension
forces.
Note that other choices for φ0 and the definition of the interface are possible. For example
Olsson et al. choose a regularized characteristic function φ0(x) = (1+exp(−x/ε))−1 in one space
dimension, and for higher space dimensions φ0(x) = (1 + exp(d(x)/ε))
−1, where d is the signed
distance function to a given interface. The regularized characteristic function is approximately
one in one fluid, approximately zero in the other fluid and positive, continuous and smooth in a
small region of size ε around the interface, so that the interface is the 0.5-counter, instead of the
zero-counter [OK05, OKZ07]. This choice was later re-used in [SYC11]. However, this smoothed
characteristic function is close to a discontinuous function and has a steep slope in a region of
size ε around the interface, which makes the numerical treatment rather difficult.
We will use the usual definition of the interface as the zero level of a continuous function, i.e.
(2.13), and a signed distance function as the initial level set function. Hence, some comments on
signed distance functions are in order.
Let d denote the signed distance function to a given interface. That means |d(x)| := dist(x,Γ)
for all x ∈ Ω and d is negative in one sub-domain, say Ω1, and positive in the other sub-domain,
Ω2. In the remainder the level set function will be initialized with d, i.e. φ0 = d.
A signed distance function is continuous, but not globally smooth. Is has a kink in its mini-
mum points, and might have further kinks. However, the gradient is defined almost everywhere
and ‖∇φ0‖2 = 1. Figure 2.5 (a) shows a signed distance function to a circle, cf. [Gro08, GR11].
The blue region represents Ω1 and the red region Ω2. Figure 2.5 (b) shows the contour lines of
the function. The black circle indicates the position of the interface. In this case the graph is a
cone and the signed distance function is not differentiable in its minimum point, the tip of the
cone, but everywhere else. This is due to the smoothness of the circle. A signed distance function
to a smooth interface is smooth near the interface [OF03b]. If the interface is not smooth, this
is reflected in the signed distance function. Figure 2.6 (a) shows the signed distance function
to a rectangle. Again, the blue region represents Ω1 and the red region Ω2. Figure 2.6 (b)
shows the contour lines of this function. The position of the interface is marked by the black
rectangle. The minimal values of the signed distance function to the rectangle are located on a
line segment. There are further kinks in the interior of the rectangle. In Figure 2.6 (b) these
kinks are represented by the dotted lines. Outside the rectangle the function is smooth.
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(a) Graph
b
φ = 0
φ < 0
φ > 0
(b) Contour lines
Figure 2.5: Signed distance function to a circle
(a) Graph
φ = 0
φ < 0
φ > 0
(b) Contour lines
Figure 2.6: Signed distance function to a rectangle
Despite the fact, that a signed distance function is not continuously differentiable everywhere,
a signed distance function provides good properties. The computation of the interface normal and
the curvature is stable as the Euclidean norm of the gradient is one, if it exists. Furthermore, the
distance to the interface is a helpful tool for adaptive refinement methods. Often it is sufficient
to refine the mesh in a neighborhood of the interface. To define this neighborhood the distance
is used.
If the solution of the level set equation φ(·, t), t > 0, would keep the property of being a
signed distance function, the computation of nΓ and κ would be stable for any time t. If the
gradient of the level set function is close to zero, the formulas in (2.14) do not produce reliable
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results. Thus, keeping the level set function a signed distance function throughout the advection
is crucial for the simulations in Chapter 9. However, the property of being a signed distance
function is, in general, lost during advection, cf. [SSO94].
If we consider a spatially discretized level set function φh we relax the property of being a
signed distance function to being close to a signed distance function. This property, however, is
also lost during advection in the discrete case. To re-establish it a re-initialization method can be
used. The re-initialization of φh is an approximate signed distance function, which is constructed
such that its zero level coincides with the zero level of φh in exact arithmetics. However, this
does usually not hold in practice. There are different re-initialization methods/algorithms to
build a re-initialization. This topic is discussed in more detail in Section 9.3.
In this thesis the level set method was chosen for representing the interface as it has some
important advantages over the interface tracking or volume tracking methods and the volume of
fluid method. First of all, the level set method as well as the volume of fluid method can handle
topological changes of the interface easily in contrast to the interface tracking and volume tracking
methods where topological changes cause a significant increase of the computational effort. An
additional interface grid is not needed. Furthermore, the level set method is easily applicable to
three dimensional problems and unstructured grids. In Chapter 9 we use the level set method
to detect the interface in a rising droplet problem. The computational domain is discretized by
a tetrahedral mesh. This mesh is refined in a neighborhood of the interface. Thus, the level
set method is an advantageous choice. It is also possible to apply the volume of fluid method
to unstructured grids, but this approach is not straight forward. In the volume of fluid method
the interface is defined as the boundary of the support of a discontinuous function. Due to
this definition the interface needs to be reconstructed in every time step. Furthermore, the
linear transport equation for this discontinuous function has to be solved numerically, which
might cause additional errors. A remedy is to smooth the characteristic function, but then, the
interface might be blurred. In case of the level set method, the position of the interface does
not influence the movement of the level set function. Furthermore, the discretization of the
linear transport equation with a continuous initial function is easier than the discretization with
a discontinuous initial function. As the interface is the zero level of the level set function, it is
possible to define a sharp interface as long as the gradient of the level set function is bounded
away from zero. Furthermore, if the level set function is close to a signed distance function,
the computation of the interface curvature is stable and φh can be used as a flag for adaptive
refinement. All these advantages are important enough to accept the major disadvantage of the
discrete level set method, namely that it is not mass conserving.
There are different approaches, e.g. finite difference schemes, finite volume schemes and finite
element methods for the discretization of the level set equation. These approaches are discussed
in Chapter 4.
In this work, the level set method is used in a framework of finite element methods. Hence,
we focus on the spatial discretization of the level set equation by conforming finite elements and
discontinuous elements. To derive a finite element method a weak formulation is needed which
is derived in Section 3.2.
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2.6 Hybrid methods
There are approaches to combine different interface tracking or capturing method. The idea is
to combine the advantages of the different methods.
In [AMS03] the authors introduce a mixed marker and volume of fluid method in 2D where
the interface is reconstructed by a marker approach and volume conservation is achieved by the
volume of fluid method. The interface consists of a continuous chain of markers. There are
two types of marker particles, intersection markers and conservation markers. The intersection
markers flag the interface position on the cell boundaries of the underlying Cartesian grid and are
connected with straight line-segments, which represent a tentative approximation of the interface.
The conservation markers are located equidistantly on the line-segments. If the enclosed volume
does not coincide with the volume fraction computed by the VOF method the conservation
markers are moved normal to the line segments until the polygon connecting the intersection
markers and the conservation markers encloses the right volume. The method ensures that the
interface is continuous and that the volume is conserved as in VOF methods.
In the hybrid particle level set method Enright et al. [EFFM02] combined the level set
method with Lagrangian marker particles to improve the mass conservation property of the level
set method. The particles are randomly distributed in a defined neighborhood of the initial
interface. If the initial level set function is negative at the particle’s position, the particle is
called negative, and if the initial level set function is positive at the particle’s position, the
particle is called positive. Once a particle is defined as negative or positive it keeps this attribute
during the computation. Furthermore, each particle is the center of a sphere of radius r. The
radius is chosen between 0.1h and 0.5h, where h is the smallest spatial grid size. In each time
step the level set function and the particles are moved separately. The particles are passively
advected with the flow due to (2.1). This ODE is discretized by a third order accurate TVD
Runge-Kutta scheme. A fifth oder accurate WENO scheme is used for the evolution of the
level set function. Now, errors in the calculation of the new level set function can be detected
according to the particle position: Positive particles, that escaped to the negative part of the
level set function, or negative particles that are located on the positive side, indicate mass loss
due to unphysical smoothing. A particle is considered as escaped only if the whole sphere, that
is associated with the particle, crossed the interface. This strategy is used to avoid that particles
are marked as escaped, although they crossed the interface only due to numerical errors. The
level set function is, then, corrected using the information of the marker particle positions. For
a detailed description of the algorithm see [EFFM02].
In [SP00] the authors introduce a coupled level set and volume of fluid method (CLSVOF)
on rectangular meshes. The level set equation is solved numerically by a Discontinuous Galerkin
method with upwind flux in space and a Runge-Kutta scheme in time. The polynomial degree
is one and the order of the Runge-Kutta scheme is two. At the end of each time step the
discontinuous approximation of the level set function is projected onto a continuous finite element
function of piecewise linear polynomials. The advection of the color function is computed by
means of finite differencing schemes on the same Cartesian grid. The mass conservation is
obtained by the VOF method. The interface is reconstructed as a line segment in every cell in
every time step. The interface normals used for the reconstruction of the interface are computed
using the continuous level set function. Then, the position of the interface is found such that the
volume fractions match exactly which leads to mass conservation. The new level set function
is computed as the reparametrization to a signed distance function that has the reconstructed
interface as its zero level. The method is applied to incompressible surface tension driven two-
phase flow problems. The level set function is used to define the viscosity and density in the
whole computational domain, cf. Chapter 9. Furthermore, it is used to compute the curvature.
2.6. HYBRID METHODS 29
In [Sus03] Sussman uses the advection algorithms of the coupled level set and Volume of Fluid
method described in [SP00] to compute growth and collapse of vapor bubbles. In contrast to
[SP00] the curvature is not computed via the level set function, but via the volume fractions. The
CLSVOF method is used in several applications. It is used in the computation of liquid metal
droplets [VCSB07] and rising gas bubbles in viscous liquids [OIYS05] to mention some. There
are further approaches to combine the level set method with the VOF method to gain a mass-
conserving level set method, for example see [vdPSVW05]. A coupled level set and VOF method
on unstructured triangular meshes is described in [YJL+06]. In [vdPSVW08] the authors use a
level set method to detect the interface and a Volume of Fluid function to compute a correction
of the level set function such that the mass-conservation is improved.
In our recent paper [JLS+13] the level set method was coupled to the Moment of Fluid
method. The coupled level set-moment of fluid method (CLSMOF) is similar to the coupled
level set-volume of fluid method (CLSVOF). However, due to the additional information in the
Moment of Fluid method, the approximation properties of the CLSMOF are better than in
CLSVOF in test cases, where the interface has corners or develops thin filaments.

Chapter 3
The level set equation
In this chapter we derive a weak formulation of the level set equation that is suitable for our
purposes. As our objective is to use the level set method in the framework of two-phase flow prob-
lems, we introduce assumptions on the domain which will also hold later for our computational
domain.
Assumption 3.1. On the domain
Let Ω ⊂ Rd, d = 2, 3 be a Lipschitz-domain.
Furthermore, we make the following assumptions on the velocity field.
Assumption 3.2. On the velocity field
Let u ∈ C(Ω) be bounded.
Before we introduce the weak formulation of the level set equation, we investigate the strong
formulation.
3.1 Strong solution of the level set equation
As the level set equation is a hyperbolic PDE, more precisely, a transport equation, initial
conditions and boundary conditions have to be prescribed. Otherwise the problem would not be
well-posed [Ago98]. The boundary conditions need to be imposed on the inflow boundary
∂Ωin(t) = {x ∈ ∂Ω : u(x, t) · nΩ(x) < 0} ⊂ ∂Ω (3.1)
only. Then, the level set problem in strong formulation is
find φ ∈ C1([0, T ]; C1(Ω)) such that
∂
∂tφ+ u · ∇φ = 0 in Ω× [0, T ]
φ(x, 0) = φ0(x) in Ω
φ(x, t) = φD(x, t) on ∂Ωin(t)× [0, T ]
(3.2)
where φD(t) is a function from ∂Ωin(t) to R for every t ∈ [0, T ] and u = u(x, t) a given velocity
field that fulfills Assumption 3.2.
Remark 3.3. As φ ∈ C1([0, T ]; C1(Ω)) is a function of the time variable t only, we should use
the total derivative ddt in (3.2). However we often represent φ as a function of the space variable
31
32 CHAPTER 3. THE LEVEL SET EQUATION
b X(t)
b X(0)
b X(t)
b X(0)
b X(t)
b X(0)
b
X˜(t˜)
Figure 3.1: The three different cases that can occur when tracking X(t) backwards in time
along its characteristic
x and the time variable t. In this case we need the partial derivative ∂∂t . That means
d
dtφ for
φ ∈ C1([0, T ]; C1(Ω)) coincides with ∂∂tφ for φ(x, t). To keep the notation simple we always use
∂
∂t . Only in cases where we need a total derivative as in (2.11) we use
d
dt .
Theorem 3.4. The strong formulation has a unique solution if the velocity field is globally
Lipschitz-continuous in Ω with respect to the space variable and continuous in time in [0, T ].
Proof. We apply the method of characteristics. Without loss of generality we can assume u to
be globally Lipschitz-continuous in R3. If u is only known in Ω, we replace it by a globally
Lipschitz-continuous extension in R3. The characteristic curves of equation (3.2) are given by{
d
dtX(t) = u(X(t), t), t ∈ [0, T ]
X(0) = X0
(3.3)
with X0 ∈ R3. Due to the Picard-Lindelo¨f theorem (3.3) has a unique solution X : [0, T ]→ R3 for
every initial value X0 ∈ R3. That means, in particular, that the characteristics to different initial
values can not intersect. Furthermore, we know that φ is constant along the characteristics. Thus,
for every t ∈ [0, T ] and x ∈ Ω we can track X(t) = x backwards in time along its characteristic
until t = 0 to find the unique starting point X(0). We denote this point by x0. Three cases can
occur. They are illustrated in Figure 3.1. If x0 ∈ Ω∪∂Ωin, φ(x, t) is uniquely defined by φ0(x0).
The case x0 ∈ ∂Ω \ ∂Ωin can not occur due to the definition of ∂Ωin. If x0 ∈ R3 \ Ω, φ0 is not
defined at x0. However, there is always a unique time 0 < t˜ < t and a unique X(t˜) ∈ ∂Ωin, such
that (x, t) and (X(t˜), t˜) lie on the same characteristic. Then, φ(x, t) = φD(X(t˜), t˜). Thus, we
can uniquely determine φ(x, t) for every x ∈ Ω and t ∈ [0, T ].
Note that the solution is not in C1(Ω), if φ0 is not in C1(Ω) and, thus, can not be a clas-
sical solution. However, if φ0 ∈ C(Ω), (3.2) is still uniquely solvable and the solution can be
determined with the method of characteristics. The idea of generalized solutions is to relax the
differentiability condition, i.e. the derivatives do not have to exist in the classical sense, but in
a weak sense. For instance, a signed distance function to a rectangle is not differentiable in the
classical sense, cf. Section 2.5. However, it is differentiable in the Sobolev-sense. The concept of a
weak formulation allows these kinds of functions to be solutions. Therefore generalized solutions
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are sometimes called weak solutions. Furthermore, u does not need to be Lipschitz-continuous.
In practice the velocity field is the (numerical) solution of the governing equations, which are,
for instance, the Navier-Stokes equations in case of two-phase flow problems. Therefore, we can
make the additional assumption that u ∈ H1(Ω). As we will consider incompressible two-phase
flow problems later we also make the assumption that u is divergence-free in the Sobolev-sense.
There is more than one possibility to define weak solutions. A concept of a generalized
solution for first order Hamilton-Jacobi equations is the so called viscosity solution. Another
concept is the idea of entropy solutions for hyperbolic conservation laws. As the velocity field is
assumed to be divergence-free the level set equation can be transformed into a conservation law.
However, neither the concept of viscosity solutions nor entropy solutions can be transferred to
the level set equation easily in our case as it is not clear how the boundary conditions should be
taken into account. Furthermore, they are not very suitable for the derivation of finite element
methods for the level set equation. The variational formulation is well suited for this purpose.
Thus, we will focus on this concept. In the remainder the term weak formulation refers to the
variational formulation.
3.2 Variational formulation of the level set equation
In this section we introduce a variational formulation of the transport problem (3.2) and derive
well-posedness results. The main results can be found in the literature, e.g. [EG04]. In the
remainder we will refer to this formulation as the weak form of the level set problem. Furthermore,
it will be used to derive finite element methods for the level set equation. We will need some
definitions, notation and assumptions before we can introduce the variational formulation.
Assumption 3.5. On the velocity field.
Due to Assumption 3.2 the velocity field is bounded in Ω. Additionally, let u ∈ H1(Ω) and let u
be independent of time.
These assumptions guarantee that ∂Ωin does not change in time. In the remainder derivatives
are to be understood in the Sobolev -sense. Furthermore, the domain is a Lipschitz-domain due
to Assumption 3.1. That implies the existence of a unique, continuous, linear trace operator
T : H1(Ω) → L2(∂Ω) such that Tψ = ψ|∂Ω for all ψ ∈ H1(Ω) ∩ C(Ω), cf. [Wlo82]. In the
remainder we abuse the notation and write v|∂Ω instead of Tv for a function v ∈ H1(Ω) even if
v 6∈ C(Ω).
Definition 3.6. Let φD ∈ C1([0, T ]; H1(∂Ωin)). The function spaces W, W0 and W(φD) are
defined by
W := {w ∈ L2(Ω) : u · ∇w ∈ L2(Ω)}, (3.4)
W0 := {w ∈W : w|∂Ωin = 0}, (3.5)
W(φD) := {w ∈W : w|∂Ωin = φD}. (3.6)
Note that W ⊃ H1(Ω). However, it can be shown that the traces on ∂Ωin in the definitions of
W0 and W(φD) exist, cf. [Bar70]. The related norm is
‖w‖1,W := (‖w‖2L2(Ω) + ‖u · ∇w‖2L2(Ω))
1
2 . (3.7)
Note that W0 = W(φD), if φD ≡ 0 and W = W0 = W(φD), if ∂Ωin = ∅.
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Let b and c denote the following bilinear forms:
b : W × L2(Ω)→ R, b(w, v) := (u · ∇w, v)L2(Ω) (3.8)
and c : C1([0, T ]; L2(Ω))× L2(Ω)→ R, c(ψ, v) := ( ∂
∂t
ψ, v)L2(Ω). (3.9)
Notation 3.7. In the remainder we will drop the space variable, i.e. use φ(t) := φ(·, t).
Let φ0 ∈W and φD ∈ C1([0, T ]; H1(∂Ωin)) with φ0|∂Ωin = φD(0). Consider the problem
find φ ∈ C1([0, T ]; L2(Ω)) ∩ C([0, T ]; W) such that
φ(0) = φ0
φ|∂Ωin = φD
c(φ, v) + b(φ, v) = 0 ∀ v ∈ L2(Ω), t ∈ [0, T ].
(3.10)
Using the space W(φD) (3.10) can be written as
find φ ∈ C1([0, T ]; L2(Ω)) ∩ C([0, T ]; W(φD)) such that
φ(0) = φ0
c(φ, v) + b(φ, v) = 0 ∀ v ∈ L2(Ω), t ∈ [0, T ].
(3.11)
As φD(t) ∈ H1(∂Ωin), a smooth extension φD(t) ∈ W exists for every t ∈ [0, T ]. Furthermore,
as φD is differentiable in time, φD ∈ C1([0, T ]; L2(Ω)) ∩ C([0, T ]; W).
Thus, φ ∈ C1([0, T ]; L2(Ω)) ∩ C([0, T ]; W(φD)) can be decomposed to
φ = ψ + φD with ψ ∈ C1([0, T ]; L2(Ω)) ∩ C([0, T ]; W0). (3.12)
We define
f := −( ∂
∂t
φD + u · ∇φD) (3.13)
and
ψ0 := φ0 − φD(0) ∈W0. (3.14)
Then, problem (3.11) is equivalent to:
find ψ ∈ C1([0, T ]; L2(Ω)) ∩ C([0, T ]; W0) such that
ψ(0) = ψ0
c(ψ, v) + b(ψ, v) = (f, v)L2(Ω) ∀ v ∈ L2(Ω), t ∈ [0, T ]
(3.15)
To show the existence and uniqueness of the solution of (3.15), we introduce some definitions
and theorems according to the theory given in [EG04].
Let L be a separable Hilbert-space, (D(A), ‖ · ‖D(A)) a normed, linear subspace of L, and
A : D(A) ⊂ L→ L a linear operator.
Definition 3.8. A is monotone iff
∀ϕ ∈ D(A) : (Aϕ,ϕ)L ≥ 0. (3.16)
A is maximal iff
∀f ∈ L,∃ϕ ∈ D(A) : ϕ+Aϕ = f (3.17)
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Definition 3.9. A linear operator A : D(A) ⊂ L → L is bounded, if there exists M > 0 such
that
‖Aψ‖L ≤M‖ψ‖D(A) ∀ψ ∈ D(A).
Lemma 3.10. Assume D(A) and L are Hilbert-spaces and there is a dense and continuous
embedding from D(A) to L. Furthermore, let A : D(A) ⊂ L → L be linear, bounded and
monotone. Then, the two statements
1. A is maximal.
2. There exist constants c1 > 0 and c2 ≥ 0 such that
sup
v∈L
(Aϕ, v)L
‖v‖L ≥ c1‖ϕ‖D(A) − c2‖ϕ‖L ∀ϕ ∈ D(A). (3.18)
are equivalent ([EG04], p.314, Proposition 6.55).
We consider the bilinear form
a : D(A)× L→ R, a(ϕ, v) := (Aϕ, v)L. (3.19)
The following version of the Hille-Yosida theorem, which is presented in [EG04], p.313, Theorem
6.52, will be used to show existence and uniqueness of a solution of the variational formulation
(3.15). Let f ∈ C1([0, T ];L) and ϕ0 ∈ D(A). Consider the problem
find ϕ ∈ C1([0, T ];L) ∩ C([0, T ];D(A)) such that
( ∂∂tϕ, v)L + a(ϕ, v) = (f, v)L ∀v ∈ L,∀ t ∈ [0, T ],
ϕ(0) = ϕ0.
(3.20)
Theorem 3.11. (Hille-Yosida)
If A is monotone and maximal, problem (3.20) has a unique solution.
To apply Theorem 3.11 to the variational formulation (3.15) we first prove the following
result:
Lemma 3.12. (W0, ‖ · ‖1,W) is a Hilbert-space and there is a dense and continuous embedding
from W0 to L2(Ω).
Proof. First, we show, that (W0, ‖·‖1,W ) is a Banach space. To this end we consider the operator
T : (W0, ‖ · ‖1,W)→ (L2(Ω); ‖ · ‖L2(Ω)); Tϕ = u · ∇ϕ.
T is linear. Furthermore, T is bounded as
‖Tϕ‖L2(Ω) = ‖u · ∇ϕ‖L2(Ω) ≤ ‖ϕ‖1,W
due to the definition of W0. As T is bounded, T is also closed. Furthermore, we know, that
W0 ⊂ L2(Ω) and L2(Ω) is a Hilbert-space. As T is closed and ‖·‖1,W is the graph-norm generated
by the operator T , we can conclude that (W0, ‖ · ‖1,W) is a Banach space. Furthermore, we can
define a scalar-product, that induces the graph norm ‖ · ‖1,W. This scalar product is
(ϕ,ψ)1,W := (ϕ,ψ)L2(Ω) + (u · ∇ϕ,u · ∇ψ)L2(Ω).
Thus, (W0, ‖ · ‖1,W) is a Hilbert-space.
Second, we show, that W0 is dense in L2(Ω). Consider the space C∞0 (Ω) of smooth functions
with compact support. It is known, that C∞0 (Ω) is dense in L2(Ω). Furthermore, C∞0 (Ω) is a
subset of W0 as ‖u · ∇ψ‖L2(Ω) < ∞ for all ψ ∈ C∞0 (Ω) due to the assumptions on u. Hence,
there exists a dense continuous embedding from W0 to L2(Ω).
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The main result is given in the next theorem:
Theorem 3.13. Take f and ψ0 as in (3.13) and (3.14), respectively.
Then, the variational problem (3.15) has a unique solution.
Proof. We verify the conditions for the Hille-Yosida Theorem with
L = L2(Ω),
A : D(A) = W0 ⊂ L2(Ω)→ L2(Ω), Aψ = u · ∇ψ,
a(ϕ, v) = (Aϕ, v)L2(Ω) = b(ϕ, v).
Due to the previous assumptions on φD we have f ∈ C1([0, T ]; L2(Ω)). Note that problem (3.15)
is, then, of the form (3.20).
The operator A coincides with the operator T (Aψ = Tψ, D(A) = D(T )) defined in the proof of
Lemma 3.12. Thus, A is linear and bounded. Furthermore, A is monotone because
(Aϕ,ϕ)L2(Ω) =
∫
Ω
(u · ∇ϕ)ϕdx = 1
2
∫
∂Ω
ϕ2u · n dS
=
1
2
∫
∂Ωout
ϕ2︸︷︷︸
≥0
u · n︸︷︷︸
>0
dS ≥ 0 ∀ϕ ∈W0,
since ϕ|∂Ωin = 0 due to the definition of W0. To show that A is maximal we verify the second
statement of Lemma 3.10.
The Hilbertspace W0 is continuously and densely embedded in L2(Ω) as shown in Lemma 3.12.
Furthermore,
sup
v∈L2(Ω)
(u · ∇ϕ, v)L2(Ω)
‖v‖L2(Ω)
= ‖u · ∇ϕ‖L2(Ω) = (‖ϕ‖21,W − ‖ϕ‖2L2(Ω))
1
2
≥ ‖ϕ‖1,W − ‖ϕ‖L2(Ω) ∀ϕ ∈W0.
For ϕ = 0 statement 2 is trivial.
All conditions of the Hille-Yosida theorem hold for the variational formulation (3.15). Thus, a
unique solution exists.
As problem (3.11) and problem (3.15) are equivalent, the unique solution of (3.11) is given
by φ(t) = ψ(t) + φD.
Note, that the existence and uniqueness was only shown for time-independent velocity fields
u.
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3.3 Boundary conditions for the level set equation
In Section 3.1 the level set problem with initial data and Dirichlet boundary conditions has been
introduced. As mentioned in Section 2.5 the initial function φ0 is chosen as a signed distance
function d to a given interface. To find and define the boundary function φD(x, t) is the topic of
this section. First of all, the boundary conditions should be consistent with the initial conditions,
i.e. φD(x, 0) = φ0(x) for all x ∈ ∂Ωin. Moreover, it is desirable, that the solution is close to
a signed distance function, that means its gradient should be close to one, i.e. ‖∇φ‖2 ≈ 1.
However, in general, it is not possible to achieve this property, as the transport with the velocity
field u destroys the signed distance property. Furthermore, the choice of the boundary conditions
depends on the particular flow problem that is to be solved. We consider two model problems,
the falling film simulation, where the intersection of the interface Γ and the boundary of the
domain ∂Ω is not empty, and the moving droplet problem, where the interface lies entirely in
the interior of the domain. Here, we consider only moving droplet problems, where no droplets
enter the domain and no droplets are generated at the inflow boundary.
In the first case either periodic boundary conditions are used or the position of the interface
at the inflow boundary is known. To describe the interface a level set function is used, but this
level set function is not necessarily a signed distance function. The boundary values are taken
into account in the re-initialization. Thus, the boundary values always match φ.
In the second case the values of the distance function on the inflow boundary depend on the
new position of the interface and hence, can not be predicted along the inflow boundary.
In this case a more realistic objective is to find boundary conditions with the following
property: The boundary conditions should not introduce a new zero level of φ. This is indeed
essential as the zero level defines the interface. A new zero-level introduced by the boundary
conditions would not reflect physical effects in a rising droplet simulation. Without loss of
generality let φ0 be positive on ∂Ωin. Furthermore, assume that the inflow boundary does not
change in time. However, we can relax the assumptions on the velocity field. Here, the velocity
field u might depend on time. Thus, the choice of the boundary condition will hold for a greater
class of problems.
Under these assumptions a new zero level is avoided by demanding that the solution φD(x, t)
is positive on ∂Ωin for all t ∈ [0, T ].
Furthermore, in Section 3.2 we assumed
φD ∈ C1([0, T ]; H1(∂Ωin))
to derive the variational formulation. Thus, the boundary data needs to fulfill this condition.
Inflow domain Consider a fixed time t ∈ [0, T ] and an arbitrary point x0 in Ω ∪ ∂Ωin. The
movement of x0 due to the velocity field u is described by (2.1), i.e.
x(0) = x0
d
dt
x(t) = u(x(t), t) ∀ t ≥ 0.
(3.21)
Now consider all x˜ ∈ ∂Ωin and their new positions x˜(t). The collection of x ∈ Ω, that lie on the
characteristics from x˜ to x˜(t) defines the set of points, for which the boundary values determine
the solution. The intersection of this set with the domain Ω is called the domain of dependence
and is here denoted by Ωin(t). As the level set equation is hyperbolic, the domain of dependence
is a bounded set [LeV02].
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Constant Dirichlet boundary conditions One possibility is to prescribe the value
φD(x, t) = φ0(x) > 0 for x ∈ ∂Ωin and t ∈ [0, T ]. Note that φD(x, t) is indeed smooth and
obviously consistent with the initial conditions. Imposing these boundary conditions results in
a solution with the following properties:
(P1) The solution is positive on ∂Ωin for all t ∈ [0, T ].
(P2) In Ωin(t) the solution is constant in streamline direction .
(P3) In particular, the solution is positive in Ωin(t).
As φD(x, t) > 0 for all (x, t) ∈ ∂Ωin × [0, T ] the solution is positive on ∂Ωin for all t ∈ [0, T ], i.e.
(P1) holds. (P2) holds as φD does not depend on time. (P3) follows from (P2) and φD > 0.
The solution has a kink in Ω, if ‖∇φ0(x)‖2 6= 0 for at least one x ∈ ∂Ωin. In level set method
φ0 is, usually, a signed distance function. Thus, ‖∇φ0(x)‖2 = 1, which means, that the constant
Dirichlet boundary conditions introduce a kink along the part of the boundary of Ωin(t) that
lies in Ω. This is the major disadvantage of this choice of boundary conditions. An important
advantage is that the boundary conditions are directly given with the initial condition.
The solution to the level set problem with constant Dirichlet boundary conditions is analytically
given for some simple velocity fields, e.g. for a constant velocity field. In this simple example
the influence of the boundary conditions on the solution can be studied.
Consider a constant velocity field in Rd, d = 1, 2, 3, and the linear transport equation
∂
∂t
φ(x, t) + u · ∇φ(x, t) = 0 in Rd × [0, T ]
φ(x, 0) = φ0(x) in Rd.
Note, that no boundary conditions are needed in this case as the PDE holds in the whole space
Rd. The exact solution is explicitly given by φ(x, t) = φ0(x− ut), cf. [LeV02]. If φ0 is a signed
distance function to a given interface, the solution is the exact signed distance function to the
transported interface.
Φ0(x)
u · t
Φ(x, t)
Figure 3.2: 1D example - constant Dirichlet boundary conditions
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This is not true any more if we restrict the transport equation to Ω and impose Dirichlet
boundary conditions at the inflow boundary. Then, the solution coincides with φ0(x − ut) in
Ω \ Ωin(t) and with φD(x, t) in Ωin(t). This effect of the boundary conditions is sketched in 1D
in Figure 3.2. The signed distance function φ0 is shifted to the right. The inflow boundary is
the left boundary of the domain, say ∂Ωin = {x0}. A kink is produced at x0 + u · t. In higher
space dimensions this effect manifests itself as a kink along the part of the boundary of Ωin that
lies inside the domain. Figure 3.3 shows the solution of the following 2D example:
We consider a velocity field u = (c1, c2)
T with c1 6= 0 and c2 6= 0. The domain is Ω = [0, 1]2. The
inflow boundary consists of two edges of Ω. A signed distance function to a circle is transported
with u. The exact solution is the signed distance function to a circle in Ω \ Ωin(T ) and defined
by the boundary conditions in Ωin(T ). In Ωin(T ) the solution is constant along the line segments
{x+ u · t : x ∈ ∂Ωint ∈ [0, T ]}. In Figure 3.3 Ωin is marked in red and Ω \Ωin in blue. The kink
along the part of the boundary of Ωin, that lies in the interior of Ω, is marked in black. Due to
the shapes of Ω and the interface there is an additional kink along the line segment that origins
in the vertex of Ω that belongs to ∂Ωin.
Figure 3.3: Level set function for constant u in x1 and x2-direction
Linear Dirichlet boundary conditions As the constant Dirichlet boundary conditions pro-
duce a kink one might think of other possible boundary conditions for the level set equation. If the
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gradient is taken into account the kink will disappear. Thus, we consider linear boundary condi-
tions. An obvious idea to construct linear boundary conditions is to use a Taylor-expansion of the
exact solution in Rd. If the velocity field is constant the exact solution in Rd is φ(x, t) = φ0(x−ut)
and the Taylor series in a neighborhood of t = 0 up to order one yield:
φ(x, t) = φ0(x)− u · ∇φ0(x) t (3.22)
Now we define φD(x, t) = φ0(x)−u ·∇φ0(x) t. Here, u does not necessarily have to be constant.
Although these boundary conditions seem to be suitable at first sight, they have an important
drawback: (P2) and (P3) are not satisfied. That means the solution might change its sign in
Ωin. Therefore a new zero level might be introduced. This, indeed, happens in the 2D example
shown in Figure 3.4.
(a) Solution in Ω (b) Zoom into problematic region
Figure 3.4: Solution with linear boundary conditions for in x1 and x2-direction
conclusion This simple example showed that the linear boundary conditions are not suitable
for our purposes. Furthermore, it is not clear how these boundary conditions influence the
solution for more general velocity fields. As in this simple example a new zero level could be
introduced. In particular, (3.22) does not hold any more if the velocity field is not constant.
The choice of the boundary conditions is highly problem-dependent. In case of the level set
equation with initial conditions φ0 = d it is, in general, not possible to find boundary conditions
such that the solution is a signed distance function, even if the signed distance property is kept
in Ω \ Ωin.
However, the effect of the constant boundary conditions is known for any velocity field, that
does not change its direction in time. In this case the boundary function is positive. Thus, no new
interfaces are created at the inflow boundary. Furthermore, the constant boundary conditions
are very easy to implement. Usually a re-initialization is needed during the evolution of the level
set equation as the velocity field may deform the level set function. The boundary conditions
should be included in the re-initialization algorithm, such that they are automatically updated.
Thus, in the remainder we use constant Dirichlet boundary conditions for the level set equation.
Chapter 4
Discretization of the level set
equation
In this thesis we focus on the spatial discretization of the level set equation with conforming
finite elements and discontinuous finite elements (Discontinuous Galerkin method). However,
there are other possibilities to discretize the level set equation. For the sake of completeness
we introduce the discretization by means of finite difference schemes and finite volume schemes
briefly before we turn to the discretization with finite elements.
4.1 Differencing schemes
We assume that the velocity field u is given in every grid point. This is the case, for instance, if
u is the solution of the Navier-Stokes equations for incompressible two-phase flow. Furthermore,
assume that the domain Ω is discretized by a Cartesian grid. The streamline gradient
u · ∇φ can be approximated by an appropriate finite difference, for instance, an upwind scheme,
while for time integration a Runge-Kutta-scheme can be chosen. There are different possibilities
to choose the spatial and temporal differencing schemes, which may have different order. In
order to gain a consistent and stable, and thus, convergent scheme, a CFL time step restriction
is needed if the time integration is accomplished by an explicit scheme. Note that the CFL
time step restriction can vary for different combinations of time integration schemes and spatial
differencing schemes, which can affect the computational costs. It is common to use upwind-
schemes for the spatial discretization to catch the character of the transport equation. However,
the easiest upwind scheme, where left and right differences are used, is only first order accurate.
Widely used methods to improve the accuracy are ENO (essential non-oscillatory) and WENO
(weighted ENO) polynomial interpolation schemes, where the approximations of u · ∇φ are
improved using Newton interpolation, cf. [OF03a]. Examples can be found in [SSO94, SF99,
OKZ07, vdPSVW05].
4.2 Finite volume methods
In [KMS99] a finite volume method for solving 2D Hamilton-Jacobi equations, which includes,
in particular, the level set equation, is given. The authors restrict themselves to triangular
meshes. They analyze two different finite volume discretizations and give convergence results for
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both schemes. To obtain convergence a CFL-condition is required. In [Fro02] a finite volume
method for solving advection-dominated transport equations with divergence-free velocity fields
is described. Based on this approach a finite volume method for solving the diffusive form
of the level set equation is deduced in [FM07b]. Here the velocity field does not need to be
divergence-free. The advective part and diffusive part are treated separately. The standard CFL-
condition is relaxed. The resulting so called flux-based level set method is based on first order
accurate approximations and has been extended to second order approximations in [FM07a].
The improved method is called high-resolution flux-based level set method.
4.3 Finite element methods
There are approaches to solve the level set equation using finite element methods, e.g. [TE00,
PS01, Smo05]. We restrict ourselves to using the method of lines. That means a finite element
method is used for the spatial discretization only. The resulting semi-discrete problem depends
on time. This system of ODEs can be solved numerically by means of a differencing scheme
[OF03a], e.g. a Runge-Kutta scheme.
The main idea of the finite element method is to substitute the function spaces in the weak
formulation by finite dimensional spaces.
In the remainder we will need finite element methods for the weak formulation (3.11) of
the level set equation and the weak formulation (3.15) of the transformed problem. (3.15) is
better suited for theoretical analyses due to the zero boundary conditions. Thus, in Chapter 6
and Chapter 7 we will analyze finite element methods that are based on (3.15). Hence, we will
derive the SUPG method based on (3.15) in Section 4.3.3. Finite element methods based on
(3.11) are better suited for computations/implementation. We will introduce the SUPG method
based on (3.11) in Section 4.3.4. Although the problems (3.11) and (3.15) are equivalent, this
is not necessarily the case for the finite element methods based on these formulations. They
are, in general, not equivalent. However, the differences between these methods are only in the
treatment of the boundary conditions. Thus, we expect the solutions to only differ in Ωin and to
be very similar near the interface.
To derive the discrete methods we introduce some notation. Let W0,h and Wh and Vh
be finite dimensional subspaces of the trial spaces W0 and W and the test space V = L2(Ω),
respectively. Let ψ0,h be an approximation of ψ0 in W0,h. φD,h denotes an approximation of φD
in Wh. Then, the finite dimensional problem is:
for all t ∈ [0, T ] find ψh(t) ∈W0,h such that
ψh(0) = ψ0,h
c(ψh(t), vh) + b(ψh(t), vh) = (f(t), vh) ∀ vh ∈ Vh
φh = ψh + φD,h
(4.1)
This finite element formulation is consistent with the weak formulation (3.15).
4.3.1 Finite element spaces
To define the finite element spaces Wh, W0,h and Vh we introduce a triangulation Th of the
domain Ω. Then, the spaces are defined based on this triangulation.
Definition 4.1. Triangulation
Let Ω ⊂ Rd, d ∈ N. A triangulation Th over the set Ω is a subdivision of Ω into a finite set of
elements K ∈ Th, such that the following properties are fulfilled:
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(T1) For each K ∈ Th the set K is closed and its interior K˚ is nonempty and connected.
(T2) For each K ∈ Th the boundary ∂K is Lipschitz-continuous.
(T3) Ω =
⋃
K∈Th K.
(T4) K1,K2 ∈ Th ⇒ K˚1 ∩ K˚2 = ∅.
[CL91]
In this thesis we consider triangulations of Ω ⊂ Rd, d ∈ N, that consist of d-simplices, only.
Furthermore, we assume that the domain Ω is polyhedrally bounded. Often, we consider d = 3
in applications. In that case the elements K ∈ Th are tetrahedra. Furthermore, we assume
the triangulation to be consistent and quasi-uniform. We call the subsets of K ∈ Th, that are
(d-1)-simplices, faces.
Definition 4.2. Consistency
A triangulation Th consisting of simplices is called consistent if the following holds:
(T5) Any face of any d-simplex K1 ∈ Th is either a face of another d-simplex K2 ∈ Th or it is a
portion of the boundary ∂Ω of Ω. In the first case K1 and K2 are called adjacent elements.
[CL91, GR11]
In the remainder the triangulations are assumed to be a consistent triangulation of d-simplices.
Note that in this case there is an affine mapping to a reference element for any K ∈ Th, i.e. the
following holds:
Corollary 4.3. Let Th be a consistent triangulation of d-simplices.
(T6) Let Kˆ be the reference element. For each K ∈ Th there is an invertible, affine mapping
FK : Kˆ → K, xˆ→ AK xˆ+ bK , with AK ∈ Rd×d and bK ∈ Rd.
Furthermore, we will consider families of triangulations. Therefore, we introduce the param-
eters hK and ρK .
Definition 4.4. Let
hK := diam(K) and ρK := sup{diam(B) : B is a ball contained in K}. (4.2)
Definition 4.5. A family {Th}h>0 of consistent triangulations is called regular, if the following
two statements hold:
(T7) There exists a constant σ such that hKρK ≤ σ for all K ∈ Th and all Th ∈ {Th}h>0.
(T8) Define h := maxK∈Th hK . Then, inf{h : Th ∈ {Th}h>0} = 0
[CL91, GR11]
For theoretical analyses we need the triangulations to be quasi-uniform.
Definition 4.6. quasi-uniform
A triangulation Th consisting of simplices is called quasi-uniform if there are positive constants
c1 and c2 such that a ball with radius c1h is contained in every K ∈ Th and every K is contained
in a ball with radius c2h, cf. [GR94]
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In the remainder a family of triangulations {Th}h>0 is always assumed to be a regular family
of consistent (, quasi-uniform) triangulations of d-simplices, i.e. (T1)-(T8) hold. Based on a
triangulation Th we will define the finite element spaces as spaces of piecewise polynomials.
Therefore, we introduce the principal lattice, the set of nodes of a triangulation and polynomial
functions defined on one d-simplex K ∈ Th.
Theorem 4.7. Let K ∈ Th, i.e. K ⊂ Rd, d ∈ N, is a d-simplex with vertices aj, 1 ≤ j ≤ d+ 1.
Furthermore, let k ∈ N. Then, any polynomial p ∈ Pk(K) is uniquely determined by its values
on the sets
Lk(K) :=
x =
d+1∑
j=1
λjaj :
d+1∑
j=1
λj = 1, λj ∈ {0, 1
k
, ...,
k − 1
k
, 1}, j = 1, ..., d+ 1
 . (4.3)
Lk(K) is called the principal lattice of order k of K [CL91].
Notation 4.8. The set V := ⋃K∈Th Lk(K) is the set of nodes of Th. Let N = |V|. Then, we
can represent V as the set {xj : j = 1, ..., N}. Denote with V(∂Ωin) the sub-set of V that includes
only the nodes that are located on the inflow boundary ∂Ωin.
Definition 4.9. Consider a triangulation Th of Ω that fulfills (T1)-(T5). The space of continuous
piecewise polynomial functions is defined by
Vkh := {vh ∈ C(Ω) : vh|K ∈ Pk ∀K ∈ Th} (4.4)
for k ≥ 1. The space of continuous piecewise polynomial functions, that vanish on the inflow
boundary, is given by
Vkh,0 := {vh ∈ Vkh : vh|∂Ωin = 0} = {vh ∈ Vkh : vh(xi) = 0 ∀xi ∈ V(∂Ωin)}. (4.5)
Vkh is a finite dimensional subspace of W and V
k
h,0 is s finite dimensional subspace of W0. In
particular, they are all subspaces of V = L2(Ω). In the remainder we will need a basis of V
k
h,0.
A standard choice of the basis of Vkh,0 is a nodal basis.
Definition 4.10. Let {ξj}Nj=1 be a basis of Vkh. If ξj(xk) = δj,k for all xk ∈ V, {ξj}Nj=1 is called
nodal basis.
Such a basis exists and is unique. Thus, let {ξj}Nj=1 denote the nodal basis of Vkh,0 in the
remainder.
4.3.2 Standard Galerkin method
In standard Galerkin methods the trial and test spaces coincide. For the finite element method
(4.1) that means Vh = V
k
h,0. Thus, the standard Galerkin method is:
for all t ∈ [0, T ] find ψh(t) ∈ Vkh,0 such that
ψh(0) = ψ0,h
c(ψh(t), vh) + b(ψh(t), vh) = (f(t), vh) ∀ vh ∈ Vkh,0
φh = ψh + φD,h.
(4.6)
However, we will not use the standard Galerkin method to solve the level set equation, because it
is a well-known fact, that the standard Galerkin formulation applied to the level set equation leads
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to instabilities [DH03, PFP06]. There is a variety of stabilization methods (for an overview see
[Cod98, Cod00]) among those the subgrid viscosity method [Gue99] and the streamline diffusion
method [RST96a]. We will focus on the latter in this thesis as this method is widely used. For
several test cases the streamline diffusion method has been analyzed, cf. [JP86, RST96a, GR94,
BS11]. Furthermore, adding the stabilizing term to the standard Galerkin method is straight
forward. The streamline diffusion method can be regarded as a Petrov-Galerkin method and is
therefore also called Streamline Upwind Petrov-Galerkin method, or short SUPG method.
4.3.3 SUPG method
The first idea to stabilize the standard Galerkin method is to add diffusion as diffusion stabilizes
the solution by smoothing it. However, this approach would change the original PDE. Instead
of the level set equation one would solve
∂
∂t
φ+ u · ∇φ = ε∆φ, (4.7)
with a scaling parameter ε > 0. The idea of the streamline diffusion method is to add diffusion
only in streamline direction. This produces less diffusion in the numerical solution than the
approach mentioned above, cf. [RST96b]. Furthermore, the diffusion in streamline direction is
added in such a way that the exact solution is still a solution of the stabilized problem, but the
numerical solution is smoothed and therefore the method is stabilized.
The variational formulation of the diffusion in streamline direction is (u ·∇φ,u ·∇v)L2(Ω) for
any function v ∈W, cf. [GR11]. Furthermore, note that u · ∇v ∈ L2(Ω) for any function v ∈W.
Thus,
(
∂
∂t
φ,u · ∇v)L2(Ω) + b(φ,u · ∇v) = 0 (4.8)
holds for the exact solution φ of the level set equation (in a weak sense) and any v ∈W.
Now, we consider the problem
(
∂
∂t
φ, v + δu · ∇v)L2(Ω) + b(φ, v + δu · ∇v) = 0 ∀ v ∈W, (4.9)
where δ is a positive constant. Then, the exact solution φ of the level set equation solves this
problem. In problem (4.9) the variational formulation of the streamline diffusion is included,
namely b(φ,u · ∇v). In case of the transformed level set equation we consider the problem
(
∂
∂t
ψ, v + δu · ∇v)L2(Ω) + b(ψ, v + δu · ∇v) = (f, v + δu · ∇v)L2(Ω) ∀ v ∈W.
Now, we turn to the semi-discrete case. Note, that (4.8) holds, in particular, for all vh ∈ Vkh,0
as Vkh,0 ⊂ W. The diffusion in streamline direction is added to the standard Galerkin method
by changing the test space. That means trial and test space are not the same space. Hence, the
method is a Petrov-Galerkin method [Bra97].
In case of the standard Galerkin method the test space was Vh = V
k
h,0. For a test function
vh ∈ Vkh,0 we define the SUPG test function by
wh(vh) := vh + δKu · ∇vh, (4.10)
where δK is a parameter, with δK ≥ 0 on every K ∈ Th. Then, the SUPG test space is
VSUPGh,0 := {wh(vh) : vh ∈ Vkh,0}. (4.11)
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The parameter δK controls the amount of diffusion, which is added to the PDE for stabilization.
δK might change from element to element. Note, that for wh ∈ VSUPGh,0 wh|∂Ωin 6= 0 might hold.
The notation is only due to the connection to the trial space Vkh,0. V
SUPG
h,0 is a subspace of
L2(Ω) = V. Furthermore,
dim(VSUPGh,0 ) = dim(V
k
h,0).
Recall that {ξi}Ni=1 is the nodal basis of Vkh,0. Define
ηi := ξi + δKu · ∇ξi. (4.12)
Then, {ηi}Ni=1 is a basis of VSUPGh,0 .
Substituting the test spaces Vkh,0 in (4.6) by V
SUPG
h,0 and summing over all K ∈ Th, as the
stabilization parameter δK is defined element wise, yields the SUPG methods of the transformed
level set equation, i.e.
for all t ∈ [0, T ] find ψh(t) ∈ Vkh,0 such that
ψh(0) = ψ0,h∑
K∈Th(
∂
∂tψh(t), wh)L2(K) + (u · ∇ψh(t), wh)L2(K)
=
∑
K∈Th(f(t), wh)L2(K) ∀wh ∈ VSUPGh,0
φh = ψh + φD,h
(4.13)
A difficulty of the streamline diffusion method is to choose a reasonable value of δK . The
choice of δK might differ with the problem, that is to be solved [RST96b]. In many cases
including the level set equation the parameter is often chosen to be proportional to the grid size
h, cf. [Bur10, BS11, Cod98, GR94]. This property is, in particular, needed in the analysis of the
SUPG method in Chapter 6.
In computations we choose the streamline diffusion parameter
δK = s
h
max{‖u‖L∞(K), tol/h}
, (4.14)
where s is a scaling factor and tol/h is introduced to avoid dividing by a number close to zero. If
the velocity field is time-independent the stabilization parameter does not depend on time either.
4.3.4 Implementation aspects
As mentioned before we do not implement the SUPG method (4.13) for the transformed problem
to avoid the extension φD. If we consider the weak formulation (3.11), we do not need the
extension. In the discretization φD is replaced by an approximation φD,h from the finite element
space. This approximation of the boundary conditions is included in the finite element space
Vkh(φD) := {vh ∈ Vkh : vh(xi) = φD(xi)∀xi ∈ V(∂Ωin)}. (4.15)
With this definition the SUPG method for problem (3.11) is:
for all t ∈ [0, T ] find φh(t) ∈ Vkh(φD) such that
φh(0) = φ0,h∑
K∈Th(
∂
∂tφh(t), wh)L2(K) + (u · ∇φh(t), wh)L2(K) = 0 ∀wh ∈ VSUPGh,0 .
(4.16)
A second possibility to treat the boundary conditions is to couple them to the semi-discrete
system in a weak sense. In this case there are also degrees of freedom on the inflow boundary.
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Therefore, we enlarge the finite element space VSUPGh,0 by adding the corresponding basis function
and denote this space by VSUPGh . Then, the second possible implementation can be written as:
for all t ∈ [0, T ] find φh(t) ∈ Vkh such that
φh(0) = φ0,h∑
K∈Th(
∂
∂tφh(t), wh)L2(K) + (u · ∇φh(t), wh)L2(K) + (φh(t), wh)L2(∂Ωin∩K)
=
∑
K∈Th(φD,h(t), wh)L2(∂Ωin∩K) ∀wh ∈ VSUPGh .
(4.17)
For computations the matrix-vector-representation of those semi-discrete problems is appropri-
ate. To illustrate the derivation of the matrices we derive the matrix-vector-representation only
for problem (4.16). The two main ingredients to derive this representation are the decomposition
of the unknown φh and the restriction of the test function to the basis function of V
SUPG
h,0 . The
latter yields an equivalent problem as the occurrent forms are bilinear forms. We can represent
φh ∈Wh in the nodal basis {ξj}Nj=1 of Vkh,0, i.e.
φ(x, t) =
N∑
j=1
Φj(t)ξj(x) +
N˜∑
j=N+1
ΦD,j(t)ξj(x), (4.18)
with
Φj(t) = φ(xj , t) and ΦD,j(t) = φD(xj , t) for xj ∈ V. (4.19)
For j ∈ {N+1, ..., N˜} ξj denote the nodal basis functions that correspond to the inflow boundary.
The basis functions of VSUPGh,0 are given by the basis functions of V
k
h,0 due to (4.12). Substituting
vh ∈ Vkh,0 by all basis functions ξi, i = 1, ..., N , and using the representation (4.18) of φh in the
last line of (4.16) yields the equivalent system
c(
N∑
j=1
Φj(t)ξj , ξi + δKu · ∇ξi) + b(
N∑
j=1
Φj(t)ξj , ξi + δKu · ∇ξi)
=− c(
N˜∑
j=N+1
φD(xj , t)ξj , ξi + δKu · ∇ξi)− b(
N˜∑
j=N+1
φD(xj , t)ξj , ξi + δKu · ∇ξi)
∀ i = 1, ..., N.
The matrix-vector-representation is obtained by defining the vector of unknowns
Φ(t) = (Φj(t))j=1,...,N ∈ RN , the vector ΦD(t) = (φD(xj , t))j=N+1,...,N˜ ∈ RN˜−N , the matrices
Mi,j = (ξj , ξi + δKu · ∇ξi)L2(Ω), M = (Mi,j)i,j=1,...,N , M˜ = (Mi,j)i=1,...,N,j=N+1,...,N˜
Hi,j = b(ξj , ξi + δKu · ∇ξi), H = (Hi,j)i,j=1,...,N , H˜ = (Hi,j)i=1,...,N,j=N+1,...,N˜
(4.20)
and the right hand side f(t) = −
(
M˜ ∂∂tΦD(t) + H˜ΦD(t)
)
∈ RN . Then, (4.16) is equivalent to
for all t ∈ [0, T ] find Φ(t) such that
Φ(0) = Φ0
M ∂∂tΦ(t) + HΦ(t) = f(t).
(4.21)
(4.21) is a system of ordinary differential initial value problems for the unknown Φ. Suppose there
is a unique solution. Then, a time stepping algorithm can be used to compute an approximate
solution.
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4.3.5 Discontinuous Galerkin method
In [RH73] Reed and Hill used a Discontinuous Galerkin (DG) method on a triangular mesh
to obtain a numerical solution of the two-dimensional stationary neutron transport equation.
Nowadays, DG methods are applied to a variety of problems. (See for instance [Coc03] and the
literature therein). They are not only applied to hyperbolic and parabolic PDEs, but also to
elliptic PDEs.
DG methods are similar to Galerkin methods, but the important difference is, that the trial
space as well as the test space consists of discontinuous functions. This leads to a further degree
of freedom but at the same time a treatment of the interior boundary integrals is necessary.
More precisely, the test and trial functions may be discontinuous across inter-element bound-
aries. A Galerkin formulation is imposed on every element and the coupling to the neighboring
elements is due to the numerical flux function which has to be defined. The choice of this nu-
merical flux function induces different DG methods and is crucial for the stability of the method.
In [PFP06] a Runge-Kutta Discontinuous Galerkin (RKDG) method, which adheres an upwind
numerical flux across the element boundaries, is described. The choice of the upwind flux leads
to a stable method. In RKDG methods a DG method is used for the spatial discretization and
a suitable Runge-Kutta scheme for the time integration. A detailed analysis of RKDG methods
for convection-dominated problems is given in the review paper [CS01].
The number of degrees of freedom is significantly higher compared to the Galerkin meth-
ods. However, due to the discontinuity of the test and trial functions the connection between
neighboring elements is only across the faces. In case of the level set equation the mass matrix
has a block diagonal structure as the solution on an element K only depends on the values in
K and in the elements that share the faces of K. Thus, in a parallel DG implementation only
communication between elements that share a face is necessary.
Basically, there are two ways to formulate a DG method, the flux formulation and the primal
formulation. The latter is typical in finite element settings [ABCM02]. Hence, we will focus on
this formulation. The implementation of DG methods for hyperbolic equations, in general, is
described in detail in [AS98]. The focus lies on triangular meshes and examples are given in 1D
and 2D.
4.3.6 DG level set methods
In the remainder we call the spatial discretization of the level set equation by means of a DG
method combined with a time stepping scheme DG level set method. In [MRC06] the authors
introduce a DG level set method for three dimensional computations using the flux formulation.
An alternative DG level set method in primal formulation can be found in [PFP06].
In both articles the DG method for the space discretization is combined with a k + 1-order
Runge-Kutta scheme in time, where k denotes the order of the polynomials used in the DG
scheme. In [FK08] the implementation of a level set DG method is described. The authors use a
Runge-Kutta scheme for the time integration as well. In all papers the numerical flux has been
chosen to be the upwind flux.
We outline the basic idea of deriving DG methods for the level set equation. To this end we
consider the level set problem in strong formulation, i.e. (3.2)
find φ ∈ C1([0, T ]; C1(Ω)) such that
∂
∂tφ+ u · ∇φ = 0 in Ω× [0, T ]
φ(x, 0) = φ0(x) in Ω
φ(x, t) = φD(x, t) on ∂Ωin × [0, T ].
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As the velocity field is divergence free, we can transform the level set equation into the conser-
vation law
∂
∂t
φ+∇ · f(φ) = 0 (4.22)
with f(φ) = uφ. In the remainder we denote the scalar product u · n by un. Now, we multiply
(4.22) by a differentiable test function v and integrate over K ∈ Th.
∫
K
∂
∂t
φv dx+
∫
K
∇ · (uφ)v dx = 0. (4.23)
Integration by parts yields
∫
K
∂
∂t
φv dx−
∫
K
φu · ∇v dx+
∫
∂K
φvun ds = 0.
Similar to the Petrov-Galerkin method we substitute trial and test space by finite dimensional
sub-spaces. In contrast to the SUPG method, we only use one finite dimensional subspace Vh and
replace both W and L2(Ω) by Vh. Furthermore, vh ∈ Vh are not necessarily continuous. Based
on the triangulation Th of Ω we define the finite dimensional trial and test space of piecewise
polynomials by
Vk,DGh := {vh ∈ L2(Ω) : vh|K ∈ Pk(K),∀K ∈ Th}. (4.24)
Substituting φ and v by their approximations in Vk,DGh yields
∫
K
∂
∂t
φhvh dx−
∫
K
φhu · ∇vh dx+
∫
∂K
φhvhun ds = 0. (4.25)
The finite element function φh is not uniquely defined on the faces e ∈ F0, where F0 denotes the
set of interior faces of Th. To gain a uniquely defined discretization a numerical flux function has
to be chosen. This numerical flux, then, substitutes the fluxes f(φh) · n = φhun. Let f̂ · n(φh)
denote such a numerical flux function. The particular choice will be discussed later on. The
numerical flux should be consistent and conservative in order to generate a convergent scheme.
To define consistent and conservative for the numerical flux function, we need some notation.
Notation 4.11. Let F∂ denote the set of all faces located at the boundary ∂Ω. Then, F =
F0 ∪ F∂ . F∂ can be further divided into F∂in , F∂out and F∂0 according to the inflow boundary
∂Ωin, the outflow boundary ∂Ωout and the part of the boundary ∂Ω0 where un = 0. That means
un is zero on all e ∈ F∂0 and thus, F∂0 will not be needed in the remainder.
For any interior face e ∈ F0 there are two tetrahedra K+ and K− sharing this face. Denote by
n± the outward unit normal on e pointing away from K+ or K−, respectively. Let g : Ω→ Rd,
d ∈ N. The restriction of g to K± is denoted by g±(x) = g(x)|K± for all interior points x ∈ K±.
For x ∈ e we use the same notation but refer to the limit g±(x) = limε↓0 g(x− εn±).
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e
n+
n−K
+ K−
Furthermore, we need special scalar products and norms.
Notation 4.12. Let Th be a triangulation of Ω. Then,
(·, ·)Th :=
∑
K∈Th
(·, ·)K and (·, ·)F :=
∑
e∈F
(·, ·)e. (4.26)
The scalar products (·, ·)F∂out , (·, ·)F0 and (·, ·)F∂in denote the summation over the corresponding
subsets of F . The following norms will be needed:
‖ · ‖2Th :=
∑
K∈Th
‖ · ‖2L2(K) and ‖ · ‖2Hm(Th) :=
∑
K∈Th
‖ · ‖2Hm(K),m ∈ N. (4.27)
Semi-norms on Th can be defined analogously.
As a function in Vk,DGh may be discontinuous across the interior faces, its gradient does not
exist on e ∈ F0. However, it exists on every K ∈ Th. Thus, we use the L2-scalar product (·, ·)Th ,
the L2-norm ‖ · ‖Th and the Sobolev-norms ‖ · ‖Hm(Th), m ∈ N, for gradients of the discontinuous
finite element functions.
Definition 4.13. Consistency
Let the numerical flux be such that
f̂ · n−(φh)(x) = f̂ · n−(φ−h (x), φ+h (x)).
f̂ · n− is called consistent with f · n− if
f̂ · n−(a, a) = f(a) · n−. (4.28)
Consistency ensures that the numerical flux coincides with the flux if the solution is contin-
uous.
Definition 4.14. Conservative
The numerical flux is called conservative, if it is single valued on every face e.
The term conservative is due to the property∑
K∈Th
∫
K
∂
∂t
φh dx+
∫
∂K
f̂ · n(φh) ds = 0
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if the numerical flux is single valued on every face [ABCM02]. From now on we will only consider
conservative numerical flux functions. Furthermore, we restrict ourselves to flux functions that
fulfill f̂ · n(φh) = fˆ(φh) · n and fˆ(φh) = φD,h u on ∂Ωin, where φD,h is the L2-projection of φD
into the space of polynomials on the inflow boundary Vk,DGh (F∂in). That means
(φDun, vh)F∂in = (φD,hun, vh)F∂in
holds for all vh ∈ Vk,DGh (F∂in).
flux formulation We substitute φhun in (4.25) by the numerical flux function to obtain the
DG discretization of the level set equation in flux formulation, i.e.
For every t ∈ [0, T ] and K ∈ Th find φh(t) ∈ Vk,DGh such that∫
K
∂
∂t
φhvh dx−
∫
K
φhu · ∇vh dx+
∫
∂K
fˆ(φh) · nvh ds = 0 ∀vh ∈ Pk(K).
(4.29)
In finite element methods it is convenient to write the DG method in terms of the primal
formulation [ABCM02]. To describe, how this formulation can be derived out of the flux formu-
lation, is the objective of the next paragraph.
Primal formulation To derive the primal formulation we need further notation.
Let K+ and K− denote two tetrahedra that share the interior face e ∈ F0. Then, the jump
[[·]] across e and the average {·} on e for a scalar function g and a vector valued function ψ are
defined by
[[g]] := g+n+ + g−n−, {g} := 1
2
(g+ + g−) (4.30)
[[ψ]] := ψ+ · n+ + ψ− · n−, {ψ} := 1
2
(ψ+ + ψ−). (4.31)
To derive the primal formulation we consider the flux formulation. Summing over all K ∈ Th
yields ∑
K∈Th
∫
K
∂
∂t
φhvh dx−
∑
K∈Th
∫
K
φhu · ∇vh dx+
∑
K∈Th
∫
∂K
fˆ(φh) · nvh ds = 0. (4.32)
Now, we substitute the term
∑
K∈Th
∫
∂K
fˆ(φh)·nvh ds in (4.32) by the sum over all face-integrals.
Due to the inflow boundary conditions φh = φD,h on ∂Ωin the definition of the jump and the
fact, that fˆ(φh) is single valued on every e ∈ F and vh is not single valued on the interior faces,
we obtain the semi-discrete problem
For every t ∈ [0, T ] find φh(t) ∈ Vk,DGh such that ∀ vh ∈ Vk,DGh
(
∂
∂t
φh, vh)L2(Ω) − (φh,u · ∇vh)Th + (φhun, vh)F∂out + (ˆf(φh), [[vh]])F0
= −(φD,hun, vh)F∂in .
(4.33)
Note, that the normal vector n is included in the jump [[vh]].
Lemma 4.15. Consistency
DG methods of this form are consistent with the variational formulation (3.11).
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As (3.11) and (3.15) are equivalent they are also consistent with the latter.
Proof. Let φ ∈ W with φ|∂Ωin = φD be the unique solution of (3.11). Then, we use, that φ is
continuous and the flux function fˆ consistent, and partial integration of the term (φ,u · ∇vh)Th
to obtain
(
∂
∂t
(φh − φ), vh)Th − ((φh − φ),u · ∇vh)Th + ((φh − φ)un, vh)F∂out + (ˆf(φh − φ), [[vh]])F0
= −(φD,hun, vh)F∂in + (φDun, vh)F∂in = 0.
We want the DG method to be stable in the sense, that the approximate solution φh fulfills
similar energy estimates as the exact solution φ. We multiply (4.22) by φ itself and integrate
over Ω. Hence, we obtain∫
Ω
(
∂
∂t
φ)φdx−
∫
Ω
φ(u · ∇φ) dx+
∫
∂Ω
φ2un ds = 0.
Now, we integrate over the time interval [0, T ] and obtain∫ T
0
∫
Ω
(
∂
∂t
φ)φdx dt−
∫ T
0
∫
Ω
φ(u · ∇φ) dx dt+
∫ T
0
∫
∂Ωout
φ2un ds dt =
∫ T
0
∫
∂Ωin
φ2D |un| ds dt.
Using the identities ( ∂∂tφ)φ =
1
2
∂
∂tφ
2 and
∫
Ω
φ(u · ∇φ) dx = 12
∫
∂Ω
φ2un ds yields
1
2
∫
Ω
φ2(T )− φ20 dx−
∫ T
0
1
2
∫
∂Ω
φ2un dx dt+
∫ T
0
∫
∂Ωout
φ2un ds dt =
∫ T
0
∫
∂Ωin
φ2D |un| ds dt.
Rearranging the terms yields the energy estimate
‖φ(T )‖2L2(Ω) +
∫ T
0
‖φ(t) |un|
1
2 ‖2L2(∂Ωout) dt = ‖φ(0)‖2L2(Ω) +
∫ T
0
‖φD(t) |un|
1
2 ‖2L2(∂Ωin) dt. (4.34)
The following stability result is presented in [Coc03].
Lemma 4.16. Stability
The DG method is stable in the sense that
‖φh(T )‖2Th +
∫ T
0
‖φh(t) |un|
1
2 ‖2L2(∂Ωout) dt ≤ ‖φh(0)‖2Th +
∫ T
0
‖φD,h(t) |un|
1
2 ‖2L2(∂Ωin) dt
if
∑
e∈F0
∫ T
0
∫
e
fˆ(φh(t)) [[φh(t)]]− 12u ·
[
[φ2h(t)]
]
dx dt is positive.
Proof. Analogously to the continuous case, we choose vh = φh as a test function in the DG
method and integrate over the time interval. Thus,∫ T
0
(
∂
∂t
φh, φh)Th dt−
∫ T
0
(φh,u · ∇φh)Th +
∫ T
0
(φhun, φh)F∂out dt+
∫ T
0
(ˆf(φh), [[φh]])F0 dt
= −
∫ T
0
(φD,hun, φD,h)F∂in dt.
Applying the identities
(
∂
∂t
φh)φh =
1
2
∂
∂t
φ2h
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and
(φh,u · ∇φh)Th =
1
2
∑
e∈F0
∫
e
u · [[φ2h]] ds+ 12 ∑
e∈F∂out
∫
e
φ2hun ds+
1
2
∑
e∈F∂in
∫
e
φ2D,hun
yields
‖φh(T )‖2Th +
∫ T
0
‖φh |un|
1
2 ‖2L2(∂Ωout) dt+
∑
e∈F0
∫ T
0
∫
e
fˆ(φh) [[φh]]− 1
2
u · [[φ2h]] dx dt
=‖φh(0)‖2Th +
∫ T
0
‖φD,h |un|
1
2 ‖2L2(∂Ωin) dt.
In [Coc03] it is shown, that for the level set equation numerical flux functions of the form
fˆ(φh) = u{φh}+ C [[φh]] , (4.35)
where C is a non-negative definite matrix, yield stable DG methods. Furthermore, a flux function
of this form is consistent and conservative. For instance, the choice C = 12 |un| I results in the
classical upwind flux and the choice C = 12‖u‖2I is the so called Lax-Friedrichs flux [Coc03].
Other examples of numerical fluxes that are conservative and consistent are, for example, the
Godunov flux and the Engquist-Osher flux [CS01]. In [PFP06] the numerical flux function is
chosen to be the classical upwind flux. In this work we chose the upwind flux, too. The DG level
set method with upwind flux can be written as
For every t ∈ [0, T ] find φh(t) ∈ Vk,DGh such that ∀ vh ∈ Vk,DGh
(
∂
∂t
φh, vh)L2(Ω) − (φh,u · ∇vh)Th + (φh, vhun)F∂out + (ûφh
uw
, [[vh]])F0
= −(φD,h, vhun)F∂in
where (ûϕ
uw
, ψ)F0 :=
∑
e∈F0
∫
e
u · [[ψ]] {ϕ}+ 1
2
|un| [[ψ]] · [[ϕ]] ds.
(4.36)
4.3.7 Implementation aspects
Using the basis functions of Vk,DGh formulation (4.36) can be transformed to a system of ODEs.
Let {vi}i=1,...,N denote the nodal basis of Vk,DGh . Then, φh =
∑
i=1,...,N Φi(t)vi(x). The jump
and the average of φh and vi are
[[vi]] = vin
±
{φh} = 1
2
∑
i∈K±
Φi(t)vi(x)
[[φh]] =
∑
i∈K+
Φi(t)vi(x)n
+ +
∑
i∈K−
Φi(t)vi(x)n
−.
The system of ODEs is
MΦ′(t)−HΦ(t) + BΦ(t) = −f (4.37)
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with
Mi,j = (vj , vi), Hi,j = (vj ,u · ∇vi), (4.38)
Bi,j =
{
1
2 ((vj , viu
±
n )e + (|un| vj , vi)e) e ∈ F0
(unvj , vi)e e ∈ F∂out
(4.39)
and
fi = (unφD,h, vi)e. (4.40)
The superscript ± denotes, that the quantities may either be defined on K+ or K−. Note,
that the matrices M and H are block diagonal matrices as the support of the basis functions is
restricted to one tetrahedron only.
4.3.8 Alternative DG formulation
It is also possible to derive a DG discretization for a transformed problem. This formulation
yields another discrete method. However, it is advantageous for the analysis and is therefore
used in Chapter 7. Analog to the transformed weak formulation (3.15) a transformed level set
problem in strong formulation where the transformed unknown fulfills zero boundary conditions
on the inflow boundary can be derived. Let φD be a smooth extension of φD into the whole
domain Ω. By subtracting φD problem (3.2) is transformed into
find Ψ ∈ C1([0, T ]; C1(Ω)) such that
∂
∂tΨ + u · ∇Ψ = f in Ω× [0, T ]
Ψ(x, 0) = Ψ0(x) in Ω
Ψ(x, t) = 0 on ∂Ωin × [0, T ],
(4.41)
where f := − ∂∂tφD − u · ∇φD and Ψ0 = φ0 − φD.
Again, we transform ∂∂tΨ + u · ∇Ψ = f into a conservation law, multiply by a test function
and integrate over K ∈ Th. Partial integration and summing over all K ∈ Th yields∑
K∈Th
∫
K
∂
∂t
Ψhvh dx−
∫
K
Ψhu · ∇vh dx+
∫
∂K
Ψhvhun ds =
∑
K∈Th
∫
K
fvh dx. (4.42)
Again, we substitute
∑
K∈Th
∫
∂K
Ψhvhun ds by the sum over all face integrals and choose the
upwind flux. As Ψ fulfills the inflow boundary conditions Ψ = 0 on ∂Ωin we introduce the finite
element space
Vk,DGh,0 := {vh ∈ Vk,DGh : vh|∂Ωin = 0}.
Then, the DG formulation for the transformed problem is:
For every t ∈ [0, T ] find Ψh(t) ∈ Vk,DGh,0 such that ∀ vh ∈ Vk,DGh,0
(
∂
∂t
Ψh, vh)L2(Ω) − (Ψh,u · ∇vh)Th + (Ψh, vhun)F∂out + (ûΨh
uw
, [[vh]])F0
= (f, vh)L2(Ω).
(4.43)
Let φD,h ∈ Vk,DGh be the L2-projection of the extension φD. Then, φh := Ψh + φD,h is the
approximation of the level set function. As mentioned above the two semi-discrete problems
(4.36) and (4.43) are not equivalent. However, as in the SUPG case the difference is only in the
treatment of the boundary conditions. Thus, we expect the methods to yield similar results. For
computations we will only use method (4.36) since imposing the boundary conditions weakly is
natural in DG methods.
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4.4 Time discretization
The semi-discrete problems, that result from the spatial discretization by means of the SUPG
method or the DG method, are systems of ordinary differential equations of the form
M(u)Φ′(t) + H(u)Φ(t) = f(t) (4.44)
with suitable initial values Φ(0) = Φ0. Thus, we can apply a time stepping scheme to obtain a
fully-discrete method. In this thesis we use the Crank-Nicolson scheme. We do not consider other
time stepping schemes as the focus is on the spatial discretization. In principle, other schemes
such as explicit and implicit Runge-Kutta schemes of order p ∈ N are applicable. However, we
only consider implicit methods here as our objective is to use the level set method in the context of
incompressible two-phase flow problems where the discretization of the Navier-Stokes equations
usually results in very stiff systems, cf. [GR11]. As we intend to use the same time stepping
method for the whole system, which also includes the level set equation, implicit method are a
reasonable choice. Furthermore, we can avoid a CFL-condition when using implicit schemes.
In the next chapter we present an analysis of the fully discrete scheme, that results when the
SUPG method is applied for the spatial discretization and the Crank-Nicolson scheme for the
time integration. In this context the matrix-vector representation of the semi-discrete problem
is not appropriate, whereas the semi-discrete problem (4.13), i.e.
for all t ∈ [0, T ] find ψh(t) ∈ Vkh,0 such that
ψh(0) = ψ0,h
c(ψh(t), wh) + b(ψh(t), wh) = (f(t), wh) ∀wh ∈ VSUPGh,0 .
is a suitable formulation. Applying the Crank-Nicolson scheme to this problem yields the fully
discrete scheme
ψ0h = ψh
for n = 1, ..., N find ψnh ∈ Vkh,0 such that
(
ψnh − ψn−1h
∆t
, wh) + b(
1
2
(ψnh + ψ
n−1
h ), wh) = (
1
2
(f(tn) + f(tn−1)), wh) ∀wh ∈ VSUPGh,0 .
(4.45)
In Chapter 7 we analyze the fully discrete scheme, that results when the DG method is applied
for the spatial discretization of the transformed level set equation (4.41) and the Crank-Nicolson
scheme is used as a time stepping scheme. Again the problem in matrix-vector representation is
not helpful in this case, but the formulation (4.43), i.e.{
For every t ∈ [0, T ] find Ψh(t) ∈ Vk,DGh,0 such that ∀ vh ∈ Vk,DGh,0
( ∂∂tΨh, vh)L2(Ω) − (Ψh,u · ∇vh)Th + (Ψh, vhun)F∂out + (ûΨh
uw
, [[vh]])F0 = (f, vh)L2(Ω).
(4.46)
Applying the Crank-Nicolson scheme to this problem yields the fully discrete scheme
Ψ0h = Ψ0,h
for n = 1, ..., N find Ψnh ∈ Vk,DGh,0 such that for all vh ∈ Vk,DGh,0
(
Ψnh −Ψn−1h
∆t
, vh)L2(Ω) + ah(
1
2
(Ψnh + Ψ
n−1
h ), vh) = (
1
2
(f(tn) + f(tn−1)), vh)L2(Ω).
(4.47)
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The assumption that u does not depend on time is necessary for the theoretical analysis of
the methods. However, in most applications this assumption does usually not hold. In this case
we need a generalized version of the Crank-Nicolson scheme.
Φ0 is given and the velocity field is known for the actual time step.
Compute w0such that Mw0 = −HΦ0 + f0.
For n = 1, ..., N compute Φn and wn such that
M(un)
Φn
∆t
+
1
2
H(un)Φn +
1
2
fn
= M(un)
Φn−1
∆t
+
1
2
M(un)wn−1
1
2
wn =
Φn − Φn−1
∆t
− 1
2
wn−1.
(4.48)
Chapter 5
Basic estimates
We introduce some notation and basic results concerning the triangulations, polynomial spaces
and the approximate interface, which are needed in the remainder, especially in the analysis of
the finite element methods. For a sub-domain U ⊂ Rd, d ∈ N, we define
hU := diam(U) and ρU := sup{diam(S)|S is a ball contained in U}, (5.1)
analog to the definition of hK and ρK , cf. Section 4.3.1, (4.2). The next theorem gives an
error-estimate for polynomial-preserving operators.
Theorem 5.1. Let k ∈ N, Uˆ ⊂ Rd be a domain and pˆi : Hk+1(Uˆ) → Hk(Uˆ) a linear, bounded
operator which satisfies
pˆipˆ = pˆ ∀ pˆ ∈ Pk(Uˆ).
For any open set U that is affine-equivalent to Uˆ , i.e. for which an affine mapping F : U → Uˆ
exists, let piU be defined by
F (piUv(·)) = pˆivˆ(·),
where v ∈ Hk+1(U) and vˆ ∈ Hk+1(Uˆ) are such that F (v(·)) = vˆ(·). Then, there exists a constant
C independent of hU such that for all affine-equivalent sets U
|v − piUv|Hm(U) ≤ Ch
k+1
U
ρmU
|v|Hk+1(U), ∀ v ∈ Hk+1(U), 0 ≤ m ≤ k
holds, cf. [CL91].
For a proof we refer to [CL91]. In the context of finite elements we need the following
two polynomial-preserving operators: the piecewise polynomial interpolation and the piecewise
L2-projection on Pk(K), K ∈ Th. Note, that {Th}h>0 denotes a regular family of consistent
triangulations of d-simplices, i.e (T1)-(T8) hold, cf. Section 4.3.1.
Definition 5.2. piecewise polynomial interpolation
Let ϕ ∈ C(Ω). Denote with Ih the piecewise polynomial interpolation defined by
for all K ∈ Th find Ihϕ|K ∈ Pk(K) such that (Ihϕ)(xj) = ϕ(xj)∀xj ∈ Lk(K).
The piecewise polynomial function Ihϕ is continuous on Ω [GR11].
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Definition 5.3. piecewise L2-projection
Let ϕ ∈ C(Ω). Denote with pih the L2-projection pihϕ|K ∈ Pk(K) defined on every K ∈ Th by
(pihϕ− ϕ, p)L2(K) = 0, ∀ p ∈ Pk(K).
Note that pihϕ is not necessarily continuous on Ω.
As both operators Ih and pih are polynomial-preserving, we can apply Theorem 5.1 for every
K ∈ Th. Due to (T7) h
k+1
K
ρmK
≤ σmhk+1−mK .
Corollary 5.4. Let {Th}h>0 be a regular family of consistent triangulations. Then, for each
K ∈ Th and k ∈ N there exist constants C and c independent of hK such that
|ϕ− Ihϕ|Hm(K) ≤ Chk+1−mK |ϕ|Hk+1(K), ∀ϕ ∈ Hk+1(K), 0 ≤ m ≤ k (5.2)
|ϕ− pihϕ|Hm(K) ≤ chk+1−mK |ϕ|Hk+1(K), ∀ϕ ∈ Hk+1(K), 0 ≤ m ≤ k. (5.3)
Due to (T8) we conclude:
Lemma 5.5. Let {Th}h>0 be a regular family of consistent triangulations. Then, for all ϕ ∈ C(Ω)
with ϕ|K ∈ Hk+1(K) for all K ∈ Th there exist constants C and c independent of h and ϕ such
that
‖ϕ− Ihϕ‖Hm(Th) ≤ Chk+1−m|ϕ|Hk+1(Th), 0 ≤ m ≤ k (5.4)
and ‖ϕ− pihϕ‖Hm(Th) ≤ chk+1−m|ϕ|Hk+1(Th), 0 ≤ m ≤ k. (5.5)
Furthermore, a trace inequality holds.
Lemma 5.6. trace inequality
Let {Th}h>0 be a regular family of consistent triangulations and K ∈ Th arbitrary. Then, there
exists a constant c independent of hK such that
‖ϕ‖L2(∂K) ≤ c(h−
1
2
K ‖ϕ‖L2(K) + h
1
2
K‖∇ϕ‖L2(K)), ∀ϕ ∈ H1(K). (5.6)
[BS11]
Combining the trace inequality and Corollary 5.4 yields:
Corollary 5.7. Let {Th}h>0 be a regular family of consistent triangulations. Then, for all
K ∈ Th there exist constants c and C independent of hK such that
‖ϕ− Ihϕ‖L2(∂K) ≤ chk+
1
2
K |ϕ|Hk+1(K), ∀ϕ ∈ Hk+1(K) (5.7)
‖ϕ− pihϕ‖L2(∂K) ≤ Chk+
1
2
K |ϕ|Hk+1(K), ∀ϕ ∈ Hk+1(K). (5.8)
Due to Corollary 5.7 and Lemma 5.5 and the fact that ‖ϕ‖L2(Ω) = ‖ϕ‖Th for ϕ ∈ Hk+1(Ω)
we obtain:
Theorem 5.8. Let Vkh be as defined in (4.4). Then, the following estimates hold for the piecewise
interpolation Ih onto V
k
h with constants C1, C2 and C3 independent of h:
‖Ihϕ− ϕ‖L2(Ω) ≤ C1hk+1‖ϕ‖Hk+1(Ω), ∀ϕ ∈ Hk+1(Ω),
‖Ihϕ− ϕ‖H1(Ω) ≤ C2hk‖ϕ‖Hk+1(Ω), ∀ϕ ∈ Hk+1(Ω),
‖Ihϕ− ϕ‖L2(∂Ωout) ≤ C3hk+
1
2 ‖ϕ‖Hk+1(Ω), ∀ϕ ∈ Hk+1(Ω).
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Now, we consider finite element functions ϕh. Note that V
k
h,0 ⊂ Vkh ⊂ Vk,DGh . Let ϕh ∈
Vk,DGh . From now on we assume the triangulations to be quasi-uniform. Then, an inverse
inequality and a trace inequality hold.
Lemma 5.9. inverse inequality
Let {Th}h>0 be a regular family of consistent, quasi-uniform triangulations and K ∈ Th arbitrary.
Then, there exist constants CK and C independent of hK and h such that
‖∇ϕh‖L2(K) ≤ CKh−1K ‖ϕh‖L2(K) and ‖∇ϕh‖Th ≤ Ch−1‖ϕh‖L2(Ω) (5.9)
hold for all ϕh ∈ Vk,DGh , cf. [EG04].
Lemma 5.10. trace inequality for finite element functions
Let {Th}h>0 be a regular family of consistent, quasi-uniform triangulations and K ∈ Th arbitrary.
Then, there exists a constant CK independent of hK such that
‖ϕh‖L2(∂K) ≤ CKh−
1
2
K ‖ϕh‖L2(K), ∀ϕh ∈ Vk,DGh . (5.10)
Proof. Lemma 5.10 follows directly from Lemma 5.6 and Lemma 5.9.
An important entity is the approximate interface Γh. Γh(t) is the zero level of the finite
element function φh(·, t).
Notation 5.11. Denote the restriction of the approximate interface on an element K ∈ Th by
ΓK , i.e. ΓK := Γh ∩K. Furthermore, denote the collection of all K ∈ Th with Γh ∩K 6= ∅ by
T Γh . Then Γ =
⋃
K∈T Γh ΓK .
A trace inequality for an interface patch ΓK can be shown.
Theorem 5.12. Trace inequality for an interface patch
Let {Th}h>0 be a regular family of consistent, quasi-uniform triangulations. Let K ∈ T Γh and
ΓK the according interface patch. Then, there exist constants c > 0 and C > 0 independent of
hK such that
‖ψ‖L2(ΓK) ≤ c(h−
1
2
K ‖ψ‖L2(K) + h
1
2
K‖∇ψ‖L2(K)) ∀ψ ∈ H1(K) (5.11)
and ‖vh‖L2(ΓK) ≤ Ch−
1
2
K ‖vh‖L2(K) ∀ vh ∈ Vk,DGh . (5.12)
Proof. See [GR11], Chapter 11.2, p. 349-353 for a proof of (5.11). Then, (5.12) follows due to
the inverse inequality (5.9).
Due to Corollary 5.4 and the trace inequality (5.11) the following holds:
Corollary 5.13. Let {Th}h>0 be a regular family of consistent triangulations. Then, there exist
constants c and C independent of hK for every K ∈ T Γh such that
‖φ− Ihφ‖L2(ΓK) ≤ chk+
1
2
K |φ|Hk+1(K) ∀φ ∈ Hk+1(K) (5.13)
and ‖φ− pihφ‖L2(ΓK) ≤ Chk+
1
2
K |φ|Hk+1(K) ∀φ ∈ Hk+1(K). (5.14)

Chapter 6
Analysis of the SUPG method
applied to the level set equation
The objective of this chapter is to analyze the fully-discrete problem that results when the SUPG
method is applied to the level set equation in space and the Crank-Nicolson scheme in time, i.e.
problem (4.45).
For the analysis we restrict ourselves to the transformed weak formulation (3.15). (3.15) is
equivalent to the weak formulation (3.11). However, it is easier to handle as the solution is zero
on the inflow boundary. Thus, the semi-discrete problem we consider is problem (4.13), i.e.
for all t ∈ [0, T ] find ψh(t) ∈ Vkh,0 such that
ψh(0) = ψ0,h
c(ψh(t), wh) + b(ψh(t), wh) = (f(t), wh) ∀wh ∈ VSUPGh,0 .
Applying the Crank-Nicolson scheme with time step size ∆t := T/N , N ∈ N, and tn := n∆t,
n = 0, ..., N , to this problem yields the fully discrete scheme (4.45), i.e.
ψ0h = ψh
for n = 1, ..., N find ψnh ∈ Vkh,0 such that
(
ψnh − ψn−1h
∆t
, wh) + b(
1
2
(ψnh + ψ
n−1
h ), wh) = (
1
2
(f(tn) + f(tn−1)), wh) ∀wh ∈ VSUPGh,0 .
In the next section we summarize the convergence analysis presented in [Bur10] as it applies
to (4.45). Then, in Section 6.2 an error bound for the interface error is derived. In Section 6.3
we derive an error bound for the volume error. Both error bounds are based on the results given
in [Bur10]. Numerical experiments are presented in Section 6.4.
6.1 Convergence analysis
In [Bur10] a stability and convergence analysis of the SUPG method applied to the transient,
linear transport equation for the spatial discretization combined with the backward Euler, the
Crank-Nicolson and the BDF2 finite difference scheme for the time discretization is introduced.
Here we outline the main results for the Crank-Nicolson scheme.
The problem setting is as follows: The domain Ω ⊂ Rd, d = 1, 2, 3, is polyhedrally bounded.
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The velocity field u is Lipschitz continuous in space and constant in time. Additionally, it is
divergence-free and filling. The source function f is in C([0, T ];L2(Ω)), where [0, T ] is the time
interval. The initial data is ϕ0 ∈ H1(Ω), with ϕ0|∂Ωin = 0. Then the following transport equation
with initial and boundary conditions is considered:
∂
∂tϕ+ u · ∇ϕ = f in Ω, t > 0
ϕ = 0 on ∂Ωin, t > 0
ϕ(·, 0) = ϕ0 in Ω
(6.1)
The solution ϕ is assumed to be sufficiently smooth. {Th}0<h≤1 denotes a regular family of
triangulations. The trial space is Vh = V
k
h,0 and the test space is V
SUPG
h,0 where the global
stabilization parameter δ is chosen as δ = h2|u| . u denotes the space average of u in Ω, i.e.
u = 1|Ω|
∫
Ω
u dx. Hence, δ is constant in the whole domain Ω and independent of time as u does
not depend on time. The bilinear form b(·, ·) is as in (3.8). i.e.
b(v, w) = (u · ∇v, w)L2(Ω).
We define the linear functional
F (w) := (f, w)L2(Ω)
and note that
wh = wh(vh) := vh + δu · ∇vh.
Applying the SUPG method in space yields the semi-discrete problem{
∀ t ∈ [0, T ], find ϕh(t) ∈ Vkh,0 such that
( ∂∂tϕh, wh)L2(Ω) + b(ϕh, wh) = F (wh) ∀wh ∈ VSUPGh,0 .
(6.2)
This is problem (4.13) with a globally defined parameter δ. Essential for the stability and
convergence analysis is the Ritz-projection with respect to the bilinear form b(·, ·).
Definition 6.1. Let ψ ∈W. The solution pibhψ ∈ Vkh,0 of
b(pibhψ − ψ,wh) = 0 ∀wh ∈ VSUPGh,0 (6.3)
is called the hyperbolic Ritz-projection.
We define the norm
‖ψ‖2∗ := ‖ψ‖2L2(Ω) + δ‖u · ∇ψ‖2L2(Ω) + ‖unψ‖2L2(∂Ωout). (6.4)
Let pbh denote the error of the hyperbolic Ritz-projection, i.e.
pbh(ψ) := pi
b
hψ − ψ. (6.5)
With this notation the following theorem holds.
Theorem 6.2. There exists a constant C independent of h such that
‖pbh‖∗ ≤ Chk+
1
2 ‖ψ‖Hk+1(Ω), ∀ψ ∈ Hk+1(Ω). (6.6)
For a proof the author refers to [JNP84], where the basic idea is mentioned.
However, the idea is also given in [BS11]. An outline of the proof is presented now.
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Proof. First, we note that the inf-sup-property
‖ψh‖∗ ≤ C sup
vh∈Vkh,0
b(ψh, vh + δu · ∇vh)
‖vh‖∗ (6.7)
holds for all ψh ∈ Vkh,0 with a constant C independent of h. To prove this inf-sup-property
consider the function v∗h := κψh + pih(exp(−η)ψh) ∈ Vkh,0, where κ is a constant, η ∈ W2,∞(Ω)
such that u · ∇η ≥ b0 > 0 and pih(exp(−η)ψh) the L2-projection of exp(−η)ψh on Vkh,0. It can
be shown that for all ψh ∈ Vkh,0 there is a κ such that there exist c1 > 0 and c2 > 0 such that
c1‖ψh‖2∗ ≤ b(ψh, v∗h + δu · ∇v∗h)
and ‖v∗h‖∗ ≤ c2‖ψh‖∗
(see [BS11, AM09]). Thus, the inf-sup-property holds. It holds, in particular, for eh := Ihψ −
pibhψ ∈ Vkh,0. Due to the definition of the Ritz-projection we obtain
‖eh‖∗ ≤ C sup
vh∈Vkh,0
b(eh, vh + δu · ∇vh)
‖vh‖∗ = C supvh∈Vkh,0
b(Ihψ − ψ, vh + δu · ∇vh)
‖vh‖∗ . (6.8)
Furthermore,
b(Ihψ − ψ, vh + δu · ∇vh) =(u · ∇(Ihψ − ψ), vh)L2(Ω) + (u · ∇(Ihψ − ψ), δu · ∇vh)L2(Ω)
=(Ihψ − ψ,unvh)L2(∂Ωout) − (δ−
1
2 (Ihψ − ψ), δ 12 u · ∇vh)L2(Ω)
+ (δ
1
2 u · ∇(Ihψ − ψ), δ 12 u · ∇vh)L2(Ω)
≤(δ− 12 ‖Ihψ − ψ‖L2(Ω) + δ
1
2 ‖u · ∇(Ihψ − ψ)‖L2(Ω))δ
1
2 ‖u · ∇vh‖L2(Ω)
+ ‖Ihψ − ψ‖L2(∂Ωout)‖unvh‖L2(∂Ωout).
Due to Theorem 5.8 and δ ∼ h we obtain
b(Ihψ − ψ, vh + δu · ∇vh) ≤C(hk+ 12 ‖ψ‖Hk+1(Ω) + ‖u‖∞hk+
1
2 ‖ψ‖Hk+1(Ω))δ
1
2 ‖u · ∇vh‖L2(Ω)
+ chk+
1
2 ‖ψ‖Hk+1(Ω)‖unvh‖L2(∂Ωout) ≤ Chk+
1
2 ‖ψ‖Hk+1(Ω)‖vh‖∗.
Substituting this estimate in (6.8) yields ‖eh‖∗ ≤ Chk+ 12 ‖ψ‖Hk+1(Ω).
Furthermore, ‖pibhψ − ψ‖∗ ≤ ‖eh‖∗ + ‖Ihψ − ψ‖∗ and the interpolation error estimates (Theo-
rem 5.8) conclude the proof.
The Ritz-projection commutes with the time derivative as u does not depend on time.
Lemma 6.3.
pibh
∂
∂t
ϕ =
∂
∂t
pibhϕ ∀ϕ ∈ C1([0, T ]; Hk+1(Ω)). (6.9)
Proof. From the definition of pibh
∂
∂tϕ we know:
b(pibh
∂
∂t
ϕ− ∂
∂t
ϕ,wh) = 0 ∀wh ∈ VSUPGh,0 .
As pibhϕ is the hyperbolic Ritz-projection of ϕ and u is time-independent
0 =
∂
∂t
b(pibhϕ− ϕ,wh) = b(
∂
∂t
(pibhϕ− ϕ), wh)
=b(
∂
∂t
pibhϕ−
∂
∂t
ϕ,wh) ∀wh ∈ VSUPGh,0 .
Furthermore, ∂∂tpi
b
hϕ ∈ Vkh,0. Hence, pibh ∂∂tϕ = ∂∂tpibhϕ.
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Lemma 6.4. Let ϕ ∈ C2([0, T ];Hk+1(Ω)) and t ∈ [0, T ]. Then, there exists a constant C
independent of h and ϕ such that
‖ ∂
j
∂tj
(pibhϕ− ϕ)(t)‖L2(Ω) ≤ Chk+
1
2 ‖ ∂
j
∂tj
ϕ(t)‖Hk+1(Ω) j = 0, 1, 2. (6.10)
Proof. Using Lemma 6.3 we get:
0 = b(
∂j
∂tj
(pibhϕ− ϕ), wh) = b(pibh
∂j
∂tj
ϕ− ∂
j
∂tj
ϕ,wh) ∀wh ∈ VSUPGh,0 .
Hence, with Theorem 6.2 the proof is complete.
Now, we consider the fully discrete problem (4.45). Recall tn = n ·∆t, n ∈ {0, ..., N}. For a
finite element function ϕh ∈ Vkh,0 let
∂∆tϕ
n
h :=
ϕnh − ϕn−1h
∆t
and ϕn∗h :=
1
2
(ϕnh + ϕ
n−1
h ). (6.11)
ϕn∗h describes an approximation of ϕ(t
n∗), where tn∗ = 12 (t
n + tn−1). Accordingly, Fn∗(wh) =
(f(tn∗), wh)L2(Ω). Furthermore, we define the discrete initial function ϕ
0
h := pi
b
hϕ0 ∈ Vkh,0.
Definition 6.5.
‖vh‖u := (‖vh‖2L2(Ω) + δ2‖u · ∇vh‖2L2(Ω))
1
2 (6.12)
is a norm on Vkh,0 and
‖|vn∗h |‖2 := δ‖∂∆tvnh + u · ∇vn∗h ‖2L2(Ω) + δ
1
2
‖un∂∆tvn∗h ‖2L2(∂Ωout) +
1
2
‖unvn∗h ‖2L2(∂Ωout) (6.13)
is a semi-norm on Vkh,0.
The following convergence result holds:
Theorem 6.6. Assume the exact solution ϕ to be sufficiently smooth. Let {ϕnh}Nn=0 be the
solution of (4.45). Then for all 1 ≤ n ≤ N and ∆t sufficiently small there exist constants
C(tn, ϕ,u) and c(tn, ϕ,u) independent of h and ∆t such that
‖ϕnh − ϕ(tn)‖2u + ∆t
n∑
m=1
‖|ϕm∗h − ϕ(tm−
1
2 )|‖2 ≤ C(tn, ϕ,u)h2k+1 + c(tn, ϕ,u)∆t4. (6.14)
Note that the constants depend on the time tn, the exact solution ϕ and the velocity field u.
The result is given in ([Bur10], Theorem 13). We sketch the proof of Theorem 6.6 briefly as we
will reuse some ideas later in Chapter 7. For more details we refer to [Bur10].
We will need the following version of Gronwall’s Lemma which is presented in ([HR90],
Lemma 5.1).
Theorem 6.7. Discrete Gronwall Lemma
Let k,B and am, bm, cm, γm, for integers m ≥ 0, be non-negative numbers such that
an + k
n∑
m=0
bm ≤ k
n∑
m=0
γmam + k
n∑
m=0
cm +B for n ≥ 0.
Suppose that kγm < 1 for all m and set σm ≡ (1− kγm)−1. Then,
an + k
n∑
m=0
bm ≤ exp
(
k
n∑
m=0
σmγm
){
k
n∑
m=0
cm +B
}
for n ≥ 0.
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For a proof we refer to [HR90].
Proof. of Theorem 6.6
We decompose the error ϕnh − ϕ(tn) into the projection error of the Ritz-projection
ηn = pibhϕ(t
n)− ϕ(tn) and the error θn = ϕnh − pibhϕ(tn). Then,
‖ϕnh − ϕ(tn)‖2u + ∆t
n∑
m=1
‖|ϕm∗h − ϕ(tm−
1
2 )|‖2 ≤ 2
(
‖ηn‖2u + ‖θn‖2u + ∆t
n∑
m=1
‖|ηn|‖2 + ‖|θn|‖2
)
.
An estimate for ‖ηn‖u is given by Lemma 6.4. Thus, we only need to derive an estimate for
‖θn‖2u + ∆t
∑n
m=1 ‖|θn|‖2 and ∆t
∑n
m=1 ‖|ηn|‖2. To this end we carry out six steps.
First, we use the projection property of θn to derive the identity
((∆t)−1(θn − θn−1), wh)L2(Ω) + b(
1
2
(θn + θn−1), wh) = −(ωn∗, wh)L2(Ω) ∀wh ∈ Vkh,0 (6.15)
with
ωn∗ = (∂∆tpibh−I)ϕ(tn)+(∂∆tϕ(tn)−
∂
∂t
ϕ(tn−
1
2 ))−u ·∇ϕ(tn− 12 )+ 1
2
u ·∇ϕ(tn)+ 1
2
u ·∇ϕ(tn−1).
Second, we use the special test function wh(θ
n∗ + δ∂∆tθn) in (6.15) and note that θ0 = 0 to
derive the estimate
‖θn‖2u + 2∆t
n∑
m=1
‖|θm∗|‖ ≤ 2∆t
∣∣∣∣∣
n∑
m=1
(ωm∗, wh(θm∗ + δ∂∆tθm))
∣∣∣∣∣ . (6.16)
Note that θ0 = 0 due to the definition of ϕ0h.
Third, we estimate the right hand side of (6.16), i.e.
∆t
∣∣∣∣∣
n∑
m=1
(ωm∗, wh(θm∗ + δ∂∆tθm))
∣∣∣∣∣ ≤14 tn∆t
(
n∑
m=1
‖ωm∗‖2L2(Ω) + δ2
n∑
m=2
‖∂∆tωm∗‖2L2(Ω)
)
+ δ2
(
‖ωn∗‖2L2(Ω) + ‖ω1∗‖2L2(Ω)
)
+ 2∆t(tn)−1
n∑
m=1
‖θm‖2u.
Fourth, we apply the discrete Gronwall Lemma (Theorem 6.7) to the inequality
‖θn‖2u + 2∆t
n∑
m=1
‖|θm∗|‖ ≤1
2
tn∆t
(
n∑
m=1
‖ωm∗‖2L2(Ω) + δ2
n∑
m=2
‖∂∆tωm∗‖2L2(Ω)
)
+ 2δ2
(
‖ωn∗‖2L2(Ω) + ‖ω1∗‖2L2(Ω)
)
+ 4∆t(tn)−1
n∑
m=1
‖θm‖2u
and obtain
‖θn‖2u + 2∆t
n∑
m=1
‖|θm∗|‖ ≤C(tn)
{
1
2
tn∆t
(
n∑
m=1
‖ωm∗‖2L2(Ω) + δ2
n∑
m=2
‖∂∆tωm∗‖2L2(Ω)
)
+ 2δ2
(
‖ωn∗‖2L2(Ω) + ‖ω1∗‖2L2(Ω)
)}
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with C(tn) = exp(4(1− 4∆t0tn )−1). ∆t0 is such that ∆t0 < t
n
4 . The estimate holds for every ∆t
with ∆t ≤ ∆t0.
Fifth, we estimate the terms ∆t
∑n
m=1 ‖ωm∗‖L2(Ω), ∆t
∑n
m=2 ‖∂∆tωm∗‖L2(Ω) and
‖ωn∗‖2L2(Ω) + ‖ω1∗‖2L2(Ω). To this end we decompose ωm∗ = ωm∗1 + ωm∗2 + ωm∗3 , with
ωm∗1 = (∂∆tpi
b
h − I)ϕ(tm),
ωm∗2 = ∂∆tϕ(t
m)− ∂
∂t
ϕ(tm−
1
2 ),
ωm∗3 = −u · ∇ϕ(tm−
1
2 ) +
1
2
u · ∇ϕ(tm) + 1
2
u · ∇ϕ(tm−1)
and estimate the terms ∆t
∑n
m=1 ‖ωm∗i ‖L2(Ω) and ∆t
∑n
m=2 ‖∂∆tωm∗i ‖L2(Ω), i = 1, 2, 3, sepa-
rately. In the derivation of the estimates we need Lemma 6.3 and Lemma 6.4. Due to the assump-
tion that ϕ is sufficiently smooth all estimates are of the form C(tn, ϕ,u)h2k+1 or c(tn, ϕ,u)∆t4.
Sixth, we estimate ∆t
∑n
m=1 ‖|ηn|‖2 in a similar fashion using Lemma 6.3 and Lemma 6.4 which
results again in a bound of the form C(tn, ϕ,u)h2k+1. Putting all results together concludes the
proof.
As ‖ · ‖L2(Ω) ≤ ‖ · ‖u, in particular, the error bound
‖ϕnh − ϕ(tn)‖L2(Ω) ≤ C(tn, ϕ,u)hk+
1
2 + c(tn, ϕ,u)∆t2 (6.17)
holds. In the derivation of this error bound the assumption, that the velocity field does not
depend on time, is essential. Furthermore, the discrete initial level set function φ0,h is the
Ritz-projection of the initial level set function φ0 and the streamline diffusion parameter δ is
defined globally. However, all estimates do also hold for the element-wise defined parameter
δK (cf. (4.14)) as this parameter is proportional to h and only the scaling differs. Considering
δK instead of δ would not change the results but complicate the notation. Thus, the error
estimate (6.17) holds for the fully discrete scheme (4.13) if φ0,h is defined as the Ritz-projection
of φ0. However, the result can not be directly transferred to the schemes that are based on the
semi-discrete schemes (4.16) or (4.17). Furthermore, the initial function φ0,h is usually a nodal
interpolation or an L2-projection of the initial level set function φ0. However, we suppose that
the error bounds still hold in these cases as the difference between these method is only in the
treatment of the boundary conditions and the definition of the initial condition. We expect the
order in h and ∆t to stay the same, but the constants may vary.
6.2 Error analysis of the approximate interface
In [RL11] we derived error bounds for the distance between the exact interface Γ and the ap-
proximate interface Γh and the error between the volume Vol enclosed by Γ and the volume Volh
enclosed by Γh under reasonable assumptions on the exact solution of the level set equation φ
and the interfaces Γ and Γh. In this section we summarize the derivation of the interface error
bound. The derivation of the volume error bound is treated in Section 6.3.
We restrict the derivation of the error bounds to problems where the zero level of the contin-
uous level set function Γ divides the domain Ω ⊂ R3 into two disjoint sub-domains Ω1 and Ω2,
Γ ∩ ∂Ω = ∅ and Γ is a connected hyper-surface.
The derivation is based on the discretization error bound (6.17). Thus, we assume that the
family of consistent tetrahedral triangulations Th is regular, the velocity field does not depend on
time and the exact solution φ is smooth enough. Let N ∈ N and ∆t = T/N . φNh denotes the fully-
discrete solution at time tN = T of the scheme that results if the semi-discrete problem (4.13),
6.2. ERROR ANALYSIS OF THE APPROXIMATE INTERFACE 67
(4.16) or (4.17) is discretized in time by means of the Crank-Nicolson scheme. Furthermore, we
assume that ∆t is such that the error bound (6.17) reduces to
‖φNh − φ(T )‖L2(Ω) ≤ C(T, ϕ)hk+
1
2 . (6.18)
In order to derive the interface error bound we need further assumptions on the exact interface
Γ, the approximate interface Γh and the exact solution φ.
Let d : Ω → R be the signed distance function to the interface Γ with d < 0 in Ω1. Let
n = nΓ denote the unit normal pointing from Ω1 to Ω2.
Assumption 6.8. assumptions on Γ
We assume that Γ is a connected C2 hyper-surface and that there exists a constant cU > 0 such
that
U := {x ∈ R3 : dist(x,Γ) < cU} ⊂ Ω. (6.19)
The assumptions on Γ are reasonable as we are interested in problems where the initial
function φ0 is the distance function to a connected C
2 hyper-surface and the velocity field does
not induce topological changes of the interface. Furthermore, we consider a small time interval
[0, T ], so that U ⊂ Ω is true. We define
n(x) := ∇d(x) for all x ∈ U. (6.20)
Note that n(x) = nΓ(x) for all x ∈ Γ. For any x ∈ Ω let p(x) denote the orthogonal projection
onto Γ. We assume that U is sufficiently small, such that p : U → Γ is well defined and p(x) is
unique for all x ∈ U . Note that
n(x) = n(p(x)), for all x ∈ U.
Thus, there is a unique decomposition
x = p(x) + d(x)n(x), for all x ∈ U. (6.21)
For x ∈ Γh define the normal nh(x) by
nh(x) :=
∇φh(x)
‖∇φh(x)‖2 , (6.22)
if ∇φh(x) exists and ∇φh(x) 6= 0.
Assumption 6.9. assumptions on Γh
Γh ⊂ U (6.23)
n · nh > 0 a.e. on Γh. (6.24)
Due to (6.23) and (6.21) we have, in particular,
For all x ∈ Γ there is one and only one y = x− d(x)n(x) such that y ∈ Γh. (6.25)
(6.23) and (6.25) yield that Γh is a connected piecewise smooth manifold.
The assumption (6.24) excludes a zigzag behavior of the approximate interface. The exact
solution φ is assumed to be close to a signed distance function.
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Figure 6.1: Notation
Assumption 6.10. assumptions on φ
There are constants c0, c1, c2 > 0 such that
c0 ≤ ‖∇φ‖2 ≤ c1 ∀x ∈ U (6.26)
|φ(x)| ≥ c2 ∀x 6∈ U (6.27)
sign(φ(x)) = sign(d(x)) ∀x 6∈ U. (6.28)
The distance between Γ and Γh can be measured in an L2-norm on Γh. As Γ is the zero level
of the signed distance function d, ‖d‖L2(Γh) is a measure for the distance between Γ and Γh.
This error is bounded by O(hk).
Theorem 6.11. Let U be sufficiently small and φ sufficiently smooth. Assume, that (6.18),
Assumption 6.9 and Assumption 6.10 are satisfied. Then, there exists a constant c independent
of h such that
‖d‖L2(Γh) ≤ chk. (6.29)
To prove this result we need the following auxiliary result.
Lemma 6.12. Let the neighborhood U be sufficiently small and φ sufficiently smooth. Then,
there is a constant c independent of h such that
|d(x)| ≤ c |φ(x)| , for all x ∈ Γh. (6.30)
Proof. Let x ∈ Γh and y = p(x) = x− d(x)n(y). We consider the line segment
{y˜ = y + sn(y) : |s| ≤ |d(x)|} ⊂ U.
For all points y˜ on this line n(y˜) = n(y) holds. Now, we use the fact that y ∈ Γ and a Taylor
expansion with a suitable value of s to derive
φ(x) = φ(x)−φ(y) = φ(y+d(x)n(y))−φ(y+sn(y)) = d(x)∇φ(y+sn(y))·n(y) = d(x)∇φ(y˜)·n(y˜).
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Due to the definition of the normal and since y˜ ∈ U we obtain
∇φ(y˜) · n(y˜) = ∇φ(y˜) · ∇φ(y˜)‖∇φ(y˜)‖2 = ‖∇φ(y˜)‖2 ≥ c0.
Thus,
|φ(x)| ≥ |d(x)| c0.
Hence, (6.30) follows with c = c−10 .
Proof. of Theorem 6.11
Due to Lemma 6.12 we obtain
‖d‖L2(Γh) ≤ c‖φ‖L2(Γh). (6.31)
As φh|Γh = 0,
‖φ‖L2(Γh) = ‖φ− φh‖L2(Γh).
Adding and subtracting the interpolation Ihφ onto V
k
h of φ and applying the triangle inequality
yields
‖φ‖L2(Γh) ≤ ‖φ− Ihφ‖L2(Γh) + ‖φh − Ihφ‖L2(Γh).
The first summand on the right hand side can be estimated due to Corollary 5.13, i.e.
‖φ− Ihφ‖L2(Γh) ≤ chk+
1
2 ‖φ‖Hk+1(Ω).
We apply the trace inequality (5.12) to the second summand and add and subtract φ:
‖φh − Ihφ‖L2(Γh) ≤ ch−
1
2 ‖φh − Ihφ‖L2(Ω)
≤ ch− 12 (‖φ− Ihφ‖L2(Ω) + ‖φ− φh‖L2(Ω)) .
The first summand on the right hand side can be estimated due to Lemma 5.5 by O(hk+1).
However, the second summand is only of order hk+
1
2 due to the error bound (6.18). Combining
all estimates yields
‖d‖L2(Γh) ≤ chk.
6.3 Error bound for the volume error
The volume of the domain Ω1(T ) which is enclosed by Γ(T ) is
Vol(T ) :=
∫
Ω1(T )
1 dx. (6.32)
Note that due to the incompressibility Vol(t) = Vol(0) for all t ∈ [0, T ]. Thus, we define
Vol := Vol(0). (6.33)
Let Ω1,h(T ) be the domain that is enclosed by Γh(T ), i.e.
Ω1,h(T ) := {x ∈ Ω : φh(x, T ) ≤ 0}. (6.34)
Then, the approximate volume Volh(T ) is
∫
Ω1,h(T )
1 dx. For the volume error |Vol−Volh(T )| an
error bound of order hk can be shown as well.
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Theorem 6.13. Let U be sufficiently small and φ sufficiently smooth. Assume, that (6.18),
Assumption 6.9 and Assumption 6.10 are satisfied. Then, there exists a constant c independent
of h such that
|Vol−Volh(T )| ≤ chk. (6.35)
As Γ and Γh lie in U the volume difference can be computed as
Vol−Volh(T ) =
∫
Ω1∩U
1 dx−
∫
Ω1,h(T )∩U
1 dx. (6.36)
The idea of the proof is to find a parametrization of Ω1 ∩ U and Ω1,h(T ) ∩ U such that (6.36)
can be estimated in terms of the interface error ‖d‖L2(Γh). To this end we need some auxiliary
results.
The distance between Γ and Γh can not only be measured by ‖d‖L2(Γh) but also by
‖dist(·,Γh)‖L2(Γ), where dist(·,Γh) denotes the distance to Γh.
Note that ‖dist(·,Γh)‖L2(Γ) 6= ‖d‖L2(Γh). For any y ∈ Γh d|Γh gives the distance to Γ. Fur-
thermore, d|Γh is a continuous scalar function on Γh. Its extension de : U → R is defined
by
de(y + αn(y)) := d(y),
where y ∈ Γh and α ∈ R are such that y + αn(y) ∈ U . de|Γ : Γ → R gives the distance to Γh.
Thus, ‖dist(·,Γh)‖L2(Γ) = ‖de‖L2(Γ). It can be shown that there is a constant c > 0 such that
‖de‖L2(Γ) ≤ c‖d‖L2(Γh), (6.37)
cf. [RL11].
Proof. of Theorem 6.35
We consider a parametrization of Γ. Let S ⊂ R2 be such that z = z(σ) ∈ Γ for σ ∈ S. Then,
any x ∈ U can be represented in the local coordinate system (σ, α) by
x = x(σ, α) = z(σ) + αn(z(σ)), σ ∈ S, |α| ≤ cU .
Thus, parametrizations of Ω1 ∩ U and Ω1,h(T ) ∩ U are:
Ω1 ∩ U := {(σ, α)|σ ∈ S, α ∈ [−cU , 0]} (6.38)
Ω1,h(T ) ∩ U := {(σ, α(σ))|σ ∈ S, α(σ) ∈ [−cU ,de(z(σ))]}. (6.39)
Furthermore, define
J(σ, α) =
dx
d(σ, α)
.
Then, it can be shown that
|det(J(σ, α))| ≤ c‖∂z
∂s
× ∂z
∂t
‖2 for σ ∈ S, |α| ≤ cU , (6.40)
holds with a constant c > 0, cf. [RL11]. Furthermore, the integral over Γ can be transformed to
the integral over S, i.e. ∫
Γ
ψ(z) ds =
∫
S
ψ(z(σ))‖∂z
∂s
× ∂z
∂t
‖2 dσ (6.41)
holds for a function ψ : Γ→ R. Now,
|Vol−Volh(T )| =
∣∣∣∣∣
∫
Ω1∩U
1 dx−
∫
Ω1,h(T )∩U
1 dx
∣∣∣∣∣
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can be written as
|Vol−Volh(T )| =
∣∣∣∣∣
∫
S
∫ 0
−cU
|det(J(σ, α))| dα dσ −
∫
S
∫ de(z(σ))
−cU
|det(J(σ, α))| dα dσ
∣∣∣∣∣
due to the parametrization of Ω1 ∩ U and Ω1,h(T ) ∩ U and the integral transformation theorem.
Hence, we obtain
|Vol−Volh(T )| =
∣∣∣∣∣
∫
S
∫ 0
de(z(σ))
|det(J(σ, α))| dα dσ
∣∣∣∣∣
≤ c
∫
S
|de(z(σ))| ‖∂z
∂s
× ∂z
∂t
‖2 dσ = c
∫
Γ
|de(z(σ))| dz
≤ c‖de‖L2(Γ) ≤ c‖d‖L2(Γh) ≤ chk,
(6.42)
cf. [RL11].
The inequality in (6.42) is pessimistic as it does not take into account possible cancellation
effects.
6.4 Numerical results
We consider the following test case: Let the computational domain be Ω = [0, 0.75]3. Thus, Ω
is polyhedrally bounded. The initial interface Γ(0) is the sphere ∂Br(m(0)), with r = 0.15 and
m(0) = (0.325, 0.325, 0.325). Let d denote the distance to Γ(0), i.e.
d(x, 0) = ‖x−m(0)‖2 − r. (6.43)
Furthermore, let
g : R→ R, g(d) = 3
8r4
d5 − 5
4r2
d3 +
15
8
d. (6.44)
Then,
φ0(x) =
{
g(d(x, 0)) −r ≤ d ≤ r
r d(x, 0) ≥ r (6.45)
is a level set function to Γ(0) that is constant on ∂Ω and in H3(Ω).
The velocity field is the constant translation u = (0.025, 0.075, 0.115). In particular, it is
independent of time. The time interval is [0, 1] and the boundary data φ0 on ∂Ωin. The solution
at T = 1 is given by
φ(x, 1) =
{
g(d(x, 1)) −r ≤ d ≤ r
r d(x, 1) ≥ r, (6.46)
with
d(x, 1) = ‖x−m(1)‖2 − r (6.47)
and m(1) = (0.35, 0.4, 0.44).
We compute the discretization error, the interface error and the volume error for this test
case. For the spatial discretization the cube Ω is divided into M3 sub-cubes and each sub-cube
in 6 tetrahedra. The grid size h0 of the coarsest grid is
1
8 . This grid is regularly refined and
l = 0, 1, 2, 3 gives the level of refinement, i.e. h(l) = h0
2l
. The time integration is accomplished
by the Crank-Nicolson scheme.
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Figure 6.2: 2D sketch of the globally smooth φ0
We choose two SUPG methods for the spatial discretization. The first semi-discrete prob-
lem is (4.16) which is an obvious finite element formulation of the level set problem (3.2). In
the remainder we refer to this problem combined with the Crank-Nicolson scheme in time by
SUPG1. The second semi-discrete problem is (4.17) and therefore, uses weakly imposed bound-
ary conditions. In the remainder we refer to this problem combined with the Crank-Nicolson
scheme in time by SUPG2. As already mentioned, we do not use the SUPG method based on
the transformed formulation (3.15) for computations. As stated in Section 4.3 we expect the
methods SUPG1 and SUPG2 to produce very similar results, especially near the interface as
they only differ in the treatment of the boundary conditions. The polynomial order is k = 2.
The discretization φ0,h of the initial function φ0 is the interpolation of φ0 in the finite element
space V2h.
discretization error The exact solution is in H3(Ω). Thus, the theoretical estimate for the
discretization error applies. The L2-norm of the discretization error is computed element-wise,
i.e. we use the L2-norm ‖ · ‖Th =
√∑
K∈Th ‖ · ‖2L2(K). The discretization error at t = 0 is the
interpolation error, and thus, of order three for quadratic finite elements. As the discretization
error depends on both the spatial mesh size h(l) and the time step size ∆t, we need to vary both
parameters in order to observe the error behavior. We first vary the time step size while the grid
size is fixed. Figure 6.3 shows the log-log-plot of the discretization error against the time step
size for h(l), l = 0, 1, 2, 3 for both methods, SUPG1 and SUPG2. The largest time step size
is 0.2 and the smallest time step size is 0.004. The methods yield almost identical errors. The
difference can hardly be seen in the plot. For every h(l), l = 0, 1, 2, 3, the discretization error
stagnates with decaying time step size ∆t. For h(0) the discretization error does only change
very little with ∆t. The error is already close to the limit for the largest value of ∆t. For h(1)
a contribution of the time step size to the total error can be observed for large ∆t. For h(2)
and h(3) the second order of the Crank-Nicolson scheme can be observed for large and moderate
∆t. To compare the spatial error for the different h(l), l = 0, 1, 2, 3, we choose ∆t for every
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Figure 6.3: Log-log-plot of the discretization error against the time step size
h(l) individually such that the limit is reached. Thus, we observe the spatial error only and can
compare the values for the different mesh sizes h(l), l = 0, 1, 2, 3. That means the error bound
(6.17) reduces to (6.18), i.e.
‖φNh − φ(T )‖L2(Ω) ≤ C(T, ϕ)hk+
1
2 .
The spatial errors are presented in Table 6.1.
t=0 t=T
SUPG1 SUPG2
level error order error order error order
0 1.1120 e-3 - 1.3737 e-3 - 1.3784 e-3 -
1 1.5670 e-4 2.83 2.1173 e-4 2.70 2.1221 e-4 2.70
2 2.1005 e-5 2.90 3.6989 e-5 2.52 3.7056 e-5 2.52
3 2.7031 e-6 2.96 6.1428 e-6 2.59 6.1485 e-6 2.59
Table 6.1: Discretization error ‖φh − φ‖Th
At t = 0 the order three of the polynomial interpolation can be observed. At t = T we
observe an order higher than 2.5, which underlines the theoretical error bound.
interface error We choose ∆t as above. Thus, the discretization error is dominated by the
spatial error and the assumptions on the discretization error we made in Section 6.2 are fulfilled.
The interface error at time T is
‖d‖L2(Γh(T )) =
(∫
Γh(T )
d(x)2 dx
) 1
2
,
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where d is the signed distance function to Γ(T ). The numerical interface Γh(T ) is the zero level of
the finite element function φh(·, T ), which is, in general, difficult to determine as φh is a piecewise
quadratic function in R3. An approximation of Γh(T ) is the zero level of the element-wise linear
interpolation Ihˆ(q)(φh(·, T )) of φh(·, T ) on an q times regularly refined grid with hˆ(q) = h2q
and q ∈ N. The interpolation error is of order (hˆ(q))2. The zero level of the piecewise linear
approximation Ihˆ(q)(φh(·, T )) consists of planar segments, which are easy to handle. We denote
this zero level by Γˆhˆ(q)(t). We substitute Γh(T ) by Γˆhˆ(q)(T ) and integrate d
2 over Γˆhˆ(q)(T ).
That means we approximate ‖d‖L2(Γh(T )) by ‖d‖L2(Γˆhˆ(q)(T )). We proceed analogously for t = 0.
Table 6.2 and Table 6.3 show ‖d‖L2(Γˆhˆ(q)(t)) for t = 0 and t = T for method SUPG2. The
level of refinement q for the linear interpolation varies from 0 to 6. Furthermore, the level of
refinement l of the computational mesh varies from 0 to 3. As already mentioned, we expect
SUPG1 to produce similar results. This assertion has already been confirmed by the results for
the discretization error. The interface error decreases with q. Each column of these tables is
q h(0) = 1/8 h(1) = 1/16 h(2) = 1/32 h(3) = 1/64
0 8.940874 e-3 2.553080 e-3 6.142763 e-4 1.550037 e-4
1 2.553080 e-3 6.142763 e-4 1.550037 e-4 3.896325 e-5
2 1.500412 e-3 2.405553 e-4 4.523425 e-5 1.017375 e-5
3 1.407884 e-3 1.899966 e-4 2.577148 e-5 3.816054 e-6
4 1.397469 e-3 1.846781 e-4 2.396457 e-5 2.970730 e-6
5 1.395922 e-3 1.839668 e-4 2.382573 e-5 2.900998 e-6
6 1.395594 e-3 1.838252 e-4 2.381241 e-5 2.894384 e-6
Table 6.2: Approximate interface error ‖d‖L2(Γˆhˆ(q)(0))
q h(0) = 1/8 h(1) = 1/16 h(2) = 1/32 h(3) = 1/64
0 8.581207 e-3 2.112958 e-3 5.431616 e-4 1.435550 e-4
1 2.702780 e-3 5.772567 e-4 1.402231 e-4 3.632747 e-5
2 1.644653 e-3 2.492304 e-4 4.885136 e-5 1.081076 e-5
3 1.456636 e-3 2.035170 e-4 3.546650 e-5 6.407751 e-6
4 1.418668 e-3 1.978179 e-4 3.423135 e-5 6.020590 e-6
5 1.409807 e-3 1.968207 e-4 3.409907 e-5 5.994005 e-6
6 1.407649 e-3 1.965995 e-4 3.407732 e-5 5.991951 e-6
Table 6.3: Approximate interface error ‖d‖L2(Γˆhˆ(q)(T ))
a series {IntERRq}q≥0 that converges to the unknown interface error where the interface is the
zero level of the piecewise quadratic function φh. We compute
Aq =
IntERRq − IntERRq−1
IntERRq−1 − IntERRq−2 .
Aq shows an irregular behavior. Thus, we can not use any extrapolation-method to obtain better
approximations to the real interface error. However, in most cases the error is already exact up
to three digits for q = 5. The reliable digits at level q = 5 are underlined in Table 6.2 and 6.3.
In the remainder we use q = 5 to approximate the interface error. Although we always use the
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approximation Γˆhˆ(5)(t) to compute the interface error from now on, we used the notation Γh(t)
instead of Γˆhˆ(5)(t) for the sake of simplicity. For this test case the interface errors are given in
Table 6.4 for h(l), l = 0, 1, 2, 3 and both methods SUPG1 and SUPG2.
t=0 t=T
SUPG1 SUPG2
level error order error order error order
0 1.3959 e-3 - 1.4092 e-3 - 1.4098 e-3 -
1 1.8397 e-4 2.92 1.9682 e-4 2.84 1.9682 e-4 2.84
2 2.3826 e-5 2.95 3.4099 e-5 2.53 3.4099 e-5 2.53
3 2.9010 e-6 3.04 5.9940 e-6 2.51 5.9940 e-6 2.51
Table 6.4: Interface error ‖d‖L2(Γh(t))
The interface error at t = 0 shows the order 3 although the theoretical error bound is only of
order 2.5 for t = 0. For t = T the order is 2.5 instead of 2, which is predicted by the theory.
volume error The volume enclosed by Γh is
Volh(t) :=
∫
Ω1,h(t)
1 dx. (6.48)
As we consider incompressible flow problems the volumes of the phases do not change in time.
Thus, we can compute Vol as the volume that is enclosed by the sphere Γ(0), i.e. Vol = 43pir
3.
The volume error is |Volh(T )−Vol|.
Ω1,h(T ) is bounded by the zero level of the piecewise quadratic function φh. Again we substi-
tute Γh(T ) by Γˆhˆ(q)(T ). We denote the sub-domain that is enclosed by Γˆhˆ(q)(T ) by Ωˆ1,hˆ(q)(T ).
Integrating over Ωˆ1,hˆ(q)(T ) instead of Ω1,h(T ) yields an approximation Vˆolhˆ(q)(T ) of Volh(T ).
We proceed analogously for t = 0. The approximate volumes Vˆolhˆ(q)(t) for t = 0 and t = T are
given in Table 6.5 and Table 6.6 for method SUPG2. The level of refinement q for the linear
interpolation varies from 0 to 6. Furthermore, the level of refinement l of the computational
mesh varies from 0 to 3. Again, we expect method SUPG1 to behave similarly. Each column
q h(0) = 1/8 h(1) = 1/16 h(2) = 1/32 h(3) = 1/64
0 1.011163 e-2 1.290535 e-2 1.383422 e-2 1.406069 e-2
1 1.290535 e-2 1.383422 e-2 1.406069 e-2 1.411795 e-2
2 1.355437 e-2 1.403593 e-2 1.411660 e-2 1.413226 e-2
3 1.370319 e-2 1.408573 e-2 1.413054 e-2 1.413583 e-2
4 1.374261 e-2 1.409835 e-2 1.413402 e-2 1.413673 e-2
5 1.375231 e-2 1.410149 e-2 1.413489 e-2 1.413695 e-2
6 1.375473 e-2 1.410227 e-2 1.413511 e-2 1.413700 e-2
Table 6.5: Approximate volume Vˆolhˆ(q)(0)
of these tables is a series {Vq}q≥0 that converges to the unknown volume that is enclosed by the
zero level of the piecewise quadratic function φh. We compute
Aq =
Vq − Vq−1
Vq−1 − Vq−2 .
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q h(0) = 1/8 h(1) = 1/16 h(2) = 1/32 h(3) = 1/64
0 1.035799 e-2 1.313420 e-2 1.387401 e-2 1.406698 e-2
1 1.287367 e-2 1.386888 e-2 1.407038 e-2 1.411956 e-2
2 1.341167 e-2 1.404840 e-2 1.411909 e-2 1.413268 e-2
3 1.355170 e-2 1.409280 e-2 1.413124 e-2 1.413596 e-2
4 1.358650 e-2 1.410388 e-2 1.413429 e-2 1.413678 e-2
5 1.359515 e-2 1.410666 e-2 1.413505 e-2 1.413699 e-2
6 1.359728 e-2 1.410736 e-2 1.413524 e-2 1.413704 e-2
Table 6.6: Approximate volume Vˆolhˆ(q)(T )
Here Aq ≈ 14 for all q. Hence, we can apply Romberg-extrapolation to compute a series {V˜q}q≥0
with V˜q −Volh ∈ O(hˆ3) and obtain a better approximation to Volh, cf. [DR06]. Note that for all
q ∈ N ∣∣∣V˜q −Vol∣∣∣− ∣∣∣Volh − V˜q∣∣∣ ≤ |Volh −Vol| ≤ ∣∣∣V˜q −Vol∣∣∣+ ∣∣∣Volh − V˜q∣∣∣ .
That means
∣∣∣Volh − V˜q∣∣∣ is a good approximation to |Volh −Vol| if ∣∣∣Volh − V˜q∣∣∣ is small. Table 6.7
and Table 6.8 show the volumes V˜q computed by the Romberg-extrapolation
V˜q =
4Vq − Vq−1
3
, (6.49)
where the values Vq, q = 0, ..., 6 are taken from Table 6.5 and Table 6.6, respectively. For t = 0
q h(0) = 1/8 h(1) = 1/16 h(2) = 1/32 h(3) = 1/64
1 1.383659 e-2 1.414384 e-2 1.413618 e-2 1.413704 e-2
2 1.377071 e-2 1.410317 e-2 1.413523 e-2 1.413703 e-2
3 1.375280 e-2 1.410233 e-2 1.413519 e-2 1.413703 e-2
4 1.375575 e-2 1.410256 e-2 1.413519 e-2 1.413702 e-2
5 1.375554 e-2 1.410254 e-2 1.413518 e-2 1.413702 e-2
6 1.375554 e-2 1.410254 e-2 1.413518 e-2 1.413702 e-2
Table 6.7: Approximate volume Vˆolhˆ(q)(0)
q h(0) = 1/8 h(1) = 1/16 h(2) = 1/32 h(3) = 1/64
1 1.371223 e-2 1.411377 e-2 1.413584 e-2 1.413709 e-2
2 1.359101 e-2 1.410824 e-2 1.413533 e-2 1.413705 e-2
3 1.359838 e-2 1.410760 e-2 1.413529 e-2 1.413706 e-2
4 1.359810 e-2 1.410758 e-2 1.413530 e-2 1.413706 e-2
5 1.359803 e-2 1.410759 e-2 1.413530 e-2 1.413706 e-2
6 1.359799 e-2 1.410759 e-2 1.413530 e-2 1.413706 e-2
Table 6.8: Approximate volume Vˆolhˆ(q)(T )
the volume is exact up to the first six digits for q = 5. For t = T and h(0) it is only exact
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up to the first four digits for q = 5. However, the results are better for h(l), l = 1, 2, 3. The
reliable digits at q = 5 are underlined in Table 6.5 and Table 6.6. Thus, in the remainder the
approximation to the volume Volh will be V˜5. Although we use the volume V˜5 to approximate
Volh from now on, we write Volh instead for the sake of simplicity.
The relative volume error |Volh −Vol| /Vol is an important quantity to study the volume
conservation properties of the methods. The relative volume errors are given in Table 6.9 for
both methods at t = 0 and t = T . In Table 6.9 the relative error on the same level l is in the same
t=0 t=T
SUPG1 SUPG2
level error order error order error order
0 2.6995 e-2 - 3.8120 e-2 - 3.8136 e-2 -
1 2.4494 e-3 3.46 2.0920 e-3 4.19 2.0922 e-3 4.19
2 1.4025 e-4 4.13 1.3215 e-5 3.98 1.3215 e-4 3.98
3 1.0170 e-5 3.79 7.7632 e-6 4.09 7.7632 e-6 4.09
Table 6.9: Relative volume error |Volh(t)−Vol| /Vol
range for t = 0 and t = T . In most of the cases the error is even smaller at t = T . The theoretical
error bound predicts the order 2.5 for t = 0 and 2 for t = T . However, the order is roughly 4 in
both cases. This might be due to the fact that the error estimate is pessimistic as it does not take
into account possible cancellation effects. The approximate interface Γh depends on its position
relative to the mesh. Thus, the volume might change with the interface-position. These effects
can be see in the following example. We perturb the initial position of the interface but do not
m0 m1 m2
level error order error order error order
0 2.6995 e-2 - 2.6659 e-2 - 2.5266 e-2 -
1 2.4494 e-3 3.46 2.6222 e-3 3.35 1.5668 e-3 4.01
2 1.4025 e-4 4.13 1.2708 e-4 4.37 1.2315 e-4 3.67
Table 6.10: Relative volume error |Volh(0)−Vol| /Vol for perturbed positions of the initial in-
terface
change the radius of the sphere. Table 6.10 shows the relative volume error for h(l), l = 0, 1 and
2 for different positions of the spherical interface with radius 0.15. The center of the sphere is
chosen as m0 = (0.325, 0.325, 0.325), m1 = (0.326, 0.32, 0.31) and m2 = (0.325, 0.325, 0.35). The
relative volume error and the order changes with the position. For l = 1 the relative volume
error at the second position is approximately twice a much as the relative volume error at the
third position. However, for l = 0 the error does not change much. This yields the order 3.35
on the one hand and the order 4.01 on the other hand. For l = 2 the relative volume error stays
in the same range again. However, the different result for l = 1 yield, again, different orders for
the transition from l = 1 to l = 2 . One can imagine that such effects might be even bigger in
other examples. Thus, the order in Table 6.9 is not useful.

Chapter 7
Analysis of a Discontinuous
Galerkin method applied to the
level set equation
In this chapter we investigate the discretization error and the interface error for the DG dis-
cretization of the level set equation.
7.1 Analysis of the discretization error
In this section we present an analysis of the DG method combined with the Crank-Nicolson
scheme in time applied to the level set equation. This analysis was first presented in [Loc12].
The discretization error is estimated in the L2-norm. The derivation of an error estimate, that
includes the L2-norm of the streamline gradient, is still an open problem. There are many papers
on the analysis of DG methods. For instance, an analysis of the DG method for stationary
convection-diffusion-reaction problems can be found in [AM09]. For a sufficiently smooth exact
solution u and the DG-solution uh the authors show the error bounds
‖|u− uh|‖ = C|u|Hk+1(Ω)

hk+
1
2 convection dominated
hk diffusion dominated
hk+1 reaction dominated,
where ‖| · |‖ includes among other terms a grid dependent H1(Ω)-norm and an L2-norm. The
analysis in [AM09], however, does not apply to a pure advection problem as the presence of
a strictly positive reaction coefficient is crucial. Furthermore, the classical DG method (with
upwind numerical flux) for stationary first order advection-reaction problems is analyzed in
[JP86]. The authors prove convergence of order hk+
1
2 in the norm
‖| · |‖2 := ‖ · ‖2L2(Ω) + h‖u · ∇ · ‖2Th +
∑
e∈F
| [[·]] |2e.
The last summand denotes the integrals of the jump over all faces. Later in [BMS04] the same
order of convergence is shown for a whole class of DG methods for the same stationary first order
hyperbolic problem. The DG methods differ in the choice of the numerical flux function. The
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estimates, however, hold in a norm, that includes the L2-norm and a semi-norm on the faces,
but not an L2-norm of the streamline gradient.
A special DG method for the stationary advection-reaction equation was analyzed in [BS07].
Here, the estimates hold in a norm, that is similar to the norm in [JP86]. In particular the
control over the streamline gradient is included. We are not aware of a complete analysis,
i.e. treating discretization errors in space and time, of the DG method applied to a transient
advection-reaction problem. There is some literature on analysis of transient problems. For
instance, in [CHS90] the truncation error of the DG method for hyperbolic conservation laws of
the form
∂tu+ divf(u) = 0 in Ω× (0, T )
is shown to be of order k + 1.
A convergence result for the linear transport equation in 1D is presented in [CSJT98]. The
spatial discretization error in the L2-norm at the end time T can be shown to be of order k + 1,
where k is the polynomial degree. The transport equation with constant velocity is considered
on the interval [0, 1] with periodic boundary value conditions.
Although the level set equation is a linear transport equation, this result does not include the
initial-boundary problem (3.2) as the arguments used can not be generalized to higher dimensions
and other boundary conditions than periodic boundary conditions. In [ZS04] and [ZS10] error
estimates for Runge-Kutta DG methods applied to scalar conservation laws are presented. In
[ZS04] the time discretization is a second order TVD Runge-Kutta method and in [ZS10] a third
order explicit TVD Runge-Kutta method. An estimate of order O(hk+ 12 + ∆tm), m = 1, 2 is
derived for a general monotone numerical flux function. If the upwind flux is used the order
improves to O(hk+1 + ∆tm), m = 1, 2. The estimate is based on smooth exact solutions. The
proofs are only given for scalar conservation laws in 1D while boundary conditions are not
considered. Instead, it is assumed that the solution is periodic or compactly supported. The
authors claim that the analysis can be extended to multidimensional conservation laws in case
of the linear flux f(ϕ) = uϕ. This, however, would still exclude the level set equation (3.2) due
to the assumption on the behavior of the solution at the boundary.
Here, we present a complete analysis of the DG method in space and the Crank-Nicolson
scheme in time applied to the level set equation in arbitrary space dimensions and with Dirichlet
boundary conditions.
We consider the DG method applied to the transformed problem, i.e. (4.43), as this method is
easier to analyze because Ψ|∂Ωin = 0 for all t ∈ [0, T ]. Recall the space
Vk,DGh,0 := {vh ∈ Vk,DGh : vh|∂Ωin = 0}.
Throughout the analysis we need the following assumptions on the velocity field u and the
triangulation.
Assumption 7.1. Let u : Rd → Rd be a divergence-free, globally Lipschitz-continuous function
that does not depend on time. Furthermore, u ∈ [W 1,∞(Ω)]3 has no closed curves and no
stationary points, i.e. |u(x)| 6= 0 for all x ∈ Ω.
Assumption 7.2. Let {Th}h>0 denote a regular family of consistent, quasi-uniform triangula-
tions of Ω that consist of d-simplices, i.e. (T1)-(T8) introduced in Section 4.3.1 hold.
In the remainder we change the notation and use φ and φh also for the transformed variables
Ψ and Ψh. We define the bilinear form ah as follows
ah : H
1(Th)×H1(Th)→ R, ah(ϕ, v) = −(ϕ,u · ∇v)Th + (ϕ, vun)F∂out + (ûϕuw, v)F0 (7.1)
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where
H1(Th) := {ψ ∈ L2(Ω) : ψ|K ∈ H1(K), ∀K ∈ Th} (7.2)
and
(ûϕ
uw
, v)F0 :=
∑
e∈F0
∫
e
u · [[v]] {ϕ}+ 1
2
|un| [[v]] · [[ϕ]] ds. (7.3)
The semi-discrete method (4.43), then, reads:
find φh ∈ C1([0, T ]; Vk,DGh,0 ) such that
(
∂
∂t
φh, vh)L2(Ω) + ah(φh, vh) = (f, vh)L2(Ω) for all vh ∈ Vk,DGh,0 .
(7.4)
Now, we apply the Crank-Nicolson scheme to discretize (7.4) in time as already shown in Sec-
tion 4.4. With the time step size ∆t := T/N , N ∈ N, and tn := n∆t, n = 0, ..., N the fully
discrete problem is given by (4.47), i.e.
φ0h = φ0,h
for n = 1, ..., N find φnh ∈ Vk,DGh,0 such that for all vh ∈ Vk,DGh,0
(
φnh − φn−1h
∆t
, vh)L2(Ω) + ah(
1
2
(φnh + φ
n−1
h ), vh) = (
1
2
(f(tn) + f(tn−1)), vh)L2(Ω).
(7.5)
Here, φ0,h is an approximation in V
k,DG
h,0 to φ0. We will specify this approximation later. Note
that f = f(φD) is in C1([0, T ]; L2(Ω)) if φD ∈ C2([0, T ]; H1(∂Ωin)). We assume the latter. In the
next section we derive error bounds for the scheme (7.5).
The analysis is based on ideas that are used in [Bur10] for the analysis of the SUPG method
applied to the level set equation and in [Tho97] for the analysis of FE methods for parabolic
equations. We outline the main ingredients in the analysis below.
An inf-sup-property with respect to a suitable norm is proven for the bilinear form ah. For the
derivation of the inf-sup-property the assumptions that the velocity field is Lipschitz-continuous
and has no closed curves and no stationary points are crucial. This analysis is given in Sec-
tion 7.1.2. Using this result we show that in a suitable norm the error of the Ritz-projection
related to ah onto the finite element space is of order h
k+ 12 , cf. Section 7.1.3. Then, in Sec-
tion 7.1.4, we consider the fully discrete system. As in the analysis for parabolic problems in
[Tho97] the error between the fully discrete solution and the exact solution is decomposed into
the error of the Ritz-projection and the difference between the Ritz-projection of the exact so-
lution and the fully discrete solution. The latter is shown to be of order hk+
1
2 + ∆t2. Here the
assumption that the velocity field is time-independent is needed.
The proof of the inf-sup-property (Theorem 7.15) is based on the construction of a suitable
test function ψ∗h. Similar arguments can be found in [BS07], where a stabilized DG method
for the stationary advection-reaction equation is analyzed, in [AM09], where DG methods for
advection-diffusion-reaction problems are studied and in [BS11], where an analysis of the SUPG
method applied to a transient convection-diffusion equation is presented. In our analysis the test
function ψ∗h ∈ Vk,DGh is the sum of two functions, that are similar to those used in the papers
mentioned above, i.e. ψ∗h := δ1hu · ∇ϕh + δ2pih(χϕh), with a suitable choice for δ1 and δ2. Here,
ϕh ∈ Vk,DGh,0 , u denotes the mean value of the velocity field u, χ is a suitable smooth function,
which will be introduced later, and pih denotes the L2-projection onto V
k,DG
h . We show that for
all ϕh ∈ Vk,DGh,0 and ψ∗h = ψ∗h(ϕh) as above there are positive constants c1 and c2 such that
ah(ϕh, ψ
∗
h) ≥ c1‖|ϕh|‖2 and ‖|ψ∗h|‖ ≤ c2‖|ϕh|‖ (7.6)
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hold for a suitable norm ‖| · |‖. Thus, an inf-sup property follows directly. The first summand,
hu ·∇ϕh, is used in [BS07] together with the additional term κϕh where κ is a suitable constant.
hu · ∇ϕh yields control over the L2-norm of the streamline gradient. However, the test function
as in [BS07] does not yield control over the L2-norm of ϕh in the case of the level set equation
due to the lack of the reaction term. Instead of adding κϕh, we add pih(χϕh) which yields the
control over the L2-norm of ϕh. The idea to construct such a test function was introduced in
[JP86] and reused in [AM09].
The treatment of the time-dependent case is analogous to the analysis of the SUPG method
in [Bur10] and the approach in [Tho97].
7.1.1 Preliminaries
We introduce norms and semi-norms, that are related to the triangulation Th and the bilinear
form ah.
Notation 7.3. Let ϕ ∈ H1(Th).
‖ϕ‖2F :=
1
2
∑
e∈F0
‖ |un|
1
2 [[ϕ]] ‖2e +
1
2
∑
e∈F∂out
‖ |un|
1
2 ϕ‖2e. (7.7)
‖ϕ‖2ah := ‖ϕ‖2L2(Ω) + ‖ϕ‖2F . (7.8)
‖|ϕ|‖2 := h‖u · ∇ϕ‖2Th + ‖ϕ‖2ah (7.9)
Note that due to the definition of the jump
‖ |un| [[ϕh]] ‖e = ‖u · [[ϕh]] ‖e ≤ c‖ |un|
1
2 [[ϕh]] ‖e, (7.10)
holds with c = ‖ |un|
1
2 ‖L∞(e) for every internal face e ∈ F0. Furthermore, we will need inverse
inequalities, trace inequalities and L2-projection error estimates. For the finite element functions
the standard inverse inequality and trace inequality, Lemma 5.9 and Lemma 5.10, hold due to
Assumption 7.2. Now, consider an arbitrary face e ∈ F and K+ ∈ Th such that e is a face of
K+. Hence, there exists a constant CK+ independent of hK+ such that
‖ϕ+h ‖e ≤ CK+h
− 12
K+‖ϕh‖L2(K+)
due to the trace inequality (5.10). Based on this observation we can derive trace inequalities for
the jumps and averages on e ∈ F0 and for the face norm ‖ · ‖F .
Lemma 7.4. Let ϕh, ψh ∈ Vk,DGh . Let K+, K− be such that ∂K+ ∩ ∂K− = e ∈ F0. Then,
‖{ϕh}‖e ≤ Ch− 12 ‖ϕh‖L2(K+∪K−) (7.11)
and ‖ [[ϕh]] ‖e ≤ Ch− 12 ‖ϕh‖L2(K+∪K−). (7.12)
Furthermore, {∑
e∈F0 ‖{ψh}‖2e∑
e∈F0 ‖ [[ψh]] ‖2e
≤ Ch−1‖ψh‖2L2(Ω) (7.13)
and
‖ϕh‖F ≤ Ch− 12 ‖ϕh‖L2(Ω). (7.14)
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A similar result can be found in [BS07], Lemma 2.2. We will need this version of the trace
inequality rather than (5.10). Furthermore, it is helpful to use an alternative representation of
ah. Let ϕ,ψ ∈ H1(Th) with ϕ = 0 on ∂Ωin. By partial integration of the volume integral in (7.1)
and applying the identity∑
K∈Th
∫
∂K
ϕψun ds =
∑
e∈F0
∫
e
u · [[ψ]] {ϕ}+ u · [[ϕ]] {ψ} ds+
∑
e∈F∂out
∫
e
ϕψun ds (7.15)
(e.g. see [AM09]) we obtain the representation
ah(ϕ,ψ) =
∑
K∈Th
∫
K
(u · ∇ϕ)ψ dx+
∑
e∈F0
∫
e
−u · [[ϕ]] {ψ}+ 1
2
|un| [[ϕ]] · [[ψ]] ds. (7.16)
In a similar way one can show that
ah(ϕ,ϕ) = ‖ϕ‖2F (7.17)
holds for every ϕ ∈ H1(Th) with ϕ = 0 on ∂Ωin. To construct the first summand of the test
function ψ∗h, i.e. hu · ∇ϕh, the mean value u of the velocity field is needed. Let u ∈ V0,DGh be
the mean value of u on every K ∈ Th, i.e.
u|K = 1|K|
∫
K
u dx, ∀K ∈ Th.
Let L denote the Lipschitz-constant of u. Then, for K ∈ Th and an arbitrary x ∈ K the estimate
‖u(x)− u‖2 = ‖ 1|K|
∫
K
u(x)− u(y) dy‖2
≤ 1|K|
∫
K
L‖x− y‖2 dy ≤ 1|K|LhK
∫
K
1 dy = LhK
follows due to the Lipschitz-continuity of u. Thus,
‖u− u‖L∞(K) = max
x∈K
‖u(x)− u‖2 ≤ LhK .
Taking the maximum over all K ∈ Th yields
‖u− u‖L∞(Ω) ≤ Lh. (7.18)
Lemma 7.5. For the velocity field u and its element-wise mean value u
‖u · ∇ϕh‖Th ≤ ‖u · ∇ϕh‖Th + c‖ϕh‖L2(Ω) (7.19)
holds.
Proof. We add and subtract u · ∇ϕh and apply the triangle-inequality.
‖u · ∇ϕh‖Th ≤ ‖u · ∇ϕh‖Th + ‖(u− u) · ∇ϕh‖Th
Applying (7.18) and an inverse inequality (cf. Lemma 5.9) yields
‖u · ∇ϕh‖Th ≤ ‖u · ∇ϕh‖Th + Ch‖∇ϕh‖Th ≤ ‖u · ∇ϕh‖Th + c‖ϕh‖L2(Ω).
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As the second summand is defined as the L2-projection of χϕh, we need the following approxi-
mation results. Let pih denote the standard L2-projection into V
k,DG
h . Let ψ ∈ Hk+1(Ω). Denote
by ph := ψ −pihψ the projection error. Then, the standard error estimates (5.3) (Corollary 5.4)
can be rewritten as:
|ph|Hm(K) ≤ CKhk+1−mK |ψ|Hk+1(K), ∀ψ ∈ Hk+1(K), 0 ≤ m ≤ k
for any K ∈ Th with a constant CK independent of hK . Similarly, estimate (5.8) (Corollary 5.7)
becomes:
‖ph‖L2(∂K) ≤ CKhk+
1
2
K |ψ|Hk+1(K)
for ψ ∈ Hk+1(K), K ∈ Th arbitrary, with a constant CK independent of hK and ψ. Due to these
estimates we obtain the following estimates:
Corollary 7.6. Let e ∈ F . There exist constants Ce and C independent of h such that
‖ [[ph]] ‖e ≤ Cehk+ 12 |ψ|Hk+1(U), ‖{ph}‖e ≤ Cehk+
1
2 |ψ|Hk+1(U) (7.20)
and ‖ph‖F ≤ Chk+ 12 |ψ|Hk+1(Ω) for all ψ ∈ Hk+1(Ω), (7.21)
where U = K−(e)∪K+(e) (K+ and K− are the two elements sharing e) if e is an interior face
and U = K for the element K that has e as a face if e ∈ F∂ .
Furthermore, we can rewrite estimate (5.5) (Lemma 5.5): There is a constant C independent
of h such that
‖ph‖Hm(Th) ≤ Chk+1−m|ψ|Hk+1(Ω), ∀ψ ∈ Hk+1(Ω), 0 ≤ m ≤ k.
7.1.2 Proof of an inf-sup-property
First, we consider the first summand of ψ∗h, i.e. hu · ∇ϕh ∈ Vk,DGh .
Lemma 7.7. Let ϕh ∈ Vk,DGh,0 . Consider the function hu · ∇ϕh ∈ Vk,DGh . Then,
1
2
h‖u · ∇ϕh‖2Th ≤ ah(ϕh, hu · ∇ϕh) + C(h‖ϕh‖2L2(Ω) + ‖ϕh‖2F ) (7.22)
holds with a constant C that is independent of h and ϕh.
Proof. We use the representation (7.16) of ah, which yields
ah(ϕh, hu · ∇ϕh) = h‖u · ∇ϕh‖2Th +
∑
K∈Th
∫
K
u · ∇ϕhh(u− u) · ∇ϕh dx
+
∑
e∈F0
∫
e
−u [[ϕh]] {hu · ∇ϕh}+ 1
2
|un| [[ϕh]] · [[hu · ∇ϕh]] ds.
Hence,
h‖u · ∇ϕh‖2Th = ah(ϕh, hu · ∇ϕh) +
∑
K∈Th
∫
K
u · ∇ϕhh(u− u) · ∇ϕh dx
+
∑
e∈F0
∫
e
u [[ϕh]] {hu · ∇ϕh} − 1
2
|un| [[ϕh]] · [[hu · ∇ϕh]] ds.
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Thus,
h‖u · ∇ϕh‖2Th ≤ ah(ϕh, hu · ∇ϕh) +
∣∣∣∣∣ ∑
K∈Th
∫
K
u · ∇ϕhh(u− u) · ∇ϕh dx
∣∣∣∣∣︸ ︷︷ ︸
=I1
+
∣∣∣∣∣∑
e∈F0
∫
e
u [[ϕh]] {hu · ∇ϕh} − 1
2
|un| [[ϕh]] · [[hu · ∇ϕh]] ds
∣∣∣∣∣︸ ︷︷ ︸
I2
.
(7.23)
We estimate Ij , j = 1, 2.
Due to the Cauchy-Schwarz inequality, estimate (7.18), Young’s inequality with an arbitrary
ε1 > 0 we get
I1 ≤ h‖u · ∇ϕh‖Th‖(u− u) · ∇ϕh‖Th
(7.18)
≤ Ch2‖u · ∇ϕh‖Th‖∇ϕh‖Th
≤ C( 1
ε1
h‖ϕh‖2L2(Ω) + ε1h‖u · ∇ϕh‖2Th).
The Cauchy-Schwarz inequality, equation (7.10), Young’s inequality with an arbitrary ε2 > 0,
(7.13) of Lemma 7.4 with ψh = u · ∇ϕh, and Lemma 7.5 are used to derive
I2 ≤
∑
e∈F0
(
‖u · [[ϕh]] ‖eh‖{u · ∇ϕh}‖e + 1
2
‖ |un| [[ϕh]] ‖eh‖ [[u · ∇ϕh]] ‖e
)
≤
√∑
e∈F0
‖u · [[ϕh]] ‖2e
√∑
e∈F0
h2‖{u · ∇ϕh}‖2e +
√∑
e∈F0
‖ |un| [[ϕh]] ‖2e
√
1
4
∑
e∈F0
h2‖ [[u · ∇ϕh]] ‖2e
≤ ε2
∑
e∈F0
h2
(
‖{u · ∇ϕh}‖2e +
1
4
‖ [[u · ∇ϕh]] ‖2e
)
+
C˜
ε2
∑
e∈F0
‖ |un|
1
2 [[ϕh]] ‖2e
≤ ε2Ch‖u · ∇ϕh‖2Th +
C˜
ε2
‖ϕh‖2F ≤ ε2Ch
(
‖u · ∇ϕh‖2Th + c‖ϕh‖2L2(Ω)
)
+
C˜
ε2
‖ϕh‖2F .
Substituting these estimates in (7.23) and choosing ε1 =
1
4C(I1)
and ε2 =
1
4C(I2)
yields
1
2
h‖u · ∇ϕh‖2Th ≤ ah(ϕh, hu · ∇ϕh) + C(h‖ϕh‖2L2(Ω) + ‖ϕh‖2F ). (7.24)
Furthermore, we will need the following result:
Lemma 7.8. There exists a constant c independent of h such that
‖|hu · ∇ϕh|‖ ≤ c‖|ϕh|‖, ∀ϕh ∈ Vk,DGh,0 . (7.25)
Proof. Using the inverse inequality, (7.14) and Lemma 7.5 we get
‖|hu · ∇ϕh|‖2 = h2‖u · ∇ϕh‖2Th + h3‖u · ∇(u · ∇ϕh)‖2Th + h2‖u · ∇ϕh‖2F
≤ h2
(
c¯2‖ϕh‖2L2(Ω) + ‖u · ∇ϕh‖2Th
)
+ C2h‖u · ∇ϕh‖2Th
≤ h2
(
c¯2‖ϕh‖2L2(Ω) + ‖u · ∇ϕh‖2Th
)
+ C2h
(
c¯2‖ϕh‖2L2(Ω) + ‖u · ∇ϕh‖2Th
)
≤ c2‖|ϕh|‖2.
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Similar estimates can be shown for the second summand pih(χϕh). Before we prove these
estimates we need the following results.
Lemma 7.9. There exists a function η ∈W k+1,∞(Ω) such that u · ∇η ≥ Cu > 0 in Ω.
The existence of such a function η was shown under the assumptions that u has neither closed
curves nor stationary points and u ∈ [W 1,∞(Ω)]3 in [AM09], Appendix A. Due to Assumption 7.1
these conditions hold. This is the reason why we made Assumption 7.1.
Consider the function χ = e−η ∈W k+1,∞(Ω). Due to the properties of η there exist positive
constants χ1, χ2, χ3 such that
χ1 ≤ χ ≤ χ2 |∇χ| ≤ χ3. (7.26)
Note that for any ϕh ∈ Vk,DGh , χϕh ∈ H1(Th). Based on the estimate (5.5), (7.26) and the fact
that χ ∈ W k+1,∞(Ω) the following estimates can be shown: There exist positive constants C1,
C2 and C3 independent of h such that
‖χϕh − pih(χϕh)‖L2(Ω) ≤ C1h‖ϕh‖L2(Ω) ∀ϕh ∈ Vk,DGh (7.27)
‖χϕh − pih(χϕh)‖H1(Th) ≤ C2‖ϕh‖L2(Ω) ∀ϕh ∈ Vk,DGh (7.28){∑
e∈F0 ‖ [[χϕh − pih(χϕh)]] ‖e∑
e∈F0 ‖{χϕh − pih(χϕh)}‖e
≤ C3h 12 ‖ϕh‖L2(Ω) ∀ϕh ∈ Vk,DGh . (7.29)
Hence, also ‖χϕh −pih(χϕh)‖F ≤ C3h 12 ‖ϕh‖L2(Ω) ∀ϕh ∈ Vk,DGh follows directly. A proof can be
found in [AM09].
Lemma 7.10. There exists a positive constant C independent of h such that
ah(ϕh, χϕh) ≥ C‖ϕh‖2ah ∀ϕh ∈ Vk,DGh,0 . (7.30)
Proof. Integration by parts, the identity 12∇(ϕ2h) = (∇ϕh)ϕh and the fact that ϕh vanishes on
the inflow boundary yield:∑
K∈Th
−
∫
K
u · ∇(χϕh)ϕh dx
=
∑
K∈Th
∫
K
−(u · ∇χ)ϕ2h − χ(u · ∇ϕh)ϕh dx
=
∑
K∈Th
−
∫
K
(u · ∇χ)ϕ2h dx−
1
2
∫
K
χ(u · ∇ϕ2h) dx
=
∑
K∈Th
−
∫
K
(u · ∇χ)ϕ2h dx+
1
2
∫
K
(u · ∇χ)ϕ2h dx
− 1
2
∑
e∈F0
∫
e
χu · [[ϕ2h]] ds− 12 ∑
e∈F∂out
∫
e
χϕ2h |un| ds
= −1
2
∑
K∈Th
∫
K
(u · ∇χ)ϕ2h dx−
1
2
∑
e∈F0
∫
e
u · [[ϕ2h]]χds− 12 ∑
e∈F∂out
∫
e
χϕ2h |un| ds.
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Thus, using the identity 12u ·
[
[ϕ2h]
]
= u · [[ϕh]] {ϕh} and the continuity of χ we obtain
ah(ϕh, χϕh) = −1
2
∑
K∈Th
∫
K
(u · ∇χ)ϕ2h dx−
1
2
∑
e∈F0
∫
e
u · [[ϕ2h]]χds− 12 ∑
e∈F∂out
∫
e
χϕ2h |un| ds
+
∑
e∈F0
∫
e
u · [[ϕh]] {ϕh}χ+ 1
2
|un| [[ϕh]] · [[ϕh]]]χds+
∑
e∈F∂out
∫
e
χϕ2h |un| ds
= −1
2
∑
K∈Th
∫
K
(u · ∇χ)ϕ2h dx+
1
2
∑
e∈F0
∫
e
χ |un| [[ϕh]] · [[ϕh]] ds
+
1
2
∑
e∈F∂out
∫
e
χϕ2h |un| ds.
Furthermore, −u · ∇χ = −u · ∇e−η = (u · ∇η)χ ≥ Cuχ1 > 0. Hence,
ah(ϕh, χϕh) ≥ 1
2
Cuχ1‖ϕh‖2L2(Ω) + χ1‖ϕh‖2F
The result holds with C := max{ 12Cu, 1}χ1.
Lemma 7.11. There exists a constant C˜ independent of h such that
ah(ϕh, χϕh − pih(χϕh)) ≤ C˜h 12 ‖ϕh‖2ah ∀ϕh ∈ Vk,DGh,0 .
Proof. Let u be the mean value of u. As u is piecewise constant, u · ∇ϕh ∈ Vk,DGh . Due to the
definition of pih ∑
K∈Th
∫
K
u · ∇ϕh(χϕh − pih(χϕh)) dx = 0 (7.31)
holds. We use the alternative representation of ah (7.16) and add a zero to obtain
ah(ϕh, χϕh − pih(χϕh))
=
∑
K∈Th
∫
K
(u− u) · ∇ϕh(χϕh − pih(χϕh)) dx︸ ︷︷ ︸
=I
+
∑
e∈F0
∫
e
−u · [[ϕh]] {χϕh − pih(χϕh)}+ 1
2
|un| [[ϕh]] · [[χϕh − pih(χϕh)]] ds.︸ ︷︷ ︸
=II
Now, we estimate I and II applying the estimates (7.27) and (7.29), an inverse inequality, (7.18)
and (7.10).
I ≤ ‖(u− u) · ∇ϕh‖Th‖χϕh − pih(χϕh))‖L2(Ω)
≤ Cinvh−1‖u− u‖L∞(Ω)‖ϕh‖L2(Ω)C1h‖ϕh‖L2(Ω)
≤ Cinvh−1LhC1h‖ϕh‖2L2(Ω) = Ch‖ϕh‖2L2(Ω)
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II ≤
∑
e∈F0
‖u · [[ϕh]] ‖e‖{χϕh − pih(χϕh)}‖e + 1
2
‖ |un| [[ϕh]] ‖e‖ [[χϕh − pih(χϕh)]] ‖e
≤
√∑
e∈F0
‖u · [[ϕh]] ‖2e︸ ︷︷ ︸
≤c‖ϕh‖F
√∑
e∈F0
‖{χϕh − pih(χϕh)}‖2e︸ ︷︷ ︸
≤C3h
1
2 ‖ϕh‖L2(Ω)
+
√∑
e∈F0
‖ |un| [[ϕh]] ‖2e︸ ︷︷ ︸
≤c‖ϕh‖F
√
1
4
∑
e∈F0
‖ [[χϕh − pih(χϕh)]] ‖2e︸ ︷︷ ︸
≤ 12C3h
1
2 ‖ϕh‖L2(Ω)
≤ ch 12 ‖ϕh‖L2(Ω)‖ϕh‖F ≤ ch
1
2 (‖ϕh‖2L2(Ω) + ‖ϕh‖2F ) = ch
1
2 ‖ϕh‖2ah .
Summing the estimates for I and II and defining C˜ = C + c concludes the proof.
Lemma 7.12. There exists a mesh size h0 > 0 and a constant α = α(h0) > 0 such that for all
h < h0
ah(ϕh,pih(χϕh)) ≥ α‖ϕh‖2ah ∀ϕh ∈ Vk,DGh,0 (7.32)
and ‖|pih(χϕh)|‖ ≤ c‖|ϕh|‖ ∀ϕh ∈ Vk,DGh,0 . (7.33)
Proof. Due to Lemma 7.10 and Lemma 7.11
ah(ϕh,pih(χϕh)) = ah(ϕh,pih(χϕh)− χϕh) + ah(ϕh, χϕh)
≥ −C˜h 12 ‖ϕh‖2ah + C‖ϕh‖2ah = (C − C˜h
1
2 )‖ϕh‖2ah .
Now, choose h0 =
1
4 (
C
C˜
)2. Then, α(h0) =
1
2C > 0 and the first estimate holds for all h < h0. To
show (7.33) we apply the estimates (7.27) - (7.29) and note that
‖u ·∇(χϕh)‖Th ≤ ‖(u ·∇χ)ϕh‖Th +‖χ(u ·∇ϕh)‖Th ≤ χ3‖ϕh‖L2(Ω) +χ2‖u ·∇ϕh‖Th due to (7.26).
Then,
‖|pih(χϕh)|‖ ≤ ‖|pih(χϕh)− χϕh|‖+ ‖|χϕh|‖
=
(
‖pih(χϕh)− χϕh‖2L2(Ω) + h‖u · ∇(pih(χϕh)− χϕh)‖2Th + ‖pih(χϕh)− χϕh‖2F
) 1
2
+
(
‖χϕh‖2L2(Ω) + h‖u · ∇(χϕh)‖2Th + ‖χϕh‖2F
) 1
2
=
(
‖pih(χϕh)− χϕh‖2L2(Ω) + h‖u · ∇(pih(χϕh)− χϕh)‖2Th + ‖pih(χϕh)− χϕh‖2F
) 1
2
+
(
‖χϕh‖2L2(Ω) + h‖(u · ∇χ)ϕh + (u · ∇ϕh)χ‖2Th + ‖χϕh‖2F
) 1
2
≤
(
C21h
2 + ‖u‖2L∞(Ω)C22 + C23h
) 1
2 ‖ϕh‖L2(Ω)
+
(
χ22‖ϕh‖2L2(Ω) + 2hχ23‖ϕh‖2L2(Ω) + 2hχ22‖u · ∇ϕh‖2Th + χ22‖ϕh‖2F
) 1
2
≤ c‖|ϕh|‖.
Remark 7.13. Note that h0 depends on the L∞-norm of the velocity field, its Lipschitz-constant
and the constant Cu.
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Now, consider the function ψ∗h = δ1hu · ∇ϕh + δ2pih(χϕh) ∈ Vk,DGh .
Lemma 7.14. Let ψ∗h = ψ
∗
h(ϕh) = δ1hu · ∇ϕh + δ2pih(χϕh), ϕh ∈ Vk,DGh,0 . δ1, δ2 can be chosen
independent of h such that for h small enough there are positive constants c1 and c2 independent
of h such that
ah(ϕh, ψ
∗
h(ϕh)) ≥ c1‖|ϕh|‖2 ∀ϕh ∈ Vk,DGh,0 (7.34)
and ‖|ψ∗h(ϕh)|‖ ≤ c2‖|ϕh|‖ ∀ϕh ∈ Vk,DGh,0 . (7.35)
Proof. To prove (7.34) we need (7.22) and (7.32).
ah(ϕh, ψ
∗
h) = δ1ah(ϕh, hu ·∇ϕh) + δ2ah(ϕh,pih(χϕh)) ≥ δ1
1
2
h‖u ·∇ϕh‖2Th + (δ2α− δ1C)‖ϕh‖2ah .
Any choice for δ1 and δ2 such that δ2α− δ1C > 0 concludes the proof of (7.34). It is convenient
to choose δ1 = 2 and δ2 =
1+2C
α . Then, c1 = 1. With these choices for δ1 and δ2 (7.35) follows
directly from (7.25) and (7.33).
Now, we can prove the following theorem.
Theorem 7.15. For h small enough there exists a constant C > 0 independent of h such that
the following inf-sup-property holds:
C‖|ϕh|‖ ≤ sup
ψh∈Vk,DGh
ah(ϕh, ψh)
‖|ψh|‖ ∀ϕh ∈ V
k,DG
h,0 . (7.36)
Proof. Let ψ∗h = 2hu·∇ϕh+ 1+2Cα pihχϕh be the test function defined in the proof of Lemma 7.14.
Then, Lemma 7.14 holds with c1 = 1. Define c := c2, where c2 is the constant in (7.35). We
obtain
‖|ϕh|‖ ≤ ah(ϕh, ψ
∗
h)
‖|ϕh|‖ ≤ c
a∗h(ϕh, ψ
∗
h)
‖|ψ∗h|‖
≤ c sup
ψh∈Vk,DGh
ah(ϕh, ψh)
‖|ψh|‖
We conclude by setting C = c−1.
7.1.3 Error bound for the Ritz-projection
In Section 7.1.4 we analyze the fully discrete problem. The error between the exact solution
and the fully discrete solution is decomposed into a projection error and the error between the
projection of the exact solution and the fully discrete solution. The latter difference is a function
in Vk,DGh . Therefore we refer to this error as the discrete error. The projection we need is the
Ritz-projection defined in Definition 7.16 below. In this section we derive an error bound for the
projection error of the Ritz-projection in a suitable norm. In the next section an upper bound for
the discrete error is derived. Applying these two bounds to the fully discrete scheme we obtain
an error bound of order hk+
1
2 + ∆t2. The idea of this approach is common in analyses of finite
element methods for parabolic problems. A similar derivation for the standard Galerkin method
with backward Euler or Crank-Nicolson in time can be found in [Tho97], Chap. 1.
Definition 7.16. Let ψ ∈ H1(Ω) with ψ = 0 on ∂Ωin. The Ritz-projection piDGh ψ ∈ Vk,DGh,0
related to the bilinear form ah is defined by
ah(pi
DG
h ψ − ψ, vh) = 0, ∀ vh ∈ Vk,DGh,0 . (7.37)
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Note that ah is the bilinear form defined in (7.1) for which the inf-sup property (7.36) holds.
Thus, piDGh is well defined (existence and uniqueness).
Theorem 7.17. Let ψ ∈ Hk+1(Ω) with ψ = 0 on ∂Ωin. Then, the following holds with a constant
C independent of ψ and h:
‖|piDGh ψ − ψ|‖ ≤ Chk+
1
2 ‖ψ‖Hk+1(Ω) (7.38)
Proof. Denote with pi0h the L2-projection to V
k,DG
h,0 . Then,
‖|piDGh ψ − ψ|‖ ≤ ‖|piDGh ψ − pi0hψ|‖︸ ︷︷ ︸
:=‖|eh|‖
+ ‖|ψ − pi0hψ|‖︸ ︷︷ ︸
:=‖|p0h|‖
(7.39)
First, we consider the L2-projection error. Due to Corollary 7.6 we obtain
‖|p0h|‖2 = ‖p0h‖2L2(Ω) + h‖u · ∇p0h‖2Th + ‖p0h‖2F
≤ C˜h2k+1|ψ|2Hk+1(Ω) (h+ c+ c˜) ≤ C2h2k+1|ψ|2Hk+1(Ω).
Thus,
‖|p0h|‖ ≤ Chk+
1
2 |ψ|Hk+1(Ω) ≤ Chk+
1
2 ‖ψ‖Hk+1(Ω).
Now consider eh. According to Theorem 7.15 the inf-sup-property (7.36) holds for every ψh ∈
Vk,DGh,0 . Note that eh = pi
DG
h ψ − pi0hψ ∈ Vk,DGh,0 .Thus, we can apply Theorem 7.15 to eh and get
‖|eh|‖ ≤ c sup
vh∈Vk,DGh
ah(eh, vh)
‖|vh|‖ .
Furthermore,
ah(eh, vh) = ah(pi
DG
h ψ − pi0hψ, vh) def= ah(ψ − pi0hψ, vh) = ah(p0h, vh).
We will show that
ah(p
0
h, vh) ≤ Chk+
1
2 ‖ψ‖Hk+1(Ω)‖|vh|‖. (7.40)
This implies
‖|eh|‖ ≤ Chk+ 12 ‖ψ‖Hk+1(Ω),
which concludes the proof.
Now, we prove (7.40). As p0h = 0 on the inflow boundary we obtain
ah(p
0
h, vh) = −(p0h,u · ∇vh)Th +
∑
e∈F0
∫
e
u · [[vh]] {p0h}+
1
2
|un| [[vh]] ·
[
[p0h]
]
ds.
Due to the Cauchy-Schwarz inequality and Corollary 7.6∣∣(p0h,u · ∇vh)Th∣∣ ≤ Chk+1|ψ|Hk+1(Ω)‖u · ∇vh‖Th .
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Furthermore, with the Cauchy-Schwarz inequality, equality (7.10) and Corollary 7.6 we obtain∣∣∣∣∣∑
e∈F0
∫
e
u · [[vh]] {p0h}+
1
2
|un| [[vh]] ·
[
[p0h]
]
ds
∣∣∣∣∣
≤
∑
e∈F0
‖u · [[vh]] ‖e‖{p0h}‖e +
1
2
‖ |un| [[vh]] ‖e‖
[
[p0h]
] ‖e
≤ c
√∑
e∈F0
‖ |un|
1
2 [[vh]] ‖2e
√∑
e∈F0
‖{p0h}‖2e +
√∑
e∈F0
‖ [[p0h]] ‖2e

≤ Chk+ 12 |ψ|Hk+1(Ω)‖vh‖F .
Combining these estimates, we obtain
ah(p
0
h, vh) ≤ Chk+
1
2 ‖ψ‖Hk+1(Ω)‖|vh|‖.
Hence, (7.40) holds.
7.1.4 Error analysis for the fully discrete problem
Now, let φ denote the exact solution of problem (4.41) and let φh denote the exact solution in
time of the system of ODEs that results from the spatial discretization by means of the DG
method. Let φ0h = φ0,h = pi
DG
h φ0 be the approximation of φ0 in V
k,DG
h,0 . Consider the time steps
tn = n∆t, where ∆t is the step size. tN = T is the final time. Hence, φ(tn) denotes the exact
solution at tn and φh(t
n) denotes the semi-discrete solution at time tn. Accordingly, φnh denotes
the fully discrete solution at the n-th time step. The fully discrete scheme for solving the level
set equation with DG in space and Crank-Nicolson in time is given by (4.47). The next estimate
will be applied to the discrete error θn := φnh − piDGh φ(tn). Similar derivations are presented in
[Tho97], Theorem 1.6, p.15 and [Bur10].
Lemma 7.18. For a given initial function ψ0 ∈ Vk,DGh,0 and given source terms {gn}Nn=0, gn ∈
L2(Ω), let {ψn}Nn=0, ψn ∈ Vk,DGh,0 , be the sequence that satisfies
(
ψn − ψn−1
∆t
, vh)L2(Ω) + ah(
ψn + ψn−1
2
, vh) = (g
n, vh)L2(Ω) (7.41)
for all vh ∈ Vk,DGh,0 and n = 1, ..., N . Then,
‖ψn‖L2(Ω) ≤ ‖ψ0‖L2(Ω) + ∆t
n∑
m=1
‖gm‖L2(Ω) for all n = 1, ..., N. (7.42)
Proof. Note that
‖ψn‖2L2(Ω) − ‖ψn−1‖2L2(Ω) +
∆t
2
‖ψn + ψn−1‖2F
= ∆t (
ψn − ψn−1
∆t
, ψn + ψn−1)L2(Ω) + ∆tah(
ψn + ψn−1
2
, ψn + ψn−1)
= ∆t (gn, ψn + ψn−1)L2(Ω)
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As ∆t2 ‖ψn + ψn−1‖2F is positive, the estimate
‖ψn‖2L2(Ω) − ‖ψn−1‖2L2(Ω) ≤ ∆t‖gn‖L2(Ω)(‖ψn‖L2(Ω) + ‖ψn−1‖L2(Ω))
holds due to the Cauchy-Schwarz inequality. Dividing through the common factor
(‖ψn‖L2(Ω) + ‖ψn−1‖L2(Ω)) and adding ‖ψn−1‖L2(Ω) yields
‖ψn‖L2(Ω) ≤ ‖ψn−1‖L2(Ω) + ∆t‖gn‖L2(Ω).
Estimate (7.42) follows via induction.
Theorem 7.19. For N ∈ N let {φnh}Nn=0, be the solution of (4.47) and φ the exact solution of
(4.41). Assume that φ(t) ∈ C2([0, T ]; H1(Ω)) ∩ C1([0, T ]; Hk+1(Ω)). Then, there exist constants
c(tn, φ,u) and C(tn, φ,u) independent of h and ∆t such that
‖φnh − φ(tn)‖L2(Ω) ≤ c(tn, φ,u)hk+
1
2 + C(tn, φ,u)∆t2. (7.43)
Proof. From
φnh − φ(tn) = φnh − piDGh φ(tn)︸ ︷︷ ︸
:=θn
+piDGh φ(t
n)− φ(tn)︸ ︷︷ ︸
:=ηn
we obtain
‖φnh − φ(tn)‖L2(Ω) ≤ ‖θn‖L2(Ω) + ‖ηn‖L2(Ω).
The estimate for ‖ηn‖L2(Ω) is given by Theorem 7.17 as ‖ · ‖L2(Ω) ≤ ‖| · |‖. Hence,
‖ηn‖L2(Ω) ≤ Chk+
1
2 . (7.44)
To estimate ‖θn‖L2(Ω) we first derive a sequence {ωn}Nn=1 such that
(
θn − θn−1
∆t
, vh)L2(Ω) + ah(
θn + θn−1
2
, vh) = (ω
n, vh)L2(Ω) ∀ vh ∈ Vk,DGh,0 , n = 1, ..., N
holds. Furthermore, we use the decomposition ωn = ωn1 +ω
n
2 +ω
n
3 +ω
n
4 and derive estimates for
each summand ωnj , j = 1, 2, 3, 4 in terms of time-derivatives of the exact solution φ. Analogous
approaches can be found in [Tho97], Chap. 1 and [Bur10].
(
θn − θn−1
∆t
, vh)L2(Ω) + ah(
θn + θn−1
2
, vh)
Def. of piDGh= (−pi
DG
h φ(t
n)− piDGh φ(tn−1)
∆t
+
φnh − φn−1h
∆t
, vh)L2(Ω)
+ ah(
φnh + φ
n−1
h
2
− φ(t
n) + φ(tn−1)
2
, vh)
By adding and subtracting φ(t
n)−φ(tn−1)
∆t , we obtain
(
θn − θn−1
∆t
, vh)L2(Ω) + ah(
θn + θn−1
2
, vh)
= (−pi
DG
h φ(t
n)− piDGh φ(tn−1)
∆t
+
φ(tn)− φ(tn−1)
∆t
, vh)L2(Ω)
+ (
φnh − φn−1h
∆t
− φ(t
n)− φ(tn−1)
∆t
, vh)L2(Ω)
+ ah(
φnh + φ
n−1
h
2
− φ(t
n) + φ(tn−1)
2
, vh).
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Now, we use the consistency of the method, i.e. for the exact solution φ
(
φnh − φn−1h
∆t
, vh)L2(Ω) + ah(
φnh + φ
n−1
h
2
, vh) = (
1
2
(f(tn) + f(tn−1)), vh)L2(Ω)
= (f(tn−
1
2 ) + ∆tg(tn−
1
2 ), vh)L2(Ω)
= (
∂
∂t
φ(tn−
1
2 ), vh)L2(Ω) + ah(φ(t
n− 12 ), vh) + (∆tg(tn−
1
2 ), vh)L2(Ω)
holds for all vh ∈ Vk,DGh and g(tn−
1
2 ) := 12 (f
′(ξ) + f ′(η)), with suitable ξ ∈ [tn− 12 , tn] and
η ∈ [tn−1, tn− 12 ]. Note that f ∈ C1([0, T ]; L2(Ω)) and, thus, g(tn− 12 ) ∈ L2(Ω). Furthermore, note
that φ is continuous. Thus, the jumps are zero and the inner boundary integrals vanish. We use
the alternative representation of ah (7.16) to verify that ah(φ, vh) = (u · ∇φ, vh)L2(Ω). Applying
this result yields
(
θn − θn−1
∆t
, vh)L2(Ω) + ah(
θn + θn−1
2
, vh)
= (−pi
DG
h φ(t
n)− piDGh φ(tn−1)
∆t
+
φ(tn)− φ(tn−1)
∆t
, vh)L2(Ω)
+ (
∂
∂t
φ(tn−
1
2 )− φ(t
n)− φ(tn−1)
∆t
, vh)L2(Ω)
+ ah(φ(t
n− 12 )− φ(t
n) + φ(tn−1)
2
, vh) + ∆t(g(t
n− 12 , vh).
Thus, we have ωn = ωn1 + ω
n
2 + ω
n
3 + ω
n
4 with
ωn1 = −(piDGh − id)
φ(tn)− φ(tn−1)
∆t
ωn2 = −(
φ(tn)− φ(tn−1)
∆t
− ∂
∂t
φ(tn+
1
2 ))
ωn3 = u · ∇φ(tn−
1
2 )− 1
2
u · ∇φ(tn)− 1
2
u · ∇φ(tn−1)
ωn4 = ∆tg(t
n− 12 ).
Now, we can apply Lemma 7.18, i.e.
‖θn‖L2(Ω) ≤ ‖θ0‖L2(Ω) + ∆t
n∑
m=1
‖ωm‖L2(Ω)
≤ ∆t
n∑
m=1
(‖ωm1 ‖L2(Ω) + ‖ωm2 ‖L2(Ω) + ‖ωm3 ‖L2(Ω) + ‖ωm4 ‖L2(Ω))
(7.45)
as θ0 = 0 due to the definition of φ0h. We derive estimates for ∆t
∑n
m=1 ‖ωmi ‖L2(Ω), i = 1, 2, 3, 4.
∆t‖ωm1 ‖L2(Ω) = ‖(piDGh − id)(φ(tm)− φ(tm−1))‖L2(Ω) ≤ Chk+
1
2 ‖φ(tm)− φ(tm−1)‖Hk+1(Ω)
due to Theorem 7.17. Furthermore,
φ(tm)− φ(tm−1) =
∫ tm
tm−1
∂
∂t
φ(s) ds.
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Thus,
∆t
n∑
m=1
‖ωm1 ‖L2(Ω) ≤ chk+
1
2
∫ tn
t0
‖ ∂
∂t
φ(s)‖Hk+1(Ω) ds.
Define
g2(t) :=
1
2
((t− tm−1)2χ
[tm−1,tm−
1
2 ]
+ (t− tm)2χ
[tn−
1
2 ,tm]
).
Then,
ωm2 =
1
∆t
∫ tm
tm−1
g2(s)
∂3
∂t3
φ(s) ds.
As |g2(t)| ≤ 14∆t2, we get
∆t
n∑
m=1
‖ωm2 ‖L2(Ω) ≤
1
4
∆t2
∫ tm
tm−1
‖ ∂
3
∂t3
φ(s)‖L2(Ω) ds.
To estimate ωm3 define g3(t) :=
1
2 (−(t− tm−1)χ[tm−1,tm− 12 ] + (t− t
m)χ
[tm−
1
2 ,tm]
).
As the velocity field does not depend on time, we can switch the time-derivative and the operator
u · ∇. Thus,
‖ωm3 ‖L2(Ω) = ‖
∫ tm
tm−1
g3(s)u · ∇ ∂
2
∂t2
φ(s) ds‖L2(Ω)
≤
∫ tm
tm−1
‖g3(s)u · ∇ ∂
2
∂t2
φ(s)‖L2(Ω) ds.
As |g3(t)| ≤ ∆t, we get
∆t‖ωm3 ‖L2(Ω) ≤ ∆t2
∫ tm
tm−1
‖u · ∇ ∂
2
∂t2
φ(s)‖L2(Ω) ds
and thus,
∆t
n∑
m=1
‖ωm3 ‖L2(Ω) ≤ ∆t2
∫ tn
t0
‖u · ∇ ∂
2
∂t2
φ(s)‖L2(Ω) ds.
Furthermore,
∆t
n∑
m=1
‖ωm4 ‖L2(Ω) ≤ ∆t2
n∑
m=1
‖g(tm− 12 )‖L2(Ω).
Combining these results yields
‖θn‖L2(Ω) ≤ ∆t
n∑
m=1
‖ωn‖L2(Ω) ≤ c(tn, φ,u)hk+
1
2 + C(tn, φ,u)∆t2.
Together with (7.44) we obtain (7.43).
Note that Theorem 7.19 holds only under rather strong assumptions on the regularity of the
exact solution and the velocity field. In practice the exact solution is not smooth. In particular,
it can not be smooth if the initial condition φ0 is not smooth. This, however, is usually the case
as φ0 is often chose to be a signed distance function. The assumptions on the velocity field are in
general not fulfilled, if the velocity is the solution of other PDEs, for instance, the Navier-Stokes
equations in case of two-phase flow problems.
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7.2 Estimation of the interface error
In this section we derive an upper bound for the interface error. The analysis is similar to the
analysis of the interface error in case of the SUPG method given in Section 6.2. It is based on
the discretization error-estimate
‖φnh − φ(tn)‖L2(Ω) ≤ c(tn, φ)hk+
1
2 + C(tn, φ)∆t2.
Now, we assume ∆t to be such that the error is dominated by the spatial grid size h, i.e.
‖φnh − φ(tn)‖L2(Ω) ≤ c(tn, φ)hk+
1
2 . (7.46)
Furthermore, we will need the signed distance function to the exact interface Γ, i.e. let
d : Ω→ R, |d(x)| := dist(x,Γ) for all x ∈ Ω (7.47)
and d(x) < 0, x ∈ Ω1, d(x) > 0x ∈ Ω2. (7.48)
Assumption 7.20. On the exact solution and its zero level
Assume, that Γ is a connected hyper-surface and for sufficiently small cU > 0 the neighborhood
U := {x ∈ R3|dist(x,Γ) < cU} is contained in Ω. Let φ|U ∈ Hk+1(U). Furthermore, let φ be
close to the signed distance function d in U in the sense that there exist constants c0 > 0 and
c1 > 0 such that c0 ≤ ‖∇φ(x)‖2 ≤ c1 for all x ∈ U , and sign(φ) = sign(d).
We will need the normal defined as follows:
Definition 7.21. Let d be the signed distance function to Γ as described above. The normal n
as a function from U to R is defined by
n : U → R, n(x) := ∇d(x).
Thus, for x ∈ Γ, n = nΓ points from Ω1 to Ω2. Furthermore, ‖n(x)‖2 = 1 for all x ∈ U . For
any x ∈ Ω let p(x) denote the orthogonal projection onto Γ. We assume that U is sufficiently
small, such that p(x) ∈ Γ is unique for all x ∈ U . Note that
n(x) = n(p(x)), for all x ∈ U.
Thus, for all x ∈ U there is a unique decomposition
x = p(x) + d(x)n(x).
As in the continuous case the approximate interface Γh is the zero level of the finite element
function φh. Here, this function is in general discontinuous. Thus, the interface is not necessarily
a connected hypersurface. There might exist adjacent tetrahedra K− and K+ ∈ Th such that
φh|K− < 0 and φh|K+ > 0. Although the sign of φh changes from K− to K+, the interface
does not lie on the common face due to our definition. If this scenario occurs, the interface
has ”holes“, which is not reasonable from a physical point of view, but is not relevant for the
derivation of the interface error bound.
Notation 7.22. The zero level of φh, Γh := {x ∈ Ω|φh(x) = 0} can be defined element-wise,
i.e. Γh =
⋃
K∈Th{x ∈ K|φh(x) = 0}. Denote by T Γh ⊂ Th the collection of K ∈ Th with
meas2(K ∩ Γh) > 0 and denote the interface patch in K ∈ T Γh by ΓK , i.e. ΓK := K ∩ Γh.
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Assumption 7.23. On Γh
We assume the approximate interface to be close to the real interface, i.e. Γh ⊂ U .
Under this assumption we have, in particular:
for all y ∈ Γh there is one and only one x ∈ Γ such that y = x+ d(y)n(x). (7.49)
Now, we turn to the assumptions on the triangulation.
Assumption 7.24. On the triangulation
Let Th be a consistent triangulation of Ω ⊂ Rd that consists of d-simplices and {Th}h>0 a regular
family of such triangulations. Furthermore, let h be sufficiently small such that T Γh ⊂ U .
The interface error is a measure for the distance between the two interfaces Γ and Γh. The
distance of any x ∈ Ω to Γ is given by |d(x)|. Hence, the distance between the two interfaces
can be measured by means of the L2-norm ‖d‖L2(Γh).
Lemma 7.25. Under the assumptions we made there is a constant C independent of h such that
‖d‖L2(Γh) ≤ Chk. (7.50)
Proof. Due to the assumptions on Γ and Γh and (7.49) the conditions of Lemma 6.12 are fulfilled.
Thus,
|d(x)| ≤ c |φ(x)| , for all x ∈ Γh,
with a constant c independent of h. Due to this result we obtain
‖d‖2L2(Γh) ≤ c‖φ‖2L2(Γh) =
∑
K∈T Γh
∫
ΓK
φ2 dx. (7.51)
Now, consider only a single patch ΓK and note that φh is zero on Γh due to the definition of the
latter. Thus, in particular, φh(x, ·) = 0 for all x ∈ ΓK . Hence,
‖φ‖L2(ΓK) = ‖φ− φh‖L2(ΓK) ≤ ‖φ− pihφ‖L2(ΓK) + ‖pihφ− φh‖L2(ΓK),
where pih denotes the L2-projection to V
k,DG
h defined in Definition 5.3. Due to Corollary 5.13
we obtain the estimate
‖φ− pihφ‖L2(ΓK) ≤ chk+
1
2
K |φ|Hk+1(K).
Furthermore, pihφ− φh ∈ Vk,DGh . Thus, we can apply (5.12). Hence,
‖pihφ− φh‖L2(ΓK) ≤ Ch−
1
2
K ‖pihφ− φh‖L2(K).
Furthermore,
‖pihφ− φh‖L2(K) ≤ ‖pihφ− φ‖L2(K) + ‖φ− φh‖L2(K).
Due to Lemma 5.5
‖pihφ− φ‖L2(K) ≤ c˜hk+1K |φ|Hk+1(K).
All in all we have
‖φ‖L2(ΓK) ≤ chk+
1
2
K |φ|Hk+1(K) + Ch
− 12
K (c˜h
k+1
K |φ|Hk+1(K) + ‖φ− φh‖L2(K)).
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Summing over all K ∈ T Γh and applying (7.46) yields
‖φ‖2L2(Γh) ≤
∑
K∈T Γh
ch
k+ 12
K |φ|Hk+1(K) + Ch
− 12
K (c˜h
k+1
K |φ|Hk+1(K) + ‖φ− φh‖L2(K))
≤ C(hk+ 12
∑
K∈T Γh
|φ|Hk+1(K) + h−
1
2
∑
K∈T Γh
‖φ− φh‖L2(K))
≤ C(hk+ 12 |φ|Hk+1(Ω) + h−
1
2 ‖φ− φh‖L2(Ω)) ≤ Chk.
In the last inequality we used the discretization error estimate. Combining all estimates yields
‖d‖2L2(Γh) ≤ c‖φ‖2L2(Γh) ≤ Chk, (7.52)
with a constant C, that does not dependent on h, but on φ.
x
y1
y2
n(x)
Γ
Γh
d1
Figure 7.1: Possible scenario for the disconnected interface
We briefly note, that a derivation of an error bound for the volume error as in Section 6.2 is
not possible in the DG case as the decomposition x = y + d(x)n(x) for x ∈ Γ and y ∈ Γh is not
unique. As shown in Figure 7.1 there might be several y ∈ Γh that yield such a decomposition.
If the approximate interface has a ”hole“, as described above, there might be x ∈ Γ for which no
y ∈ Γh exists at all that yields a decomposition. In both cases an extension de as in Section 6.3
can not be defined.
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7.3 Cle´ment-interpolation
In Chapter 9 the DG level set method is used to define the interface in the framework of a two-
phase flow problem. To determine the interface accurately is very important in this context. The
DG method provides good approximation properties. However, the approximate interface is not
necessarily connected as the level set function is, in general, discontinuous. From a physical point
of view the interface should be a connected hypersurface in R3. Furthermore, for a disconnected
interface the local curvatures is not defined, which would lead to problems in the computation
of the surface tension forces. To ensure that the interface is connected we use a Cle´ment-
interpolation to define a continuous finite element level set function. The zero level of this
function is, then, the new interface. A method to smooth the interface after the advection step is
also called post-processing. In this section we derive error estimates for the discretization error,
the interface error and the volume error for the case that the level set function is the Cle´ment-
interpolation of the DG-solution. We will see that the order is the same order as in the error
estimates for the DG-solution. Only the constants change. Furthermore, it is possible to derive
an error bound for the volume error as in the case of the SUPG method, since the post-processed
interface is a connected hypersurface.
Let {ξi}Ni=1 denote the nodal basis of the space of continuous piecewise polynomials Vkh.
Recall the set V of all nodes of the triangulation Th. For xi ∈ V we define the collection of all
tetrahedra that have xi as a degree of freedom
Si = S(xi, k) := {K ∈ Th : xi ∈ Lk(K)}. (7.53)
Let ψ ∈ L2(Ω). To each Si we define the polynomial pi ∈ Pk(Si) as the best approximation of ψ
in Pk(Si) with respect to the L2-norm, i.e.
(ψ − pi, p)L2(Si) = 0 ∀p ∈ Pk(Si). (7.54)
Definition 7.26. Cle´ment-interpolation
Let ψ ∈ L2(Ω). The Cle´ment-interpolation piCh ψ ∈ Vkh of ψ is given by
piCh ψ :=
N∑
i=1
pi(xi)ξi. (7.55)
Due to its definition the Cle´ment-interpolation operator preserves polynomials of degree
smaller than k + 1. However, it does not preserve finite element functions ψ ∈ Vkh. The fol-
lowing stability result holds, cf. [EG04]:
Lemma 7.27. Stability
Let ψ ∈ L2(Ω). Then, there is a constant C independent of h such that
‖piCh ψ‖L2(Ω) ≤ C‖ψ‖L2(Ω). (7.56)
For a proof we refer to [BF91]. Therein a similar result for the H1(Ω)-norm is proven. The
stability result for the L2-norm can be shown analogously. We denote by ‖piCh ‖ the operator
norm of piCh from L2(Ω) to L2(Ω). Due to the stability result ‖piCh ‖ is the smallest C that fulfills
(7.56). Furthermore, the following error estimates hold:
Theorem 7.28. Error estimates for piCh
Let ψ ∈ Hm(Ω), m ≤ k + 1. Then, there is a constant c independent of h such that
|ψ − piCh ψ|Hl(Ω) ≤ chm−l|ψ|Hm(Ω), l = 0, 1, ...,m. (7.57)
Cf. [Cle´75]
7.3. CLE´MENT-INTERPOLATION 99
In particular, we have
‖ψ − piCh ψ‖L2(Ω) ≤ chk+1|ψ|Hk+1(Ω), ∀ψ ∈ Hk+1(Ω). (7.58)
Applying a trace inequality yields:
Corollary 7.29. Let K ∈ Th. Then, there is a constant c independent of h such that
‖ψ − piCh ψ‖L2(∂K) ≤ chk+
1
2 |ψ|Hk+1(K), ∀ψ ∈ Hk+1(K). (7.59)
Now, consider the discrete solution φnh and the exact solution φ(t
n) at time tn. We investigate
the error ‖φ(tn)− piCh φnh‖L2(Ω).
Lemma 7.30. For N ∈ N let {φnh}Nn=0, be the solution of (4.47) and φ the exact solution of
(4.41). Assume that φ is sufficiently smooth. Then, there exist constants c˜(tn, φ) and C˜(tn, φ)
independent of h and ∆t such that
‖φ(tn)− piCh φnh‖L2(Ω) ≤ c˜(tn, φ)hk+
1
2 + C˜(tn, φ)∆t2. (7.60)
Proof. Due to the error bounds (7.58) and (7.43) we have
‖φ(tn)− piCh φnh‖L2(Ω) ≤‖φ(tn)− piCh φ(tn)‖L2(Ω) + ‖piCh φ(tn)− piCh φnh‖L2(Ω)
≤chk+1|φ(tn)|Hk+1(Ω) + ‖piCh ‖‖φ(tn)− φnh‖L2(Ω)
≤chk+1|φ(tn)|Hk+1(Ω) + ‖piCh ‖(c(tn, φ)hk+
1
2 + C(tn, φ)∆t2)
≤c˜(tn, φ)hk+ 12 + C˜(tn, φ)∆t2.
Now, let ∆t be small enough, such that the error bound (7.43) is dominated by h, i.e. we
consider (7.46). Let Γ˜h denote the zero level of pi
C
h φh. The following result holds for the interface
error ‖d‖L2(Γ˜h).
Lemma 7.31. Let φ be the exact solution of (4.41). Assume that φ is sufficiently smooth. Then,
there exists a constant c independent of h such that
‖d‖L2(Γ˜h) ≤ chk. (7.61)
Proof.
‖d‖L2(Γ˜h) ≤c‖φ‖L2(Γ˜h) = c‖φ− piCh φh‖L2(Γ˜h)
≤c(‖φ− piCh φ‖L2(Γ˜h) + ‖piCh φ− piCh φh‖L2(Γ˜h)).
The first summand can be estimated due to Corollary 7.29, i.e.
‖φ− piCh φ‖L2(Γ˜h) ≤ chk+
1
2 |φ|Hk+1(Ω).
The function piCh φ − piCh φh is in Vk,DGh . Thus, we can apply the trace inequality (5.12) to the
second summand and obtain
‖piCh φ− piCh φh‖L2(Γ˜h) ≤ch−
1
2 ‖piCh φ− piCh φh‖L2(Ω) ≤ ch−
1
2 ‖piCh ‖‖φ− φh‖L2(Ω)
≤c˜(tn, φ)hk.
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Now, we investigate the volume error of piCh φh. As pi
C
h φh is continuous and its zero level Γ˜h
is a connected hypersurface in R3 we can derive an upper bound of the volume error analogously
to the case of the SUPG method presented in Section 6.2.
To this end we need similar assumptions. The assumption on the exact solution and the exact
interface stay the same, i.e. Assumption 6.8 and Assumption 6.10. The assumption on the
approximate interface, Assumption 6.9, should, now, hold for the zero level Γ˜h
Assumption 7.32. assumptions on Γ˜h
Γ˜h ⊂ U (7.62)
n · nh > 0 a.e. on Γ˜h. (7.63)
As in Section 6.2 we assume that U is such that the orthogonal projection onto Γ is unique
for all x ∈ U . Thus, (7.62) and (6.21) yield:
For all x ∈ Γ there is one and only one y = x− d(x)n(x) such that y ∈ Γ˜h. (7.64)
(7.62) and (7.64) yield that Γ˜h is a connected piecewise smooth manifold.
Let d|Γ˜h be the restriction of the signed distance function to the exact interface to the zero
level of the Cle´ment-interpolation. Due to the assumptions we just made the extension d˜e defined
by
d˜e(x+ αn(x)) := d(x) ∀x ∈ Γ˜h, α ∈ R such that x+ αn(x) ∈ U, (7.65)
is well defined. Using (7.63) we can show
‖d˜e‖L2(Γ) ≤ c‖d‖L2(Γ˜h). (7.66)
Let Vol be the volume defined in (6.33). Furthermore, let Ω˜1,h(T ) denote the subset of Ω where
piCh φh(T ) is negative. Then, the volume enclosed by Γ˜h(T ) is
V˜olh(T ) =
∫
Ω˜1,h(T )
1 dx. (7.67)
Lemma 7.33. There is a constant c independent of h such that∣∣∣Vol− V˜olh∣∣∣ ≤ chk. (7.68)
Proof. The proof is analogous to the proof of Theorem 6.35. We only need to substitute Ω1,h by
Ω˜1,h, Γh by Γ˜h and d
e by d˜e.
Again this estimate is pessimistic as possible cancellation effects are not taken into account.
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(a) Whole interface (b) Zoom into part where the interface is discon-
nected
Figure 7.2: Zero level of the DG-solution φh at t = T
7.4 Numerical results
The analysis in the former sections was performed for the DG discretization (4.43) of the trans-
formed problem (4.41). However, as already mentioned in computations the DG discretization
(4.36) is a natural choice. We expect the two methods to behave very similarly as the difference
is only in the treatment of the boundary conditions. Therefore, we use (4.36) in all computations.
We consider the same test case as in Section 6.4. Recall that φ is in H3(Ω) for all t ∈
[0, T ]. The computational domain is polyhedrally bounded and the velocity field is a constant
translation. Thus, all assumptions we made in Section 7.1 hold. The DG-solution φh might
be discontinuous and, thus, the interface is not necessarily a connected hypersurface in R3.
Figure 7.2 shows the interface Γh, i.e. the zero level of φh at t = T .
visualization of the approximate interface To visualize the approximate interface the
open-source visualization tool ParaView was used. Again the zero level of the piecewise quadratic
function φh is not computed. Instead, Γh is represented by Γˆhˆ(1).
discretization error As the L2-norm of the discretization error is computed element-wise, i.e.
we use the L2-norm ‖ · ‖Th , possible discontinuities of φh are not problematic. The discretization
error at t = 0 is again the interpolation error and, thus, of order three for quadratic finite
elements. As the discretization error depends on the spatial grid size h as well as the time
step size ∆t we first vary the time step size while the grid size is fixed. Figure 7.3 shows the
log-log-plot of the discretization error against the time step size for h(l), l = 0, 1, 2, 3. The
largest time step size is 0.2 and the smallest time step size is 0.004. For all h(l), l = 0, 1, 2, 3 the
discretization error stagnates for decaying ∆t. For h(0) the discretization error does only change
very little with ∆t. The error is already close to the limit for the largest value of ∆t. For h(1)
a contribution of the time step size to the total error can be observed for large ∆t. For h(2)
and h(3) the second order of the Crank-Nicolson scheme can be observed for large and moderate
∆t. To compare the spatial error for the different h(l), l = 0, 1, 2, 3, we choose ∆t for every
h(l) individually such that the error is close to the limit. Table 7.1 shows these errors as well as
the corresponding discretization errors for the Cle´ment-interpolation. In addition, we computed
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Figure 7.3: Log-log-plot of the discretization error against the time step size
the discretization error at t = 0, i.e. the interpolation error. At t = 0 the order three of the
t=0 t=T
DG solution Cle´ment DG solution Cle´ment
level error order error order error order error order
0 1.1120 e-3 - 2.1513 e-3 - 1.1828 e-3 - 2.1520 e-3 -
1 1.5670 e-4 2.83 2.5901 e-4 3.05 1.5458 e-4 2.94 2.7382 e-4 2.97
2 2.1005 e-5 2.90 2.8490 e-5 3.18 1.6117 e-5 3.26 3.0588 e-5 3.16
3 2.7031 e-6 2.96 3.1890 e-6 3.16 1.9918 e-6 3.02 3.7092 e-6 3.04
Table 7.1: Discretization errors ‖φh − φ‖Th and ‖piCh (φh)− φ‖Th
polynomial interpolation can be observed. For t = T we see the order 3, which is the optimal
order for quadratic finite elements and better than the theoretical error bound of order 2.5. The
absolute values of the discretization errors are slightly larger for the Cle´ment-interpolation. Also
the order changes slightly, but stays in the same range.
interface error To approximate the interface error we use the same approach as in Section 6.4.
These errors are given for the DG-solution φh and the Cle´ment-interpolation pi
C
h (φh) in Table 7.2
for h(l), l = 0, 1, 2, 3. We use the notation Γh and Γ˜h also for the approximations of Γh and Γ˜h
for the sake of simplicity. The order of the interface error is roughly three in all cases and, thus,
higher than the order that was predicted by the theory. As the initial discretization error and
the discretization error at t = T is of order three, the error bound for the interface error predicts
an order 2.5. Again the error is slightly larger in case of the Cle´ment-interpolation.
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t=0 t=T
DG solution Cle´ment DG solution Cle´ment
level error order error order error order error order
0 1.3959 e-3 - 2.5444 e-3 - 1.3145 e-3 - 2.3579 e-3 -
1 1.8397 e-4 2.92 2.5492 e-4 3.32 1.5630 e-4 3.07 2.6245 e-4 3.17
2 2.3826 e-5 2.95 2.6257 e-5 3.28 1.5166 e-5 3.37 2.7656 e-5 3.25
3 2.9010 e-6 3.04 2.9921 e-6 3.13 2.0321 e-6 2.90 3.5047 e-6 2.98
Table 7.2: Interface errors ‖d‖L2(Γh(t)) and ‖d‖L2(Γ˜h(t))
volume error Although there is no error bound for the volume error in case of the DG-
solution, we computed this error. To approximate the volume error we use the same strategy
as in Section 6.4. In Table 7.3 the relative volume error is given for the DG-solution and the
Cle´ment-interpolation at t = 0 and t = T . The error between the volume enclosed by the DG-
t=0 t=T
DG solution Cle´ment DG solution Cle´ment
level error order error order error order error order
0 2.6995 e-2 - 6.7795 e-2 - 3.0649 e-2 - 6.8925 e-2 -
1 2.4494 e-3 3.46 5.5159 e-3 3.62 2.0850 e-3 3.88 4.9913 e-3 3.79
2 1.4025 e-4 4.13 3.1677 e-4 4.12 1.2974 e-4 4.01 3.2028 e-4 3.96
3 1.0170 e-5 3.79 2.0702 e-5 3.34 7.4023 e-6 4.13 1.8737 e-5 4.10
Table 7.3: Relative volume error |Volh(t)−Vol| /Vol
interface and the real volume converges with an order between 3.36 and 4.13 for t = 0 and t = T .
The relative volume error is slightly bigger for the Cle´ment-interpolation. However, the order is
very similar. The theoretical error bound predicts the order h2 for the volume error in case of
the Cle´ment-interpolation. Here, the results are even better. However, as shown is Section 6.4
the volume error is prone to perturbations of the interface position and does not show a regular
behavior with respect to the grid size h. Thus, the order of the relative volume error is not
useful.

Chapter 8
Comparison of the SUPG and the
DG method
In this chapter we systematically compare the SUPG and the DG method. First, we consider
the theoretical error bounds and then we focus on numerical examples.
For both methods we know upper bounds of the discretization error (in a suitable norm) and
the interface error. An upper bound for the volume error is only available for the SUPG method
and the volume enclosed by the zero level of the Cle´ment-interpolation of the DG-solution, but
not for the volume defined by the DG-solution itself. We, now, compare these theoretical results.
Discretization error For the SUPG method combined with the Crank-Nicolson scheme an
error bound for the discretization error was proven in [Bur10]. Under the assumption, that the
Lipschitz-continuous velocity field does not depend on time and is filling, the exact solution φ
is sufficiently regular and the stabilization parameter δ is proportional to the mesh size h, the
error at time tn = n∆t can be estimated in a norm that includes the L2-norm and the L2-norm
of the streamline gradient:
‖ϕnh − ϕ(tn)‖L2(Ω) + δ‖u · ∇(ϕnh − ϕ(tn))‖L2(Ω) ≤ C(tn, φ,u)hk+
1
2 + c(tn, φ,u)∆t2.
A similar error bound was proven for the DG method combined with the Crank-Nicolson
scheme in [Loc12]. Under the assumptions, that the Lipschitz-continuous velocity field does not
depend on time and has neither closed curves nor stationary points and the exact solution φ is
sufficiently regular, the discretization error in the L2-norm is bounded by
‖φnh − φ(tn)‖L2(Ω) ≤ C(tn, φ,u)hk+
1
2 + c(tn, φ,u)∆t2.
The control over the streamline gradient is lost. The same bound (with different constants) holds
for the Cle´ment-interpolation of the discontinuous finite element function.
Interface error The initial level set function φ0 is continuous. In both methods the discretized
initial level set function φ0,h is the element-wise polynomial interpolation Ih(φ0) of φ0. Thus, φ0,h
is continuous. If the exact initial interface is a connected hypersurface in R3, the approximate
initial interface Γh is a connected hypersurface, too, due to the definition of φ0,h. For t > 0
the approximate interface Γh(t) does not necessarily stay a connected hypersurface. The choice
of the velocity field and numerical errors might cause the approximate interface to change its
topology. For instance, an initially connected interface can break into several parts. In our test
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cases the velocity field is chosen such that the exact interface stays a connected hypersurface for
all t ∈ [0, T ]. However, the numerical interface can still become disconnected due to numerical
errors. In the derivation of the interface error bound for the SUPG method presented in [RL11]
we excluded this case by assuming the time T to be small enough to ensure that also the
approximate interface stays connected. The upper bound of the interface error is of order hk.
In case of the DG method this assumption is not reasonable as the interface is, in general,
disconnected. Despite this fact, an interface error bound of order hk holds. Furthermore, the
same bound (with different constants) holds for the zero level of the Cle´ment-interpolation of
the discontinuous finite element function.
Volume error The approximate volume is
Volh(t) =
∑
K∈Th
∫
K∩Ωh,1(t)
1 dx, (8.1)
where Ωh,1(t) denotes the subset of Ω, where φh(·, t) is negative. This definition holds in both
cases. In case of the SUPG method an upper bound Chk for the volume error can be shown,
cf. [RL11]. However, this upper bound is pessimistic and does not take possible cancellations
into account. Furthermore, the same bound (with different constants) holds for the zero level of
the Cle´ment-interpolation of the discontinuous finite element function, cf. Section 7.3.
8.1 Computational effort
Related to the computational effort there is a major difference between the SUPG and the DG
method. In most of the numerical examples we perform, we use a regular tetrahedral mesh
that is uniformly refined as we need to compute the order of the errors. This mesh consists of
6 ·M3 tetrahedra, as each edge of the cube Ω is divided into M intervals and each of the M3
sub-cubes is divided into 6 tetrahedra. In case of the DG method the support of each basis
function coincides with a tetrahedron K ∈ Th. For the polynomial degree k = 2 there are 10
basis functions on each tetrahedron. Thus, the number of unknowns for the DG method is
60 ·M3. In case of the SUPG method the number of unknowns reduces drastically as the basis
functions are continuous. Table 8.1 illustrates this difference. The numbers of unknowns are
given for the four triangulations of the cube [0, 0.75]3 used in Section 6.4 and Section 7.4. We
compare the SUPG method, that uses a weak coupling of the boundary conditions, i.e. method
SUPG2, cf. Section 6.4, and the DG method as the treatment of the boundary conditions in
these two methods is the same. Thus, there is no difference in the number of unknowns due to
the boundary conditions, but due to the structure of the finite element spaces. The grid size
level M SUPG2 DG
0 6 2197 12960
1 12 15625 103680
2 24 117649 829440
3 48 912673 6635520
Table 8.1: Numbers of unknowns for the DG method and the SUPG method SUPG2 on differ-
ent triangulations of [0, 0.75]3
of the coarsest triangulation is h(0) = 18 , which corresponds to M = 6. This triangulation is
regularly refined l-times.
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In applications one, usually, uses adaptive refinement algorithms. That means the mesh is
only refined in a region around the interface which follows the interface during evolution, see
Section 9.4. Thus, the number of tetrahedra in these meshes is much smaller than in our test
cases. Due to the structure of such meshes the ratio of the number of unknowns in the DG
method and the number of unknowns in the SUPG method might be different than in case of a
uniform grid.
8.2 Numerical experiments
The discretization error, the interface error and the volume error were computed for one test case
with all methods, SUPG1, SUPG2 and the DG method in Section 6.4 and Section 7.4. In this
test case the exact solution is globally smooth. Thus, the theory applies. The results show the
order 2.5 for the discretization error and the interface error in case of the SUPG method and the
optimal order 3 for the discretization error and the interface error in case of the DG method. The
absolute values are smaller in case of the DG method. However, at the same time the number of
unknowns is higher. The relative volume error is similar in both methods. However, it is prone
to perturbations in the interface position. Thus, the computation of an “order of convergence”
does not yield any useful information.
In practice, the level set function is close to a signed distance function and is, thus, not
globally smooth, cf. Section 2.5. In this section we consider five test cases, where the initial
level set function φ0 is a signed distance function to a given interface Γ(0) and the boundary
conditions are φ0 on the inflow boundary, if they are needed. The test cases are divided into two
blocks. The first block comprises the first three cases. The first velocity field is rather simple.
The second choice is more complex and in the last test case we add again more complexity to
obtain a test case that is closer related to applications, while we need to ensure at the same
time that the velocity field is divergence-free and the exact solution is known at t = T . In these
examples the exact solution φ is not globally smooth, but is smooth close to the interface. We
compute the discretization error in a subset of Ω, where φ is smooth, although it is not clear,
whether the theoretical error bound for the discretization error applies also on a subset of Ω.
The initial mesh is refined uniformly several times. Thus, the spatial mesh size h is halved every
time the grid is refined. We compute the discretization error on each of these meshes and the
corresponding order of convergence. Furthermore, we compute the interface error. In the first
test case we also compute the relative volume error. However, as we observe that small changes
in the interface position lead to very large changes in the relative volume error, we refrain from
computing it in the other test cases.
The second block consists of two test cases. These test cases are two common tests for interface
capturing method, that can be found in the literature. The difficulties in resolving the interface
accurately in these test cases are of different nature, but both cases can occur in applications.
Here, the signed distance function to the initial interface is not necessarily smooth near the
interface. An adaptive refinement algorithm is used to resolve the interface. In these cases we
do not compute the discretization error, but focus on the interface error and the visualization of
the interface.
We first describe the test cases of the first block before we turn to the second block. Then,
we present the results.
First block The first test case is divided in two parts, Example 1a and Example 1b. In both
examples the velocity is a constant translation, but the direction differs. In the second test
case the velocity field describes a constant rotation and in the third test case the velocity field
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describes a deforming rotation. Figure 8.1 illustrates these test cases. The first two test cases
(a) 1a (b) 1b (c) 2 (d) 3
Figure 8.1: Sketch of the test cases 1a, 1b, 2 and 3
have in common that the divergence-free velocity field does not depend on time and the solution
φ of the continuous level set equation is known for all t ∈ [0, T ]. In the third test case the velocity
field induces a deformation of the interface. As deformations usually occur in applications, this
case is of interest. However, in order to compute the discretization error we need to know the
exact solution at t = T . This is done by changing the velocity field after t = T/2. Thus, the
velocity field depends on time, which means that the theoretical results do not apply in this case.
Nevertheless, we can compute the discretization error and the interface error.
In all three test cases the computational domain is a cube and, thus, polyhedrally bounded.
The initial data φ0 is the signed distance function to a given interface and the boundary data is
φ0 on ∂Ωin, if it is needed. The initial interface is a sphere ∂Br(m), where m denotes the center
and r its radius.
For the spatial discretization the cube Ω is divided into M3 sub-cubes and each sub-cube
in 6 tetrahedra. The grid size h0 of the coarsest grid is
1
8 . This grid is regularly refined and
l = 0, 1, 2, 3 gives the level of refinement, i.e. h(l) = h0
2l
. The time integration is accomplished
by the Crank-Nicolson scheme.
We choose again the two SUPG methods, SUPG1 and SUPG2 with the streamline diffusion
parameter
δK = s
h
max{‖u‖L∞(K), tol/h}
,
cf. equation (4.14), with s = 0.1, and the DG method for the spatial discretization. The polyno-
mial order is k = 2. The discretization φ0,h of the initial function φ0 is the interpolation of φ0
in the finite element space V2h.
Second block The fourth and fifth test case are designed to compare the approximation
properties of the two methods in cases where the geometry of the interface is challenging. Here
we consider thin filaments and sharp corners. In the first test case the velocity field stretches
the interface and turns it back to its initial shape. This is obtained by a time dependent velocity
field. In the second test case the initial interface has corners. Thus, the signed distance to this
interface is not smooth close to the interface. Hence, the theoretical bounds do not apply. We
refrain from computing the discretization error and focus on the interface. The quality of the
interface can be measured by the interface error as the exact interface at t = T is the exact
initial interface in both cases. Furthermore, we visualize the approximate interfaces to compare
the approximation properties of the two methods.
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Discretization error The theoretical estimate for the discretization error holds only for a
sufficiently smooth exact solution φ(t). In the first block of test cases the exact solution is not
globally smooth due to the choice of the boundary conditions and the fact that a signed distance
function to a sphere is not differentiable in its minimal point, cf. Section 2.5. Let U(t) denote the
subset of Ω where the solution φ(t) is not influenced by the boundary conditions. We compute
the discretization error in a subset S(t) of U(t), where φ(t) is smooth.
The L2-norm of the discretization error in S(t) is computed element-wise, i.e. we use the L2-
norm ‖·‖Th(S(t)) := (
∑
K∈Th∩S(t) ‖·‖2L2(K))
1
2 . The discretization error at t = 0 is the interpolation
error, and thus, of order three for quadratic finite elements in a region where the exact solution is
smooth. We compute the discretization error at t = 0 in a subset S(0) ⊂ Ω, which has the same
structure and size as S(T ). S(0) and S(T ) are based on the coarsest triangulation but do not
change if the grid is refined. However, they depend on the particular test case and are therefore
described in more detail with the test cases. Visualizations of S(0) and S(T ) for different test
cases are shown in Figure 8.2, 8.5 and 8.8. Due to the choice of S(0) and S(T ) we can compare
the discretization errors at t = T to the discretization errors at t = 0 and we can compare the
discretization errors for different levels of refinement.
As the discretization error depends on both, the spatial mesh size h(l) and the time step size
∆t, we need to vary both parameters in order to observe the error behavior. In all test cases
we first vary the time step size while the grid size is fixed. For every h(l), l = 0, 1, 2, 3 the error
stagnates for decreasing ∆t. We choose the time step size for every h(l), l = 0, 1, 2, 3, such that
the error is close to the limit. Thus, we observe the spatial error only and can compare the values
for the different mesh sizes.
Interface error and volume error As the exact solution is smooth near the interface we
proceed as in Section 6.4 to compute the interface error and the relative volume error.
8.2.1 Example 1 - constant translation
In this class of examples the velocity field is a constant translation, i.e. u = (c1, c2, c3), with
c1, c2, c3 ≥ 0. The domain Ω is the unit cube [0, 1]3. Table 8.2 shows the numbers of unknowns
for the DG method and the method SUPG2 for the triangulations of level l = 0, 1, 2, 3 of Ω.
M is the number of intervals in which the interval [0, 1] is divided. The radius of the sphere
level M SUPG2 DG
0 8 4913 30720
1 16 35937 245760
2 32 274625 1966080
3 64 2146689 15728640
Table 8.2: Numbers of unknowns for the DG method and the SUPG method SUPG2 on differ-
ent triangulations of [0, 1]3
is r = 0.2. The initial position m(0) depends on the particular choice of u. The final time is
T = 2.5. We consider two different choices for u. In both cases the inflow-boundary consists of
a union of faces of Ω. To describe ∂Ωin more precisely, we introduce the faces
F1 := {x ∈ Ω : x1 = 0}, F2 := {x ∈ Ω : x2 = 0}, F3 := {x ∈ Ω : x3 = 0}.
Then, ∂Ωin =
⋃
i∈I Fi, where I ⊂ {1, 2, 3}. I depends on u.
Furthermore, Ωin(t) = {x ∈ Ω : x < x0 + ut, ∀x0 ∈ ∂Ωin}. Here < means “smaller in every
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component”. For all t ∈ [0, T ] and x ∈ U(t) = Ω\Ωin(t) the exact solution is the signed distance
function to ∂Br(m(t)), with m(t) = m(0) + ut. The structure of U(t) will be needed for the
definition of S(0) and S(T ).
Example 1a We choose u = (0, 0.2, 0)T and m(0) = (0.5, 0.25, 0.5). Thus, the velocity field
induces a movement in x2-direction only. Hence, the interface is shifted parallel to the faces
of the triangulation that lie in the x1-x2-plane and those that lie in the x2-x3-plane. In the
DG method the upwind flux is zero on these faces. To avoid this special situation, we chose a
different direction in Example 1b.
Here, the final position of the interface is Γ(T ) = ∂Br(m(T )) with m(T ) = (0.5, 0.75, 0.5).
The inflow boundary is ∂Ωin = F2, i.e. the face of the unit cube, which lies in the x1-x3-plane.
Furthermore, Ωin(t) = {x ∈ Ω : x2 < 0.2 t}. In particular, Ωin(T ) = {x ∈ Ω : x2 < 0.5}. The
choice of S(0) and S(T ) is based on these observations. A 2D sketch of S(0) and S(T ) is shown
in Figure 8.2. The underlying mesh is the coarsest mesh that is used, i.e. the mesh size is
m(0)
S(0)
m(T)
S(T)
Figure 8.2: 2D sketch of S(0) and S(T ) - Example 1a
h0 =
1
8 . The dark gray region represents S(0) and the light gray region represents S(T ). Note
that all tetrahedra, that have a face on the plane {x2 = 0.5}, have to be excluded from S(T )
as the kink introduced by the boundary conditions lies exactly on this plane. Due to numerical
errors this kink affects the finite element function φh(·, T ) in the neighboring elements. As S(0)
should have the same size and structure as S(T ) the tetrahedra, that have a face on the plane
{x2 = 0.5}, are also excluded from S(0). Due to this definition of S(0) and S(T ) they do not
cover the interface totally. The numerical interface at t = 0 and t = T is shown in Figure 8.3.
The arrows indicate the direction of the velocity field. The value of the level set function is
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(a) t=0, SUPG1 (b) t=T, SUPG1
Figure 8.3: Example 1a - h = 1
16
represented by the underlying colors. Red means high (positive) values, blue means low values.
For t = T one can observe the influence of the boundary conditions.
Figure 8.4 shows the log-log plots of the discretization error against the time step size for h(l),
l = 0, 1, 2, 3. The curves for the SUPG methods SUPG1 and SUPG2 are presented in Figure 8.4
(a). The discretization errors of the two methods are very close. The curves for the DG method
are presented in Figure 8.4 (b). The largest time step size is 1.25 and the smallest time step size
is 3e-3. For every h(l), l = 0, 1, 2, 3, there is a range of time step sizes, where the order 2 of the
Crank-Nicolson scheme can be observed. For smaller ∆t the error stagnates. This is due to the
fact that ∆t is small compared to h(l) and the error is dominated by the spatial discretization
error. To observe the spatial error only we chose such a small ∆t for every h(l). These errors are
given in Table 8.3 for the two SUPG methods. Table 8.4 shows these errors for the DG-solution
and the Cle´ment-interpolation. The interface errors and the relative volume errors are computed
with the same time step sizes and are shown in Table 8.7 and Table 8.5 for the SUPG methods
and in Table 8.6 and Table 8.8 for the DG-solution and the Cle´ment-interpolation.
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Figure 8.4: Discretization error for varying time step size - Example 1a
t=0 t=T
SUPG1 SUPG2
level error order error order error order
0 1.8164 e-4 - 4.2353 e-4 - 4.0137 e-4 -
1 2.7426 e-5 2.73 7.5029 e-5 2.50 7.3225 e-5 2.45
2 3.4561 e-6 2.99 1.2908 e-5 2.54 1.2719 e-5 2.53
3 4.3504 e-7 2.99 1.9853 e-6 2.70 1.9759 e-6 2.69
Table 8.3: SUPG: discretization error ‖φh − φ‖Th(S(t)) in Example 1a
t=0 t=T
DG solution Cle´ment DG solution Cle´ment
level error order error order error order error order
0 1.8164 e-4 - 2.7748 e-4 - 2.3537 e-4 - 3.0498 e-4 -
1 2.7426 e-5 2.73 3.6146 e-5 2.94 2.9460 e-5 3.00 3.9830 e-5 2.94
2 3.4561 e-6 2.99 3.7887 e-6 3.25 3.7788 e-6 2.96 4.4103 e-6 3.17
3 4.3504 e-7 2.99 4.4758 e-7 3.08 4.9318 e-7 2.94 5.3924 e-7 3.03
Table 8.4: DG: discretization errors ‖φh − φ‖Th(S(t)) and ‖piCh (φh)− φ‖Th(S(t)) in Example 1a
At t = 0 the discretization error is the interpolation error and, thus, of order 3 for quadratic
finite elements. At t = T the two SUPG methods yield approximately the same discretization
error for all h(l), l = 0, 1, 2, 3. The order is approximately 2.5 as the theoretical error bound
predicts. However, in case of the DG method the order is 3. The absolute values are slightly
larger for the Cle´ment-interpolation, but the order stays in the same range. The interface error
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t=0 t=T
SUPG1 SUPG2
level error order error order error order
0 4.5163 e-4 - 1.0172 e-3 - 9.5119 e-4 -
1 5.9150 e-5 2.93 2.6314 e-4 1.95 2.4952 e-4 1.93
2 7.6065 e-6 2.96 6.5452 e-5 2.01 6.1828 e-5 2.01
3 9.7766 e-7 2.96 8.8888 e-6 2.88 8.4893 e-6 2.86
Table 8.5: SUPG: interface error ‖d‖L2(Γh(t)) in Example 1a
t=0 t=T
DG solution Cle´ment DG solution Cle´ment
level error order error order error order error order
0 4.5163 e-4 - 6.6887 e-4 - 6.0466 e-4 - 8.7550 e-4 -
1 5.9150 e-5 2.93 6.7522 e-5 3.31 1.2372 e-4 2.29 1.4062 e-4 2.64
2 7.6065 e-6 2.96 7.9045 e-6 3.09 2.7413 e-5 2.17 2.0818 e-5 2.76
3 9.7766 e-7 2.96 9.9054 e-7 3.00 1.3888 e-6 4.30 1.3593 e-6 3.94
Table 8.6: DG: interface errors ‖d‖L2(Γh(t)) and ‖d‖L2(Γ˜h(t)) in Example 1a
t=0 t=T
SUPG1 SUPG2
level error order error order error order
0 2.2255 e-3 - 4.2034 e-3 - 3.6187 e-3 -
1 5.8297 e-5 5.25 2.0033 e-4 4.39 1.7222 e-4 4.39
2 7.0489 e-6 3.05 2.0588 e-4 -0.04 1.9434 e-4 -0.17
3 3.6209 e-8 7.60 1.2367 e-5 4.06 1.1832 e-5 4.04
Table 8.7: SUPG: relative volume error |Volh(t)−Vol| /Vol in Example 1a
t=0 t=T
DG solution Cle´ment DG solution Cle´ment
level error order error order error order error order
0 2.2255 e-3 - 3.6893 e-3 - 1.9173 e-3 - 8.0654 e-3 -
1 5.8297 e-5 5.25 8.5191 e-5 5.44 3.6154 e-4 2.41 2.6005 e-4 4.95
2 7.0489 e-6 3.05 6.4179 e-6 3.73 4.4825 e-6 6.33 1.4884 e-5 4.13
3 3.6209 e-8 7.60 6.4572 e-7 3.31 3.6322 e-7 3.63 4.0874 e-6 1.86
Table 8.8: DG: relative volume error |Volh(t)−Vol| /Vol in Example 1a
at t = 0 is of order 3, although the theoretical error bound predicts only order 2.5. At t = T
the SUPG methods yield similar results for the interface error. Except for the finest grid the
order is 2, which is in accordance with the results for the discretization error and the theory. In
case of the DG method the interface error at t = T shows an order that is better than 2. As the
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discretization error is of order 3, we can expect the interface error to be of order 2.5. In case
of the Cle´ment-interpolation this order is reached, however, the order is slightly lower for the
DG-solution itself. An exception is, again, the transition from l = 2 to l = 3. As in the SUPG
case the order is significantly higher. The relative volume error does not show a systematic error
behavior in any case. For the SUPG methods the “order” is even negative for the transition from
l = 1 to l = 2. This irregular behavior might be due to cancellation effects. Cancellations are not
taken into account in the derivation of the volume error bound. However, the volume enclosed
by the approximate interface Γh depends on the relative position of Γh to the grid. We already
observed an irregular behavior of the volume error in Section 6.4. Here, we perform a similar test.
We perturb the initial position of the sphere with radius 0.2 and center m. The perturbation is
much smaller than the smallest grid size taken into consideration, i.e. h(2) = 132 . We consider the
positions m0 = (0.5, 0.25, 0.5), m1 = (0.5, 0.245, 0.503), m2 = (0.48, 0.245, 0.502). The volume
of the approximate sphere, i.e. the volume enclosed by Γh, changes with the position. In Table
8.9 the order for the transition from l = 0 to l = 1 is 5.25 for the position m0 and 6.55 for m2.
The order for the transition from l = 1 to l = 2 is 3.05 for the position m0 and 4.75 for m2. The
relative volume error at l = 1 is about three times bigger for m0 compared to the error for m2.
For l = 2 there is even a factor 10 between the relative volume error for m0 and m2 and the
order changes between 3.05 and 4.75. Thus, in the following test cases computing the “order” of
the relative volume error is not reasonable due to the irregular behavior of the volume error with
respect to the grid size h. Therefore, we will not compute the volume error in the remainder.
m0 m1 m2
level error order error order error order
0 2.2255 e-3 - 2.1827 e-3 - 1.7760 e-3
1 5.8297 e-5 5.25 4.9077 e-5 5.47 1.8892 e-5 6.55
2 7.0489 e-6 3.05 4.4177 e-6 3.47 7.0148 e-7 4.75
Table 8.9: Relative volume error |Volh(0)−Vol| /Vol for perturbed initial position of the sphere
Example 1b In the previous test case the movement was aligned with the x2-axis. Now, we
choose a movement that is not aligned with coordinate axes. The velocity field u = (0.085, 0.085, 0.185)T
is a constant translation. Here, the initial interface is the sphere ∂Br(m(0)) with
m(0) = (0.25, 0.25, 0.25) and r = 0.2. The final time is T = 2.5. Thus, the final position of the
interface is Γ(T ) = ∂Br(m(T )) with m(T ) = (0.4625, 0.4625, 0.7125). The inflow boundary is
∂Ωin = F1 ∪ F2 ∪ F3. Furthermore, Ωin(t) = {x ∈ Ω : x1 < 0.085 t, x2 < 0.085 t, x3 < 0.185 t}.
In particular, Ωin(T ) = {x ∈ Ω : x1 < 0.2125, x2 < 0.2125, x3 < 0.4625}.
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m(0)
S(0)
m(T)
S(T)
Figure 8.5: 2D sketch of S(0) and S(T ) in the x2-x3-plane - Example 1b
In this test case the kink, that is produced by the boundary conditions, does not lie on faces
of the triangulation. Hence, we do not need to exclude elements from the region S(T ) to avoid
the influence of the boundary conditions. However, due to the structure of Ωin(T ), S(T ) and
S(0) are smaller than in the previous test case. A two-dimensional sketch of S(T ) and S(0) in
the x2-x3-plane is shown in Figure 8.5. The position of the kink is marked by the dashed line.
The log-log plot of the time step size against the discretization error is shown in Figure 8.6.
Again, the order of the Crank-Nicolson scheme can be observed for moderate values of ∆t for
every choice of h(l), l = 0, 1, 2, 3, and the discretization error stagnates for ∆t→ 0. The methods
SUPG1 and SUPG2 yield similar results. However, the difference is slightly bigger than in the
previous test case. The discretization errors and the interface errors computed with a sufficiently
small time step size are presented in Table 8.10 to 8.13.
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Figure 8.6: Discretization error for varying time step size - Example 1b
t=0 t=T
SUPG1 SUPG2
level error order error order error order
0 1.8880 e-4 - 7.2023 e-4 - 6.5552 e-4 -
1 2.8332 e-5 2.74 2.1332 e-4 1.76 2.0122 e-4 1.70
2 3.5736 e-6 2.99 4.9986 e-5 2.09 4.7719 e-5 2.08
3 4.4979 e-7 2.99 7.3748 e-6 2.76 7.0926 e-6 2.75
Table 8.10: SUPG: discretization error ‖φh − φ‖Th(S(t)) in Example 1b
t=0 t=T
DG solution Cle´ment DG solution Cle´ment
level error order error order error order error order
0 1.8880 e-4 - 2.9784 e-4 - 7.2205 e-4 - 3.8718 e-4 -
1 2.8332 e-5 2.74 3.7611 e-5 2.99 1.5646 e-4 2.21 1.5256 e-4 1.34
2 3.5736 e-6 2.99 3.9382 e-6 3.26 4.0951 e-5 1.93 1.4178 e-5 3.43
3 4.4979 e-7 2.99 4.6420 e-7 3.08 3.4532 e-6 3.57 1.8219 e-6 2.96
Table 8.11: DG: discretization errors ‖φh − φ‖Th(S(t)) and ‖piCh (φh)− φ‖Th(S(t)) in Example 1b
At t = 0 the interpolation error of order 3 can be observed. However, at t = T the discretiza-
tion error does not show a regular behavior. The order is between 1.70 and 2.76 in case of the
SUPG methods and between 1.34 and 3.57 in case of the DG method. This result may have
different reasons. On the one hand, the discretization error bound was derived for a globally
smooth function and the L2-norm over the whole domain. Another choice of S(0) and S(T )
might change the result. On the other hand, we tried to exclude the influence of the boundary
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t=0 t=T
SUPG1 SUPG2
level error order error order error order
0 4.5163 e-4 - 1.2475 e-3 - 1.1630 e-3 -
1 5.9150 e-5 2.93 3.2805 e-4 1.93 3.11399 e-4 1.90
2 7.6065 e-6 2.96 9.2111 e-5 1.83 8.7977 e-5 1.82
3 9.7766 e-7 2.96 1.0102 e-5 3.19 9.7061 e-6 3.18
Table 8.12: SUPG: interface error ‖d‖L2(Γh(t)) in Example 1b
t=0 t=T
DG solution Cle´ment DG solution Cle´ment
level error order error order error order error order
0 4.5163 e-4 - 6.8672 e-4 - 1.1110 e-3 - 7.3940 e-4 -
1 5.9150 e-5 2.93 6.7806 e-5 3.34 2.8841 e-4 1.95 2.4334 e-4 1.60
2 7.6065 e-6 2.96 7.9045 e-6 3.10 3.8073 e-5 2.92 2.3610 e-5 3.37
3 9.7766 e-7 2.96 9.9054 e-7 3.00 2.8881 e-6 3.72 1.6984 e-6 3.80
Table 8.13: DG: interface errors ‖d‖L2(Γh(t)) and ‖d‖L2(Γ˜h(t)) in Example 1b
conditions by our choice of u and S(T ). However, the boundary conditions may still effect parts
of the solution in S(T ) in case of the coarser grids. This might lead to the suddenly higher order
for the transition to the finest grid. The interface error at t = 0 is of order 3, which is again
better than the error bound like in the previous test case. At t = T the interface error is roughly
of order 2 for the SUPG method. The order is significantly better for the transition from l = 2
to l = 3. This result reflects the increasing order of the discretization error. For the DG method
the order of the interface error is roughly 2 for the coarser grids and increases with the level of
refinement to about 3.8. Here, we can not observe a suddenly increasing order for the finest grid.
8.2.2 Example 2 - constant rotation
In this test case we choose Ω = [0, 1.5]3. Table 8.14 shows the number of unknowns for the DG
method and method SUPG2 for the four triangulations of Ω. Let mΩ = (0.75, 0.75, 0.75). We
define the velocity field u(x) = pi2 (x2 −mΩ,2,−(x1 −mΩ,1), 0). u describes a clockwise rotation
level M SUPG2 DG
0 12 15625 103680
1 24 117649 829440
2 48 912673 6635520
3 96 7189057 53084160
Table 8.14: Numbers of unknowns for the DG method and the SUPG method SUPG2 on differ-
ent triangulations of [0, 1.5]3
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in the x1-x2-plane. The center of the rotation is mΩ and the angular velocity is
pi
2 . In
U = U(T ) = U(0) = B0.75(0.75)
the solution of the level set equation with this velocity field is not influenced by the boundary
conditions.
The velocity field u is used in the computations with the methods SUPG2 and DG as these
methods can handle any inflow boundary due to the weakly imposed boundary conditions. For
SUPG1 we used a different velocity field for which there is no inflow boundary. This is obtained
by modifying the angular velocity. Let r := ‖x−mΩ‖2 be the distance of x to mΩ for all x ∈ Ω.
We define the function c(r) by
c(r) =

pi
2 r ≤ 0.625
cubic spline decaying to zero 0.625 < r < 0.75
0 r ≥ 0.75
and the velocity field u˜(x) = c(r)(x2 −mΩ,2,−(x1 −mΩ,1), 0). Thud, u˜ is continuously differ-
entiable and zero on the boundary of the domain. Hence, no boundary conditions are needed.
Note that u and u˜ are divergence-free. Figure 8.7 shows the angular velocities c(r) and pi2 . The
0.750.625 r
pi
2
c(r)
Figure 8.7: Angular velocities pi
2
and c(r)
velocity fields coincide in B0.625(0.75), i.e. u˜(x) = u(x) for all x ∈ B0.625(0.75). As u describes
a rotation with constant angular velocity, Γ stays a sphere for all t ∈ [0, T ]. In case of u˜ we
need to make sure that Γ lies inside the ball B0.625(0.75), where c(r) is constant. Thus, we
choose Γ(0) = ∂B0.15(m(0)), with m(0) = (0.75, 0.5, 0.75) and compute the discretization error
in subsets S(0) and S(T ) of B0.625(0.75), where the exact solution is smooth, to achieve compa-
rable results. A 2D sketch of these regions is presented in Figure 8.8. We choose T = 2, which
corresponds to a half turn in clockwise direction. Thus, the position of the interface at t = T is
Γ(T ) = ∂B0.15(m(T )), with m(T ) = (0.75, 1, 0.75). Figure 8.9 shows the position of the inter-
face at t = 0 and t = T and the velocity fields u and u˜. The arrows indicate the direction and
the colors indicate the magnitude of the velocity field. Dark blue means zero values. The grid
size is h(1) = 116 . In case of the DG method we only consider the levels of refinement l = 0, 1, 2
due to memory limitations of our computer systems.
Figure 8.10 (a) shows the log-log plot of the discretization error against the time step size for
the methods SUPG1 and SUPG2 for the fixed values h(l), l = 0, 1, 2, 3. Here, the time step size
takes different values between 1 and 2 e-3. The two SUPG methods yield different discretization
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r = 0.625mΩ
m(0)
(a) S(0)
r = 0.625mΩ
m(T )
(b) S(T)
Figure 8.8: 2D sketch of S(0) and S(T ) - Example 2
errors, although we computed them in a region, where the velocity fields coincide. Nevertheless,
we do not solve the same problem. The behavior of the discretization error regarding the time
step size, however, is similar. Figure 8.10 (b) shows the log-log plot of the discretization error
against the time step size for the DG method for the fixed values h(l), l = 0, 1, 2. The convergence
of the discretization error is similar to the SUPG case. The order of the Crank-Nicolson scheme
is almost reached for moderate time step sizes and for small time step sizes the discretization
error converges, although the curves are not as smooth as in the previous test cases. In this
test case the Crank-Nicolson scheme seems to be prone to changes in the time step size. For
sufficiently small time step sizes the discretization errors and the interface errors are presented
in Table 8.15 to 8.18. At t = 0 the interpolation error of order 3 can be observed again. At
t = T the order of the discretization error is between 2.5 and 3 for the method SUPG1. For the
method SUPG2 the order is between 2.17 and 3.09. In this test case the two SUPG methods
yield different results in contrast to the previous test cases. Although the order is sightly more
irregular for method SUPG2, this method yields smaller discretization errors for all levels of
refinement l. The discretization errors are about half of the discretization error for SUPG1.
This difference was already visible in the Figure 8.10 (a). In case of the DG method the order of
the discretization error is about 2.5, which is in accordance with the theoretical error bound. The
interface error at t = 0 is again of order 3. At t = T the two SUPG methods yield very similar
results, although the results are different for the discretization error. The order is between 2.5
and 3, which is better than the theoretical error bound predicts like in the previous examples.
In case of the DG method the order of the interface error is about 3, although the order of
the discretization error is only 2.5. In the Example 1 there are only minor differences between
the two methods SUPG1 and SUPG2. In this test cases the discretization error is smaller for
SUPG2. Furthermore, SUPG2 can handle the inflow boundary of the rotational velocity field.
We will use rotational velocity fields again in the remaining test cases in this chapter. Thus, we
will only use SUPG2 in the remainder as it is more flexible.
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(a) SUPG1, t=0 (b) SUPG1, t=T
(c) SUPG2, t=0 (d) SUPG2, t=T
Figure 8.9: Interface at different times in Example 2
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Figure 8.10: Discretization error for varying time step size - Example 2a
t=0 t=T
SUPG1 SUPG2
level error order error order error order
0 2.0355 e-4 - 5.7164 e-3 - 2.5880 e-3 -
1 2.9954 e-5 2.76 8.0288 e-4 2.83 3.0458 e-4 3.09
2 3.7769 e-6 2.99 9.1951 e-5 3.13 4.0581 e-5 2.91
3 4.7512 e-7 2.99 1.5563 e-5 2.56 8.9988 e-6 2.17
Table 8.15: SUPG: discretization error ‖φh − φ‖Th(S(t)) in Example 2
t=0 t=T
DG solution Cle´ment DG solution Cle´ment
level error order error order error order error order
0 2.0355 e-4 - 2.9722 e-4 - 8.1043 e-4 - 9.9683 e-4 -
1 2.9954 e-5 2.76 3.8155 e-5 2.96 1.1927 e-4 2.76 1.7207 e-4 2.53
2 3.7769 e-6 2.99 4.0675 e-6 3.23 2.5005 e-5 2.25 3.2966 e-5 2.38
Table 8.16: DG: discretization errors ‖φh − φ‖Th(S(t)) and ‖piCh (φh)− φ‖Th(S(t)) in Example 2
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t=0 t=T
SUPG1 SUPG2
level error order error order error order
0 5.6293 e-4 - 1.4092 e-3 - 1.2688 e-3 -
1 7.6612 e-5 2.88 1.5640 e-4 3.17 1.6977 e-4 2.90
2 1.1058 e-5 2.79 2.7706 e-5 2.50 2.9729 e-5 2.51
3 1.3201 e-6 3.07 4.5450 e-6 2.61 4.6447 e-6 2.68
Table 8.17: SUPG: interface error ‖d‖L2(Γh(t)) in Example 2
t=0 t=T
DG solution Cle´ment DG solution Cle´ment
level error order error order error order error order
0 5.6293 e-4 - 7.4803 e-4 - 9.3406 e-4 - 8.4349 e-4 -
1 7.6612 e-5 2.88 9.4662 e-5 2.98 7.8948 e-5 3.56 8.9677 e-5 3.23
2 1.1058 e-5 2.79 1.1919 e-5 2.99 1.0065 e-5 2.97 1.2972 e-5 2.79
Table 8.18: DG: interface errors ‖d‖L2(Γh(t)) and ‖d‖L2(Γ˜h(t)) in Example 2
8.2.3 Example 3 - time dependent deformation
In this test case we choose again Ω = [0, 1.5]3 and T = 2. The initial interface is the sphere
∂B0.15(m), with m = (0.75, 0.5, 0.75) as in the previous test case. Again we consider a rotating
velocity field of the form c(r)(x2 −mΩ,2,−(x1 −mΩ,1), 0), where mΩ = (0.75, 0.75, 0.75), r :=
‖x−mΩ‖2 and c(r) is a smooth function representing the angular velocity. Here we choose
c(r) =
pi
2
r2exp(−r2/b)
a2exp(−a2/b) , (8.2)
with a = ‖m −mΩ‖2 = 0.25 and b = 0.16. Figure 8.11 shows the profile c(r). Now, we define
0.4
pi
2
c(r)
r
Figure 8.11: Deforming profile c(r)
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the time dependent function
C(r, t) :=
{
c(r) t ≤ T/2
pi
2 − c(r) t > T/2
(8.3)
and the velocity field u = C(r, t)(x2−mΩ,2,−(x1−mΩ,1), 0) Due to this definition the interface
is deformed for all t ∈ (0, T ), but is a sphere again for t = T . The interface and the velocity field
at different times are shown in Figure 8.12.
(a) SUPG2, t = 0 (b) SUPG2, t = T/2
(c) SUPG2, t > 3/4T (d) SUPG2, t = T
Figure 8.12: Interface and velocity field at different times in Example 3
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The underlying colors represent the magnitude of the velocity field. The arrows indicate the
direction. As the velocity field depends on time, the theoretical error estimates do not apply.
The velocity is discontinuous at t = T/2. However, the velocity field is constant in time for
t < T/2 and t > T/2. The interface experiences the most deformation at t = T/2. As we know
the exact solution at t = T we can compute the discretization error and the interface error.
The subsets S(0) and S(T ) are as in Section 8.2.2. Figure 8.13 shows the log-log plot of the
discretization error against the time step size for the fixed values h(l), l = 0, 1, 2, 3 in case of the
SUPG method and l = 0, 1, 2 in case of the DG method. Here, the time step size varies between
the values 0.25 and 2 e-3. In both cases the discretization error stagnates for small ∆t. The
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Figure 8.13: Discretization error for varying time step size - Example 3
order of the Crank-Nicolson scheme is almost reached for moderate time step sizes. Again the
curves are rough compared to the other test cases. For the SUPG method the irregularity is
slightly more prominent.
Again, we only consider l = 0, 1, 2 in case of the DG method due to memory limitations.
The discretization errors and the interface errors are computed for sufficiently small time step
sizes and are given in Table 8.19 to 8.22. The errors at t = 0 coincide with the errors at t = 0 in
the previous test case as the initial position of the interface is the same.
t=0 t=T
level error order error order
0 2.0355 e-4 - 3.6092 e-3 -
1 2.9954 e-5 2.76 4.4628 e-4 3.02
2 3.7769 e-6 2.99 7.8899 e-4 2.50
3 4.7512 e-7 2.99 1.8307 e-5 2.11
Table 8.19: SUPG2: discretization error ‖φh − φ‖Th(S(t)) in Example 3
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t=0 t=T
DG solution Cle´ment DG solution Cle´ment
level error order error order error order error order
0 2.0355 e-4 - 2.9722 e-4 - 3.0046 e-3 - 1.9428 e-3 -
1 2.9954 e-5 2.76 3.8155 e-5 2.96 5.0515 e-4 2.57 3.4167 e-4 2.51
2 3.7769 e-6 2.99 4.0675 e-6 3.23 8.2270 e-5 2.62 6.1708 e-5 2.47
Table 8.20: DG: discretization errors ‖φh − φ‖Th(S(t)) and ‖piCh (φh)− φ‖Th(S(t)) in Example 3
t=0 t=T
level error order error order
0 5.6293 e-4 - 2.4525 e-3 -
1 7.6612 e-5 2.88 3.8094 e-4 2.69
2 1.1058 e-5 2.79 6.7056 e-5 2.51
3 1.3201 e-6 3.07 1.2798e -5 2.39
Table 8.21: SUPG2: interface error ‖d‖L2(Γh(t)) in Example 3
t=0 t=T
DG solution Cle´ment DG solution Cle´ment
level error order error order error order error order
0 5.6293 e-4 - 7.4803 e-4 - 1.9428 e-3 - 1.3737 e-3 -
1 7.6612 e-5 2.88 9.4662 e-5 2.98 2.3663 e-4 3.04 1.7936 e-4 2.94
2 1.1058 e-5 2.79 1.1919 e-5 2.99 2.8001 e-5 3.08 2.2134 e-5 3.02
Table 8.22: DG: interface errors ‖d‖L2(Γh(t)) and ‖d‖L2(Γ˜h(t)) in Example 3
The order 2.5 for the discretization error can be observed for the DG method. For the SUPG
method the order of the discretization error decreases from 3.02 to 2.11 for decaying h. This
behavior is also reflected in the interface error where the order is between 2.69 and 2.39. The
order of the interface error in the DG case is even higher, namely 3.
8.2.4 Example 4 - reversible vortex
To compare the ability of the SUPG and the DG method to resolve thin filaments accurately
we consider the single vortex test case. The initially spherical interface is stretched out into a
thin tube that is wound up like a snail shell by a vortex flow field. For t > T/2 the stretching is
undone and the interface becomes a sphere again at t = T . Thus, this test case is called reversible
vortex, cf. [AS09]. Similar test cases in 2D and 3D are widely used to test interface capturing
and interface tracking methods, cf. [EFFM02, FM07b, AMS03, PFP06, MRC06, AS09, OK05].
For T = 6 the interface at different times is shown in Figure 8.14. At T/2 it experiences the most
deformation. The computational domain is Ω = [0, 1]3. The final time is T = 6. The velocity
field is given by
u(x, t) =
−2 sin2(pix1) sin(pix2) cos(pix2)2 sin2(pix2) sin(pix1) cos(pix1)
0
 · cos( pi
T
t). (8.4)
126 CHAPTER 8. COMPARISON OF THE SUPG AND THE DG METHOD
(a) t = 0 (b) t = 1.5 (c) t = 3
(d) t = 3.9 (e) t = 5.1 (f) t = 6
Figure 8.14: Reversible vortex - interface at different time levels
We use adaptive refinement to resolve the thin filament. Initially, the unit-cube Ω is divided into
83 sub-cubes. Each sub-cube is further divided into 6 tetrahedra. This grid is further refined l
times in a narrow band around the interface. That means each tetrahedron, that has at most
distance d = 0.04 to the initial interface is refined l-times. The level of refinement takes the
values l = 0, 1, 2, 3. During evolution the narrow band follows the droplet. Thus, the grid has
to be refined and coarsened. Figure 8.15 shows a 2D slice of the mesh with l = 3 for t = 1 and
t = 3. The initial number of unknowns for the SUPG method and the DG method is given in
(a) t = 1.5 (b) t = 3
Figure 8.15: Reversible vortex - 2D slice of the mesh for l = 3 at different time levels
Table 8.23.
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level SUPG2 DG
0 4913 30720
1 10098 77180
2 40103 342840
3 224695 1957820
Table 8.23: Numbers of unknowns for the DG method and the SUPG method SUPG2 on differ-
ent refinement levels
(a) s=0 (b) s=0.01 (c) s=0.05
Figure 8.16: Interface for l = 1 at t = T for different choices of the scaling s
For the time integration we choose the Crank-Nicolson scheme and the time step size ∆t =
0.015. We do not change ∆t in this test case, but focus on the effects of the spatial discretization.
Furthermore, we vary the scaling of the stabilization parameter δK in case of the SUPG method.
In the previous test cases the scaling was s = 0.1. Now, we let s take different values between
0 and 0.5. To observe the effects of the streamline diffusion stabilization, we fix the spatial grid
parameters, i.e. we take l = 1 and l = 2, and compute the interface error at t = T . For s = 0
s l=1 l=2
0 1.5618 e-2 1.5594 e-2
0.01 5.9438 e-3 1.9544 e-3
0.02 6.4917 e-3 2.0067 e-3
0.05 7.8497 e-3 2.7614 e-3
0.1 9.5025 e-3 3.5470 e-3
0.2 1.1883 e-2 4.3981 e-3
0.5 1.0661 e-2 1.2834 e-2
Table 8.24: SUPG: interface error for different scaling s of the stabilization parameter δK
there is no stabilization, i.e. the unstable standard Galerkin method is used. For this choice
the interface error is large compared to the results in the previous test cases. If the streamline
diffusion stabilization is turned on, the interface error decreases. However, it increases again
with the scaling s. Considering only these numbers, one would conclude that the choice 0.01
is optimal. However, the visualization of the interface may be taken as an additional criterion.
Figure 8.16 shows the interface for l = 1 at t = T for the values s = 0, s = 0.01 and s = 0.05.
If no stabilization is used, the interface, which should be the initial sphere again, looses its
connectivity. For little stabilization, i.e. s = 0.01, the connectivity is re-established, but the
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interface still looks blurred. If the stabilization increases, the interface becomes smoother. These
effects can also be observed for l = 2. Thus, we consider s = 0.05 as an optimal choice, since
the interface error and the smoothness of the interface are balanced. Note that in general the
optimal scaling depends on the velocity field, the grid size h and the time step size ∆t.
Now, we turn to the effects of the grid refinement. We compute the interface errors for both
methods, the SUPG method (with s = 0.05) and the DG method, at t = 0 and t = T . In
addition, we examine the visualization of the interface.
t=0 t=T
level error order error order
0 5.1664 e-4 - 2.3641 e-2 -
1 7.0339 e-5 2.88 7.8497 e-3 1.59
2 8.7311 e-6 3.01 2.7614 e-3 1.51
3 1.0766 e-6 3.02 3.6479 e-4 2.92
Table 8.25: SUPG: interface error ‖d‖L2(Γh(t)) in Example 4
t=0 t=T
DG solution Cle´ment DG solution Cle´ment
level error order error order error order error order
0 5.1664 e-4 - 8.5824 e-4 - 2.0029 e-2 - 2.0601 e-2 -
1 7.0339 e-5 2.88 8.5741 e-5 3.32 8.3076 e-3 1.27 7.8933 e-3 1.72
2 8.7311 e-6 3.01 9.1869 e-6 3.22 5.1721 e-3 0.68 4.9617 e-3 0.66
3 1.0766 e-6 3.02 1.0904 e-6 3.07 4.4265 e-3 0.22 4.3849 e-3 0.18
Table 8.26: DG: interface errors ‖d‖L2(Γh(t)) and ‖d‖L2(Γ˜h(t)) in Example 4
At t = 0 the interface error is of order 3. At t = T the SUPG method produces an interface
error that is about a factor 100 times the initial interface error. For l = 3 the interface error is
even about 360 times higher than the initial interface error. This difference is large compared
to the results of the former test cases where the interface error at t = T was about 10 times (or
even less) larger than the initial interface error. The order varies between 1.51 and 2.92. For the
transition from l = 2 to l = 3 the order is suddenly higher. For l = 0 and l = 1 the interface
error for the DG method at t = T is comparable to the interface error for the SUPG method.
For the finer meshes the interface error is larger for the DG method. Furthermore, the order
stagnates. This might be due to the fixed time step size. As we have seen in the previous test
cases, on the same grid the DG method need smaller time step sizes than the SUPG method in
order to produce a solution that is close to the semi-discrete solution. We run the simulation
with l = 2 again where we halved the time step size. The interface error is reduced to 3.5035 e-3
for the DG-solution and 3.2886 e-3 for the Cle´ment-interpolation. Thus, a smaller time step
size would improve the results for the DG method. The visualization of the interface provides
further information about the abilities of the methods to resolve the interface. In case of the
SUPG method the interface looses its connectivity, if the grid is coarse. Parts of the interface
disappear. With the level of refinement, this problem gets less prominent. The difference between
the interfaces for l = 2 and l = 3 is the most noticeable. This is also reflected in the suddenly
increasing order. The interfaces for l = 2 and l = 3 are shown at different stages in Figure 8.17.
At t = 3 the interface is disconnected for l = 2. For l = 3 there is only a small part at the end
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(a) l = 2, t = 3 (b) l = 2, t = 6
(c) l = 3, t = 3 (d) l = 3, t = 6
Figure 8.17: SUPG: interface at different time levels t and different levels of refinement l
of the tail, that is separated. The visualization of the interface for l = 2 and l = 3 in case of
the DG method is shown in Figure 8.18. For l ≤ 2 the interface looses its connectivity during
evolution. At t = T the interface is disconnected along circular lines. However, the zero level of
Cle´ment-interpolation is rather smooth. For l = 3 the interface is much smoother. However, one
can still observe jumps along circles at t = T .
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(a) DG: l = 2, t = 3 (b) Cl: l = 2, t = 3 (c) DG: l = 2, t = 6 (d) Cl: l = 2, t = 6
(e) DG: l = 3, t = 3 (f) Cl: l = 3, t = 3 (g) DG: l = 3, t = 6 (h) Cl: l = 3, t = 6
Figure 8.18: DG: interface at different time levels t and different levels of refinement l
8.2.5 Example 5 - Zalesak’s sphere
The rotating slotted sphere also called Zalesak’s sphere, cf. [EFFM02, NRS10], is the three
dimensional version of Zalesak’s slotted disc test case. It is designed to test the approximation
properties of a discrete method as the sharp edges of the slotted sphere are problematic regions,
which are often smoothed out by numerical methods. Zalesak’s disc and Zalesak’s sphere are
often used to test interface capturing and interface tracking methods. See, for instance, [PFP06,
MRC06, EFFM02, NRS10] for some results.
In our test case the initial interface is the slotted sphere as shown in Figure 8.19 (a). The
radius of the sphere is 0.2 and the center is m = (0.5, 0.4, 0.5). The length of the slot is also 0.2
and the width is 0.06. The interface has sharp corners at the edges of the slot. The initial level
set function is the signed distance function to this interface. The level set function is rotated in
counter-clockwise direction. The center of the rotation is the center of the computational domain
Ω = [0, 1]3.
The final time is T = 4. The velocity is scaled such that Zalesak’s sphere makes a full turn and
the interface at t = T can be compared to the initial interface. We note that the signed distance
function to the initial interface is only C0 even close to the interface. Thus, the error bounds
can not be applied. However, we can still measure the interface error as we know the exact
position of the final interface. We fix the time step size to ∆t = 0.01 and run 400 time steps.
To resolve the sharp corners of the interface, we use adaptive refinement. The refinement region
around the interface is as in the previous test case, i.e. all tetrahedra that are within the distance
d = 0.04 of the interface are refined l-times. Here, l takes the values 1, 2, 3. Table 8.27 shows
the number of unknowns on these grids for the SUPG method and the DG method. Figure 8.19
shows the interface at different stages for the SUPG method on a mesh that is twice refined near
the interface. In the initial discretization of the slotted sphere the sharp corners at the edge of
the slot can not be resolved exactly by the grid, which leads to spikes along the edges. During
evolution the edges are smoothed out by the SUPG method. Figure 8.20 shows the DG-interface
and the Cle´ment-interface at different time levels on the same mesh. Again the edges are smooth
out. The DG-interface is disconnected. The zero level of the Cle´ment-interpolation is similar to
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level SUPG2 DG
1 11148 87430
2 48377 417170
3 275418 2399280
Table 8.27: Numbers of unknowns for the DG method and the SUPG method SUPG2 on differ-
ent refinement levels
the SUPG-interface.
(a) t = 0 (b) t = 2
(c) t = 3 (d) t = 4
Figure 8.19: Zalesak’s sphere: interface at different time levels for the SUPG method with l = 2
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(a) DG: t = 1 (b) Cl: t = 1
(c) DG: t = 4 (d) Cl: t = 4
Figure 8.20: Zalesak’s sphere: interface at different time levels for the DG method with l = 2
Furthermore, we present a 2D slice of the interface at t = T compared to the interface at
t = 0 for all three grids. Figure 8.21 shows these 2D interface lines for the SUPG method.
The initial interface is represented by the black line. The red line is the final interface. For
all levels of refinement the interface is smoothed out at the sharp corners. For the finest grid
effects of the time discretization can be observed. The time step size we used is large compared
to the grid size in this case. This affects the movement of the interface which can be seen in the
lower part of the slot. This part of the interface is bend in direction of the velocity field. These
effects decrease with the time step size. Figure 8.22 shows the interface for l = 3 computed with
the SUPG method and the time step size ∆t = 0.005. Here the interface at t = T is a good
approximation of the initial interface the interface error is reduced to 4.9188 e-4. For ∆t = 0.01
the grid with l = 2 yields the best approximation. Figure 8.23 shows the 2D slices in case of
the DG method. Again the black line represents the initial interface and the red line the final
interface. The additional light gray and dark gray lines are the Cle´ment-interfaces at t = 0 and
t = T , respectively. The results are similar to those of the SUPG-method. However, the final
interface for l = 1 is closer to the initial interface. This might be due to the increased number
of degrees of freedom. For l = 3 the bending of the slot is slightly more prominent than in the
SUPG-case. This might be also due to the increased number of degrees of freedom. As we have
seen in the previous test cases, on the same grid the DG method needs smaller time step sizes
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(a) l = 1 (b) l = 2 (c) l = 3
Figure 8.21: Zalesak’s sphere: 2D slice of the initial interface and final interface computed with
the SUPG method for the different levels of spatial refinement l
(a) t = T (b) 2D slice
Figure 8.22: Zalesak’s sphere: interface for l = 3 computed with the SUPG method and the
time step size ∆t = 0.005
than the SUPG-method in order to produce a solution that is close to the semi-discrete solution.
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(a) l = 1 (b) l = 2 (c) l = 3
Figure 8.23: Zalesak’s sphere: 2D slice of the initial interface and final interface computed with
the DG method for the different levels of spatial refinement l
Finally, we compute the interface error at t = 0 and t = T for both methods. These errors
are presented in Table 8.28 and Table 8.29. For t = 0 we only observe an order of the interface
t=0 t=T
level error order error order
1 1.0456 e-3 - 3.1174 e-3 -
2 3.8816 e-4 1.43 1.3843 e-3 1.17
3 1.4738 e-4 1.40 1.2587 e-3 0.14
Table 8.28: SUPG: interface error ‖d‖L2(Γh(t)) in Example 5
t=0 t=T
DG solution Cle´ment DG solution Cle´ment
level error order error order error order error order
1 1.0456 e-3 - 1.7477 e-3 - 2.2785 e-3 - 2.5510 e-3 -
2 3.8816 e-4 1.43 5.9435 e-4 2.17 1.2755 e-3 0.84 1.2294 e-3 1.05
3 1.4738 e-4 1.40 1.9818 e-4 1.58 1.3490 e-3 -0.08 1.3267 e-3 -0.11
Table 8.29: DG: interface errors ‖d‖L2(Γh(t)) and ‖d‖L2(Γ˜h(t)) in Example 5
error which is approximately 1.4. However, this is not a contradiction to the error bound hk since
this bound was derived under the assumption that the exact solution of the level set equation is
smooth. Here, the initial level set function is the signed distance function to an interface that is
not smooth. That means the signed distance function is not smooth near the interface. Thus,
the interpolation error of this function is probably not of order 3. As the discretization error
contributes to the interface error, the interface error might have a lower order for non-smooth
functions as in this example. For t = T the interface errors reflect the effects we have already
seen in the visualizations of the interface. The ”order” is approximately 1 for the transition from
l = 1 to l = 2 for both methods. For the transition from l = 2 to l = 3 the order is close to zero
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in the SUPG case and even negative in the DG case. However, as already noted, this is due to
the large time step size compared to the mesh size h.
8.2.6 Conclusions
We summarize the results of the numerical experiments. The first experiment was presented in
Section 6.4 for the SUPG method and in Section 7.4 for the DG method. In this example the
DG method showed the optimal order for the discretization error and the interface error. For
the SUPG method the order was 2.5. The volume error behaved similarly for both methods. To
compare the approximation quality of the methods we can not compare the errors directly as the
number of degrees of freedom on the same grid is much higher for the DG method. Instead, we
consider the log-log plot of the discretization error and the interface error, respectively, against
the number of unknowns, i.e. Figure 8.24. For both errors the SUPG method yields better
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Figure 8.24: Comparison of the errors with respect to the number of unknowns
results for the same number of unknowns. We do not discuss the volume error here as we have
already seen that it is prone to perturbation in the interface position and, thus, computing an
order is not reasonable.
In Example 1a the order of the discretization error is again 3 in case of the DG method and
2.5 in case of the SUPG method. For the same number of unknowns the SUPG method yields,
again, better results for both errors, compare Figure 8.25.
In Example 1b the order is irregular for all errors. This might be due to the design of the
experiment as discussed above. However, here the SUPG method yields better results for the
same number of unknowns again, see Figure 8.26.
In Example 2 and in Example 3 the SUPG method yields better results, see Figure 8.27 and
Figure 8.28.
In Example 4 the vortex velocity field causes the initially spherical interface to develop a
thin tail. As the SUPG method has a smoothing effect the end of this tail disappears for the
coarse grids. On fine grids this effect is less prominent and the resulting interface is reasonably
accurate. In case of the DG method we observe similar effects. In this test case it is difficult
to compare the errors as we used adaptive refinement. However, on the same grid the SUPG
method has less unknowns and still yields slightly better interface errors.
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Figure 8.25: Comparison of the errors with respect to the number of unknowns in Example 1a
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Figure 8.26: Comparison of the errors with respect to the number of unknowns in Example 1b
In Example 5 the sharp edges of the slot are smoothed out by both methods during evolution.
As we fixed the time step size for all l = 1, 2, 3 the results get worse for the finest level of
refinement. A smaller time step size in case of the finer grids might yield better results.
All in all, in most examples the SUPG method yields better results. As this method has less
numbers of unknowns and yield a connected interface, the SUPG method might be a better choice
in many cases. In all tests we performed in this chapter the velocity field was analytically given
and we purposely avoided changes of the approximate level set function such as re-distancing and
volume correction. Theses changes are, however, usually needed in applications. The comparison
of the DG method and the SUPG method in an application, where such method are used, is the
topic of the next chapter.
In all test cases we saw (again) that the number of degrees of freedom in the DG method
is significantly higher compared to the SUPG method. At the same time the structure of the
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Figure 8.27: Comparison of the errors with respect to the number of unknowns in Example 2
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Figure 8.28: Comparison of the errors with respect to the number of unknowns in Example 3
matrices differs. In the SUPG case the structure of the matrices is quite complex. In the DG case
the mass matrix M has a block diagonal structure as the solution on an element K only depends
on the values in K and in the elements that share the faces of K. However, the structure of
the matrix B, that contains the numerical fluxes, depends on the velocity field and is, thus, not
predictable. Hence, neither in the SUPG case nor in the DG case the linear solvers do exploit
any structure of the matrices. The time needed to solve a system of the same size in the DG
case and in the SUPG case is comparable.

Chapter 9
Application - incompressible
two-phase flow problems
In this chapter we investigate the application of the level set method in three-dimensional, in-
compressible two-phase flow problems. Both level set discretization methods, the SUPG level set
method and the DG level set method, are used to approximate the moving interface between the
two immiscible fluids. The two-phase flow problem that we consider is a rising butanol droplet in
water, which is described in more detail in Section 9.4. The rising droplet problem is computed
with the software package DROPS, which is developed at the Chair for Numerical Mathematics
at RWTH Aachen University.
In the literature many papers on multi-phase flow solvers can be found. As our focus is on the
level set method, we only consider some solvers that use the level set method to approximate the
interface. Such solvers are, for instance, described in [SSO94, SF99, vdPSVW05, TE00, OK05,
MR06, MGCR07, vdPSVW08, CCY11]. The governing equations and the level set equation
can be discretized by means of differencing schemes, e.g. in [SSO94, OK05, SF99, vdPSVW08].
However, there are also approaches where finite elements are used. As DROPS is based on finite
element methods, we briefly discuss two other two-phase flow solvers that are based on finite
element discretizations and use the level set method to approximate the interface.
In [TE00] the authors describe a finite element approach for solving two-dimensional multi-
phase flow problems, which is similar to the three-dimensional solver package DROPS. In [TE00]
the velocity in the Navier-Stokes equations is spatially discretized by continuous, quadratic finite
elements on a triangular mesh. The pressure is not solved for explicitly. Instead, the divergence-
free condition is enforced by a penalty method. The time integration is accomplished by means
of an implicit scheme. The level set function is approximated by continuous, quadratic finite
elements. However, the level set equation is discretized on another grid than the Navier-Stokes
equations. The level set grid is obtained by a regular refinement of the Navier-Stokes grid. For the
discretization of the level set equation the SUPG method is used. Initially the level set function
is a signed distance function. As it looses this property during advection, a re-initialization is
computed every time step. To this end the re-initialization method by Sussman et al. [SSO94] is
used. This method is briefly described in Section 9.3.1. The interface is represented as the zero
level of the linear interpolation of the piecewise quadratic level set function on a once regularly
refined grid, i.e. each triangle of the level set grid is divided into four sub-triangles again. The
level set function is then linearly interpolated in the nodes of this refined grid. The zero level
of this piecewise linear function consists of line segments and is an approximation of the zero
level of the piecewise quadratic finite element function. The surface tension force is added to
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the Navier-Stokes equations as a source term and is realized as a line integral over the interface
lines. The surface tension coefficient is assumed to be constant.
Another two-phase flow solver, in which the level set equation is numerically solved by the
classical DG method, is introduced in the series of papers [MRC06, MR06, MGCR07]. In [MR06]
and [MGCR07] the incompressible two-phase flow simulation is three-dimensional. Velocity and
pressure in the Navier-Stokes equation are approximated by continuous, linear finite elements
on a tetrahedral grid. These two quantities are solved for by means of the pressure-stabilized-
Petrov-Galerkin method by Hughes and Franca [HFB86]. The level set function is approximated
by discontinuous finite elements of higher order. Therefore a projection between the velocity
space and the level set space is needed. The interface is represented as a set of triangular and
quadrilateral faces, which are the zero level of a linear interpolation of the level set function.
This interpolation is determined by the recursive contouring algorithm described in [RCMG07].
The algorithm is based on a recursive refinement of the elements, that contain the zero level. At
the same time the shortest distance to the reconstructed interface is computed for the nodes of
the computational mesh. A further re-initialization is not implemented. For time integration a
difference scheme is used. The solver is applied to several two-phase flow problems. In [MGCR07]
the focus is on bubble dynamics. Among other test cases the rise of a single bubble is computed.
In the next section we describe the problem setting of the rising droplet problem, which will
be numerically simulated using DROPS.
9.1 Problem setting
Let Ω ⊂ R3 be an open bounded set. In practice Ω is the computational domain, e.g. a cuboid.
The two fluids contained in Ω are assumed to be incompressible and immiscible. The two fluids
are contained in the sub-domains denoted by Ω1(t) and Ω2(t), respectively. Ω1(t) ∪ Ω2(t) = Ω
holds for every time t ≥ 0. The moving interface between the two fluids is denoted by Γ(t)
and defined as Γ(t) := ∂Ω1(t) ∩ ∂Ω2(t). In general, the two phases have different material
Ω1
Ω2
Γ
nΓ
Ω1
Ω2
Γ
nΓ
Figure 9.1: Examples for two-phase flow problems: oil-droplet in water (left) and falling film
(right)
9.1. PROBLEM SETTING 141
properties. We denote by ρi, i = 1, 2 the densities of fluid 1 and 2. Analogously, µ1 and µ2
denote the dynamic viscosities. In the application we consider the densities and the viscosities
to be constant in each fluid.
9.1.1 Navier-Stokes equations
The governing equations are the incompressible Navier-Stokes equations, which are solved for
the velocity field u and the pressure p. To describe the Navier-Stokes equations for two-phase
flow problems we need to consider the surface tension force, that acts on the interface Γ. Let
τ denote the surface tension coefficient and assume τ to be constant. Let κ denote the local
curvature, which is defined for x ∈ Γ by κ(x) = div nΓ(x), where nΓ denotes the unit normal on
Γ pointing from Ω1 to Ω2. For a function f we define the jump across Γ by
[f ]Γ (x) := lim
h↓0
(f(x− hnΓ(x))− f(x+ hnΓ(x))).
Surface tension is modeled by the coupling condition
[σnΓ]Γ = −τκnΓ on Γ.
σ denotes the bulk stress tensor defined by σ := −pI + µD(u) with D(u) := ∇u + (∇u)T and µ
such that µ = µi in Ωi, i = 1, 2. Then, the Navier-Stokes equations for incompressible two-phase
flow are given by
ρi(
∂
∂tu + (u · ∇)u) = −∇p+ div(µiD(u)) + ρig in Ωi(t), i = 1, 2
divu = 0 in Ωi(t), i = 1, 2, for t ∈ [0, T ]
[σnΓ]Γ = −τκnΓ, [u]Γ = 0, VΓ = u · nΓ on Γ(t)
(9.1)
where g is the gravity force and VΓ denotes the velocity of the interface. Let ∂ΩD denote the
Dirichlet boundary of the domain Ω. We impose Dirichlet boundary conditions u = uD on ∂ΩD
and homogeneous natural boundary conditions on ∂Ω \ ∂ΩD. Furthermore, we need an initial
velocity u0 and an initial interface Γ(0).
Weak formulation
As the Navier-Stokes equations are discretized by finite elements, we need a suitable weak for-
mulation of (9.1). To derive the weak formulation we introduce the following spaces:
V := H1(Ω)3,
V0 := {v ∈ V : v = 0 on ∂ΩD},
VD := {v ∈ V : v = uD on ∂ΩD},
Q := {q ∈ L2(Ω) :
∫
Ω
q dx = 0}.
Furthermore, we consider a “one-fluid” formulation. The idea of the one-fluid formulation is to
rewrite the system of Navier-Stokes equations for the two fluids, that are defined in the sub-
domains only, as Navier-Stokes equations for one fluid defined in the whole domain Ω. Therefore
we define functions ρ(x, t) and µ(x, t) that represent the density and the viscosity, respectively,
in the whole domain Ω. As in general ρ1 6= ρ2 and µ1 6= µ2, these functions jump across the
interface. Due to the definition of the level set function we can use φ as a flag, whether a point
x ∈ Ω is in Ω1(t), in Ω2(t) or on Γ(t), i.e. x ∈ Ω1(t)⇔ φ(x, t) < 0, x ∈ Ω2(t)⇔ φ(x, t) > 0 and
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x ∈ Γ(t)⇔ φ(x, t) = 0. As described before the initial level set function φ0 is the signed distance
function to a given initial interface Γ(0). We choose the sign such that φ0(x) < 0 for x ∈ Ω1(0)
and φ0(x) > 0 for x ∈ Ω2(0). For any time t > 0 the interface Γ(t) is given by the zero level
of φ(·, t), where φ is the solution of the level set equation (3.2). Accordingly, Ω1(t) consists of
all points x ∈ Ω where φ(x, t) < 0, and Ω2(t) = {x ∈ Ω : φ(x, t) > 0}. Let H be the Heaviside
function
H : R→ R, H(Ψ) =

0 Ψ < 0
1
2 Ψ = 0
1 Ψ > 0
. (9.2)
Then, we can define the density and viscosity in the whole domain by
ρ(x, t) = ρ(φ) := ρ1 + (ρ2 − ρ1)H(φ(x, t))
µ(x, t) = µ(φ) := µ1 + (µ2 − µ1)H(φ(x, t)).
Using this representation of the material properties in the whole domain we define the bilinear
forms
m : V ×V→ R; m(u,v) :=
∫
Ω
ρuv dx,
a : V ×V→ R; a(u,v) := 1
2
∫
Ω
µ tr(D(u)D(v)) dx,
b : V ×Q→ R; b(v, q) := −
∫
Ω
q divv dx,
and the trilinear form
c : V ×V ×V→ R; c(w; u,v) :=
∫
Ω
ρ(w · ∇u)v dx.
The linear functional
fΓ : V→ R; fΓ(v) := −
∫
Γ
τκnΓ · v ds
is used for the weak formulation of the coupling condition [σnΓ]Γ = −τκnΓ, cf. [GR11], Chapter
6.1. Using the representation of the material properties in the whole domain and defining the
interface by means of the level set method, we can describe the two-phase flow problem in Ω by
the weak formulation
Find u(t) ∈ VD with u(0) = u0, p(t) ∈ Q, φ(t) ∈C1([0, T ]; L2(Ω)) ∩ C([0, T ]; W(φD))
with φ(0) = φ0 such that for almost all t ∈ [0, T ]
m(
∂
∂t
u,v) + c(u; u,v) + a(u,v) + b(v, p) = (ρg,v)L2(Ω) + fΓ(v) ∀v ∈ V0
b(u, q) = 0 ∀q ∈ Q
(
∂
∂t
φ, v)L2(Ω) + (u · ∇φ, v)L2(Ω) = 0 ∀ v ∈ L2(Ω)
(9.3)
The time derivative of the velocity ∂∂tu has to be taken in a suitable weak sense. For more details
we refer to [GR11], Chapter 2.2.3. The last equation in (9.3) gives the interface representation
due to the level set method. For a definition of the function space for the level set unknown see
Section 3.2.
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9.2 Numerical methods
The software DROPS, which is developed at the Chair for Numerical Mathematics at RWTH
Aachen University, provides a finite element method for solving the incompressible two-phase
flow model (9.3). DROPS is written in C++. A detailed description can be found in [Gro08],
Chapter 9.
This two-phase flow solver is based on an adaptive, multilevel, tetrahedral triangulation of
the computational domain. The tetrahedral mesh is refined l-times in a neighborhood of the
interface, l ∈ N denotes the level of refinement. As the interface moves the refined region
is adapted by means of a refine-and-coarsen strategy. The multilevel refinement ensures that
the finite element spaces on all triangulations are nested. Furthermore, the refine-and-coarsen
strategy is constructed in such a way, that there are no hanging nodes and all triangulations are
consistent and stable. For more details see [Gro08], Chapter 3. Figure 9.2 shows a 2D sketch
of a typical grid. The grid is refined four times in a neighborhood of a circular interface. This
grid is the initial grid used in Section 9.4. The velocity is approximated by a P2 finite element
Figure 9.2: 2D sketch of a typical grid - level 4 refinement in a neighborhood of a circular inter-
face
function and the pressure by a P1 finite element function or a P1X (extended finite elements,
cf. Section 9.2.3 below) function. The P2-P1 Taylor-Hood finite element (velocity-pressure) is
known to be LBB stable. The stability of the pair P2-P1X is still an open problem. More details
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can be found in [GR11], Chap. 7.9.2 - 7.9.5.
The level set function is discretized by quadratic finite elements. If the SUPG method is used,
the finite element approximation is continuous. In case of the DG method it is discontinuous.
As the zero level of a piecewise quadratic function is not easy to compute, the zero level of
the linear, nodal interpolation Ih(φh) of the piecewise quadratic level set function φh is used to
represent the interface. The level set function is linearly interpolated in its degrees of freedom.
This is equivalent to interpolating it on a once regularly and uniformly refined mesh. However,
there is no need to store this mesh. The zero level of the piecewise linear function is denoted
with Γh. That means we define
Γh := {x ∈ Ω : Ih(φh)(x) = 0}. (9.4)
In case of the SUPG method the approximate level set function φh is interpolated. In case of
the DG method we use the continuous Cle´ment-interpolation of φh to define the interface. The
zero level of the piecewise linear function consists of planar segments. These planar segments
are triangles or quadrilaterals. As a quadrilateral can be divided into triangles, the interface can
be represented as a set of triangular faces.
As the systems resulting from the discretization of the Navier-Stokes equations are stiff,
implicit time stepping schemes are used for the time integration. Two classes of implicit schemes
are available, the one-step theta scheme and the fractional-step scheme. For the simulations of
the rising butanol droplet in Section 9.4, we used the theta scheme with θ = 0.5, which is the
Crank-Nicolson scheme. This scheme is applied to the whole coupled system (9.3).
In each time step the coupled system (9.3) is solved iteratively. The Navier-Stokes equations
and the level set equation are decoupled by means of a fixed point approach using a Gauss-
Seidel-like iteration. First, the level set equation is solved for the level set function. Then, a
new velocity is computed by solving the Navier-Stokes equations with the new level set function.
That means we set φ
(0)
n+1 and u
(0)
n+1. In the k-th iteration we obtain u
(k)
n+1 → φ(k+1)n+1 → u(k+1)n+1 .
This iteration is repeated until the residual is small enough. The convergence of the fixed point
iteration is in general rather slow. To accelerate it, a Broyden method is used. Modifications of
the level set function, such as re-initialization or volume correction (see below) are accomplished
during the fixed point iteration after solving the level set equation, but before solving for the
new velocity. This ensures that the solutions are still consistent. Figure 9.3 shows a sketch of
the different components of DROPS.
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Figure 9.3: Sketch of the two-phase flow solver package DROPS
In the next sections we briefly explain some key components used in the DROPS solver, that
are closely related to the level set method. For a detailed treatment of the numerical methods
used in DROPS we refer to [GR11]. In Section 9.2.1 we briefly address the volume correction
which might be needed in order to conserve mass as discrete level set methods often do not have
a good mass conservation property. In Section 9.2.2 we consider the discretization of the surface
tension force as this force acts on the interface which is defined by the level set function. In
Section 9.2.3 we explain the concept of extended finite elements (XFE) which are used for the
discretization of the pressure. The XFE space also depends on the moving interface. Finally, in
Section 9.3 we treat the re-initialization of the level set function in more detail. This methodology
is usually needed as, in general, the level set function looses the signed distance property during
evolution.
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9.2.1 Volume correction
The discrete level set method is not mass conserving. During advection the approximate interface
moves such that the volumes of the fluids, in general, differ from their initial volumes, i.e. there
is mass loss/gain. A re-initialization of the level set function usually perturbs the interface and
is an additional source for mass loss/gain. There are different remedies to this problem. The
hybrid methods described in Section 2.6 combine the level set method with other methods like the
volume of fluid method [SP00, YJL+06, vdPSVW08] or additional marker particles [EFFM02]
to improve the conservation properties.
In DROPS a very simple volume correction method is implemented. In every time step the
actual volume that is enclosed by Γh(t) is computed and compared with the volume Vol(Ω1,h(0))
enclosed by the initial approximation Γh(0). Then the volume is corrected by shifting the level
set function, such that the volume enclosed by the new interface coincides with Vol(Ω1,h(0)).
Suppose the level set function is an approximated signed distance function. This is a reasonable
assumption as the level set function is re-initialized if the signed distance property is strongly
violated. Shifting the zero level of φh over the distance d, d ∈ R, in outward normal direction
can be realized approximatively by computing the shifted function φh− d. Thus, by shifting the
level set function the enclosed volume can be corrected. To find d one has to solve the scalar
equation Vol({x ∈ Ω : (φh − d)(x) ≤ 0}) − Vol(Ω1,h(0)) = 0, cf. [GRR06, Gro08, GR11]. This
methodology works well if there is only one droplet. It does, however, not work well if several
droplets with different diameters are located in the computational domain.
9.2.2 Surface tension force
The representation of the approximate interface also affects the discretization of the coupling
condition. In the weak formulation (9.3) the coupling condition is transformed into a surface
tension functional fΓ(v), v ∈ V, which is added to the momentum equation as a source term.
We exploit the Laplace-Beltrami characterization of the mean curvature, i.e.
κ(x)nΓ(x) = ∆ΓidΓ(x), x ∈ Γ,
and partial integration to derive the following alternative version of the surface tension functional:
fΓ(v) = −τ
∫
Γ
∇ΓidΓ · ∇Γv ds, v ∈ V.
Here, ∇Γ denotes the tangential derivative, i.e. ∇Γ = P∇ with P = I−nΓnTΓ , and ∆Γ = ∇Γ ·∇Γ
is the corresponding surface Laplacian. Instead of integrating over the interface Γ we have to
integrate over Γh, which is the zero level of the linear interpolation of φh. Furthermore, we apply
a Galerkin discretization, in which we restrict to the finite element approximation vh ∈ Vh. Vh
denotes the finite element space for the velocity approximation. In our application Vh is the
space of continuous, quadratic finite elements. This results in the following expression for the
discrete surface tension functional:
fΓh(vh) = −τ
∫
Γh
∇Γh idΓh · ∇Γhvh ds, vh ∈ Vh.
We introduce the orthogonal projection Ph(x) := I − nh(x)nh(x)T , where nh is the outward
pointing normal on Γh. Using the fact that ∇Γh idΓh = Ph∇idΓh holds, we obtain
fΓh(vh) = −τ
∫
Γh
Ph∇idΓh · ∇Γhvh ds, vh ∈ Vh.
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An improved discretization is obtained by defining an alternative orthogonal projection based
on a different unit normal, n˜h(x) :=
∇φh(x)
‖∇φh(x)‖2 , which coincides with the unit normal on the zero
level of the piecewise quadratic level set function φh for x ∈ {x ∈ Ω : φh(x) = 0}. However, n˜h
is defined for all x with ∇φh(x) 6= 0. Thus, we can define P˜h(x) := I − n˜hn˜Th for x ∈ Γh and
substitute Ph by P˜h, which leads to the alternative discrete surface tension force functional
f˜Γh(vh) = −τ
∫
Γh
P˜h∇idΓh · ∇Γhvh ds.
The discretization f˜Γh of the surface tension force has an error bound of order O(h) whereas the
former version fΓh has an error bound of O(
√
h), cf. [GR11], Chapter 7.6. A proof was presented
in [GR07b] and can also be found in [GR11], Chapter 7.7.
9.2.3 Finite element discretization of the velocity and pressure variable
In DROPS the velocity variable is discretized by continuous quadratic finite elements. However,
the discretization of the pressure variable is more delicate as the pressure is discontinuous across
the interface. This is due to the presence of the surface tension forces in the two-phase flow model
we consider, cf. [LL97, GR07a, GR11]. In [GR07a] it is shown, that the approximation error in
the L2-norm for a discontinuous function, that is approximated by standard finite elements, can
not be better than O(√h) independent of the polynomial degree. An improvement is obtained by
the extended finite elements (XFE). Extended finite elements are not related to two-phase flow
problems, but a general tool for the approximation of discontinuous functions. XFE methods
are, for instance, also used in crack growth problems, cf. [BB99, MDB99, DMB00, MGB02].
We briefly sketch the idea in the context of our two-phase flow model, which can be found in
detail in [GR11], Chapter 7.9. The idea is to enrich the standard finite element space Qh (in this
case the space of continuous piecewise linear polynomials) by additional basis function qXj , that
allow the construction of a function, that is discontinuous across the interface. These additional
basis functions are only needed close to the interface. Let qj denote the nodal basis functions of
the pressure finite element space Qh and let J be the set of the indices, i.e. J = {1, ..., n}, with
n := dim(Qh). Let VΓ denote the set of degrees of freedom that belong to the set of tetrahedra,
that are intersected by the interface. Furthermore, let JΓ ⊂ J denote the corresponding indices,
i.e.
JΓ := {j ∈ J : meas2(Γ ∩ supp qj) > 0}.
Let H denote the Heaviside function defined in (9.2). We define the enrichment functions
ωHj (x) := H(φ(x))−H(φ(xj)) for all j ∈ JΓ. Then,
qXj := qjω
H
j , j ∈ JΓ,
is an additional basis function with qj(xi) = 0 for all i ∈ J . Thus, the support of qXj is a subset
of T Γh . The space
QXh := Qh ⊕ span{qXj : j ∈ JΓ}
is the extended finite element space. Note that qXh depends on the position of the interface and,
therefore, has to be updated every time the interface moves. Moreover, its dimension may vary.
In practice the approximate interface Γh instead of Γ is used to construct Q
X
h . In DROPS Qh
is the space of continuous, linear finite elements and QXh is the corresponding extended finite
element space. In the simulation presented in Section 9.4 we use QXh to discretize the pressure
variable.
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9.3 Re-initialization
When the level set function is advected, due to deformations produced by the velocity field it
looses the property of being a signed distance function. However, one wants the level set function
to be an approximate signed distance function for several reasons. First, in our case the interface
is sharp. It is defined as the zero level of the level set function. Finding the zero level would be
ill conditioned if the gradient of φ is close to zero. This would also affect the computation of the
surface tension force and of the basis functions of the extended finite element space, that is used
to approximate the pressure. Second, if the gradient is very large, the transport of the level set
function is prone to numerical errors. Third, the distance to the approximate interface is used
in the adaptive refinement algorithm, where only the tetrahedra that are closer to the interface
than a given tolerance are marked for refinement.
The idea of re-initialization methods is to construct a signed distance function which has
the same zero level as the level set function. In practice it is often not possible to compute
an exact signed distance function to a given interface. Thus, an approximate signed distance
function is constructed. This approximate signed distance function is also called re-initialization.
Furthermore, the zero level of the re-initialization does usually not coincide with the zero level
of the level set function before re-initialization. Thus, re-initialization methods perturb the
interface. In case of the DG method the re-initialization of the Cle´ment interpolation is computed
and the DG-level set function is replaced by this continuous approximate signed distance function.
There are several methods that reconstruct an approximate signed distance function to a
given interface. Two methods, that are based on solving the Eikonal equation
‖∇Ψ‖2 = 1,
Ψ(x) = 0, ∀x ∈ {x ∈ Ω : φ(x) = 0}, (9.5)
are introduced in the next two sections. The solution (in a suitable weak sense) of the Eikonal
equation (9.5) is the signed distance function to the zero level of φ(·). For existence and unique-
ness results we refer to the literature. Theory on so called viscosity solutions of Hamilton-Jacobi
equations can be found in [CL83, CEL84]. As the Eikonal equation is of Hamilton-Jacobi type,
this theory can be applied to it.
9.3.1 PDE-based method
In [SSO94] the authors introduce a re-initialization method, that is based on solving
∂
∂t
Ψ = S(φ)(1− ‖∇Ψ‖2), t ≥ 0, x ∈ Ω
Ψ(x, 0) = φ(x)
(9.6)
to steady state. φ is a given level set function. In general, φ is not a signed distance function. S
denotes the sign function. Often S is substituted by a smoothed sign function Sα(z) =
z√
z2+α2
,
α > 0. The steady state solution fulfills Ψt = 0 which is equivalent to ‖∇Ψ‖2 = 1, i.e. the steady
state solution of (9.6) is a distance function. According to the initial condition Ψ(x, 0) = φ(x)
and S(0) = 0 the zero level of Ψ coincides with the zero level of φ for all times. Due to the factor
S(φ), Ψ has the same sign as φ. Hence, the steady state solution is the signed distance function
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to the interface defined by φ = 0. We can rewrite (9.6) as
∂
∂t
Ψ + w · ∇Ψ = S(φ),
w = S(φ)(
∇Ψ
‖∇Ψ‖2 ).
(9.7)
w is a unit normal vector to the interface as Ψ is a level set function for Γ. Thus, the characteristic
direction is perpendicular to the interface, where the direction is determined by the sign of the
level set function φ. (9.7) is a non-linear hyperbolic equation. It can be discretized, for instance,
by means of a differencing scheme. This is done in [SSO94]. For a detailed description of this
method see [SSO94]. Note that the numerical solution may change the position of the interface
although the zero level of the exact solution to (9.6) is the zero level of φ. There are approaches
to correct this undesired movement of the interface, which can also lead to mass-loss, see, for
example, [SF99].
9.3.2 Fast Marching Method
In [Set96] Sethian introduced the fast marching method. On a rectangular grid the Eikonal
equation is solved approximatively using a geometrical approach. An approximate signed dis-
tance function to a given interface is successively build in characteristic directions starting at
the interface. A similar method is introduced in [KS98] by Kimmel and Sethian for triangular
grids. A further description of these algorithms can be found in [Set99, OF03b]. In our finite
element setting the distances are computed using the linear representation Γh of the interface.
However, the algorithmic structure is similar. Here, we outline the Fast Marching method, which
is used in DROPS to re-initialize the level set function. Detailed descriptions can be found in
[GRR06, Gro08, GR11]. First, some notation has to be introduced. Consider the P2-finite ele-
ment function φh and its linear interpolation Ih(φh). Let V be the set of all degrees of freedom
of φh, i.e.
V :=
⋃
K∈Th
L2(K),
where L2(K) denotes the principal lattice of order 2, cf. (4.3). Note that V are the vertices of
the once regularly refined triangulation T ′h. For v ∈ V, T ′(v) is the set of all tetrahedra in T ′h,
that share the node v, and N (v) is the set of all neighboring nodes, i.e.
N (v) :=
 ⋃
K∈T ′(v)
L1(K)
 \ {v}.
Let T Γh denote the set of all tetrahedra in T ′h, which are intersected by Γh, i.e.
T Γh := {K ∈ T ′h : K ∩ Γh 6= ∅}.
Analogously, we define the set T Γh (v) of tetrahedra in T ′(v), which are intersected by Γh, i.e.
T Γh (v) := T Γh ∩ T ′(v).
Denote by VΓ the set of all frontier nodes, that means all nodes, that belong to a tetrahedron in
T ′h, which is intersected by Γh:
VΓ :=
⋃
K∈T Γh
L1(K).
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The algorithm is divided into two steps, the initialization step and the propagation step. During
the initialization step the distance to the approximate interface Γh is computed for all v ∈ VΓ.
The distances are calculated using an orthogonal projection.
Computing distances An approximation of the exact distance can be achieved using an
orthogonal projection. Let v ∈ VΓ and S ∈ T Γh (v) with FS := S ∩Γh 6= ∅. FS is either a triangle
or a quadrilateral. Let W denote the plane, that contains FS , and p the orthogonal projection
of v onto W . If p ∈ FS , the exact distance of v to FS is dist(v, FS) := ‖v − p‖2. Otherwise, find
the point q ∈ ∂FS with the property
‖p− q‖2 = min
x∈∂FS
‖p− x‖2.
Then, dist(v, FS) := ‖v−q‖2. The distance from v to the interface Γh can, then, be approximated
by
d˜ist(v,Γh) := min{dist(v, FS) : S ∈ T Γh (v), FS 6= ∅}. (9.8)
Note that this approximation can be made more accurate, if one uses a larger neighborhood. In
DROPS there are two choices of the neighborhood available. One is T Γh (v) and the other, larger
neighborhood is T 2(v) ∩ T Γh , where T 2(v) is defined by
T 2(v) := {K ∈ T ′h : L1(K) ∩ L1(T ′(v)) 6= 0}.
Propagation In the propagation step the distances of the remaining nodes are updated starting
with the neighboring nodes of VΓ and then marching outwards successively. In this way the
algorithm determines an approximate distance d˜ist(v,Γh) for all v ∈ V. In detail the algorithm
is as follows:
Divide V into a set Vˆ of finalized nodes, where a distance has already been computed, and a set
A of active nodes, that have a neighboring node in Vˆ, i.e.
A := {v ∈ V \ Vˆ : N (v) ∩ Vˆ 6= 0}.
The remaining nodes are S = V \ (Vˆ ∪ A). At the end of the initialization step the finalized set
is Vˆ0 = VΓ. Now, a tentative distance d˜(v) is computed for all v ∈ A using the distances at the
nodes w ∈ Vˆ that have already been computed. If A is not empty there exists a tetrahedron
K ∈ T ′h(v) with V(K)∩ Vˆ 6= ∅. In this intersection there can be one, two or three nodes. If there
is only one node w ∈ V(K) ∩ Vˆ, the tentative distance to K is defined as
dK(v) := d˜ist(w,Γh) + ‖v − w‖2.
If there are two or three nodes, denote them with wi, i = 1, 2(, 3) and use the orthogonal
projection. Let W be the line (plane) through the nodes wi and p the orthogonal projection
of v onto W . Furthermore, let p2 denote the orthogonal projection of p onto the convex hull
conv{wi : i = 1, 2(, 3)} of the nodes wi, which is a line segment or a triangle. Note that p2 = p
if p ∈ K. For p /∈ K the construction of the projection p2 is shown in Figure 9.4. Then, the
distance between v and K is defined by
dK(v) := d̂ist(p2,Γh) + ‖v − p2‖2
where d̂ist(p2,Γh) is determined by linear interpolation of the known values d˜ist(wi,Γh). After
computing dK(v) for all K ∈ T Γh (v) with V(K) ∩ Vˆ 6= ∅ the tentative distance d˜(v) of v to Γh is
9.3. RE-INITIALIZATION 151
b
b
w1
w2
p2 = w1
p2 = w2
(a) Two nodes
b b
b
b
b
w1 w2
w3
p2
p
p2 = w1 p2 = w2
p2 = w3
(b) Three nodes
Figure 9.4: Geometrical construction of the orthogonal projection p2
set to the minimum of these values.
When the tentative distances have been assigned to every v ∈ A, a heap sort technique is used to
find vmin ∈ A with d˜(vmin) = minv∈A d˜(v). d˜(vmin) is accepted, i.e. d˜ist(vmin,Γh) = d˜(vmin). If
vmin is not unique, one of the minimal nodes is chosen arbitrarily. The data structure representing
A is updated to keep the heap structure. The finalized set and the active set are updated, i.e.
Vˆ := Vˆ ∪ {vmin},
A := A ∪N (vmin) \ Vˆ.
The algorithm is repeated as long as A 6= ∅. As we assume that all nodes in V are connected,
at the end we have Vˆ = V. Thus, the algorithm determines d˜ist(v,Γh) for all v ∈ V. Denote
with M the number of all grid points. As a heap sort technique is used to find vmin, the Fast
Marching Algorithm has a worst case run time of O(M logM), cf. [Set99].
152 CHAPTER 9. APPLICATION
9.4 Numerical Results - rising droplet
A benchmark problem in two-phase flow simulations is the rising droplet problem. A droplet of
one phase rises in another phase due to buoyancy effects. This phenomenon occurs for several
liquid-liquid or gas-liquid systems. Here, we consider an n-butanol droplet in water. Another
system is, for instance, toluene-water, cf. [GR11]. Rising bubble problems for a gas bubble in a
liquid phase can be found, for example, in [OIYS05, OTYS08, SO09].
The rising n-butanol droplet in water was extensively studied in [BGG+10]. The authors
present a validated simulation of this rising droplet problem with the software package DROPS.
The numerical results are compared to experimental data and empirical models. At t = 0 the
droplet is a sphere with diameter d. While the droplet rises it changes its shape. The droplet
shape developed in time depends on the diameter d. The numerical simulations of n-butanol
droplets with different diameters are in accordance with empirical criteria for the droplet state
known in the literature. The rise velocity of the droplet in the simulations is close to the rise
velocity measured in the experiments. It was found that simulations, where the XFEM pressure
space QXh , introduced in Section 9.2.3, was used, produced much better results than simulations
where the standard finite element space Qh was used. Furthermore, simulation parameters as
the mesh size, the time step size, initial and boundary conditions and the distance between the
walls of the computational domain and the droplet interface, influence the numerical results.
Finally, the authors conclude that the software package DROPS is a reliable tool for simulating
the behavior of buoyancy-driven droplets.
In [Reu12] an overview of finite element methods for the numerical simulation of two-phase
incompressible flow is presented. As an example of a two-phase flow simulation the rising n-
butanol droplet simulation discussed in [BGG+10] is described in detail. In [SF12] the authors
introduce a stable XFE method, that yields a system matrix with a better condition number than
the standard XFE method. This stable XFE method is used for the discretization of the pressure
in the framework of incompressible two-phase flow problems. The rising n-butanol droplet is used
as a test case.
To compare the SUPG and the DG discretization of the level set equation in a two-phase flow
application, we run the n-butanol simulation with the simulation parameters given in [Reu12].
The computational domain Ω is the cuboid
Ω = [0, 12 e-3]× [0, 30 e-3]× [0, 12 e-3]m3.
A single n-butanol droplet is located inside Ω. The second liquid is water. Table 9.1 shows
the material properties of this system. Initially, the droplet is a sphere with diameter 2mm
quantity (unit) n-butanol water
ρ (kg/m3) 845.4 986.5
µ (kg/ms) 3.281 e-3 1.388 e-3
τ (N/m) 1.63 e-3
Table 9.1: Material properties of the n-butanol/water system
and center m = (6e-3, 3e-3, 6e-3). The initial velocity is zero in Ω. Due to buoyancy effects the
droplet starts to rise in x2-direction. For the initial triangulation Ω is divided into 4 × 10 × 4
sub-cubes. Each of them is further divided into six tetrahedra. The mesh is refined four times
in a neighborhood of the interface using the adaptive refinement algorithm. That means the
refinement zone moves with the droplet. Thus, the grid is updated during the simulation by
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means of the refine and coarsen strategy. For the time discretization we use the Crank-Nicolson
scheme with time step size 10−4 and run the simulation until T = 0.5 s. During the computation
there is the need to re-initialize the level set function whenever the norm of its gradient is lower
than a given lower tolerance or higher than a given upper tolerance. In case of the DG method
we re-initialize the Cle´ment-interpolation of the DG-solution and substitute the DG-solution
by this re-initialization before we continue the computation. As discrete level set methods are
usually not mass-conserving we apply the volume correction strategy described in Section 9.2.1
in every time step to obtain a physically meaningful result. The simulations run with the SUPG
method and the DG method are compared with respect to the rise velocity and the droplet
shape. The maximal rise velocity is 55.46mm/s for the SUPG method and 55.54mm/s for the
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Figure 9.5: Rising butanol droplet: velocity against time
DG method. In [BGG+10] the calculated sedimentation velocity for a droplet of this size is
57mm/s. In [GR11] the rising butanol problem is computed with the backward Euler scheme
instead of the Crank-Nicolson scheme. In this case the rise velocity is 53mm/s. Figure (9.5)
shows the magnitude of the velocity in x2-direction against the time for both methods. The
graphs are almost identical. Hence, the SUPG method as well as the DG method yield reliable
results.
Figure 9.6 shows the butanol droplet at T = 0.5 s for both simulations. The underlying color
represents the magnitude of the velocity field. Figure 9.7 shows a 2D-slice of both interfaces. The
black line represents the SUPG-interface and the blue line the DG-interface. The droplet shapes
are very similar. In both cases the initial spherical droplet has become an ellipsoid. This is also
in accordance with the description of the droplet shape depending on the droplet diameter given
in [BGG+10]. Droplets with a diameter beyond 1mm are expected to develop an ellipsoidal
shape. However, the position of the droplet differs.
Furthermore, we consider the number of unknowns for the initial triangulation and compare
the number of re-initializations performed during the computation. These numbers are given in
Table 9.2. In the DG simulation the number of level set unknowns is significantly higher than in
the SUPG simulation. Also the number of velocity unknowns is small compared to the number
of level set unknowns in the DG simulation. The number of pressure unknowns depends on the
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(a) SUPG (b) DG
Figure 9.6: Droplet at T = 0.5 s for the SUPG simulation and the DG simulation
interface Γh as we use XFE-functions to discretize the pressure. Thus, we obtain a different
number of unknowns for the SUPG simulation than for the DG simulation. The first number of
pressure unknowns in Table 9.2 is for the SUPG simulation, the second for the DG simulation.
Compared to the Navier-Stokes solver solving the level set system is cheap and fast. In case of the
SUPG simulation it needs less than 10% of the computing time and in case of the DG simulation
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Figure 9.7: 2D-slice of the interfaces at T = 0.5 s
level set Navier-Stokes
SUPG DG velocity pressure
number of unknowns 33863 297920 98487 5175/5187
number of re-initializations 54 36 - -
Table 9.2: Number of unknowns and number of re-initializations
it needs about 30% of the computing time. To obtain comparable results concerning the velocity
and pressure we used the same mesh in both simulations. The number of reinitializations is
slightly smaller for the DG method. Compared to the number of time steps, i.e. 5000, the
reinitialization was not performed very often in both cases.
To compare the mass conservation properties of the SUPG level set method and the DG level
set method we run the same experiment again, but without volume correction. Now, we measure
the volume of the approximate droplet at the beginning and at the end of the computations.
These volumes are given in Table 9.3. In this simulation the butanol droplet lost about 11%
SUPG DG
initial volume (mm3) 4.170 4.189
final volume (mm3) 3.712 4.485
relative error 1.1 e-1 7.1 e-2
Table 9.3: Comparison of the volume conservation properties of the SUPG level set method and
the DG level set method for a rising butanol droplet
of its volume for the SUPG level set method and gained about 7.1% of its volume for the DG
method. The initial volumes differ slightly due to the different finite element spaces that are
used. In this simulation the DG method shows slightly better volume conservation properties.
However, it is not easy to decide whether the DG method is the better choice for the simulation
of a rising butanol droplet as the number of unknowns is higher.

Chapter 10
Discussion
In this thesis we compared two finite element discretizations of the level set equation, the SUPG
method and a DG method with upwind flux. Level set methods are often used to capture the
interface in multi-phase flow problems and combustion problems. The discretization of the level
set equation can be accomplished by finite differences, finite volume methods or finite element
methods. Our focus was on finite element methods. We used the method of lines, i.e. we first
applied the spatial discretization by means of finite element methods and then the temporal
discretization by means of the Crank-Nicolson scheme. We studied two possible finite element
methods.
The first method uses continuous finite element functions as trial and test functions. As the
standard Galerkin approach applied to the level set equation does not provide a stable method,
the SUPG method was chosen as a stabilization. In the SUPG method a stabilization parameter
has to be chosen, which can be regarded as a drawback. The DG method uses discontinuous
finite element functions as trial and test functions. This choice results in linear systems that are
very large compared to those of the SUPG method. However, the numerical flux function, here
the upwind flux, ensures stability of the method. Thus, we do not need to choose a parameter.
Furthermore, the support of the test and trial functions is located on single elements K of
the triangulation Th. Thus, for a parallel code only communication across the faces of the
triangulation is needed.
Both methods are known in the literature and used for the spatial discretization of the level
set equation. An error bound for the discretization error of the SUPG method combined with
the Crank-Nicolson scheme in time was proven in [Bur10] under the assumption that the velocity
field does not depend on time. An analogous analysis for the DG method is presented in this
thesis. A main topic of this thesis is a systematic comparison of these methods. We compared
the two methods with respect to the theoretical discretization error bounds and the interface
error bounds. An error bound for the volume error is only available in case of the SUPG method
and the Cle´ment-interpolation of the DG-solution. The theoretical error bounds are of the same
order, namely hk+
1
2 + ∆t2 for the L2-norm of the discretization error and h
k for the L2-norm
of the interface error and the volume error. In the derivation of the interface error bound and
the volume error bound the time step size was assumed to be sufficiently small such that the
discretization error is dominated by the spatial error of order hk+
1
2 .
Furthermore, we compared the methods in numerical experiments where the level set function
was advected by a prescribed velocity field. In all experiments the polynomial degree of the finite
element approximation of the level set function was k = 2. The first experiment was designed
such that the assumptions needed for the derivation of the error bounds are fulfilled. In this
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test case the DG method converged with order 3 although the error bound only predicts the
order 2.5. The SUPG method converged with order 2.5. As the level set function is usually
initialized with a signed distance function, we also performed tests where we initialized the level
set function accordingly. We divided these tests into two groups.
In the first group of experiments the exact solution φ was not globally smooth, but smooth
close to the interface. Although it is not clear whether the theory also applies on sub-domains
of Ω, we computed the L2-norm of the discretization errors on suitable sub-domains where φ is
smooth and the interface errors. We compared the magnitude of the discretization error and the
interface error in relation to the number of unknowns. In this comparison the SUPG method
yielded better results.
In the second group of tests we focused on the interface error. The reversible vortex test case
was performed to compare the approximation properties of the two methods when the interface
develops thin filaments. Here, the interface errors of the SUPG method were slightly better
than those of the DG method. However, the visualization of the interfaces showed that the two
methods yield similar results. Zalesak’s sphere test case was used to compare the methods in
cases where the interface is not smooth, but has sharp edges and corners with high curvature.
We observed that the edges are smoothed out by both methods. Again the results are similar.
As the linear systems in the DG method are larger than those in the SUPG method, the SUPG
method is the better choice in these two test cases.
Finally, we compared the two methods in a two-phase flow simulation performed with the
software package DROPS. As an application we chose a rising droplet problem. A butanol droplet
rises in water due to buoyancy effects. To compute the movement of the droplet efficiently we
used the adaptive refinement strategy implemented in DROPS. Furthermore, we used the Fast
Marching Method to compute a re-initialization of the level set function from time to time.
To obtain physically meaningful results it was necessary to correct the volume of the droplet
during the computation as the droplet shrinks due to numerical errors in the level set method
and the Navier-Stokes solver. The two level set discretization methods yield very similar results
concerning the velocities at the end time of the simulation and the droplet shapes. To compare
the mass conservation properties of the SUPG level set method and the DG level set method we
run the same experiment again, but turned off the volume correction. We measured the volume
of the approximate droplet in the beginning and in the end of the computation. Here, the droplet
lost about 11% of its initial volume for the SUPG method and gained about 7.1% of its initial
volume for the DG method.
Whether the SUPG method or the DG method is better suited for two-phase flow simulations
is not easy to decide. On the one hand the DG method showed the optimal order of convergence
for the discretization error in the test case, where the assumptions needed for the derivation of
the error bound are fulfilled, and slightly better volume conservation properties in the simulation
of the rising butanol droplet. On the other hand the SUPG method was more efficient regarding
the discretization error and the number of unknowns in the test cases where the velocity field
was prescribed. Solving the level set equation is computationally cheap compared to solving the
Navier-Stokes equations. Thus, the increased number of unknowns in the DG method is not an
important drawback. However, one could solve the level set equation with the SUPG method on
a once refined mesh. This would yield a comparable number of unknowns and at the same time
probably a more accurate approximation. A drawback of the SUPG method is the streamline
diffusion parameter which has to be chosen. Both methods are capable of resolving complicated
interface shapes such as thin filaments and regions with high curvature. An significant difference
between the two methods is the representation of the interface. While a connected exact interface
is approximated by a connected interface for the SUPG method due to the continuity of the finite
element function, the DG-interface is usually disconnected. To avoid problems in the Navier-
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Stokes solver we used a continuous approximation of the discontinuous finite element level set
function and define a connected interface as the zero level of this continuous function. We
summarize the advantages and disadvantages of the two methods in Table 10.1.
SUPG DG
number of unknowns X ×
scaling parameter × X
volume conservation × X
representation of the interface X ×
Table 10.1: Advantages (X) and disadvantages (×) of the SUPG level set method and the DG
level set method
We outline a few open problems related to the discretization of the level set equation that we
believe are interesting topics for future research.
Analysis for time-dependent velocity fields The analyses of the SUPG method and the
DG method applied to the level set equation only hold for time-independent velocity fields.
Error bounds for the discretization error of the fully discrete problems in case of time-dependent
velocity fields are not known in the literature so far. However, in applications the velocity field
usually depends on time. Thus, this more general case is of major interest.
Numerical experiments with higher order finite elements The theoretical results hold
for an arbitrary polynomial degree k ∈ N. However, in this thesis we only performed numerical
experiments with quadratic finite elements. To compare the methods for higher order finite
elements could improve the understanding of the differences between the methods.
Improved error bound for the volume error The volume error is prone to perturbations
of the interface position and due to cancellation effects the error bound for the volume error is
pessimistic. To study volume conservation properties of discrete level set methods in a finite
element setting an improved error bound would be helpful.
Higher order re-initialization methods Usually there is the need to re-establish the signed
distance property of the level set function during evolution in multi-phase flow simulations. In
general, re-initialization methods change the interface position due to numerical errors. This
might lead to mass loss. Moreover, the order of convergence is destroyed. That means, even
if higher order finite elements are used to discretize the level set equation, the overall order
is low due to the error caused by the re-initialization. Thus, to avoid re-initialization or to de-
rive a higher order re-initialization method are important topics concerning the level set equation.
Reconstruction of the zero level of a discontinuous finite element function We defined
the interface as the zero level of the level set function. For the DG method this definition results
in a disconnected interface. Whenever we needed a connected interface, we used the zero level
(or an approximation of the zero level) of the Cle´ment-interpolation of the DG level set function,
which is a continuous finite element function. Another definition or reconstruction strategy of the
interface in the DG case could save the application of the Cle´ment-interpolation, which always
introduces additional errors.
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Cle´ment-interpolation For the definition of a connected interface, for the re-initialization
algorithm and in the Navier-Stokes solver we needed a continuous finite element function. We
used the Cle´ment-interpolation to define this continuous function as the order of the interpolation
error in the L2-norm is h
k+1 and thus, the error bound for the discretization error still holds
for the Cle´ment-interpolation of the DG level set function. We did not consider other strategies
to define a continuous function. For example, an L2-projection on the space of continuous
finite elements is another possibility. To compare different strategies and to find a strategy that
introduces only a small error (measured in a suitable norm) would be of interest.
Re-initialization of the DG level set function In our computations we constructed a re-
initialization of the Cle´ment-interpolation of the DG level set function and replaced φh by this
continuous re-initialization. This procedure induced by our implementation of the Fast Marching
Algorithm, which is based on the structure of a continuous finite element function. However,
computing a re-initialization of the DG function itself could be advantageous, because then the
interpolation error of the Cle´ment-interpolation can be avoided.
Using the DG level set function in the Navier-Stokes solver In the simulations of the
rising butanol droplet we used the Cle´ment-interpolation of the DG level set function in the
Navier-Stokes solver. Whether it is reasonable or even advantageous to couple the DG level set
function itself to the Navier-Stokes solver, is still an open problem. For instance, the treatment
of the surface tension force for a disconnected interface and the interpolation between the degrees
of freedom of the level set unknowns and the degrees of freedom of the velocity unknowns have
to be investigated.
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Appendix A
Notation
In this work we will use the following notation.
Notation A.1. vector-norms
Let x ∈ Rd, d ∈ N. We denote with ‖x‖2 the Euclidean norm on Rd.
‖x‖∞ denotes the maximum norm.
Notation A.2. scalar-product in Rd
The scalar product of two vectors x, y ∈ Rd, d ∈ N, is indicated by x · y.
Notation A.3. Let u ∈ Rd be a velocity field and n an outward normal vector. We denote the
Euclidean scalar product of u and n with un := u · n.
Notation A.4. function spaces
Let U ⊂ Rd and V ⊂ Rm, d,m ∈ N.
1. C(U ;V ): space of continuous functions from U to V
2. C∞(U ;V ): space of smooth functions from U to V
3. Ck(U ;V ): space of k times continuously differentiable functions from U to V
4. C∞0 (U ;V ): space of smooth functions from U to V with compact support
If only the domain U is given, V is automatically R, e.g. C(U) = C(U ;R).
Let Ω ⊂ Rd, d ∈ N, be a domain.
Lp-spaces:
5. L2(Ω): space of functions f : Ω→ Rm, m ∈ N, with
∫
Ω
‖f(x)‖22 dx <∞
6. L∞(Ω): space of functions f : Ω→ Rm, m ∈ N with ess supx∈Ω ‖f(x)‖2 <∞
Sobolev spaces:
7. H1(Ω): space of L2(Ω)-functions of which the first weak derivative is in L2(Ω)
8. H−1(Ω): dual space of H1(Ω)
9. Dα: weak derivative of degree |α|
10. Hk(Ω): space of functions f with Dαf ∈ L2(Ω) ∀ |α| = 0, ..., k
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Let U ⊂ Ω be a subset of Ω. Then, the Lp-spaces and Sobolev-spaces on U are defined analog.
Polynomial-space:
11. Pk(U) space of polynomials on U of degree ≤ k.
Notation A.5. norms and scalar-products on function spaces
1. ‖f‖L2(Ω) :=
(∫
Ω
‖f(x)‖22 dx
) 1
2 .
2. Let (·, ·) denote the L2-scalar product on Ω, which is defined by (f, g) :=
∫
Ω
f(x) · g(x) dx.
The scalar product and the norm on the subset U ⊂ Ω are defined analogously, i.e.
3. (f, g)U :=
∫
U
f(x)g(x) dx
More general, let L be a Hilbert-space. The according scalar product is denoted by (·, ·)L and the
norm on L is ‖f‖L :=
√
(f, f)L.
4. ‖f‖Hk(Ω) :=
(∑
|α=0|k ‖Dαf‖2L2(Ω)
) 1
2
.
5. |f |Hk(Ω) := ‖Dαf‖L2(Ω), for |α| = k.
‖ · ‖Hk+1(Ω), | · |Hk+1(Ω), ‖ · ‖Hk(U), | · |Hk(U), etc. are defined accordingly.
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