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TO NUMERICAL MODELING WITH STRONG ORDERS 1.0, 1.5, AND 2.0 OF
CONVERGENCE FOR MULTIDIMENSIONAL DYNAMICAL SYSTEMS WITH
RANDOM DISTURBANCES
DMITRIY F. KUZNETSOV
Abstract. The article is devoted to numerical methods with strong orders 1.0, 1.5, and
2.0 of convergence for multidimensional dynamical systems with random disturbances. We
consider explicit one-step numerical methods for Ito stochastic differential equations. For
numerical modeling of iterated Ito stochastic integrals of multiplicities 1 to 4 we using the
method of multiple Fourier–Legendre series, converging in the mean in the space L2([t, T ]
k),
k = 1, . . . , 4. The article is addressed to engineers who use numerical modeling in stochastic
control and for solving the nonlinear filtering problem.
1. Introduction
The Ito stochastic differential equations (SDEs) are known to be adequate mathematical models
of the dynamical systems of various physical nature subjected to random perturbations [1]-[4]. On
the assumption of strong convergence criterion [1], the need for numerical integration of the Ito
SDEs arises, in particular, at solving the problem of stochastic optimal control (also from incomplete
data) [1], [5], various formulations of the problem of signal filtering in random noise [1], [5], problem
of estimating the parameters of stochastic systems [1], [2], and a number of other problems. It is
common knowledge that for solution of these equations one of the promising approaches to the
numerical integration of Ito SDEs is that based on the stochastic counterparts of the Taylor formula,
the so-called Taylor–Ito and Taylor–Stratonovich expansions [1], [2], [6]-[11]. This approach makes
use of finite discretization of the time variable and implies numerical modeling of the solution of Ito
SDE at the discrete time instants using the stochastic counterparts of the Taylor formula obtained
by iterative application of the Ito formula.
Let (Ω, F, P) be a complete probability space, let {Ft, t ∈ [0, T ]} be a nondecreasing right-continous
family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which
is Ft-measurable for any t ∈ [0, T ].We assume that the components f (i)t (i = 1, . . . ,m) of this process
are independent. Consider an Ito SDE in the integral form
(1) xt = x0 +
t∫
0
a(xτ , τ)dτ +
t∫
0
B(xτ , τ)dfτ , x0 = x(0, ω), ω ∈ Ω.
Here xt is some n-dimensional stochastic process satisfying to equation (1). The nonrandom functions
a : Rn× [0, T ]→ Rn, B : Rn× [0, T ]→ Rn×m guarantee the existence and uniqueness up to stochastic
equivalence of a solution of equation (1) [12]. The second integral on the right-hand side of (1) is
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interpreted as an Ito stochastic integral. Let x0 be an n-dimensional random variable, which is F0-
measurable and M{|x0|2} < ∞ (M denotes a mathematical expectation). We assume that x0 and
ft − f0 are independent when t > 0.
The most important distinction of the stochastic analogs of the Taylor formula [1], [2], [6]-[11] for
solutions of the Ito SDE like (1) lies in availability in the so-called iterated stochastic integrals in the
Ito or Stratonovich form which are complicated functionals relative to the components of the vector
Wiener process. In one of the most general forms of notation of the present paper, the aforementioned
Ito and Stratonovich stochastic integrals are given, respectively, by
(2) J [ψ(k)]T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk ,
(3) J∗[ψ(k)]T,t =
∗T∫
t
ψk(tk) . . .
∗t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk ,
where every ψl(τ) (l = 1, . . . , k) is a continuous non-random function on [t, T ], w
(i)
τ = f
(i)
τ for
i = 1, . . . ,m and w
(0)
τ = τ, ∫
and
∗∫
denote Ito and Stratonovich stochastic integrals, respectively, i1, . . . , ik = 0, 1, . . . ,m.
Consequently, the systems of stochastic integrals like (2), (3) play an important part in solving
the problem of numerical integration of the Ito SDEs (1). In terms of the mean-square convergence
criterion, the problem of efficient joint numerical modeling of the totalities of stochastic integrals of the
kind (2), (3) (the case of multidimensional Wiener process) is not only important, but also sufficiently
complex in both the theoretical and computational terms. We note that the aforementioned problem
does not arise at using the Euler method for the Ito SDEs (1) [1], [6]. However, despite its simplicity,
the Euler method under the standard conditions [1], [6] for the coefficients of Ito SDE (1) has the
order of mean-square convergence equal to 0.5 [1], [6], and its accuracy is insufficient to solve a number
of practical problems. This fact motivates one to construct numerical methods for the Ito SDEs (1)
having higher orders of strong convergence. It may seem at the first glance that the stochastic integrals
from the families (2), (3) can be approximated by the iterated integral sums. However, this leads to
partition of the interval of integration [t, T ] of the iterated stochastic integral which is already a small
value because it represents a step of integration in the numerical methods for the Ito SDE and, as
the numerical experiments show [13], gives rise to an unacceptably high computing overhead.
A number of publications are devoted to methods of numerical modeling of families of stochastic
integrals like (2), (3) which do without partition of the aforementioned interval of integration [t, T ]
and converging in mean-square. It was suggested in [6] to use converging in the mean-square sense
trigonometric Fourier expansions of the Wiener processes which underlie the iterated stochastic
integral. With this method, the mean-square approximations of the simplest integrals like (2) of
multiplicities 1 and 2 (k = 2; ψ1(s), ψ2(s) ≡ 1; i1, i2 = 0, 1, . . . ,m) were obtained in [6]. These
approximations were used in [6] to construct a numerical method for the Ito SDE (1) which under
certain conditions [6] has the order 1.0 of mean-square convergence and is known as the Milstein
method.
A more general method of mean-square approximation of the stochastic integrals like (3) which
relies on the generalized iterated Fourier series was proposed in [14], [15]. It enables one to use
the complete orthonormalized systems of the Legendre polynomials and trigonometric functions in
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the space L2([t, T ]). In virtue of its characteristics, the method of [6] admits application only of
trigonometric basis functions.
In [1], [16] an attempt was made to extend the method of [6] to the stochastic integrals like (3) for
k = 3; ψ1(s), . . . , ψ3(s) ≡ 1; i1, . . . , i3 = 0, 1, . . . ,m.
We note that the methods [1] (k = 3) and [14] (k ≥ 3) lead to iterated application of the operation
of limit transition. As a result, these methods allow us to represent integrals (3) as iterated series of the
products of standard Gaussian random variables (the operation of passage to the limit is carried out
iteratively). This fact is essential and imposes some constraints related with the method of summation
of the aforementioned series on application of the methods [1], [14] to the stochastic integrals like (2),
(3) of multiplicities 3 and higher (we mean here at least triple integration over the Wiener processes).
Additionally, the aforementioned methods in virtue of their features prevent precise calculation of the
mean-square error of approximation with the exception of the simplest iterated stochastic integrals of
multiplicity 2. This means that at the stage of realization of the numerical methods for the Ito SDE,
possibly, one will need to allow for the redundant terms of the expansions of the iterated stochastic
integrals, which increases the computing effort and reduces efficiency of the numerical methods.
We notice [1], [13] that to construct numerical methods for the Ito SDE (1) having the order of
strong convergence 1.5 and 2.0 one has to approximate (proceeding from the mean-square convergence
criterion) the stochastic integrals not only of multiplicities 1 and 2, but also 3 and 4 from the families
(2), (3). Some publications [1], [6], [7] contain the aforementioned numerical schemes of the orders
of strong convergence 1.5 and 2.0 but without the contained in them efficient procedures of mean-
square approximation of the iterated stochastic integrals for the case of multidimensional Wiener
process, which corresponds to i1, . . . , i4 = 1, . . . ,m in (2), (3). Part of publications (see, for example,
[1], [7]) contain representations of the stochastic integrals of multiplicities 3 and 4 like (2), (3) only
for the simplest case ψ1(s), . . . , ψ4(s) ≡ 1, i1 = . . . = i4 (representations based on the Hermit
polynomials). Some publications [7] use other simplifying assumptions about the Ito SDE (1); for
example, assumptions are made about additivity of the "stochastic"perturbation or its smallness,
which corresponds, respectively, to B(x, t) ≡ C(t) or B(x, t) ≡ εD(x, t). Here, ε > 0 is a fixed small
number and C : [0, T ]→ Rn×m, D : Rn × [0, T ]→ Rn×m.
In the case at hand, the problem of efficient joint numerical modeling of the iterated stochastic
integrals of the families (2), (3) becomes somewhat simpler owing to the absence of some terms in the
expressions of the numerical methods or the possibility of disregarding some of the aforementioned
terms. Also, one may encounter approximation method [17] for iterated stochastic integrals of mul-
tiplicity 3 from the familiy (2) for ψ1(s), ψ2(s), ψ3(s) ≡ 1 (i1, i2, i3 = 1, . . . ,m), based on partition
of the interval of integration [t, T ] of the iterated stochastic integrals and using integral sums whose
disadvantages were mentioned above.
The present paper is devoted to the development of efficient procedures for joint numerical modeling
of the iterated stochastic integrals from the families (2), (3) in accordance with the mean-square
criterion of convergence. At that we do not use any essential simplifying assumptions, that is, the
Wiener process involved in the Ito SDE (1) is assumed to be the vector one which corresponds to the
condition i1, . . . , ik = 0, 1, . . . ,m in (2), (3). In addition, it is assumed that the stochastic perturbation
is nonadditive (the simplifying assumptions about the function B : Rn × [0, T ]→ Rn×m, involved in
(1) are not introduced). Additionally, the functions ψ1(s), . . . , ψk(s) in (2), (3) are, generally speaking,
assumed to be different.
More precisely, we consider the method of mean-square approximation of iterated Ito stochastic
integrals from the families (2), (3), which is based on the generalized multiple (not iterated) Fourier
series converging upon average in the space L2([t, T ]
k) (k ∈ N) [13], [18]-[52]. Multiple series (the
operation of limit transition is implemented only once) are more convenient for approximation than
the iterated ones (iterated application of operation of the limit transition), since partial sums of
multiple series converge for any possible case of convergence to infinity of their upper limits of
summation (let us denote them as p1, . . . , pk). For example, for more simple and convenient for
practice case when p1 = . . . = pk = p→∞. For iterated series it is obviously not the case. However,
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in [1], [16] the authors unreasonably use the condition p1 = p2 = p3 = p→∞ within the application
of the mentioned approach, based on the trigonometric expansion of the Wiener process [6].
2. Numerical Schemes With Orders of Strong Convergence 1.0, 1.5, and 2.0
Consider the partition {τj}Nj=0 of the segment [0, T ] with the partition rank ∆N such that
0 = τ0 < τ1 < . . . < τN = T.
Denote by yτj
def
= yj ; j = 0, 1, . . . , N the discrete approximation of the process xt, t ∈ [0, T ]
(solution of the Ito SDE (1) corresponding to the maximum step of discretization ∆N .
Definition 1 [1]. The discrete approximation (numerical method) yj ; j = 0, 1, . . . , N, corresponding
to the maximum step of discretization ∆N , will be said to converge strongly with the order γ > 0 at
the time instant T to the process xt, t ∈ [0, T ], if there exist a constant C > 0 independent of ∆N
and the number δ > 0 such that
(4) M {|xT − yT |} ≤ C(∆N )γ
for all ∆N ∈ (0, δ).
We note that the authors of some publications [6], [7] prefer to consider the mean-square convergence
instead of the stronger one.
Definition 2 [6], [7]. The numerical method yj ; j = 0, 1, . . . , N will be said to converge in mean-
square sense with the order γ > 0 to the process xt, t ∈ [0, T ] if there exists a constant C > 0,
independent of ∆N and j, and a number δ > 0 such that(
M
{
|xj − yj |2
})1/2
≤ C(∆N )γ
for all ∆N ∈ (0, δ).
Here, xτj
def
= xj ; j = 0, 1, . . . , N.
We notice that sometimes the condition (4) in Definition 1 is replaced by the condition [1]
M {|xj − yj |} ≤ C(∆N )γ (j = 0, 1, . . . , N)
At that, the constant C needs not to depend on ∆N and j.
Strong convergence follows, obviously, from the mean-square convergence in virtue of the Lyapunov
inequality. In what follows, we rely on Definition 1 of strong convergence.
By way of example of discrete approximation corresponding to the constant discretization step
∆ = T/N (τp = p∆; p = 0, 1, . . . , N ; N > 1), consider the following explicit one-step numerical
method:
yp+1 = yp +
m∑
i=1
BiIˆ
(i)
(0)τp+1,τp
+∆a+
m∑
i,j=1
GjBiIˆ
(ji)
(00)τp+1,τp
+
+
m∑
i=1
(
Gia
(
∆Iˆ
(i)
(0)τp+1,τp
+ Iˆ
(i)
(1)τp+1,τp
)
− LBiIˆ(i)(1)τp+1,τp
)
+
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(5) +
m∑
i,j,l=1
GlGjBiIˆ
(lji)
(000)τp+1,τp
+
∆2
2
La,
where Iˆ
(i1...ik)
(l1...lk)s,t
denotes approximation of the iterated stochastic Ito integral given by
(6) I
(i1...ik)
(l1...lk)s,t
=
s∫
t
(t− τk)lk . . .
τ2∫
t
(t− τ1)l1df (i1)τ1 . . . df (ik)τk ,
L =
∂
∂t
+
n∑
i=1
ai(x, t)
∂
∂xi
+
1
2
m∑
j=1
n∑
l,i=1
Blj(x, t)Bij(x, t)
∂2
∂xl∂xi
,
Gi =
n∑
j=1
Bji(x, t)
∂
∂xj
(i = 1, . . . ,m),
l1, . . . , lk = 0, 1, 2 . . . ; i1, . . . , ik = 1, . . . ,m; k = 1, 2, . . .; Bi and Bij are, respectively, the ith column
and ijth element of the matrix function B; ai and xi are, respectively, the ith components of the
vector function a and column x; the columns
Bi, a, GjBi, Gia, LBi, GlGjBi, La
are calculated at the point (yp, p).
The numerical scheme (5) can be found, for example, in a somewhat different form in [1], [6], [7].
The difference here lies in that the present author used in (5) the relation
(7) ∆I
(i)
(0)τp+1,τp
+ I
(i)
(1)τp+1,τp
=
τp+1∫
τp
τ∫
τp
df (i)s dτ
which with probability 1 follows from the Ito formula and enables one to reduce by one the number
of the approximated iterated stochastic Ito integrals. This is due to the fact that the stochastic Ito
integral in the right side of (7) is expressed in linear terms via the stochastic Ito integrals
I
(i)
(0)τp+1,τp
and I
(i)
(1)τp+1,τp
,
whose approximations already are included in the right side of (5).
It is common knowledge that under certain conditions [1] the discrete approximation (numerical
method) (5) has an order of strong convergence 1.5. Among the aforementioned conditions we note
only that to be satisfied by the approximations of the iterated stochastic Ito integrals involved in (5):
(8) M
{(
I
(i1...ik)
(l1...lk)τp+1,τp
− Iˆ(i1...ik)(l1...lk)τp+1,τp
)2}
≤ C∆r,
where r = 4 and the constant C is independent of ∆, because the present paper deals mostly with
the approximation of the aforementioned stochastic integrals.
Conditions somewhat different from those of [1] are given in [7]. Under them the numerical method
(5) has the order of the mean-square convergence 1.5.
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Note that the Milstein method [6] (method with the order 1.0 of strong convergence) corresponds
to the first line in (5).
Consider the explicit one-step numerical method with the order 2.0 of strong convergence given by
yp+1 = yp +
m∑
i=1
BiIˆ
(i)
(0)τp+1,τp
+∆a+
m∑
i,j=1
GjBiIˆ
(ji)
(00)τp+1,τp
+
+
m∑
i=1
(
Gia
(
∆Iˆ
(i)
(0)τp+1,τp
+ Iˆ
(i)
(1)τp+1,τp
)
− LBiIˆ(i)(1)τp+1,τp
)
+
+
m∑
i,j,l=1
GlGjBiIˆ
(lji)
(000)τp+1,τp
+
∆2
2
La+
+
m∑
i,j=1
(
G
(j)
0 LBi
(
Iˆ
(ji)
(10)τp+1,τp
− Iˆ(ji)(01)τp+1,τp
)
− LGjBiIˆ(ji)(10)τp+1,τp+
+GjGia
(
Iˆ
(ji)
(01)τp+1,τp
+∆Iˆ
(ji)
(00)τp+1,τp
))
+
(9) +
m∑
i,j,l,r=1
GrGlGjBiIˆ
(rlji)
(0000)τp+1,τp
,
where notation corresponds to (5).
The numerical scheme (9) can be found in another representation in [1], [7]. In this case the
distinctions are due to the fact that along with (7) the author used in (9) the equalities
(10) I
(ji)
(01)τp+1,τp
+∆I
(ji)
(00)τp+1,τp
=
τp+1∫
τp
θ∫
τp
τ∫
τp
df (j)s df
(i)
τ dθ
(11) I
(ji)
(10)τp+1,τp
− I(ji)(01)τp+1,τp =
τp+1∫
τp
θ∫
τp
τ∫
τp
df (j)s dτdf
(i)
θ ,
which with probability 1 follow from the Ito formula and enable one to reduce by one more unit
the number of iterated stochastic Ito integrals to be approximated. This is due to the fact that the
stochastic Ito integrals in the right sides of (10) and (11) are expressed in the linear terms through
the stochastic Ito integrals
I
(ji)
(01)τp+1,τp
, I
(ji)
(10)τp+1,τp
, I
(ji)
(00)τp+1,τp
,
whose approximations are already in the right side of (9).
We notice that under certain conditions [1] the numerical method (9) has the order of strong
convergence 2.0. Among the aforementioned conditions we mark only the condition (8) for r = 5
intended for approximations of the iterated stochastic Ito integrals included in (9). We notice that
in [1], [7] were constructed some modifications of the numerical methods (5) and (9) among which
there are their finite-difference analogs of the Runge–Kutta type, as well as the implicit and two-step
analogs (see also [13], [18]-[21], [29], [31]). In all aforementioned methods, however, a need arises for
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efficient joint mean-square approximation of the iterated stochastic Ito integrals of multiplicities 1 to
4. The collection of these integrals is the same as in numerical methods (5) and (9).
3. Expansion of the Iterated Stochastic Ito Integrals
An efficient method of mean-square approximation of the iterated stochastic Ito integrals like (2)
was proposed by the author in [13], [18]-[52]. This method based on the generalized multiple Fourier
series converging in the mean-square sense in the space L2([t, T ]
k), k ∈ N. At that the method [13],
[18]-[52] allows to use different complete orthonormalized systems of functions in the space L2([t, T ]
k),
k ∈ N. In this article we use the system of Legendre polynomials, which has a series of advantages
over the system of trigonometric functions in the framework of the considered problem [40], [41]. As
the result, in this method the passage to the limit is carried out only once, which leads to a correct
choice of the lengths of sequences of the standard Gaussian random variables required to approximate
the iterated stochastic integrals.
Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous non-random function on [t, T ].
Define the following function on a hypercube [t, T ]k
(12) K(t1, . . . , tk) =


ψ1(t1) . . . ψk(tk) for t1 < . . . < tk
0 otherwise
, t1, . . . , tk ∈ [t, T ], k ≥ 2,
and K(t1) ≡ ψ1(t1), t1 ∈ [t, T ].
Suppose that {φj(x)}∞j=0 is a complete orthonormal system of functions in the space L2([t, T ]).
The function K(t1, . . . , tk) is sectionally continuous in the hypercube [t, T ]
k. At this situation it is
well known that the generalized multiple Fourier series of K(t1, . . . , tk) ∈ L2([t, T ]k) is converging to
K(t1, . . . , tk) in the hypercube [t, T ]
k in the mean-square sense, i.e.
lim
p1,...,pk→∞
∥∥∥∥∥K(t1, . . . , tk)−
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl)
∥∥∥∥∥ = 0,
where
(13) Cjk...j1 =
∫
[t,T ]k
K(t1, . . . , tk)
k∏
l=1
φjl(tl)dt1 . . . dtk,
‖f‖ =

 ∫
[t,T ]k
f2(t1, . . . , tk)dt1 . . . dtk


1/2
,
and the Parceval equality
(14)
∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk = lim
p1,...,pk→∞
p1∑
j1=0
. . .
pk∑
jk=0
C2jk...j1
takes place.
Consider the partition {τj}Nj=0 of [t, T ] such that
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(15) t = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj → 0 if N →∞, ∆τj = τj+1 − τj .
Theorem 1 [13], [18]-[52]. Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous non-random
function on [t, T ] and {φj(x)}∞j=0 is a complete orthonormalized system of continuous functions in
the space L2([t, T ]). Then
J [ψ(k)]T,t = l.i.m.
p1,...,pk→∞
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(16) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
,
where J [ψ(k)]T,t is defined by (2),
Gk = Hk\Lk, Hk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1},
Lk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1; lg 6= lr (g 6= r); g, r = 1, . . . , k},
l.i.m. is a limit in the mean-square sense, i1, . . . , ik = 0, 1, . . . ,m,
(17) ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
are independent standard Gaussian random variables for various i or j (if i 6= 0), Cjk...j1 is the
Fourier coefficient (13), ∆w
(i)
τj = w
(i)
τj+1 −w(i)τj (i = 0, 1, . . . ,m), {τj}Nj=0 is a partition of the interval
[t, T ], which satisfies the condition (15).
It was shown in [19]-[26], [29], [31] that Theorem 1 is valid for convergence in the mean of degree 2n
(n ∈ N). Moreover, the complete orthonormal in L2([t, T ]) systems of Haar and Rademacher–Walsh
functions also can be applied in Theorem 1 [13], [18]-[26], [29], [31] The generalization of Theorem
1 for complete orthonormal with weigth r(x) ≥ 0 system of functions in the space L2([t, T ]) can be
found in [31], [37]. Another generalization of Theorem 1 for approximation of iterated stochastic Ito
integrals with respect to the infinite-dimensional Q-Wiener process contains in [43], [52].
In order to evaluate the significance of Theorem 1 for practice we will demonstrate its transformed
particular cases for k = 1, . . . , 4 [13], [18]-[52] (the cases k = 5, 6, 7 and k ≥ 7 (k ∈ N) also can be
found in these papers)
(18) J [ψ(1)]T,t = l.i.m.
p1→∞
p1∑
j1=0
Cj1ζ
(i1)
j1
,
(19) J [ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2 6=0}1{j1=j2}
)
,
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J [ψ(3)]T,t = l.i.m.
p1,p2,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
−
(20) − 1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 − 1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2
)
,
J [ψ(4)]T,t = l.i.m.
p1,p2,p3,p4→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
p4∑
j4=0
Cj4j3j2j1
(
4∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4} + 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}+
(21) + 1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}
)
,
where 1A is the indicator of the set A.
4. Expansion of the Iterated Stochastic Stratonovich Integrals
As it turned out [22]-[26], [29], [31], [44] when adapting of Theorem 1 for the iterated stochastic
Stratonovich integrals J∗[ψ(k)]T,t of form (3), the expansions of the integrals (3) turn out to be much
simpler than the expansions of the Ito integrals J [ψ(k)]T,t of form (2). In particular, the following
theorem is true.
Theorem 2 [22]-[26], [29], [31], [44]. Assume that the conditions are met:
1. {φj(x)}∞j=0 is the complete orthonormalized system of the Legendre polynomials or a system of
trigonometric functions in the space L2([t, T ]);
2. the function ψ2(s) is continuously differentiable over the interval [t, T ], and the functions ψ1(s),
ψ3(s) are twice continuously differentiable over the interval [t, T ] (in (22) and (24)).
Then, the iterated stochastic Stratonovich integrals of multiplicities 2–4 and form (3) are expanded
into mean-square converging multiple series
(22) J∗[ψ(2)]T,t = l.i.m.
q1,q2→∞
q1∑
j1=0
q2∑
j2=0
Cj2j1ζ
(i1)
j1
ζ
(i2)
j2
,
(23) J∗[ψ(3)]T,t = l.i.m.
q1,q2,q3→∞
q1∑
j1=0
q2∑
j2=0
q3∑
j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
(24) J∗[ψ(3)]T,t = l.i.m.
q→∞
q∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
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(25) J∗[ψ(4)]T,t = l.i.m.
p→∞
p∑
j1,j2,j3,j4=0
Cj4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
where we assume in (22)–(24) that i1, i2, i3 = 1, . . . ,m and in (25) that i1, . . . , i4 = 0, 1, . . . ,m.
Additionally, we assume in (23) and (25) that ψ1(s), . . . , ψ4(s) ≡ 1, the rest of notation corresponding
to Theorem 1.
5. Legendre Polynomial-Based Approximation of the Iterated Stochastic Ito and
Stratonovich Integrals Used in the Applications
We notice that the collection of the iterated stochastic Ito integrals used in the numerical methods
(5), (9) is given by
(26) I
(i1)
(0)T,t, I
(i1)
(1)T,t, I
(i1i2)
(00)T,t, I
(i1i2i3)
(000)T,t, I
(i1i2)
(01)T,t, I
(i1i2)
(10)T,t, I
(i1i2i3i4)
(0000)T,t ,
where i1, . . . , i4 = 1, . . . ,m.
The functions K(t1, . . . , tk) like (12) for the integral families (26) are given, respectively, by
K0(t1) ≡ 1, K1(t1) = t− t1, K00(t1, t2) = 1{t1<t2},
K000(t1, t2, t3) = 1{t1<t2<t3}, K01(t1, t2) = (t− t2)1{t1<t2},
K10(t1, t2) = (t− t1)1{t1<t2}, K0000(t1, . . . , t4) = 1{t1<t2<t3<t4},
where t1, . . . , t4 ∈ [t, T ].
For a finite-degree polynomial, the simplest (having a finite number of terms) expansion into Fourier
series by the complete orthonormalized in the space L2([t, T ]) system of functions is that by the system
of Legendre polynomials. The polynomial functions are included in the functions K1(t1), K01(t1, t2),
K10(t1, t2) as their components. Therefore, it is logical to expect that the simplest expansions of these
functions into multiple Fourier series are their expansions into multiple Fourier–Legendre series.
The following example illustrates rather well the noticed regularity.
Consider the approximation I
(i1)q
(1)T,t of the stochastic integral I
(i1)
(1)T,t, based on the expansion of the
Wiener process into the trigonometric Fourier series with random coefficients [6]:
(27) I
(i1)p
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 −
√
2
pi
(
q∑
r=1
1
r
ζ
(i1)
2r−1 +
√
αqξ
(i1)
q
))
,
where
ξ(i1)q =
1√
αq
∞∑
r=q+1
1
r
ζ
(i1)
2r−1, αq =
pi2
6
−
q∑
r=1
1
r2
,
here ζ
(i1)
0 , ζ
(i1)
2r−1, ξ
(i1)
q ; r = 1, . . . , q; i1 = 1, . . . ,m are independent standard Gaussian random
variables.
On the other hand, it is possible to obtain an equality valid with probability 1
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(28) I
(i1)
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 +
1√
3
ζ
(i1)
1
)
,
based on the expansion into the Fourier–Legendre series of the function t− t1 over the interval [t, T ]
(this expansion has just two terms).
The above example demonstrates the advantage of the Legendre polynomials over the trigonometric
functions in the context of the issue under consideration. More detailed comparison can be found in
[40], [41].
We notice that, as was established in [13], [18]-[26], [29], [31] in the Fourier method (Theorem
1), it is possible also to use the Haar and Rademacher–Walsh functions. However, it was shown in
[13], [18]-[26], [29], [31] by way of example of the iterated stochastic Ito integrals of multiplicities 1
and 2 of form (2) that the expansions obtained with the use of Theorem 1 and systems of the Haar
and Rademacher–Walsh functions are overcomplicated as compared with their analogs obtained on
the basis of the Legendre polynomials or the trigonometric functions. In this connection, practical
application of such expansions is hindered.
Consider the approximations of the remaining integrals of the family (26), obtained using Theorems
1, 2 and the complete orthonormalized system of the Legendre polynomials in the space L2([t, T ]).
First we consider the approximations of the stochastic integrals of multiplicities 1 and 2:
(29) I
(i1)
(0)T,t =
√
T − tζ(i1)0 ,
I
(i1i2)q
(00)T,t = I
∗(i1i2)q
(00)T,t −
1
2
1{i1=i2}(T − t),
(30) I
∗(i1i2)q
(00)T,t =
T − t
2
(
ζ
(i1)
0 ζ
(i2)
0 +
q∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
))
,
(31) I
(i1i2)q
(10)T,t = I
∗(i1i2)q
(10)T,t +
1
4
1{i1=i2}(T − t)2, I(i1i2)q(01)T,t = I
∗(i1i2)q
(01)T,t +
1
4
1{i1=i2}(T − t)2,
I
∗(i1i2)q
(01)T,t = −
T − t
2
I
∗(i1i2)q
(00)T,t −
(T − t)2
4
(
1√
3
ζ
(i1)
0 ζ
(i2)
1 +
(32) +
q∑
i=0
(
(i+ 2)ζ
(i1)
i ζ
(i2)
i+2 − (i + 1)ζ(i1)i+2 ζ(i2)i√
(2i+ 1)(2i+ 5)(2i+ 3)
− ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
I
∗(i1i2)q
(10)T,t = −
T − t
2
I
∗(i1i2)q
(00)T,t −
(T − t)2
4
(
1√
3
ζ
(i2)
0 ζ
(i1)
1 +
(33) +
q∑
i=0
(
(i+ 1)ζ
(i2)
i+2 ζ
(i1)
i − (i + 2)ζ(i2)i ζ(i1)i+2√
(2i+ 1)(2i+ 5)(2i+ 3)
+
ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
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here and below
I
∗(i1...ik)q
(l1...lk)s,t
and I
(i1...ik)q
(l1...lk)s,t
are the approximations of the iterated stochastic Stratonovich and Ito integrals like
(34) I
∗(i1...ik)
(l1...lk)s,t
=
∗∫
t
s
(t− τk)lk . . .
∗∫
t
τ2
(t− τ1)l1df (i1)τ1 . . . df (ik)τk
and, correspondingly, like (6); ζ
(i)
j are independent under different i or j standard Gaussian random
variables; j = 0, 1, . . . , p+ 2; i = 1, . . . ,m.
Calculate the mean-square errors of the approximations (30)–(33). A precise formula for pairwise
different i1, . . . , ik = 1, . . . ,m was established in [13], [31], [35]:
(35) M
{(
J [ψ(k)]T,t − J [ψ(k)]qT,t
)2}
=
∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk −
p∑
j1,...,jk=0
C2jk...j1 ,
where in virtue of the Parceval equality (14) the right side of (35) tends to zero for q →∞; J [ψ(k)]T,t
has the form (2), and J [ψ(k)]qT,t is the approximation of J [ψ
(k)]T,t defined as the prelimit expression
in (16) for q1 = . . . = qk = q (see also the prelimit expressions in (18) – (21)); the sense of the rest
notation is the same as in Theorem 1.
The following formula [13], [31], [35] takes place
M
{(
J [ψ(2)]T,t − J [ψ(2)]qT,t
)2}
=
(36) =
∫
[t,T ]2
K2(t1, t2)dt1dt2 −
q∑
j1,j2=0
C2j2j1 −
q∑
j1,j2=0
Cj1j2Cj2j1 (i1 = i2),
where the sense of notation is the same as in of (35).
Using (35) and (36) we get
(37) M
{(
I
(i1i2)
(00)T,t − I
(i1i2)q
(00)T,t
)2}
=
(T − t)2
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
(i1 6= i2),
M
{(
I
(i1i2)
(10)T,t − I
(i1i2)q
(10)T,t
)2}
= M
{(
I
(i1i2)
(01)T,t − I
(i1i2)q
(01)T,t
)2}
=
(T − t)4
16
×
(38) ×
(
5
9
− 2
p∑
i=2
1
4i2 − 1 −
p∑
i=1
1
(2i− 1)2(2i+ 3)2 −
q∑
i=0
(i+ 2)2 + (i + 1)2
(2i+ 1)(2i+ 5)(2i+ 3)2
)
for i1 6= i2 and
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M
{(
I
(i1i1)
(10)T,t − I
(i1i1)q
(10)T,t
)2}
= M
{(
I
(i1i1)
(01)T,t − I
(i1i1)q
(01)T,t
)2}
=
(39) =
(T − t)4
16
(
1
9
−
q∑
i=0
1
(2i+ 1)(2i+ 5)(2i+ 3)2
− 2
p∑
i=1
1
(2i− 1)2(2i+ 3)2
)
.
Let us consider the numerical modeling of the iterated stochastic Ito integral of multiplicity 3
I
(i1i2i3)
(000)T,t and use Theorem 1 for the case k = 3 (see (20))
I
(i1i2i3)q
(000)T,t =
q∑
j1,j2,j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(40) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
where i1, i2, i3 = 1, . . . ,m and
Cj3j2j1 =
T∫
t
φj3 (z)
z∫
t
φj2 (y)
y∫
t
φj1(x)dxdydz =
(41) =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
8
(T − t)3/2C¯j3j2j1 ,
(42) C¯j3j2j1 =
1∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz,
and Pi(x) (i = 0, 1, 2, . . .) are the Legendre polynomials.
For the case of i1 = i2 = i3, one can use the well known equality which follows from the Ito formula
and is valid with probability 1 [1]:
(43) I
(i1i1i1)
(000)T,t =
1
6
(T − t)3/2
((
ζ
(i1)
0
)3
− 3ζ(i1)0
)
.
The procedure of numerical modeling of the stochastic Ito integral I
(i1i2i3)
(000)T,t may follow (40)–(43),
the coefficients C¯j3j2j1 of the form (42) being precisely calculable for the given number q by the
computer-aided packages of symbolic transformations such a DERIVE. The mean-square error is
checked by (35) for k = 3, as well as the formulas established in [31], [35]
M
{(
J [ψ(3)]T,t − J [ψ(3)]qT,t
)2}
=
∫
[t,T ]3
K2(t1, t2, t3)dt1dt2dt3−
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(44) −
q∑
j3,j2,j1=0
C2j3j2j1 −
p∑
j3,j2,j1=0
Cj3j1j2Cj3j2j1 (i1 = i2 6= i3),
M
{(
J [ψ(3)]T,t − J [ψ(3)]qT,t
)2}
=
∫
[t,T ]3
K2(t1, t2, t3)dt1dt2dt3−
(45) −
q∑
j3,j2,j1=0
C2j3j2j1 −
q∑
j3,j2,j1=0
Cj2j3j1Cj3j2j1 (i1 6= i2 = i3).
M
{(
J [ψ(3)]T,t − J [ψ(3)]qT,t
)2}
=
∫
[t,T ]3
K2(t1, t2, t3)dt1dt2dt3−
(46) −
q∑
j3,j2,j1=0
C2j3j2j1 −
q∑
j3,j2,j1=0
Cj3j2j1Cj1j2j3 (i1 = i3 6= i2).
The following estimate [31], [35] also can be applied for the case k = 3:
M
{(
J [ψ(k)]T,t − J [ψ(k)]qT,t
)2}
≤
(47) ≤ k!

 ∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk −
q∑
j1,...,jk=0
C2jk...j1


where i1, . . . , ik = 1, . . . ,m and T − t <∞ of i1, . . . , ik = 0, 1, . . . ,m and T − t < 1.
In particular, for the pairwise different i1, i2, i3 = 1, . . . ,m and p = 6 we get from (35)
(48) M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)6
(000)T,t
)2}
≈ 0.01956(T − t)3.
Taking into consideration that T − t is the integration step for the numerical method for the Ito
SDE (1) and on the strength of this is sufficiently small, we get that already for q = 6 the mean-square
error of approximation of the stochastic integral I
(i1i2i3)
000T,t
is sufficiently small as well (see (48)).
Consider now the stochastic Ito integral I
(i1i2i3i4)
(0000)T,t of multiplicity 4. Using Theorem 1, we get the
representation
I
(i1i2i3i4)q
(0000)T,t =
q∑
j1,j2,j3,j4=0
Cj4j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
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−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4} + 1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}+
(49) + 1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}
)
,
where i1, i2, i3, i4 = 1, . . . ,m and
Cj4j3j2j1 =
T∫
t
φj4(u)
u∫
t
φj3(z)
z∫
t
φj2 (y)
y∫
t
φj1 (x)dxdydzdu =
=
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
16
∆2C¯j4j3j2j1 ,
C¯j4j3j2j1 =
1∫
−1
Pj4 (u)
u∫
−1
Pj3 (z)
z∫
−1
Pj2 (y)
y∫
−1
Pj1 (x)dxdydzdu,
and Pi(x) (i = 0, 1, 2, . . .) are the Legendre polynomials.
For precise calculation of the Fourier coefficients Cj4j3j2j1 we can use the previous recommendations
and check the mean-square error of approximation of the iterated stochastic Ito integral I
(i1i2i3i4)
(0000)T,t ,
for example, with the estimate (47) for k = 4.
In particular, for pairwise different i1, . . . , i4 = 1, . . . ,m we get from (35) with regard for smallness
of T − t already for q = 2 a sufficiently good accuracy of mean-square approximation
(50) M
{(
I
(i1i2i3i4)
(0000)T,t − I
(i1i2i3i4)2
(0000)T,t
)2}
≈ 0.0236084(T − t)4.
We notice that at determining (48) and (50) the coefficients C¯j3j2j1 and C¯j4j3j2j1 were precisely
calculated with the aid of the DERIVE package.
Note that the formulas (22)–(25) are simpler than (19)–(21). However, calculation of the mean-
square approximation error for stochastic integrals of form (3) turned out more complex than for
stochastic integrals (2) [39], [49].
6. Algorithms of Numerical Modeling With the Orders of Strong Convergence 1.5
and 2.0
We formulate in algorithmic terms the above formulas and recommendations for the numerical
method of the order of strong convergence 1.5. We assume that the necessary Fourier coefficients
C¯j3j2j1 , C¯j4j3j2j1 are already determined. In particular, [13], [31] presents tables of the coefficients
C¯j3j2j1 , C¯j4j3j2j1 precisely calculated by the DERIVE software.
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Algorithm. 1.
Step 1. Given are the initial parameters of the problem such as the interval of integration [0, T ],
step of integration ∆ (for example, constant ∆ = T/N ; N ≥ 1, although a variable step of integration
is admissible), initial condition y0, and constant C involved in the condition (8).
Step 2. Assume that p = 0.
Step 3. Selection of the minimal numbers q and q1 (q ≪ q1) ensuring the necessary accuracy of
approximation of the stochastic integrals
I
(i1i2)
(00)τp+1,τp
, I
(i1i2i3)
(000)τp+1,τk
(τp = p∆)
and satisfying the conditions
(51) M
{(
I
(i1i2)
(00)τp+1,τp
− I(i1i2)q1(00)τp+1,τp
)2}
=
∆2
2
(
1
2
−
q1∑
i=1
1
4i2 − 1
)
≤ C∆4,
(52) M
{(
I
(i1i2i3)
(000)τp+1,τp
− I(i1i2i3)q(000)τp+1,τp
)2}
≤ 6

∆3
6
−
q∑
j3,j2,j1=0
C2j3j2j1

 ≤ C∆4.
Remark 1. If it is required to check exactness of modeling of the integral I
(i1i2i3)
(000)τp+1,τp
using the
precise formulas (35), (44)–(46), rather than the estimate (52) (see. (47)), then instead of the condition
(52) one has to take the conditions
(53) E
(i1i2i3)
p,q,∆ =
∆3
6
−
q∑
j3,j2,j1=0
C2j3j2j1 ≤ C∆4,
(54) E
(i1i2i3)
p,q,∆ =
∆3
6
−
q∑
j3,j2,j1=0
C2j3j2j1 −
q∑
j3,j2,j1=0
Cj2j3j1Cj3j2j1 ≤ C∆4,
(55) E
(i1i2i3)
p,q,∆ =
∆3
6
−
q∑
j3,j2,j1=0
C2j3j2j1 −
q∑
j3,j2,j1=0
Cj3j2j1Cj1j2j3 ≤ C∆4,
(56) E
(i1i2i3)
p,q,∆ =
∆3
6
−
q∑
j3,j2,j1=0
C2j3j2j1 −
q∑
j3,j2,j1=0
Cj3j1j2Cj3j2j1 ≤ C∆4,
where
M
{(
I
(i1i2i3)
(000)τp+1,τp
− I(i1i2i3)q(000)τp+1,τp
)2} def
= E
(i1i2i3)
p,q,∆
and assume that i1 6= i2, i1 6= i3, i2 6= i3 in (53), i1 6= i2 = i3 in (54), i1 = i3 6= i2 in (55) and
i1 = i2 6= i3 in (56).
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Step 4. Modeling of a sequence of independent standard Gaussian random variables ζ
(i)
l (l =
0, 1, . . . , q1; i = 1, . . . ,m).
Step 5. Modeling of the stochastic Ito integrals
I
(i1)
(0)τp+1,τp
, I
(i1)
(1)τp+1,τp
, I
(i1i2)
(00)τp+1,τp
, I
(i1i2i3)
(000)τp+1,τp
using
I
(i1)
(0)τk+1,τk
=
√
T − tζ(i1)0 ,
I
(i1)
(1)τp+1,τp
= − (T − t)
3/2
2
(
ζ
(i1)
0 +
1√
3
ζ
(i1)
1
)
,
I
(i1i2)q1
(00)τp+1,τp
=
T − t
2
(
ζ
(i1)
0 ζ
(i2)
0 +
q1∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
)
− 1{i1=i2}
)
,
I
(i1i2i3)q
(000)τp+1,τp
=
q∑
j1,j2,j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
−1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
where i1, i2, i3 = 1, . . . ,m.
Remark 2. In the case of i1 = i2 = i3, it is advisable to model the stochastic integral I
(i1i2i3)
(000)τp+1,τp
using the formula (43) where one has to assume that T − t = ∆.
Step 6. Calculate yp+1 from (5).
Step 7. If p < N − 1, then assume that p = p+ 1 and go to Step 4; otherwise, go to Step 8.
Step 8. End.
We briefly note how to modify the algorithm to enable numerical modeling with the order of strong
convergence 2.0.
At Step 3 one has to take the following three stochastic integrals
I
(i1i2)
(10)τp+1,τp
, I
(i1i2)
(01)τp+1,τp
, I
(i1i2i3i4)
(0000)τp+1,τp
,
whose approximations obey (31)–(33), (49), and in (51), (52) C∆5 instead of C∆4 and add to the
considered stochastic integrals. At that, one can use the estimate (47) for k = 4 and formulas (38), (39)
to check the accuracy of modeling the aforementioned integrals. As the result, we get the following
conditions:
M
{(
I
(i1i2)
(10)τp+1,τp
− I(i1i2)q2(10)τp+1,τp
)2}
= M
{(
I
(i1i2)
(01)τp+1,τp
− I(i1i2)q2(01)τp+1,τp
)2}
=
∆4
16
×
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×
(
5
9
− 2
q2∑
i=2
1
4i2 − 1 −
q2∑
i=1
1
(2i− 1)2(2i+ 3)2 −
q2∑
i=0
(i+ 2)2 + (i+ 1)2
(2i+ 1)(2i+ 5)(2i+ 3)2
)
≤ C∆5
for i1 6= i2 and
M
{(
I
(i1i1)
(10)τp+1,τp
− I(i1i1)q3(10)τp+1,τp
)2}
= M
{(
I
(i1i1)
(01)τp+1,τp
− I(i1i1)q3(01)τp+1,τp
)2}
=
=
∆4
16
(
1
9
−
q3∑
i=0
1
(2i+ 1)(2i+ 5)(2i+ 3)2
− 2
q3∑
i=1
1
(2i− 1)2(2i+ 3)2
)
≤ C∆5
for i1 = i2;
M
{(
I
(i1i2i3i4)
(0000)τp+1,τp
− I(i1i2i3i4)q4(0000)τp+1,τp
)2}
≤ 24

∆4
24
−
q4∑
j1,j2,j3,j4=0
C2j4j3j2j1

 ≤ C∆5,
where i1, i2, i3, i4 = 1, . . . ,m; q2, q3, q4 < q < q1.
Carry out Step 5 with allowance for the stochastic integrals
I
(i1i2)
(10)τp+1,τp
, I
(i1i2)
(01)τp+1,τp
, I
(i1i2i3i4)
(0000)τp+1,τp
,
and calculate yp+1 at Step 6 according to (9).
7. Conclusions
The present paper provided efficient procedures for mean-square approximation of the iterated
Ito and Stratonovich stochastic integrals of multiplicities 1 to 4 based on the multiple Fourier–
Legendre series. These results can be used to implement the numerical methods of the orders of strong
convergence 1.0, 1.5, and 2.0 for the stochastic differential Ito equations at numerical solution of the
problems of optimal stochastic control and signal filtration in random noise in different formulations.
The development of the approaches from this work can be found in [13], [18]-[52].
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