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The impact of synchrony on neuronal coding and behavior

Natasha Kharas, B.S.

Advisory Professor: Valentin Dragoi, Ph.D.

Abstract
Cortical columns represent the elementary functional and computational module of the
neocortex. Although much is known about its laminar structure and synaptic connectivity, how
patterns of spiking activity propagate within columnar circuits when the state of the brain changes
remains poorly understood. We used multi-electrode laminar arrays to reveal that brain state
modulates the propagation of neural activity across the layers of early and mid-level visual cortex
(areas V1 and V4). We found a high prevalence of neuronal synchrony (vigorous (On) and weak
(Off) spiking) in rest but low prevalence of synchrony during wakefulness. We next tested whether
propagation of synchrony across cortical circuits is state dependent. By optogenetically inducing
On and Off state transitions within a single cortical layer during wakefulness, we found that
synchronized neural activity propagates to other layers only weakly, and the extent of spread is
inversely related to arousal level. In contrast, during rest, optogenetically-induced population
activity vigorously propagates throughout the entire cortical column even when neurons are in a
desynchronized wake-like state prior to optogenetic stimulation. The influence of the global brain
state on the propagation of spiking activity across laminar circuits was explained by changes in
the coupling between neurons, where neurons were weakly coupled during wakefulness but
strongly coupled during rest. The state-dependent propagation of synchronous activity revealed
here could constitute a general principle of signal transmission within the sensory cortex.
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In addition to understanding how neuronal coupling modulates synchrony propagation in
wakefulness and rest, we probed the functional significance of synchrony by studying the influence
of NREM sleep (where high levels of synchrony are observed) on coding and cognitive
performance. We used non-human primates to record the changes in activity of single neurons,
neuronal populations, and local field potentials in V4 that occur before, during, and after NREM
sleep. To test the cognitive effects of naps, monkeys performed a visual discrimination task before
and after taking a nap. We found that high levels of synchrony during NREM sleep drive the brain
to be further asynchronous after sleep compared to before sleep. Thus, synchrony in NREM sleep
improves behavior by modulating population level dynamics., which we mechanistically tested by
performing local microstimulation to induce synchrony in V4 of awake animals. Local
microstimulation in V4 replicated the changes in neuronal coding and behavioral performance
observed after sleep. We uncovered how synchrony in sleep influences neuronal coding changes
in single neurons and in neural ensembles that lead to sleep dependent improvement in cognitive
performance. Overall, these findings expand our understanding of the functional significance of
synchrony, the neurobiology of sleep, and the neuronal coding that drives perception.
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Chapter 1: Introduction
1.1 Canonical visual circuits
Seeing and identifying objects in our environment is essential for survival. Visual
information from our surroundings enters the eye in the form of light. This information is
processed and transmitted by the retina to the lateral geniculate nucleus (LGN) in the thalamus
and subsequently to the primary visual cortex (V1)1,2. This relay from the eye (retina) to a
subcortical structure (thalamus) and then to the cortex (V1) occurs rapidly, over the course of
hundreds of milliseconds1,3.
Once the visual information is in the cortex (V1), it travels dorsally to the parietal cortex
and ventrally to the temporal cortex2,3. Brain areas in the dorsal stream, including the middle
temporal and lateral intraparietal area, respond to motion of objects and the relationships
between them2,4. In contrast, brain areas in the ventral stream, including primary visual area
(V1), the mid-level visual cortex (V4), and the inferior temporal cortex, are essential for object
recognition2. In this dissertation, I will focus on the brain areas in the ventral stream involved
in object recognition, specifically areas V1 and V4.
Information flow is bidirectional in the ventral visual pathway. There is feedforward
input from LGN to V1 to V21, but there is also feedback from V2 to V15. In fact, top-down
feedback (modulatory) connections can influence neuronal encoding more than bottom-up
feedforward (driving) connections4,6. For example, V2 sends 10-times more feedback
connections to V1 compared to the LGN feedforward connections to V1 and thus, compared
to LGN, V2 has a stronger influence on neuronal responses in V17. The connections in the
ventral visual pathway are very diverse. Anatomical tracer studies show that V1 indirectly
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projects to V4 through V2, but V4 sends sparse yet direct feedback to V15,8. Further, V4 shares
bidirectional connections with TEO (temporal occipital lobe involved in color9, priming10, and
attention11) as well as indirect projects to TEO through LOC (lateral occipital complex
involved in 3D shape perception)5,8. In this manner, recurrent feedforward and feedback
connections between areas in the ventral visual pathway drive perception, as studies have
shown both bottom-up and top-down connections modulate encoding of visual information12–
14

.
Visual information encoded becomes more complex along the feedforward pathway3,15.

Neurons in V1 respond to lines, edges, and luminosity3,16, whereas neurons in V4 respond to
color9,17,18, shape19,20, and depth21,22. Thus, to elicit robust neuronal responses, when recording
from V1, we used sinusoidal orientation gratings (chapter 3 experiments). While recording
from V4 we used natural images (chapter 3 and 4 experiments)1,23,24. These visual feature
information are topographically organized in V1 and V4. Visual cortices are horizontally
organized such that neurons that respond to adjacent locations (i.e. x and y coordinates) in the
visual space are anatomically adjacent in the cortex25–27. The coordinates in visual space to
which a neuron responds is dubbed its receptive field and is measured in degrees28. Receptive
fields of neurons in V1 and V4 range from 0.5-1 and 2-4 degrees in diameter, respectively29.
Vertically (perpendicular to the cortical surface) arranged neurons across the depth of
the cortex share receptive fields26. A group of neurons across cortical layers I-VI that share
receptive field properties and stimulus preference is termed a ‘cortical column’26,28. A
rudimentary example is a V1 or V4 cortical column that prefers the 90-degree orientation or
the color red presented at 30 degree of eccentricity in visual space. Visual cortices show
remarkable regularity, where neighboring cortical columns that span feature preference (ex. 0
2

to 272 degree orientations) are uniformly repeated every 2-3 millimeters, eventually covering
the entire visual space30. Cortical columns are believed to be the fundamental units of
computation in the visual cortex and across the neocortex31. Thus, a key goal in visual
neuroscience is to understand how information is encoded across cortical columns to drive
perception and behavior.
1.2 Coding in single neurons and neuronal populations
Spikes are the currency of visual information coding in the brain. In
electrophysiological recordings, several measures derived from the spiking activity of a single
neuron or neuronal populations are used to understand how visual cortices encode
information3,32. A preferred visual stimulus in the receptive field of a neuron elicits an increase
in firing rate of that neuron26. Interestingly, there is variability in how a neuron responds to
repeated presentations of the same visual stimulus33. This variability in the responses provides
a measure of the reliability of a neuron, and comparing the responses to different visual stimuli
provides a measure of the discriminability of a neuron34. Single neuron measures of reliability
and discriminability increase with object familiarity, task learning, and task engagement
indicating that they are important measures of stimulus encoding in the cortex35,36. However,
to understand how information coding in the brain influences perceptual decision-making and
drives behavior, it is essential to move beyond single neurons and examine large neuronal
populations33,37.
In the past two decades, the availability of commercial multi-electrode arrays (MEAs)
hardware to record data38 and affordable computing power to store the data have made it
possible for neuroscientists to record simultaneously from large neuronal populations and
examine dynamics at the larger network scale37. The importance of studying spiking across
3

neuronal populations is evident from studies that show that these populations outperform single
neurons in encoding visual-/task-related information and more accurately predict behavioral
performance3,37,39. A popular measure to quantify neuronal dynamics is by correlating the
variability in the spiking activity of pairs of neurons, an analysis termed ‘noise correlation’40–
42

. Redundancy (high correlations) in spiking activity is information limiting, and thus, lower

noise correlations have been shown to be beneficial for information coding in visual cortical
areas and perceptual accuracy43,44. A recent study showed that the timing of higher order (3 or
more neurons) interactions in response to visual stimuli predicts behavior even better than
pairwise interactions (2 neurons)45. Although neuronal responses and coding measures have
been classically studied in response to visual stimuli25,46, spontaneous activity in the brain is
far from “silent” in the absence of external stimuli47,48. It has been shown that baseline activity
just prior to the presentation of a visual stimuli can predict behavioral accuracy36,49. After all,
it makes sense that the “readiness” of the network read out by baseline firing would contribute
to the efficacy of information coding. A measure of fluctuations in baseline spiking activity
irrespective of neural identity is the coefficient of variation of the average population firing
(termed PSI: population synchrony index)50,51. Variations in PSI measured at the millisecond
timescale have been show to predict perceptual performance on a second-by-second basis51.
In addition to the coding measures summarized in this section, there are several ways
to

quantify

network

activity

such

as

cross-correlograms,

population

vectors,

synergistic/redundant interactions, linear generative models, and non-linear models including
deep neural networks41,52–56. Computational methods are rapidly expanding and appropriately
scaling with the advancements in technology that now allow us to record hundreds of neurons
simultaneously (as of three years ago57) and image spiking activity of thousands of neurons (as
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of a month ago58), all aiming at better understanding how the cortex encodes information and
drives perception and behavior.
In this dissertation, I use firing rates and population coupling in chapter 3 and
discriminability, noise correlations, and PSI in chapter 4 to elucidate how brain state
(wakefulness vs. rest) modulates signal propagation and influences information encoding,
respectively. Spike rates, spike timing, correlated variability, and baseline synchrony all play
a crucial role in encoding visual information and driving perceptual behavior43–45,51.
1.3 Synchrony in visual cortical circuits
Synchrony is defined as co-fluctuations of the neuronal population firing where most
neurons fire together or are silent59. Synchrony can be measured in short- and long-time scales.
Spike timing synchrony at shorter timescales (less than <10 ms) can be beneficial for
information coding, whereas synchrony at longer time scales (tens to hundreds of ms) is
detrimental to information coding42,45,51. Synchrony in visual circuits is observed transiently in
response to a preferred visual stimulus during wakefulness or ubiquitously when the animal is
resting or sleeping60. Specifically, in studies using imaging, extracellular and intracellular
recordings show that spontaneous activity is dominated by synchrony during sleep and
anesthesia but desynchronized during wakefulness59,61–65. Indeed, desynchronized activity is
the hallmark of wakefulness while synchronized activity is the hallmark of rest and sleep59,66.
This accepted dogma raises the following questions: (1) can synchrony be observed in
wakefulness? and (2) why is synchrony transient in wakefulness, i.e., is it a limitation of
previous recording techniques or it suggests that the cortex lacks the anatomical
architecture/synaptic connectivity required to spread synchrony during wakefulness? To
answer these questions, we (1) systemically quantified synchrony in thousands of neurons in
5

cortical columns of V1 and V4 during wakefulness and rest (chapter 3), (2) mechanistically
examined the extent to which synchrony can spread in cortical circuits using optogenetics
(chapter 3), and (3) measured the underlying synaptic connectivity in V1 cortical columns
during wakefulness and rest (chapter 3).
1.4 Behavioral states and brain activity
Neuronal activity varies along a continuum from highly synchronized to
desynchronized61,67. During sleep, synchrony in neuronal network varies depending on the
stage of sleep. For example, the duration and sequence of the synchronous ON (high firing
rate) and OFF (low firing rate) states are non-uniform and drastically change during the various
stages of sleep68,69. During early sleep stages (i.e., non-rapid eye movement - NREM), sleep is
characterized by synchronous firing whereas during later sleep stages (i.e., rapid eye movement
- REM), relatively desynchronized firing is observed59,70,71. Even during wakefulness, neuronal
synchrony exists on a spectrum where quiet wakefulness has relatively increased levels of
synchrony compared to active wakefulness50,72–74. These baseline synchronous oscillations in
firing rate during wakefulness are driven by factors such as arousal and attention. Several
studies in anesthetized animals and a few studies in awake animals have shown that baseline
synchrony influences neuronal coding 54,72,75. Indeed, neuronal coding measures described in
section 1.2, for example reliability and noise correlations, are modulated with changes in brain
state such as attention and arousal35,47,76,77. Although ongoing oscillations in neural activity and
fluctuations in brain state have been shown to influence neuronal coding in real-time, how they
influence neuronal coding at subsequent time points remain poorly understood.
Specifically, how do prolonged epochs of synchronous oscillations influence sustained
changes in neuronal coding, i.e., what is the functional significance of synchrony? To answer
6

this question, we studied NREM sleep (occurring during a short nap), as it is the behavioral
condition where neuronal synchrony is robust and reliably observed (see also background
information on sleep provided in section 4.1). Specifically, we tested how prolonged neuronal
synchrony in short naps (20-min of sleep) influences changes in neuronal coding in V4 and
behavioral performance in a visual discrimination task. We took advantage of the wellunderstood organization (section 1.1) and well-studied measures of coding (section 1.2) in the
visual cortices. We tested changes in neuronal coding in single neurons and neuronal
populations before and after sleep (Chapter 4). We also mechanistically tested the function of
synchrony by using electrical microstimulation to induce synchrony and measuring the
underlying changes in neuronal coding and behavioral performance (Chapter 4).
1.5 Research Aims
In this dissertation, I examine the prevalence of synchrony in cortical columns (Aim
1), the propagation of synchrony across laminar circuits (Aim 2), and the impact of
synchronous activity during sleep on neuronal coding and behavioral performance (Aim 3).
Aim 1 (Chapter 3): Examine the presence of synchrony in cortical columns in V1 and V4
during behavioral states of wakefulness and rest.
Aim 2 (Chapter 3): Use optogenetics to mechanistically test whether the spread of synchrony
across cortical columns in V1 is dependent on behavioral states of wakefulness and rest.
Aim 3a (Chapter 4): Examine whether synchrony in NREM sleep influences behavior and
coding in single neurons and neuronal populations in V4.
Aim 3b (Chapter 4): Use electrical microelectrical stimulation to test the functional
significance of synchrony on coding in single neurons and neuronal populations in V4.
7

Chapter 2: Materials and Methods
The data presented in this dissertation was recorded from 4343 units across 176
recording sessions in brain areas V1 and V4 in five nonhuman primates (Wh, Ch, Mo, To, and
Ty). All experiments were performed in accordance with protocols approved by the US
National Institutes of Health Guidelines for the Care and Use of Animals for Experimental
Procedures and were approved by the Institutional Animal Care and Use Committee at the
University of Texas Health Science Center at Houston.
2.1 Surgical procedures
A titanium head post used for head fixed experiments was implanted in the medial
frontal region of the skull. After 3 weeks of recovery, we trained the animals on visual fixation,
contrast detection, and image discrimination tasks. We considered the task to be successfully
learned once the animal performed above chance level consistently for 2 weeks.
Upon successfully learning the task, a recording chamber (inner diameter of 17 mm)
for single-unit multiple electrode recording were cemented over areas V1 and V4 (according
to magnetic resonance imaging map and anatomical landmarks). The recording chamber was
stabilized with two to five stainless steel screws inserted into the skull around the recording
chambers. The recording chamber was further reinforced with cement. The animals recovered
post-surgery for 4 weeks prior to using the recording chamber. The chamber was routinely
examined for dura, and any additional dura was removed prior to insertion of recording
electrodes. This set up was used to perform acute laminar recordings.
Chronic surface recordings were performed using 96 channel Utah arrays (Blackrock
Microsystems) implanted in V4. The surgery was planned based on MRI and brain atlases.
8

Visual verification of the lunate sulcus and superior temporal sulcus to identify V4 was made
in the operating prior to array implantation. In a subset of animals, we also used an
neuronavigation software (Brainsight) to verify the anatomical location of V4 in the operating
room. In addition to the array, a pedestal for chronic recordings was implanted on the caudal
location on the skull off the midline. Animals had a 2-week recovery period before recordings.
2.2 Electrophysiological recordings
Electrophysiology recordings across the depth of the cortex (2.2.1) with identification
of layers (2.2.2) or across the superficial layer (2.2.3) is described as follows.
2.2.1 Laminar recordings across the depth of the cortex
Laminar recording electrodes were used to record single unit and multi-unit activity.
Unit was recorded using a laminar probe with 16–24 equally spaced contacts at 100 um (UProbe, Plexon). The electrode was advanced across the depth of the cortex using the NAN
drive system (Plexon) attached to the recording chamber. Local field potential (LFP) was
recorded in all channels, multi-unit activity was recorded in most channels, and single-unit
activity was recorded on average in 50% of channels. Real-time spiking activity and LFP
signals were recorded at 40 kHz, filtered by a preamplifier box and processed using a
Multichannel Acquisition Processor System (MAP, Plexon Inc) and filtered by a
preamplifier43. In addition, spiking activity of isolated single units was heard through a
speaker. Unit activity was sorted into single units using an offline spike-sorting program
(Plexon Inc). High- and low-amplitude noise was manually removed using an offline sorter.
Units were manually sorted in principal component analysis spaces chosen based on the spike
waveform shape and low signal-to-noise ratio.
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2.2.2 Current Source Density (CSD) analysis to identify cortical layers
In order to identify the relative position of cortical layers in areas V1 and V4, current
source density analysis (CSD) was performed78. Evoked response potentials to a high contrast
stimulus were recorded from equally spaced laminar contacts (100 μm intercontact spacing).
The second spatial derivative of the evoked response potentials was computed using the iCSD
toolbox for Matlab. The granular layer was identified by finding the maximum sink, measured
by nA/mm3. Channels located in the primary sink were assigned to the granular layer, while
channels above the sink were assigned to the supragranular layer and channels below the sink
were assigned to the infragranular layer. Several controls were performed to ensure that the
above protocol for laminar characterization is reliable: (i) small movements of the entire
laminar probe shift the CSD plot towards the performed direction of movement. (ii) shuffling
contact position on the laminar probe destroys the deliverable CSD plot. (iii) total laminar
length was verified with anatomical measurements.
2.2.3 Surface recording using Utah arrays
We recorded single-unit, multi-units, and local field potentials from all 96-channels
(400 µm apart) of chronically implanted Utah arrays (Blackrock Microsystems). Data was
sampled at 30 kHz using a Cerebus Neural Signal Processor17. Spike wave forms with signal
to noise ratio of 4 standard deviations were saved and processed through the spike sorting
Plexon software as described in section 2.2.2.
2.2.4 LFP analysis
LFP was recorded at 1 KHz. We corrected the filter-induced timing delays of LFP data
by using the FPAlign utility from Plexon Inc52. We then filtered the LFP channels with a band
10

pass filter (0.5-80 Hz) and we applied an 8th order Butterworth notch filter at 60 Hz. The LFP
power was then computed for each recording channel independently using the MATLAB
R2015b function bandpower, which calculates the average power via a rectangle
approximation of the integral of the power spectral density estimate. The power was then zscored across trials.
To define rest in chapter 3, the LFP power ratio (PR) was computed by dividing the
LFP power in the lower-frequency bands (0.5-10 Hz) by the LFP power in the higherfrequency bands (30-80 Hz). LFP PR was used as a measure of brain state, as changes in these
specific lower- and higher-frequency bands have been known to be associated with
wakefulness compared to rest50,51. Rest sessions where the LFP PR was significantly different
from task sessions using a Wilcoxon rank sum test were considered valid.
To characterize sleep in chapter 4, band power in all frequency bands was computed in
sleep and no sleep conditions. Power in delta (0.5 - 4 Hz) was calculated for sleep and no sleep
sessions. The relative increase in delta was calculated by dividing the peak in delta band power
from the baseline delta activity. Relative increases in delta were compared between sleep and
no sleep sessions using Chi-squared test (Figure 4.6A).
2.3 Behavioral tasks and conditions
Behavioral tasks (fixation, detection, and discrimination) and behavioral conditions
(rest and sleep) are summarized as follows in sections 2.3.1 to 2.3.7.
2.3.1 Visual stimuli
Natural images (ex. penguin, dog, tree landscape) were using in discrimination task.
The natural images were gray-scale such that the images had identical luminosity and contrast.
11

Orientation gratings were used for detection task. Gratings were generated via MATLAB
Psychophysics Toolbox. Stimuli ranged in size from 1–5°, and were presented at 2–6° of
eccentricity. In each recording session, stimuli were displayed within the receptive fields of
neurons recorded. All visual stimuli (natural images and gratings) were presented on a 19”
CRT color video monitor (Dell, 60 Hz refresh rate). The precise timing of visual stimuli
presentation was recorded using a photodiode placed on the monitor screen. Photodiode timing
combined with strobed markers in the task allowed us to align neuronal data with visual
stimulus presentation recording with millisecond precision (ECM device, FHC Inc)43.
2.3.2 Fixation task
Animals were trained to fixate on a central point (0.1 deg in size) presented on a 19”
CRT video monitor (Dell, 60 Hz refresh rate) on a dark background in a dark room. Fixation
was maintained within a 1-deg window for 1000 ms in the absence of sensory stimulation.
Successful fixation was rewarded with 5 drops of juice. If fixation was broken, trials were
aborted. Each session consisted of 120-480 trials. We recorded 3,840 trials across 32 sessions
(608 units).
2.3.3 Detection task
Animals were trained to detect visual stimuli presented binocularly on a 19” CRT video
monitor (Dell, 60 Hz refresh rate). Monkeys were required to signal the presence of the
stimulus by releasing the lever or maintaining contact if no stimulus was displayed. Correct
behavioral responses were rewarded with 5 drops of juice. Visual stimuli consisted of grayscale sinusoidal gratings created in Psychophysics Toolbox in MATLAB and were presented
on a dark background in a dark room. Each trial started with a 0.1 deg fixation point presented
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on the screen. Once the animal established stable fixation (within a 1-deg window) for 450 ms,
a sinusoidal grating with a diameter of 2-3 deg were displayed at 2-4 deg eccentricity was
transiently presented for 300 ms. and was followed by a delay period of 1.1s (blank screen).
Peak luminance values (0.107, 0.120, 0.133, 0.280 cd/m2) for visual stimuli were calculated
and measured for consistency (Tektronix, J17)43. 50% of trials contained a stimulus. Each
session consisted of 360-720 total trials. A total of 11,520 trials across 32 sessions were
recorded.

2.3.4 Discrimination task
During each recording session, monkeys performed a delayed-match-to-sample task in
which they had to indicate whether two successively presented natural images had the same or
different orientation. Monkeys sat in conventional primate chairs, head-restrained, in front of
a computer monitor 90 cm away51. Eye position was continuously monitored as described in
“Eye movement control” section below. Receptive field selectivity was examined as described
in detection task. The units recorded had largely overlapping receptive fields (Figure 3.1B),
thus, ensuring that we were recording from a cortical column. The 2 to 5 deg natural image
stimuli was presented in the receptive field of cells being recorded. For every trial, once the
animal established stable fixation (within a 1-deg window) for 400 ms, a target stimulus was
flashed for 367 ms, and after a delay period of 1250 ms, a test stimulus flashed for 367 ms. In
approximately half of the trials, the test stimulus had the same orientation as that of the target
(‘match’ condition). In the other half of the trials, the test orientation was rotated from the
target by 3°, 5°, 10° or 20° (‘non-match’ condition) 51. Animals were trained to release a bar
on match trials and hold the bar on non-match trials in order to receive a juice reward. Match
and non-match trials were randomly interleaved (we collected at least 500 trials in each
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session). The inter-trial interval was 10 s. Each session consisted of 500 total trials. In data
analysis for chapter 3, 3507 trials with stimulus and 493 trials without stimulus were recorded
across 8 sessions with 91. In data analysis for chapter 4, 47 sessions were recorded with 2080
units.
2.3.5 Eye movement control
Eye position was calibrated at the beginning of each session using a five-point
calibration procedure. On each trial, monkeys were trained to fixate on a dot (0.2 deg in size)
at the center of the screen within a small rectangular 1-2 deg window 52. To ensure fixation,
eye position was constantly monitored by using an eye tracker operating at 1 KHz (EyeLink
II; SR Research). The eye-tracker gains were adjusted so that they were linear for horizontal
and vertical eye deflections. Microsaccades were analyzed every 10 ms by using a vector
velocity threshold of 10 deg/s (this corresponds to a 0.1 deg eye movement between
consecutive 10-ms intervals)

52

. If a detected microsaccade exceeded 0.25 deg (fixation

instability), the trial was automatically aborted. Thus, if at any point during the trial, eye
position exceeded 0.25 deg outside the boundaries of the rectangular box, the trials described
in the fixation and detection tasks below were automatically aborted. For analysis in rest, eye
closure was calculated based on eye X and Y traces using custom MATLAB scripts. Only
sessions in which eye closure exceeded 85% of the total session time were considered valid
rest sessions. Pupil size was continuously measured monocularly at 1 kHz sampling
frequency (EyeLink II; SR Research). We included in the analysis only the time periods in
which luminance was constant and the fixation point was the only stimulus displayed on the
screen (during the delay period, see Figures 3.3A and 3.3B). For the pupil analysis (see
Figures 3.9 and 3.25B), pupil size was downsampled at 100 Hz and the median value was
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taken over the entire delay period in each trial. The pupil size trace was z-scored to compare
across sessions. The average pupil size was calculated per trial and correlated with state
transitions/s using the Pearson correlation coefficient R. P values < 0.05 were considered
significant.
2.3.6 Rest (Chapter 3)
In the rest condition, either performed before or after the passive fixation or contrast
detection tasks, monkeys remained in the same experimental set-up in a dark room and
stimulus screen with a dark background for 20–45 minutes. Monkeys began to rest at
approximately 2 p.m., which is around the time monkeys naturally take daytime naps
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.A

total of 31 rest sessions with 523 units were recorded across three monkeys, W, T and C (see
‘Quantification of rest sessions’ below).
In chapter 3, in conditions where we performed laser stimulation (passive
fixation/wakefulness and rest), experimental conditions were well controlled. That is, animals
were in the same experimental setup in a dark room, and in both conditions, the monitor had a
dark background and there was no visual stimulus in either condition. Furthermore, neurons’
firing rates were not significantly different between passive fixation and task conditions (P >
0.05, Chi-squared test). Thus, experimental conditions during wakefulness and rest were
identical: dark room, dark monitor, and no visual stimulation. These identical experimental
conditions allowed us to evaluate the effect of laser stimulation during wakefulness (passive
fixation) and rest.
2.3.6a Quantification of rest period
To ensure that animals were resting during the designated rest sessions, we coordinated the
start of the rest condition to occur at the time of day when monkeys naturally take daytime
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naps 79, with sessions starting at approximately 2 pm each day. A rest session was considered
valid if (i) the monkey’s eyes were closed for > 85% of total session duration and (ii) PR was
significantly higher (Wilcoxon rank sum test, P < 0.05) in rest compared to wakefulness
(fixation and task). Eye position was monitored using a camera-based system sampling at 1
KHz (EyeLink II, SR Research). Eye closure was derived from eye position using custom
MATLAB scripts. A total of 31 rest sessions across three monkeys, W, T and C met our
criteria, in which we recorded 523 units.
2.3.7 Sleep (Chapter 4)
2.3.7a Videography Analysis
We used deep neural network-based software (DeepLabCut) to extract features from
videos of the monkeys’ face during experimental recordings

80

. We used DeepLabCut to

recognize and label time-points when the monkey’s eyes were closed and the jaw was slacked.
To do so, we followed the detailed steps under the function Details.md in the DeepLabCut
repository on github 80. In brief, we created a training data set by manually labeling 200 video
frames of the monkeys’ face with the following labeled markers: (1) right pupil, (2) left pupil,
and (3) jaw (lower lip area) (Figure 4.5A). We trained the default resnet50 network on the
training dataset (all default settings were utilized). We next manually evaluated the trained
network to check for appropriate labeling of left pupil, right pupil, and lower lip. Upon
verification of appropriate labeling, the model was trained on the video dataset of the monkeys
in the ‘sleep’ and ‘no sleep’ conditions. If the left and right pupils were extracted with greater
than 90% probability, we considered that the monkey’s eyes were open. If the probability of
left and right pupil in the frame was less than 1% (i.e. pupils were undetectable as eyelids
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covered them), we considered that the monkey’s eyes were closed (Figure 4.5B). In addition,
if the position of the lower lip moved in the frame along the y-axis with greater than 90%
probability, we considered that the monkey’s jaw was slacked (Figure 4.5C). Only sessions
where the monkeys’ eyes were closed and the jaw was slacked for greater than 20 minutes
were considered as valid sleep sessions. Importantly, in both sleep and no sleep conditions, the
lighting was identical to avoid any confounds in video training or feature extraction.
2.3.7b Polysomnography (PSG) recording setup
We created a polysomnography cap for nonhuman primates according to the strict
guidelines of the AASM Manual for scoring human sleep
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. We placed 3 electrodes on the

frontal, 3 electrodes on the central, and 1 electrode on the occipital regions of the brain based
on the international standard of 10-20 system of EEG sites used in polysomnography

81

.

Electrodes were standard 6 mm cast silver, gold-plated, cup electrodes (Grass technologies)
that were sewn to straps together forming the custom-made electroencephalogram (EEG) cap.
The cap was secured to the primate’s head using elastic straps and electrodes were applied on
the scalp using Ten20 conductive paste. Electrooculography (EOG) was collected by
positioning electrodes that were placed above the right eye and below the left eye to detect eye
movements. Electromyography (EMG) was measured by an electrode placed on the mentalis
muscle was used to detect muscle tone. All electrodes were referenced to a clip electrode placed
on the right ear and grounded to a clip electrode placed on the left ear 81. Data was sampled at
500 Hz. EEGs and EOGs were low-pass filtered online at 150 Hz and EMGs were bandpass
filtered between 10 Hz and 250 Hz. Offline EEGs and EOGs were bandpass filtered between
0.3 and 35 Hz. In this manner, EEG, EOG and EMG were combined to measure PSG in
nonhuman primates.
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2.3.7c PSG analysis
We employed an automated sleep software (NeuroScore, DSI) that characterized
epochs of time during the ‘sleep’ and ‘no sleep’ sessions into the following sleep stages: REM,
non-REM (N1, N2, N3), Wake and Active Wake. In addition, we had two expert neurologist
technicians (technicians from Dr. Jeremy Slater and Dr. Samden Lhatoo clinical group)
manually verify the automated classifications. We did so by designing a custom-made matlab
graphical user interface (GUI) that displayed the EEG, EMG, EOG and pupil traces all
together. The interface allowed the data to be viewed in scalable time windows and the GUI
had buttons to assign data into awake, NREM (stage 1, 2, 3), and REM sleep. We had two
technicians independently evaluate the sessions and found high degree of consistency between
the scoring performed by the technicians and the automated sleep software. ‘Sleep’ sessions
were considered valid only if animals had experienced 20 min of NREM sleep.
2.3.7d Sleep and no sleep controls
We controlled the lights in the room, the monitor darkness, and personnel such that the
experimental set-up was identical in the sleep, control (no sleep), and task conditions. The
personnel inside the room paired with each monkey was the same in sleep and no sleep
sessions. In the ‘no sleep’ condition, the personnel used a verbal cue to signal to the monkey
to stay awake; in the absence of the verbal cue the monkey would sleep. The verbal cue was
only provided at the end of ‘task pre’ so the animal did not have a priori indication of whether
a session was going to be sleep or no sleep. Macaques are natural daytime nappers and thus,
we did not have trouble training them to take a nap. Sleep or no sleep sessions were randomly
interweaved. The sleep and no sleep conditions were verified by PSG and videography
analyses as described in detail.
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2.4 Optogenetics (Chapter 3)
2.4.1 Viral vector injections
Channelrhodopsin-2 (ChR2), a light-gated cation channel82, was transfected into
excitatory neurons of primary visual cortex (V1). This was done by injecting high titers (> 109
IU/ml) of purified lentivirus with a calcium/calmodulin-dependent protein kinase type II
subunit alpha (α-CAMKII) promoter that specifically targets excitatory neurons (North
Carolina Gene Therapy Vector Core). The virus was injected using a 29-gauge needle
connected to a Hamilton syringe. The syringe and needle were mounted to a micro-manipulator
(NAN instruments) which allowed for precise computerized control of the injections. The
needle was lowered to the edge of the infragranular layer (lowest depth at which stable neurons
were recorded). 1 µl of virus suspension was slowly injected over 10 minutes. The needle was
then retracted slowly upwards (0.1 mm/min) in 200-300 µm steps and additional viral
injections were made at 5 additional depths until the top edge of the supragranular layer was
reached (highest depth at which stable neurons were recorded). This ensured that ChR-2 was
injected across the entire depth of the cortex covering supragranular, granular and infragranular
layers.
2.4.2 Optogenetic stimulation and electrophysiology.
A 100 mW DPSS blue (473 nm) laser (RGBLase) was coupled to a 200 µm optical
fiber and inserted into a 356 µm stainless steel cannula for stability43. The cannula encased
fiber optic was mounted onto a computer-controlled NAN Microdrive allowing for precisely
lowering the fiber optic to desired depths in the cortex. Light intensity was kept below 50
mW/mm2 to avoid tissue heating43. Importantly, light intensity was kept the same throughout
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an experimental session. Laminar recording electrodes (U-probe, Plexon Inc) were advanced
through the dura mater to adjacent sites on the recording grid at 0.6 mm (center-to-center)
distance from the fiber. The optical fiber and electrodes were mounted separately and could be
manipulated independently. The optical fiber and electrodes were positioned to minimize the
distance between the optical fiber tip and the probe, with the devices often touching at the
target depth. After advancing the optical fiber and recording electrode into the cortex and
reaching the injection depth, optical stimulation of the neurons was achieved by delivering 10
ms light pulses at 20 Hz (15 cycles; 2 sessions) or 35 Hz (10 cycles; 4 sessions). The laser
output was regulated via TTL pulses driven by a waveform generator (Model 3220A, Agilent
Technologies), controlled by the experiment control module (FHC Inc).
2.4.3 Optogenetic stimulation in wakefulness and rest
To examine signal propagation in different brain states, a total of 18 sessions (200-720
total trials) were performed with 342 V1 units recorded in monkeys W and C. An experimental
day consisted of wakefulness and rest sessions either arranged in rest-awake-rest or awakerest-awake blocks on a given recording day. The reason for repeating the 1st block (either rest
or awake) was to ensure that the effects observed are stable and robust. On average, the ‘awake’
lasted 45 min while a ‘rest’ session lasted 20 min (there was a 15-min inter-block interval).
We optogenetically stimulated a subset of units (described in detail in ‘Layer-specific
optogenetic stimulation’ section) in the laminar column and simultaneously recorded from the
entire depth of cortex using laminar U-probes. Optogenetic stimulation was triggered on trials
during passive fixation while no visual stimulus was presented on the screen. On each
stimulation trial, laser was triggered 300 ms after the monkey acquired fixation (the average
ITI was 14 s). Optogenetic stimulation and control (no laser) trials were matched in number
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and they were randomly and evenly distributed across all trials. During rest, the optogenetic
stimulation protocol performed in wakefulness was repeated while lights were turned off
(stimulation and no-stimulation trials were randomly interleaved). The duration and number of
light stimulation and control trials were identical for the wakefulness and rest conditions. As a
control, we varied the frequency of optogenetic stimulation while making sure that the total
duration of laser stimulation (100 ms) was held constant throughout a recording session: 35
Hz, 10 cycles, 10 ms width; 20 Hz, 10 cycles, 10 ms width; 1 Hz, 1 cycle, 100 ms width. The
frequency of stimulation was held constant across brain state conditions.
In conditions where we performed laser stimulation (passive fixation/wakefulness and
rest), experimental conditions were well controlled. That is, animals were in the same
experimental setup in a dark room, and in both conditions, the monitor had a dark background
and there was no visual stimulus in either condition. Furthermore, neurons’ firing rates were
not significantly different between passive fixation and task conditions (P > 0.05, Chi-squared
test). Thus, experimental conditions during wakefulness and rest were identical: dark room,
dark monitor, and no visual stimulation. These identical experimental conditions allowed us to
evaluate the effect of laser stimulation during wakefulness (passive fixation) and rest.
2.5 Microstimulation (Chapter 4)
We used Synapse software suite along with RZ5 digital signal processing unit and IZ232 stimulator (Tucker-Davis Technologies, Alachua, Florida, USA) to generate waveforms to
electrically stimulate neuronal populations through a maximum of 8 channels on a 96-channel
Utah array (surface array) implanted in V4 (n = 2 animals). The current from IZ2-32 stimulator
was injected into the electrodes on the Utah array via the ‘Stim Switch Controller’ and ‘Stim
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Switch Headstage’ (Blackrock Microsystems). Stim Switch Headstage is a capacitively
coupled electrode-switching control interface for neural stimulation that allows switching
between recording and stimulating modes.
The stimulation current waveform was designed such that the net cumulative charge
delivered to the brain through all the electrodes did not exceeded 20nC, which is well below
30nC charge safely delivered per-phase in other studies. Stimulating the brain with low
frequency sinusoid current waveforms would lead to a large amount of net cumulative charge
buildup per-phase (above the 30nC safety limit) even with low amplitudes. This is not desirable
as it has potential to damage both brain tissue and the electrodes. Therefore, we achieved 4Hz
stimulation by superimposing two high frequency sinusoid current waveforms at 150Hz and
154Hz that resulted in an electric field envelope modulated at 4Hz (Figure 4.15B). The intrinsic
low-pass filtering of electrical signals by the neural membrane [1] causes the neurons to follow
the low frequency (4Hz) modulation of the envelope of the resulting interference field pattern
[2]. Charge injected in one phase is immediately drawn out in the subsequent opposite phase
and we carefully set the amplitude of the constituent sinusoids (150Hz and 154Hz sinusoids)
to small equal values so that the net charge delivered never exceeded 20nC per phase. To
control for the sensation of microstimulation, we stimulated at higher envelope frequencies:
40 Hz (150Hz and 110 Hz), 30 Hz (150 Hz and 120 Hz), 25 Hz (150 Hz and 125 Hz), 20 Hz
(150 Hz and 130 Hz), and 15 Hz (150 Hz and 135 Hz).
We verified the current waveforms from the stimulator had the correct amplitude and
temporal dynamics by driving the current through 50KOhm and 100KOhm resistors
(approximating a typical range of input impedance values of Utah array electrodes) and
measuring the induced voltage across them with both an oscilloscope and the ADC monitors
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in the IZ2-32 stimulator. The electrodes on the Utah array were coated with Sputtered Iridium
Oxide Film (SIROF) and thus, ideal for electrical microstimulation. To confirm preservation
of the array, we also tested the impedance on all of the channels (stimulated and nonstimulated) and the impedance measurements were unaltered by the electrical
microstimulation.
The experimental room conditions including light, monitor brightness, and personnel
were strictly controlled as described in detail in section 2.3.7d ‘Sleep and no sleep controls.’
These controls were in place in the microstimulation, sleep, and no sleep sessions. We also
used videography analysis (DeepLabCut, see section 2.3.7a) to confirm that the animals were
awake in the microstimulation and no sleep sessions.
2.6 Data analysis
2.6.1 Hidden Markov Model Analysis
We fit a hidden Markov model (HMM) to our spiking data as described previously
(Engel et al., 2016). Briefly, the spiking data were binned every 10 ms, and the HMM model
was fitted to population spiking data to identify two states (on state and off state) and the
transition probabilities between these states on the dataset using the hmmtrain function in
MATLAB R 2017b. The output was analyzed using the hmmviterbi function, which utilizes
the Virterbi algorithm to classify the spiking data into the two states for all time points. The
model was trained on 50% of the data set and tested on 50% of the data set. Two states were
selected by analyzing the average cross-validation error for n states (where n = 1 to 5). The
addition of states greater than two did not significantly reduce the cross-validation error
indicating that two states was the most parsimonious model for the dataset (combined rest, task
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and fixation data). Because the HMM is an unsupervised learning model, only the number of
states and the convergence threshold were set. The higher firing rate state was designated the
on state, and the lower firing rate state was designated the off state. The output was analyzed
to determine the average firing rates in the on and off states and the durations of the on and off
states. As a control, the HMM model was also trained on shuffled data (temporal structure was
shuffled). The final output was calculated as the output of the model trained on the original
data subtracted from the output of the model trained on shuffled data. The final output was
analyzed to determine the average firing rates in the on and off states and the durations of the
on and off states. Minimal overlap between firing rates of on and off states indicated
appropriate clustering by the model. Lastly, for the time period of a second, the switch between
on and off states was calculated and labeled as transition/s. Transitions measured during laser
duration of 300 ms were labeled as ‘transitions’. This transition rate measure was used in
further analysis, as it is a derivative of not only the presence of on/off states but also the
fluctuation between them. The fluctuation between states was examined during passive
fixation, during the task, and during rest. All transition rate differences between behavioral
states (fixation, task and rest) were significant within each monkey (P < 0.05, Wilcoxon rank
sum). Furthermore, there were no statistically significant differences between monkeys (P >
0.05, Chi-squared test).
2.6.2 Population coupling
Population coupling is computed by calculating the cross-correlation between the
smoothed firing rate of a neuron and the spike-triggered average of the population (stPR) 83.
Population rate used for stPR computation for an individual unit excluded the spikes of that
unit. Population rate was computed by accumulating spiking activity of all (multi and single)
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units with 1 ms resolution and smoothing the resulting vector with a Gaussian of half-width 12
ms 83. The baseline level of each stPR was subtracted. For individual units, the firing rate of a
unit was computed with 1 ms resolution while smoothing the resulting vector with a Gaussian
of half width of 12/√2 ms. The population coupling of unit i is calculated as (where f represents
the smoothed firing rate of a single unit, µ represents the firing rate of a single unit and ‖𝑓𝑓𝑖𝑖 ‖
represents its norm):

𝑐𝑐𝑖𝑖 =

1
� 𝑓𝑓𝑖𝑖 (𝑡𝑡) �(𝑓𝑓𝑗𝑗 (𝑡𝑡) − 𝜇𝜇𝑗𝑗 )𝑑𝑑𝑑𝑑
‖𝑓𝑓𝑖𝑖 ‖
𝑗𝑗≠𝑖𝑖

stPRs were normalized by the median size of the stPR of the shuffled data in each recording
such that stPRs could be compared across recordings. Spikes were shuffled according to the
raster marginals model. This shuffling procedure produces a uniform sample that preserves the
mean firing rate and population rate distribution to that of the original data 83. In brief, the data
was divided into non-overlapping 1 ms bins, and a binary matrix was constructed with one
column for each time bin and one row for each recorded unit. To shuffle data, we randomly
chose and shuffled 2-by-2 submatrices and switched the position of 0s and 1s. Whereas 1
indicated that a unit spiked at the corresponding time bin, 0 indicated no spikes. Swapping 0s
and 1s preserved the firing rate while destroying the spike timing structure of the data
successfully shuffling the data.
2.6.3 Putative excitatory/inhibitory (E/I) ratio
Spike waveforms of well-isolated single units were spline interpolated to a 2.5 µs
resolution. We then computed the time from the trough to the peak of the average waveform
and set a threshold of 200 µs to classify the single units as broad-spiking (putative excitatory)
and narrow-spiking (putative inhibitory) based on previous studies 84,85. We used the peak-to-
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trough time to classify units as this measure provides the most reliable separation of excitatory
and inhibitory neurons 86. The mean waveform width of the putative inhibitory neurons was
183.4 + 7.9 µs and putative excitatory was 400.6 + 9.6 µs84–86 (excitatory vs. inhibitory,
Wilcoxon rank sum test, P < 0.0001). Of the 208 single units analyzed, 15% were inhibitory.
The E/I ratio was calculated by dividing the mean firing rate of putative excitatory cells by the
mean firing rate of putative inhibitory cells for each session.
2.6.4 Linear decoder
We decoded the neural activity by implementing a linear classifier, which fits a
multivariate normal density with a pooled estimate of covariance using the MATLAB function,
classify51. The classifier was trained on 50% of the data and tested on 50% of the data. The
classification performance was calculated by averaging the output of 100 train-test cycle. Data
was separately analyzed for sleep and no sleep sessions.
2.6.5 Population synchrony index (PSI)
The PSI was calculated in each trial by using the coefficient of variation of the
population spike count across 100 windows of T= 10 ms: PSI = Cv = σ (population spike
counts) / µ (population spike counts)51. PSI was computed over the delay (black screen) period
of a given trial. Recalculating PSI using 20 windows of 50 ms duration did not change the
results.
2.6.6 Correlations (Rsc)
Correlated variability (Rsc) was computed for each pair of neurons using the Pearson
correlation coefficient as previously described in detail43,44. Only stable pairs of neurons were
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included in the analysis. We computed Rsc for the 367 ms duration of the visual stimulus (test
and target widows in Figure 4.1B).
2.6.7 Statistical analysis
We used non-parametric statistical tests throughout the analysis. For rest or sleep and
wakefulness comparisons, Wilcoxon rank sum test was used. In other cases, we used Chi
squared test and Pearson’s correlation for significance analysis. The Holm-Bonferroni
correction was applied wherever multiple comparisons were performed. All differences
reported in spontaneous and optogenetically induced state transitions were significant in each
individual monkey (P < 0.05, Wilcoxon rank sum). Furthermore, there were no significant
differences between monkeys (P > 0.05, Chi-squared test).
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Chapter 3: Brain state modulates synchrony propagation in visual cortical circuits
Note: This chapter is based upon: Kharas N, Andrei AR, Debes SR, and Dragoi V. Brain state
limits propagation of neural signals in laminar cortical circuits. This manuscript is currently
under review at PNAS.

3.0 Abstract
Cortical column represents the elementary functional and computational module of the
neocortex. Although much is known about its laminar structure and synaptic connectivity, how
patterns of spiking activity propagate within columnar circuits when the state of the brain
changes remains mysterious. Here, we used multi-electrode laminar arrays to reveal that brain
state modulates the propagation of neural activity across the layers of early and mid-level
visual cortex (areas V1 and V4). During periods of rest, neurons exhibit frequent, spontaneous
fluctuations between phases of vigorous (On) and weak (Off) spiking synchronously. In
contrast, synchronized fluctuations in population activity are rare events during wakefulness.
By optogenetically inducing On and Off state transitions within a single cortical layer during
wakefulness, we found that synchronized neural activity propagates to other layers only
weakly, and the extent of spread is inversely related to arousal level. Surprisingly, lightinduced population activity vigorously propagates throughout the entire cortical column during
rest even when neurons are desynchronized prior to light stimulation. The influence of global
brain state on the propagation of spiking activity across laminar circuits can be explained by
changes in the coupling between neurons. The state-dependent propagation of population
activity revealed here could constitute a general principle of signal transmission within sensory
cortex.

28

3.1 Introduction
For over a century, neuroscientists have observed remarkable regularity in cortical
microarchitecture: clusters of cells are synaptically connected to form small columns
orthogonal to cortical surface26,87. These microcolumns constitute the elementary functional
units of cortical circuitry88, and consist of distinct layers that each contain a characteristic
distribution of cell types and connections with other layers2,26,89,90. Deciphering the functional
principles of cortical column operation requires an understanding of how neural signals
propagate across laminar circuits. Indeed, physical signals are transformed into neural impulses
that travel along the cortical column and then are transmitted to different brain regions. It is
generally accepted that the extent and accuracy with which neural signals propagate along
cortical columns play a critical role in shaping behavior. However, despite significant progress
in our understanding of sensory coding across laminar circuits51,91, the dynamics of neuronal
responses across the entire depth of cortex and the extent to which electrical signals propagate
across the cortical column in different brain states59,73,75,92 remain unknown.
In principle, the strong intracortical connections within and between layers2,4,89,90 may
suggest that signals emitted by individual neurons would vigorously propagate across all
layers. Indeed, during wakefulness, the input, granular cortical layers relay stimulus
information to output, supragranular layers, which send feedforward projections to
downstream areas4,90. Furthermore, neurons in the supragranular layers project back to
infragranular layers, which in turn project to granular layers, and hence signals are circulated
across the entire microcolumn89,90. From a theoretical standpoint, this dynamic flow of signal
propagation raises the possibility that neurons across cortical layers would simultaneously
become active or inactive even in the absence of sensory stimulation. One possible
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consequence of this spatiotemporal pattern of activity across the microcolumn is that
correlations in neuronal firing would rise across layers. Nonetheless, this is inconsistent with
overwhelming evidence that neurons across the cortical surface are desynchronized during
wakefulness40,41,59,73,93,94, and that spike count correlations in sensory cortex are relatively
small (around 0.1) and layer-dependent91,95,96. Importantly, the dynamics of populations of
cortical neurons in alert animals vary widely across different behavioral states73,75,97. Thus,
even in the absence of external stimulation, the state of the brain can fluctuate between
synchronized activity during rest and sleep and highly desynchronized activity during
alertness72,92,98,99. However, whether the dynamics and propagation of electrical signals across
columnar circuits exhibit state dependency is unknown.

Previous studies were unable to address these issues mainly due to inherent restrictions
of techniques such as in-vitro slice recordings100 and in-vivo recordings during anesthesia72,77,96
that severely limit the behavioral repertoire, and hence the interpretation of cortical dynamics
across laminar circuits. Furthermore, studies focused on in-vivo laminar recordings did not
investigate the state-dependent signal propagation across cortical layers95,101,102. Here, we
examined the dynamics and propagation of neural signals across the cortical column in
different brain states using multi-electrode laminar arrays. We discovered that global brain
state strongly modulates the propagation of neural activity across the layers of early and midlevel visual cortex (areas V1 and V4). While neurons exhibit spontaneous fluctuations between
phases of vigorous (On) and weak (Off) spiking during rest, synchronized fluctuations in
population activity were infrequent during wakefulness. Further, we optogenetically activated
specific cell populations during wakefulness to find that synchronized neural activity
propagates to other layers only weakly, and that arousal controls the extent of spread. In
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contrast, the light-induced activity of the same neural population propagated throughout the
entire cortical column during rest even when neurons were desynchronized prior to light
stimulation. We found that the differential propagation of electrical signals in different brain
states relies on the degree of coupling of individual neurons to their neighbors. These findings
provide mechanistic insight into the role of brain state dependent propagation of neural signals
in sensory cortex.

3.2 Results
State-dependent dynamics of laminar population activity
We examined the spiking activity of 2,263 cells across the layers of visual cortical areas
V1 and V4 of three behaving rhesus monkeys using 16 and 24-channel linear array
microelectrodes91,103 (1,407 units in V1 and 856 in V4; n = 129 sessions). These arrays allowed
us to record multiple neurons with largely overlapped receptive fields across the entire depth
of cortex (Figures 3.1 and 3.2). Neuronal responses were recorded in different brain states
while animals performed a fixation or a behavioral task (see Methods), and during 20 min of
rest. To avoid stimulus-induced confounds we measured neurons’ responses in the absence of
external stimulation during visual fixation or before stimulus presentation during the task, and
during periods of rest when monkeys had their eyes closed in a dark room (Figures 3.3A-C;
17,534 trials during wakefulness, and 9,110 pseudo-trials of identical length during rest). We
controlled the lights in the room and the monitor brightness such that the experimental set-up
was identical in all three conditions. As revealed by analyzing the local field potentials (LFPs),
wakefulness was associated with increased high-frequency LFP power (30-80 Hz) and
decreased low-frequency power (1-20 Hz), while high-frequency power was decreased and
low-frequency power was increased during rest92,99 (Figures 3.3A-C). As animals rested,
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prominent On-Off transitions occurred synchronously across cortical layers (Figure 3.3C).
However, during wakefulness, in agreement with previous results in sensory cortex in which
neuronal activity was measured at multiple sites along the cortical surface59,73,99,104, the
population of cells emitted action potentials in a desynchronized manner (Figures 3.3A and
3.3B).

Figure 3.1. Overlapping receptive fields within V1 and V4. (A) Schematic of laminar
recording using 16 channel U-Probe in macaque primary visual cortex (V1) and mid-level
visual cortex (V4). (B) An example session is shown with overlapping V1 and overlapping V4
receptive fields. Circles represent receptive fields of individual neurons recorded along
consecutive channels in V1 (black) and V4 (brown).
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Figure 3.2. Desynchronized neural activity during wakefulness in V1. Population spike raster
in a subset of fixation trials (n=20) in an example session in monkey W.
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Figure 3.3. Dynamics of cortical population activity during wakefulness and rest across
cortical layers. (A) Schematic representation of electrophysiological recordings using laminar
probes in V1 and V4 (top). Diagram of ‘no stimulus’ condition: animals were trained to
passively fixate in the center of a computer screen for 1-s. Raster plots represent single units
recorded across 16 channels for example time epochs. The spectrograms on the bottom
represent the corresponding low (1-20 Hz) and high frequency (30-80 Hz) LFP power. (B)
Schematic representation of ‘task’ condition (top). Animals were trained to report whether a
low-contrast visual stimulus was present on a computer screen. Example neuronal activity
(middle) and LFP (bottom) for the 1-s interval (delay) following stimulus presentation. (C)
Animals rested for 20-40 minutes (top). Example neuronal activity (middle) and LFP (bottom)
during a 1s rest epoch.

To characterize the dynamics of neuronal responses across the population of cells (n =
1,921 units across 57 sessions in V1 and 54 sessions in V4) we counted spikes in 10-ms bins
and used a two-state Hidden Markov Model105,106 (HMM, Figure 3.4A). We asked whether
spontaneous transitions between episodes of robust (On) and weak (Off) spiking may occur
synchronously during wakefulness. The HMM has a one-dimensional, latent variable
representing an unobserved population state switching between the On and Off states101. We
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fitted the HMM to our multiple single-unit spiking data across layers to transform the spikecount data into On and Off episodes under the assumption that spikes are generated via a
Poisson process (Figure 3.4B). While On and Off episodes resembling the Up and Down states
routinely found during anesthesia and slow-wave sleep59,76,99,107 were common during rest,
they were scarce during wakefulness regardless of whether animals performed a behavioral
task or simply fixated on a computer screen (Figures 3.3A-C).

Figure 3.4. (A) Schematic of a two-state Hidden Markov Model to elucidate hidden states (On
and Off) from population firing. (B) Example neuronal activity colored as On and Off states
as predicted by the model; transitions between On and Off states are indicated by arrows.

We further used the HMM to infer the most likely sequence of On and Off episodes
based on the observed spike trains on a trial-by-trial basis. Spike counts in On states were
higher on average than those in Off states in both V1 and V4 areas (Figure 3.5). On a trial
basis, we estimated the probability of staying in the On state (Pon), transitioning from On to
Off state (Pon→off), staying in Off state (Poff), and transitioning from Off to On state
(Poff→on, Figure 3.6). The probability of transitioning between On and Off states during
wakefulness was almost zero, i.e., Pon→off ranged between 1-2% and Poff→on ranged
between 1-3% in both V1 and V4 (Figure 3.6). In contrast, the probability to transition between
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On-Off states was significantly higher during rest compared to wakefulness: Pon→off ranged
between 18-20%, and Poff→on ranged between 6-11% (Figure 3.6, Wilcoxon rank sum test,
P < 0.01). To examine the prevalence of synchronized fluctuations in population activity in
different brain states, we measured the number of On-Off state transitions in 1 second (the
corrected rate of transitions was computed by subtracting the rates from shuffled data, see
Methods). Across sessions, columnar synchrony was significantly greater in rest compared to
wakefulness in both V1 and V4 (Figures 3.4B, 3.7A, and 3.7B, Chi-squared test, P < 0.0001).
The zero median transition rate during fixation and task indicates that synchrony in laminar
circuits is largely absent during wakefulness (only 7% of trials had a transition rate > 0, Figure
3.7A). During these epochs, the duration of On and Off states was significantly longer than
that during rest (Figure 3.8).

Figure 3.5. Firing rates in On and Off states in V1 and V4. Box plots show firing rates in
states classified as On (grey) or Off (red) by the Hidden Markov Model (HMM) in fixation,
task and rest in V1 (A) and V4 (B). Horizontal black bars indicate median and box edges
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represents first quartile (bottom) and third quartile (top). Firing rates in On states is
significantly different from Off states in all conditions of fixation, task and rest in V1 (A) and
V4 (B) (On vs. Off durations in V1, *P < 0.05, Wilcoxon rank sum test, n=27 sessions; On vs.
Off durations in V4, *P < 0.05, Wilcoxon rank sum test, n=26 sessions).

Figure 3.6. (A) Schematic showing the probability of staying in the same state and the
probability of transitioning between states (center). Probability of staying in On and Off states
during fixation, task, and rest (left and right) represented as bars. Probability of transitioning
between On and Off states during fixation, task, and rest in both V1 and V4, as predicted by
HMM (Poff→on (top) and Pon→off (bottom) in rest vs. fixation and task in V1, *P < 0.01,
Wilcoxon rank sum test, n=27 sessions; Poff→on (top) and Pon→off (bottom) in rest vs.
fixation and task in V4, *P < 0.01, Wilcoxon rank sum test, n=26 sessions).
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Figure 3.7. (A) Histograms of rate of transition between On and Off states during fixation,
task, and rest in V1 (top) and V4 (bottom). Arrows indicate medians and error bars represent
s.e.m. (B) Transitions/s plotted as mean and standard deviation during fixation, task, and rest
in V1 and V4 (transition rate in rest vs. fixation and task in V1 (left), *P < 0.0001, Chi-squared
test, n=27 sessions and V4 (right), *P < 0.0001, Chi-squared test, n=26 sessions).
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Figure 3.8. Duration of On and Off states in V1 and V4. Box plots show duration of states
classified as On (grey) or Off (red) by the Hidden Markov Model (HMM). Horizontal black
bars indicate median and box edges represents first quartile (bottom) and third quartile (top).
In rest, the duration of On and Off states is significantly different from both awake conditions
(fixation and task) in V1 (A) and V4 (B) On states, **P < 0.05, Chi-squared test, V1 (n=27
sessions) and V4 (n=26 sessions); Off states, *P < 0.05, Chi-squared test, V1 (n=27 sessions)
and V4 (n=26 sessions).

In those rare wakefulness trials in which we observed On-Off transitions we examined
whether the fluctuation in pupil size, a measure of global arousal, is related to the probability
of occurrence of On and Off states. On a trial basis, there was a negative correlation between
pupil size and rate of On-Off transitions in both V1 and V4 (Figure 3.9, Pearson’s correlation
coefficient, V1: R = -0.10, P < 0.05; V4: R = -0.14, P < 0.05). That is, high arousal (larger
pupil) decreases the rate of On-Off synchrony during wakefulness, whereas low arousal
(smaller pupil) increases it. In contrast, rest is accompanied by significantly higher On-Off
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transition rates, 12-26 transitions/s, i.e., consistent with oscillations in the 6-13 Hz range
reported during rest and early NREM sleep76,92,99 (see also Figures 3.3C and 3.7B). Our
findings that columnar neurons are desynchronized during wakefulness are in contrast to a
previous study in macaque V4 reporting striking On-Off state transitions during an attentional
task

101

. However, brain state, such as reduced arousal or drowsiness, could contribute to

increase the degree of population synchrony across laminar circuits. Additionally,
contamination of waveform clusters identified as single units by spikes of other cells or
noise108, (Figure 3.10) could artificially give rise to spontaneous On-Off state transitions.

Figure 3.9. Scatter plot of mean pupil size and rate of transitions on a trial-by-trial basis. (A)
V1, R = -0.10, P < 0.05, Pearson’s correlation, n=815 trials. (B) V4, R = -0.14, P < 0.05,
Pearson’s correlation, n=384 trials.
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Figure 3.10. Muscle artifact in unsorted electrophysiological recordings. (A) Muscle
movement, represented as the average distance between animal’s lips, extracted from the video
of monkey W chewing a cracker. To extract the movement of the lips we analyzed consecutive
video frames every 100 ms. (B) Simultaneously recorded neural activity prior to noise removal,
while monkey W was chewing. (C) Same as (B) but following noise removal and spike sorting.

On-Off state transitions in cortical layers
The HMM prediction that columnar populations are desynchronized during
wakefulness does not rule out the possibility that individual cortical layers may exhibit
synchronous On-Off transitions that are temporally offset among each other. One possible
source of synchrony is the strong intra-layer recurrent connections within a cortical
column2,28,60,88. However, when we fitted the HMM to spiking activity in each layer (Figure
3.11A), the results mirrored those from the analysis of the entire column. That is, the median
rate of On-Off transitions in the supragranular, granular, and infragranular layers in V1 and V4
was 0 (Figures 3.11B, 3.11C, 3.12A and 3.12C; Figures 3.13 and 3.14). This confirms that On41

Off state transitions are rare events during wakefulness, and they predominantly occur in
isolation within a layer without spreading to adjacent layers (Figure 3.15). Thus, the lack of
synchronous population fluctuations during wakefulness is a general property of cortical layers
in early and mid-level visual cortex. In contrast, during rest we found significant rates of OnOff transitions in each layer without inter-laminar differences (Figures 3.11B, 3.11C, 3.12B
and 3.12D, Chi-squared test, P > 0.05), which tend to spread to adjacent cortical layers (Figure
3.15).

Figure 3.11. State-dependent fluctuations in population activity across cortical layers. (A)
Current Source Density (CSD) analysis to identify layers by detecting the polarity inversion
accompanied by the sink-source configuration at the base of the granular layer. Example
current sink (shown as red) represents the granular layer and spans ~400 μm. (B and C)
Histogram representation of transitions between On and Off states in supragranular (SG),
granular (G), and infragranular (IG) layers in V1 (B) and V4 (C). Arrows indicate median and
error bars represent s.e.m.
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Figure 3.12. (A and C) Rate of transition between On and Off states in each cortical layer
during fixation and task within V1 and V4 (During fixation, layer pairs of SG vs. IG, SG vs G,
and G vs. IG in V1 (A, left) and V4 (C, left), P > 0.05, Chi-squared test, n=13 sessions; During
task, layer pairs compared in V1 task (A, right) and V4 task (C, right), P > 0.05, Chi-squarest
test, n=13 sessions). Bars represent mean and error bars represent standard deviation. (B and
D) Rate of transition between On and Off states in each cortical layer during rest within V1
and V4 (Layer pairs of SG vs. IG, SG vs G, and G vs. IG in V1, n=12 sessions and V4, n=9
sessions, P > 0.05, Chi-squared test). Bars represent mean and error bars represent s.e.m.
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Figure 3.13. Durations of On and Off states in V1 cortical layers. Box plots show duration of
states classified as On (grey) or Off (red) by the Hidden Markov Model (HMM). Horizontal
black bars indicate median and box edges represents first quartile (bottom) and third quartile
(top). In rest, the duration of On and Off states is significantly different from wakefulness
(fixation and task) in supragranular (A), granular (B), and infragranular (C) layers. On states,
**P < 0.05, Chi-squared test, V1 (n=22 sessions) and V4 (n=12 sessions); Off states, *P <
0.05, Chi-squared test, V1 (n=22 sessions) and V4 (n=12 sessions).
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Figure 3.14. Durations of On and Off states in V4 cortical layers. Box plots show duration of
states classified as On (grey) or Off (red) by the Hidden Markov Model (HMM). Horizontal
black bars indicate median and box edges represents first quartile (bottom) and third quartile
(top). In rest, the duration of On and Off states is significantly different from wakefulness
(fixation and task) in supragranular (A), granular (B), and infragranular (C) layers. On states,
**P < 0.05, Chi-squared test, V1 (n=22 sessions) and V4 (n=12 sessions); Off states, *P <
0.05, Chi-squared test, V1 (n=22 sessions) and V4 (n=12 sessions).
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Figure 3.15. Probability of transitioning between On and Off states across layers. (A) Mean
probability of a transition in a layer relative to a transition in adjacent layers in V1 during
wakefulness and rest (40 ms window, **P < 0.001, Wilcoxon rank sum test, n = 13 sessions in
awake and 12 sessions in rest) Bars represent s.e.m. (B) Same as A but in V4 (30 ms window,
**P < 0.001, Wilcoxon rank sum test, n = 13 sessions in awake and 9 sessions in rest). Bars
represent s.e.m.

Optogenetically induced state transitions remain local during wakefulness
These results further allowed us to examine, for the first time, the propagation of
spiking patterns within columnar networks in different brain states. In principle, the strong
intracortical connections within and between layers could underlie a vigorous transmission of
cortical signals across layers. We directly examined the brain state dependency of signal
propagation by optogenetically inducing synchronized On-Off transitions in a given layer
while measuring the propagation of induced synchrony to adjacent layers during wakefulness
(n=18 sessions in two fixating monkeys, Figure 3.16A). This was done by injecting lentivirus
with an α-CAMKII promoter to express ChR2 in V1 glutamatergic neurons109, and then
optically stimulating neurons while performing concurrent laminar recordings (stimulation and
no stimulation trials were randomly interleaved). Using this procedure, neural populations in
the granular layers were transiently activated using 10-ms light pulses presented at 20 or 35
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Hz for 300 ms while electrical activity was recorded from all layers simultaneously (Figure
3.16A and 3.16B). We found both direct and indirect activation of neurons by light, indicating
that optogenetic stimulation did spread across cells in the stimulated layer110 (Figure 3.19).
Given the strong recurrent connectivity between layers, we expected that the induced
On-Off state transitions would propagate across the entire cortical column. Surprisingly,
however, the light-induced population synchrony remained mostly local. Indeed, laser
stimulation increased the firing rates of granular layer neurons significantly beyond control
level to induce On-Off synchronized transitions (Figures 3.16B and 3.17, Wilcoxon rank sum
test, P < 0.0001) reminiscent of the synchronized state during rest. In contrast, the neurons in
adjacent layers had a significantly lower increase in firing rate (Figure 3.17, Wilcoxon rank
sum test, SG: P < 0.001; G: P < 0.0001; IG: P < 0.05) while synchronous On-Off state
transitions were absent (Figures 3.16C, 3.18A and 3.18B). These results were confirmed by
the HMM predictions (Figures 3.16B and 3.16C, Chi-squared test, P < 0.001) that the
synchronized state transitions induced in the granular layer spread only poorly to adjacent
supragranular and infragranular layers (Figures 3.18A and 3.18B, Chi-squared test, P < 0.001).
The weak spread of light-induced population spiking activity was observed regardless of which
layer was optogenetically stimulated (Figure 3.20).

Figure 3.16. Optogenetically induced On-Off states remain local during wakefulness. (A)
Schematic of two scenarios: (left) induced synchrony remains local at the light stimulation site,
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and (right) induced synchrony spreads across the entire column. Area V1 was injected with
Channelrhodopsin receptor 2 (ChR2) such as to optogenetically induce synchronous On-Off
states. (B) Difference in firing rates (∆FR) between ‘light stimulation’ and ‘control’ trials
across all single units in an example session. Laser stimulation was performed at 35 Hz using
10-ms pulses for 300 ms (top). Optogenetically induced On (high FR) and Off (low FR) states
in granular layer. (C) Histogram of transition rate between On and Off states for the example
session in (B). Transition rate in the stimulated granular layer (blue) compared to nonstimulated supragranular (green) and infragranular (magenta) layers (G vs. SG, **P < 0.001;
G vs. IG, **P < 0.001, Chi squared test, n=1 session).

Figure 3.17. (A) Spike counts across sessions in laser trials compared to control trials for each
layer, gray lines represent trials; solid bars represent mean spike counts. Error bars represent
s.e.m. (G laser vs. G control, ***P < 0.0001; SG laser vs. SG control, ** P < 0.001; IG laser
vs. IG control, *P < 0.05, Wilcoxon rank sum test, n=5 sessions).

Figure 3.18 (A and B) Histogram of rate of transitions between On and Off states across all
sessions. Transition rate in G (stimulated, blue) compared to SG (non-stimulated, green) and
IG (non-stimulated, magenta) for all sessions (G vs. SG, **P < 0.001; G vs. IG, **P < 0.001,
Chi squared test, n=5 sessions). Error bars represent s.e.m.
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Figure 3.19. Optogenetic stimulation yields direct and indirect activation of neurons. (A)
Example session – the histogram represents the number of neurons and their light-induced
activation latency calculated as the time since laser onset when the firing rate in a given trial
exceeded 50% of the peak response in that trial (n=28 units over 6 sessions). Direct responses
typically occurred within 2 ms of laser onset (dashed line). Greater latencies were considered
indirect 110. Mean firing rates of two example neurons showing direct (B) and indirect (C)
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responses to laser onset. Firing rates were calculated by averaging responses to laser onset
across all trials. Error bars show s.e.m.

Figure 3.20. Optogenetically induced On and Off state transitions do not propagate across
layers in V1. (A) Histograms representing the transition rates between the On and Off states in
optogenetically stimulated supragranular (SG) and infragranular (IG) layers across trials. (B)
Same as A, but in non-stimulated layers (transitions/s in stimulated layers vs. transitions/s in
non-stimulated layers, **P < 0.001, Chi squared test, n=2 sessions).

Brain state modulates propagation of optogenetically induced neural signals
To further examine whether the propagation of cortical signals depends on global brain
state, we optogenetically activated a subset of neurons in the 1-35 Hz frequency range while
animals were resting or awake (Figure 3.21). The optogenetic stimulation duration, frequency,
and number of stimulation trials were identical across behavioral state conditions of
wakefulness and rest. Additionally, animals were in the same experimental setup in a dark
room, and in both conditions, the monitor had a dark background and there was no visual
stimulus in either condition. Furthermore, neurons’ firing rates were not significantly different
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between passive fixation and task conditions (P > 0.05, Chi-squared test). Thus, experimental
conditions during wakefulness and rest were identical: dark room, dark monitor, and no visual
stimulation. These identical experimental conditions enabled us to evaluate the effect of laser
stimulation during wakefulness (passive fixation) and rest.

Figure 3.21. State-dependent propagation of cortical spiking activity. (A) Heat maps represent
the difference in firing rates (∆FR) between stimulated and control trials across all units in rest
(20-min) and awake (40-min) recording sessions. Optogenetically induced On (high FR) and
Off (low FR) states in units are indicated by dashed box. (B) Mean population firing rates
represented for optogenetically stimulated and non-stimulated units in example sessions shown
in (A). Pearson’s correlation coefficient (r) computed between mean firing rates of stimulated
and non-stimulated units (right, awake vs. rest, P < 0.001, Wilcoxon rank sum test, n = 12
sessions). Bars represent s.e.m.

As expected, at the site of optogenetic stimulation, the population of neurons increased
their firing rates in both brain states to elicit On and Off transitions (Figure 3.22, left; firing
rates of all units were statistically indistinguishable in non-laser (control) trials, data not shown,
P > 0.05, Wilcoxon rank sum test). Remarkably, while synchronized spiking activity remained
51

relatively local during wakefulness, it spread vigorously during rest (Figures 3.21A and
3.21B). Indeed, while the increase in population responses significantly decayed as a function
of the distance from the border of stimulated sites during wakefulness, elevated firing remained
remarkably robust across layers during rest (Figure 3.22, right). This effect was observed
irrespective of the frequency of optogenetic stimulation (Figure 3.23; stimulation frequency
was held constant throughout a session). Furthermore, the correlation between the mean
population response of optogenetically-stimulated and non-stimulated cells was significantly
higher in rest compared to wakefulness (Figure 3.21B, inset, Wilcoxon rank sum test, P <
0.001). Accordingly, the On-Off transition rates were significantly increased for the
optogenetically stimulated units compared to non-stimulated units in both wakefulness and rest
(Figure 3.24A, left, P < 0.001, Chi-squared test). However, while the induced synchrony
remained local to stimulated units during wakefulness, it spread to non-stimulated sites during
rest (Figure 3.24A, left, P < 0.001, Chi-squared test; firing rates of simulated vs. non-stimulated
units were statistically indistinguishable in awake and rest in non-laser (control) trials, data not
shown, P > 0.05, Wilcoxon rank sum test). To ensure that the propagated optogeneticallyinduced synchrony is not due to naturally occurring synchronous activity during rest, we
separately analyzed the trials in which the population of neurons was desynchronized for at
least 1000 ms before light stimulation (i.e., zero On-Off transition rate pre-stimulation, Figure
3.24A, right). However, this did not alter the propagation of cortical signals – even in these
conditions, the spread of light-induced population synchrony to non-stimulated units during
rest was robust across the entire cortical column, whereas the extent of signal propagation was
greatly reduced during wakefulness (Figure 3.24, Chi-squared test, P < 0.001).
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Figure 3.22. (A) Mean firing rates of stimulated units during wakefulness and rest in laser
trials (left, awake vs. rest, *P < 0.001, Wilcoxon rank sum test, n=12 sessions). Bars represent
s.e.m. (A, right) Mean firing rates of individual units, plotted as a function of distance from
stimulated units, in rest compared to wakefulness (right, awake vs. rest, *P < 0.001, Wilcoxon
rank sum test, n=12 sessions). Bars represent s.e.m.

Figure 3.23. Propagation of cortical activity during rest and wakefulness does not depend on
laser stimulation frequency. (A) Schematic representation of the subset of units analyzed (gray
box) with a sliding window and step size of 1 unit (100 µm) progressively moving away from
the stimulated units (blue highlight, ‘stim’). (B) Mean firing rates of individual units as a
function of distance from the stimulated units in the rest (green) and awake (orange) conditions.
Laser stimulation is at 20 Hz (rest vs. awake, *P < 0.05, Wilcoxon rank sum test, n=2 sessions).
Error bars represent s.e.m. (C) Same convention as B but for 1 Hz laser stimulation (rest vs.
awake, *P < 0.05, Wilcoxon rank sum test, n=2 sessions). Error bars represent s.e.m.
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Figure 3.24. (A) Mean transition rate plotted as dots with standard error for stimulated and
non-stimulated units (left) during wakefulness and rest (awake vs. rest, *P < 0.05, Chi-squared
test, n=12 sessions). Transition rate in non-stimulated units in rest compared to wakefulness
(awake stim vs. awake non-stim, **P < 0.001, Chi-squared test, n=5 sessions; rest stim vs. rest
non-stim, **P < 0.001, Chi-squared test, n=7 sessions). Mean transition rate plotted as dots
with standard error in all units pre-stimulation, in stimulated and non-stimulated units in rest
(right; rest pre-stim vs. rest non-stim in synchronized and desynchronized pre-stim conditions,
**P < 0.001, Chi-squared test, n=7 sessions).

Although light-induced synchrony remained mostly local during wakefulness, we
found a statistically significant influence of arousal on the extent of signal propagation. That
is, we quantified the rate of On-Off state transitions by applying the HMM to subnetworks of
fixed size (4 neurons) starting with the stimulated sites and gradually shifting every 100 µm
towards the non-stimulated sites (Figure 3.25A). In states of low arousal (small pupil), there
was a higher spread of synchrony, i.e., higher rate of transitions between On and Off states,
whereas in the high arousal state (large pupil), synchrony was strictly limited to the stimulated
sites (Figure 3.25B, Wilcoxon rank sum test, P < 0.01). This indicates that, contrary to
expectation, alertness limits the extent of signal propagation across laminar cortical
populations.
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Figure 3.25. (A) Schematic representation of the subset population of units analyzed (gray)
with a sliding window of four units with step size of one unit (100 μm) moving away from
stimulated units (blue highlight). (B) Mean transition rate plotted as dots with standard error
for subset of units analyzed as described in (A) Transition rates plotted for wakefulness trials
with larger than average pupil size (red) and smaller than average pupil size (blue) (small pupil
vs. large pupil, *P < 0.01, Wilcoxon rank sum test, n=6 sessions).

Population coupling explains the brain state dependency of signal propagation
What mechanism could underlie the influence of global brain state on the degree of
propagation of spiking activity across laminar networks? Since the spread of neural signals
was limited during wakefulness but less restricted during rest, we reasoned that the strength of
functional connectivity across columnar neurons may exhibit state dependency. We thus
computed the strength of coupling between individual neurons and their local population, and
hypothesized that coupling would be weak during wakefulness, but strong during rest. Notably,
population coupling is a correlate of synaptic connectivity, i.e., the population coupling of a
neuron provides an estimate of the number of synapses received by a neuron from its
neighbors83. Furthermore, population coupling has been found to be relatively independent of
neurons’ stimulus preference, such that it reflects a causal relationship that predicts neuronal
responses to optogenetically driven increases in local population activity83.
To quantify population coupling, we computed the spike-triggered population rates by
correlating the spike train of each neuron with the summed activity of the neural population
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(excluding the neuron being examined, Figure 3.26A). Population coupling was remarkably
higher in rest compared to wakefulness (Figure 3.26B, left, Wilcoxon rank sum test, P < 0.01),
and the degree of state modulation was more pronounced during laser stimulation (Figure
3.26B, right, Wilcoxon rank sum test, P < 0.001). Thus, increased coupling between individual
neurons and their local population may allow a greater spread of synchronous activity during
rest, whereas weaker coupling during wakefulness would limit signal propagation (Figure
3.21). This indicates that population coupling changes as a function of brain state, such that
the input connection strength dynamically shifts between wakefulness and rest – an underlying
mechanism explaining how brain state modulates signal propagation in laminar circuits.

Figure 3.26. State-dependent changes in population coupling. (A) Spike-triggered population
rate for six example neurons. (B) Spike-triggered population rate across sessions in
wakefulness compared to rest for control and laser conditions; gray lines represent individual
units, and circles represent the means. Error bars represent s.e.m. (control awake vs. rest, **P
< 0.001, laser awake vs. rest, **P < 0.001, Wilcoxon rank sum test, n = 12 sessions).

56

3.3 Discussion
The prevailing view of neural dynamics within the cortical microcolumn is that
endogenous patterns of spiking activity robustly propagate across layers in a recurrent manner.
Using a novel combination of multi-electrode laminar recordings and optogenetics in different
brain states, we found that visual cortical layers act as independent functional units during
wakefulness. The spiking responses of single neurons are desynchronized within and across
layers. In contrast, columnar circuits switch to a synchronized mode during rest. For the first
time, we revealed that the propagation of electrical signals is strongly influenced by global
brain state. Following optogenetic induction of synchronized activity in a subset of neurons,
we found a significantly larger spread of neural signals during rest compared to wakefulness.
Furthermore, a global variable controlling the awake state, arousal, was inversely correlated
with the spread of neuronal signals. The almost total lack of synchronized fluctuations across
layers during wakefulness, when On-Off state transitions were optogenetically induced in one
layer, is surprising given the presence of strong inter-layer connections mediating information
transfer28,60,82. This suggests a remarkable degree of independence of individual layers, which
may act as independent functional units during sensory processing91.
Mechanistically, our results may be explained by the state-dependent coupling between
individual neurons and local population activity. Indeed, we found that neurons are more
coupled to their neighbors during rest compared to wakefulness, and that population coupling
modulates signal propagation. An additional mechanism could be the state-dependent
modulation of the balance between local excitation and inhibition84,111. Previous studies have
proposed that the excitation-inhibition (E/I) ratio impacts fluctuations in local populations,
including low-frequency synchrony and correlations91,93,112. Furthermore, experiments in
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rodents have revealed that sleep regulates cortical E/I balance, with inhibitory interneurons
responding only weakly during slow-wave sleep and maximally during REM sleep and
wakefulness104,113,114. Indeed, we confirmed in our data set that the E/I ratio (based on
functionally defined cell types) is significantly higher in rest compared to wakefulness (Figure
3.27). This raises the possibility that a decrease in E/I ratio from rest to wakefulness along with
a decrease in population coupling contribute to restricting the propagation of cortical
population activity115–117.

Figure 3.27. Putative excitatory/inhibitory (E/I) ratio is higher in rest. (A) All waveform traces
for an example single unit. Black line represents the mean waveform extracted. (B) Mean
waveform shape of putative excitatory (blue) and inhibitory (grey) single units across all
sessions (177 excitatory cells, 31 inhibitory cells across 13 sessions in wakefulness and 10
sessions in rest). (C) Mean putative E/I ratio per session derived from mean firing rates in
excitatory and inhibitory units (rest vs. awake, **P < 0.001, Wilcoxon rank sum test, n=23
sessions).

What could be the functional significance of the state-dependent propagation of neural
signals revealed here? The optimal network state during wakefulness is the desynchronized
mode. Indeed, desynchronized cortical activity has been shown to be important for sensory
coding and perception44,51,91, i.e., when cells are desynchronized, populations of neurons
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encode more information to increase perceptual accuracy. However, the dynamics of neuronal
activity across cortical layers and how electrical signals propagate along the cortical column
in different brain states has remained unknown. We uncovered a remarkably strong decoupling
between layers during wakefulness, which could act as an efficient ‘filtering’ mechanism by
only allowing strong stimuli to propagate across cortical layers and influence perception while
blocking the propagation of electrical signals elicited by weak stimuli. Indeed, since the
generation of action potentials is metabolically expensive, the brain must prevent weak,
irrelevant stimuli from eliciting spiking activity in target neurons69.
In contrast, rest is associated with significantly stronger coupling of individual neurons
to local population activity that contribute to synchronizing laminar networks such as to
enhance signal propagation. This is desirable in order to ensure the maintenance of
endogenously generated Up and Down states which, although ubiquitously observed during
slow-wave sleep, remain poorly understood. Our results reveal a dynamic shift in population
coupling from wakefulness to rest, which may be a mechanism by which cortical networks
undergo synchronicity, a fundamental phenomenon required for brain’s daily maintenance,
e.g., upscaling/downscaling synaptic connections and eliminating metabolic waste107.
Specifically, cells are more coupled during rest (higher population coupling), and hence lightevoked action potentials have a higher probability of being transmitted across layers. In
contrast, cells are significantly less coupled during wakefulness, and this reduces the
transmission probability of light-evoked action potentials across layers. In addition, we show
that this shift occurs across a continuum of brain states – when the animal goes from high
arousal to low arousal (drowsiness) to rest.
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Our findings provide insight into the brain state-dependent propagation of neural
signals across columnar circuits and its functional significance. Revealing the neural network
underpinnings of how and why brain switches from asynchronous to synchronous state may
pave the way for new approaches on investigating the aberrant synchrony observed in a myriad
of neuropsychiatric disorders such as epilepsy, Alzheimer’s, schizophrenia, and autism118,119.
Given the similarities of columnar microcircuitry associated with different sensory
modalities25,30,89,120 the brain state control of dynamics and spread of cortical spiking activity
revealed here could constitute a general principle of signal propagation across sensory cortical
populations.
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Chapter 4: Synchrony in NREM sleep desynchronizes cortical circuits and improves
behavior
Note: This chapter is based upon: Kharas N, Eagleman S, Chelaru MI, Beaman C, and Dragoi
V. Naps improve behavioral performance by desynchronizing cortical circuits. This
manuscript is in preparation for submission.
4.0 Abstract
Naps consist of short non-rapid eye movement (NREM) sleep. Although naps have
been shown to enhance cognitive performance for over a century, the underlying neural basis
for this improvement remains undiscovered. Here, we used non-human primates to record the
changes in single neurons, neuronal populations, and local field potentials in V4 that occur
before, during, and after NREM sleep. To test the cognitive effects of naps, monkeys
performed an orientation discrimination before and after taking a nap. We found that high
levels of synchrony during NREM sleep drive the brain to be further asynchronous after sleep
compared to before sleep. Thus, synchrony in NREM sleep improved behavior by modulating
population level dynamics, which we confirmed by performing local microstimulation to
induce synchrony in V4 of awake animals. We uncover the neuronal coding changes in single
neurons and in neural ensembles that lead to sleep dependent improvement in cognitive
performance. Overall, these findings expand our understanding of the functional significance
of synchrony, the neurobiology of sleep, and the neuronal coding driving perception.
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4.1 Introduction
Sleep is a universal behavior shared by all animals121. The depth and complexity of
sleep varies across species121. In humans, sleep is vital for optimal cognitive function. Sleep
has been shown to have beneficial effects on cognitive and behavioral performance in a variety
of tasks across modalities, including the visual system16,122,123. A century ago, Jenkins and
Dallenbach124 first showed that sleep improved behavioral performance and yet we still do not
fully understand how. The major limitation in our understanding of the function of rest has
been the lack of an adequate animal model to study how sleep influences brain networks in
real time. Research on the benefits of sleep has been exclusively dominated by invasive
neurophysiological investigations in small mammals125–127 (e.g., rodents) and non-invasive
(fMRI, EEG) investigations in humans128,129. However, the behavioral repertoire of small
mammals is relatively limited, and they are primarily nocturnal with polyphasic, fragmented
daytime sleep patterns121,130. Additionally, it is currently difficult to perform highly invasive
neurophysiological experimentation in humans to understand the mechanistic function of sleep
at the single cell or network level. To overcome these limitations, we studied the function of
sleep in nonhuman primates, as they offer several key evolutionary advantages, such as a sleep
cycle that is very similar to that of humans131,132, and the ability to easily learn complex
tasks133,134.
In humans and nonhuman primates, there are four stages of sleep: stage 1, stage 2, stage
3, and REM categorized based on polysomnography (PSG) recordings81. The early stages 1-3
are grouped as NREM sleep71,81. REM is a late stage of sleep characterized by desynchronized
neural activity16,66. Whereas in NREM sleep, neuronal synchrony (robust fluctuations in
population firing rates) generates oscillations at frequencies between 0.5 and 4 Hz (delta
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waves) recorded in PSG135–139. The amplitude of delta oscillations increases as an animal enters
NREM sleep and diminishes as an animal wakes up, suggesting a crucial role for delta in
NREM sleep140,141.
There has been a debate on the influence of REM and NREM sleep in memory
consolidation and cognitive function. A seminal study in the early 90’s by Karni and
colleagues142 showed that REM is required for consolidation, but since then, several other
studies have shown that NREM sleep and brief periods of sleep can lead to cognitive
improvements 66,143–147. Studies in humans have shown that a nap as short as 6 minutes leads
to improved cognitive performance148, and in rodents, short periods of rest alter plasticity in
the hippocampus71,146,149. Despite the clear importance of naps, the neural underpinnings of
nap-dependent changes in the sensory cortex remain unknown.
Among all sensory cortical areas, the visual cortex is the best understood in terms of
receptive field properties and circuitry (sections 1.1. and 1.2)2. Thus, visual cortices provide a
unique opportunity for investigating the impact of sleep on neural network coding and
perceptual performance. Among the visual cortices, the mid-level visual cortex (V4) shows the
strongest changes with modulations in brain state such as attention14,85,150. V4 is also
hierarchically closer to decision-making areas2,5,8, and lesion studies have suggested that V4
plays a key role in perceptual learning151, making it an ideal brain area to examine how sleep
influences perception2,4,152. We hypothesized that perceptual improvement after sleep is
associated with specific improvements in the coding of visual information within neuronal
circuits in V4.
To test our hypothesis, we examined whether NREM sleep (short 20-min naps)
influenced visual perceptual performance and the coding of information across visual cortical
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populations. We performed multiple-electrode recordings of single-unit activity and local field
potentials (LFPs) in V4 of macaques, while the animals performed a visual discrimination task
before and after taking a nap. To record sleep stages, we devised a custom nonhuman primate
PSG set-up81. We examined the mechanistic relationship between sleep and behavior by testing
whether or not synchrony during sleep influences synchrony in neuronal populations after
sleep. After sleep, we found that neuronal populations were desynchronized to lower levels
than before sleep. We postulated that high levels of delta and neuronal synchrony during sleep
played a key role in desynchronizing the network after sleep and tested this theory by using
electrical microstimulation to induce delta (4 Hz) oscillations in V4 of an awake animal. Local
induction of synchrony in V4 replicated the changes in neuronal coding and behavior observed
after sleep. Thus, we concluded that synchrony in NREM sleep desynchronizes the brain after
sleep, leading to an improvement in cognitive performance.
4.2 Results
We examined the spiking activity of 2080 units using multi-contact laminar arrays and
surface arrays in V4 as monkeys performed a visual discrimination task before and after taking
a nap (Figures 4.1A and 4.1B; n = 4 animals across 47 sessions). Naps were defined using PSG
and videography analyses as epochs when monkeys were in sustained non-rapid eye movement
(NREM) sleep (Figure 4.2)81. We used an automated sleep recognition software to define
epochs of NREM sleep using all components of PSG including electroencephalography (EEG)
to measure electrical activity noninvasively through the scalp, electrooculography (EOG) to
measure eye closure, and electromyography (EMG) to measure the slacking of the jaw (Figure
4.4A)81. Given the novelty of the application of PSG in nonhuman primates, we had expert
neurologists verify sleep stages manually (Figure 4.2 and 4.3). We additionally verified sleep
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and no sleep sessions by training a deep neural network software80 (DeepLabCut) on videos of
the faces of monkeys to extract whether a monkey’s eyes were open or closed and whether the
jaw was slacked (Figure 4.5). We controlled the lights in the room, the monitor darkness, and
personnel such that the experimental set-up was identical in the sleep and control (no sleep)
conditions.

Figure 4.1. (A) Schematic representation of experimental paradigm in sleep and no sleep
(control) conditions. (B) Schematic representation of the recording site in V4 and delayed
match-to-sample orientation discrimination task. Animals were trained to report whether two
briefly flashed successive natural images, target and test, were rotated or no rotated.
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Figure 4.2. (A) Histogram of sleep stages classified into sleep stages based on PSG analysis
(n = 47 sessions; see also figures 4.3 and 4.4.). NREM sleep stage breakdown was as follows:
stage 1 (61%), stage 2 (35%), and stage 3 (4%).

Figure 4.3. PSG software used by expert neurologist technicians to stage sleep. Custom
designed graphic user interface (GUI) to load polysomnography data recorded in nonhuman
primates. Sleep stage can be selected from dropdown menu as indicated by the green arrow.
The confidence level in the sleep stage scored can be selected as indicated by the red arrow
(range 0 to 10, no confidence to maximum confidence, respectively). Each scored epoch must
be confirmed as indicated by the yellow arrow. The software allows the user to choose the
amount of time displayed as indicated by black box.
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Figure 4.4. Polysomnography (PSG) in nonhuman primates. (A) Example frame from video
of monkey in no sleep and sleep sessions (top). Polysomnography consisting of EEG, EOG,
and EMG recorded for example time epochs. (B) Time-frequency spectrograms representing
changes in local field potential (LFP) power (arbitrary units) in no sleep and sleep example
sessions. (C) Raster plots represent single units recorded across channels for example time
epochs in no sleep and sleep sessions. Mean population synchrony index (PSI) computed
across neuronal population represented as a trace.
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Figure 4.5: Videography analysis using deep neural network-based software (DeepLabCut)
identifies eye closure and jaw position. (A) Example video frames where animal is awake
(video frame 1) and asleep (video frame 2) labeled with markers for right pupil, left pupil, and
lower lip for training the neural network. (B) Likelihood of right pupil being detected in the
video frame plotted as dots for video frames 1 and 2. Low probability in frame 2 indicates eye
closure. (C) Likelihood of left pupil being detected in the video frame plotted as dots for video
frames 1 and 2. Low probability in frame 2 indicates eye closure.
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To characterize neuronal and local changes in NREM sleep, we recorded the changes
in single neurons, neuronal populations (Figure 4.4C), and local field potentials (Figure 4.4B)
before, during, and after naps (Figure 4.1A and 4.4A). Wakefulness was associated with
increased power in the high frequency bands (20-80 Hz)92 (Figure 4.4B). In contrast, during
sleep, LFP analyses revealed increased power in the lower frequency bands (1-20 Hz) and
decreased power in higher frequency bands (20-80 Hz)92 (Figure 4.4B). As expected68,126,140,
among the lower frequencies, delta frequency (0.5-4 Hz) showed the most prominent increase
during sleep compared to no sleep (Figure 4.6A, 125.2% increase in delta power in sleep, Chisquared test, P < 0.001). Synchrony, where neural ensembles co-fluctuate in firing,
accompanied the increase in delta in NREM sleep (Figure 4.4C). To capture neuronal
synchrony, we calculated the population synchrony index (PSI)50,51. As expected59,66,67,137,
neuronal populations in sleep were synchronous compared to the no sleep condition (Figure
4.6B, 57.1% increase, Chi-squared test, P < 0.001).

Figure 4.6. (A) Relative increase in delta (0.5-4 Hz) power in sleep vs. no sleep sessions (P <
0.01, Chi-squared test, n = 47 sessions). Bars represent mean and error bars represent s.e.m.
(B) Mean neuronal synchrony (PSI) in sleep vs. no sleep sessions (P < 0.01, Chi-squared test,
n = 47 sessions). Error bars represent s.e.m.
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To examine NREM sleep-dependent improvement in behavior, we trained monkeys to
report whether two successively flashed natural images were identical (match) or different
(non-match) (n = 47 sessions, see Methods). In each trial, two identical images flashed for 367
ms, separated by 1250 ms, were either rotated (3o, 5o, 10o, or 20o) or not rotated (0o) (Figure
4.1B). We observed an improvement in behavioral performance in the orientation
discrimination task after sleep compared to before sleep (Figure 4.7A and 4.7B; note stable
responses throughout a task session). Further, there was significant improvement in
discrimination threshold in animals when they napped compared to when they did not nap (no
sleep) (Figure 4.7C). NREM sleep improved overall cognitive performance by improving the
ability to perceive differences in visual stimuli. Thus, we replicated previous findings by
showing sleep dependent improvement in perceptual performance.
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Figure 4.7. Naps (NREM sleep) improve behavioral performance in nonhuman primates. (A)
Behavioral performance (% correct responses) per trial in Taskpre and Taskpost periods for
example sleep and no sleep sessions. Horizontal dashed line represents the mean behavioral
performance across trials for a given task period. (B) Scatter plot of the behavioral performance
(% correct responses) in Taskpost vs. Taskpre trials in sleep and no sleep sessions. Each point
represents one session (n = 40 sessions: 26 sleep and 14 no sleep). (C) Mean discrimination
threshold is significantly lower in sleep sessions compared to no sleep (P < 0.001, Chi-squared
test, n = 40 sessions: 26 sleep and 14 no sleep). Error bars represent s.e.m.

To investigate the underlying neural basis of the observed sleep dependent
improvement in behavioral performance, we analyzed changes in single neurons and neuronal
populations before, during, and after NREM sleep. To test sensory information coding in
individual neurons, we analyzed firing rates and decoder performance. We examined the
changes in firing rates in single and multi-unit activity within the trials only when eye
movements were strictly controlled (see methods). We found that after brief naps, firing rates
in the task post-sleep were significantly higher compared to before sleep (Figure 4.8A, P <
0.001, Wilcoxon ran sum test), whereas there was no difference in firing rates between tasks
in the control (no sleep) condition (Figure 4.8B). We used a linear classifier to decode the
natural image stimulus identity from single unit activity in tasks before and after sleep. The
decoder performance in all task conditions was significantly higher than chance level (25%
chance level, P < 0.001, Wilcoxon rank sum test). The decoder performance further improved
after sleep (Figure 4.9A, P < 0.001, Wilcoxon rank sum test). There was no difference in the
decoder performance in the control (no sleep) condition (Figure 4.9A, P > 0.05, Wilcoxon rank
sum test).
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Figure 4.8. NREM sleep dependent changes in individual neurons in V4. (A and B) Scatter
plot of neuronal firing rates in Taskpre and Taskpost periods in sleep (A) and no sleep (B)
sessions. Each dot represents a single neuron. Inset represents firing rate percent change in
Taskpost vs. Taskpre periods across all single units and sessions (n = 197 single units in 26 sleep
sessions and n = 201 single units in 14 no sleep sessions; Sleep vs. no sleep, P < 0.001, Chisquared test).

Figure 4.9. (A) Average decoder performance (d’) was significantly higher in the Taskpost
period compared to the Taskpre period in sleep sessions (P < 0.01, Wilcoxon rank sum test, n =
22 sessions). Average d’ was not significantly different in the task period for the no sleep
condition (P > 0.05, Wilcoxon rank sum test, n = 14 sessions). Average d’ was higher than the
25% chance level in all sessions and task periods. Error bars represent s.e.m.
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In addition to demonstrating sleep-dependent improvement of sensory information
coding in single neurons, we further examined the impact of NREM sleep on population
dynamics in neuronal networks by analyzing population synchrony and pairwise correlations
between neurons. To capture spontaneous fluctuations in synchrony across the entire neuronal
population, we measured the PSI on a trial-by-trial basis in the delay period of the
discrimination task (Figure 4.1B; note the lack of visual stimulus in the delay period). PSI
levels gauge the readiness of neuronal networks to receive sensory information. We first found
that PSI significantly increased during sleep compared to the task period (Figure 4.10A, P <
0.001, Wilcoxon rank sum test). Interestingly, we then observed PSI levels in the task after
sleep dropped below the PSI levels in the task before sleep (Figure 4.10A). This phenomenon
of decreased synchrony after sleep was observed across all sessions (Figure 4.10C, P < 0.001,
Wilcoxon rank sum test). In the control condition, the synchrony levels were consistent through
the tasks and the no sleep period (Figure 4.10B and 4.10C, P > 0.05, Wilcoxon rank sum test).
Importantly, baseline levels of PSI (task pre) in the sleep and no sleep conditions were not
significantly different (P > 0.05, Wilcoxon rank sum test, compare task pre in sleep vs no sleep
in Figure 4.10C). Lower levels of PSI after sleep indicated that the neural network was
optimally ready to receive sensory information after a nap compared to when the monkey did
not take a nap. We also tested how robustly the network could encode new sensory information
by measuring correlations between pairs of neurons. Studies show that lower levels of
correlated variability improve information coding. Indeed, we found lower levels of
correlations between neurons after sleep compared to before sleep (Figure 4.11A). Whereas,
correlations were unchanged between tasks when the monkey did not sleep (control, Figure
4.11B). When comparing tasks before and after sleep, we found that sleep decreased
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correlations across sessions (Figure 4.11C, P < 0.001; no change in control/no sleep, P > 0.05,
Wilcoxon rank sum test). Overall, after naps, we observed a decrease in synchrony and
correlations across neuronal populations compared to before naps. As a control, we tested
whether changes in underlying brain state could explain the findings after sleep. We found that
arousal or attention did not significantly differ in the task periods before and after sleep (Figure
4.12 for arousal and Figure 4.13 for attention). This finding is expected because human and
nonhuman primate studies show that large variations in arousal and attention often observed
in rodents are rare in large animals.

Figure 4.10. (A and B) Population synchrony index (PSI) across neuronal populations
represented as dots in task periods in example sleep (A) and no sleep sessions (B). Each dot
represents a trial during task periods and each dot represents an epoch of time equivalent to a
trial (pseudo-trial) during the sleep or no sleep periods. (C) Mean PSI in Taskpre and Taskpost
periods in sleep and no sleep sessions (P < 0.01, Wilcoxon rank sum test, n = 40 sessions).
Error bars represent s.e.m.
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Figure 4.11. (A and B) Scatter plots of the evoked correlation coefficients (Rsc) per trial in
Taskpre and Taskpost periods for sleep (A) and no sleep (B) sessions. Each dot represents Rsc
for a pair of neurons (n = 870 pairs in sleep and n = 619 pairs in no sleep sessions). (C) Average
change in correlation (Rsc) between pairs of neurons in Taskpost vs. Taskpre periods in sleep and
no sleep sessions plotted in panels A and B (P < 0.01, Chi-squared test, n = 1489 neuron pairs
across 40 sessions).

Figure 4.12. Arousal does not significantly differ in sleep and no sleep (control) sessions.
Mean pupil size (z-scored) is plotted as dots for Taskpost and Taskpre periods in sleep and no
sleep sessions. Each gray dot represents a task period. Black dots represent the mean across
sessions and bars represent s.e.m. (P > 0.05, Wilcoxon rank sum test, n = 40 sessions in 2
monkeys).
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Figure 4.13. Attention does not significantly differ between sleep and no sleep (control)
sessions. (A) Mean bandpower in gamma band (30-80 Hz) plotted as dots. Each dot represents
a session. Black dots represent the mean across sessions and bars represent s.e.m. (P > 0.05,
Wilcoxon rank sum test, n = 40 sessions in 2 monkeys).

During sleep, we observed that increases in neuronal synchrony positively correlated
with the increases in delta power (Figure 4.14A). We further found that the higher the PSI in
sleep (between tasks), the lower the PSI dropped after sleep (Figure 4.14B). We were surprised
by the paradox that robust synchrony in sleep was followed by lower levels of synchrony after
sleep compared to before sleep. Thus, we hypothesized that prominent delta oscillations
(Figure 4.6A) and increased neuronal synchrony during naps (Figure 4.6B) robustly decreased
synchrony after naps below baseline levels and improved cognitive performance (Figure
4.15A). To test our hypothesis, we repeated the experimental paradigm where the monkey
performed the visual discrimination task but instead of the monkey taking a nap between tasks,
we electrically stimulated153–155 V4 with delta frequency (4 Hz) in an awake animal (Figure
4.15B).
A limitation of performing microstimulation in low frequencies, such as 4 Hz, is that
we must use low currents to remain within the safe amount of charge that can be applied to the
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brain. Low currents required in low frequency stimulation are not effective in large animals
and humans, and thus, most experiments and clinical applications use high frequency
stimulation. We overcame this limitation by applying two overlapping high frequency
sinusoids (ex. f1 = 150 Hz and f2 = 154 Hz), which allowed us to use high currents. Given the
intrinsic low pass filtering of electrical signals by the brain1,61, we theorized that the neurons
would perceive the envelope frequency of the two overlapping high frequencies i.e. 4 Hz
(Figure 4.15B; f2(154 Hz) - f1 (150 Hz) = 4 Hz, maximum charge of 20 nC/phase). Indeed,
there is in-vivo evidence that stimulation with overlapping sinusoids drive neurons at envelope
frequencies as efficaciously as direct stimulation with the frequency156. In this manner, we
performed local microstimulation at the 4 Hz delta frequency on 8-contacts of a 96-channel
surface array implanted in V4 of an awake animal (Figure 4.15B). We carefully chose contacts
to stimulate based on the following criteria: (1) the units shared receptive fields, (2) the units
shared stimulus preference, and (3) we could reliably decode visual stimuli from each unit’s
spiking activity (an indicator that the neuron was involved in visual perception in the
behavioral task).

Figure 4.14. Modulations in delta and PSI in tasks and sleep. (A) Scatter plot comparing
relative increase in delta power and mean PSI during sleep. (B) Scatter plot comparing relative
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changes in mean PSI in task periods compared to mean PSI between task periods. Each dot
represents a session (n = 26 sleep sessions and 14 no sleep sessions; Pearson correlation and p
values listed on plots).

Figure 4.15. Local microstimulation at 4 Hz in V4. (A) Schematic of hypothesis that delta (4
Hz) oscillations during sleep increase neuronal synchrony (PSI), which after sleep leads to a
decrease in PSI below baseline levels (PSI in Taskpost vs. Taskpre) and improves behavioral
performance. (B) Schematic explaining microstimulation performed in V4 at 4 Hz envelope
frequency of superimposed 150 and 154 Hz sinusoids with an amplitude of 0.56 microA
current per channel for a maximum charge of 20 nC/phase.

We found that behavioral performance in the visual discrimination task improved after
4 Hz stimulation in V4. We had two control conditions: no stimulation to control for the mere
passage of time and one with high frequency (15-40 Hz) stimulation to control for mere
sensation and test for selectivity of the stimulation frequency. We verified that the animal was
awake using the videography and local field potential analyses described above. In all
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conditions and sessions, the experimental room set-up was identical and the conditions were
randomly assigned. Behavioral performance improved after the 4 Hz microstimulation but not
in the no stimulation or in the high frequency microstimulation conditions (Figure 4.16, P <
0.001, Chi-squared test).

Figure 4.16. (A) Mean change in behavioral performance in 4 Hz microstimulation and control
conditions of no stimulation and higher frequency microstimulation. Bars represent s.e.m. (P
< 0.01, Chi-squared test; n = 19 sessions total: 8 microstimulation, 7 high frequency
stimulation, and 4 no stimulation sessions).

Local microstimulation with 4 Hz (delta) in V4 also replicated the neuronal coding
changes seen after naps – increased firing rate, decreased PSI, and decreased correlations
(Figures 4.17B-D). Improvement in behavioral performance accompanied the changes in
neuronal coding after naps and delta microstimulation (Figure 4.17A). No significant changes
were observed in the control condition (Figures 4.17A-D). The scale of change in neuronal
coding and behavior after local delta microstimulation was similar to the nap-driven changes
in coding and behavior (P > 0.05, Chi-squared test), indicating that the microstimulation
successfully mimicked NREM sleep in a local cortical area of an awake animal. The findings
that microstimulation in delta (4 Hz) in lieu of a nap decreased synchrony post-stimulation and
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improved behavior confirmed our hypothesis that synchrony in NREM sleep drives the brain
to be more desynchronized than baseline levels after sleep.

Figure 4.17. Local microstimulation at 4 Hz mimics NREM sleep dependent neuronal and
behavioral changes. (A) Mean percent correct responses across sessions plotted as dots with
standard error in Taskpost and Taskpre in microstimulation, sleep, and no sleep conditions (*P <
0.01, P > 0.05 in control, Wilcoxon rank sum test, n = 18 sessions total: 8 sessions in
microstimulation, 5 sleep and 5 control across 2 animals). (B) Mean firing rate plotted as dots
with standard error in Taskpost and Taskpre in microstimulation, sleep, and no sleep conditions
(*P < 0.01, Wilcoxon rank sum test, n = 18 sessions as detailed in legend 4.17A). (C) Mean
population synchrony index plotted as dots with standard error in Taskpost and Taskpre in
microstimulation, sleep, and no sleep conditions (*P < 0.01, P > 0.05 in control, Wilcoxon rank
sum test, n = 18 sessions as detailed in legend 4.17A). (D) Normalized pairwise correlations
80

between neurons plotted as dots with standard error in Taskpost and Taskpre in microstimulation,
sleep, and no sleep conditions (*P < 0.01, P > 0.05 in control, Wilcoxon rank sum test, n = 18
sessions as detailed in legend 4.17A).
4.3 Discussion
How does the increase in population synchrony in sleep desynchronize activity postsleep? One possible explanation is that the synchronous activity during sleep is likely to cause
depression, or downscaling, of local intracortical synapses107,157. However, synaptic depression
is an asymmetric process – excitatory synapses are downscaled more than inhibitory ones158,159
Consequently, asymmetric synaptic depression would cause a shift in the balance of local
circuits towards inhibition after rest. Because inhibition closely follows excitation to reduce
co-fluctuations in cortical responses, and thus reduce correlated variability (even when
inhibition increases only modestly), local inhibition has been proposed as a mechanism for
decorrelated responses in cortical networks91,93,114. Indeed, our data shows that the increase in
synchrony during sleep desynchronized neural activity after sleep, leading to an improvement
in behavioral performance.
Our findings complement current theories stating that sleep provides the optimal setting
for synaptic descaling to maintain synaptic homeostasis107,160,161 and consolidates information
via neuronal re-activation71,127,146,149. These two theories seem contradictory at the synapse
level as one states that synapses weaken and the other states that synapses strengthen.
Measuring neuronal changes and coupling between neurons at a range of timescales would
elucidate how selective synapses can strengthen in an environment of synaptic depression. This
sheds light on a potential limitation of our study. We did not measure neuronal coding changes
at timescales smaller than 10 milliseconds. A recent study has shown that spike timing between
neurons (coordination) in V4 at the 5 ms timescale is crucial for perceptual accuracy45. Future
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studies could explore the coding changes at the shorter timescales while accounting for
neuronal identity110,114,162. Accordingly, future studies might reveal that there is decreased
population coupling overall, while increasing spike coordination between neurons selectively
engaged in the task. These future experiments and analyses would help reconcile theories of
sleep that propose synaptic downscaling and upscaling161,163.
Overall, we tested the interplay of NREM sleep, network coding, and post-sleep
perceptual performance. In doing so, we discovered that synchrony in sleep desynchronizes
the neural network post-sleep improving neuronal coding and cognitive performance. We also
successfully implemented a novel microstimulation paradigm that allows intracranial
stimulation at low frequencies, which could serve as a basis for devising neuronal prosthetics
in the millions of patients worldwide that suffer from chronic sleep disorders164. Understanding
coding variability revealed here is essential for designing successful neural prosthetics and
stimulation paradigms165,166. Thus, our findings lay the groundwork to translate stimulation
parameters to treat sleep disruption observed in a variety of neurological disorders, such as
Epilepsy and Parkinson’s disease, where patients often have implanted electrodes118,167–169.
Overall, our findings open novel avenues to treat sleep disruption and expand our basic
understanding of the neurobiology of sleep by uncovering the neural underpinnings of sleep
dependent improvement in cognitive performance.
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Chapter 5: Conclusions and Future Directions
Conclusions
In this dissertation, I examined the prevalence, propagation, and functional significance
of synchrony. In chapter 3, I examined whether synchrony propagation in cortical circuits is
state-dependent. We used multi-electrode laminar probes to reveal that brain state modulates
the propagation of neural activity (synchrony) across the layers of early and mid-level visual
cortex (areas V1 and V4). We found high prevalence of neuronal synchrony (vigorous (On)
and weak (Off) spiking) in rest but low prevalence of synchrony during wakefulness. We next
tested whether propagation of synchrony across cortical circuits is state-dependent. By
optogenetically inducing On and Off state transitions within a single cortical layer during
wakefulness, we found that synchronized neural activity propagates to other layers only
weakly, and the extent of spread is inversely related to arousal level. In contrast,
optogenetically-induced population activity robustly propagates throughout the entire cortical
column during rest even when neurons are in a desynchronized wake-like state prior to
optogenetic stimulation. The influence of global brain state on the propagation of spiking
activity across laminar circuits was explained by changes in the coupling between neurons,
where neurons were weakly coupled during wakefulness but strongly coupled during rest. The
state-dependent propagation of synchronous activity revealed here could constitute a general
principle of signal transmission within the sensory cortex.
In addition to understanding how neuronal coupling modulates synchrony propagation
in wakefulness and rest, we probed the functional significance of synchrony by studying the
influence of NREM sleep (where high levels of synchrony are observed) on coding and
behavior. We used non-human primates to record the changes in single neurons, neuronal
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populations, and local field potentials in V4 that occur before, during, and after NREM sleep.
To test the cognitive effects of naps, monkeys performed an orientation discrimination before
and after taking a nap. We found that high levels of synchrony during NREM sleep drive the
brain to be further asynchronous after sleep compared to before sleep. Thus, synchrony in
NREM sleep improved behavior by modulating population level dynamics, which we tested
by performing local microstimulation to induce synchrony in V4 of awake animals.
Synchronous local microstimulation replicated the changes in neuronal coding and behavioral
performance observed after sleep. We uncovered how synchrony in sleep influences neuronal
coding changes in single neurons and in neural ensembles that lead to sleep dependent
improvement in cognitive performance. Overall, these findings expand our understanding of
the functional significance of synchrony, the neurobiology of sleep, and the neuronal coding
driving perception.
Future directions
In chapter 4, we examined how high levels of synchrony in NREM sleep influenced
neuronal coding and behavioral performance. To characterize the different stages of sleep
accurately, we used a custom-made polysomnography (PSG) setup (Figure 4.4A). And to test
the effects of sleep on behavior, we used the visual discrimination task. Both the PSG and the
task setup required that our experiments be performed in a head-fixed and restrained body
condition (animals comfortably sit in a chair but cannot leave the chair)45,52,170. In this
experimental setup, it was easier to train monkeys to nap for short periods of time (20 minutes,
NREM sleep) rather than longer periods of sleep (> 45 min, REM sleep). Future studies will
use wireless recordings technology implemented in our lab to study sleep in an unrestrained
freely moving animal50,171. This is important because several studies show that locomotion
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influences neuronal firing by modulating arousal75,97. Perhaps one explanation for why we did
not observe the effect of arousal on neuronal coding after sleep is because the animals’
movements were restricted in our experiments (Figure 4.12). Studying primates while they
freely move and curl up to take a nap as they naturally do would shed light on how other
factors, such as attention and arousal, modulate the sleep-dependent effects on neuronal coding
and behavioral performance99,172–174. Indeed, we are training freely moving primates to engage
in visual discrimination while tracking their eye movements using wireless eye tracking and
recording over a hundred neurons to examine network coding50,175. The recent advancements
in wireless data transmission and storage make it possible to record from the brain for long
periods allowing us to study overnight REM sleep50. The combination of recording (1) pupil
size as a proxy/indicator for arousal173,176, (2) eye movements and a scene camera to capture
natural visual stimuli in the animal’s field of view23,134, (3) neuronal activity from multiple
brain areas to decode visual stimuli55,177, and (4) videography80 to examine behavior in a more
natural setting will provide a well-rounded view on the interplay between sleep and perception.
Additionally future experiments could use a closed-loop microstimulation paradigm to induce
and disrupt synchrony in various sleep stages in a freely moving animal, to examine the
components of sleep that influence our daily cognitive performance126,178–180. A colloquial side
note: we wirelessly record from the arrays I used for microstimulation in chapter 4 so the
proposed future experiments could occur in the not so distant future. The key ingredient is an
enthusiastic and motivated graduate student.
In chapter 3, we examined how synchrony spreads in the cortex using optogenetics,
and in chapter 4, we examined the functional significance of synchrony by studying sleepdependent changes in neuronal coding and behavior. While examining how our findings fit
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into current theories of synchrony and sleep137,149,181, we postulated that there must be robust
changes in synaptic connectivity driving the changes we observed in our data. We examined
putative E/I ratios (Figure 3.27) and measured population coupling (Figure 3.26, proxy of
synaptic strength) to elucidate the mechanisms underlying our findings83,114,117,182. Since we
used electrophysiological techniques, we did not measure molecular changes, an important
component that will further our mechanistic understanding of the role of neuronal synchrony.
During wakefulness, several studies have shown that changes in cholinergic drive
(arousal) modulates neuronal synchrony174,183. Future studies could use fiber photometry of
acetylcholine (Ach) sensors to examine cholinergic changes at the neurochemical level while
performing electrophysiological recordings184. During sleep, waste products are removed from
the brain via the recently discovered glymphatic system185,186. Future experiments could utilize
microdialysis to capture the local neurochemical changes or utilize cisterna magna taps or a
chronic port placed in the 4th ventricle to collect CSF samples and examine them for waste
products187,188. This could elucidate the relationship between synchrony and metabolic waste
and further our understanding of the role of synchrony as a restorative rhythm.
We used optogenetics in a nonhuman primate model to target excitatory neurons, but,
as we know, the repertoire of neuronal subtypes is ever expanding189. Recording with glassy
carbon microelectrodes that report neurotransmitter changes could illuminate how cell-type
specific molecular changes during synchrony influence neuronal firing, coding, and
behavior190,191. Overall, combining molecular and electrophysiological techniques could
provide insights into neuronal dynamics that these techniques alone cannot achieve and move
us one step closer to a holistic understanding of how the brain functions.
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