MORGAN is an integrated system for nding genes in vertebrate DNA sequences. MORGAN uses a variety o f t e c hniques to accomplish this task, the most distinctive of which is a decision tree classi er. The decision tree system is combined with new methods for identifying start codons, donor sites, and acceptor sites, and these are brought together in a frame-sensitive dynamic programming algorithm that nds the optimal segmentation of a DNA sequence into coding and noncoding regions (exons and introns). The optimal segmentation is dependent on a separate scoring function that takes a subsequence and assigns to it a score re ecting the probability that the sequence is an exon. The scoring functions in MORGAN are sets of decision trees that are combined to give a probability estimate. Experimental results on a database of 570 vertebrate DNA sequences show that MORGAN has excellent performance by many di erent measures. On a separate test set, it achieves an overall accuracy of 95%, with a correlation coe cient of 0.78 and a sensitivity and speci city for coding bases of 83% and 79%. In addition, MORGAN identi es 58% of coding exons exactly i.e., both the beginning and end of the coding regions are predicted correctly. This paper describes the MORGAN system, including its decision tree routines and the algorithms for site recognition, and its performance on a benchmark database of vertebrate DNA.
Introduction
Finding genes in DNA is a problem of central importance to genomic research. The large quantities of new DNA sequence being continually produced all over the world demand fast, accurate methods for automatic analysis. One of the most important steps in the analysis of a new DNA sequence is nding out whether or not it contains any genes, and if so, determining exactly where they are. A number of algorithms have beendeveloped for this problem and implemented as systems that are in widespread use today. These systems include GRAIL (Xu et al. 1994 Xu et al. 1996 , GeneID (Guigo et al. 1992) , GeneParser Stormo 1993 Snyder and Stormo 1995) , VEIL (Henderson et al. 1997) , Genie (Kulp et al. 1996) , FGENEH (Solovyev et al. 1994) , and SORFIND (Hutchinson and Hayden 1992) . Although none of these programs completely solve the gene nding problem, most perform fairly well and are vital tools for sequence analysis. Research on gene nding involves making continual improvements to these systems as well as developing completely new approaches. MORGAN (Multi-frame Optimal Rule-based Gene Analyzer) is a new approach, based on a combination of decision tree classi ers, signal recognition algorithms, and dynamic programming. MORGAN is highly modular, allowing improvements in any one aspect of the gene-nding task to be incorporated relatively easily into the system.
Below we describe the MORGAN algorithm and experiments with MORGAN on a set of vertebrate DNA sequences. 1 In those experiments, we found that MORGAN performed remarkably well, equalling or exceeding the state of the art. On a benchmark set of vertebrate sequences, MORGAN obtained a correlation coe cient (CC) of 0.80 with a sensitivity and speci city for coding bases of 78%. At the same time, it predicted 58% of coding exons exactly, getting both the 5' and 3' ends correct. These results are 1 The MORGAN system and the data set are available over the Internet contact any of the authors using the email addresses given above. explained in more detail in section 6.
The MORGAN system
The framework of our system is a dynamic programming algorithm that can e ciently consider the large number of alternative parses that are possible for any sequence of DNA. The dynamic programming algorithm guarantees that MORGAN will nd the parse with the optimal score. One of the most critical components of the system, therefore, is the scoring function, which assigns to a subsequence the probability of its being a coding sequence or not. MORGAN uses a modi ed decision tree system, custom-built for eukaryotic gene nding, to produce these scores.
The dynamic programming algorithm is computationally expensive, requiring time that is quadratic in the numberof potential start, donor, and acceptor sites MORGAN considers in a sequence. The more we limit the number of these sites considered, the faster the algorithm runs. When the sites are ltered accurately, the overall system produces much better results. MORGAN's modularity allows us to lter these sites using almost any method desired. We developed two new Markov chain methods to identify potential start sites, donor sites, and acceptor sites, and tested those separately to ensure their accuracy. These methods are explained below. After ltering the input sequence to nd candidate locations for these sites, MORGAN uses dynamic programming to consider all possible optimal combinations of the sites into legal parses. A legal parse must have a single open reading frame (ORF) spanning all coding regions from the start codon to the stop codon. The algorithm keeps track of optimal parses in all three reading frames in order to guarantee optimality. During dynamic programming, decision trees are used to estimate the probabilities that subsequences t one of four types: intron, initial exon, internal exon, or nal exon. The resulting combined system is the rst complete gene-nding system based on decision trees, and the experiments described below demonstrate that MORGAN is very accurate at nding genes in vertebrate sequence data.
3 Decision trees for classifying sequences Decision tree algorithms are an important, well-established machine learning technique that have been used for a wide range of applications, especially for classi cation problems (Breiman et al. 1984 Quinlan 1993 Murthy et al. 1994 . In a recent study, we found that decision trees can accurately distinguish between coding and noncoding DNA for sequences as short as 54 base pairs (bp) (Salzberg 1995) . In that study, w e addressed the task of distinguishing between subsequences that are either entirely coding or entirely noncoding. The full gene nding problem is more complex, and has been posed variously as a parsing problem, a probabilistic reasoning problem, and a classi cation problem. The coding recognition module of GRAIL (Xu et al. 1994 ) (a neural net classi er trained using the back propagation algorithm) is an example of the classi er approach. Hidden Markov Models (Reese et al. 1997 Henderson et al. 1997 in contrast, use a probabilistic approach.
The decision tree software in MORGAN is based on the OC1 decision tree system (Murthy et al. 1994) 2 . OC1 is a randomized decision tree system that can produce a di erent decision tree each t i m e i t i s r u n , e v en when the training set is unchanged. The randomized nature of the algorithm was important in modifying it to produce probability estimates, as we describe below.
A decision tree system outputs a simple tree data structure to be used as a classi er, as shown in Figure 1 . This gure shows part of one tree that was generated for this study. The internal nodes of the tree represent feature values that are tested for each subsequence as it is passed to the tree. Features used here included in-frame hexamer frequency (Snyder and Stormo 1995 ), Fickett's asymmetry measure (Fickett and Tung 1992) , and the scores given to the donor and acceptor sites by our Markov models (described below). A set of feature values is calculated for each subsequence to be classi ed. Each successive node in the tree then represents a decision that is based on those values, until a nal classi cation is reached. The bottom nodes of the tree (its leaf nodes) contain class labels indicating whether the subsequence is an exon or not. In addition, the leaf nodes contain the distributions of examples from all classes in the training set, which MORGAN uses to produce probability estimates.
Modifying OC1 (or any decision tree system) to produce probability estimates works as follows: OC1 builds a tree by choosing a feature x to test at the root node, splitting the training data into two subsets using a test such as \is x greater than some value k?" and then recursively splitting both subsets. This continues until the training data are split into \homogeneous" sets i.e., sets that contain only one class. At this point, the tree would classify the training data perfectly: any member of the training set, when passed down through the tree, would arrive at a leaf node that had the correct classi cation. Usually, though, the splitting process \over ts" the data, and the resulting tree will not perform optimally on new data. In order to correct for this, OC1 uses a pruning procedure to remove leaf nodes that contain too few examples, replacing them with nodes higher up in the tree. As a result, the leaf nodes of the nal tree contain heterogenous distributions that include more than one class. For example, if a leaf node contained 40 coding exons and 10 introns, we would say that the probability o f \exon" at this node was 4/5. If a leaf node contains very few examples from the training set, then the probability estimates produced by a decision tree might be too coarse. In order to produce smoother estimates, we use OC1 to produce 10 di erent trees on the training set. (The di erences are a result of the randomization properties of OC1.) Then to classify a sequence from the test data, we run it through all 10 trees. Each tree produces its own probability estimate, and MORGAN averages these to get a smoothed estimate. In the averaging process, each of the 10 estimates is weighted according to how many training examples were contained in the leaf node of the respective tree. More details of how the trees are constructed are given in Section 5.
Markov methods for identifying signals
In order to nd a eukaryotic gene, there are four key types of signals that must be located: the start codon, all donor and acceptor sites, and the stop codon. Given any genomic DNA sequence and the location of these sites, the identity of the coding portion of the gene is completely speci ed, and the amino acid sequence can be read o directly from the spliced exons. Thus if there existed a method that could perfectly identify all of these signals in any sequence, then the gene nding problem would be solved. Although no such method exists, it is possible to identify most sites with high accuracy. By nding almost all likely sites, and eliminating most other sites, we improve both the e ciency and the accuracy of the core dynamic programming routine of MORGAN. Therefore the rst step of the algorithm is to scan the sequence and identify all potential start, donor, acceptor, and stop sites.
To lter out potential signals, MORGAN uses two methods, both of which are xedorder Markov models. The method used for identifying start sites is similar to the positional matrix method commonly used to characterize start, donor, and acceptor sites. Matrix methods de ne a site as a xed-width region and then compute the probability o f each of the four nucleotides in each position in the window. The resulting matrix characterizes the site, and readily allows one to read o the most likely sequence appearing in that site. Kozak (Kozak 1987 Kozak 1992 has collected statistics and developed matrices for the translational start site, and other researchers have developed matrices for donor and acceptor sites (Senapathy et al. 1990 Mount et al. 1992 Mount et al. 1995 ). These matrices, or similar ones based on di erent data sets, are used for scoring signals in the gene-nding systems GeneID (Guigo et al. 1992) and GeneParser (Snyder and Stormo 1995) . There does not appear to be any good consensus pattern around stop sites, and no one has yet developed a way o f i d e n tifying them other than by looking for stop codons.
Conventional positional matrices are de ned by computing a score
where P(b i) is the probability of base b in location i of the site and P(b) is the prior probability of base b in the data. Using the same method as Snyder and Stormo (Snyder and Stormo 1995) we score a site by adding these log ratios: a new subsequence s i s i+1 : : : s j of S is scored by:
One drawback of this scoring statistic is it assumes implicitly that the bases in a site are independent of one another. To improve upon this statistic, we developed new site statistics that used conditional probabilities instead. M b ija i;1 = log P(b i ja i;1 ) = log(P (a i;1^bi )=P (a i;1 )) To compute the score for a new site, we then sum these log probabilities and normalize by the priors, using S(i j) = M s i 0 + j;i X k=1 M s i+k kjs i+k;1 k;1 ; log P(s i : : : s j ) where P(s i : : : s j ), the prior probability, i s j u s t the product of the priors of all the bases appearing in the subsequence. (Note: this prior can also be computed using conditional probabilities.) This conditional probability scoring function produces better discrimination thresholds than the standard position matrix, as we h a ve s h o wn elsewhere (Salzberg 1997) . Recently, Reese et al. (Reese et al. 1997 ) also showed that using conditional probabilities to recognize donor and acceptor sites signi cantly improved the gene-nding abilities of Genie, a generalized HMM system. Note that this conditional probability score is equivalent to a rst-order Markov chain, since the probability of each position depends on exactly one previous position. In this view, the standard matrices are just zero-order Markov chains.
We used conditional probability matrix scores as a lter for start sites. To produce a scoring function, we applied the matrix to all true start sites and a large selection of random sites. We then calculated a cuto score that excluded less than 1% of the true sites and included less than 0.7% of the random (false) sites. Although these numbers appear to beexcellent, the 0.7% false positive rate still yields a large number of false sites in a lengthy sequence. The average sequence in our data was 5000bp in length, yielding 35 false positive start signals. It was then up to the decision trees to decide which of these was best.
For donor and acceptor sites, we were able to improve our lters further by using a 2nd-order Markov chain. To compute 2nd-order statistics, one must have data on the probability of each base given all possible dimers in the preceding positions in other words, we compute P(a i jb i;1 c i;2 ) for all 64 trimers. With only 454 sequences in the training set, there were insu cient start sites to collect reliable 2nd-order statistics, but there were many more (2079) donor and acceptor sites. Still, because many trimers were relatively rare in these sites, there was not always enough information available to give reliable estimates of the desired probabilities. The result is that the models produced tend to be \overtrained" to match the training data and perform poorly on the test data.
To produce better 2nd-order models without overtraining, we d e v eloped a technique that employs the notion of edit distance. Given a set of edit operations (insertion, deletion, and substitution), each with a speci ed cost, the edit distance between two sequences is de ned to be the minimum-cost sequence of operations needed to transform one sequence into the other. Thus edit distance is a measure of similarity b e t ween two sequences.
The general idea we use is that the presence of a particular sequence, say a trimer, in the training data is evidence that similar trimers might also occur there, where similarity is measured by a suitable notion of edit distance. For example, we can assign a low cost to the edit operation of substituting one pyrimidine for the other or one purine for the other. We then treat the presence of ACG at position i in the sequence as evidence that the triples that di er from it by a single purine/pyrimidine substitution, namely GCG ATG and ACA , are likely to occur at position i. This idea allows us to accumulate more accurate estimates of the probabilities used in a higher-order Markov model.
Using this edit-distance notion, we trained 2nd-order Markov chain models to recognize donor and acceptor sites. This model is based on probabilities of the form P(x i jx i;1 x i;2 ) i.e., each prediction of a base is based on the two previous bases. Specifically, our model allows a single purine/pyrimidine substitution at position i ; 2. In addition, we developed similar models for false-signal sites|sites with the GT signal that were not donor sites and sites with the AG signal that were not acceptor sites. To score a candidate site, we then used the ratio of the probability of it beinggenerated by the true model divided by the probability of it beinggenerated by the false model. We set thresholds on the training data such t h a t v ery few true sites (4 out of over 1600) would be missed. These thresholds yielded very low false positive rates, with an average of 10 false acceptors and a similar numberof false donors persequence. It remained to the dynamic programming algorithm to decide which of these sites were the real ones.
After ltering the input sequence to nd all candidate signals, the sequence plus the list of candidates are passed on to the dynamic programming module, where the bulk of the computation in MORGAN takes place.
5 A dynamic programming algorithm to segment DNA Dynamic programming is the name given to a large class of algorithmic methods that use a simple principle: in order to nd the optimal solution to a problem, break the problem into smaller problems, compute their optimal solution, and then glue those solutions together. Fortunately, the eukaryotic gene-nding problem ts into this framework very comfortably. MORGAN's dynamic programming (DP) algorithm nds a segmentation of a DNA sequence into alternating coding and noncoding regions that is guaranteed to be optimal. Note that although there are an exponential numberof ways to parse a sequence into exons and introns, DP is able to prune away large numbersof these possibilities, considering only those alternatives that are candidates for the optimal solution. Dynamic programming has been used as the framework for other gene-nding systems, notably GeneParser Stormo 1993 Snyder and Stormo 1995) and GRAIL (Xu et al. 1994) , both of which use DP in combination with a feedforward neural network. It has also been used for partitioning amino acid sequences (Sanko 1992 ) and many other applications. The DP formulation of Wu ( W u 1996) is most similar to ours, in that it is the only other formulation that explicitly considers all possible reading frames.
The input to our dynamic programming algorithm is a complete genomic DNA sequence. The output is a partitioning of that sequence into an initial noncoding region, followed by alternating exons and introns, following by a nal noncoding region. This partitioning is optimal with respect to the scores produced by the scoring algorithm, which in our system is a set of decision trees and a few additional rules. The initial noncoding region can (and generally does) contain both intergenic DNA and the 5' untranslated region (UTR). The terminal noncoding region contains 3' UTR plus intergenic DNA. Thus the \exons" found by MORGAN are only the coding portions of exons, spanning the translated portion of the sequence. From the output of MORGAN, one can directly deduce the amino acid sequence of the protein encoded by the putative gene.
The basic DP formulation can be expressed straightforwardly with the help of a matrix D t n]. (This notation is similar to that used by Snyder and Stormo (Snyder and Stormo 1995) .) D t n] will keep the score of the optimal parse of a sequence S ending in a subsequence of type t at location n. The di erent sequence types are:
1. initial noncoding region 2. initial exon 3. internal exon 4. intron 5. nal exon 6. nal noncoding region where \initial exon" is the initial coding region beginning with ATG and \ nal exon" is the nal coding region ending with an in-frame stop codon. The scoring algorithm returns a score P t (i j) which is the probability that the subsequence from i to j is a sequence of type t. The algorithm processes a sequence S from left to right, and at each location n it computes the bestparse by choosing:
That is, at each location n, to compute the score of the best parse that ends in each type t, we compute the score of the subsequence s i+1 : : : s n as a sequence of type t and add that to the score of the optimal parse on s 1 : : : s i ending with type t prev , which is the segment type compatible with t. These previous optimal parses are found in the appropriate entry of matrix D.
The score P is normalized by m ultiplying it by the length of the sequence. Thus the algorithm will maximize the score per base for the whole sequence. This di ers from previous formulations, notably GeneParser (Snyder and Stormo 1995) , that multiply probabilities instead. (For e ciency, they rst convert the probability scores to log likelihoods and then add them together.) The problem with multiplying probabilities is that parses containing more exons will always score lower, even if the exons themselves get high scores. For example, a parse with ve exons and four introns, where each i n terval was given a probability of 0.9, would score 0:9 9 = 0:39, while a parse with two exons and one intron, each scoring 0.8, would score 0.51. The MORGAN formulation avoids this problem by computing an average probability score per base, which is accomplished by multiplying each probability b y the length of the subsequence. The DP algorithm is illustrated graphically in Figure 2 . The gure shows how the algorithm uses the start sites, donor sites, and acceptor sites to put together an optimal parse. Each donor site, for example, has pointers back to the best start site preceding it. The ends of this pointer (shown as an arrow in the gure) de ne a candidate initial exon. As the gure shows, each site only has one back-pointer, becausethe algorithm only keeps track of the best compatible site. (Actually, three pointers are kept, one for each reading frame, but for clarity the gure just shows one pointer.) By tracing backwards from a stop codon all the way to a start site, MORGAN reconstructs a complete parse. The system scans all the stop codons and outputs the highest-scoring parse among them.
Frame consistent dynamic programming
Our formulation also takes account of a crucial complication: in order to produce a \le-gal" parse, coding regions must not contain any in-frame stop codons when concatenated together. If one simply checks for frame consistency and eliminates solutions that are not consistent, the algorithm no longer can guarantee an optimal parse (and, in fact, it will frequently produce suboptimal parses). Therefore, our D matrix entries actually store values for each of the 3 possible reading frames.
The problem can beillustrated as follows:
Suppose we h a ve the two partial parses shown above|two di erent possible initial exons, in di erent frames, followed by i n trons that could end at the same location i. If only one value could bestored in D intron i ], it would bethe higher-scoring parse. Thus, if the parse with Exon 1 scored higher, the parse with Exon 1' would belost, even though it is in a di erent reading frame. It is quite possible, however, that Exon 2 is in a reading frame that is compatible only with Exon 1'. For this reason, at every location n, we keep a separate score for each of the three reading frames. The importance of keeping separate optimal scores for each frame has also beenemphasized by Wu (Wu 1996) .
Assumptions and constraints
There are a numberof inter-region constraints and assumptions that can bemade for the gene-nding problem, and many of these were incorporated into our system. These constraints are immensely valuable, for without them the algorithm will have to compute the optimal parse for many more locations in every sequence, which w ould substantially increase the running time. In addition, giving the system fewer possibilities to compare makes the gene-nding problem itself easier. The constraints used by MORGAN are primarily facts about mRNA splicing, translation, and transcription, some of which can be translated into rules that constrain the system. The assumptions built into MORGAN include the following:
1. The rst coding region of a gene beginswith a start codon ATG . 2. A gene has exactly one in-frame stop codon, which appears as the last codon in the gene i.e., a t the end of the coding portion of the nal exon. 3. Each exon must be in the same reading frame as the previous exon. 4. Each DNA sequence presented for analysis will start and end with a noncoding region and contain a single gene. 5. Every intron begins with the dinucleotide GT and ends with the dinucleotide AG .
These assumptions, although helpful, have a number of shortcomings. In nature, the initial and nal exons of a gene do not have t o b e c o d i n g i.e., the start and stop codons can appear in the middle of exons or in internal exons. Thus MORGAN will only nd the coding portions of exons. (For simplicity in discussion we refer to the coding regions containing the start and stop codons as the rst and last exons.) At present, every other major gene nding system shares this assumption, so in reality all these systems nd only the coding regions of genes. We use the term \gene nder" because it has become standard usage, even though it is not precisely accurate. Assumption 3 eliminates a large numberof candidate solutions by requiring that the reading frames of all the exons in a parse be consistent i.e., when the exons are concatenated, the resulting sequence has no in-frame stop codons. (Note that MORGAN and other gene-nders do not currently nd alternatively spliced genes.) Assumption 4 is also common to many other gene nders however, it is the one assumption that needs to be removed to create a truly general system. (After all, an arbitrary DNA sequence may contain no genes, partial genes, or multiple genes.) Limiting the system to introns that contain the GT-AG consensus is only a slight restriction, since the vast majority of splice sites contain these dinucleotides (although recent evidence points to the existence of at least one other splice mechanism involving an AT-AC pair at the ends of introns (Mount 1996) ). Finally, note that MORGAN only processes the input strand of DNA, not the complementary strand. An extension to handle both strands is planned for the future.
Building the decision trees
As outlined above, MORGAN must score a subsequence by assigning it a probability o f being an initial exon, an internal exon, a nal exon, or an intron. (Currently, MORGAN does not score the regions upstream and downstream of the start and stop codons.) We construct decision trees from the training data to assign these scores. To build these trees, we rst construct a training set from the data, which means that subsequences must beconverted to \examples." An example for a decision tree algorithm is a set of feature values plus a class label. The training set is constructed as follows.
Using the training data only, w e nd all the candidate start sites, donor sites, acceptor sites, and stop sites. These will include all sites that pass the ltering procedures described earlier. For each candidate start site, we construct candidate \initial exons" by nding all donor sites that are in the same open reading frame (ORF) as the start site. A large majority of these regions will befalse positives, since each gene has only one true initial coding exon. We then label each of the candidates as true or false. This gives us a training set from which we construct decision trees to classify a region as initial exons. We then go through a similar procedure to build trees for internal exons, the only di erence being that we n o w collect pairs of candidate acceptor sites and donor sites. Again, the pairs must have a n O R F i n b e t ween. The resulting subsequences form a training set from which we can build decision trees to classify sequences as internal exons. To build trees for introns, we collect all pairs of donor sites and acceptor sites, with the constraint that the distance between the sites must be greater than 20 and less than 16,000 (the minimum and maximum intron lengths that MORGAN will allow). 3 This is a very large set, since the ORF constraint is not used. Finally, we construct a fourth set of candidate \ nal exons" by collecting acceptor sites paired with stop codons, checking for an ORF in between. From this set, we build decision trees to classify nal exons.
The features used by MORGAN's decision trees include: the start site score as computed by the conditional probability matrix, the donor and acceptor site scores from the Markov model, the in-frame hexamer statistic, and the position asymmetry statistic. The in-frame hexamer statistic captures the relative likelihood of particular hexamers occurring in coding versus noncoding sequence. For a subsequence from i to j, this measure is de ned (using the same formulation as in GeneParser (Snyder and Stormo 1995)) as IF 6 (i j) = max 8 > > > > > < > > > > > : P k=0 3 6 ::: j;6 log(f k =F k ) P k=1 4 7 ::: j;6 log(f k =F k ) P k=2 5 8 ::: j;6 log(f k =F k ) where f k is the frequency of the hexamer from a table of in-frame hexamers computed over the coding regions in the training set, and F k is the frequency of the hexamer among all hexamers (in all frames) in the training set. The position asymmetry statistic (Fickett and Tung 1992) of developing the decision trees, we initially used all the features documented in Fickett and Tung's review. The decision tree algorithm automatically selects those features that provide the greatest discriminatory power, and these were the ones that we included in the nal system.
As stated earlier, we build 10 slightly di erent trees for each type of subsequence. The result of this training process is that we have 40 decision trees in all. These trees are called on later to classify new subsequences into the four categories. By combining the distributions found at the leaf nodes of the trees, MORGAN gets a fairly stable estimate of the probability that a subsequence is, for example, an intron.
Although MORGAN does not score the region downstream of the stop codon, it does look for the polyadenylation binding site, which has the consensus sequence AATAAA . This site is the location on the pre-mRNA where the enzyme poly-Apolymerase binds before attaching the poly-Atail to the mRNA molecule. We found that although this site did not occur in all of our sequences, it was found within 1000 bases of the stop codon roughly 70% of the time. Further work to improve the recognition of untranslated regions, particularly involving the recognition of upstream promoter and enhancer sites, is an important potential area for future improvements.
Computational complexity
For a candidate site at location i, the DP algorithm considers at most i possible choices for the last region of the parse. If the total sequence length is n, and one call to the scoring function has cost c, then the DP algorithm does O(cn 2 ) w ork. For our system, c was the cost of evaluating 10 decision trees, which in practice was a very small portion of the overall run time.
We can avoid even more computational cost by taking advantage of the following observation: the decision tree algorithm uses essentially constant time to label a se-quence, because the depth of the trees is always quite small. The main cost comes from computing the feature values that are passed as input to the decision trees. During the DP algorithm, all these features will be computed for every possible subsequence of the input, i.e., for all n(n;1)=2 subsequences. Fortunately, all of the features currently used by the decision tree algorithm can be computed incrementally in constant t i m e . In other words, if we already know the feature for the subsequence from i to j, S(i j), we can quickly and incrementally compute the same feature for S(i j+1). As a simple example, consider the open reading frame (ORF) feature. If we know the location and length of the longest ORF for S(i j), then extending the sequence by one base can only extend the ORF by at most one base, which we can check in constant time. We therefore can classify all the subsequences in a preprocessing step, which takes O(n 2 ) time, by doing incremental feature updates. This allows us to run DP in O(n 2 ) time.
The algorithm actually runs in time proportional to cs 2 , where s is the numberof signals detected. Since s is normally at least 10{20 times smaller than n, the algorithm runs hundreds of times faster than an algorithm that computes a score at every location in the sequence.
Data and Methods
For our experiments, we used a database of 570 vertebrate sequences that was created by Burset and Guigo, who used it to benchmark seven major gene nding systems (Burset and Guigo 1996) . This database has now been used as a benchmark in several additional studies, and thus provides a good basis for comparison among gene nders. In this data set, every sequence contains exactly one gene, and every gene contains at least one intron (i.e., there are no single-exon genes.) None of the coding regions contain in-frame stop codons. All introns begin with the dinucleotide GT and end with AG . Burset and Guigo also removed any sequences that had annotations indicating alternative splicing or that were labeled in Genbank as pseudogenes.
To train MORGAN, we randomly removed 20% of the data for testing, and used the remaining 80% (454 sequences) for all training and tuning of the system. The 454 training sequences contained 2,282,825 bases and 2146 exons. The test set, which had 114 sequences, contained 607,924 bases and 499 exons. (Two sequences were discarded because they contained no bases upstream of the start codon.) One potential problem with randomly dividing the data into training and test sets is that there may besubstantial sequence homology between the two s e t s . We therefore created a second test set by removing all sequences from the rst test set that had at least 80% identity to any sequence in the training set. We i d e n ti ed 17 homologous sequences using this criterion, and the resulting non-homologous test set has 97 sequences and 566,962 bases. The composition of the data is summarized in Table 1 .
The rst part of training involved building the Markov chain models to recognize splice junctions, as described above, and creating the conditional probability matrix to score start sites. After these models were constructed, the second and larger training task was creating the decision tree classi ers for use as scoring functions. All the models and trees were constructed exclusively using the training set. After these were built, they were integrated into the DP algorithm and the system was ready for processing complete sequences.
Results and discussion
Results of using the MORGAN on the vertebrate sequence data are given in Table 2 . Overall, MORGAN obtained excellent accuracy rates, with a correlation coe cient (CC) of 0.80 on the training set, 0.78 on the test set, and 0.77 on the non-homologous test set. Its overall sensitivity for exon bases was 86% for training and 83% for both test sets thus it misses relatively few coding bases. A more stringent criterion for measuring accuracy is the percentage of \exact exon" predictions: this considers only those coding exons for which the system predicted both ends correctly. For the test data, MORGAN correctly identi ed 58% of exons exactly (290 out of 499 true exons). Its speci city is slightly lower, since it predicted 568 exons. 430 of the true exons overlapped MORGAN's predicted exons, which means that only 69 exons (14%) were missed completely.
To place these numbers in context, Table 3 compares some of the summary accuracy numberswith results reported using other gene-nders on this same data. Results are shown for MORGAN on the 114 sequences in the test set. Burset and Guigo (Burset and Guigo 1996) compared all the major gene nders available to them on the complete vertebrate data set. Because they did not have the ability t o re-train the systems they used, they could not control which of the sequences were used as part of the training data for any of the systems. Nonetheless, this study provides an important b e n c hmark that has already become a standard. More recently, two new gene nders have been applied to the same data set. Genie (Reese et al. 1997) and VEIL (Henderson et al. 1997) are both based on hidden Markov models (HMMs). VEIL is a \pure" HMM, while Genie is a generalized HMM: a hybrid of neural network classi ers and HMMs. In the table, results on VEIL are taken from (Henderson et al. 1997) , results on Genie and FGENEH come from (Reese et al. 1997) , and results on the remaining systems come from (Burset and Guigo 1996) . VEIL's results are reported as a 5-fold cross validation where none of the test data overlapped the training data. Genie was trained on a database containing human sequences only, o f w h i c h 122 sequences are contained in the 570 sequence vertebrate database.
In the table, MORGAN's results are shown on the test set described in the text. VEIL's results are on the entire set using a 5-fold cross validation, in which training and test sets were always distinct. Genie was trained on a set of 353 human sequences, 122 of which are included in the 570 vertebrate sequences. The other systems were trained on uncontrolled data sets, which overlap to an unknown degree with the 570 sequences for which their accuracies are reported. Thus the only fair comparison that can be made directly is to VEIL. (The Genie system did report accuracy using a 7-fold cross validation on their human data, and for that data the overall AC was 0.79, with an exact exon sensitivity and speci city of 0.65 and 0.64. Genie was trained to be a human gene nder, and consequently it performs better on human sequences.) As the table shows, MORGAN's accuracy is equal to the very best of all the other gene nding systems, even when compared to experiments where the other systems were tested on some of the same data used in training them.
Error analysis
Some insights into where the program has di culty can be gleaned from a closer examination of the genes it had trouble predicting. This analysis shows that one of MORGAN's primary weaknesses is simply a lack of data on certain species that are under-represented in the training set. This should improve automatically as more genes becomeavailable in the sequence databases.
The two w orst parses were accession numbers X05025 and X05034, both of which had a CC of just 0.17. (The next lowest CC was 0.32.) X05025 is a sequence of 9124 bases from African clawed frog, and one explanation of the trouble is that this species is not well represented in the training data, with just six sequences. The donor and acceptor sites for this sequence received relatively low scores in MORGAN's site recognition modules because they were not su ciently similar to other sequences in the training set. Of the 7 exons in this gene, MORGAN only got 3 of them partially right, in each case predicting either the 5' or the 3' end correctly. When we arti cially removed an internal threshold that discards low-scoring exons, the system found 4 of the 7 exons in X05025 exactly, and its prediction overlapped the other 3 exons. However, it also predicted 10 additional false positive exons.
X05034 is a 6029 base sequence with 3 exons. MORGAN correctly predicted the start codon, but missed all the donor and acceptor sites as well as the stop codon. The donor site it predicted for the initial coding exon was 38 bases past the true site, and scored only slightly higher than the correct site. The hexamer frequency measure gave a higher score to the true coding region. However, the real problem here was the middle exon, located at positions 2747{2949 of the sequence. The sites at both ends received low scores from the site recognition modules, and furthermore the hexamer frequency score for this region is negative, meaning it looks more like a noncoding region than a coding region (even though it is an ORF). Thus the decision tree gives this a probability o f j u s t 0.18 of beingan internal exon. This might beimproved by adding the ORF length to the decision tree system the fact that this is a 202-base ORF should certainly increase its probability of being a coding region. We made a trial run in which we arti cially increased the probability score of this internal exon, and MORGAN's output was then perfect | all three exons were predicted exactly. This shows also how a mistake o n o n e exon can throw o the entire parse, due to the requirement that all the exons belong to a consistent reading frame. Most of the other genes on which M O R GAN performed poorly involved similar problems: a single missed exon, or in some cases a missed start site, threw o the entire parse. This is an important area for future research and improvement of the system.
Conclusions and next steps
The high quality of MORGAN's overall performance is probably due to a combination of factors. The accuracy of the Markov chain models for recognizing start, donor, and acceptor sites is certainly a key factor, and we observed substantial improvements in the overall performance as we improved these components. The decision tree classi ers are central to the system, and the use of four separate types of trees was an essential step in making the classi ers e ective. An important advantage of using decision trees is that they allow the experimenter to analyze the errors made by the system. The modular nature of MORGAN makes it possible in some cases to determine which components of the system are responsible for certain errors, and this helps to guide future development.
The results of this new gene-nding system show promising performance on the gene nding problem. MORGAN's accuracy both on the basepair level and using the exact exon criterion is comparable to the best known systems. We are optimistic that these results can be improved even further, in at least three areas: (1) exploiting knowledge of promoter and enhancer sites, (2) improving the modules of the current system by using the rapidly growing databases of new sequences, and (3) incorporating database searches into the algorithm. It has beenshown that incorporating database lookup can produce substantial improvements, in the range of 15{20% Stormo 1995 Burset and Guigo 1996) . The modularity of MORGAN makes it easy to replace pieces of the system as new and better techniques are developed, and we hope to take advantage of this in future versions of the system. Finally, w e are currently developing species-speci c versions of MORGAN, beginning with humans. Because we expect the mechanisms for transcription and translation to be more uniform within a single species, these versions should perform better than the current system, which was trained on data from many vertebrate species. Table 2 : Prediction accuracies for nding genes using MORGAN. TEx is the total number of true exons, PEx is the total number of predicted exons, OvEx is the fraction of true exons that are overlapped by a predicted exon, TPE is the fraction of perfectly predicted exons (both boundaries are correct), and 1Edge is the fraction of exons for which at least one edge (either the 5' or 3' end) is predicted correctly. Sn is the sensitivity for coding exon bases i.e., the fraction of true exon bases that were correctly predicted as coding. Sp is the speci city for coding bases: the fraction of bases predicted to be in coding regions that actually were coding. CC is the correlation coe cient, P(I) is the probability that if a given base is truly an intron we will mark it correctly, and P(All) is the probability that the system will mark any base correctly. Burset and Guigo (Burset and Guigo 1996) , as a more accurate overall indicator than the correlation coe cient. MORGAN's AC a n d C C v alues were identical for both training and test sets. Sensitivity (Sn) is the fraction of true coding bases that were correctly predicted as coding, and speci city (Sp) is the number of bases predicted to be in coding regions that actually were coding. The \exact exon" columns show the corresponding results for prediction of whole exons, a much more stringent test. A \whole exon" prediction is correct only if both ends of the coding portion of an exon are predicted exactly. ME is the fraction of whole coding exons that are missed completely. Figure 1: Sample decision tree for classifying human DNA. The tree shown was used for classifying sequences as internal exons. Subsequences are passed down the tree beginning at the top, where a \yes" result on any test means that an example should bepassed down to the left. The features tested in this tree include the donor site score (donor), the sum of the donor and acceptor site scores (d+a), the in-frame hexamer frequency (hex), and Fickett's position asymmetry statistic (asym). The leaf nodes contain class distributions for the two classes \exon" and \pseudo-exon." For example, the leftmost leaf node contains the distribution (6,560), which means that in the training set, 6 examples that reached this point in the tree were exons and 560 were pseudo-exons. The nodes shown as triangles represent un-expanded subtrees. Figure 2: How the dynamic programming algorithm nds the optimal parse. The algorithm rst marks all the candidate start, stop, donor, and acceptor sites. Then it nds the best previous site for each one, and marks it with a pointer, shown as an arrow in the gure. For example, acceptor sites have pointers back to donor sites, indicating candidate introns. Donor sites can have pointers back to previous start sites or acceptor sites, indicating initial and internal exons. The ends of each solid arrow in the gure mark potential exons, while the ends of the dotted arrows indicate potential introns. The optimal parse at each stop site can be found by tracing the pointers back to a start codon.
Coding Bases Exact Exons

