A real symmetric matrix A is copositive if x T Ax ≥ 0 for every nonnegative vector x. A matrix is SPN if it is a sum of a real positive semidefinite matrix and a nonnegative one. Every SPN matrix is copositive, but the converse does not hold for matrices of order greater than 4. A graph G is an SPN graph if every copositive matrix whose graph is G is SPN. In this paper we present sufficient conditions for a graph to be SPN (in terms of its possible blocks) and necessary conditions for a graph to be SPN (in terms of forbidden subgraphs). We also discuss the remaining gap between these two sets of conditions, and make a conjecture regarding the complete characterization of SPN graphs.
The problem of studying SPN graphs is motivated not only by the difficulty of checking copositivity, but also by the related characterization of completely positive graphs. A matrix A is completely positive if A = BB T , where B is a nonnegative, not necessarily square, matrix. A matrix A is doubly nonnegative if A is both positive semidefinite and entrywise nonnegative. The set of completely positive n × n matrices is denoted by CP n , and that of doubly nonnegative n × n matrices by DN n . Each of the four sets COP n , SPN n , CP n and DN n is a proper cone in the space S n of real symmetric n × n matrices. The cones CP n and DN n are the dual cones of COP n and SPN n , respectively, with respect to the inner product A, B = trace(AB). For every n we have CP n ⊆ DN n , and equality holds only for n ≤ 4. A graph G is said to be completely positive if every doubly nonnegative matrix with graph G is completely positive. Completely positive graphs were fully characterized in a series of papers, see the monograph [3] and the references therein. These are all the graphs that do not contain an odd cycle of length greater or equal 5. Equivalently, these are graphs in which each block either has at most 4 vertices, or is bipartite, or consists of several triangles sharing a common base. We are looking for a similar characterization of SPN graphs. Note that in a doubly nonnegative matrix every entry is either positive or zero, and thus the graph of the matrix captures the sign pattern of its off-diagonal entries completely. In contrast, a copositive matrix may have also negative off-diagonal elements. It therefore makes sense to consider a signed graph to describe the sign pattern of such a matrix. A signed graph is a graph with an additional assignment of plus or minus sign to each edge. With each symmetric matrix A we associate its signed graph G(A), which has the same vertices and edges as G(A), with additional assignment of signs to the edges. An edge in G(A) is positive if a ij > 0 and negative if a ij < 0. We say that a signed graph G is SPN if every copositive matrix whose signed graph is G is SPN. Characterizing SPN signed graphs seems to be a natural problem, but here we will touch it only insofar as it serves the characterization of SPN graphs.
In this paper we find some sufficient conditions for a graph to be SPN in terms of its possible blocks, and some necessary conditions in terms of forbidden subgraphs. We also discuss the gap between the necessary and sufficient conditions, and make a couple of conjectures regarding the complete solution. In the process we prove several results that may be of interest in their own right. One outcome is a new proof from general principles for the equality COP n = SPN n , n ≤ 4.
The paper is organized as follows. In Section 2 we discuss terminology, notations and known results. In Section 3 we prove results that will be needed in the characterization, some are adaptations or generalizations of known results, the other are new. In Section 4 we prove some basic results on SPN graphs. In Section 5 we use graphs and some general results, to present a new proof that COP 4 = SPN 4 , and characterize copositive matrices with acyclic graph. In Section 6 we prove that any graph consisting of several triangles with a common base is an SPN graph. In Section 7 we fully characterize the SPN graphs on 5 vertices. In Section 8 we discuss the effect of certain graph transformations on signed graphs on the property of being SPN/non-SPN. In Section 9 we use all the results to give some sufficient conditions for a graph to be SPN, in terms of its possible blocks, and some necessary conditions for a graph to be SPN, in terms of forbidden subgraphs. We conclude with a discussion of the remaining gap between these two sets of conditions, and with some conjectures regarding the complete characterization of SPN graphs.
Preliminaries 2.1 Additional notations and terminology
We use ≥ to denote entry-wise inequality (between vectors or matrices), and > when in each entry the inequality is strict. Vectors in R n are column vectors, R n + is the cone of nonnegative vectors in R n , and R n ++ is its interior, consisting of positive vectors. The norm on R n is the Euclidean norm x = √ x T x. A vector of all ones is denoted by 1, a zero vector by 0. The standard basis vectors in R n are denoted by e 1 , . . . , e n . For x ∈ R n , supp x = {i ∈ {1, . . . , n} | x i = 0}. The maximum of two vectors max(x, y) is computed entrywise, and for x ∈ R n , x + = max(x, 0) and x − = max(−x, 0) (so x = x + − x − ). For x ∈ R n and α ⊆ {1, . . . , n}, x[α] denotes the vector of length |α| consisting of entries of x indexed by α.
A matrix of all ones is denoted by J, and E ij ∈ S n is defined by
The vector of diagonal entries of a square matrix A is denoted by diag A. For A ∈ S n and α ⊆ {1, . . . , n}, A[α] is the principal submatrix whose rows and columns are indexed by α and A(α) is the principal submatrix whose rows and columns are indexed by the complement α c = {1, . . . , n} \ α. The set of nonnegative matrices in S n is denoted by N n , and the set of positive semidefinite matrices in S n is denoted by PSD n . Like COP n , SPN n , CP n and DN n , each of the sets N n and PSD n is a proper cone in S n (that is, a closed convex cone, which is pointed and has an nonempty interior). Clearly, PSD n + N n = SPN n . When discussing the space of symmetric matrices or one of these cones we often omit the order n from the notation.
In our graph theoretic terminology and notations we mostly follow [9] . For completeness we recall here some terms concerning subgraphs and paths. We consider only simple graphs, i.e., undirected graphs without multiple edges or loops. The vertex set of a graph G is denoted by V (G) and its edge set by E(G). A graph H is a subgraph of G if V (H) ⊆ V (G) and E(H) ⊆ E(G). The subgraph is proper if one of the inclusions is strict. The subgraph H is induced if E(H) consists of all the edges of G which have both ends in V (H). A subgraph H of G is spanning if V (H) = V (G). If e is an edge of a graph G, G − e denotes the subgraph obtained by omitting the edge e. We denote an edge {x, y} by xy. The edges of a path P are emphasized by dashes:
The vertices v 0 and v k are the ends of the path P , and v 1 , . . . , v k−1 are its inner vertices. The length of P is the number of its edges. If v 0 = x and v k = y we say that P is an x − y path (P links x and y). The distance in G between vertex x and vertex y is denoted by d G (x, y). It is the length of the shortest x − y path (d G (x, y) = −∞ if there is no x − y path). For a subgraph H of G, an H-path is a path linking two different vertices in H, whose inner vertices are not in H. Paths are independent if they do not have inner vertices in common. We will say that a single path P is independent if no inner vertex of P has a neighbor in V (G) \ V (P ).
In drawings of signed graphs, dashed line are used to denote negative edges, while solid lines denote positive edges.
Background
We first mention some elementary facts about the classes of matrices in question. Let C denote one of these classes of matrices: real positive semidefinite, symmetric nonnegative, copositive, SPN. If A is in the class C, then every principal submatrix of A is also in C. If A = A 1 ⊕ A 2 is a real symmetric matrix, then A is in C if and only if A 1 and A 2 are both in C. Therefore when convenient we may restrict our attention to irreducible symmetric matrices and to connected graphs. The convex cones of matrices in these classes of a given order, and in particular COP and SPN , are closed under permutation similarity (A → P T AP , where P is a permutation matrix) and under positive diagonal congruence (A → DAD, where D is a positive diagonal matrix). Thus we often permute rows and columns of a matrix simultaneously for convenience, or use diagonal scaling to replace a given matrix with a positive diagonal by a matrix with diagonal 1. Let K be one of the cones COP or SPN . If A ≥ B, where B is in K, then A is also in K. Another simple observation is that any SPN matrix A has a decomposition A = P + N , where P ∈ PSD, N ∈ N , diag P = diag A and diag N = 0.
The Schur complement is an important tool in identifying positive semidefinite matriThey also gave a full characterization of copositive matrices with entries in {0, 1, −1}. The characterization is stated in terms of the graph G −1 (A) of A ∈ S n , defined as follows: its vertices are {1, . . . , n}, and ij is an edge if and only if a ij = −1.
Lemma 2.4. [11, Theorem 3.2] Let A ∈ S have diag A = 1, and a ij ∈ {0, 1, −1} for every i, j. Then A is copositive if and only if the graph G −1 (A) is triangle free, and a ij = 1 for
SPN matrices with diagonal 1 and a connected G −1 graph were fully characterized in [17] . This result is stated next.
Lemma 2.5. [17, Lemma 3.5] Let A ∈ S have diag A = 1 and a ij ≥ −1 for every i, j, and let G −1 (A) be connected. Then A ∈ SPN if and only if the following two conditions are satisfied: G −1 (A) is bipartite and a ij ≥ 1 whenever
If in the last lemma A ∈ COP, then the lower bound on the entries is automatically satisfied by the following basic fact (which follows from the copositivity of the 2 × 2 principal submatrices of A).
When A ∈ S has all off-diagonal entries nonpositive (that is, A is a Z-matrix ), copositivity is easily characterized. The result below was proved by Li and Feng (and appeared previously without proof in [15, Exercise 3 .53]). Recall that a matrix A is called an M -matrix if A = sI − B for some B ≥ 0 and s ≥ ρ(B), where ρ(B) is the Perron-Frobenius eigenvalue of B. We refer to [2] for details about M -matrices, and recall in the next two lemmas just a few of the results for the symmetric case. (Note that Lemma 2.7 can also be deduced from Kaplan's copositivity criteria above, and part (b) of the next lemma.) Lemma 2.8. Let A ∈ S be a Z-matrix. Then (a) A has a nonnegative eigenvector corresponding to its smallest eigenvalue. If A is irreducible, the smallest eigenvalue is simple and there exists a positive eigenvector corresponding to it.
(b) A is positive semidefinite if and only if A is an M -matrix.
Lemma 2.9. If A ∈ S is a nonsingular M -matrix, then
Following [8] , we say that A ∈ COP is irreducible with respect to E ij , or {i, j}-irreducible, if for every δ > 0 the matrix A − δE ij / ∈ COP. We say that A ∈ COP is N -irreducible if A is {i, j}-irreducible for every i = j. (These notions should not be confused with irreducibility of the matrix!) Obviously, to prove that A ∈ COP is SPN, it suffices to show that some {i, j}-irreducible B = A − δE ij , or an N -irreducible B ≤ A, is SPN. In [8] {i, j}-irreducibility of a copositive matrix was characterized in terms the zeros of the matrix. A vector u ∈ R n + is zero of A ∈ COP n if u = 0 and u T Au = 0. The set of all zeros of a copositive matrix A is denoted by 
Recall that if P ∈ PSD then u ∈ V P if and only if P u = 0 (i.e., u is an eigenvector of P corresponding to the eigenvalue 0).
We will use the following characterization of {i, j}-irreducibility by zeros from [8] . The case i = j was proved in [1] , and the case i = j in [8] .
Lemma 2.11. [8, Theorem 2.6] Let A ∈ COP n , n ≥ 2, and 1 ≤ i, j ≤ n. Then the following conditions are equivalent:
(a) A is {i, j}-irreducible.
(b) There exists u ∈ V A such that u i + u j > 0 and (Au) i = (Au) j = 0.
Some basic ideas
In this section we prove some results that are useful for identifying SPN/copositive matrices and SPN graphs.
The first lemma is essentially Lemma 4.12 in [8] . That lemma refers to N -irreducibile matrices. Here we do not assume N -irreducibility, and the outcome changes accordingly. We include the proof, since its details are important in later results.
Lemma 3.1. Let A ∈ COP n have a positive semidefinite submatrix of order n − 1. Then A ∈ SPN n .
Proof. Let
where a ∈ R n−1 and A 0 = A[1, . . . , n−1] is positive semidefinite. Let c ≥ 0 be the minimal value for which the matrix
is copositive. Then B is {n, n}-irreducible, and thus there exists a zero u of B such that
+ . Then (Bu) n = 0 and Bu ≥ 0 imply that a T x + c = 0 and A 0 x + a ≥ 0. Thus
Since u T Bu = 0 we have x T A 0 x + 2a T x + c = 0, which together with a T x = −c implies that x T A 0 x = c. Thus B, and therefore A, is SPN. Note that for every 1 ≤ i ≤ n − 1 such that x i > 0, (Bu) i = 0 by Lemma 2.10(c), so that (−A 0 x) i = a in .
Similarly, the next lemma is an adaptation of Corollary 4.14 in [8] .
Lemma 3.2. Let A ∈ COP n , and let u ∈ V A satisfy | supp u| ≥ n − 2 and |{i | (Au) i = 0}| ≥ n − 1. Then A is SPN.
Proof. The proof is identical to the proof of that corollary, except that Lemma 3.1 above should be used instead of Lemma 4.12 of [8] .
Our next lemma uses Schur complements to identify a SPN/copositive matrix. For copositive matrices this result is known [14] (with roots dating back to [4] ). It was used in [5] to suggest an algorithm for testing copositivity of a tridiagonal matrix. This algorithm was extended to matrices whose graph is acyclic in [12] . See Lemma 3.4 for the proof.
Instead of proving Lemma 3.3 (for the SPN case), we prove the following (both for copositive matrices and SPN matrices).
Lemma 3.4. Let A be in the form
where M ∈ S r , B ∈ S n−r and E ∈ R r×(n−r) .
(a) If E ≥ 0 and M is SPN (copositive), then A ∈ SPN n (A ∈ COP n ) if and only if B ∈ SPN n−r (B ∈ COP n−r ).
Proof. (a): One implication is trivial from the fact that a principal submatrix of an SPN (a copositive) matrix is SPN (copositive). The converse follows from the inequality A ≥ M ⊕ B.
(b): We have:
That is, A is a sum of a positive semidefinite matrix and the matrix 0
In the copositive case: For every x ∈ R r + and y ∈ R n−r + ,
In particular, for every y ∈ R n−r + , the inequality holds for
Thus, y T (B − E T M −1 E)y ≥ 0 for every y ∈ R n−r + , i.e., A/M ∈ COP n−r . For the SPN case: If A is SPN, there exists a positive semidefinite
such that A ≥ P and diag P = diag A. In particular, N ≤ M is also an M -matrix, and F ≤ E ≤ 0. Then, (permute the rows and columns so that) N = N 1 ⊕ N 2 , where N 1 is the direct sum of all singular irreducible blocks of N and N 2 is nonsingular, and
Let v be a positive eigenvector of N 1 corresponding to zero. Then u = (v T 0) T ∈ V P , and hence P u = 0, and in particular F T 1 v = 0. Since F T 1 ≤ 0 and v > 0, we get that F 1 = 0 and
As M ≥ N is an M -matrix, the corresponding block structure of A is
2 , and therefore
The matrix on the right hand side is a principal submatrix of P/N 2 , which is positive semidefinite, and therefore A/M is SPN.
Remark 3.5. If A ∈ COP is in the form (2), and M is a singular M -matrix, then an argument similar to the one at the end of the last proof shows that A is reducible: Let
where M 1 is a direct sum of all the singular blocks of M , and M 2 is nonsingular (though may be empty). Accordingly,
Let v be a positive eigenvector of M 1 corresponding to to the eigenvalue 0. Then u = v T 0 T ∈ V A , and thus Au ≥ 0. Thus E T 1 v = 0, which by the nonpositivity of E 1 and the positivity of v implies that E 1 = 0. Thus in this case,
Therefore, when A ∈ COP n of the form (2) has a connected graph, the nonsingularity assumption required in part (b) of the previous lemma is automatically satisfied.
The proof of the next lemma uses the fact that the matrix I − xx T is positive semidefinite if and only if ||x|| ≤ 1.
Lemma 3.6. Let v ∈ R n . Then the following are equivalent: With each A ∈ S n we associate, in addition to the graph G(A) and the signed graph G(A), two more graphs: the graph G − (A) with vertices {1, . . . , n}, where ij is an edge if and only if a ij < 0, and the graph G + (A) with vertices {1, . . . , n}, where ij is an edge if and only if a ij > 0. By definition, both G − (A) and
, and the union is edge-disjoint. The next lemma presents the role of G − (A) in determining whether a matrix is SPN/copositive. It is a simple observation, which is quite useful. Proof. In that case, for every set α, which is the vertex set of a connected component of
is a copositive Z-matrix and is therefore positive semidefinite.
Corollary 3.9. If every proper subgraph of a graph G is SPN, and A ∈ COP with G(A) = G is not SPN, then G − (A) is connected.
We conclude this section with a result on copositive matrices whose graph has a cut vertex.
Lemma 3.10. Let A ∈ COP have graph G, where G = G 1 ∪ G 2 and G 1 ∩ G 2 is a single vertex. Then there exist copositive matrices A 1 and A 2 such that G(
Proof. We may assume that V (G 1 ) = {1, . . . , k} and V (G 2 ) = {k, . . . , n}. It suffices to show that if A is {k, k}-irreducible then such A 1 and A 2 exist. Let
where p is such that (v T 1)A 1 v 1 = 0. By the copositivity of A[1, . . . , k] such p exists, and p ≤ a. Let q = a − p and
and thus also (1
We now show that the matrix A 1 is copositive. If x ∈ R k + has the form x T = (y T 0), then x T A 1 x = y T B 1 y ≥ 0. Otherwise x T = (y T γ), γ > 0, and we may assume γ = 1.
By the copositivity of A 1 , p ≥ 0, and thus also 0 ≤ q ≤ a, and by a similar argument A 2 is also copositive.
Initial results on SPN graphs
In this section we present some basic results on SPN graphs. Proof. Let H be any subgraph of G. Let A be a copositive matrix with G(A) = H.
Without loss of generality we may assume that V (H) = {1, . . . , k} for some k ≤ n, and that the positive diagonal entries of A are equal to 1.
Then A ε ≥ A is copositive, and G(A ε ) = G. Since G is SPN, the matrix Aε is SPN for every ε > 0. That is, for every ε > 0 there exists a positive semidefinite P ε such that A ε ≥ P ε and diag P ε = diag A ε . (Note that whenever a diagonal entry of A ε is zero, the corresponding entry in P ε , and any entry in the row and column which intersect at it, is zero.) The sequence
, and thus has a converging subsequence P 1/k ℓ , which converges to a positive semidefinite P . Since A 1/k ℓ ≥ P 1/k ℓ for every ℓ, and lim ℓ→∞ A 1/k ℓ = A, we get that A ≥ P . That is, A is SPN, and thus its principal submatrix A is SPN. By induction, we get the following corollary (recall that a block of G is a subgraph that has no cut vertex, and is maximal with respect to this property). 
The case n ≤ 4 and implications
The proof by Diananda [7] that COP n = SPN n for n ≤ 4 is one of the earliest results in the theory of copositive matrices. Diananda's original proof was in terms of quadratic forms, and in the case of n = 4 it required discussion of quite a few subcases. In [14] another proof was presented for the case n = 4, this time in terms of matrices, and it required a discussion of eight different subcases according to the signs of the off-diagonal elements. We demonstrate here how using graphs (together with characterization of {i, j}-irreducibility in Lemma 2.11) generates a proof from general principles of Diananda's result, which is relatively short.
Proof. For n = 1 the claim is trivial, and it is easy to see from Lemma 2.6 that COP 2 = N 2 ∪ PSD 2 = SPN 2 . For n = 3, let A ∈ COP 3 . By Corollary 3.9, it suffices to consider such A with G − (A) connected. Then G − (A) has a vertex of degree 2, i.e., A has a nonpositive row. The claim then follows from the case n = 2 by Lemma 3.3(b).
For n = 4: Let A ∈ COP 4 . It suffices to consider A that is N -irreducible and such that G − (A) is connected. If A has a row in which all the off-diagonal entries are nonpositive (G + (A) has an isolated vertex), then it is SPN by Lemma 3.3(a) and the case n = 3. If G − (A) contains a triangle, then A has a 3 × 3 positive semidefinite submatrix (Lemma 2.7), and is thus itself SPN (Lemma 3.1) . Now suppose the connected G − (A) is triangle free and G + (A) has no isolated vertex. In particular, any acyclic graph (a forest) is an SPN graph, but more can be said in this case (and used to identify SPN/copositive matrices whose graphs are acyclic). In the next theorem we use the following definition: For A ∈ S, N (A) is the symmetric matrix of the same order defined by:
Theorem 5.4. If G is acyclic, then for a matrix A ∈ S with G(A) = G the following are equivalent: 6 Every T n is SPN Let T n denote the graph on n vertices consisting of n − 2 triangles with a common base. In this section we prove that every T n is an SPN graph. In the next three results we consider matrices whose graph is T n of specific sign patterns. In Lemma 6.1 G − (A) is the star K 1,n−1 .
where u, b ∈ R n−2 ++ , and r ∈ R ++ . Then A ∈ SPN n . Moreover, let 0 ≤ s ≤ 1 be such that the matrix A s , obtained from A by replacing the n, n entry by s, is {n, n}-irreducible.
Then there exists
is positive semidefinite, and
Proof. By Corollary 5.5 A(n) is positive semidefinite, and thus A ∈ SPN by Lemma 3.1. By the proof of the latter,
where M = I −u −u T 1 and w = x 1 ∈ V As . Since w n = 1 and (A s w) n = 0, the zero pattern of the last row in A s implies that w n−1 > 0. Thus (A s w) n−1 = 0, which implies that (−M x) n−1 = −r (see final comment in the proof of Lemma 3.1). Let
By the same proof, we have x T M x = s, thus (3) holds.
The next lemma considers a matrix A whose graph is T n for which G − (A) is a double star (two stars whose centers are joined by an edge).
Lemma 6.2. Let
where n = k + m + 2, u, b ∈ R k ++ , v, c ∈ R m ++ , and r > 0. If A[1, . . . , k + 2] ∈ COP k+2 , A[k + 1, . . . , n] ∈ COP m+2 and either u = 1 or v = 1. Then A ∈ SPN n .
Proof. Without loss of generality suppose u = 1. For convenience we denote
As A is copositive, M and N are positive semidefinite, and M is singular since u = 1. Apply Lemma 6.1 to A 1 = A[1, . . . , k + 2] to obtain
is positive semidefinite, implying that u T d = r. Thus
is also positive semidefinite (since P ′ 1 /I = 0). By the minimality of s, this implies s = r 2 and
is copositive. Applying Lemma 6.1 to A 2 = A[k + 1, . . . , n] we get that
where e ≤ c. By the proofs of Lemmas 3.1 and 6.1,
for some x ∈ R k+1 + and y ∈ R m+1 + . In particular,
We complete the proof by showing that P is positive semidefinite. Since M is positive semidefinite and the column space of F , spanned by M x, is contained in the column space of M , it suffices to prove that P/M = N − F T M † F is positive semidefinite. We have
and thus the matrix I − ( √ N y)( √ N y) T is positive semidefinite, implying that P/M is positive semidefinite.
In the next corollary we show that the assumption in the previous lemma that u = 1 or v = 1 can be dropped.
Proof. If u = 1 or v = 1, this is known from Lemma 6.2. So suppose u < 1. Let u 0 = 1 − u 2 , and extend A to A ∈ S n+1 (labeling its rows by 0, 1, . . . , n) as follows. Theorem 6.4. For every n ≥ 3 the graph T n is SPN.
Proof. Obviously T 3 (the triangle) and T 4 (the diamond) are SPN. We proceed by induction on n. Suppose n ≥ 5 and A ∈ COP n has G(A) = T n . We may assume that diag A = 1. For every vertex i such that the degree of i in G(A) is 2 we have that G(A(i)) = T n−1 and G (A/A[i] ) is a subgraph of T n−1 . Thus if in the signed graph G(A) such i is incident with two positive edges, or with two negative edges, then A is SPN by the induction hypothesis. We therefore consider the case that in the signed graph each vertex of degree 2 is incident with one positive edge and one negative edge. If the base edge is positive, then G − (A) is not connected, and A is SPN by Corollaries 3.8 and 5.5. If the base edge is negative in G(A), then A satisfies the conditions in Corllary 6.3, and is therefore SPN.
The case n = 5
In this section we fully characterize the SPN graphs on 5 vertices. There exist graphs on 5 vertices, which are not SPN graphs. Our first example of a non-SPN graph is the fan graph F 5 , which consists of a path of length 3 and an additional vertex connected to all four vertices of the path. Proof. The matrix
is a {0, ±1}-matrix, G −1 (A) is triangle free and a ij = 1 whenever Proof. Let A ∈ COP 5 have G(A) = DR 5 . By Corollary 3.9 it suffices to consider the case that G − (A) is connected, since every proper subgraph of DR 5 is SPN. As every 4 × 4 copositive matrix is SPN, we may assume that A has no row with all off-diagonal entries nonpositive, i.e., G + (A) has no isolated vertices. Combining these assumptions and the fact that there are 7 edges in DR 5 , we find that there are exactly 4 negative edges and 3 positive edges in G(A). Up to isomorphism, G(A) has to be one of the two signed graphs shown in Fig. 4 . In both cases, we label the vertices so that G − (A) consists of the path 1 − 2 − 3 − 4 − 5. We can now characterize the SPN graphs on 5 vertices. In the proof use the following standard notations: P n denotes a path on n vertices, K n is the complete graph on n vertices, K m,k denotes the complete bipartite graph with independent sets of vertices of sizes m and k, and mK n are m disjoint copies of K n . Proof. By Lemma 7.1, F 5 is not an SPN graph. This, together with Lemma 4.2, proves the 'only if' part. For the 'if' part, let G be a graph on 5 vertices that does not have an F 5 as a subgraph. The complement of G has at least 3 edges, since otherwise the complement of G would be a subgraph of P 4 ∪ K 1 , which is the complement of F 5 , and G would contain F 5 . Thus G has at most 7 edges. Let A ∈ COP 5 
is not connected, A is SPN by Lemma 3.7 and the case n ≤ 4. We therefore consider the case that G − (A) is connected. In particular, G − (A) has at least 4 edges. If G + (A) has at most 2 edges, then at most 4 rows have positive off-diagonal elements. In this case, there is a row i with all off-diagonal entries nonpositive, the matrix A/A[i] ∈ COP 4 is SPN by the case n = 4, and thus A is SPN. We assume therefore that G + (A) has at least three edges. Combining all the assumptions on the number of edges in G, G − (A) and G + (A), the proof is reduced to the case that G = F 5 has exactly 7 edges. Since the complement of G has 3 edges, and it is not P 4 ∪ K 1 , it has to be either K 3 ∪ 2K 1 , or P 2 ∪ P 3 . In the first case G = T 5 and in the second G = DR 5 , thus in both cases A is SPN.
Graph transformations
In this section we check whether being SPN or being non-SPN is a graph property that is preserved by certain graph transformations. First, consider subdivision. Recall that a graph G is a subdivision of G if it is obtained from G by replacing edges of G by independent paths. Any edge replaced by a path of length at least two is said to be subdivided. We will say the edge is subdivided k times if it is replaced by a path of length k + 1. Any graph G is considered to be its own subdivision (where no edge is actually subdivided).
It turns out that it is more useful to consider the effect of subdivision on a signed graph. We say that a path is negative (positive) if all its edges are negative (positive).
Lemma 8.1. Let G be a signed graph, and let G be the signed graph obtained from G by replacing a negative edge by a negative path of length 2. Then G is SPN if and only if G is.
Proof. Suppose G is not SPN. Let A ∈ COP n \ SPN n have signed graph G, and let ij be the negative edge that is being subdivided. For convenience we may assume that i = n − 1 and j = n and that a n−1,n = −1. Let A = (A ⊕ 0) + (0 ⊕ E) ∈ S n+1 , where
A is copositive as a sum of a copositive matrix and a positive semidefinite one. The matrix A has only nonpositive off-diagonal entries in its last row and column, and it is not SPN since A/A[n + 1] = A is not SPN. Now suppose G is SPN. Let A ∈ COP n have G(A) = G, and let i − k − j be a negative path of length 2 obtained by subdividing the edge ij in G.
is SPN, and by Lemma 3.3 so is A.
By repeated use of the lemma we get the following corollary.
Corollary 8.2. Let G be a signed graph. Then any signed graph obtained from G by replacing a negative edge by an negative independent path is SPN if and only if G is SPN.
In the non-signed case, subdivision of an SPN graph can yield a non-SPN graph, unless the subdivided edge lies on an independent path P of length at least 3.
Lemma 8.3. Let a graph G contain an independent path P of length ℓ ≥ 3. Then the graph G obtained from G by subdividing one of the edges of P is an SPN graph if and only if G is an SPN graph.
Proof. Let P be the path in G obtained from subdividing an edge of P . Note that for any edge e of the path P , G − e is SPN if and only if G is, by Corollary 4.4 (and the fact that any single-edge block is SPN).
Suppose first that G is an SPN graph, and let A ∈ COP have graph G. For any internal vertex i of P , G(A(i)) is SPN, and G(A/A[i]) = G is also SPN. Thus if both edges incident with such i in G(A) are positive or both are negative, then A ∈ SPN . Otherwise, the edges of P have alternating signs in G(A), and since there are at least three inner vertices, there exists a negative edge e on the signed path between two positive edges. In that case, G − (A) is not connected. The subgraphs of G induced by the vertex sets of the connected components of G − (A) are all either single edges or subgraphs G − e, so they are all SPN. By Lemma 3.7, A is SPN.
If G is not SPN, there is a sign assignment to its edges that yields a non-SPN signed graph G. If one of the edges of P is negative in G, it can be subdivided to obtain a non-SPN graph whose underlying graph is G. If P is a positive path in G, then the signed graph G ′ obtained from G by omitting the edges of P is not SPN by Lemma 3.4. By the same lemma, the signed graph G obtained by adding to G ′ the path P with all positive edges is also not SPN, and therefore its underlying graph G is not SPN.
Next we consider another transformation on signed graphs. A paw graph has two blocks, a triangle and an edge. We call the following transformation on signed graph a Λ-paw transformation on x − y − z: If x − y − z is a negative path in G, where the end vertices x and z may or may not be adjacent (by an edge of any sign), erase the negative path x − y − z, add a new vertex w to G, connected to each of x, y and z by a negative edge, and add (or replace the existing edge by) a positive edge xz. . Let G be a non-SPN signed graph, and let x − y − z be a negative path in G.
Then the graph G obtained by a Λ-paw operation on x − y − z is a non-SPN signed graph.
Proof. Let A ∈ COP n \SPN n be a matrix with signed graph G, and suppose that x = n−2, y = n − 1 and z = n. Let a n−2,n−1 = −a and a n−1,n = −b, where a, b > 0. Choose c > 0 such that a n−2,n + c > 0. Let
The matrix E is a rank 1 positive semidefinite matrix. Then A = (A ⊕ 0) + (0 ⊕ E) ∈ S n+1 is copositive, has signed graph G, and all the off-diagonal entries in its (n + 1)-th row and column are nonpositive. Since A/ A[n + 1] = A is not SPN, A is also non-SPN.
Characterizing SPN graphs
In this section we combine the results to present some sufficient conditions and some necessary conditions for a graph to be SPN. By Corollary 4.4, it suffices to consider the possible blocks of an SPN graph. Thus we consider below some 2-connected graphs (graphs with at least 3 vertices, and no cut vertex).
Theorem 9.1. For every n ≥ 3 the cycle C n on n vertices is an SPN graph.
Proof. A cycle on 3 or 4 vertices is SPN by Theorem 5.1. The graph C 4 contains an independent path of length 3, and C n is obtained from C 4 by subdividing one of these path's edges (n − 4 times), and is therefore SPN by Lemma 8.3.
Theorem 9.2. Any graph which is a subdivision of the diamond graph T 4 (by replacing none, any, some, or all the diamond edges by independent paths) is SPN.
Proof. Let G be a graph on n vertices, which is a subdivision of the diamond. It consists of three independent paths, has two vertices of degree 3, n − 2 vertices of degree 2 and n + 1 edges. Such G is 2-connected, and each of its proper subgraphs is SPN by For n ≥ 5 we do not know whether a subdivision of T n is SPN, except for the following case.
Theorem 9.3. For every n, the complete bipartite graph K 2,n is SPN.
Proof. By induction on n. For n ≤ 2 this holds by Theorem 5.1. Suppose K 2,n−1 is SPN, n ≥ 3. Then every proper subgraph of K 2,n is SPN by the induction hypothesis, Lemma 4.2 and Corollary 4.4. Thus we only need to consider the case that A ∈ COP has a connected G − (A). In this case, there exists a vertex i of degree 2 in G(A), which is incident with two negative edges. By Lemma 3.3 A/A[i] is copositive and since G(A/A[i]) = T n+1 it is SPN. Thus A is SPN.
We will see later that not every bipartite graph is SPN. Next we present some non-SPN 2-connected graphs.
Theorem 9.4. Any subdivision of F 5 , obtained by replacing none, any, some, or all of the edges in F 5 by independent paths is not SPN.
Proof. By the proof of Lemma 7.1, the signed F 5 shown on the left in Fig. 6 is not SPN, and therefore the subgraph obtained from it by Λ-paw transformation on 1 − 2 − 3 (shown in Fig. 6 on the right) is also non-SPN. Let a graph G be a subdivision of F 5 . Then there is a sign assignment to G's edges that yields a signed graph, which is obtained from of one of the two graphs shown in Fig.  6 by subdividing a negative edge. Since both signed graphs on Fig. 6 are non-SPN, the graph G is non-SPN.
Next we present another family of non-SPN graphs. Let CD 6 be the graph shown in Theorem 9.5. Any subdivision of CD 6 , obtained by replacing none, any, some, or all of the edges in CD 6 by independent paths, is not SPN.
Proof. We first show that CD 6 itself is not SPN. Let t = √ 2 2 , and
The matrix A(5) is copositive, since it is the positive semidefinite matrix A [1, 2, 3, 4] bordered by nonnegative column and row. Similarly, A(2) is copositive. Every principal submatrix of A whose entries are less than 1 is a principal submatrix of one of these 5 × 5 matrices, and is therefore copositive. By Lemma 2.3, A is copositive. We now show that A is not SPN. Each of the submatrices A[i, i + 1, i + 2], i = 1, . . . , 4, is an N -irreducible positive semidefinite matrix. Thus if A ≥ P , where P is positive semidefinite and diag A = diag P , then
Since (1, 1, 0, 0, 0) T ∈ V P and P is positive semidefinite, we have that p 1j = −p 2j (and p j1 = −p j2 ) for every j = 2, . . . , 6. Similarly, since (0, 0, 0, 1, 1) T ∈ V P and P is positive semidefinite, p i6 = −p i5 (and p 6i = −p 5i ) for every i = 2, . . . , 6. We also have (0, t, 1, t, 0, 0) T ∈ V P , which implies that p 52 ·t+0·1+(−t)·t = 0, that is, p 25 = p 52 = t > 0. By the equalities above, p 15 = p 26 = −t and then p 16 = t. This contradicts the assumption that A ≥ P . Hence A is not SPN. In Fig. 8 the non-SPN signed graph of the above matrix is shown on the left. On the right is the graph obtained from this graph by Λ-paw transformation on 4 − 5 − 6, which is also non-SPN by Lemma 8.4. If G is a subdivision of CD 6 , signs can be assigned to its edges so that the resulting signed graph G is obtained from one of the signed graphs shown in Fig. 8 by replacing negative edges by negative paths. Hence such G is not SPN.
Next we consider subdivisions of the complete graph on 4 vertices, K 4 . We have already shown that subdividing once an edge of the SPN graph K 4 yields the SPN graph DR 5 . In the next lemmas we consider further subdivisions of DR 5 . Denote by DR n the graph on n ≥ 4 vertices obtained from K 4 by replacing one edge of K 4 by an independent path of length n − 3. Theorem 9.6. For every n ≥ 5, the graph DR n is an SPN graph.
Proof. For n = 5 this is Lemma 7.2. We prove the result for n = 6, and the general case then follows by Lemma 8.3.
Let A ∈ COP 6 have G(A) = DR 6 (shown on the left in Fig. 9 ). Every proper subgraph of DR 6 is SPN, since either it is a subdivision of the diamond T 4 , or each of its blocks is a subgraph of the diamond. Thus it suffices to consider the case that G − (A) is connected. Then A has the following sign pattern:
If the matrix B obtained from A by replacing entry 1, 6 by 0 is copositive, then B is SPN (since very proper subgraph of DR 6 is SPN) and thus A is also SPN. Otherwise, we may assume that A is {1, 6}-irreducible. Then there exists u ∈ V A such that u 1 + u 6 > 0 and (Au) 1 = (Au) 6 = 0. From (Au) 1 = 0 and u 1 +u 6 > 0 we deduce that u 2 > 0, and therefore (Au) 2 On the other hand, subdividing two different edges of K 4 , whether adjacent of not, yields a non-SPN graph. 
The matrix A is copositive, since every principal submatrix in which the off-diagonal entries are less than 1 is copositive (actually, positive semidefinite). For every i = 1, . . . , 4 the submatrix A[i, i + 1, i + 2] is an N -irreducible (positive semidefinite) matrix. Thus if A ≥ P , P positive semidefinite and diag P = diag A, then
Then u = (t, 1, t, 0, 0) T ∈ V P implies P u = 0. Thus p 41 = p 14 = t. Similarly, from v = (0, t, 1, t, 0) T ∈ V P and w = (0, 0, t, 1, t) T ∈ V P we deduce that p 52 = p 25 = t and p 63 = p 36 = t. But then P u = 0 and P v = 0 imply that p 51 = p 15 = −1, and p 62 = p 26 = −1. Finally, P w = 0 implies now that p 61 = p 16 = t 2 > 0, contradicting the assumption that A ≥ P . Thus A is not SPN. Case 2: A signed subdivision of K 4 in which two adjacent vertices were subdivided (once each) can be obtained from a signed F 5 by a Λ-paw transformation. This is shown in Fig. 11 . This signed F 5 is non-SPN by the proof of Lemma 7.1. Thus the graph obtained by subdividing two adjacent edges of K 4 , once each, is not SPN.
Theorem 9.8. Any graph obtained by subdividing at least two edges and at most five edges of K 4 , each of them at least once, is not SPN.
Proof. For each such graph, signs can be assigned to the edges, to obtain a signed graph which is a subdivision of one of the two K 4 subdivisions considered in Lemma 9.7. Thus every such graph is non-SPN. (In fact, the signed graph is either the graph shown on the left in Fig. 12 , or it is a subdivision of the graph shown on the in that figure.) Figure 12 : Non-SPN subdivisions of a signed K 4
Note that the graph shown on the left in Fig. 12 is an example of a non-SPN bipartite graph: it is K 3,3 − e (where e is any edge of K 3,3 ). Every proper subgraph of K 3,3 − e is SPN and every bipartite graph with one independent set of size 2 is SPN, so in that sense K 3,3 − e is the smallest non-SPN bipartite graph.
From the above results, we get sufficient conditions for a graph to be SPN, in terms of its possible blocks.
Theorem 9.9. Let G be a graph, in which each block is one of the following: Then G is SPN.
Note that the graphs in (c), (d), (e) are all T n subdivisions for some n ≥ 4, and a cycle can be viewed as a subdivision of T 3 . Also, the graphs described in (f) are either a DR n or a K 4 (which can be viewed as DR 4 ).
We also get some necessary conditions for a graph to be SPN, in terms of forbidden subgraphs.
Theorem 9.10. Let G be an SPN graph. Then G does not contain the following subgraphs:
(1) a subdivision of the fan F 5 , (2) a subdivision of CD 6 , (3) a subdivision of K 4 , where at least two edges and at most five edges were subdivided, each at least once.
Remark 9.11. Theorems 9.9 and 9.10 do not give a full characterization of SPN graphs. So what is the next step? If G is 2-connected and H 0 is a 2-connected subgraph of G, then G can be generated from H 0 by successively adding an H-paths to graphs H already constructed (proof similar to that of [9, Proposition 3. 1.2] ). Suppose G is a 2-connected graph, which does not contain a subdivision of F 5 or a subdivision of CD 6 . Let k be maximal such that G contains a subdivision of T k . (Recall that T 3 is the triangle, and T 4 is the diamond.)
If k = 3, G contains a cycle H 0 , and since it does not contain a subdivision of T 4 , it contains no H 0 -path, so G = H 0 is a cycle.
If k ≥ 5, G contains a subdivision H 0 of T k . There is no H 0 -path in G whose ends are the base vertices of H 0 , by the maximality of k, and there is no H 0 -path in G both of whose ends lie on the same independent path in H 0 , since G does not contain a subdivision of F 5 or of CD 6 . There is no H 0 -path in G one of whose ends lie on one independent path in H 0 , and the other on another, since G does not contain a subdivision of F 5 . So also in this case G = H 0 is a subdivision of T k , k ≥ 5.
If k = 4, G contains a subdivision H 0 of the diamond T 4 . That is, H 0 consists of 3 independent paths sharing the same end vertices x and y. If G = H 0 , then it contains an H 0 -path. The ends of this path cannot both be x and y, by the maximality of k. The ends of the path cannot both lie on one of the three xy-paths in H 0 , since G does not contain a subdivision of F 5 or of a CD 6 . Thus one end of the path is an inner vertex of one xy-path, and the other is an inner vertex of another such path. That is, G contains a subdivision H of K 4 . If G = H, then there is an additional H-path. Similar to the previous argument, the end vertices of this H-path should be inner vertices in two independent paths in H that do not share end vertices.
Therefore, if a graph G contains no subdivision of F 5 , no subdivision of CD 6 , and no subdivision of K 4 where at least two edges have been subdivided, then G is either an edge, or a subdivision of T k , k ≥ 3, or a DR k , k ≥ 4. To complete the characterization of SPN graphs, one first has to check whether (or which) subdivisions of T n , n ≥ 5, are SPN, and whether (or which) subdivisions of K 4 , in which all six edges where subdivided, are SPN. If some of the latter turn out to be SPN, more graphs need to be checked.
In view of the last remark, we make the following conjecture.
Conjecture 9.12. Every subdivision of T n is SPN.
As for the remaining subdivisions of K 4 : Let G be the subdivision of K 4 where each of the six edges is subdivided once. We do not know if G is SPN. By subdividing negative edges in the corresponding non-SPN signed graph it can be seen that if this G is not SPN, then any further subdivision of edges of G yields a non-SPN graph. However, if this G is SPN, then its subdivisions may or may not be SPN. Our next conjecture is the following. Conjecture 9.13. Every subdivision of K 4 in which all six edges were subdivided, each at least once, is SPN.
If Conjecture 9.13 is true, there are more graphs that may be SPN. Taking a step further, our final conjecture is the following.
Conjecture 9.14. The list of graphs in Theorem 9.10 is a complete list of forbidden subgraphs for the property of being SPN.
