In the present paper, we characterize all possible Hilbert functions of graded ideals in a polynomial ring whose regularity is smaller than or equal to d, where d is a positive integer. In addition, we prove the following result which is a generalization of Bigatti, Hulett and Pardue's result: Let p ≥ 0 and d > 0 be integers. If the base field is a field of characteristic 0 and there is a graded ideal I whose projective dimension proj dim(I) is smaller than or equal to p and whose regularity reg(I) is smaller than or equal to d, then there exists a monomial ideal L having the maximal graded Betti numbers among graded ideals J which have the same Hilbert function as I and which satisfy proj dim(J) ≤ p and reg(J) ≤ d. We also prove the same fact for squarefree monomial ideals. The main methods for proofs are generic initial ideals and combinatorics on strongly stable ideals.
Introduction
Let S = K[x 1 , . . . , x n ] be a standard graded polynomial ring over a field K. The (Castelnuovo-Mumford ) regularity of a finitely generated graded S-module M is the integer reg(M) = max{k : β ii+k (M) = 0 for some i ≥ 0}, where β ij (M) are the graded Betti numbers of M. In this paper, we characterize all possible Hilbert functions of graded ideals in S whose regularity is smaller than or equal to d for a given integer d > 0.
About the characterization of Hilbert functions, the first important result is the characterization of all possible Hilbert functions of graded ideals in a polynomial ring which was given by Macaulay [21] . Another important result is the characterization of all possible Hilbert functions of squarefree monomial ideals which was given by Kruskal [20] and Katona [19] (actually, they characterize face vectors of simplicial complexes). In the last few decades this kind of results is particularly of interest in commutative algebra as well as in combinatorics. In this paper, we study Hilbert functions of graded ideals I in S with reg(I) ≤ d for a given integer d > 0.
The basic idea for proofs is generic initial ideals. A famous result by Bayer and Stillman [5] implies that, for any graded ideal I ⊂ S with reg(I) ≤ d, there exists a strongly stable ideal J such that I and J have the same Hilbert function and reg(J) ≤ d. Thus, to characterize Hilbert functions of graded ideals I ⊂ S with reg(I) ≤ d, it is enough to consider strongly stable ideals. Furthermore, the Eliahou-Kervaire formula [11] says that a strongly stable ideal I ⊂ S satisfies reg(I) ≤ d if and only if it has no generators of degree > d. Thus characterizing Hilbert functions of graded ideals I ⊂ S with reg(I) ≤ d is completely a combinatorial problem. Our
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Throughout this paper, we assume that any graded ideal I ⊂ S is not the zero ideal. The vector (a 1 , a 2 , . . . , a n ) ∈ N n is called an M-vector if there exists an integer m > 0 and a graded ideal I ⊂ R = k[x 1 , . . . , x m ] with 1 ∈ I such that a t = H(R/I, t − 1) for t = 1, 2, . . . , n, where H(R/I, t) is the Hilbert function of R/I. The main result of this paper is the following. (i) There exists a sequence ℓ = (ℓ 1 , ℓ 2 , . . . , ℓ n ) ∈ N n such that (a) ℓ is an M-vector with ℓ 2 ≤ d; A monomial ideal I ⊂ S is called lexsegment, if for all monomials u ∈ I and v > lex u with deg(v) = deg(u), it follows that v ∈ I, where < lex is the degree lexicographic order induced by x 1 > x 2 > · · · > x n . Macaulay's theorem [21] guarantees that, for any graded ideal I ⊂ S, there exists the unique lexsegment ideal Lex(I) ⊂ S with the same Hilbert function as I. To prove the main theorem, we first introduce monomial ideals which play a role similar to lexsegment ideals in the set of graded ideals I ⊂ S with reg(I) ≤ d in §2.
The complete proof of Theorem 0.1 will be given in §3. In this section, we also study the regularity of graded ideals in S with a fixed Hilbert function. Let H : N → N be a numerical function. Assume that H is the Hilbert function of S/I for some graded ideal I ⊂ S. Set a = min{reg(J) : H(S/J, t) = H(t) for all t ∈ N} and b = max{reg(J) : H(S/J, t) = H(t) for all t ∈ N}. We will show that, for any integer a ≤ r ≤ b, there exists a monomial ideal J ⊂ S such that reg(J) = r and H(S/J, t) = H(t) for all t ∈ N.
Let 1 ≤ d ≤ n be an integer. A simplicial complex Γ whose Stanley-Reisner ideal I Γ satisfies reg(I Γ ) ≤ d is called a (d − 1)-Leray simplicial complex. The characterization of face vectors of Leray simplicial complexes was given by Eckhoff (sufficiency) and Kalai (necessity) . We refer the reader to [15] and [16] for the detail. Since considering the face vector of a simplicial complex is equivalent to considering the Hilbert function of its Stanley-Reisner ideal, their result characterizes Hilbert functions of squarefree monomial ideals I ⊂ S satisfying reg(I) ≤ d. We will study the result by Eckhoff and Kalai from an algebraic viewpoint in §4. We will show that if char(K) = 0 and H is the Hilbert function of some squarefree monomial ideal I ⊂ S with reg(I) ≤ d, then there exists a squarefree monomial ideal L ⊂ S such that L has the maximal graded Betti numbers among squarefree monomial ideals J ⊂ S whose regularity is smaller than or equal to d and whose Hilbert function is equal to H.
Bigatti [6] , Hulett [14] and Pardue [24] proved that the graded Betti numbers of a lexsegment ideal are maximal among graded ideals having the same Hilbert function. A similar result for squarefree monomial ideals was proved in [3] and [23] . In particular, it was proved in [3] that if char(K) = 0 then considering the existence of a squarefree monomial ideal having the maximal graded Betti numbers among squarefree monomial ideals which have the same Hilbert function is equivalent to considering the existence of a strongly stable ideal having the maximal graded Betti numbers among graded ideals I ⊂ S which have the same Hilbert function and which satisfy β ij (I) = 0 for all j > n. From this viewpoint, we generalize Bigatti, Hulett and Pardue's result. We show that there exists a graded ideal having the maximal graded Betti numbers among graded ideals which have the same Hilbert function and which accept some restrictions on their grade Betti numbers. For example, our results guarantee the existence of a monomial ideal I ⊂ S having the maximal graded Betti numbers among graded ideals which have the same Hilbert function and which satisfy proj dim(S/I) ≤ p and reg(I) ≤ d for given positive integers p and d, where proj dim(S/I) = max{i : β ij (S/I) = 0 for some j ≥ 0} is the projective dimension of S/I and where we assume that the above set of ideals is not empty. Moreover, we also prove the same fact for squarefree monomial ideals. These results will be given in §5.
Regularity and generic initial ideals
In this section, we recall some known results about regularity and generic initial ideals. Let S = K[x 1 , . . . , x n ] be a standard graded polynomial ring over a field K, M a finitely generated graded S-module and β ij (M) = dim K Tor i (M, K) j the i, j-th graded Betti number of M.
If I is a graded ideal in the polynomial ring over an infinite field, we write gin(I) for the generic initial ideal of I with respect to the degree reverse lexicographic order induced by x 1 > x 2 > · · · > x n . We refer the reader to [12] about fundamental facts on generic initial ideals. In this section, we recall some known results.
A monomial ideal I ⊂ S is said to be strongly stable if ux q ∈ I and 1 ≤ p < q imply ux p ∈ I. For a finitely generated graded S-module M, the Hilbert function
where M t is the homogeneous component of degree t of M. The following facts are known (see [12] or [13] ). Lemma 1.1. Assume that K is infinite. Let I ⊂ S be a graded ideal.
(i) I and gin(I) have the same Hilbert function;
(ii) If char(K) = 0 then gin(I) is strongly stable; (iii) β ij (I) ≤ β ij (gin(I)) for all i and j.
Let M be a finitely generated graded S-module. The i, j-th graded Betti number β ij (M) of M is called an extremal Betti number of M if β pq (M) = 0 for all (p, q) = (i, j) with p ≥ i and q ≥ j. Bayer, Charalambous and Popescu proved the following nice result. Lemma 1.2 (Bayer-Charalambous-Popescu [4] ). Assume that K is infinite. Let I ⊂ S be a graded ideal. If β ij (I) is an extremal Betti number of I ⊂ S then β ij (gin(I)) is an extremal Betti number of gin(I) and β ij (I) = β ij (gin(I)). [5] ). Assume that K is infinite. For any graded ideal I ⊂ S, one has reg(I) = reg(gin(I)).
Corollary 1.3 (Bayer-Stillman
Another important fact in the theory of generic initial ideals is that the graded Betti numbers of strongly stable ideals can be computed by a simple combinatorial method. For any monomial u ∈ S, we write max(u) for the maximal integer i such that x i divides u. Let I ⊂ S be a monomial ideal. Then I is said to be stable if u ∈ I and k < max(u) imply u(x k /x max(u) ) ∈ I. Clearly, strongly stable ideals are stable. We write G(I) for the set of minimal monomial generators of I. The following formula is known as the Eliahou-Kervaire formula. Lemma 1.4 (Eliahou-Kervaire [11] ). If I ⊂ S is a stable ideal then
for all i and k;
In particular, the graded Betti numbers of stable ideals are independent of the characteristic of the base field K.
Let d be a positive integer and I ⊂ S a graded ideal. Then, I is called d-regular if reg(I) ≤ d. Also, we say that I has a linear resolution if I is generated in degree d and reg(I) = d. For a positive integer k, we write I ≥k (resp. I ≤k ) for the ideal generated by all polynomials in I of degree ≥ k (resp. ≤ k). The following fact is known (see [9] ). If char(K) = 0 then gin(I) is not always strongly stable. However, the next property easily follows from [10, Proposition 10]. Lemma 1.6. Assume that K is infinite. If a graded ideal I ⊂ S is d-regular then gin(I) ≥d is a stable ideal generated in degree d.
Proof. It follows from [12, Theorem 1.27] and Corollary 1.3 that gin(I) is a Borelfixed monomial ideal with reg(gin(I)) = reg(I). On the other hand, [10, Proposition 10] says that, if J ⊂ S is a Borel-fixed monomial ideal then J ≥reg(J) is a stable ideal generated in degree reg(J). Then the claim follows. Corollary 1.7. If I ⊂ S is a d-regular graded ideal then there exists a strongly stable ideal J ⊂ S such that J is d-regular and has the same Hilbert function as I.
Proof. By considering an extension filed of K, we may assume that K is infinite. Then, Lemma 1.6 says that gin(I) ≥d is a stable ideal generated in degree d. LetK be a field of characteristic 0 andS =K[x 1 , . . . , x n ]. Set I ′ ⊂S be the monomial ideal generated by G(gin(I)). Since I ′ ≥d ⊂S is a stable ideal generated in degree d, Lemma 1.4 says that I ′ ≥d has a linear resolution. Thus I ′ ⊂S is d-regular by Lemma 1.5. Then the generic initial ideal gin(I ′ ) ⊂S of I ′ is strongly stable and d-regular. Let J ⊂ S be the monomial ideal generated by G(gin(I ′ )). Clearly, J is a strongly stable ideal. Since the graded Betti numbers of strongly stable ideals are independent of the characteristic of a base field, the ideal J ⊂ S is d-regular and have the same Hilbert function as I by Lemma 1.1 (i).
Combinatorics on strongly stable ideals
In this section, we will study strongly stable ideals to prove the main theorem. Macaulay's characterization of Hilbert functions of graded ideals says that, for any graded ideal I ⊂ S, there exists the unique lexsegment ideal with the same Hilbert function as I. The aim of this section is to introduce strongly stable ideals which play a role similar to lexsegment ideals in the set of d-regular graded ideals.
Let M d be the set of all monomials in S = K[x 1 , . . . , x n ] of degree d. A set of monomials V ⊂ S is said to be strongly stable if ux q ∈ V and 1 ≤ p < q implies ux p ∈ V . Also, a set of monomials L ⊂ S is said to be lexsegment if, for all monomials u ∈ L and v > lex u with deg(v) = deg(u), it follows that v ∈ L. Note that if L ⊂ S is a lexsegment set of monomials then L is strongly stable.
For a subset V ⊂ M d , we write Note that each D k (V ) is a set of monomials in K[x 1 , . . . , x k ] of degree d − 1. Also, if V is strongly stable then each D k (V ) is strongly stable. For a strongly stable set of monomials V ⊂ M d , we define the sequence ℓ(V ) = (ℓ 1 (V ), ℓ 2 (V ), . . . , ℓ n (V )) by ℓ k (V ) = |D k (V )| for k = 1, 2, . . . , n. In other words, ℓ k (V ) is the number of monomials u ∈ V with max(u) = k. If I is the monomial ideal generated by a strongly stable set of monomials V ⊂ M d , then we write ℓ(I) = ℓ(V ). The sequence ℓ(V ) (resp. ℓ(I)) is called the ℓ-sequence of V (resp. I).
Let I be a strongly stable ideal generated in degree d. Then the Eliahou-Kervaire formula (Lemma 1.4) says that I has a d-linear resolution. It is not hard to see that the ℓ-sequence of I determines the Hilbert function of I. Indeed, by using the Eliahou-Kervaire formula, we have
The above formula implies the following fact. Proof. Since I and I ′ have a d-linear resolution, (i) ⇔ (ii) is obvious. On the other hand, (ii) ⇔ (iii) follows from (2) .
Also, any d-linear lexsegment subset of M d is strongly stable. We give examples which show that these three classes are different.
Then L is strongly stable and D 1 (L) = {x 2 1 },
is a lexsegment set of monomials in K[x 1 , . . . , x k ]. Thus this set L is 3-linear lexsegment, however, is not lexsegment since x 1 x 2 x 3 > lex x 3 2 . On the other hand, the set of monomials V given in Example 2.4 is strongly stable but is not 3-linear lexsegment since
The idea of d-linear lexsegment subsets is useful to study the ℓ-sequence of strongly stable subsets V ⊂ M d . Indeed, we have Proposition 2.7. If V is a strongly stable subset of M d then there exists the unique d-linear lexsegment subset L ⊂ M d such that ℓ(L) = ℓ(V ).
To prove the above proposition, we first show the next lemma.
is strongly stable for k = 1, 2, . . . , n;
Proof. ("Only if") Assume that V is strongly stable. It is clear that V satisfies condition (i). We will consider condition (ii). Let u ∈ M ≤k−1 (D k (V )). Then max(u) ≤ k − 1 and ux k ∈ V . Since V is strongly stable, we have ux k−1 ∈ V and max(ux k−1 ) = k − 1. Hence we have u ∈ D k−1 (V ). Thus we have M ≤k−1 (D k (V )) ⊂ D k−1 (V ) as desired.
("If") Assume that V satisfies condition (i) and (ii). We will show that V is strongly stable. Let u ∈ V and k = max(u). Write u = vx k . Let 1 ≤ s < t be integers such that x t divides u. What we must prove is u(
Assume that x t does not divide v. Then t = k and max(v) < k. Also, condition (ii) says that, for any integer 1 ≤ p < k, one has
In both cases, we have u(x s /x t ) ∈ V . Hence V is strongly stable.
Proof of Proposition 2.7. Since d-linear lexsegment subsets are uniquely determined from their ℓ-sequence, it is enough to prove the existence of a subset which satisfies required conditions. For k = 1, 2, . . . , n, let B k ⊂ M d−1 ∩ K[x 1 , . . . , x k ] be the set of monomials satisfying that B k is lexsegment in K[x 1 , . . . , x k ] and |B k | = |D k (V )|.
what we must prove is that L is strongly stable. We will show that L satisfies condition (i) and (ii) of Lemma 2.8.
Any lexsegment set of monomials is strongly stable. Thus D k (L) = B k is strongly stable for all k. Hence L satisfies condition (i) of Lemma 2.8. On the other hand, Lemma 2.1 says that (4) . Since D k (L) = B k for all k, it follows that L satisfies condition (ii) of Lemma 2.8. Thus L is strongly stable as required.
Definition 2.9. Let d be a positive integer. We say that a strongly stable ideal I is d-linear lexsegment if I is generated by a d-linear lexsegment set of monomials
For a positive integer k and a monomial ideal I ⊂ S, we say that I k is lexsegment if the set of monomials in I k is lexsegment. A monomial ideal I is said to be d-regular lexsegment if I ≥d is d-linear lexsegment and I k is lexsegment for all k < d.
In the next section, it will be shown that, for any d-regular graded ideal I ⊂ S, there exists the unique d-regular lexsegment ideal with the same Hilbert function as I. In this section, we note some easy properties of d-regular lexsegment ideals. Proof. (i) It is clear that I is strongly stable since lexsegment ideals and d-linear lexsegment ideals are strongly stable. Also, since I ≥d is generated in degree d, I has no generators of degree > d. Then Lemma 1.4 says that I is d-regular.
(ii) Since I k and J k are lexsegment for k < d and I and J have the same Hilbert function, it follows that I k = J k for k < d. On the other hand, I ≥d and J ≥d are d-linear lexsegment and have the same Hilbert function. Then Lemma 2.3 says that ℓ(I ≥d ) = ℓ(J ≥d ). Since d-linear lexsegment ideals are uniquely determined from their ℓ-sequence, we have I ≥d = J ≥d .
(iii) By the definition of d-regular lexsegment ideals, it follows that I ≤d−1 is lexsegment. Since I is strongly stable, reg(I) < d implies that I has no generators of degree ≥ d by Lemma 1.4. Then I = I ≤d−1 is lexsegment.
The Hilbert function of d-regular graded ideals
In this section, we will prove Theorem 0.1. To prove the theorem, we first characterize all possible ℓ-sequences of strongly stale ideals generated in degree d by using combinatorics on Stanley-Reisner ideals.
Before considering Stanley-Reisner ideals, we recall Macaulay's characterization of Hilbert functions of graded ideals. Let d be a positive integer. Any integer a > 0 can be written uniquely in the form
is the d-th Macaulay representation of an integer a > 0, then we write
Also, we set 0 ≪d≫ = 0 and 0 <d> = 0. We refer the reader to [7, Theorem 4.2.10] for the proof of the above lemma. (Statement (ii) was not written in [7] . However, this statement is easily verified by using [6, Proposition 4.2] together with statement (iii).)
Next, we recall some techniques which were developed in the theory of face vectors of simplicial complexes. Let Γ be a simplicial complex on
where we let f −1 (Γ) = 1. The Stanley-Reisner ideal I Γ ⊂ S of a simplicial complex Γ on [n] is the monomial ideal generated by all squarefree monomials x i 1 x i 2 · · · x i k ∈ S with {i 1 , i 2 , . . . , i k } ∈ Γ. We say that a simplicial complex Γ on [n] is Cohen-Macaulay if S/I Γ is Cohen-Macaulay.
A simplicial complex Γ is said to be shifted if F ∈ Γ and j ∈ F implies (F \ {j}) ∪ {i} for any i > j with i ∈ F . The following fact appeared in the theory of exterior algebraic shifting. See [13, §7 and §8]. 
Note that the equivalence of (a) and (b) follows from Lemma 3.2.
A set of squarefree monomials V ⊂ S is said to be squarefree strongly stable if for all squarefree monomials u =
We say that a squarefree monomial ideal I is squarefree strongly stable if the set of squarefree monomials in I is squarefree strongly stable. Note that a simplicial complex Γ is shifted if and only if I Γ is squarefree strongly stable. The graded Betti numbers of squarefree strongly stable ideals can be computed like strongly stable ideals.
Lemma 3.4 (Aramova-Herzog-Hibi [2] ). Let I ⊂ S be a squarefree strongly stable ideal. Then
Let I ⊂ S be a strongly stable ideal generated in degree d. We write Φ(I) for the ideal in K[x 1 , x 2 , . . . , x n+d−1 ] generated by all squarefree monomials Φ(u) with u ∈ G(I). Conversely, if J ⊂ K[x 1 , . . . , x n+d−1 ] is a squarefree strongly stable ideal generated in degree d then we define Φ −1 (J) ⊂ S in the same way. The following fact is known.
. . , x n+d−1 ] be a squarefree strongly stable ideal generated in degree d. For k = 1, 2, . . . , n, let ℓ * k (I) denote the number of squarefree monomials u ∈ G(I) with max(u) = k + d − 1. The sequence ℓ * (I) = (ℓ * 1 (I), ℓ * 2 (I), . . . , ℓ * n (I)) will be called the ℓ * -sequence of I. It is easily verified that ℓ * (I) = ℓ(Φ −1 (I)).
The Alexander dual of a simplicial complex Γ on [n] is the simplicial complex on [n] defined by 
Then Γ is Cohen-Macaulay and shifted if and only if I Γ * is a squarefree strongly stable ideal generated in degree d. Moreover, if Γ is Cohen-Macaulay and shifted then ℓ * (I Γ * ) = h(Γ).
Proof. It is easy to see that Γ is shifted if and only if Γ * is shifted. Then the first statement follows from Lemmas 3.4 and 3.6. Also, by Lemma 3.4, if I Γ * is a squarefree strongly stable ideal generated in degree d then
The above formula together with Lemma 3.6 implies ℓ * (I Γ * ) = h(Γ).
Now, we are in the position to characterize all possible ℓ-sequences of strongly stable ideals generated in degree d.
The following conditions are equivalent.
(a) There exists a strongly stable ideal I ⊂ K[x 1 , . . . , x n ] generated in degree d such that ℓ(I) = ℓ; (b) There exists a squarefree strongly stable ideal
Proof. The equivalence of (a) and (b) follows from Lemma 3.5 together with the fact that ℓ(I) = ℓ * (Φ(I)) for any strongly stable ideal I ⊂ S generated in degree d. On the other hand, Corollary 3.7 says that (b) is equivalent to the condition that there exists an (n − 2)-dimensional Cohen-Macaulay shifted simplicial complex Γ on [n + d − 1] such that h(Γ) = ℓ. Then the equivalence of (b) and (c) follows from Lemma 3.3. By Lemma 2.3, if I ⊂ S is a strongly stable ideal generated in degree d, then the ℓ-sequence of I must determine the Hilbert function of I. We write how to determine the Hilbert function of I from ℓ(I).
Lemma 3.9. Let I ⊂ S be a strongly stable ideal generated in degree d. Then
Proof. Let G(I) = {u 1 , . . . , u t }. It follows from [11, Lemma 1.1] that any monomial u ∈ I can be written uniquely in the form u = vw with v ∈ G(I) and max(v) ≤ min(w), where min(w) is the minimal integer p such that x p divides w. This fact says that I can be written in the form
Since H(K[x 1 , . . . , x n ], t) = n−1+t n−1 , the above equation implies the claim. Proof. It is clear that H satisfies condition (ii) by Lemma 3.1. We will consider condition (i).
We may assume that I is strongly stable by Corollary 1.7. Since I is d-regular, I ≥d is a strongly stable ideal generated in degree d by Lemma 1.4. Set ℓ = ℓ(I ≥d ). Then ℓ satisfies condition (i)-(a) and (i)-(b) by Proposition 3.8 and Lemma 3.9.
Hence we have H(I, d − 1) = |A| ≤ |D n (V )| = ℓ n (I ≥d ). Thus ℓ also satisfies condition (i)-(c).
[Remark]. Actually, the condition H(1) ≤ n is not required in the theorem. Indeed, by a routine computation, H(1) ≤ n follows from condition (i)-(a), (i)-(c) and H(t) <n−1> ≤ H(t + 1) for t < d − 1.
Next, we will give a proof of the sufficiency of Theorem 0.1. Proof. Condition (ii) together with Lemma 3.1 says that there exists the lexsegment ideal I ⊂ S such that H(I, t) = H(t) for t ≤ d − 1 and I has no generators of degree ≥ d. Let ℓ = (ℓ 1 , . . . , ℓ n ) be the sequence which satisfies condition (i). Then Propositions 2.7 and 3.8 together with Lemma 3.9 say that there exists the d-linear lexsegment ideal J ′ ⊂ S such that ℓ(J ′ ) = ℓ and H(J ′ , t) = H(t) for all t ≥ d. Set
We will show that this ideal J is a d-regular lexsegment ideal with H(J, t) = H(t) for all t ∈ N.
First, we will show
However, since J ′ is strongly stale, it is enough to prove x n A ⊂ J ′ .
By condition (i)-(c), we have
It remains to prove that H(J, t) = H(t) for all t ∈ N. It is clear that
Also, since J ≥d = J ′ and H(J ′ , t) = H(t) for all t ≥ d, we have We also characterize Hilbert functions of graded ideals I ⊂ S with reg(I) = d. We recall the following well known fact. ("If") Assume that H satisfies condition (i) and (ii) of Theorem 3.11 together with condition (iii). Then, there exists the d-regular lexsegment ideal I ⊂ S such that H(I, t) = H(t) for all t ∈ N. We will show reg(I) = d.
Suppose that reg(I) < d. Then Proposition 2.10 says that I is lexsegment and has no generators of degree ≥ d. This fact together with Lemma 3.1 says that H(I, d − 1) <n−1> = H(I, d). This contradicts condition (iii). Thus we have reg(I) = d.
In the rest of this section, we write two results which follow from Corollary 3.13. First, we will give an analogue of Bigatti, Hulett and Pardue's theorem for d-regular lexsegment ideals. (6) and (7), we have β ii+k (I) ≤ β ii+k (Lex (d) (I)) for all i and k ≤ d.
Since I is d-regular, β ii+k (I) = 0 for all i and k > d. Thus we have β ij (I) ≤ β ij (Lex (d) (I)) for all i and j as desired.
It would be interesting to prove the above theorem for an arbitrary characteristic. In [23] , it was proved that A H is a set of integers of the form A H = {a, a + 1, . . . , b − 1, b} for some 0 ≤ a ≤ b. We will give an analogue of this fact for R H . Fix an integer a ≤ r ≤ b. Since I is r-regular, there exists the r-regular lexsegment ideal Lex (r) (I) with the same Hilbert function as I. We will show reg(Lex (r) (I)) = r.
Suppose that reg(Lex (r) (I)) < r. Then, by Proposition 2.10, we have Lex (r) (I) = Lex(I). However, by Lemma 3.14, reg(Lex(I)) = b. Since we assume r ≤ b, this is a contradiction. Thus reg(Lex (r) (I)) = r. 
d-regular squarefree lexsegment ideals
In this section, we define d-linear squarefree lexsegment ideals and d-regular squarefree lexsegment ideals, and study their properties.
We say that a set of squarefree monomials V ⊂ S is squarefree lexsegment if, for all squarefree monomial ideals u ∈ V and v > lex u with deg(v) = deg(u), it follows that v ∈ V . A squarefree monomial ideal I ⊂ S is said to be squarefree lexsegment if the set of squarefree monomials in I is squarefree lexsegment. A subset V ⊂ M [d] is said to be d-linear squarefree lexsegment if V is squarefree strongly stable and each D k (V ) is squarefree lexsegment in K[x 1 , . . . , x k−1 ] for k = d, d + 1, . . . , n. Also, a squarefree monomial ideal I ⊂ S is said to be d-linear squarefree lexsegment if I is generated by a d-linear squarefree lexsegment subset V ⊂ M [d] . The squarefree operation gives a nice relation between d-linear lexsegment ideals and d-linear squarefree lexsegment ideals. Indeed, we have (iii) Since I is squarefree strongly stable, reg(I) < d implies that I has no generators of degree ≥ d by Lemma 3.4. Then I = I ≤d−1 is squarefree lexsegment.
A simplicial complex Γ satisfying reg(I Γ ) ≤ d is called a (d − 1)-Leray simplicial complex. In 1973 Eckhoff proposed a conjecture about the characterization of fvectors of Leray simplicial complexes, and the conjecture was proved by Eckhoff (sufficiency) and Kalai (necessity) [15] . (Eckhoff did not publish the proof. The proof of the sufficiency was given in [16] .) About the precise conditions of Eckhoff and Kalai's result, see [15] . The characterization of Hilbert functions of squarefree monomial ideals which are d-regular follows from their result. We will prove that, for any squarefree monomial ideal I ⊂ S with reg(I) ≤ d, there exists the d-regular squarefree lexsegment ideal with the same Hilbert function as I. Of course this fact follows from Eckhoff and Kalai's result by checking that if Γ is a simplicial complex which was used in the proof of the sufficiency of their result [16] then I Γ is d-regular lexsegment. However, we will give a different proof which is similar to the proof of Theorem 3.12. The next fact follows from the Kruskal-Katona Theorem (see [1, §4] ). 
On the other hand, since ℓ * (V ) = ℓ * (J ′ ) = ℓ * (I [≥d] ) = ℓ * (W d ), it follows that
Then, by the construction, J [≥d] = J ′ is d-linear squarefree lexsegment and J k = I ′ k is squarefree lexsegment for k < d. Thus J is d-regular squarefree lexsegment. To prove that I and J have the same Hilbert function, it is enough to show that the number of squarefree monomials in I of degree k is equal to that in J for all 1 ≤ k ≤ n. Since dim I k = dim K I ′ k = dim K J k for k < d, the number of squarefree monomials in J k is equal to that in I k for k < d. On the other hand, since J [≥d] = J ′ and ℓ * (I [≥d] ) = ℓ * (J ′ ), Lemma 4.1 says that the number of squarefree monomial ideals in J of degree k is also equal to that in I for k ≥ d. Thus I and J have the same Hilbert function.
Next, we prove an analogue of Theorem 3.19. A numerical function H : N → N is said to be a squarefree function if there exists a squarefree monomial ideal I ⊂ S such that H(S/I, t) = H(t) for all t ∈ N. Let Sq(S) be the set of all squarefree monomial ideals in S and define The following fact was first proved in [3] for base fields of characteristic 0, and a proof in any characteristic was later given in [23] . Proof. Let I ⊂ S be a squarefree monomial ideal with reg(I) = a and H(S/I, t) = H(t) for all t ∈ N. Fix an integer a ≤ r ≤ b. We will show that reg(SqLex (r) (I)) = r.
Suppose that reg(SqLex (r) (I)) < r. Then SqLex (r) (I) = SqLex(I) by Lemma 4.5. However, by Lemma 4.9, we have r > reg(SqLex(I)) = b. Since we assume r ≤ b, this is a contradiction. Thus reg(SqLex (r) (I)) = r.
Finally, we will give an analogue of Theorem 3.17. We first recall some results on the squarefree operation which were used in [3] .
It is well known that any squarefree monomial ideal I ⊂ S satisfies β ij (I) = 0 for all i and j > n. On the other hand, if I is a strongly stable ideal satisfying β ij (I) = 0 for all i and j > n, then the Eliahou-Kervaire formula says max(u) + deg(u) − 1 ≤ n for any u ∈ G(I). Also, if a monomial u ∈ S satisfies max(u) + deg(u) − 1 ≤ n then max(Φ(u)) ≤ n. Thus, if I ⊂ S is a strongly stable ideal satisfying β ij (I) = 0 for all i and j > n, then we writeΦ(I) ⊂ S for the ideal generated by {Φ(u) : u ∈ G(I)}. Lemma 4.11 (Aramova-Herzog-Hibi [3] ). If I ⊂ S is a strongly stable ideal satisfying β ij (I) = 0 for all i and j > n, thenΦ(I) ⊂ S is a squarefree strongly stable ideal and has the same graded Betti numbers as I.
Let I ⊂ S be a squarefree monomial ideal. If char(K) = 0 then Lemmas 1.1 and 1.2 says that gin(I) is a strongly stable ideal satisfying β ij (gin(I)) = 0 for all i and j > n. Thus we can defineΦ(gin(I)) ⊂ S. The next lemma immediately follows from Lemma 4.11.
Lemma 4.12. Assume char(K) = 0. If I ⊂ S is a squarefree monomial ideal thenΦ(gin(I)) ⊂ S is a squarefree strongly stable ideal satisfying β ij (Φ(gin(I))) = β ij (gin(I)) for all i and j.
Note that the operation I →Φ(gin(I)) was considered by Kalai [17] to define symmetric algebraic shifting. We do not give a definition of symmetric algebraic shifting here. See, e.g., [13] or [18] .
Theorem 4.13. Let 1 ≤ d ≤ n be an integer and I ⊂ S a squarefree monomial ideal with reg(I) ≤ d. Then β ii+j (SqLex (d) (I)) = β ii+j (SqLex(I)) for all i and j < d. Furthermore, if char(K) = 0 then β ij (I) ≤ β ij (SqLex (d) (I)) for all i and j.
Proof. It follows from [2, Theorem 4.4 ] that, for any squarefree strongly stable ideal J ⊂ S, we have
and max(u) ≤ t}. Since SqLex (d) (I) k = SqLex(I) k for all k < d, the first claim follows from (8) .
To prove the second claim, we may assume that I is squarefree strongly stable by Lemmas 1. 
and SqLex(I) is
Betti diagrams are following: Throughout this section, we assume that the base field K is a field of characteristic 0. In this section, we will consider strongly stable ideals having the maximal graded Betti numbers among graded ideals which have the same Hilbert function and which accept certain restrictions on their graded Betti numbers.
For any (i, j) ∈ [n] × Z >0 , let (i, j) denote the minimal extremal area which contains (i, j), in other words,
It is easily verified that any extremal area A ⊂ [n] × Z >0 has the unique representation
satisfying t ≤ n, i 1 < · · · < i t and j 1 > · · · > j t . This unique representation will be called the standard representation of A and the elements (i 1 , j 1 ), . . . , (i t , j t ) will be called extremal points of A. (See the picture bellow.)
(Each • denotes an element in A and * denotes an extremal point of A.) Definition 5.3. Let A ⊂ [n] × Z >0 be an extremal area with the standard representation A = t k=1 (i k , j k ) . Then A is called a semi-convex area if there exists an integer 1 ≤ r ≤ t such that
The element (i r , j r ) will be called a top point of the semi-convex area A. Note that a top point of a semi-convex area is not always uniquely determined. Indeed, it is not hard to see that (i r , j r ) is a top point of a semi-convex area A if and only if i r + j r = max{i + j : (i, j) ∈ A}. Let A ⊂ [n] × Z >0 be a semi-convex area. We say that (i, j) ∈ A is a reducible point of A if i > 0 and (i − 1, j + 1) ∈ A. LetǍ denote the subset of A obtained by removing all reducible points from A.
An example of a semi-convex area Thus the claim follows.
Proof. Let A = t k=1 (i k , j k ) be the standard representation of A. (i) It is enough to show that if (i+1, j−1) ∈ A and j ≤ j r then (i, j) ∈ A. Suppose (i + 1, j − 1) ∈ A and j ≤ j r . If (i + 1, j − 1) ∈ (i r , j r ) then i < i r . Since j ≤ j r we have (i, j) ∈ (i r , j r ) ⊂ A in this case. Assume that (i + 1, j − 1) ∈ A \ (i r , j r ) . Then, since j ≤ j r , there exists an integer k > r such that (i + 1, j − 1) ∈ (i k , j k ) . The definition of semi-convex areas says that i k−1 + 1 = i k . Also, we have j k−1 > j k by the definition of standard representations. Then, i + 1 ≤ i k = i k−1 + 1 and
(ii) It suffices to show that if (i − 1, j + 1) ∈ A and j ≥ j r then (i, j) ∈ A. Suppose (i−1, j+1) ∈ A and j ≥ j r . Since j ≥ j r , there exists a k < r such that (i−1, j+1) ∈ (i k , j k ) . The definition of semi-convex areas says that j + 1 ≤ j k = j k+1 + 1. Also, we have i ≤ i k + 1 ≤ i k+1 by the definition of standard representations. Thus we have (i, j) ∈ (i k+1 , j k+1 ) ⊂ A as desired.
(iii) If (i, j) ∈ A is a reducible point of A then i > 0 and (i − 1, j + 1) ∈ A. However, statement (i) says that (i − 1, j + 1) ∈ A and j < j r imply (i, j) ∈ A. Hence j ≥ j r .
Lemma 5.6. Let A ⊂ [n] × Z >0 be a semi-convex area, and let I ⊂ S and J ⊂ S be strongly stale ideals which admit A. If I and J have the same Hilbert function, then we have
Proof. Let A = t k=1 (i k , j k ) be the standard representation of A and (i r , j r ) ∈ A a top point of A. |M 1 (I, j)| = |M 1 (J, j)| for all j ≥ 0 is obvious. Thus we assume i > 0.
[Case 1] First, we consider the case j < j r . We use induction on j. Since I 1 = J 1 , the statement is obvious for j = 1. We assume that j < j r and (11) holds for all (i, k) ∈Ǎ with k < j.
Let (i, j) ∈Ǎ. Since j < j r , Lemma 5.5 (iii) says that (i, j) is not a reducible point. Hence (i, j) ∈ A. Since I and J admit A, we have β ii+j (I) = β ii+j (J) = 0. Then Lemma 5.4 says that |M i+1 (I, j)| = |M ≤i+1 (I, j − 1)| = dim K I j−1 − n k=i+2 |M k (I, j − 1)| (12) and
By Lemma 5.5 (i), we have (i + 1, j − 1) ∈ A. Then, since A is an extremal area, we have (p, j − 1) ∈ A for all p ≥ i + 1. Thus we have |M i+1 (I, j)| = |M i+1 (J, j)| by (12) and (13) together with the induction hypothesis.
[Case 2] Second, we consider the case j ≥ j r . If j ≥ j 1 , then Lemma 1.4 says that I ≥j and J ≥j are strongly stable ideals generated in degree j since I and J admit A. Since I ≥j and J ≥j have the same Hilbert function, Lemma 2.3 says
Next, we will show the statement for j r ≤ j < j 1 by using induction on j. Assume that j r ≤ j < j 1 and (11) holds for all (i, k) ∈Ǎ with k > j.
Let (i, j) ∈Ǎ. Then we have (i ′ , j) ∈Ǎ for all i ′ ≥ i, and Lemma 5.5 (ii) together with the definition of reducible points says that (i ′ − 1, j + 1) ∈ A for all i ′ ≥ i.
and
Notice that the induction hypothesis says |M i ′ (I, j + 1)| = |M i ′ (J, j + 1)| for i ′ ≥ i since (i ′ − 1, j + 1) ∈ A. Then |M n (I, j)| = |M n (J, j)| immediately follows from the above equations together with the induction hypothesis. By arguing inductively, (14) and (15) together with the induction hypothesis imply |M i ′ +1 (I, j)| = |M i ′ +1 (J, j)| for all i ′ ≥ i. In particular, we have |M i+1 (I, j)| = |M i+1 (J, j)| for all i with (i, j) ∈Ǎ as desired.
To construct an ideal which gives the maximal graded Betti numbers in L A H , we need to introduce the following lemma. 
Then ℓ = (ℓ 1 (W 1 ), . . . , ℓ r−1 (W 1 ), ℓ r (V ), . . . , ℓ n (V )) is also an M-vector. 
Recall that d-linear lexsegment subsets are uniquely determined from their ℓsequence. Since ℓ is uniquely determined from V and r, this set W is uniquely determined from V and r.
Construction 5.8. Let A ⊂ [n] × Z >0 be a semi-convex area, A = t k=1 (i k , j k ) the standard representation of A, (i r , j r ) ∈ A a top point of A and H : N → N a numerical function with L A H = ∅. Set p j = max{i : (i, j) ∈ A} for j = 1, 2, . . . , j 1 and p j = −1 for j > j 1 .
We will construct an ideal which gives the maximal graded Betti numbers among graded ideals in L A H from a strongly stable ideal in L A H . Since we assume char(K) = 0, Lemma 1.2 says that if L A H = ∅ then there exists a strongly stable ideal I ∈ L A H . We construct the monomial ideal Lex(I, A) ⊂ S from I as follows:
(A) For j < j r , let L j (I, A) ⊂ M j ∩ K[x 1 , . . . , x p j +1 ] be the lexsegment set of monomials in K[x 1 , . . . , x p j +1 ] with |L j (I, A)| = |M ≤p j +1 (I, j)|.
(B) For j r ≤ j ≤ j 1 , since M ≤p j +1 (I, j) ⊂ K[x 1 , . . . , x p j +1 ] is a strongly stable set of monomials and p j+1 + 1 ≤ p j by the definition of semi-convex areas, Lemma 5.7 says that there exists the j-linear lexsegment subset
where L j (I, A) is the ideal generated by the set of monomials L j (I, A).
We show that Lex(I, A) admits A, and only depends on the semi-convex area A and the Hilbert function of I. (ii) Lex(I, A) is independent of the choice of a strongly stable ideal I ∈ L A H . Proof. (i) Assume that A has two top points (i r , j r ) ∈ A and (i r ′ , j r ′ ) ∈ A with r < r ′ . Then since both elements are top points of A, we have i r = i r+1 − 1 = i r+2 − 2 = · · · = i r ′ − (r ′ − r) and j r = j r+1 + 1 = j r+2 + 2 = · · · = j r ′ + (r ′ − r).
This property says that p j = p j+1 + 1 for j r ′ ≤ j < j r . Then construction (A) is the same as construction (B) for j r ′ ≤ j < j r . Thus the claim follows.
(ii) Let (i r , j r ) ∈ A be a top point of A. For j < j r , construction (A) says that L j (I, A) only depends on the number |M ≤p j +1 (I, j)| = dim K I j − n i=p j +2 |M i (I, j)|. However, if i > p j then (i, j) ∈ A. Thus Lemma 5.6 says that this number is independent of the choice of a strongly stable ideal I ∈ L A H . For j 1 ≥ j ≥ j r , the set L j (I, A) only depends on |M ≤p j+1 +2 (I, j)| together with |M i+1 (I, j)| for p j ≥ i > p j+1 + 1. However, if i > p j+1 + 1 then (i, j) ∈Ǎ. Thus Lemma 5.6 says that these numbers are also independent of the choice of a strongly stable ideal I ∈ L A H . Lemma 5.10. With the same notations as in Construction 5.8, Lex(I, A) is a strongly stable ideal which admits A.
Proof. A sum of strongly stale ideals is again strongly stable. Thus Lex(I, A) is strongly stable. On the other hand, since L j (I, A) ⊂ K[x 1 , . . . , x p j +1 ], it follows that Lex(I, A) has no generators u ∈ G(Lex(I, A)) of degree j with max(u) > p j + 1. Then the Eliahou-Kervaire formula says β ii+j (Lex(I, A)) = 0 for all (i, j) ∈ A. Hence Lex(I, A) admits A.
The next lemma immediately follows from the definition of Lex(I, A) and Lemma 2.1.
Lemma 5.11. With the same notations as in Construction 5.8, for each j = 1, . . . , j 1 , L j (I, A) ⊂ K[x 1 , . . . , x p j +1 ] is a j-linear lexsegment set of monomials satisfying (i) |L j (I, A)| = |M ≤p j +1 (I, j)|;
(ii) |M ≤i+1 (L j (I, A))| ≤ |M ≤i+1 (I, j)| for all i ≤ p j .
Next, we will show I and Lex(I, A) have the same Hilbert function.
Lemma 5.12. With the same notations as in Construction 5.8, let W j be the set of monomials in Lex(I, A) of degree j and V j the set of monomials in I of degree j for all j ≥ 0. Then (a) M ≤p j +1 (W j ) = L j (I, A) for all j ≤ j 1 ; (b) |W j | = |V j | for all j ≥ 0; (c) |M i+1 (W j )| = |M i+1 (V j )| for all (i, j) ∈Ǎ; (d) |M ≤i (W j )| = |M ≤i (V j )| for all (i, j) ∈Ǎ.
Proof. To simplify the argument, let L j = L j (I, A) for all j ≤ j 1 . We use induction on j. For j = 1, since W 1 = L 1 = V 1 , the assertion is obvious. Let d > 1 be an integer. Assume that the statements are true for j < d. We will prove the statements for j = d.
First, we claim that
Since I and Lex(I, A) admit A, we have β ii+d (I) = β ii+d (Lex(I, A)) = 0 for all i > p d . Thus the first equality of (16) and the third one follow from Lemma 5.4. On the other hand, since i > p d implies (i, d) ∈ A and (i, d) ∈ A implies (i+1, d−1) ∈Ǎ by the definition of reducible points, the second equality of (16) follows from the induction hypothesis.
Second, we will show statement (a). Clearly, we have
, k = 1, 2, . . . , p d + 1}.
Since p d−1 ≥ p d , the induction hypothesis says that M ≤p d +1 (W d−1 ) = M ≤p d +1 (L d−1 ). Then since L d is strongly stable, to prove statement (a), it is enough to prove that
By Lemmas 5.4 and 5.11, we have
Lemma 5.11 also says that Thus we have
This is (17) . Hence statement (a) follows. Since we proved M ≤p d +1 (W d ) = L d , Lemma 5.11 (i) says |M ≤p d +1 (W d )| = |L d | = |M ≤p d +1 (V d )|. Then, by using (16), we have
Thus statement (b) follows.
Next, we will prove statement (c). If (i, d) ∈ A then i > p d . Thus statement (c) is equal to (16) Then it is not hard to see that conv(A) is independent of the choice of a point (i r , j r ) ∈ A with i r + j r = max{i + j : (i, j) ∈ A}, and is indeed the unique smallest semi-convex area containing A. The semi-convex area conv(A) ⊂ [n] × Z >0 will be called the semi-convex hull of A.
The semi-convex hull of A = ∪ 4 k−1 (i k , j k ) 0
• · · · • • • · · · • • • • • j 3 • · · · • • • · · · • • • • * • · · · • • • · · · • • • • · · · • • • · · · • • j 2 • · · · • • • · · · * • · · · • • j 1 • · · · * ( * denotes an extremal point of A and • denotes a point (i, j) ∈ conv(A) \ A.)
Let I ⊂ S be a graded ideal and H the Hilbert function of S/I. Then there exists the smallest extremal area A such that I admits A. Although, there is not always a graded ideal L ∈ L A H which gives the maximal graded Betti numbers in L A H , Theorem 5.14 guarantees the existence of such an ideal if we extend A to conv(A). Also, since A ⊂ Q implies conv(A) ⊂ Q, we can consider the same property for squarefree monomial ideals by using the squarefree operation.
