In order to obtain a panoramic image which is clearer, and has more layers and texture features, we propose an innovative multi-focus image fusion algorithm by combining with non-subsampled shearlet transform (NSST) and residual network (ResNet). First, NSST decomposes a pair of input images to produce subband coefficients of different frequencies for subsequent feature processing. Then, ResNet is applied to fuse the low frequency subband coefficients, and improved gradient sum of Laplace energy (IGSML) perform high frequency feature information processing. Finally, the inverse NSST is performed on the fused coefficients of different frequencies to obtain the final fused image. In our method, we fully consider the low frequency global features and high frequency detail information in image by using NSST. For low-frequency coefficients fusion, we can also obtain the spatial information features of low-frequency coefficient images by using ResNet, which has a deep network structure. IGSML can use different directional gradients to process high-frequency subband coefficients of different levels and directions, which is more conducive to the fusion of the coefficients. The experiment results show that the proposed method has been improved in the structural features and edge texture in the fusion images.
I. INTRODUCTION
In the field of digital image processing, different imaging devices acquire different information from the same scene. As in the optical lens, the acquired image is not an allfocus image since the limited of the lens depth range. The optical image is only clear in the part of the scene that is focused in the lens range, and the rest is a blurred defocused image. Typically, image fusion is often used to produce good results which is superior to the original image quality [1] , [2] . The fused image contains more scene information, which is more suitable for imaging features of the human eye and is also convenient for later computer processing. Therefore, the process of multi-focus image fusion
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can be considered as a tool for producing high quality result images [3] , [4] .
In the development of multi-focus image fusion, there are two types of fusion methods, namely spatial domain fusion and transform domain fusion [5] . However, the most important aspect is the design of fusion rules in the image fusion processing. The image fusion methods based on transform domain are a popular and widely in this fields. In transform domain-based fusion algorithm, the multi-scale decomposition of the original images is mainly applied by multiscale transform (MST), and image fusion is performed by using different fusion rules for image coefficients at different scales. In image fusion based on transform domain, the performance of the algorithm is mainly dependent on the choice of transform domain and the design of fusion rules. Commonly, transform domain algorithms include gradient pyramid (GP) [6] , discrete wavelet transform (DWT) [7] , double tree complex VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ wavelet transform (DTCWT) [8] , shearlet transform (ST) [5] , non-subsampled contourlet transform (NSCT) [9] , discrete cosine transform (DCT) [10] and high-order singular value decomposition based method (HOSVD) [11] and others. After selecting the corresponding transform, the fusion processing is turn to the design of fusion rules in multi-focus image fusion algorithms based on transform domain. The fusion rules are different in low frequency and high frequency. Usually, the weighted average fusion rules are used to fuse the low frequency coefficients, while the larger sum of energy for high frequency coefficient is applied to low frequency coefficients fusion. In [5] , complex-shearlet is used to decompose the source images. The authors use weighted average fusion rules based on guided filtering to fuse the low frequency coefficients, and use the larger sum modified Laplacian (SML) with guided filtering to fuse the high frequency coefficients. In [6] , image fusion is performed on a multiresolution gradient map representation domain of image signal information. The authors use weighted average fusion rules called arithmetic combinations to fuse the low frequency coefficients, and use pixel-based select max approach to fuse the high frequency coefficients. In [7] , after the source images are decomposed by DWT, two different window-based fusion rules named maximum sharpness focus measure and maximum neighboring energy are separately employed to combine the low frequency and high frequency coefficients. In [8] , a different image fusion strategy by various fusion rules are innovatively combined in Q-shift DTCWT is presented in this work. In [9] , the fusion rules are similar to the one in [8] . In [10] , the fusion rule called larger spatial frequencies is used to fuse the DCT coefficients. In [11] , the generated coefficients are fused by the multilevel fusion strategy of the sigmoid function. In the transform domain, the sharpness measurements of the source images are measured by transforming coefficients of different scales and directions in the domain. Then, the final desired fusion image can be obtained by the final fusion coefficients through inverse transform. The spatial image fusion algorithms usually perform image fusions by measuring the spatial definition of the source images.
Image fusion algorithms based on spatial domain include: weighted mean fusion algorithm [12] , principal component analysis based fusion algorithm [13] , image fusion algorithm for improving Laplacian energy [14] , pulse coupled neural network based fusion algorithm [15] , image gradient based fusion algorithm [16] , surface area focusing criterion based fusion algorithm [17] , non-local mean filtering based fusion algorithm [18] , graphic-based visual saliency based fusion algorithm [19] , self-similarity and depth information based fusion algorithm [20] , the structure saliency based fusion algorithm [21] and so on. Image fusion algorithms for spatial domain are relatively simple and easy to implement. However, traditional spatial image fusion algorithms may produce artificial texture and also has more serious blocking artifacts. And, the in-depth and continuous improvement of spatial domain research has improved the quality of fused images.
In particular, the development of deep learning theory has made the spatial domain algorithm based on deep learning achieve good results. Compared with the traditional spatial multi-focus image fusion methods, the deep learning algorithm has a great development prospect in optimizing the fusion image result processing [22] .
In recent years, with the development of deep learning theory meanwhile get good research results in related fields. The proposal of deep learning (DL) [22] is derived from artificial neural networks. The so-called ''deep'' is a perceptron with multiple hidden layers. Deep learning can effectively combine low-level features. Therefore, CNN has also been applied to fusion process. In [23] , a fusion rule use CNN is proposed. It treats the generation of the fused map as a classification problem. In [24] , a multi-focus image fusion algorithm, which uses image segmentation based on multiscale CNN to generate fusion decision map, generate high quality fused image. In [25] , pixel convolutional neural network for multi-focus image fusion (P-CNN) is proposed. This algorithm can select the different focus degree pixels from the neighborhood information of source images. In addition, the P-CNN can also set precise labels according to different focal length levels for image classification processing to form accurate focus information feature maps. Yang et al. [26] proposed multi-level features convolutional neural network for multi-focus image fusion (MLFCNN). In this method, all the features learned from the previous layer are passed to the next layer, and 1 × 1 convolution block is added to each path between the upper layer and the next layer to reduce redundancy. This method firstly inputs the input images into a pre-trained MLFCNN model to obtain an initial focus map. Then, the initial focus map is refined by the morphological opening and closing operation. Finally, Gaussian filtering is performed to obtain the final fused map. The final fused image is generated by using weighted sums of fused map.
These fused algorithms can effectively integrate the judgment of the focus area and design of the fusion rule based on a large amount of image learning. Achieving clear results with higher quality. However, in the training of CNN, the number of feature extraction layers is small, the accuracy of extracting and identifying the focus block is low, and the extraction of image edges and texture features is not rich enough. In turn, the total amount of information and visual effects of the fusion results are affected. Moreover, these methods do not divide the frequencies of the image in the processing of image fusion. This is obviously not in line with the human eye to observe the image features.
In order to improve the disadvantages of the above algorithms, we propose an innovative algorithm by combining with NSST and ResNet. First of all, we use ResNet to deal with the shortcomings of insufficient image feature extraction based on CNN image fusion algorithm. He et al. [27] proposed ResNet, and the structure of ResNet has high training efficiency and the model accuracy has been greatly improved. Therefore, we use ResNet for image fusion in our algorithm. Similar to CNN-based image fusion, focus measurement and fusion decision map are generated by training ResNet model, which can overcome the difficulties of manual operation and extract more complete information features. NSST can sparsely represent image [28] - [30] . And the NSST decomposed subband image is the same size as the input image. Then, in order to make the process result has more global contents and detail edge structure of the source images, NSST is used to divide the frequency of the original images, and separately fuse different coefficients. The low-resolution images produced by the image after NSST decomposition contain more overall information content and the high-resolution images contain more texture detail features. In this paper, ResNet is applied to fuse low frequency coefficients, while IGSML is applied to fuse high frequency coefficients. ResNet can better extract the hierarchical features of the low frequency images when processing the low frequency images containing the contour information, which can contain more overall information of the source images after image fusion. The high-pass coefficients mainly contain detail texture, and IGSML can fully compare the information characteristics of different scales and directions, which can contain better detail feature of the original images after image fusion.
The structure of this paper is similar to [15] , however, the idea of the proposed method is very different to the method in [15] . In our algorithm, the source images are decomposed to low and high frequency, and different fusion rules are applied to low and high frequency. The ResNetbased based image fusion rule is applied to low frequency coefficients, which can obtain a more complete image overall contour. However, the high frequency coefficients of NSST contain the details and edges of the image. We using IGSML to exact the gradient and energy processing of high-frequency coefficients. The proposed algorithm considers the visual structure features of the image and extraction of deep detail features, and it has good robustness, suppresses the generation of artificial texture, and improves the visual clarity of the image. The core idea of the method in [15] is dual-channel-SCM model, which is designed and applied to the fusion process of NSST decomposition coefficients. And through the difference images between the original fused image and the original images, further fusion is obtained to get the final fusion result. The fusion of the high and low pass coefficients of the decomposition is not carried out by different fusion rules. And the fusion processing is directly performed by the dual channel-SCM model, which produces ideal results. Therefore, the two papers have certain similarities in structure, but they have their own innovative parts.
Compared with the pure deep learning image fusion algorithms, we use NSST to process the images and fully considers the overall and local features of the images. At the same time, the optimized ResNet is introduced to perform deep feature extraction without increasing computational complexity. So, the proposed algorithm considers the visual structure features of the image and extraction of deep detail features, and it has good robustness, suppresses the generation of artificial texture, and improves the visual clarity of the image.
The chapter of the paper is divided as following. The second section introduces the principle of NSST. The third section introduces the fusion rules based on the ResNet-50 layer model. It mainly includes the general ResNet network model structure, the ResNet-50 network model used in this paper and training process of the model. The fourth section gives the ResNet fusion rules based on the NSST, which mainly includes the fusion rules of different frequencies in NSST domain, and also gives all the steps of the proposed image fusion algorithm. The fifth part gives the experimental results and evaluation indicators of different fusion methods. The sixth part summaizes the innovations and shortcomings of our method.
II. NON-SUBSAMPLED SHEARLET TRANSFORM
Shearlet [28] has good directionality and realizes multiscale geometric transform with relatively easy process. Synthetic wavelet technology is the theoretical basis of shearlet transform. When the dimension n=2, the shearlet functions are generated by affine transform as following (1) , as shown at the bottom of this page.
The function expression is obtained by a series of different spatial transform such as scaling, shearing and translation of the basis function of the shearlet basis function. It can well represent the morphological features of the image and reduce artifacts. And ψ ∈ L 2 (R 2 ), A, B are 2 × 2 invertible matrices and |det B| = 1. The dilations A j are telescopic transform matrices, while the matrices B l are related to geometric transform of the preservative region. Normally A = 4 0 0 2 or A = 2 0 0 4 represents the anisotropic dilation matrix, and B = 1 1 0 1 or B = 1 1 1 0 represents shear matrix.
From FIGURE 1, we can know that the bias function of shearletψ j,l,k is supported on a pair of trapezoids of approximate size 2 2j × 2 j , and the slope of the trapezoids is l2 −j [31] , [32] . Therefore, the continuous Shearlet transform of f is expressed as the following.
where j ≥ 0, l = −2 j , 2 j − 1, k ∈ Z 2 . The transform diagram of shearlet is shown in FIGURE 2. NSST [29] , [30] is an extension of the shearlet transform, which makes it have good frequency domain characteristics in the process of processing images. NSST [34] is realized through different scales and directions. First of all, the image is decomposed by non-subsampled pyramids (NSP). It can be concluded by scale decomposition that NSP can generate k high frequency sub-band coefficients and one low frequency sub-band coefficient after k-th scale decomposition. In the second part, multi-directional transform of the decomposed different frequency sub-images is achieved by applying an improved shearing filter (SF). Because the NSST transform can well overcome the down-sampling operation of the image, it has the translation invariance of the image transform. When performing related image processing operations, it is possible to have more information features of the input images in the fused result, which will greatly improve the overall fused image effect. So, NSST is widely used in image process.
In this paper, to get better computational efficiency and extracting image detail features, NSP is used to for source images' decomposition. And the scale of decomposition is two. SF is used for directional decomposition. The high frequency in the first scale has four directions, while the second scale has eight directions.
NSCT also has multi-scale and multi-directional decomposition ability, and also has the characteristics of anisotropy and translation invariance. However, the speed of NSCT is slowly. And direction decomposition is not flexible enough to implement in NSCT.
In order to compare the performance of the fused method base on NSCT and NSST, we replace the NSST by NSCT in our method. And we set the decomposition parameters of the NSCT to be the same as NSST. In FIGURE 3 , the experiment gives the image fusion results of a pair of original images after NSCT-based fused method and NSST-based fused method. In the fusion result, it can be found that the fused image by NSST-based method has clear detail features than NSCTbased method.
TABLE 1 gives the mutual information of the two fused images. The result show that NSST perform a little better than NSCT. However, from TABLE 1, we find that NSST-based fused method has high computational efficiency, and NSCT is time consuming. So, we use NSST to process images, which can achieve better performance and high computational efficiency. 
III. FUSION RULES BASED ON RESNET-50 MODEL A. RESNET BLOCK MODEL
Traditional convolutional networks or fully connected networks have more or less information loss during information transmission. At the same time, there may be gradient disappearance or gradient explosion, which may lead to the network layers being too many to train the network model. ResNet has dealt with the above problems to a certain extent by connecting the network mapping. ResNet is widely used in the field of image processing, such as license plate recognition [33] , speckle suppression [34] and image classification [35] . But it is rarely used in image fusion. ResNet can extract deep image features and has good image feature extraction performance. Therefore, in this paper, we extend it to the field of multi-focus image fusion.
The main idea of ResNet is to add a direct connection channel to the network, which is the idea of the highway network. The idea of ResNet is very similar to the highway network. It allows the original input information to be passed directly to the later layers, which removing the same body part, thereby highlighting minor changes. Therefore, while increasing the depth of the network hierarchy, there will be no introduction of additional parameters and no increase in computational difficulty [27] . Assuming that the target map to be learned by a sub-module of the neural network is H (x), this mapping function may be complicated and difficult to fit. The idea of residual learning is to employ the stack nonlinear layer to fit another mapping relationship: F (x) = H (x) − x, then the actual mapping relationship can be expressed as F (x) + x. That is, in the residual neural network, a submodule consists of two parts: an identity map x → x and a nonlinear map F (x). FIGURE 4 is a schematic diagram of a sub-module for residual learning.
When the identity map x → x is the optimal map, the learning algorithm can easily set all the parameters of the nonlinear map F (x) to 0. This is obviously much easier than making F (x) to fit an identity map x → x. The specific network structure is as follows.
where x and y are the input and output vectors of one layer in ResNet. The function F(x, {W i }) represents the residual map to be learned.
In order to build a deeper neural network, the cost of stacking multiple residual learning modules shown in FIGURE 3 is still a bit large. In [27] , a residual learning module structure called bottleneck is also proposed. The bottleneck structure consists of two 1 * 1 convolutional layer and a k * k convolutional layer. Usually the value of k is 3. Suppose the input data of this module has 256 channels. Then the first 1 * 1 convolutional layer is to reduce the input data dimension to 64. This operation can effectively reduce the parameters and achieve cross-channel information fusion to some extent. The role of the second 1 * 1 convolutional layer is to raise the data dimension to 256, which ensures that the data dimensions of the two operations are the same in the F (x) + x. This bottleneck block is the key to enabling the residual neural network to reach hundreds or even thousands of layers.
B. RESNET-50 MODEL
Through the deep ResNet model, we compare the subjective, objective and time factors, and consider that the network hierarchy of ResNet-50 layer model is the most suitable for image fusion. This structure combines a plurality of shallow residual blocks stacked together. Among them, the structure diagram of a shallow residual block is presented in FIGURE 5 .
Among them, each residual block is composed of convolution layer, normalization, resizing and activation function. In FIGURE 5 the residual block is composed of four convolutional layers. Each convolution layer core has sizes of 1 * 1, 1 * 1, 3 * 3, and 1 * 1, and the corresponding number of filters is 256, 64, 64, and 256. Note that the identity mapping part is processed by the convolutional layer and the normalization layer. The purpose is to ensure that the dimensions and sizes of the identity mapping are consistent with the dimensions and sizes of the features obtained by the residual function.
Res2a-b is made up of two residual blocks of Res2a and Res2b. Res2a and Res2b are similar to the residual structure shown in Figure 5 , and the difference is just that the identity mapping part is directly connected by a line, and there is no corresponding convolution operation. Res3a-c, Res4a-e and Res5a-b are residual block groups similar to Res2a-b. During the training of the network, the number of filters used in each convolution layer is different, and the number of feature maps generated is also different, while the number of features and the number of filters is the same. In each residual structure, the number of feature maps is shown in FIGURE 7 .
The feature map obtained by the two branches trained by the last residual block is completely connected, and finally the 2-dimensional feature vector is obtained. After changing the network structure, the part is the two full connected processing, which is convenient for input images of any size to produce dense fractional graphs [36] - [39] . We consider Res2a-b and Res2c in Figure 6 as a whole, that is, the Res2 feature vector output layer, and display it in the feature map of FIGURE 7. The Res3, Res4, and Res5 layers are similar to the Res2 layer. It is also an eigenvector output layer.
C. MODEL TRAINING
Since image mergence can be regarded as a two-class problem, that is, the algorithm should distinguish the corresponding positions belong to the fuzzy part or the clear part. Therefore, the ResNet-50 training can be easily completed. We use the Matconvnet toolbox to complete the training process of the model. The training and verification images used in this paper are part of the image dataset in ImageNet. Due to lacking of organized open multi-focus image training set, in this paper, some data sets in ImageNet are directly processed by Gaussian blurring to produce images of different degree of focus, which are used for model training.
The specific training process, such as the pre-processing of the image (including the size of image block pair is 16 * 16, the measurement range of the image block in different degrees of focus is 0-1) is similar in the literature [40] . In this paper, the standard deviation of the Gaussian filter is 2, and the clear image is filtered to produce a blurred image. The first blurred image is then filtered again to produce another blurred image that is different from the first blur, and so on. Taking into account the time and the accuracy of training results, we used four images with different degrees of blur as the training and verification image sets.
In the process of training, our fusion decision map is generated by labels 0 and 1 marked on the image set. We define a and b as the inputs to the two branches, labeled 1 if the a and b branches correspond to clear and blurred image blocks, respectively. Conversely, if a and b correspond to obscured and clear image blocks, they are marked as 0. Finally, 50,000 image pairs labeled 1 and 50,000 image pairs labeled 0 are selected as training sets.
In the process of training, the ResNet-50 layer model is selected as the training network model. As a training target, the softmax function achieves the desired value by several iterations of updating the weight parameters of the training network. The determination of the initial value during the training is adaptively selected by the number of neurons. In order to show the training results more clearly, the feature map during the training process is given in FIGURE 6 . For a pair of input image blocks, each residual block can generate a corresponding set of feature extraction maps to extract information features of different details. Further, the focus information features of the original image can be better represented. Using the last two parts of the full connection operation, we can get the focus score map of the image. The full connection operation uses a convolution kernel of 1 * 1 size, which can realize the processing of input images of any size, and is more suitable for practical requirements.
IV. FUSION RULES FOR RESNET BASED ON NSST CHANGE DOMAIN
In this paper, the NSST decomposition of the original images can obtain high and low frequency images representing different levels of information features. Since the low frequency coefficients of the images contain the main features of the image, there is strong contour information with the source images. We use the Resnet-50 based network model for the fusion of low frequency coefficients. ResNet with deep structure can fully extract the global hierarchical features of the image and perform accurate classification. Since the human visual perception system is sensitive to the information characteristics of the texture, edge and direction of the image, while it is not very sensitive to the response of a single pixel in the image. The high frequency images generated by the NSST contain more detailed information, and the gradient can well show the degree of detail change of the images. In this paper, the gradient changes of the main diagonal and the sub-diagonal are added to the gradient changes of the original rows and columns to form gradients in four directions. Therefore, the texture features of the high frequency images can be better extracted. SML is a regional energy function that can better represent the details of image edge, but it is not directional. In order to make the fused image have better spatial continuity, we combine the improved gradient and SML to form the IGSML operator for high-frequency image fusion. Let A and B denote two source images with different focus field, and F is the fusion image. After the source images A and B decomposing by NSST, the corresponding high frequency coefficients are S l,d A (i, j), S l,d B (i, j) and the low frequency coefficients are S 0,d A (i, j) and S 0,d B (i, j). For multiple images fusion, we can obtain a final high-resolution fused image by means of two-in-one integration.
A. LOW FREQUENCY COEFFICIENTS FUSION
First, the low frequency coefficients S 0,d A (i, j) and S 0,d B (i, j) are used as inputs into the ResNet-50, thereby obtaining low frequency coefficient score map map(i, j) of image A and B. In order to display the source images information more clearly, when map(i, j) is greater than 0.5, the value is uniformly set to 1, and otherwise take 0. Then, the fusion decision map Z (i, j) is obtained as following.
According to the weighted average fusion rule of the corresponding pixel, the low frequency fusion coefficients of images A and B are obtained as following.
HIGH FREQUENCY COFFICIENTS FUSION
For the high frequency coefficients S l,d A (i, j) and S l,d B (i, j), we get the fusion coefficients by using fusion strategy with larger IGSML value. The gradient can show the details of the image. The gradient only considers the first-order difference features of the row and column directions, there are fewer information features. So, in our paper, we improve the gradient with increasing the direction information of the main diagonal and the sub-diagonal. It can obtain more detail direction information, which make the feature representation more specific and comprehensive. The solution formula for the improved gradient is as follows:
where f 2 x , f 2 y , f 2 xy and f 2 −xy represent the first-order difference formulas of the row, column, main diagonal, and sub-diagonal, respectively. Their calculation formula is as follows.
The SML can be calculated as follows (11) , as shown at the bottom of the next page. We calculate gradient and SML by using the sliding window of 3 × 3, and we can get the local average gradient G(i, j) and the SML s(i, j). The regional gradient and SML are normalized as the weighting factors g A , g B , s A and s B . Then, the high frequency coefficients are adaptively weighted, and we can obtain fused coefficients as following.
where S represents the pixel value of the different high frequency coefficients, µ is the weighting coefficient, and A, B represent the original images. g A and g B are normalized gradients which can be calculated as following.
And s A and s B are normalized SML, which can be calculated as following. Combining the advantages of local average gradient and SML, IGSML can obtain the different directional gradients and details information of the high frequency coefficients. To compare the performance of IGSML and SML, we replace IGSML by SML in our method. Figure 8 gives the fused images by IGSML-based fusion method and SML-based fusion method. TABLE 2 shows the objective indicators (which is explained in the next section).
From the subjective visual features of FIGURE 8, it can be found that the results of IGSML and SML all has good visual effect. However, the objective indicators in TABLE 2 show that IGSML-based method is better than SML-based method, which contributed to the using of IGSML.
According to the above processing, we can get the final fused image by inverse NSST applied to the fused high and low frequency coefficients. FIGURE 9 shows flow chart of the proposed fusion algorithm.
V. EXPERIMENT AND ANALYSIS A. EXPERIMENT SETTINGS
In order to effectively evaluate the fusion performance of the proposed algorithm in different degrees of focus images, we test our method in the commonly used multi-focus images (shown in FIGURE 10 ). And the performance indicators from both subjective and objective aspects are compared with the other nine representative multi-focus fusion algorithms, such as multi-focus image fusion based on sparse representation (SR) proposed in [41] , image fusion with guided filtering (GFF) proposed in [42] , multi-focus image fusion in DCT domain by using variance and energy of Laplacian and correlation coefficient for visual sensor networks (DCT) proposed in [43] , image fusion algorithm based on spatial frequency-motivated pulse coupled neural networks in nonsubsampled contourlet transform domain (NSCT-PCNN) proposed in [44] , multi-focus image fusion base on multi-scale weighted gradient (MWG) proposed in [45] , multi-focus image fusion with a deep convolutional neural network (CNN) proposed in [23] and multi-focus image fusion based on pixel convolutional neural network (P-CNN) proposed in [23] , multi-focus image fusion based on dual-SCM in NSST domain (NSST-SCM) proposed in [15] , boundary aware multi-focus image fusion using deep neural network (BADNN) [4] . The computing environment of all the algorithms in this paper is UltraLAB Alpha600 super graphics workstation, the basic configuration is CPU E5-4627, and the memory is 16G * 16. All algorithms were run by using MATLAB 2014A. The parameters used by each fusion algorithm are the same as those in the original papers.
We also make subjective and objective evaluations of the fused images generated by different algorithms. In the objective evaluation of images, we use five kinds of objective evaluation indicators including normalized mutual information (MI ) [46] , image similarity based measures (Q Y ) [47] , phase congruency-based fusion metric (Q PC ) [48] , edge information similarity measurement (Q AB/F ) [49] and fusion measure of human perception (Q CB ) [50] . MI shows how much information of the original images are in the merged results, Q Y indicates the similarity between the merged image and the input images, Q PC indicates the measurement of the phase similarity of each frequency domain component of the image, Q AB/F shows the amount of information of the source images owned by the fusion result and Q CB is a measurement of human perception, mainly using human visual features to measure. Among the five objective evaluation indicators, the larger the evaluation value is, the better the results obtained.
B. COMPARISON OF FUSION RESULTS BY DIFFERENT FUSION ALGORITHMS
First, we compare the fusion effects of different fusion algorithms from the perspective of visual effects. In FIGURE 11 , experimental results of different fusion methods with ''Clock'' as the original images are given. In order to more clearly see the difference between the features of each fused image and the different fusion results, the difference images between the different fusion results and the original images are also given in FIGURE 11 . It can be seen from the difference images between the left-focused image and right-focused image that there are shadows in the images of FIGURES 11 (a1) and (a2), which are most obvious in the upper right corner of the small clock near the number ''9''. It indicating that the SR-based algorithm does not display the detailed features of the image well. FIGURES 11(b1-d1) and (b2-d2) have poor continuity blocks and artifacts. It is shown that GFF, DCT, NSCT-PCNN produce block effects with poor continuity. FIGURE 11 (e1-g1) and FIGURE 11(e2-g2) have more artifacts and isolated points at the boundary, which indicating that MWG, CNN and P-CNN are not ideal in the boundary part, and the boundaries of the images are not well extracted. There are block area on the right side of the FIGURE(h2). It can be clearly seen from the FIGURE 11(i1,i2) that there are more edge textures. It shows that BADNN cannot extract focus information very well. Our algorithm can extract the features of the image focus areas well, and make the merged result clearer and more visually appealing to the human eye. In TABLE 3, five different objective evaluation indicators for each fusion algorithm are given to show the fusion effects of different fusion algorithms. At the same time, we also give the running time of each method. Among the values of the given evaluation indicators, large values indicate that the fused algorithm has good experimental result . TABLE 3 shows that the proposed algorithm has the best values in the evaluation indexes of MI , Q PC and Q AB/F . In the Q Y evaluation index, the GFF algorithm has the best effect, indicating that the adaptive dual-channel network used in NSST-SCM can better extract the similarity characteristics of the image. Among the Q CB indicator, P-CNN has good visual perception effect, and the network structure of P-CNN can process image feature information well. Among the two indicators of Q Y and Q CB , the performance of the proposed algorithm is not perfect, but it is not the worst in the compared algorithms, and has certain room for improvement. Compare to SR, CNN, NSCT-PCNN and BADNN, the proposed algorithm is efficient. The performance of the proposed method and NSST-SCM looks similar, that is, both algorithms have coefficient decomposition of the original images, and the calculation efficiency is similar. Compared with the direct processing of different coefficients by using the dual-channel SCM algorithm, our algorithm deals with the high and low frequency coefficients of the images separately. And, for low frequency coefficients fusion, ResNet in our method can extract the deep features of the source image, so the final result of our method has better global and detailed information, and thus has better image fusion performance. In the comparison of objective evaluation indicators, it demonstrates that the comprehensive performance of the algorithm is the best. FIGURE 12 shows the effects of eight fusion algorithms on the fusion of ''Book'' multi-focus images. There is a fuzzy artifact in the corner of the book on the left side of FIGURE 12(a) , indicating that the SR-based fusion method cannot extract image detail features better. In FIGURE 12(b-d) , there are distortions on the edge of the images, which indicates that the algorithm based on GFF, DCT and NSCT-PCNN cannot extract the overall information of the images well, and the visual effects are not ideal. In FIGURE 12 (e-g), there are isolated points and discontinuous small pieces at the connecting edges of the two books. The images produced in the MWG, CNN and P-CNN are discontinuous. The block area of the image can be clearly seen from FIGURE 12 (i2). It shows that BADNN has poor coherence when processing images. Compared with Figure FIGURE 12 (h), FIGURE 12(j) shows that the merged image obtained by the proposed algorithm is clear in both the overall information and the edge detail textures. In order to see the difference between the different algorithms more clearly, the difference images of FIGURE 12 (a1-j2) are given. We found that the proposed method can extract complete image information at the edge or at the combination of focus and defocus, and present clear results. TABLE 4 demonstrates that the proposed algorithm possesses the best results among the four objective evaluation indicators of MI , Q Y , Q PC and Q CB . In particular, it shows outstanding performance in the MI and phase consistency metrics of the image, which indicates that the proposed algorithm has an absolute advantage in retaining the original image details, at the same time, the fusion results are more consistent and accord with visual effects. Although the proposed algorithm is slightly worse than the GFF, NSST-SCM and P-CNN algorithms in the comparison of Q AB/F evaluation values, its other indicators are much higher. So, the proposed algorithm is more competitive in image fusion. FIGURE 13 shows the effects of eight fusion algorithms on the fusion of ''Soda'' images. FIGURE 13 shows that the proposed algorithm has the best visual effect on both the detail information and the overall definition. At the same time, it was obviously discovered that the fusion image obtained by the proposed algorithm is more prominent in hierarchical features. The others fusion algorithms have some misclassified regions at the edge of the image and at the junction of focus and defocus. In particular, there are clear outline images on the right-side portion in FIGURES 13(a2) and (d2), which indicating that the fused images cannot sufficiently extract the focus feature information of the images in the right parts. It means that SR and NSCT-PCNN have some disadvantages in extracting and retaining image information features. And there are clear shadows of letter ''P'' on in the left-side portion in FIGURE 13(b1), FIGURE 13(f1), FIGURE 13(g1) and FIGURE 13(i1), which means that GFF, CNN, P-CNN and BADNN cannot extract the image information features of left-focus part of source images. There is a break of the straight line in FIGURE 13(c2) , which means that DCT cannot express the image well. Compare to MWG and NSST-SCM, the difference images show that our method has a better visual effect. TABLE 5 gives the objective evaluation indicators for all algorithms in FIGURE 13. TABLE 5 indicates that our method is more better than other fusion methods in the evaluation index values of MI , Q PC and Q AB/F , which indicating that the proposed algorithm has advantages in suppressing image artifacts. Among the evaluation values of Q Y and Q CB , the proposed algorithm is slightly smaller than the MWG and P-CNN. In general, the proposed algorithm produces a satisfactory fusion result. FIGURE 14 shows the effects of eight fusion algorithms on the fusion of ''Flower'' multi-focus images. The fusion characteristics of different algorithms can be clearly found from the difference images. FIGURE 14 (a1, b1) show that SR does not extract the detailed features of the source images very well. There are obvious block effects in the images in FIGURES 14 (b1-c1) and (b2-c2), which shows that the GFF and DCT algorithms have poor continuity in the information extraction process, and need to improve the spatial continuity of the images. In FIGURE 14(d) , the characteristics of the reserved original images are less, and the artificial texture is generated, that is, NSCT-PCNN cannot extract the information structures of the source images well. In FIGURE 14(e1,e2) , the overall feature processing is very good. However, the details of the intersection of the petals on the right side are not obvious. So, MWG should improve the detail processing. In FIGURE 14(f1,f2) , there are artifacts and individual block regions around the edges, which indicating the fusion result of CNN has no advantage in the extraction and retention of the source images. FIGURE 14 (i2) has a large number of block regions and artifacts. In FIGURE 14(g1) , the information is not fully expressed, indicating that there is information loss in P-CNN. FIGURE 14 (h) has a clear fusion result, but the fused image obtained by our algorithm is more information coherent and clear contour features. Our algorithm can better extract the useful information from the source images and generate the best visual effect image, which is better applied to the image field. TABLE 6 gives the objective evaluation indicators for all algorithms in FIGURE 14. TABLE 6 demonstrates that our method possesses the best result in the evaluated values, especially MI and Q Y . It indicates that the proposed algorithm has great advantages in image detail information processing and overall structural composition. So, the entire fused image has better spatial continuity, and the information of each layer of the image can be more fully utilized, which make the resulting image more conducive to computer vision processing. FIGURE 15 shows the effects of eight fusion algorithms on the fusion of ''Desk'' images. In FIGURE 15 (a1-c2) , there are discontinuous blocks, and the overall information characteristics of the image are inconsistent, which means that it has block effects in SR, GFF and DCT. In the clocks, which showing that the NSCT-PCNN and MWG cannot highlight the content presented by the image very well. In FIGURE 15(g), there is a misjudgment between the focus and the defocus area. It shows that the P-CNN algorithm has poor ability to handle details. In NSST-SCM has the best evaluation value in Q PC and Q AB/F . However, the proposed algorithm is slightly smaller than the best evaluation value. Since the test image has more edges and corners, and there are different degrees of angularity at the edge of each object. So, it is a high demand for detailed processing of images. Although the proposed algorithm does not have the best results in every evaluation indicator, it has three good objective values and has satisfactory results in detail processing. FIGURE 16 shows an enlarged view of a local of the fused images by different fusion algorithms in FIGURE 15 . The upper left corner area of the different fusion result image is selected as the enlarged area in test images ''Clock''. It can be seen from the enlarged area that the fusion results of the local amplification regions of different methods are different. FIGURE 16 (a-c) have obvious blurring, which indicates that SR, GFF and DCT extraction source images information is incomplete. There are obvious discontinuous regions near the edge of the images in FIGURE 16 (d-f), which meaning that the image blocks are not accurately classified by the NSCT-PCNN, MWG, and CNN. FIGURE 16 (g) has severe manmade texture information around edge, which indicates that P-CNN cannot effectively perform edge feature extraction and fusion. In FIGURES 16 (h, i), it can be seen that there is blurring near the corner of the ''Clock''. It shows that the results of NSST-SCM and BADNN are less consistent. In the enlarged image area of FIGURE 14, it can be found that there is a partially blurred area at the junction of the clock and other objects. In the enlarged image area of FIGURE 16, it can be found that there are partially blurred areas at the junction of the timepiece and other objects. It can be seen that each algorithm has some shortcomings in the processing of small features at the edge of different object edges. However, the proposed algorithm has the least degree of blur and the clearest texture information, and has better spatial continuity in the edge part.
C. COLOR IMAGE EXPERIMENT RESULTS
In FIGURE 17, five pairs of color images are presented to verify the fusion results of different algorithms. These five pairs of color images have a complex background. From different fusion results, the proposed algorithm has some advantages in the fusion image clarity. In FIGURE 17.2(a) , information is lost, which shows that MWG has poor image features and details preserver ability. Connection part the of ''glasses and the sea'' in FIGURE 17 .1(f) has a defocused area, and local part near the ''floor'' in FIGURE 17.5(g) has a defocused part of the defocus. They show that the fusion images generated by CNN and P-CNN also fail to correctly classify all the scattered focus regions. There are many shadows in the window of FIGURE 17.4(i), which shows that the fusion results based on NSST-SCM are clear, but the resolution is lower relative to our algorithm. The last picture of each line shows that our innovative method can better preserve the details of the source images in terms of the overall fusion process. At the same time, the focus area is effectively used in the fusion result, so that the image has a clearer level, which is easier for human eyes to distinguish. In the objective evaluation values in TABLE 8, it can be found that the proposed algorithm still has good evaluation values for the processing of the fused image.
Based on the two commonly used objective evaluation indicators MI and Q AB/F , we add three objective evaluation indexes to evaluate the quality of the fusion image more comprehensively. It can evaluate the fusion results from multiple aspects of the image. TABLE 8 is an objective evaluation of the different fusion results in FIGURE 17, and the part of the bold font is the portion with better result values. Due to the different information of different image, the evaluation results of the final results are different after different algorithms. It can be seen from TABLE 8 that the objective evaluation values of different image fusion results of different algorithms are fluctuating. In the fusion results of FIGURES 15.2, 15.3 and 15.5, the proposed algorithm is lower than the optimal result in the objective evaluation value of Q CB . It is shown that in the processing of these three images, our algorithm does not deal well with the features of image level and has poor visual effects. However, in terms of integrating multiple evaluation indicators, our algorithm has the most optimal value among the objective evaluation result values used. Thus, our algorithm has good results in terms of human visual perception, source image information retention, structural information similarity or frequency domain information similarity. Therefore, the overall fusion result of the proposed algorithm is satisfactory.
D. COMPARISON OF DIFFERENT ALGORITHM DECISION MAPS
In order to further show the comparison results of different fusion methods, we give the decision maps of five different images of different fusion methods in FIGURE 18. It can be clearly seen that the boundary division and region selection of the focusing and defocusing regions in FIGURE 18. In the fusion decision map, from top to bottom are the fusion decision maps generated by different algorithms, and the last line is the fusion image generated by our algorithm. It is found from the decision maps that SR, GFF and DCT have the wrongly selected areas, which will result in the defocused areas of the final fused images. The boundary classification of NSCT-PCNN and MWG is fuzzy, and the boundary area of the image cannot be correctly distinguished. P-CNN is well divided in the boundary region, but there is a lack of an image features segmentation in the upper right corner of 7(b) of FIGURE 18. In FIGURE 18 , the outline portion of 8(c) is shaded. In FIGURE 18.9, it can be seen that in addition to FIGURE 18.9 (c), it is possible to clearly distinguish the different focal regions of the image. The focus and defocus areas are not well differentiated in the remaining decision diagrams. The decision map of the proposed algorithm gives a clearer sense of sight compared with CNN's. As can be seen from the multiple decision maps given in the figure below, our algorithm can effectively select the focus areas of the image and form a fused image with more clear structure.
In the above experimental results, our algorithm gives an outstanding performance in both subjective visual effects and objective evaluation indicators. The residual network selected in this paper has a deep convolutional level, which can better extract the hierarchical features of the image. Compared with the other nine representative fusion algorithms, our algorithm can make full use of all the information of the image and fused them in the fused image. However, it is time-consuming and computationally inefficient in the image processing process, which is a disadvantage of the algorithm.
VI. CONCLUSION
Based on the theory of deep learning, we propose a multifocus image algorithm by combining with NSST and ResNet. The proposed algorithm uses ResNet fusion rules based on the NSST transform domain to extract deep information of the images. The proposed algorithm fully considers the timefrequency excellent characteristics of NSST. At the same time, ResNet is used to extract and retain the information of the source images for the low frequency images containing the global information, and IGSML is used to process the high frequency image containing the detailed information. Furthermore, the spatial continuity of the image is better improved, and the fusion result is more in line with the visual nervous system. Combining the above experimental results, the fused image produced by our method contains more clear overall information features and details. However, the network model in the running process is relatively time consuming. So, saving time is one of the directions for future research.
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