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あらまし チャネルボンディングは，連続した複数のチャネルを束ねて利用することで伝送レートを向上するための
技術である．先行研究では，部分競合発生下のダイナミックチャネルボンディングについて，待ち行列理論による性
能解析が行われた．加えて，通信性能を改善するための A-MPDUサイズの決定手法も提案されたが，手法の改良と
現実環境で起こりうる競合環境下における適用性検証が問題であった．本研究では，ダイナミックチャネルボンディ
ングのシミュレーションの有効性を検証するために，先行研究の解析結果との比較調査を行った．また，先行研究で
提案された最適 A-MPDUサイズの導出式を改良した上で様々な競合環境下における性能を評価し，最適な A-MPDU
サイズの決定手法が適用可能であることを明らかにした．
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Abstract Channel bonding that bundles multiple channels is one of the important technology for the very high
throughput in IEEE 802.11 wireless LANs. However, since many devices using the wireless LAN coexist on each
channel in the same space, competition between each communication causes degradation of communication per-
formance of the entire wireless LAN. In the previous works, communication performance under partial contention
occurrence in dynamic channel bonding is analyzed by using queuing theory, and the A-MPDU size adjustment
method to improve fairness between each communication has been proposed. However, these methods have some
applicability problems to channel conflicts occurring in the actual wireless LAN operation environment. In this
paper, we first verify the eﬀectiveness of network simulator including dynamic channel bonding using the analysis,
and then we propose the expansion of the previous A-MPDU size adjustment method. Finally, we show that the
proposed method can apply to an actual channel competition environment.
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1. は じ め に
モバイルデバイスの急速な増加と，様々なアプリケーショ
ンの拡大により，モバイルデータのトラヒック量は 2017 年
から 2022 年までに約 7 倍に増加すると予想されている [1]．
IEEE 802.11ac（以下 11ac）はこのような急激なトラヒックの
増加に対応するための無線規格として規定され，最大で 6.9Gbps
のスループットを実現することができる [2]．11acの高速化技
術の一つであるチャネルボンディングでは，連続した複数の
チャネルを束ねて利用することで高速通信を実現している．し
かし，実際の無線 LAN環境においては，その利用機器数の増加
により，複数機器間のチャネル競合は避けられない．そのため，
使用チャネルの重複により競合が発生し，通信性能が低下する
可能性がある．11acチャネルボンディングでは通信相互に発生
するチャネル競合を抑制するための機能として，スタティック
チャネルボンディング (以下 SCB)とダイナミックチャネルボ
ンディング (以下 DCB) が採用されている．DCBはボンディ
ングするチャネルのいずれかに競合する通信が存在する場合，
その時点で利用可能なチャネル幅に縮退させることで競合を回
避しつつ通信を行うため，チャネル競合時においてもある程度
の通信性能を維持することが可能である．しかし，11acによる
フレーム伝送においては，チャネルの縮退による伝送速度の低
下だけではなく，各 APにより異なる A-MPDU サイズの差が
原因で，1フレーム毎の送信時間にばらつきが発生する可能性
がある．これにより，各通信の性能に差が生じる Performance
Anomaly (PA) 問題 [3]が発生する可能性がある．
先行研究では，実機やシミュレータへの実装が不完全であり，
それまで性能評価が難しかった DCBについて，待ち行列理論
によるフレームレベルでの性能評価を可能とし，解析評価が行
われた．加えて，DCBにおけるチャネル競合下での通信性能を
改善するための A-MPDU サイズの決定手法も提案されたが，
現実環境で起こりうる競合環境下における適用性が問題であっ
た．そこで本研究では，DCBを検証するために作成したシミュ
レータの有効性を評価するため，先行研究の解析結果との比較
調査を行う．また，先行研究で提案された最適 A-MPDUサイ
ズの導出式を改良した上で様々な競合環境下における性能を
評価し，最適な A-MPDUサイズの決定手法の適用性をシミュ
レーションにより検証する．
2. 関 連 技 術
本節では，本研究で着目しているチャネルボンディングとフ
レームアグリゲーションについて記述する．
2. 1 チャネルボンディング
チャネルボンディングでは，メインで利用するプライマリ
チャネルを決定し，それと隣接するチャネルをセカンダリチャ
ネルとして束ねて同時に利用する．11acが利用可能な 5GHz帯
におけるチャネルの組み合わせを図 1に示す．例えば，100ch
をプライマリチャネルとした場合，40MHz幅のボンディングで
はセカンダリチャネルは 104chとなり，80MHz幅のボンディ
ングではセカンダリチャネルは 104∼112ch となり，160MHz
幅のボンディングではセカンダリチャネルは 104∼128chとな
る．11acでは利用チャネルの決定方法として，SCBとDCBの
図 1 5GHz 帯におけるチャネル割り当て
2種類が採用されている．SCBでは，セカンダリチャネルが他
の通信によって占有されている場合（ビジー状態），全てのチャ
ネルが使用可能になるまで送信を行わない．そのため，セカン
ダリチャネルの一部を他の通信が利用している間は，一切通信
を行うことができず，チャネルの利用効率は低くなる．一方，
DCBでは，セカンダリチャネルの一部がビジー状態であった
場合，ビジー状態のチャネルを避けるように帯域幅を動的に変
化させてボンディングを行う．帯域幅の決定は，1フレーム毎
に行われるため，DCBはセカンダリチャネル上で競合が発生
しても帯域幅を変えて通信を継続することが可能であり，SCB
と比べてチャネルの利用効率は高くなる．
2. 2 フレームアグリゲーション
フレームアグリゲーションは，複数のフレームを集約し送信
することで，フレーム間のアクセス制御や応答受信などのオー
バヘッドを削減する技術である．11ac では，複数の MPDU
（MAC Protocol Data Unit）を集約する A-MPDU（Aggre-
gate MPDU）[4] が採用されている．A-MPDU では，集約さ
れたデータフレーム毎にヘッダが付与されるため，集約された
データそれぞれに対する再送要求を行うことができる．また，
A-MPDUにより，複数の MPDUを一度に送信できるように
なったため，それに対する応答手段として Block ACKが用い
られ，ACKを一括して送信することで，ACKの受信にかかる
オーバーヘッドを削減できる．
3. 待ち行列理論を用いたDCBの性能解析
先行研究 [5]では，2.1節で述べた DCBにおいて，待ち行列
理論を用いた解析評価が行われている．以下に，その概要を
示す．
3. 1 評価対象のネットワーク
先行研究 [5]では，DCBを用いて通信する 11ac準拠の AP1
と，ボンディングを用いない 11ac準拠の AP2の，2つの AP
が近接して存在する環境を想定する．AP1は STA1に向けて，
AP2 は STA2 に向けて，それぞれデータを送信する．このと
き，AP1 は，2ch×20 MHz の 40MHz での DCB を行う．ま
た，AP2は AP1のセカンダリチャネルを利用する．
3. 2 評 価 方 法
3.1節で述べたネットワークモデルにおいて，APx (x = 1, 2)
に平均到着率 λx でフレームが到着し，平均サービス率 µx でフ
レームが転送されるとすると，各 APでのフレーム転送処理を
2 × M/M/1/K 待ち行列でモデル化できる [5]．このモデルで
はセカンダリチャネルにおける送信権は 1度で決定されるもの
とし，AP1が送信権を取得してボンディングを行う場合のサー
ビス率は 2µ1，AP2が送信権を取得した場合は AP1ボンディ
ングできず，サービス率は µ1 となる．このモデルにおける定
常状態確率より，性能指標として，AP1がボンディングを行う
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図 3 ρ2 = 1 の場合における AP1 のスループット
確率 Pb と，AP1の平均スループット TH1 を求める．
AP1の平均スループット TH1 は，ボンディングを行う確率
Pb と 2µ1 の積（ボンディング時のスループット）と，ボンディ
ングを行わない確率と µ1の積（非ボンディング時のスループッ
ト）の和で表され，以下の様になる：
TH1 = 2µ1Pb + µ1(1− Pb)． (1)
各チャネルにおけるサービス率 µx，各 AP の通信規格での
PHYレート，フレームサイズ，フレーム送信の前後に必要な
待ち時間 T [s]（DIFS，平均バックオフ時間，SIFS，ACK送
信時間）を次式で定義する：
µx =
1
フレームサイズ [B]×8
PHY レート [b/s] + T [s]
， (2)
T [s] = DIFS +スロットタイム× CWmin2 + SIFS +ACK． (3)
AP1，AP2 ともに，11ac を利用し，フレーム集約を用いる．
AP1 の PHY レートは，ボンディング幅 40MHz，変調方式
64QAM，符号化率 5/6，MIMOなしで送信するとき 135Mbps
となる．また，ボンディング幅 20MHzで送信し，その他の設
定は同様としたとき 65Mbps となる．
先行研究 [5]では，式 (1)，(2)，(3)をもとに，AP2の利用率
や到着フレームサイズが AP1の平均スループットに与える影
響について調査され，AP2の利用率と DCBの有効性の関係が
解析的に示された．
3. 3 シミュレーションの有効性検証
DCBを利用可能に拡張したシミュレータ Scenargie 2.2を用
いて，前節で述べた解析評価と同様の環境でシミュレーション
を行う．そして，AP1のスループットのシミュレーション値を
式 (1)，(2)，(3)から算出したAP1の平均スループットの解析値
と比較し，シミュレーション評価の有効性を検証する．AP1は
DCBを用い，変調方式は 64QAM5/6とする．また，40MHz幅
の伝送レートを 135Mbps，20MHz幅の伝送レートを 65Mbps
とする．AP2はDCBを用いず，変調方式は 64QAM5/6とし，
伝送レートは 65Mbps とする．AP2 の利用率 ρ2 = 0 および
ρ2 = 1の場合について，AP1の解析値とシミュレーション値の
グラフを図 2，図 3に示す．これらの結果より，ρ2 = 0，ρ2 = 1
の場合のいずれにおいてもシミュレーション値が解析値の 90%
以上を達成できていることがわかる．式 (2)，(3)では，CWmin
によるスロット時間の平均値が，CWmin/2 となると仮定し，
待ち時間を計算している．しかし，シミュレーション上ではス
ロット時間が CWmin に基づく乱数により決定され，さらに衝
突による再送が発生するため，そのスループットは解析値に対
して誤差が生じると考えられる．しかし，解析値とシミュレー
ションによる誤差は小さいものであると考えられるため，本研
究で用いる DCBシミュレーションは有効であるといえる．
4. 提案手法：A-MPDUサイズ動的決定手法
11acによるフレーム伝送では，DCBのチャネルの縮退によ
る伝送速度の低下だけではなく，各APにより異なるA-MPDU
サイズ [7]の差によって，フレームの占有時間は通信毎に異な
る可能性がある．そのため，Performance Anomaly (PA) 問
題 [3]が発生する可能性がある．PA問題を解決するために，競
合する通信との公平性を維持することが目標となるため，DCB
ではチャネル縮退時のフレーム送信時間を考慮する必要がある．
例えば，DCBにおいて，小さい A-MPDUサイズを用いる
場合，単位時間あたりのフレーム送信機会が増加し，広チャネ
ル幅を利用できる確率が高くなるが，その際の送信データ量は
少なくなる．逆に，大きな A-MPDUサイズを用いる場合，広
チャネル幅を利用できる確率が低くなるが，その際の送信デー
タ量は多くなる．つまり，広チャネル幅で通信を行う確率とそ
の際の送信データ量はトレードオフの関係となる．
4. 1 A-MPDUサイズ調整手法の改良
先行研究 [6]では，この問題を解決する方法として，ダイナ
ミックチャネルボンディング使用時にフレーム送信毎に動的変
化する利用可能なチャネル幅に合わせて A-MPDUサイズを動
的に調整することで，広チャネル幅での通信を有効活用する手
法が提案された．本研究では先行研究 [6]で提案された最適な
A-MPDUサイズの導出式を改良した．概要を以下に述べる．
チャネル「S1」上に競合通信が一つだけ存在する状況（図 4）
を想定し，競合時の各通信の要求を下記の様に定める．
通信 2の要求：単体時のスループット性能の 50%を維持する．
通信 1 の要求：通信 2 の要求を満たすと同時に，自身のス
ループットを向上する．
図 4 において，チャネル「S1」上に競合相手が存在するた
め，単位時間あたりのチャネル「S1」の利用時間を，通信 1と
通信 2で等しくすることで通信 2の要求を満たす．加えて，通
信 1の広チャネル幅での通信時間を増加することで，通信 1の
スループットの向上を目指す．この通信 2 の要求を満足する
ためには，通信 1の 80MHzでの「通信回数と Airtime」を調
整する必要があり，これは通信 1の 20MHz利用時の通信時間
(Airtime:AT)，すなわち，A-MPDUサイズによって決まる．
各パラメータを以下の様に定義する．
• DB:DIFS+Backoﬀ
• ATCBR1−20（ATCBR1−80）:通信 1が 20（80）MHz幅
で送信する際の 1フレーム送信時間
• ATCBR2:通信 2の 1フレーム送信時間
ただし，1フレーム送信時間は，データフレーム送信時間とACK
受信時間の合計とする．さらに，下記の計算では，1フレーム送
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図 4 80MHz-20MHz DCB 時における各値の定義
図 5 80MHz-40MHz DCB 時における各値の定義
図 6 40MHz-20MHz DCB 時における各値の定義
信時間にDBを含むものとする．また，ATCBR1−20 ≥ ATCBR2
の場合に限定して考える．ここで，ATCBR1−20を入力パラメー
タとし，通信 1，2 の要求を満足する ATCBR1−80 を求めるた
めに，以下の計算を行う． ATCBR1−80 に対する通信 2のチャ
ネル「S1」の使用時間を TIMEC2 とすると，チャネル「S1」
の利用時間を，通信 1と通信 2で等しくする必要があるため，
以下の式が成り立つ．
ATCBR1−80 = TIMEC2 (4)
= ATCBR2 × (TIMEC2内の通信 2の送信回数) (5)
TIMEC2内の通信 2の送信回数を xとすると，xはATCBR1−20
と ATCBR2 の長さに依存し，以下の様に表せる．
x = ATCBR1−20
ATCBR−2
(6)
次に，TIMEC2 内の通信 2の送信回数を xの期待値 Ex で
表す．チャネル「S1」において通信 1と通信 2が同時にフレー
ム送信を終了し，通信 1が送信権を獲得する確率は，「1/競合
する通信の数」で表されるため 1/2となる．CSMA/CAによ
る送信手順により，通信 2が連続で送信権を獲得する度に通信
2の送信回数は増加し，Ex は以下の様に表せる．
Ex =
1
2 × x+
1
2 ×
1
2 × 2x
+ 12 ×
1
2 ×
1
2 × 3x+ · · ·+ (
1
2)
n × nx (7)
式 (7)は公差 x，公比 12 の等差×等比無限数列であるため，Ex
は以下の様に導出できる．
Ex = 2x (8)
式 (5)，(6)，(8)より，ATCBR1−80 は ATCBR1−20 を用いて以
下の様に表される．
ATCBR1−80 = 2×ATCBR1−20 (9)
現実環境では，送信権は各通信がランダムに獲得するため，送
信権獲得回数に多少の偏りが生まれる．通信 2の送信回数が少
なくなってしまうと，単体時の 50% の性能を達成できないた
め，以下のように ATCBR2 を引くことで最適な ATCBR1−80 の
値を小さめに設定する．
ATCBR1−80 = 2×ATCBR1−20 −ATCBR2 (10)
最後に，1 パケットあたりのメッセージセグメントサイズを
MSS，80MHz幅の伝送レートをR80とし，式 (10)から，80MHz
通信時の適切な A-MPDUフレームサイズ PKTCBR1−80 は式
(12)により算出できる．
PKTCBR1−80 = ATCBR1−80 × R80
MSS
(11)
= (2ATCBR1−20 −ATCBR2)× R80
MSS
(12)
4. 2 A-MPDUサイズ調整手法の拡張
先行研究では，図 4に示す様に 80MHz-20MHz間のDCBと
いう限定された環境しか考慮されていなかった．そこで本研究
では，図 5，図 6に示す様に，通信 1の最大ボンディング幅と
通信 2の競合セカンダリチャネルを変化させた場合を想定し，
式 (4)∼(12)に沿って各環境における適切な A-MPDUフレー
ムサイズを算出する．
まず，図 5に示す様な，通信 1が最大 80MHz幅の DCBで
通信を行い，通信 2がチャネル「S2」に入ってきたとき，通信
1が 40MHz幅に切り替えて通信を行う環境（80MHz-40MHz
DCB）を想定する．この際，通信 1 の最大ボンディング幅が
80MHzであるという点は図 4と同様であり，チャネル「S2」上
で通信 2が送信する際，通信 1が 40MHz幅で送信するという
点で異なる．よって，通信 1が 40MHz幅で送信する際の 1フ
レーム送信時間を考慮する必要があり，以下の計算で用いた．
このとき，各パラメータを以下の様に定義する．
• ATCBR1−40（ATCBR1−80）:通信 1が 40（80）MHz幅
で送信する際の 1フレーム送信時間
• ATCBR2:通信 2の 1フレーム送信時間
競合時の各通信の要求は先行研究 [6]と同様とし，図 4におい
て，チャネル「S2」上に競合相手が存在するため，チャネル「S2」
の利用時間を，通信 1と通信 2で等しくすることで通信 2の要
求を満たすようにする．そして，ATCBR1−40 に対する 80MHz
通信時の適切な A-MPDUフレームサイズ PKTCBR1−80 を算
出する．
式 (4)∼(12)に沿って計算していく．式 (4)∼(12)において，
通信 1 の競合時の 1 フレーム送信時間である ATCBR1−20 は
ATCBR1−40 に置き換えて考えることができるため，80MHz
通信時の適切な A-MPDUフレームサイズ PKTCBR1−80 は式
(13)により算出できる．
PKTCBR1−80 = (2ATCBR1−40 −ATCBR2)× R80
MSS
(13)
次に，図 6に示す様な，通信 1が最大 40MHz幅の DCBで
通信を行い，通信 2がチャネル「S1」に入ってきたとき，通信
1が 20MHz幅に切り替えて通信を行う環境（40MHz-20MHz
DCB）を想定する．この際，通信 2 がチャネル「S1」に入っ
てくるという点は図 4 と同様であり，通信 1 の最大ボンディ
ング幅が 40MHzであるという点で異なる．よって，通信 1が
40MHz幅で送信する際の 1フレーム送信時間，40MHz幅の伝
送レートを考慮する必要であり，以下の計算で用いた．このと
き，各パラメータを以下の様に定義する．
• ATCBR1−20（ATCBR1−40）:通信 1が 20（40）MHz幅
で送信する際の 1フレーム送信時間
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図 7 シミュレーション環境
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チャネル「S2」の利用時間
• ATCBR2:通信 2の 1フレーム送信時間
競合時の各通信の要求は先行研究 [6]と同様とし，図 6において，
チャネル「S1」上に競合相手が存在するため，チャネル「S1」の
利用時間を，通信 1と通信 2で等しくすることで通信 2の要求
を満たすようにする．そこで，ATCBR1−20に対する 80MHz通
信時の適切な A-MPDUフレームサイズ PKTCBR1−40 を算出
する．式 (4)∼(12)に沿って計算していく．式 (4)∼(12)におい
て，通信 1の非競合時の 1フレーム送信時間であるATCBR1−80
は ATCBR1−40 に置き換えることができる．さらに，通信 1の
非競合時の伝送レート R80 は R40 に置き換えて考えることが
できるため，40MHz通信時の適切な A-MPDUフレームサイ
ズ PKTCBR1−40 は式 (14)により算出できる．
PKTCBR1−40 = (2ATCBR1−20 −ATCBR2)× R40
MSS
(14)
5. A-MPDUサイズ決定手法の適用性検証
5. 1 シミュレーション環境
本節では，DCB を利用可能に拡張したシミュレータ Sce-
nargie 2.2を用いて，前節で述べた A-MPDUサイズ決定手法
の適用性の検証を行う．シミュレーション環境を図 7に示す．
11acのAP（送信者）2台には，それぞれ距離 5mの地点に接続
する STA（受信者）を配置し，二つの通信を混在させる．AP1
から STA1 への通信を通信 1，AP2 から STA2 への通信を通
信 2とし，通信 2を競合する通信とする．通信 1はプライマリ
チャネルを 100chとし，図 5の環境では最大で 80MHz幅，図 6
の環境では最大で 40MHz幅の DCBを行う．通信 2は図 5の
環境では 108ch，図 6の環境では 104chのみで通信を行う．各
通信とも，それぞれ 1パケット 1460byteの CBRフローを 10
秒間発生させる．このとき，通信 1の A-MPDUサイズの調整
による影響を調査するため，通信 1はA-MPDUを使用するが，
通信 2は使用しない．A-MPDU使用時は，最大で 64パケット
分のデータを一括送信できる．また，変調方式は，20MHz幅
通信時は 256QAM3/4，40MHz幅通信時，80MHz幅通信時は
256QAM5/6とし，ショートガードインターバルを用いる．そ
のため，伝送レートは 20MHz幅のときは 86.7Mbps，40MHz
幅のときは 200.0Mbps，80MHz 幅のときは 433.3Mbps とな
る．シミュレーションは，シード値をランダムに変えて 10回
行い，平均値を結果として用いた．
式 (12)の 80MHz-40MHz DCB時，40MHz-20MHz DCB時
における適用性を検証するため，固定の A-MPDUフレームサ
イズを用いた手法（既存手法）を比較手法とする．提案手法で
は，利用可能なチャネル幅に合わせて A-MPDU サイズを動的
に調整することで，広チャネル幅での通信を有効活用するこ
とを目標とする．このとき，競合チャネルの利用時間を，通信
1(最大ボンディング幅通信)と通信 2で等しくすることで通信 2
の要求を満たすようにするため，各通信の競合チャネルの利用
時間を評価指標として用いる．さらに，通信 2の競合時スルー
プットが単体時スループット性能の 50% を維持するという要
求を満たす範囲内で，DCBを行う通信の通信性能を向上させ
ることを目標とするため，各通信のスループットを評価指標と
して用いる．
5. 2 シミュレーション結果と考察
まず，図 5の環境の場合における最適な A-MPDUサイズを
式 (13)により求めた（図 8）．この最適な A-MPDUサイズを
用いた際の通信 1と通信 2のチャネル利用時間を図 9に示す．
横軸の値を (通信 1の競合時 A-MPDUサイズ, 通信 1の最大
ボンディング時 A-MPDU サイズ) としたとき，(15,28) およ
び (30,55) の場合は，通信 1の 80MHz幅のチャネル「S2」の
利用時間と通信 2のチャネル「S2」の利用時間の偏りが既存手
法と比較して小さくなっていることがわかる．よって，通信 1
（80MHz）と通信 2は競合チャネル「S2」を公平に利用できて
いることが分かる．
また，図 10 に通信 1，通信 2 のスループットのシミュレー
ション結果を示す．既存手法の通信 1の結果に着目すると，ボ
ンディング時に 64パケットで固定して送信する時，高いスルー
プットを示している．これは，A-MPDUフレームサイズが大
きいことにより，送信データ量が多くなり，オーバーヘッドが
削減できるためである．一方，既存手法でボンディング時にフ
レーム集約を用いない場合は，低いスループットを示している．
これは，フレーム集約を用いていないことにより，送信データ
量が少なくなり，オーバーヘッドが削減できないためである．
さらに，既存手法でスループットが高い 64パケットの場合
と提案手法を比較すると，(15,28) の組み合わせでも既存手法
の 64パケットのスループットとほぼ一致し，集約数が大きく
なると提案手法の方がスループットが上回っている．これによ
り，提案手法によって通信 1の性能が向上できていることが分
かる．一方で，通信 2の単体時（DCBなし，フレーム集約な
し）のスループットの 50%は 16.87Mbps [6]であるため，提案
手法の通信 2のスループットのシミュレーション値は単体時の
スループット性能の 50%以上を達成できている．つまり，図 5
の環境において，4.2節で述べた A-MPDUサイズ決定手法が
適用可能であり，通信 1は通信 2の要求を満たしつつ，80MHz
幅での通信を活用できているといえる．
次に，図 6 の環境の場合における最適な A-MPDU サイズ
を式 (14)により求めた（図 11）．図 12に，この A-MPDUサ
イズを用いた際の，通信 1(40MHz 幅通信)，通信 2 のチャネ
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図 11 最適な A-MPDU サイズの組合せ（40MHz-20MHz DCB 時）
ル「S1」の利用時間を示す．この結果から，提案手法を用い
た (5,15) および (20,57) に着目すると，通信 1の 80MHz幅の
チャネル「S1」の利用時間と通信 2のチャネル「S1」の利用時
間の偏りが図 5 の環境と同様に提案手法によって小さくなっ
ている事が分かる．よって，通信 1（40MHz）と通信 2は競合
チャネル「S1」を公平に利用できていると言える．
また，図 13 に，通信 1，通信 2 のスループットを示す．図
13において，既存手法の通信 1の結果に着目すると，ボンディ
ング時に 64パケットで固定して送信する時，高いスループッ
トを示しており，既存手法でボンディング時にフレーム集約を
用いない場合は，低いスループットを示している．これは前述
した図 5の環境の結果と同じ傾向を示しており，原因も同様で
ある．
さらに，図 5の環境と同様に集約数が大きくなると提案手法
の方がスループットが上回っていることから，提案手法によっ
て通信 1 の性能が向上できていることが分かる．一方で，通
信 2の単体時（DCBなし，フレーム集約なし）のスループッ
トの 50% は 16.87Mbps [6] であるため，提案手法の通信 2 の
スループットのシミュレーション値は単体時のスループット性
能の 50%以上を達成できている．つまり，図 6の環境におい
て，4.2節で述べた A-MPDUサイズ決定手法が適用可能であ
り，通信 1は通信 2の要求を満たしつつ，40MHz幅での通信
においても活用できている．
6. ま と め
本研究では，DCBのシミュレーションの有効性を検証する
ために，先行研究 [5]の解析結果との比較調査を行い，スルー
プットのシミュレーション値が解析値と近くなり，DCBのシ
ミュレーションが有効であることを明らかにした．
その後，80MHz-20MHz DCBの環境を想定した先行研究 [6]
における最適 A-MPDU サイズの導出式を改良し，80MHz-
40MHz DCB，40MHz-20MHzDCBの環境において，提案手法
の適用性をシミュレーションにより検証した．その結果，提案
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図 13 通信 1 と通信 2 のスループット (図 6 の環境)
手法によって最適な A-PMDUサイズを用いて通信を行うこと
で，80MHz-40MHz DCB，40MHz-20MHzDCBの環境におい
て，既存手法と比較して，競合する 2通信が競合チャネルを公
平に利用できていることを示した．加えてスループット性能に
着目すると，DCBを用いる通信は，競合している DCBを用い
ない通信への影響を最小限に保ちつつ（単体時性能の 50％を維
持），DCBを有効活用することができるため，固定のA-MPDU
サイズを用いる場合よりもスループット性能を向上出来る事を
示した．以上の結果から，提案手法の適用性を明らかにするこ
とができた．
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