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Abstract 
With the recent rapid development of satellite technologies and satellite launching vehicle, 
constructing a LEO mega constellation (i.e. with hundreds or even thousands of satellites) to 
provide high-performance Internet access with global coverage becomes a reality. Mobile Ad hoc 
Network (MANET) is a type of self-configuring wireless network with high flexibility and high 
mobility. Thus, the combination of satellite networks (particularly LEO mega constellations) and 
MANETs will be able to provide a comprehensive Internet access service to anyone in anywhere at 
anytime. 
The focus of this thesis is to explore the potential of the proposed fully-integrated satellite and 
terrestrial networks and to meet the technical challenges with required performance, which has been 
rarely discussed before. The main contributions of this thesis include: 
Firstly, a novel Mobile Ad hoc Network routing protocol (AOMDV-SIR) optimised for 
internetworking with satellite networks is proposed. This protocol specifically takes satellite 
communication characteristics into account to make traditional terrestrial MANETs ready for the 
integration by dynamically balancing traffic among satellite gateways while providing competitive 
or even better performance than other MANET routing protocols. 
Secondly, a novel routing scheme (HAMS) for inter-satellite routing in Satellite Ad hoc Network 
(SANET) is proposed. It provides an autonomous routing solution for LEO mega constellations 
without ground stations’ involvement. According to simulations, it can offer better network 
performance especially in long-distance communication scenarios. 
Thirdly, a coherent routing scheme for the satellite and terrestrial integrated network is proposed. 
Unlike current satellite-terrestrial integration approaches, the proposed scheme is designed for a 
fully-integrated network (i.e. terrestrial network and satellite network share the same priority). 
Compare to currently available techniques, the proposed network structure and routing scheme can 
greatly expand communication network application area and can achieve better service quality. 
 
Key words: Satellite communication network, mobile ad hoc network, integrated network, next-
generation network, routing protocol. 
Email: xin.yang@surrey.ac.uk
 Acknowledgements 
I would like to express my sincere gratitude to my supervisors, Prof Zhili Sun and Dr Haitham 
Cruickshank, for their continuous support throughout my PhD study. This thesis and this research 
would not be possible without their inspirations and guidance. 
I would also like to thank my wife, Ms Danqi Zhang, who has always been supporting me in both 
study and life all the time, helps me get over tough times. 
My deepest appreciation goes to my parents. They always get my back whatever happens. May my 
mom rest in peace. 
iv 
 
Glossary 
2D    Two Dimensional 
2G    Second Generation 
3D    Three Dimensional 
3G    Third Generation 
4G    Fourth Generation 
5G    Fifth Generation 
AGI    Analytical Graphics, Inc. 
AODV    Ad hoc On-demand Distance Vector 
AOMDV   Ad hoc On-demand Multipath Distance Vector 
AOMDV-SIR Ad hoc On-demand Multipath Distance Vector – Satellite 
Integration Ready 
AP    Access Point 
ATM    Asynchronous Transfer Mode 
BATS    Broadband Access via Integrated Terrestrial and Satellite Systems 
BF    Beam Forming 
BGAN    Broadband Global Area Network 
BS    Base Station 
C2P    Command and Control Planning 
Glossary v 
 
 
 
CASIC    China Aerospace Science and Industry Corporation 
CBR    Constant Bit Rate 
CBRP    Cluster Based Routing Protocol 
CEMR    Compact Explicit Multi-Path Routing 
CGT    Coverage Grouping Table 
CNES    Centre National D’Études Spatiales 
DARPA   Defense Advanced Research Projects Agency 
DCRA    Dynamic Cluster Routing Algorithm 
DDRA    Dynamic Detection Routing Algorithm 
DGRA    Distributed Geographic Routing Algorithm 
DR    Delay Report 
DRA    Datagram Routing Algorithm 
DSDV    Destination Sequence Distance Vector 
DSN    Deep Space Network 
DSR    Dynamic Source Routing 
DT-DVTR   Discrete-Time Dynamic Virtual Topology Routing 
DTN    Delay Tolerant Network 
DVB-RCS   Digital Video Broadcasting – Return Channel via Satellite 
DVB-RCS2 Digital Video Broadcasting – Return Channel via Satellite (2nd 
Generation) 
DVB-S    Digital Video Broadcasting – Satellite 
DVB-S2   Digital Video Broadcasting – Satellite (2nd Generation) 
E2E    End-to-End 
EADS    European Aeronautic Defence and Space 
Glossary vi 
 
 
 
EC    European Commission 
ECM    Electronic Control Module 
ESA    European Space Agency 
EU    European Union 
FANET   Flying Ad hoc Network 
FP7    7th Framework Programme 
FSA    Finite State Automaton 
FSR    Fisheye State Routing 
FTP    File Transfer Protocol 
Gbps    Gigabits per second 
GEO    Geostationary Orbit 
GHz    GigaHertz 
GNSS    Global Navigation Satellite System 
GNU    GNU’s Not Unix 
GPRS    General Packet Radio Service 
GPS    Global Positioning System 
GSL    Ground-Satellite Link 
GSO    Geosynchronous Orbit 
GUI    Graphical User Interface 
GW    Gateway 
HAMS    Hybrid Ad hoc Routing for Mega Satellite Networks 
HAP    High Altitude Platform 
HCAR    Hop-Constrained Adaptive Routing 
HCP    High Capacity Payload 
Glossary vii 
 
 
 
HD    High Definition 
HQ    Headquarter 
hr    hours 
HTS    High Throughput Satellite 
HTTP    Hypertext Transfer Protocol 
ICO    Intermediate Circular Orbit 
ICT    Information and Communication Technologies 
IEEE    Institute of Electrical and Electronics Engineers 
IETF    Internet Engineering Task Force 
Inmarsat GX   Inmarsat Global Express 
IOL    Inter-Orbit Link 
IoT    Internet of Things 
IP    Internet Protocol 
IPN    Interplanetary Network 
IPv4    Internet Protocol version 4 
IPv6    Internet Protocol version 6 
ISDN    Integrated Services Digital Network 
ISL    Inter-Satellite Link 
ISO    International Organisation for Standardisation 
ITU    International Telecommunication Union 
ITU-T International Telecommunication Union Telecommunication 
Standardization Sector 
IUG    Intelligent User Gateway 
JAXA    Japan Aerospace Exploration Agency 
Glossary viii 
 
 
 
kbps    Kilobits per second 
km    kilometres 
LEO    Low Earth Orbit 
LTE    Long Term Evolution 
M2M    Machine-to-Machine 
MAC    Media Access Control 
MANET   Mobile Ad hoc Network 
Mbps    Megabits per second 
MEO    Medium Earth Orbit 
MHz    MegaHertz 
min    minutes 
MLSR    Multilayered Satellite Routing 
MONET Mechanisms for Optimisation of Hybrid Ad hoc and Satellite 
Networks 
ms    millisecond 
MTU    Maximum Transmission Unit 
MU-MIMO   Multi User Multiple Input Multiple Output 
N/A    Not Available / Not Applicable 
nam    Network Animator 
NASA    National Aeronautics and Space Administration 
NATO    North Atlantic Treaty Organization 
NCC    Network Control Centre 
NG    Next Generation 
NMC    Network Management Centre 
Glossary ix 
 
 
 
NOCC    Network Operations and Control Center 
ns-2    Network Simulator 2 
ns-3    Network Simulator 3 
NSGRP   Novel Satellite Grouping and Routing Protocol 
OBP    On-Board Processing 
OLSR    Optimized Link State Routing Protocols 
OSI    Open Systems Interconnection 
OU    Occasional Use 
P2P    Point-to-Point or Peer-to-Peer 
PDF    Probability Distribution Function 
PDR    Packet Delivery Ratio 
PHY    Physical Layer 
PRC    People’s Republic of China 
QoE    Quality of Experience 
QoS    Quality of Service 
RAN    Radio Access Network 
RAT    Radio Access Technology 
RCST    Return Channel Satellite Terminal 
RERR    Route Error 
RFC    Request for Comments 
ROC    Republic of China 
ROTACS   Russian Optical Trans-Arctic Submarine Cable System 
RREP    Route Reply 
RREQ    Route Request 
Glossary x 
 
 
 
RSGW    RCST Satellite Gateway 
RSSI    Received Signal Strength Indicator 
Rx    Receiver 
SANET   Satellite Ad hoc Network 
SatNEx    Satellite Communication Network for Excellence 
SATSIX   Satellite-Based Communication Systems with IPv6 
SaVi    Satellite Constellation Visualization Software 
sec    seconds 
SGRP    Satellite Grouping and Routing Protocol 
SMS    Short Message Service 
SNS3    Satellite Network Simulator 3 
SOS    Satellite over Satellite 
SPF    Shortest Path First 
SPPR    Shortest Path-based Progressive Routing 
STK    Systems Tool Kit 
STREP    Specific Targeted Research Project 
TAHR    Traffic-Adaptive Hybrid Routing 
TCP    Transmission Control Protocol 
TDoA    Time Difference of Arrival 
ToA    Time of Arrival 
TTL    Time-To-Live 
TV    Television 
Tx    Transmitter 
UAV    Unmanned Aerial Vehicle 
Glossary xi 
 
 
 
UDL    User Data Link 
UDP    User Datagram Protocol 
UK    United Kingdom 
US    United States 
UT    User Terminal 
UWB    Ultra-Wide Band 
VID    Virtual address 
VINT    Virtual Internetwork Testbed 
VLEO    Very Low Earth Orbit 
VoIP    Voice over IP 
VPN    Virtual Private Network 
VR    Virtual Reality 
WHERE   Wireless Hybrid Enhanced Mobile Radio Estimators 
Wi-Fi    Wireless Fidelity 
WiMAX   Worldwide Interoperability for Microwave Access 
WLAN    Wireless Local Area Network 
WPAN    Wireless Personal Area Network 
ZRP    Zone Routing Protocol 
 
xii 
 
Contents 
Glossary ......................................................................................................................... iv 
List of Figures ............................................................................................................. xvii 
List of Tables ................................................................................................................. xx 
1 Introduction .................................................................................................................. 1 
1.1 Background ......................................................................................................................... 1 
1.2 Motivation ........................................................................................................................... 4 
1.3 Research Challenges ........................................................................................................... 5 
1.4 Objectives of the Thesis ...................................................................................................... 6 
1.5 Contributions ....................................................................................................................... 6 
1.6 Thesis Structure .................................................................................................................. 7 
1.7 Publications ......................................................................................................................... 8 
2 Literature Review ....................................................................................................... 10 
2.1 Mobile Ad hoc Network Routing Protocols ..................................................................... 10 
2.1.1 Proactive Routing ....................................................................................................... 12 
2.1.2 Reactive Routing ........................................................................................................ 15 
2.1.3 Comparison Between Proactive and Reactive Routing Approaches .......................... 17 
2.2 Satellite Geometry ............................................................................................................ 18 
2.2.1 Satellite Orbital Elements ........................................................................................... 19 
2.2.2 Inter-Satellite Link...................................................................................................... 23 
2.2.2.1 Intraplane ISL ...................................................................................................... 24 
2.2.2.2 Interplane ISL ...................................................................................................... 25 
Contents xiii 
 
2.3 Satellite Communication Networks .................................................................................. 27 
2.3.1 GEO Constellations .................................................................................................... 28 
2.3.1.1 Inmarsat ............................................................................................................... 29 
2.3.1.2 Intelsat .................................................................................................................. 31 
2.3.1.3 Eutelsat ................................................................................................................. 32 
2.3.2 MEO Constellations ................................................................................................... 34 
2.3.2.1 O3b ....................................................................................................................... 34 
2.3.3 LEO Constellations .................................................................................................... 36 
2.3.3.1 Iridium ................................................................................................................. 36 
2.3.3.2 LeoSat .................................................................................................................. 38 
2.3.3.3 OneWeb ............................................................................................................... 38 
2.3.3.4 Starlink ................................................................................................................. 41 
2.3.3.5 Hongyun Project .................................................................................................. 42 
2.3.4 Comparison ................................................................................................................ 42 
2.4 Satellite Network Routing ................................................................................................. 45 
2.4.1 Single-Layered Satellite Network Routing ................................................................. 45 
2.4.1.1 Virtual Node......................................................................................................... 45 
2.4.1.2 Virtual Topology .................................................................................................. 47 
2.4.2 Multi-Layered Satellite Network Routing .................................................................. 48 
2.4.2.1 Double-Layered Network Routing ....................................................................... 48 
2.4.2.2 Triple-Layered Network Routing......................................................................... 50 
2.4.3 Other Satellite Network Types ................................................................................... 52 
2.4.4 Comparison ................................................................................................................ 53 
2.5 Satellite Network Application Scenarios .......................................................................... 55 
2.6 Satellite 5G ........................................................................................................................ 57 
2.7 Space-Ground Integrated Networks .................................................................................. 58 
2.7.1 SatNEx ........................................................................................................................ 59 
2.7.2 SATSIX ...................................................................................................................... 60 
2.7.3 MONET ...................................................................................................................... 61 
2.7.4 BATS .......................................................................................................................... 64 
Contents xiv 
 
2.7.5 Comparison ................................................................................................................ 65 
2.8 Summary ........................................................................................................................... 66 
3 Routing Protocol in Terrestrial Mobile Ad hoc Network ............................................. 68 
3.1 Terrestrial MANET Routing Mechanism ......................................................................... 70 
3.1.1 Gateway Discovery .................................................................................................... 70 
3.1.2 Gateway Selection ...................................................................................................... 71 
3.2 Terrestrial MANET Simulation Results............................................................................ 73 
3.3 Results Discussions ........................................................................................................... 77 
3.4 Summary ........................................................................................................................... 80 
4 LEO Mega Constellation Evaluation ........................................................................... 81 
4.1 Overview of LEO Inter-Satellite Routing ......................................................................... 83 
4.1.1 Virtual Node ............................................................................................................... 84 
4.1.2 Virtual Topology ........................................................................................................ 84 
4.1.3 Other Approaches ....................................................................................................... 85 
4.1.4 Discussions on Previous Inter-Satellite Routing Work .............................................. 86 
4.2 Proposed LEO Inter-Satellite Routing Scheme................................................................. 87 
4.2.1 Physical Satellite Plane............................................................................................... 88 
4.2.1.1 Proactive .............................................................................................................. 89 
4.2.1.2 Reactive ............................................................................................................... 90 
4.2.1.3 Inter-Satellite Links ............................................................................................. 90 
4.2.1.4 Intentional Satellite Shutdown ............................................................................. 99 
4.2.2 Logical Satellite Plane .............................................................................................. 100 
4.2.3 Terrestrial User Plane ............................................................................................... 102 
4.3 Performance Evaluation .................................................................................................. 104 
4.3.1 Simulation Setup ...................................................................................................... 104 
4.3.2 Constellation Analysis .............................................................................................. 104 
4.3.3 Performance Analysis Metrics ................................................................................. 106 
4.3.4 LEO Mega Constellation Simulation Setup ............................................................. 106 
4.3.5 Result Discussions .................................................................................................... 108 
Contents xv 
 
4.3.5.1 Inter-Satellite Routing Simulation Results ........................................................ 108 
4.3.5.2 Constellation Characteristics’ Impact on Performance ...................................... 114 
4.4 Summary ......................................................................................................................... 115 
5 Coherent Routing for Satellite and Terrestrial Integrated Network ............................ 117 
5.1 Proposed Coherent Routing Scheme ............................................................................... 119 
5.1.1 Definitions ................................................................................................................ 119 
5.1.2 Routing Algorithm.................................................................................................... 122 
5.2 Simulated Application Scenarios .................................................................................... 123 
5.2.1 Environmental Monitoring ....................................................................................... 125 
5.2.2 Agricultural Monitoring and Control ....................................................................... 127 
5.2.3 Emergency Relief and Management ........................................................................ 132 
5.3 Result Discussions .......................................................................................................... 133 
5.3.1 Coherence Routing Simulation Results .................................................................... 133 
5.3.2 Comparison with Currently Available Techniques .................................................. 140 
5.3.2.1 Environmental Monitoring ................................................................................. 140 
5.3.2.2 Agricultural Monitoring and Control ................................................................. 141 
5.3.2.3 Emergency Relief and Management .................................................................. 143 
5.3.3 Constellation Characteristics’ Impact on Network Integration ................................ 145 
5.3.3.1 Semi Major Axis ................................................................................................ 145 
5.3.3.2 Inclination .......................................................................................................... 148 
5.3.3.3 Total Number of Satellites ................................................................................. 149 
5.3.3.4 Overall Impacts .................................................................................................. 150 
5.4 Summary ......................................................................................................................... 153 
6 Conclusion and Future Work .................................................................................... 154 
6.1 Conclusion ...................................................................................................................... 154 
6.2 Future Work .................................................................................................................... 155 
References ................................................................................................................... 157 
Appendix A – Radio Frequency Bands ........................................................................ 174 
Contents xvi 
 
Appendix B – Simulation Tools and Satellite Geometry .............................................. 176 
Appendix C – SaVi Script for OneWeb Constellation .................................................. 187 
Appendix D – Partial Script for Configuring OneWeb ISLs in ns-2 ............................. 189 
Appendix E – LEO Mega Constellation Simulation Results ......................................... 192 
 
 
 
  
xvii 
 
List of Figures 
Figure 2-1 A Mobile Ad Hoc Network .......................................................................................... 12 
Figure 2-2 DSDV Settling Time Explanation ................................................................................ 14 
Figure 2-3 A Typical Routing Discovery Process in AODV ......................................................... 17 
Figure 2-4 Orbital Coordinates (Keplerian Elements) ................................................................... 20 
Figure 2-5 Relationship Between Mean Anomaly and True Anomaly .......................................... 21 
Figure 2-6 Relationship Among M, υ and E .................................................................................. 22 
Figure 2-7 ISL Between Two Satellites in the Same Orbit ............................................................ 24 
Figure 2-8 Iridium Satellites in Neighbour Orbits (Nearest Case) ................................................. 26 
Figure 2-9 Iridium Satellites in Neighbour Orbits (Farthest Case) ................................................ 27 
Figure 2-10 Satellite Coverage Comparison .................................................................................. 28 
Figure 2-11 Inmarsat Constellation ................................................................................................ 29 
Figure 2-12 Intelsat Constellation (Partial) .................................................................................... 32 
Figure 2-13 Eutelsat Constellation (Partial) ................................................................................... 33 
Figure 2-14 O3b Constellation (12 Satellites) ............................................................................... 35 
Figure 2-15 Iridium Constellation (66 Satellites) .......................................................................... 37 
Figure 2-16 LeoSat Constellation (108 Satellites) ......................................................................... 39 
Figure 2-17 OneWeb Constellation (648 Satellites) ...................................................................... 40 
Figure 2-18 Starlink constellation (11,943 Satellites, Imaginary Representation) ........................ 41 
Figure 2-19 Hongyun Constellation (156 Satellites, Imaginary Representation) .......................... 43 
Figure 2-20 An Example of Virtual Node Strategy ....................................................................... 46 
Figure 2-21 An Example of Multi-Layered Satellite Network ...................................................... 49 
Figure 2-22 MLSR Routing Calculation Steps .............................................................................. 51 
List of Figures xviii 
 
Figure 2-23 Satellite Applications – Portfolio View ...................................................................... 56 
Figure 2-24 Digisat Architecture ................................................................................................... 59 
Figure 2-25 SATSIX Platforms ..................................................................................................... 61 
Figure 2-26 MONET Concept ....................................................................................................... 62 
Figure 2-27 MONET Overall Architecture .................................................................................... 63 
Figure 2-28 BATS Architecture ..................................................................................................... 64 
Figure 3-1 Overall Network Architecture ...................................................................................... 69 
Figure 3-2 Routing Procedure ........................................................................................................ 74 
Figure 3-3 Screenshot of Terrestrial MANET Part Simulation ..................................................... 76 
Figure 3-4 Average Number of Packets Received per 30s ............................................................ 77 
Figure 3-5 Performance Comparison ............................................................................................. 78 
Figure 4-1 Proposed Network Structure ........................................................................................ 88 
Figure 4-2 ISLs in a OneWeb-alike Constellation ......................................................................... 91 
Figure 4-3 Iridium Constellation Edge Planes ............................................................................... 93 
Figure 4-4 A LEO Mega Constellation Partial Network Example ................................................ 97 
Figure 4-5 OneWeb Constellation Above the North Pole.............................................................. 99 
Figure 4-6 An Example IPv6 Address Format for the Proposed Scheme .................................... 101 
Figure 4-7 Satellite Mapping ....................................................................................................... 101 
Figure 4-8 Communication Process ............................................................................................. 103 
Figure 4-9 SANET Simulation Results and Comparison ............................................................ 110 
Figure 5-1 Relationship Among Different Node Types ............................................................... 120 
Figure 5-2 Simplified Node Relationship .................................................................................... 121 
Figure 5-3 Route Selection Procedure ......................................................................................... 124 
Figure 5-4 Environmental Monitoring Scenario .......................................................................... 125 
Figure 5-5 Packet ISL Routing Path (Environmental Monitoring) .............................................. 128 
Figure 5-6 Agricultural Monitoring and Control Scenario .......................................................... 129 
Figure 5-7 Packet ISL Routing Path (Agricultural Monitoring and Control) .............................. 131 
Figure 5-8 Emergency Distract and Relief Scenario .................................................................... 132 
Figure 5-9 Packet ISL Routing Path (Emergency Relief and Management) ............................... 135 
Figure 5-10 Coherent Routing Simulation Results and Comparison ........................................... 139 
List of Figures xix 
 
Figure 5-11 Ground-Satellite Link (Environmental Monitoring, Inmarsat-5 F2) ........................ 141 
Figure 5-12 Ground-Satellite Link (Agricultural Monitoring and Control, Eutelsat 172B) ........ 143 
Figure 5-13 Ground-Satellite Link (Emergency Relief and Management, Eutelsat 172B) ......... 144 
Figure 5-14 Satellite Coverage Indicator Legend ........................................................................ 146 
Figure 5-15 Iridium Constellation’s Coverage with Different Orbit Altitudes ............................ 146 
Figure 5-16 OneWeb Constellation’s Coverage with Different Orbit Altitudes.......................... 147 
Figure 5-17 Iridium Constellation’s Coverage with Different Inclinations ................................. 148 
Figure 5-18 OneWeb Constellation’s Coverage with Different Inclinations ............................... 149 
Figure 5-19 Iridium Constellation’s Coverage with Different Number of Satellites ................... 151 
Figure 5-20 OneWeb Constellation’s Coverage with Different Number of Satellites ................. 152 
 
 
xx 
 
List of Tables 
Table 1-1 A Brief Comparison Among Communication Satellite Constellations ........................... 3 
Table 2-1 Routing Table at Node 6 ................................................................................................ 13 
Table 2-2 Proactive-Reactive Routing Comparison Table ............................................................ 18 
Table 2-3 Iridium Orbital Coordinates ........................................................................................... 23 
Table 2-4 Next Generation LEO Mega Constellation Comparison ............................................... 44 
Table 2-5 Satellite Routing Protocol Comparison ......................................................................... 53 
Table 2-6 Technical Comparison of Space-Other Integrated Networks ........................................ 66 
Table 3-1 Simulation Parameters ................................................................................................... 76 
Table 4-1 List of Notations ............................................................................................................ 94 
Table 4-2 OneWeb Constellation Parameter ................................................................................ 104 
Table 4-3 Iridium and OneWeb Constellation Comparison......................................................... 105 
Table 4-4 Simulation Setup .......................................................................................................... 107 
Table 4-5 QoS Requirements ....................................................................................................... 108 
Table 4-6 Simulation Results (LEO Mega Constellation) ........................................................... 109 
Table 4-7 Constellation Characteristic Impact ............................................................................. 115 
Table 5-1 Communication Node Types ....................................................................................... 120 
Table 5-3 Simulation Setup (Environmental Monitoring) ........................................................... 126 
Table 5-3 Simulation Setup (Agricultural Monitoring and Control) ........................................... 130 
Table 5-4 QoS Requirements for Audio and Video Streaming ................................................... 133 
Table 5-5 Simulation Setup (Emergency Distract and Relief) ..................................................... 134 
Table 5-6 Simulation Results (Coherence Routing, OneWeb-Alike Constellation) .................... 136 
Table 5-7 Simulation Results (Coherence Routing, Iridium NEXT-Alike Constellation) .......... 138 
Table 5-8 Simulation Results (Environmental Monitoring, Compared to Current Technique) ... 140 
List of Tables 
 
Table 5-9 Simulation Results (Agricultural Monitoring and Control, Compared to Current 
Technique) ........................................................................................................................... 142 
Table 5-10 Simulation Results (Emergency Relief and Management, Compared to Current 
Technique) ........................................................................................................................... 144 
  
1 
Chapter 1 
1 Introduction 
This chapter provides an introduction and background knowledge of satellite networks and Mobile 
Ad hoc Networks (MANETs) development history and current progress. The importance of 
utilising next-generation LEO mega constellations to provide global Internet access is highlighted, 
which motivates this research work. A description of the contributions and up-to-date publications 
during the author’s PhD study is also provided. 
1.1 Background 
Recent decades witness the rapid development of technologies that had never been realised during 
human being's thousand-of-year’s history, one of which is satellite technology. This exciting 
science and technology breakthrough brings enormous possibilities by allowing people to observe, 
to communicate and to explore from a much higher altitude than ever before. 
Since 1957 when the first man-made satellite being launched into space, there have been over 7,000 
satellites made their journeys beyond the atmosphere, while approximately 1,500 of them remaining 
operational at present [1]. Among all the varieties, communication satellites greatly help provide 
communication and Internet access to the entire globe, especially to remote areas. 
Dozens of communication satellite constellations have been proposed since the early 1990s, while 
several have been constructed in space and have been commercially operated with various physical 
characteristics. Based on the altitude, satellite orbits can be roughly classified into: 
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 Low earth orbit (LEO): with altitude from 160 km to 2,000 km (100 miles – 1,240 miles); 
 Medium earth orbit (MEO): with altitude from 2,000 km to 35,786 km (1,240 miles – 
12,830 miles); 
 Geostationary orbit (GEO): with altitude of 35,786 km (12,830 miles) exactly above the 
equator; 
and some others, such as geosynchronous orbit (GSO, with the same altitude as GEO but may not 
be exactly above the equator) and high earth orbit (with an altitude of higher than 35,786 km) [2]. 
Traditionally, communication satellites are usually launched into the GEO orbit for the best 
coverage and the least relative movement of the earth. However, GEO satellites are much bigger 
and much more difficult to be manufactured and to be launched comparing to MEO and LEO 
satellites, since they need to operate at such a distance. Only the United States, Russia, China, India 
and ESA are capable to launch GEO satellites [3] - [7]. 
In recent years, MEO and especially LEO satellites become more favourable for communication 
purpose, as the significant cost drop thanks to the latest development of small satellite technique. 
Since the initial operation of the famous Iridium constellation in 1998 [8], there have been a few 
commercial communication satellite constellations being launched or proposed to be launched into 
space. Table 1-1 is a brief comparison of some constellations. 
From Table 1-1, it can be observed the trend of satellite communication constellation development 
is as follows: 
 Lower altitude: Generally, modern communication satellite constellations tend to utilise 
LEO and MEO orbits. 
 Greater mobility: For satellites orbiting on GEO or lower orbits, the lower altitude results 
in the greater relative movement with the earth (will be discussed in Chapter 2). 
 Higher transmission frequency (and bandwidth): Satellite communication links are 
gradually moving from tradition L-band to higher Ku, Ka and even higher frequency bands. 
Higher transmission frequency brings higher communication bandwidth, which 
furthermore brings potential to the latest high bandwidth-consumption applications. 
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 Increasing satellite number (and constellation complexity): To cover the same area, 
more LEO satellites are needed than MEO/GEO satellites (will be discussed in Chapter 2). 
Network management complexity is also greatly increased. 
Lower altitude and greater mobility will result in frequent handovers and will increase the network 
management difficulty; higher transmission frequency brings higher bandwidth, but it also results 
in poorer performance especially in areas covered with rains or heavy cloud. All these 
characteristics would lead to new challenges that need to be resolved to fit future communication 
requirements. 
The next generation constellations also introduce some new satellite techniques. For instance, 
OneWeb proposed “Progressive Pitch” technique, by which satellites will slightly tilt when flying 
Table 1-1 A Brief Comparison Among Communication Satellite Constellations1 
 Inmarsat2 Iridium3 O3b4 OneWeb 
Orbit 
Altitude 
35,786 km 
(GEO) 
781 km 
(LEO) 
8,000 km 
(MEO) 
1200 km 
(LEO) 
Number of 
Satellites 
12 66 12 648 
Transmission 
Frequency 
L-band L-band Ka-band Ku-band 
User Data 
Speed 
492 kbps 128 kbps 2.1 Mbps 50 Mbps 
Year of 
Operation 
1979 1998 2013 2019 
 
1 Data are based on the values when they firstly in operation or are as proposed. 
2 Next generation of Inmarsat constellation is called “Inmarsat GX”. Signal is transmitted in Ka-band with 
up to 60 Mbps connectivity per user. 
3 Next generation of Iridium constellation is called “Iridium NEXT”. Signal is transmitted in Ka-band 
with up to 8 Mbps connectivity per user. 
4 Next generation of O3b constellation is called “O3b mPOWER”. The total network capacity will be 
“multiple terabits per second”. 
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near the equator to minimise interference with current GSO satellites [9]; Starlink plans to construct 
a mesh satellite network with optical inter-satellite links for flexible routing of traffic on-orbit [10]. 
On the other hand, terrestrial MANET has gradually attracted greater attention for its great 
flexibility and mobility [11]. Without the requirement of additional network infrastructure, a 
MANET will continuously adjust the routing information on each mobile node according to certain 
algorithms. Each communication node acts as both transceiver and router and can move freely 
without restriction. Such characteristic makes MANET ideal to provide temporary network support. 
However, without network infrastructures such as base stations, and also because of the great 
routing complexity of large MANETs, the network coverage of a MANET is usually quite limited. 
Only by integrating with other network forms can fully unleash MANET’s potential. 
1.2 Motivation 
With the development of satellites in recent years, new techniques lead to new opportunities and 
also lead to new challenges. Higher bandwidth brings the possibility to provide multi-media 
services, such as HD video streaming, online gaming and VR, via satellite communication networks; 
lower altitude ensures lower latency for better network performance and Quality of Service (QoS); 
large satellite number offers higher network capacity and extra redundancy for the network stability. 
Terrestrial technology is improving rapidly as well. For instance, the 5G network is proposed to be 
commercially operating from 2020 [12], along with other wired and wireless network forms, e.g. 
Internet of Things, sensor networks, vehicular networks, etc. Among them, mobile ad hoc networks 
provide unique advantages such as high flexibility and unnecessariness of additional network 
infrastructure. 
There are currently more than 3 billion Internet users around the world, while nearly half of the 
world’s population still lacks Internet access [13]. They are usually living in remote areas that 
cannot be connected by terrestrial network infrastructures, or it would be far too expensive to link 
these areas with cables and fibres. Some other scenarios currently cannot be served with high-
quality networks as well, such as cross-ocean freights, passenger aeroplanes, disaster sites, etc. 
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Meanwhile, satellite networks can provide global coverage to provide Internet access to those 
regions which are difficult or impossible to be reached by terrestrial networks. Next generation 
LEO satellite mega constellation would be able to provide high-quality network service that is even 
competitive to terrestrial broadband networks. On the other hand, mobile ad hoc networks can 
provide on-demand flexible network coverage to a specified area with great mobility, which is 
significantly useful for scenarios such as emergency distract and relief. Therefore, an integrated 
space-ground network constructed by LEO satellite mega constellation and terrestrial mobile ad 
hoc network will greatly expand current Internet coverage and possibilities. 
1.3 Research Challenges 
This research faces the following challenges: 
For the next generation LEO satellite mega constellation with hundreds or even thousands of 
satellites, there is still no completed network providing services or even having been constructed. 
The author has to seek any valuable information about the proposed constellations and then build 
up a simulated network with the help of network simulation software. Since the design characters 
of future constellations keep changing, the author has to constantly adjust the simulated scenario to 
acquire the most realistic research environment. 
Satellite and terrestrial integrated network is a relatively new research topic that only draws 
attention in recent years [14], there are not many literatures or previous work can be relied on. 
Previous work on satellite communication networks and terrestrial wireless network surely offers a 
comprehensive background knowledge base, but the integration of the two forms of networks 
introduces new challenges, such as the reliable relay of data packets between the near-stable 
terrestrial part and the high dynamic satellite part, and a unified routing protocol that can provide a 
seamlessly integrated network layer beneficial for upper layer applications [15]. 
The great systemic complexity of next-generation LEO satellite mega constellations, i.e. hundreds 
or even thousands of satellites continuously travelling with high dynamic in the same constellation, 
dramatically increases the difficulty for network management and packet routing process since it is 
difficult to find the optimal route in an ever-changing environment [16]. Current static satellite 
routing protocols cannot cope with the new network topology. New approaches must be proposed. 
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On the ground, since the satellites are orbiting on low altitudes, the maximum communication time 
length between a terrestrial terminal and any satellite is much shorter comparing to MEO or GEO 
satellites, which leads to frequent handovers and furthermore introduces system complexity for 
selecting the optimal Ground-Satellite Link. Satellite link utilisation needs to be balanced to provide 
the best network performance with limited resources. Such behaviour needs to be considered when 
designing the routing protocol for the terrestrial part. 
1.4 Objectives of the Thesis 
The objectives of this thesis include: 
 Optimise MANET’s routing selection process when integrated with satellite networks to 
provide a traffic-balanced, GSL utilisation-considered, reliable terrestrial part of the 
integrated network; 
 Evaluate the network performance (e.g. network throughput, end-to-end delay and packet 
delivery ratio) of next-generation LEO mega constellations, such as OneWeb, for providing 
state-of-the-art Internet services to explore the possibility of utilising a systematically 
complex satellite network for general communication purpose and to discover a satisfactory 
inter-satellite routing mechanism for such purpose; 
 Propose a novel routing scheme for satellite and terrestrial integrated networks, especially 
for the ones constructed by the next generation LEO mega constellations and terrestrial 
MANETs, to provide seamless Internet access services with comparable or better 
performance to currently available techniques. 
1.5 Contributions 
This PhD research work contributes to the following areas: 
Firstly, a novel mobile ad hoc network routing protocol optimised for satellite connection is 
proposed. Multiple routes’ parameters are monitored for communication nodes to select the most 
suitable one when needed. Compared to previous work, the proposed routing protocol can achieve 
higher packet delivery ratio, lower delay and higher network throughput within the local terrestrial 
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network while maximising the satellite links' utilisation. Comparing to previously proposed 
protocols, the new routing algorithm can better balance traffic loads among different satellite 
gateways, which helps avoid local traffic congestion within the MANET and optimise satellite link 
utilisation. 
Secondly, the next-generation LEO satellite mega constellation network's performance is evaluated 
and compared to current terrestrial networks. As discussed later in this thesis, the next generation 
LEO mega constellations’ unique characteristics will lead to varied network performances 
comparing to current existing constellations, which makes previous research on satellite 
communication networks unsuitable for the new ones. A hybrid ad hoc routing LEO mega 
constellation routing mechanism is therefore proposed to meet the new challenges. New application 
scenarios that can fully utilise next-generation LEO mega constellations' capability have also been 
proposed based on this research. 
Thirdly, a coherent routing protocol for the satellite-terrestrial integrated network is proposed. The 
integrated network's performance has also been evaluated based on simulated realistic scenarios, 
such as remote monitoring and control and real-time audio and video streaming. Novel routing 
algorithm for the integrated network, which considered both terrestrial MANET and LEO mega 
constellation’s unique characteristics, is proposed. This pioneering work on the cutting-edge 
research topic will surely inspire future exploration by colleague researchers. Its performance is 
compared with currently available techniques. The author also takes the OneWeb constellation as 
an example to explore the effects of different characteristics in LEO mega constellations, such as 
orbit altitude, inclination angle and satellite number, on network performances. 
1.6 Thesis Structure 
The remainder of this thesis is as follows: 
Chapter 2 provides a comprehensive literature review on current mobile ad hoc network protocols, 
basic knowledge related to satellite geometry, current generation satellite communication networks 
(including GEO, MEO and LEO constellations), current satellite network routing algorithms, next-
generation satellite network application scenario (and satellite 5G network) and space-other 
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integrated networks. The content in this chapter provides fundamental knowledge and inspiration 
of the rest of research in this thesis. 
Chapter 3 proposes a novel routing protocol (namely Ad hoc On-demand Multipath Distance Vector 
– Satellite Integration Ready, AOMDV-SIR) for mobile ad hoc network, which is the terrestrial 
part of the proposed space-ground integrated network. AOMDV-SIR could provide competitive 
network performance to current MANET routing approaches while considering integration with 
satellite networks. 
Chapter 4 evaluates the next generation LEO satellite mega constellation's performance with a novel 
routing algorithm (Hybrid Ad hoc Routing for Mega Satellite Networks, HAMS) on realistic 
application scenarios. Simulation results prove that the next generation LEO mega constellations 
are able to provide QoS-capable service with ad hoc routing approach, and the performance can be 
better than traditional terrestrial networks in certain scenarios. 
Chapter 5 introduces a coherent routing approach for the proposed space-ground integrated network, 
while its performance is evaluated and furthermore analysed based on realistic application scenario 
simulations. The integrated network is constructed by terrestrial Mobile Ad hoc Network (MANET) 
and Satellite Ad hoc Network (SANET). Simulations demonstrate this novel integrate network 
structure can offer better service performance than traditional networks in certain scenarios and can 
expand the frontier of the communication network application area. 
Chapter 6 concludes this entire thesis with a perspective on the future work plan provided. 
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2 Literature Review 
Since this research focuses on the integration of terrestrial mobile ad hoc network (MANET) and 
next-generation LEO satellite mega constellation network’s performance on realistic application 
scenarios, this chapter will run in this order as well. 
2.1 Mobile Ad hoc Network Routing Protocols 
MANET is a kind of self-configuring wireless network that was first introduced in 1999. MANET 
is designed to extend wireless network’s mobility. In normal wireless networks, an Access Point 
(AP) or a Base Station (BS) is usually required for IP address assignment and network management. 
In comparison, in MANET, there is no centralised administration; each mobile device (called 
“node” in MANETs) within the network could be considered as both host and router. Node mobility 
is guaranteed in nature [17]. 
A routing protocol is a collection of rules that specifies how routers perform in order to keep the 
whole network works properly. Each router shares its own knowledge about the topology and 
communication paths with immediate neighbours, then with neighbours one more hop further, and 
finally throughout the entire network. By this approach, each router could gain knowledge of the 
whole network’s topology. As to MANET specifically, routing protocols define how mobile nodes 
act to select the suitable path for routing packets. 
MANET routing protocols could be classified into four types: 
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 Proactive (Table-Driven) 
Each of the nodes (source) following this type of routing protocol keeps an up-to-date table that 
records other nodes (destinations) and the route between the source node and destination nodes. 
The tables are updated periodically by distributing routing tables throughout the network to ensure 
that every node has the latest knowledge of the whole network topology. 
Typical proactive protocols include Optimized Link State Routing Protocols (OLSR) [18], Babel 
[19] and Destination Sequence Distance Vector (DSDV) [20]. 
 Reactive (On-Demand) 
On the networks which deploying reactive routing protocols, the network stays silent unless a 
connection is needed. In such situation, a node would flood the whole network with Route Request 
packets to discover a route on demand. 
Protocol examples are Ad hoc On-demand Distance Vector (AODV) [21] and Dynamic Source 
Routing (DSR) [22]. 
 Hybrid (Proactive and Reactive) 
Hybrid routing protocols are a combination of proactive and reactive protocols. The routing is 
established initially and proactively, and it also serves additionally activated nodes on demand by 
flooding the whole network. 
One of the examples is Zone Routing Protocol (ZRP) [23]. 
 Hierarchical Routing Protocols 
This kind of protocol involves the concept of hierarchic levels and selects proactive or reactive 
practice according to the hierarchic levels of the nodes. 
Cluster Based Routing Protocol (CBRP) [24] and Fisheye State Routing (FSR) [25] are among the 
typical examples. 
All the routing protocols stated above share two common fundamental routing approaches: 
proactive and reactive; hybrid and hierarchical routing protocols apply both approaches and select 
a proper one according to network status, communication scenario and designed algorithm. 
Therefore, the following section will introduce two classic mobile ad hoc network routing protocols, 
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DSDV and AODV, representing proactive and reactive routing protocols respectively. The 
comparison between them will satisfactorily represent the difference between the two routing 
approaches. 
2.1.1 Proactive Routing 
Perkins and Bhagwat introduce the concept of Destination Sequence Distance Vector (DSDV) 
routing protocol, which is a typical table-driven scheme using Bellman-Ford algorithm for wireless 
networks, for the first time in 1994 [20]. "Distance vector" indicates that a routing table entry should 
contain both distance (hop count) and direction (next hop) information [26]. 
In DSDV, each node in the network maintains a regularly updated table for routing information, 
such as the next hop and number of hops to a specified destination. Every entry of the table has a 
sequence number defined by the destination node. If any route changes during the update period, 
the destination will assign a new sequence number and inform others in the next update. By this 
practice, each node usually has the latest topology information of the entire network, and it could 
use the best path for communication. For a network illustrated in Figure 2-1, an example of DSDV 
routing table (at Node 6 for example) is indicated by Table 2-1. 
6
1
3
2
5
4
x
: Wireless link
: Mobile node
 
Figure 2-1 A Mobile Ad Hoc Network 
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In Table 2-1, "Metric" stands for the number of hops, while hop count may be affected by 
geographical distance and network topology; "Sequence Number" is the latest sequence number 
Node 6 received from other nodes, as the protocol defines, the larger sequence number usually 
indicates the newer routing information (for instance, in Table 2-1, “S512” replaces any entry with 
a sequence number smaller than “512” on Node 6); "Install" indicates the route information 
recording time of each node, which can be used to delete stale routes, the larger install time usually 
indicates the newer routing information (for instance, in Table 2-1, entries with “T001” would be 
replaced by “T002” or larger install times). Additional "Flags" can also be used to show any 
specified flags defined by the routing protocol, such as flags indicating loops, null routes, etc. (it is 
not used in this case). 
The update data broadcasted by each node contain the following information: 
 The new sequence number; 
 The destination’s address; 
 The number of hops required to reach the destination; 
 The sequence number of the information received regarding that destination, as originally 
stamped by the destination. 
Route updates are selected according to the following concepts: 
Table 2-1 Routing Table at Node 6 
Destination Next Hop Metric Sequence Number Install 
Node 1 Node 2 2 S203_Node1 T001_Node6 
Node 2 Node 2 1 S064_Node2 T001_Node6 
Node 3 Node 2 2 S282_Node3 T002_Node6 
Node 4 Node 5 2 S356_Node4 T001_Node6 
Node 5 Node 5 1 S186_Node5 T001_Node6 
Node 6 Node 6 0 S512_Node6 T001_Node6 
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 Routes with the newer sequence numbers are always preferred; 
 If the sequence numbers are the same, the route with lower metric (i.e. fewer number of 
hops) is preferred. 
When deploying DSDV into a network with a lot of nodes, such routing selection method could 
cause fluctuations. Suppose that two separate routes with identical sequence number are received 
by a node but in the wrong order. For instance, as in Figure 2-2, Node A receives two routing 
updates with the same sequence number from Node B, Route 1 with 10 hops and Route 2 with 8 
hops. If Node A receives Route 1 first, it will advertise the worse routing solution to other nodes. 
To avoid such a situation, DSDV has the concept of “settling time”. By which, when Node A 
receives Route 1 information, it will not advertise immediately; it will store Route 1 for the length 
of settling time ts. If Node A receives a new routing information, i.e. Route 2, within ts, it will 
compare the two routes and advertise the one with a better metric; otherwise, it advertises Route 1 
after ts. 
t0 Receive Route 1 information t0   Receive Route 1 information
OR t0+t’   Receive Route 2 information
t0+ts Advertise Route 1 information
t0+t’+ts   Advertise Route 2 information
A B
9th hop 1st hop
1st hop7th hop
Route 1
Route 2
2nd hop
2nd hop
8th hop
6th hop
 
Figure 2-2 DSDV Settling Time Explanation 
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Settling time length can be set to cope with the network’s mobility and dynamic. The default value 
of DSDV settling time is usually pre-set in network simulation software. For instance, in Network 
Simulator 2 and Network Simulator 3 (ns-2 and ns-3), the default value is 6 secs [27]. 
The main advantage of DSDV is simplicity. It is theoretically and practically easy to understand 
and to deploy. The most significant drawbacks are: 
 Draining battery power and occupying a certain amount of bandwidth, even if the network 
is idle and stable. This is a result of the periodical table update. No matter the topology 
changes or not, as the protocol defines, each node has to require for possible sequence 
number changes, which needs certain power and bandwidth for communicating and 
transceiving. 
 Generally, DSDV is not suitable for highly dynamic networks. When nodes’ locations 
change rapidly, the network topology could differ dramatically in a short time. Shorten 
update period can be an appropriate approach; however, it would lead to larger bandwidth 
consumption and shorter battery life. 
2.1.2 Reactive Routing 
Ad hoc On-Demand Distance Vector (AODV) is standardised as IETF RFC 3561 back in July 2003 
[21]. Similar with DSDV, AODV also utilises the concept of the routing table and sequence number, 
while sequence number updates with route changes; the difference is the method for updating tables. 
Different from DSDV, which periodically refreshes the routing tables to ensure every node has the 
latest routing information, in AODV, the network stays silent unless any node needs 
communication. In such situation, the source node will broadcast a request for connection, other 
nodes then response routes to the destination with the latest sequence number according to their 
own routing tables. To avoid an infinite routing table, each node will also remove entries that have 
not been used for some time. 
Three message types are defined by AODV: 
 Route Requests (RREQs). When any node needs to send packets to a new destination, it 
will broadcast an RREQ. When other nodes that are not the destination receive the RREQ, 
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they will forward the request; the process continues until the RREQ reaches the final 
destination. 
 Route Replies (RREPs). When the destination node receives the RREQ, it will unicast an 
RREP with routing information and the new sequence number back to the source node. 
 Route Errors (RERRs). In case of an active route broken down, a RERR message will be 
sent to notify other nodes about the link failure. 
These three kinds of controlling messages are transmitted via UDP with normal IP header 
processing applies. Also, the Time-to-Live (TTL) mechanism is utilised to prevent RREQ from 
infinitely disseminating throughout the entire network. 
Like DSDV, AODV also keeps a routing table for recording routing information, even for short-
lived routes. Each route table entry usually contains the following metrics, which have similar 
meanings to the ones in DSDV: 
 Destination IP address, 
 Destination sequence number, 
 State and routing flags, 
 Next hop, 
 Hop count, 
 Life time. 
A typical route discovery process in AODV is illustrated in Figure 2-3; in which Node 2 wants to 
discover a route towards Node 5, and Tx represents for time interval x. 
In Figure 2-3, at T1, Node 2 (source node) broadcasts an RREQ to its neighbour nodes to find any 
available route message about Node 5 (destination node). At T2, Node 3, who does not have the 
required information on its own, forwards the RREQ to its neighbour Node 4; Node 1 discards the 
RREQ as it does not have the required information as well and has no more neighbour available. 
After receiving RREQ from Node 3, at T3, Node 4 sends back RREP to Node 3 indicating an 
available route towards Node 5; it also forwards RREQ to Node 5, so Node 5 also gets informed 
about a route from itself to Node 2. Finally, at T4, Node 3 forwards RREP from Node 4 to Node 2. 
The whole route discovery process finishes [28]. 
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Obviously, AODV is much more robust than DSDV as its performance is not influenced by routing 
table update interval. However, on-demand sending connection request could also significantly 
increase: 
 Throughput, since several nodes may respond to the request at the same time. 
 End-to-end delay. While proactive routing can be considered as one-way communication, 
reactive routing is a two-way connection: request and respond. The time needed for creating 
the connection path is normally doubled than proactive approaches. 
Thus, in some occasions, a node’s request for communication is a random action, the overhead 
caused by request for connection can hardly be forecasted, which will lead to an uncertain rise in 
bandwidth cost and unpredictable traffic jams in the network. 
2.1.3 Comparison Between Proactive and Reactive Routing Approaches  
The difference between proactive routing and reactive routing can be concluded in Table 2-2.  
Generally speaking, reactive protocols are more robust as they can autonomously adapt to topology 
changes. For instance, in the scenario described in [29] DSDV cannot properly handle the 
communication situation when mobile nodes have over 20 km/h mobility; this result may vary 
depending on detailed movement pattern and network topology. However, such robustness is based 
Node 1
Node 2
Node 3
Node 4
Node 5
 
Figure 2-3 A Typical Routing Discovery Process in AODV 
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on increased routing information computation, especially in networks with unpredictable high 
mobility, since each communication node needs to frequently request the latest routing information 
to cope with topology changes. Theoretically, if a communication node implies reactive routing 
protocol updates its routing table more frequently than proactive routing protocol’s routing table 
update period, more controlling overhead will be introduced into the network. For a network with 
stable topology or with predictable topology changes, proactive routing protocols will be ideal for 
simple configuration and easy management. 
Satellite network can be treated as a type of wireless network with highly predictable topology 
changes, which perfectly fits proactive routing protocols' application scenario. On the other hand, 
in the next generation LEO mega constellations, the possibility of link failure greatly increases as 
the entire topology is much more complex than ever before. Reactive routing protocols can cope 
with such sudden link failures. In other words, both proactive and reactive routing can be useful in 
the LEO mega constellations. 
2.2 Satellite Geometry 
Before researching on satellite communication networks, it is important to understand the 
methodology of defining a satellite constellation’s parameters, including every satellite’s geometry 
Table 2-2 Proactive-Reactive Routing Comparison Table 
 Proactive Reactive 
Routing Table Updates Periodical On-demand 
Mobility Adaption Low High 
Control Information 
Overhead 
Low High 
Reliability Low High 
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and communication links between every two satellites (ISLs). Only with these parameters defined 
can the interested constellation be correctly simulated with the simulation tools introduced above. 
2.2.1 Satellite Orbital Elements 
Each satellite’s orbit can be described by 7 coordinates called Keplerian Elements [30]: 
 Semi-major axis a: Half of the sum of the periapsis and apoapsis distances. For a circular 
orbit, the semi-major axis is the orbit radius. 
 Eccentricity e: Describes how much the shape of the ellipse is elongated compared to a 
circle. For a circular orbit with zero eccentricity, e=0. 
 Argument of right ascending node Ω: The angle between the reference direction and the 
ascending node, which is the place where the satellite crosses the equator while going from 
the Southern Hemisphere to the Northern Hemisphere. It varies within the same 
constellation depends on the specific plane. 
 Inclination i: The vertical tilt of the ellipse with respect to the reference plane, which is 
usually the equator plane. i ranges from 0 to 180 degrees, as i=0 indicates the orbit goes 
exactly around the equator and i=180 indicates a perfect polar orbit (satellite orbits exactly 
above the polar points). 
 Argument of perigee ω: The angle between the ascending node and the periapsis; it defines 
the orientation of the ellipse in the orbital plane. For a circular orbit, ω=0. 
 Mean anomaly M: The angular distance from the percenter with constant speed in the same 
orbital period as the actual body in its elliptical orbit. 
 True anomaly υ: The angle between the direction of periapsis and the current position of 
the node. When describing a satellite’s orbit, it often means the “start” position of a satellite 
in a specific orbital period (the reference position to the perigee). 
A graphical description of these elements is illustrated in Figure 2-4: 
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According to Kepler’s Law of Areas: a line that connects the satellite and the orbited centre (the 
Earth in this research) sweeps out equal areas during equal intervals of time. Therefore, the mean 
anomaly M and the true anomaly υ will differ when the orbit is not circular (i.e. eccentricity e≠0), 
as illustrated in Figure 2-5. 
Given the Keplerian Elements, a satellite’s location at any time can be then calculated according to 
the following equations: 
Definition 2-1: Mean motion 𝑛 = ଶగ
௉
, where P is the orbital period as (Eq. 2-1) indicates. 
P can be calculated from Newton’s form of Kepler’s third law: the square of the orbital period of a 
satellite is directly proportional to the cube of the semi-major axis of its orbit [31]. 
 
Figure 2-4 Orbital Coordinates (Keplerian Elements) [30] 
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𝑃 = 2𝜋ඨ
𝑎ଷ
𝐺(𝑀௘ + 𝑚)
 (Eq. 2-1) 
Where G is the gravitational constant (𝐺 = 6.67408 × 10ିଵଵ mଷkgିଵsିଶ), Me is the mass of the 
Earth (𝑀௘ = 5.972 × 10ଶସ kg), and m is the mass of the satellite (can be ignored).  
Definition 2-2: Eccentric anomaly E is the position of an orbiting body in an elliptical orbit. 
The relationship among mean anomaly, true anomaly and eccentric anomaly at time t is illustrated 
in Figure 2-6: 
𝑀 = 𝑛𝑡 (Eq. 2-2) 
𝐸 − 𝑒 sin 𝐸 = 𝑀 = 𝑛𝑡 (Eq. 2-3) 
 
Figure 2-5 Relationship Between Mean Anomaly and True Anomaly [31] 
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𝜈 = 2tanିଵ ඨ
1 + 𝑒
1 − 𝑒
tanଶ
𝐸
2
 (Eq. 2-4) 
𝑑 = 𝑎(1 − 𝑒 cos 𝐸) (Eq. 2-5) 
For circular orbits that usually used in LEO constellations, e=0, thus M=E=υ. Therefore, use true 
anomaly alone can satisfactorily describe a satellite’s location within its orbit. 
For instance, the Iridium constellation can be described as Table 2-3. With the parameters described 
in Table 2-3, the Iridium constellation can be successfully simulated in simulation software for 
simulating realistic communication scenarios. 
 
Figure 2-6 Relationship Among M, υ and E 
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2.2.2 Inter-Satellite Link 
For constellations constructed with numerous satellites, data transmissions and relays among 
satellites are essential for ensuring the entire network’s functionality. Such inter-satellite 
communications can be done via ISLs. 
There are two types of ISLs: ISL between two satellites on the same orbit plane, and ISL between 
two satellites on different orbit planes. The latter one is usually performed between neighbour orbit 
planes. 
This section will take the Iridium constellation as an example to explain ISLs. 
Table 2-3 Iridium Orbital Coordinates 
Element Symbol Value Comment 
Semi major axis a 7159 km Earth radius + orbit 
altitude 
Eccentricity e 0 Circular orbit 
Argument of right 
ascending node 
Ω 0, 31.80, 63.60, 95.41, 127.21, 
159.01 (degrees) 
6 orbit planes 
Inclination i 86 degrees  
Argument of 
perigee 
ω 0 Circular orbit 
True anomaly υ 0, 32.73, 65.45, 98.18, 130.91, 
163.64, 196.36, 229.09, 261.82, 
294.55, 327.29 (degrees) 
11 satellites evenly 
distributed in odd 
planes 
16.36, 49.09, 81.82, 114.55, 
147.27, 180, 212.73, 245.45, 
278.18, 310.91, 343.64 (degrees) 
11 satellites evenly 
distributed in even 
planes 
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2.2.2.1 Intraplane ISL 
The distance between two nearby satellites (Satellite 00 and 01) in the same orbit (Orbit 0) keeps 
unchanged since they are placed equally in the orbit, as Figure 2-7 illustrates.  
In Figure 2-7, re is the radius of the earth (6378.14 km); rs is the orbit height above the earth (781 
km); θ is the angle between two nearby satellites in the same orbits. So 
𝑅 = 𝑟௘ + 𝑟௦ = 7159.14 km (Eq. 2-6) 
𝜃 =
360°
11
= 32.73° (Eq. 2-7) 
𝜑 =
180° − 𝜃
2
= 73.635° (Eq. 2-8) 
Based on the law of sines, the direct distance between Sat 0-00 and Sat 0-01 thus is 
re
Earth
R = re + rs
 
Figure 2-7 ISL Between Two Satellites in the Same Orbit 
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𝑑଴଴଴ି଴଴ଵ =
𝑅 × sin 𝜃
sin 𝜑
= 2016.53 km (Eq. 2-9) 
From (Eq. 2-9), it can be observed that the distance is only affected by R, which is a fixed value. 
Therefore, in the Iridium constellation and other alike-constellations, the distance between two 
satellites in the same orbit does not change over time. 
2.2.2.2 Interplane ISL 
Only satellites in nearby orbits are considered here; otherwise, it could be too far for satellites to 
communicate with each other. Two extreme cases (nearest and farthest) are analysed below. 
2.2.2.2.1 Nearest Case 
This situation happens when the Sat 1-00 flies just over the north pole or the south pole. The 
geometry of this case is illustrated in Figure 2-8. 
Applying the law of sines here, d000-100 is 
𝜑 =
180° − 𝜃2
2
= 81.82° (Eq. 2-10) 
𝑑଴଴଴ିଵ଴଴ =
𝑅 × sin 𝜃2
sin 𝜑
= 1010.53 km (Eq. 2-11) 
2.2.2.2.2 Farthest Case 
This situation happens when the Sat 1-00 flies just over the equator. The geometry of this case is 
illustrated in Figure 2-9. 
In right triangle ∆𝑂𝑀𝑆଴଴଴ , 𝑂𝑆଴଴଴തതതതതതതത is R (7159.14 km), 𝑀𝑆଴଴଴തതതതതതതത is half of 𝑆଴଴଴𝑆଴଴ଵതതതതതതതതതതത (2016.53 km). 
According to the Pythagorean Theorem, the length of 𝑂𝑀തതതതത is 
𝑂𝑀തതതതത = ට(𝑂𝑆଴଴଴തതതതതതതത)ଶ − (𝑀𝑆଴଴଴തതതതതതതത)ଶ = 7087.78 km (Eq. 2-12) 
The angle γ between two nearby orbits is 
Chapter 2. Literature Review 26 
 
 
𝛾 = 31.80° (Eq. 2-13) 
Applying the law of cosines in ∆𝑂𝑀𝑆଴଴଴, the length of 𝑀𝑆ଵ଴଴തതതതതതതത is 
𝑀𝑆ଵ଴଴തതതതതതതത = ට(𝑂𝑆ଵ଴଴തതതതതതതത)ଶ + (𝑂𝑀തതതതത)ଶ − 2 × 𝑂𝑆ଵ଴଴തതതതതതതത × 𝑂𝑀തതതതത × cos 𝛾 = 3903.68 km (Eq. 2-14) 
Finally, in the right triangle ∆OS଴଴଴𝑆ଵ଴଴, by applying the Pythagorean Theorem we can get 
𝑆଴଴଴𝑆ଵ଴଴തതതതതതതതതതത = ට(𝑀𝑆଴଴଴തതതതതതതത)ଶ + (𝑀𝑆ଵ଴଴തതതതതതതത)ଶ = 4393.76 km (Eq. 2-15) 
ISLs need to be configured correctly in simulations to reflect the realistic communication scenarios 
in the next generation LEO mega constellations. A part of scripts for configuring ISLs of OneWeb 
in ns-2 is provided in Appendix D. 
re
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Earth
 
Figure 2-8 Iridium Satellites in Neighbour Orbits (Nearest Case) 
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2.3 Satellite Communication Networks 
As described in Chapter 1, satellite orbits can be generally categorised as GEO, MEO and LEO. 
The higher an orbit is, the more costing it is needed for manufacturing and launching a satellite, the 
fewer satellites are required to cover the same geographic region, and the simpler the entire 
constellation is. 
Sat 1-00
O M
S100
S000
S001
 
Figure 2-9 Iridium Satellites in Neighbour Orbits (Farthest Case) 
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This section will review current existing and also next-generation satellite communication networks 
from GEO, MEO to LEO. 
2.3.1 GEO Constellations 
GEO satellites locate at the altitude of 35,786 km right above the equator. Because of the special 
orbit altitude, the relevant position between GEO satellites and the earth stays unchanged, which is 
a great advantage for data transmission. 
Another significant advantage of GEO satellites is high coverage. With the same spot beam angle 
(same antenna), the higher altitude a satellite locates at, the larger coverage it has on the earth, as 
Figure 2-10 illustrates. Theoretically, 3 GEO satellites are sufficient to provide global coverage 
[32]. 
The main drawback of GEO communication satellites is the large latency, the minimum round-trip 
transmission delay for a GEO satellite can be as high as 238.57 ms. In practice, the latency of using 
GEO satellite for Internet access can be about 600 ms [33], which is unsuitable for delay-sensitive 
applications, such as VoIP. 
GEO Satellite MEO Satellite LEO Satellite
Earth
α α α 
Equator
α : 3dB beam angle  
Figure 2-10 Satellite Coverage Comparison 
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In this section, three classic GEO communication operators and their constellations will be reviewed: 
Inmarsat, Intelsat and Eutelsat. 
2.3.1.1 Inmarsat 
Inmarsat originally comes from the International Maritime Satellite Organisation. Till now, it is 
still a major player in providing communication services for marine and aeroplanes with 12 active 
GEO satellites in orbit. Inmarsat's current satellite constellation is demonstrated as Figure 2-11. 
 
Figure 2-11 Inmarsat Constellation (Created with STK [35]) 
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For the current generation Inmarsat (Inmarsat-4, or I-4), each satellite weights 6 tonnes and can 
provide a global beam coverage between latitude –82 degrees and +82 degrees, 19 regional spot 
beam coverages and about 200 narrow spot beam coverages; the latter is mainly for Internet access 
services. I-4 satellites operate in L-band, and the first three I-4 satellites established the world’s first 
global 3G network [34]. 
Inmarsat satellites can provide a range of services including traditional voice calls, low-level data 
tracking systems, high-speed Internet services, and distress and safety services. For Internet access 
services, Inmarsat offers Broadband Global Area Network (BGAN), which provides "3G-type" 
mobile Integrated Services Digital Network (ISDN) with speed up to 492 kbit/s. Comparing to the 
traditional ground-based 3G cell of 4 km, a BGAN cell is around 800 km. 
Inmarsat's business also focuses on Machine-to-Machine (M2M) communications with three 
service types: 
 BGAN M2M: Suitable for high-frequency, very low-latency data reporting. It is a 3G 
satellite network service supporting full IP data connectivity and providing global access 
(except for extreme polar regions). This service sends data using BGAN Standard IP at a 
rate of up to 448 kbps with a latency from 800 ms. 
 IsatM2M: Suitable for global, short burst data, store and forward service. This service can 
provide global access (except for extreme polar regions). It can support a speed of 10.5 or 
22.5 bytes in the send direction and 100 bytes in the receive direction, with a latency 
typically between 30 to 60 seconds. 
 IsatData Pro: Providing two-way text and data communications. This service also 
provides global coverage (except for polar regions). It operates in near real-time (with a 
latency of 15-60 seconds depending on message size) anywhere in the world and could be 
ideal for remote management of fixed assets. IsatData Pro can send 6,400 bytes and receive 
10,000 bytes. 
The next generation Inmarsat constellation is called "Inmarsat Global Xpress" ("Inmarsat GX"), 
which is constructed by 3 Inmarsat-5 (I-5) satellites; it is also the first global Ka-band commercial 
satellite service. The first I-5 satellite, I-5 F1, has entered commercial service in July 2014. Inmarsat 
GX will transmit in Ka-band (20-30 GHz), each satellite can provide 89 fixed small beams and 6 
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fully steerable beams. It is designed specially to meet the ever-growing Internet access needs while 
providing up to 60 Mbit/s speed per user [35]. However, the communication latency is about 600 
ms in spite of the impressive Internet access speed. 
Inmarsat GX satellites also have some new techniques on-board. Up to 72 of the total 90 high-
bandwidth spot beams can be activated to dynamically adjust coverage to match traffic density. 
They can also utilise several steerable spot beams as part of a High Capacity Payload (HCP), by 
which the terrestrial user can have up to 8X network capacity [36]. 
2.3.1.2 Intelsat 
Intelsat, originally came from International Telecommunications Satellite Organization, is a US-
competitor of Inmarsat. With a fleet of 52 communication satellites, Intelsat is also one of the 
world's largest commercial satellite operator. Part of the current Intelsat's satellite constellation is 
demonstrated as Figure 2-12.  
Intelsat provides solutions for connectivity services in various sectors, such as data and telecoms, 
media, mobility, energy and government. Depends on specified satellite, the satellites communicate 
with earth terminals in frequencies from C-band to Ka-band. Other characteristics may also vary 
according to its manufacture time, application purpose, etc. [37]. 
Intelsat also argues to be “the first and only network”, Intelsat Globalized Network, that “lets 
anyone connect with anyone else, anywhere on the planet” [38]. By combining satellites, terrestrial 
facilities and managed services, Intelsat Globalized Network can deliver high-quality, cost-
effective, scalable broadband services to anywhere in the world. Prioritised secure service with 
global coverage is available for enterprise customers [39]. 
The next generation of Intelsat satellites is called Intelsat EpicNG, which will utilise C-band, Ku-
band and Ka-band to provide a different type of spot beams with different connectivity [40] [41]. 
More technical details are only available by contacting Intelsat directly. 
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2.3.1.3 Eutelsat 
Originally from European Telecommunications Satellite Organisation, Eutelsat is a communication 
satellite operator focusing on radio and television broadcasting. With 40 satellites covering Europe, 
Middle East, Asia, Africa and more, Eutelsat currently broadcasts 6,600 television stations (1,200 
of which are in HD) and 1,100 radio stations. Part of the current Eutelsat constellation is 
demonstrated in Figure 2-13. 
 
Figure 2-12 Intelsat Constellation (Partial, Create with STK [35]) 
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Besides TV and radio broadcasting (video applications), Eutelsat also provides other services such 
as professional data networks (including private networks, video conferencing, data broadcasting, 
etc.) and broadband services (including IP backbone connectivity, Virtual Private Networks, 
broadband Internet access, etc.) by utilising C-band, Ku-band and Ka-band communication links 
[42]. 
Eutelsat owns the first High Throughput Satellite (HTS) in Europe, KA-SAT. It provides 82 Ka-
band spot beams with 250 km diameter. For normal users, KA-SAT provides up to 20 Mbps 
 
Figure 2-13 Eutelsat Constellation (Partial, Created with STK [35]) 
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downstream and up to 6 Mbps upstream connectivity; for professional applications, the connectivity 
per user can be further increased to 50 Mbps downstream and 20 Mbps upstream – the total capacity 
is over 90 Gbps on the satellite [43]. 
2.3.2 MEO Constellations 
Medium Earth Orbit (MEO), sometimes referred as Intermediate Circular Orbit (ICO) [44], is the 
space between GEO and LEO. Comparing to GEO satellites, MEO satellites are much easier to 
manufacture and to launch; comparing to LEO satellites, much fewer MEO satellites are needed to 
provide global coverage. Thus, MEO satellite constellations are commonly used for various 
purposes, including communication and navigation. 
2.3.2.1 O3b  
The O3b network aims to provide broadband Internet service to emerging markets, or “the Other 3 
billion people” as its name indicates. The system has 12 MEO satellites providing global coverage 
within +/- 62° latitude. Its constellation is shown in Figure 2-14. 
O3b satellites operate at an altitude of 8,000 km, transmitting in Ka-band. Because of the altitude 
of operating orbit, O3b guarantees a latency of less than 150 ms; and thanks to the use of Ka-band, 
O3b becomes the first operator to deliver 1.6 Gbps of bandwidth over a single transponder. 
Arguably, SES Network (O3b’s network operator) states O3b provides Quality of Experience 
(QoE) equivalent to fibre, and it is more economical than GEO in Occasional Use (OU) scenario at 
>100 Mbps [45]. 
Specifically, O3b offers 5 types of services, namely: 
 O3bTrunk. This service provides high-speed low-cost unlimited broadband access. 
 O3bCell. This service mainly works as back-haul for 2G, 3G and 4G voice and data 
services. 
 O3bEnergy. O3b Ka-band MEO satellites work along with optional C-band GEO satellites 
to offer low latency high bandwidth data connection ideally for energy companies to 
monitor their off-shore oil/gas platforms in real-time. 
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 O3bMaritime. Besides offering broadband Internet access, a special function provided by 
this service is vessel tracking to give customers a better idea of their vessels status in the 
sea. 
 O3bGovernment. This kind of service could provide secure ultra-low latency (< 65ms) 
communication solutions for governmental and military uses. 
The next generation of the O3b network is called O3b mPOWER. The mPOWER system will be 
seven MEO satellites, with 30,000 fully-shapeable and steerable beams (over 4,000 beams per 
 
Figure 2-14 O3b Constellation (12 Satellites, Created with STK [35]) 
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satellite) that can be shifted and switched in real time. The total network capacity would be multiple 
terabits. Scheduled to be launched from 2021, more technical details about O3b mPOWER are yet 
to be released [46] [47]. 
As listed above, satellite communication networks have the ability to offer various kinds of services 
for different scenarios. Satellite networks could even extend the communication area and usage as 
long as they could be designed and be used properly [48]. 
2.3.3 LEO Constellations 
LEO satellites are operating at much lower altitudes comparing to MEO and GEO satellites; such 
characteristic brings unique advantages to LEO constellations: 
 Low latency: Even for the upper-most orbit of LEO (2,000 km), the round-trip transmission 
time is only 13.3 ms; 
 High bandwidth: Since much more satellites are needed to provide global coverage, the 
overall network capacity of a LEO constellation is usually much higher than MEO and 
GEO constellations, therefore each user can be allocated with more network resources; 
 Less signal transmission loss: Signal travel length is much shorter comparing to MEO and 
GEO. 
The main drawback of LEO constellations is the high satellite mobility, which would result in 
frequent handovers among satellites when communicating with earth terminals. For a steady earth 
user, the communication time length with a satellite is shorter than 20 minutes [49]. This must be 
considered when designing routing protocols. 
Five LEO constellations, namely Iridium, LeoSat, OneWeb, Starlink and Hongyun Project, will be 
introduced in this section.  
2.3.3.1 Iridium 
Iridium system became officially available in late 1998 [50]. It contains 66 active satellites running 
at the altitude of about 781 km while some in-orbit spare satellites in case of system failure running 
at the altitude of around 666 km [51]. Each satellite orbits the earth about every 100 minutes; in 
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other words, the average satellite in-sight time to an unmoved terrestrial terminal is around 9 
minutes [52]. The constellation of Iridium is illustrated in Figure 2-15.  
Iridium could provide global coverage for voice service, SMS service, data service and even 
broadband service [53]. Because of the unique physical characteristics of LEO constellations, 
Iridium is the only currently available satellite communication network to provide true global (pole-
Figure 2-15 Iridium Constellation (66 Satellites, Created with SaVi [55]) 
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to-pole) coverage [54]. Its advantage of coverage significantly promotes the system’s usefulness. 
Satellites communicate with each other via Ka-band ISLs operating at 10 Mbps [55]. 
From 2015, the Iridium operating company, Iridium Communications Inc., starts to construct 
“Iridium NEXT” specifically targeting broadband service. The new constellation will also contain 
66 active LEO satellites and several spare satellites, while it could provide 1.5 Mbps data 
transmission via L-band and 8 Mbps data transmission via Ka-band. According to the official 
description, Iridium NEXT would drive a global communication evolution by providing Machine-
to-Machine (M2M) communications, more powerful and more reliable land mobile service, faster 
and more affordable broadband services [56]. 
2.3.3.2 LeoSat 
LeoSat is a LEO satellite constellation providing services to enterprise, finance, government, energy 
and maritime sectors. The entire constellation contains 108 satellites orbiting at 1,400 km. The 
proposed constellation is illustrated in Figure 2-16. 
The connectivity per satellite is as follows: 10 Ka-band steerable user antennas (providing 50 Mbps 
– 1.6 Gbps Internet access speed per terrestrial user), 2 steerable gateway antennas (providing 
aggregated connectivity up to 10 Gbps, or 5.2 Gbps per user) and 4 optical ISLs [57]. The 
constellation is designed to offer an earth-to-space latency that less than 20 ms. Arguably, LeoSat 
can provide better communication network performance than terrestrial ones. For instance, the 
latency for communication from London to Singapore by the fibre is more than 180 ms, which by 
LeoSat it will be less than 120 ms [58]. 
Early bird satellites will be launched in 2019. The constellation will offer full worldwide service 
from 2022 [59]. 
2.3.3.3 OneWeb 
Originally proposed in late 2014, OneWeb (formerly known as WorldVu or L5) is a LEO 
constellation constructed by 648 satellites orbiting at 1,200 km in 18 planes. Supported by large 
international enterprises such as Qualcomm, Virgin Group and Airbus, OneWeb is one of the most 
famous next generation LEO satellite communication networks. The proposed constellation is 
illustrated in Figure 2-17. 
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Earth-space communication will utilise Ku-band and Ka-band, while each terrestrial user will have 
50 Mbps downlink and 25 Mbps uplink Internet connectivity; each satellite will provide an 
aggregate capacity of up to 7.5 Gbps [60]. The service area per satellite is designed to be 1080 km 
x 1080 km [61]. The round-trip transmission latency is expected to be as low as 50 ms, comparing 
to the 600+ ms latency provided by current satellite ISPs [62]. In order to construct such a mega 
constellation, OneWeb satellites are modularly designed and are pipeline produced – up to 15 
 
Figure 2-16 LeoSat Constellation (108 Satellites, Created with SaVi [55]) 
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satellites can be produced per week. Such practice dramatically lowers the satellite manufacture 
cost. 
The full constellation will be operational from 2019-2020. Most of the initial 648 satellites' capacity 
has already been sold out, therefore OneWeb is considering adding 1,972 additional satellites to the 
current 648 satellites setup [63]. However, it is still uncleared what the new constellation will look 
like [64]. 
 
Figure 2-17 OneWeb Constellation (648 Satellites, Created with SaVi [55]) 
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2.3.3.4 Starlink 
Starlink is a LEO constellation proposed by SpaceX, and it is the constellation with the most 
satellites among all the next generation LEO mega constellation proposals so far. Starlink 
constellation contains 4,425 satellites orbiting at 1,200 km in 83 planes and 7,518 satellites orbiting 
at 340 km (also known as Very Low Earth Orbit, or VLEO); the total satellite number of this 
ambitious proposal is thus 11,943 [65].  
 
Figure 2-18 Starlink constellation (11,943 Satellites, Imaginary Representation, Created with 
SaVi [55]) 
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An imaginary representation of the proposed Starlink constellation is illustrated in Figure 2-18.  
With the numerous satellites orbiting in LEO, Starlink is also available to provide the most 
competitive network performance. "Gigabit" speed will be provided to users with a latency of ~25 
ms [66]. Operational constellation will be launched in 2019, will the full build-out will not complete 
till 2024.  
Starlink is still in early-stage research, more technical details are yet to be released. 
2.3.3.5 Hongyun Project 
Hongyun Project, formerly known as "Star of Happiness", is a Chinese equivalent LEO mega 
constellation proposed by China Aerospace Science and Industry Corporation. It will have 156 
satellites orbiting at 1000 km. An imaginary representation of the proposed Hongyun constellation 
is illustrated in Figure 2-19. 
Each satellite will have 6 Gbps capacity, while each user will have 40 Mbps. Earth-space 
communications will utilise Ka-band. The entire constellation is proposed to fully operate in 2024 
[67]. 
Hongyun Project is still in early-stage research, more technical details are yet to be released.  
2.3.4 Comparison 
Comparison of the listed next generation LEO mega constellations is as Table 2-4. 
It can be observed that the next generation LEO mega constellations will utilise much higher 
frequencies for signal transmission than traditional ones, from traditional C-band, L-band towards 
Ku-band, Ka-band and even V-band. Higher frequencies will lead to higher communication 
bandwidth, which is essential for state-of-the-art Internet applications such as multimedia streaming. 
In addition to the increased capacity per satellite, the enormous satellite number (from tens to over 
10,000) also helps to increase the network's overall capability, which furthermore brings more 
application possibility and better network stability. 
The mean drawbacks of LEO mega constellations include: 
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 Network management: Practically, it is difficult to manage a network with hundreds or 
thousands of components located thousands of kilometres away. Any mistake may result 
in a massive malfunction throughout the entire network. 
 Packet routing decision: Satellite constellation has an ever-changing network topology 
with high mobility, it is tricky for packets to navigate within the satellite network. The 
communication time length between an earth terminal and a satellite is quite short, which 
leads to frequent handovers and furthermore increases routing difficulty. 
 
Figure 2-19 Hongyun Constellation (156 Satellites, Imaginary Representation, Created with SaVi 
[55]) 
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 Region-related issue: Some regions restrict usage of the certain frequency band. When 
flying over these regions, satellites have to shut down certain components to cope with 
local regulation. Satellite density in polar areas is extremely high, which may lead to severe 
interference. 
 Environment-friendly: A LEO satellite usually has a less-than-25-year’s lifetime [68]. 
After mission completion, the numerous satellites become space debris and potentially 
become threats to future space missions. 
These drawbacks have to be considered seriously. 
Table 2-4 Next Generation LEO Mega Constellation Comparison 
 Iridium 
NEXT 
LeoSat OneWeb Starlink Hongyun 
Project 
Number of 
Satellites 
66 108 648 
(+ 1,972) 
4,425 
+ 7,518 
156 
Orbit 
Altitude 
781 km 1,400 km 1,200 km 1,200 km 
and 340 km 
1,000 km 
Signal 
Transmissio
n Frequency 
L-band 
Ka-band 
Ka-band Ku-band 
(V-band) 
Ku-band 
Ka-band 
V-band 
Ka-band 
Capacity 
per Satellite 
N/A 11.6 Gbps N/A N/A 4 Gbps 
Data Speed 128 kbps 
1.5 Mbps 
8 Mbps 
50 Mbps-1.6 
Gbps 
5.2 Gbps 
50 Mbps “Gigabit per 
second” 
40 Mbps 
Transmissio
n Latency 
N/A < 20 ms N/A ~25 ms N/A 
Year of 
Operation 
2015 2022 2019 2019 2024 
Supporting 
Enterprises 
Iridium Inc. LeoSat Qualcomm, 
Virgin 
Group, 
Airbus, etc. 
SpaceX CASIC 
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2.4 Satellite Network Routing 
As aforementioned, a single LEO/MEO satellite can only cover a limited geographic area on the 
earth due to physical limitation. In order to provide global network coverage for communications, 
data have to be properly relayed through the satellite network. The methodology for managing data 
traffic within the satellite network is called satellite network routing. 
According to the satellite network’s constellation setup, satellite network routing can be generally 
classified into three categories: single-layered satellite network routing, multi-layered satellite 
network routing and other routing methods. 
2.4.1 Single-Layered Satellite Network Routing 
A single-layered satellite network is constructed by satellites orbiting on the same or similar 
altitudes, such as Iridium, OneWeb and O3b. From the entire satellite network point of view, there 
is no significant difference in terms of every single satellite within the constellation and each 
ground-satellite link. Inter-satellite links’ characteristics, if such links exist in the network, may 
vary depends on related satellites’ location and dynamic. 
Because of the large number of satellites used in a LEO constellation, the high relative dynamic 
between two satellites and between satellite and ground terminal, the small coverage every single 
satellite can provide, routing in LEO satellite network is more difficult but important to provide 
global communication services. In general, there are two mainstream strategies for LEO satellite 
network routing: virtual node and virtual topology. 
2.4.1.1 Virtual Node 
Virtual node strategy divides the earth into logical areas according to certain theories, usually based 
on geographic longitude and latitude for easier management. Each area is serviced by one satellite. 
This strategy can conceal the complex movement of LEO satellites to ground users. 
An IP-based routing algorithm for LEO satellite networks with virtual node strategy proposed by 
Hashimoto in [69] divides the earth’s surface into 160 km by 160 km squared supercells, and each 
supercell is further divided into 9 cells. The nearest satellite to the centre of the supercell is in charge 
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of the service coverage. The concept of “Virtual Addresses (VIDs)”, assigned statically based on 
cell geographic information and inserted into IP datagrams, is used for inter-satellite routing. 
Instead of using geographic longitude and latitude information for managing satellite coverages, 
the routing algorithm proposed in [70] and [71] uses the serial number of the satellite on its orbit 
(S) and the serial number of orbit in the entire constellation (P) to determine the satellite’s location. 
P is static in routing calculation, and S changes while satellite moves. Similar to the Shortest Path 
First (SPF) algorithm [72], this algorithm takes link length into consideration for end-to-end delay 
optimisation. Based on work in [69] - [71], the Distributed Geographic Routing Algorithm (DGRA) 
[73] introduces a two-step decision process to determine the shortest path: the satellite firstly 
computes the total route length based on “readily available” location information, then routes the 
packet to the neighbouring satellite that most reduces the distance to the destination. 
Location-based probabilistic routing approaches are introduced in [74] and [75] respectively. 
Similar to [70] and [71], both [74] and [75] use “orbit address” and “relative latitude address” to 
determine a satellite’s location. By applying Probability Distribution Function (PDF), [74] states 
that the number of re-routing attempts can be reduced without knowledge of the exact call duration 
and user location, while [75] states the size of routing table stores in each satellite can be reduced 
 
Figure 2-20 An Example of Virtual Node Strategy [88] 
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since global topology knowledge is not required. An optimised probability-based routing algorithm 
based on [74] is introduced in [76]. The latter keeps more ISLs to reduce call blocking probability. 
Other virtual node strategy based satellite routing protocols can be found in [77] - [80]. [77] is 
designed for satellite broadband services while taking QoS requirements into consideration, while 
IP services are provided over ATM (Asynchronous Transfer Mode) network. Load balancing is 
performed on each satellite by diverting traffic to neighbour satellites with more residual bandwidth 
in [78], which is supposed to achieve global balancing by diffusing traffic in congested areas to less 
busy areas. Although called a different name as “logical topology”, [79] and [80] still uses the 
“virtual node” strategy when design routing protocol for LEO constellations. The authors simply 
use static routing in the logical network constructed by virtual nodes, since the “logical nodes” hide 
the actual satellites’ dynamic and hence are steady. 
2.4.1.2 Virtual Topology 
Virtual topology fully utilised the deterministic nature of LEO constellations. Since satellites are 
orbiting the earth periodically, after a certain period, the topology of the network will be the same 
as current again. If dividing this time period into time slices according to the certain algorithm and 
if the time slice is short enough, the network topology within each time slice can be treated as fixed. 
Therefore, the satellite ever-changing topology can be converted to a few fixed topologies. 
Chang et al. modelled the LEO satellite network as a Finite State Automaton (FSA) [81] [82]. They 
used Odyssey constellation for research purpose. The Odyssey’s 6-hour orbiting period is divided 
into 144 distinct states, and the topology for each state is analysed respectively. Their routing 
algorithm is designed for traditional telephony services; during the routing process, link with more 
residual bandwidth is preferred to reduce call blocking probabilities. 
An ATM-based LEO inter-satellite routing algorithm with virtual topology strategy named 
Discrete-Time Dynamic Virtual Topology Routing (DT-DVTR) can be found in [83], while more 
details can be found in [84]. After dividing the satellite network’s topology into discrete-time fixed 
topologies, routes are calculated off-line without adaption to real-time link status. Broadband 
service support is also out of this research’s scope. 
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Another virtual topology strategy-based LEO satellite network routing algorithm can be found in 
[85]. This algorithm does not store routing table with the entire network’s topology information on 
satellites; instead, routes are calculated, and routing table are stored on ground stations called 
Network Operations and Control Centers (NOCCs). Best routes are selected on the SPF basis. 
2.4.2 Multi-Layered Satellite Network Routing 
Providing services at different altitude will lead to different performances. Therefore, some 
researchers proposed a multi-layered satellite network structure constructed by LEO/MEO or 
LEO/MEO/GEO constellations and furthermore proposed routing algorithms for such networks. 
The first Satellite over Satellite (SOS) network is introduced in [86] in 2000. This work does not 
specify the number of layers in a SOS network but used a LEO/MEO/GEO triple-layered network 
as a communication scenario example and a LEO/MEO double-layered network for performance 
evaluation. Three types of communication links are introduced: 
 User Data Link (UDL): connects satellite nodes and terrestrial nodes; 
 Inter-Satellite Link (ISL): connects satellites within the same layer; 
 Inter-Orbit Link (IOL): connects satellites within different layers. 
All the three types of links exist in the lowest layer, while UDL is optional to higher layers. Satellites 
in higher layers are usually used to manage lower layer’s network topology and to calculate routing 
tables for lower layers, and sometimes they can also be used as communication backhaul for extra 
redundancy.  
2.4.2.1 Double-Layered Network Routing 
Double-layered satellite networks usually contain LEO and MEO layers for the minimum latency 
and the best coverage (GEO satellites cannot provide polar-to-polar coverage), and a MEO satellite 
is usually selected as the “manager” of the LEO satellites within its coverage. 
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Satellite Grouping and Routing Protocol (SGRP) shifts ground stations’ responsibility of inter-
satellite route calculation in traditional protocols to MEO “manager” satellites [87]. Every LEO 
satellite continuously measures the delay metric on all its outgoing links and creates a “Delay 
Report” (DR). The DRs are then sent to the LEO satellite’s manager – a corresponding MEO 
satellite. Satellites in the MEO layer create a new DR on each satellite side and exchange the new 
reports with each other; in which way, every MEO satellite can obtain an overall information about 
the LEO layer’s network topology. Routing tables are calculated based on these DRs and are 
transmitted from MEO manager satellites to LEO satellites. 
 
Figure 2-21 An Example of Multi-Layered Satellite Network [87] 
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Works in [88] and [89] are based on SGRP, but they contribute to reduce snapshots and furthermore 
to reduce the storage requirement for storing routing tables. The former theoretically analyses the 
LEO satellite network topological dynamics and reduces snapshots by extending snapshot length. 
The latter improves satellite grouping strategy by tuning the algorithm a LEO satellite 
communicates with its MEO manager, i.e. a LEO satellite will only switch to another MEO manager 
when it is no longer under its ex-manager’s coverage. In such practice, the number of snapshots can 
be reduced as well. 
Another example of a double-layered satellite network routing protocol is Traffic-Adaptive Hybrid 
Routing (TAHR) [90]. In TAHR, MEO satellites periodically calculate ISLs in the MEO layer and 
update the topology information of its managing area (called Coverage Grouping Table, CGT) when 
IOL handover happens, which leads to the certain capability of network traffic status adaption to 
the satellite network. Short-range communications are transited via the LEO layer, and long-range 
communications are performed via the MEO layer. 
2.4.2.2 Triple-Layered Network Routing 
Some researchers believe that a combination of LEO, MEO and GEO satellites as a combined 
satellite communication network would yield a better performance than using a single layer [91]. 
Similar to double-layered approach, Multilayered Satellite Routing (MLSR) algorithm chooses 
satellite in the upper layer as the manager of satellites in the lower layer within its coverage, i.e. 
MEO satellites are managers of LEO satellites, and GEO satellites are managers of MEO satellites. 
Routing table calculation is performed following steps shown in Figure 2-22. 
“Novel Satellite Grouping and Routing Protocol” (NSGRP) inherits from MLSR and SGRP and 
aims to resolve MLSR and SGRP’s issues of inefficient congestion handling and high route 
computation burden by introducing virtual node strategy and virtual topology strategy, which are 
usually used for single-layered LEO satellite network routing, to multi-layered networks [92]. In 
NSGRP, GEO satellites serve as backhauls and monitor the entire network’s operation; terrestrial 
gateways oversee snapshot calculation and upload results to GEO satellites; routing calculation are 
performed jointly by terrestrial gateways and MEO satellites; LEO satellites relay data packets 
under MEO satellites’ management. 
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Another approach of LEO/MEO/GEO triple-layered network, so-called “LEO-User-Oriented 
Space Integrated Information Network”, can be found in [93]. In this network concept, LEO is no 
longer used as routers; all the routing calculation and decision are made in MEO and GEO layers. 
Instead, LEO satellites are used as normal communication nodes. A similar concept is proposed in 
[94], which network includes High Altitude Platform (HAP)/LEO/GEO. HAP layer has a similar 
function to the LEO layer in [93], and LEO layer has a similar function to the MEO layer. 
2.4.3 Other Satellite Network Types 
Some other satellite network routing approaches have been explored for scenarios such as Delay 
Tolerant Network (DTN), Deep Space Network (DSN) and Interplanetary Network (IPN). DTNs 
are networks for communication services that are not sensible to transmission delay or disruption, 
such as non-real-time sensor data collection [95]. Obviously, due to the long transmission distance, 
DSNs and IPNs are also instances of DTNs. 
Darting [96] is a classic routing algorithm for large space-based dynamic-topology networks. The 
main design purpose of Darting is to minimise message overhead while maintaining reliable 
message delivery on DTNs. To achieve such an objective, each node calculates the route cost from 
itself towards the destination and determines which is the next node (every node is assumed to have 
a copy of predetermined cost matrix of the network links), and such mechanism is only triggered 
when there are data to be transmitted. However, Darting may not always perform as supposed 
according to [97]. 
Some researchers tackle the routing problem for DTNs in DSN environment with other approaches. 
A position-based approach can be found in [98], and a contact graph-based approach is introduced 
in [99]. Both fully utilise the predictable manner of communication nodes involved in deep space 
communications. Since deep space communications are dramatically different from near earth 
communication scenarios discussed in this thesis, such differences include but not limited to link 
length, communication duration, error rates, link bandwidth and service’s tolerance to delay, these 
works will not be further discussed here. 
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2.4.4 Comparison 
This section introduced some routing protocols proposed for satellite communication networks. 
Different strategies combined with different network architectures have been explored for fulfilling 
various communication service requirements. 
For single-layered LEO satellite networks, virtual node and virtual topology are the two main 
strategies used for resolving the complex routing issue introduced by the complicated constellation 
dynamic. For multi-layered satellite networks, satellite on upper layers are usually selected as the 
managers of the satellites on the lower layers to give the satellite network more independence from 
ground stations’ control; however, a major problem of such multi-layered architecture is the high 
cost and high difficulty for simply constructing such a network. It is arguably unpractical 
considering there is no such multi-layered satellite communication networks in operation or even 
being proposed. Deep communications are significant different comparing to near earth 
communication scenarios; special considerations are required for both network architecture design 
and routing strategy selection. 
A brief comparison of the routing protocols discussed in this section is provided in Table 2-5. 
Table 2-5 Satellite Routing Protocol Comparison 
Routing Protocol Satellite 
Network Type 
Routing Strategy Static/Dynamic 
Routing 
An IP-based routing 
algorithm [72] 
Single-layered 
(LEO) 
Virtual node, VID-
based routing 
Static 
A distributed routing 
algorithm [74] 
Single-layered 
(LEO) 
Virtual node, SPF Dynamic 
Distributed geographic 
routing algorithm [76] 
Single-layered 
(LEO) 
Virtual node, SPF Dynamic 
Probabilistic routing 
protocol [77] 
Single-layered 
(LEO) 
Virtual node, PDF Static 
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Table 2-5 Satellite Routing Protocol Comparison (cont’d) 
Routing Protocol Satellite 
Network Type 
Routing Strategy Static/Dynamic 
Routing 
A localised routing 
scheme [78] 
Single-layered 
(LEO) 
Virtual node, two-stage 
routing (interzone and 
intrazone routing) 
Dynamic 
A logical topology-
based routing [82] 
Single-layered 
(LEO) 
Virtual node Static 
An IP-based routing 
algorithm [83] 
Single-layered 
(LEO) 
Virtual node Static 
A heuristic approach 
[85] 
Single-layered 
(LEO) 
Virtual topology, FSA Static 
Discrete-time dynamic 
virtual topology routing 
[87] 
Single-layered 
(LEO) 
Virtual topology, ATM-
based routing 
Static 
A routing scheme with 
routing tables stored on 
the ground [88] 
Single-layered 
(LEO) 
Virtual topology, SPF Static 
Satellite grouping and 
routing protocol [90] 
Multi-layered 
(LEO/MEO) 
Satellite grouping, SPF Dynamic 
A QoS routing based on 
a heuristic algorithm 
[92] 
Multi-layered 
(LEO/MEO) 
Satellite grouping, 
virtual node and virtual 
topology, QoS-satisfied 
Dynamic 
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2.5 Satellite Network Application Scenarios 
Satellite network application scenarios have evolved from scientific and institutional towards the 
commercial mass market. Currently, satellite networks have been applied to various aspects, as 
demonstrated in Figure 2-23. 
Table 2-5 Satellite Routing Protocol Comparison (cont’d) 
Routing Protocol Satellite Network 
Type 
Routing Strategy Static/Dynamic 
Routing 
Multilayered 
satellite routing 
algorithm [94] 
Multi-layered 
(LEO/MEO/GEO) 
Satellite grouping, SPF Dynamic 
Novel satellite 
grouping and 
routing protocol 
[95] 
Multi-layered 
(LEO/MEO/GEO) 
Satellite grouping, 
virtual node and virtual 
topology, SPF 
Dynamic 
A real-time traffic 
routing scheme [97] 
Multi-layered 
(HAP/LEO/GEO) 
Static connection 
matrix, SPF-based load 
balancing 
Dynamic 
Darting [99] DTN “Successor update 
mechanism” and 
“predecessor update 
mechanism” 
Dynamic 
Data centric 
position-based 
routing [101] 
DSN, DTN Position-based routing Static 
Contact graph 
routing [102] 
DSN, DTN Contact graph-based 
routing 
Static 
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With the development of satellite network, satellite application scenario keeps expanding. 
Following applications are becoming more and more popular: 
 Blue economy: By the natural advantage of global coverage, satellite constellations are 
perfect for monitoring seas and oceans and to provide supports to the fishing industry. By 
providing expert fisheries and enforcement analysts with productivity-enhancing 
technology, much advanced analytical support can be offered to oceanic fishing activities. 
 Geological surveys: Especially for mining and oiling industry, to monitor surrounding 
environmental conditions. Due to physical and geographic restrictions, analyse a large 
area’s condition could be extremely difficult and sometimes impossible. Satellite network’s 
natural advantage of large coverage provides an ideal solution for this application scenario. 
 Precision automation: Based on GNSS (GPS, GLONASS, Galileo, BeiDou, etc.) 
information and integrated with terrestrial infrastructures, satellite networks can support 
precision automation for many areas, such as autonomous vehicle and autonomous factory. 
 
Figure 2-23 Satellite Applications – Portfolio View [103] 
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The integration of data from satellites, UAVs and on-site sensors can effectively target 
scarce resources informed by specific risk profiling. 
 Internet access: Satellite network would be an ideal solution for providing Internet to 
remote areas and to less-developed regions with limited terrestrial network infrastructure. 
O3b constellation has successfully provided Internet service for equator regions with 3G-
like speed. Future constellations are designed to provide Internet access with speed from 
megabits per second to gigabits per second, which is sufficient for modern Internet 
applications. 
 IoT and health: Similar to providing normal Internet access, satellite constellations can 
also be the ideal solution for providing remote monitoring and control for IoT and health 
applications. This scenario is especially important for providing health service to rural areas, 
as medical resources are not evenly distributed around the world. Residents in rural areas 
usually lack efficient access to proper health care services. Satellite communication 
network can at least provide the essential support required when needed. 
Some application scenarios will be further introduced and discussed in Chapter 3, 4 and 5. 
2.6 Satellite 5G 
Satellites can provide 5G service to areas that cannot be covered by the terrestrial 5G network 
(isolated/remote areas, onboard aircraft or vessels), and can enable 5G network scalability by 
providing efficient multicast/broadcast resources. Therefore, satellite networks are expected to be 
an important part of the 5G network. 
Historically, satellite networks and terrestrial mobile networks have been developed separately. For 
terrestrial mobile communications, satellite networks are usually one generation behind the 
terrestrial ones; the result of this separation is the difficulty when integrating the two network forms 
and provide seamless services [100]. 
The visions of 5G include up to 1000 times data requirement by 2020 and the emergence of IoT 
[101]. Both of them require increased network capacity, availability, reliability and robustness. 
Satellites can be a part of 5G in the following areas: 
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 Coverage: This could easily be the most significant advantage of satellite network 
comparing to terrestrial ones. While much smaller cells are used in the 5G network, it 
becomes more difficult and more expensive to deploy traditional terrestrial mobile network 
infrastructures to cover a large area. Satellite networks, especially LEO constellations with 
pole-to-pole coverage will be an ideal solution for coverage enhancement. 
 Integration: Network traffic is forecasted to increase significantly in the following years, 
which brings a much higher requirement for the network capacity [102]. Intelligently 
routing traffic between terrestrial networks and satellite networks can improve Quality of 
Experience (QoE). 
 Backhaul: High throughput satellites can be utilised to complement terrestrial provision 
and provide backhaul service to areas without terrestrial network infrastructures. It may 
even possible to utilise satellite for some functionalities that traditionally provided by 
terrestrial network nodes to save on physical sites on the ground. 
 Resilience: Terrestrial infrastructures are easily affected by man-made or natural disasters. 
Satellite networks may not be able to provide a full set of services alone, but they can be 
used to provide essential services for disaster relief and management, and therefore they 
can help restore terrestrial services as soon as possible. 
 IoT: Highly scattered, low data rate M2M communications can be made via satellite 
networks because of the large coverage and the great variety of services can be provided 
by satellites [103]. Smartly manage the bursty and low rate M2M traffic can fully utilise 
satellite link resources, which will reduce overall communication cost. 
2.7 Space-Ground Integrated Networks 
From 2000 onwards, several projects tried to provide a state-of-the-art approach to an integrated 
network. Internetworking among satellite networks and 3G/4G mobile networks could promote a 
much wider service area, and integrated satellite and MANET networks have been seen great 
potential especially in vehicular communications [104] and disaster situations [105]. 
Chapter 2. Literature Review 59 
 
 
2.7.1 SatNEx 
Satellite communications Network of Excellence (SatNEx) is a long-term research in satellite 
communications across Europe that lasted for 9 years (2004-2013) including three phases [106]. 
One of the main research objects in SatNEx Phase III was “Exploration of Hybrid Space/Ground 
Signal Processing Techniques” led by the University of Bologna. This work focused on signal 
processing on the physic level using techniques such as data compression, Beam Forming (BF) and 
Multi User (MU) Multiple Input Multiple Output (MIMO) along with On-Board Processing (OBP) 
to achieve such a goal. 
Hybrid space/terrestrial signal processing is a trade-off between performance and payload 
complexity. To achieve the proposed performance, each satellite needs to firstly process data signals 
by techniques such as BF, data compression, encoding and modulation, etc. before transmitted to 
the ground. Their hybrid signal processing architecture, called Digisat, is illustrated in Figure 2-24. 
 
Figure 2-24 Digisat Architecture [110] 
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In this system, Ka-band (26.5 – 40 GHz) satellite is utilised to provide high bandwidth [107]. The 
forward link is operating at 20 GHz with a total bandwidth of 500 MHz based on DVB-S2 standard, 
while the return link is working at 30 GHz occupying the same amount of bandwidth employing 
DVB-RCS2 standard. 
2.7.2 SATSIX 
SATellite-based communications systems within IPv6 (SATSIX) is a project that focuses on 
implementing Internet Protocol version 6 (IPv6) in satellite networks to provide convergence on 
two kinds of satellite network platforms, namely transparent platform and regenerative platform.  
In a transparent platform, the satellite acts as a repeater, and the whole network has a typical star 
topology. This kind of platform provides bi-directional IP connectivity between terminals and 
terrestrial networks. In a regenerative platform, the network usually has a mesh topology. It could 
offer direct user-to-user connections without the needs of the previous concentration of signals in a 
hub. These two network platforms are illustrated in Figure 2-25. 
In SATSIX project, Wi-Fi and WiMAX are used as terrestrial communication networks. The 
research scenarios include: 
 High-speed trains connecting with satellites handover signals to terrestrial wireless 
networks (Wi-Fi) when satellite connections become unavailable (for instance, driving into 
a tunnel or a railway station).  
 Passengers in an aircraft connect to the Internet using IPv6 via IPv4 satellites. Wi-Fi is 
implemented within the aircraft. Encapsulators are used to encapsulate IPv6 packets into 
IPv4 packets. 
 3-play services (voice, video and data). 
 TV over DVB-S (uplink) / DVB-RCS (downlink). 
As described above, the terrestrial networks chosen in SATSIX project are Wi-Fi and WiMAX, 
which means the terrestrial structures are fixed, i.e. AP cannot be changed. However, in ad hoc 
mode, AP should be selected according to some certain scheme. Due to this reason, SATSIX could 
not perfectly fit scenarios with high dynamics, such as disaster sites, when ad hoc network is usually 
involved. 
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(a) Transparent Platform 
 
(b) Regenerative Platform 
Figure 2-25 SATSIX Platforms [112] 
Chapter 2. Literature Review 62 
 
 
2.7.3 MONET 
Mechanisms for Optimization of hybrid ad hoc and satellite NETworks (MONET) is a project for 
combining Mobile Ad hoc NETworks (MANETs) and satellite networks seamlessly. The project 
lasted for over 3 years (from 2010 to 2013), involved partners from 6 European countries. The 
concept of MONET is illustrated in Figure 2-26. 
The most valuable characteristic of MANET is its flexibility. It could create a self-adaptive wireless 
network without implying extra network devices. Such a network is ideal for areas with no network 
infrastructures or damaged infrastructures, such as emergency and disaster sites. Satellite networks 
can provide global network coverage with relatively low cost. Therefore, this combination of 
MANET and satellite in MONET is aimed to provide emergency and disaster relief services. The 
overall architecture of MONET and a potential scenario in this circumstance is shown in Figure 
2-27. 
 
Figure 2-26 MONET Concept [113] 
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The main tangible objectives in MONET include: 
 The develop a complete understanding of the problems and complexity underlying the 
highly dynamic and heterogeneous environment of a hybrid MANET-satellite network; 
 To optimise the use of satellite access links in a MANET through mechanisms that propose 
and implement changes in topology and resources used; 
 To provide seamless broadband services to everyone at any time in a hybrid MANET-
satellite network thanks to optimised algorithms and network mechanisms; 
 To overcome performance bottlenecks and roadblocks in hybrid MANET-satellite 
networks to enable a more pervasive and optimized network structure. 
 
Figure 2-27 MONET Overall Architecture [114] 
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2.7.4 BATS 
Broadband Access via integrated Terrestrial and Satellite systems (BATS) is a European Union 7th 
Framework Programme (FP7) funded project, which is still an ongoing project started in 2013 and 
aims to deliver over 30 Mbps broadband service to 100% of European households by 2020. Its 
overall architecture is shown in Figure 2-28. 
In an urban area, it is generally possible to fulfil the broadband requirement with the help of cable, 
fibre and mobile networks; however, it would be costly if delivering such infrastructures into a rural 
area. Instead, the satellite has an important role to back up rural users’ need. BATS also considers 
the diversity of routing at both user and ground station side with the help of Intelligent User 
Gateway (IUG). When using satellite communications, IUG will select the most suitable ground 
station to communicate with. 
Furthermore, the objectives of the BATS project include: 
 
Figure 2-28 BATS Architecture [115] 
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 BATS integrated concept: define and validate novel end-to-end architecture to deliver >30 
Mbps broadband services; 
 Intelligent User Gateway development to provide the seamlessly end-to-end connection; 
 Design new techniques to improve satellite network throughput; 
 Define new test methods to assess real user experience; 
 Develop relative standards; 
 Economic and environmental sustainability. 
2.7.5 Comparison 
From a technical point of view, a comparison of the projects described in this section is made based 
on: 
 Terrestrial network type (e.g. wired or wireless), 
 Satellite link operating frequency band, and 
 Forward link and return link frequencies and standards. 
The results are demonstrated in Table 2-6, from which we can have the following findings: 
1. All of the previous work utilised IP network as the terrestrial component, although the 
network can be either wired (xDSL) or wireless (Wi-Fi, WiMAX). MANET is an instance 
of a wireless IP network. 
2. Some work (MONET) utilises traditional L-band for GSL links, while some (SatNex, 
SATSIX and BATS) utilise higher frequency, such as Ku-, Ka- or even V-band for higher 
communication bandwidth. (Q-band ranges from 33 GHz to 50 GHz, which falls into Ka-
band or V-band according to IEEE standard provided in Appendix A). 
Furthermore, we can draw the following conclusions: 
1. It is possible to build a satellite-terrestrial integrated network. 
2. The currently widely used Internet Protocol (IP) is still usable in the integrated networks. 
Utilising the same protocol in both satellite and terrestrial parts can decrease network 
management difficulty. 
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3. Ku-band and higher frequencies will be more and more popular for satellite-terrestrial 
integrated networks. This happens to match the trend of next-generation satellite 
constellations. 
2.8 Summary 
In this chapter, the author reviewed some research areas related to this thesis, including terrestrial 
mobile ad hoc network routing, satellite geometry, state-of-the-art satellite network routing 
approaches, satellite communication networks, space-ground integrated networks and satellite 
network applications. 
For mobile ad hoc network, a suitable routing algorithm has to be selected according to detailed 
scenarios. For instance, proactive routing is preferred for networks with limited mobility, while 
Table 2-6 Technical Comparison of Space-Other Integrated Networks 
Project Terrestrial Network 
Satellite Operating 
Frequency Band 
Forward Link/Return Link 
Frequencies and Standards 
SatNex IP network Ka-band Forward: 20 GHz (DVB-S2) 
Return: 30 GHz (DVB-RCS2) 
SATSIX Wi-Fi, WiMAX Ku-band Forward: DVB-S 
Return: DVB-RCS 
MONET MANET L-band Forward: 1626.5 MHz - 1660.5 
MHz 
Return: 1525 MHz - 1559 MHz 
BATS xDSL, Broadband 
Wireless 
Ka-band, Q/V-band Forward: 17.7 - 20.2 GHz, 37.5 - 
38.5 GHz 
Return: 27.5 - 30 GHz, 40.5 - 41.5 
GHz 
 
Chapter 2. Literature Review 67 
 
 
reactive routing is robust to topology changes. A routing protocol needs to be selected according to 
the network’s characteristics, and current routing protocols need to be optimised for novel network 
instances, such as utilising MANET as a part of the proposed satellite-terrestrial integrated network. 
Depending on different network structures and different application scenarios, various satellite 
network routing approaches have been proposed. Techniques vary from single-layered satellite 
network structure to multi-layered satellite network structure, and scenarios vary from near-earth 
communication to inter-planetary communication. The routing mechanism along with the overall 
network structure must be designed to fit the intended service requirements (e.g. bandwidth, latency, 
etc.), as different approaches can lead to various performances. 
Satellite communication networks trends to have lower altitude, higher transmission frequency and 
more satellites. Such characteristics will greatly impact on the network's performance and bring the 
potential for novel application areas. The great mobility and dynamic of next-generation satellite 
constellations, especially LEO mega constellations, will introduce significant systemic complexity 
for discovering suitable route for packet transmitting and for the overall network management. New 
routing scheme needs to be explored. 
Several projects have explored the possibility and functionality of integrating satellite network with 
terrestrial networks. They have successfully proved it is a practical technique and can fully utilise 
the potential of both terrestrial and satellite parts. The potential for integrating LEO mega 
constellation and terrestrial MANET can be therefore foreseen. 
The research described in this thesis is produced based on these literature review results. 
68 
Chapter 3 
3 Routing Protocol in Terrestrial Mobile Ad hoc 
Network 
As introduced in Section 2.6, terrestrial networks and satellite networks have been historically 
separately developed and utilised. In other words, when designing routing protocols for terrestrial 
networks, internetworking with satellite networks usually falls out of consideration by researchers, 
and vice versa. When integrating terrestrial mobile ad hoc network and satellite network, the routing 
protocol used in any part also needs to ensure the successful packet delivery and optimised traffic 
management for the integrated environment. Therefore, a novel routing protocol designed for 
terrestrial mobile ad hoc network in a satellite-terrestrial integrated network is proposed in this 
Chapter. 
To ensure the terrestrial part is ready to integrate with satellite networks, the proposed scheme, 
named Ad hoc On-demand Multipath Distance Vector – Satellite Integration Ready (AOMDV-
SIR), is aiming to balance traffic among satellite gateways within the terrestrial MANET part as 
much as possible while not significantly degrading the overall network performance, which is also 
the major challenge of this part of research. Data packets must be routed properly in order to balance 
the traffic load on each gateway. Therefore, it is critical to select metrics that can reflect route 
conditions for route and gateway selection functionality, which is not covered by current ad hoc 
routing protocols. In AOMDV-SIR, three metrics are selected: residual bandwidth (reflecting 
network congestion condition), transmission latency (indicating transmission length) and reliability 
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(affecting the overall service quality). Based on these considerations and approaches, AOMDV-
SIR is able to make normal mobile ad hoc networks ready for integration with satellite networks.  
Since this chapter mainly focuses on the terrestrial part (i.e. MANET) of the integrated network, a 
GEO communication satellite is used for simplicity of simulation and performance evaluation. The 
overall network architecture of this chapter is illustrated in Figure 3-1 that demonstrates a disaster 
relief and management scenario. Such communication scenario is one of the main applications of 
satellite networks since terrestrial network infrastructures are usually damaged or destroyed when 
a disaster happens; satellite networks then become an alternative solution, sometimes the only 
solution, to provide communication services to the disaster site. Communications within the disaster 
site are provided via a MANET for great flexibility and no requirement for additional network 
infrastructure.  
In Figure 3-1, every rescue team member carries a handheld device (smartphone, tablet, etc.) that 
communicates with gateways (GWs) in the local MANET. GWs, which have communication links 
with both mobile nodes and satellites, are located on vehicles considering they are the “bridges” 
 
Figure 3-1 Overall Network Architecture 
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between the terrestrial part and the satellite part and could consume a lot of energy. Headquarter 
(HQ) locates far away from the disaster site, and a GEO satellite helps to relay data between HQ 
and the disaster site. 
In disaster relief and management, every packet may contain knowledge of a possible survivor in 
the disaster site. Hence, the guarantee of successfully delivering packets is critically important. 
Although such an issue can be solved by using a reliable transmission protocol (such as TCP that 
guarantees the successful delivery of every single packet), in the case that network condition is not 
satisfactory (e.g. high packet loss rate), a packet may need to be re-sent for multiple times before 
successfully reaching its destination; such behaviour would greatly increase communication 
latency, and it should be avoided especially in life-saving scenarios. Based on this consideration, 
the routing protocol’s performance will be analysed based on packet delivery ratio along with 
network average throughput and end-to-end delay.  
3.1 Terrestrial MANET Routing Mechanism 
In a hybrid network, gateways could always be the bottlenecks of the network’s performance since 
they are much fewer in number than mobile nodes (although may have more capacity) and act as 
the “bridges” between two different networks [108]. Therefore, the most critical parts in integrated 
network routing could be gateway discovery and gateway selection. 
3.1.1 Gateway Discovery 
As described above, gateways in the proposed network are treated as mobile ad hoc nodes. Hence, 
normal MANET routing protocols could also work in the gateway discovery process. 
Due to the nodes’ complicated nature in movement in the research scenario, which is generally all 
the mobile node moving simultaneously and randomly within the disaster site with normal walking 
speed, proactive routing protocols could not offer a reliable connection for all the nodes as previous 
research proved in [109]. 
Therefore, reactive routing protocols are chosen in this scenario. In particular, a modified AOMDV, 
sometimes considered as a relative of the Bellman-Ford algorithm [110], is selected to ensure a 
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node can discover multiple routes at the same time, which furthermore brings theoretical and 
practical support for traffic balancing functionality explained later. By broadcasting Route REQuest 
(RREQ) message when a node needs to discover a route to the destination and receiving Route 
Replies (RREPs) Route Errors (RERRs) from neighbour nodes, reactive routing protocols (such as 
AODV and AOMDV) could automatically adapt to topology changes [111]. 
3.1.2 Gateway Selection 
In normal wireless networks, every mobile node will be assigned to an Access Point (AP). In spite 
of the mobile node’s location, it will try to connect to its allocated AP before it can actually transmit 
any communication data. The main drawback of such mechanism is when a node has moved far 
away from its allocated AP, its transmission could involve many other nodes for packets relaying, 
which would lead to high delay and high bandwidth consumption. 
In our proposed mechanism, the principle of “multipath” in AOMDV [112] is used in the gateway 
selection process. Instead of being assigned to a specific AP, for better performance, each node will 
also monitor the status of routes towards all the other available APs (satellite gateways in this case). 
Three metrics are selected to represent routes’ quality: residual path bandwidth, latency and 
reliability. High residual bandwidth will bring greater performance for high-bandwidth-
consumption services, which will become even more common in the next generation networks. Low 
latency can ensure the successful delivery of delay-sensitive services, which is critically important 
for life-saving scenarios. High reliability (low packet loss) will help improve service quality for all 
kinds of communications. 
The three metrics as follows: 
 Residual path bandwidth. It is the available bandwidth along the path from the source to 
the destination. Residual path bandwidth B from the source node ns to a gateway node ng 
is: 
𝐵൫𝑛௦ , 𝑛௚൯ = min௜ 𝑏௡೔௡೔శభ       (𝑖 = 0, 1, … , 𝑚 − 1) (Eq. 3-1) 
where m is the hop count of the path, ni is the i-th node from the source node ns along the 
path, 𝑏௡೔௡೔శభ is the bandwidth between node ni and node ni+1. 
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 Latency. It is the overall latency of the transmission path from the source to the destination. 
Latency L from source node ns to a gateway node ng is: 
𝐿൫𝑛௦ , 𝑛௚൯ = ෍ 𝑙௡೔௡೔శభ
௠ିଵ
௜ୀ଴
 (Eq. 3-2) 
where m and ni have the same meaning as above, 𝑙௡೔௡೔శభ is the latency from node ni to 
node ni+1. 
 Reliability. It is the ratio of packets successfully delivered to the destination over all the 
packets sent. Reliability R from source node ns to a gateway node ng is: 
𝑅൫𝑛௦ , 𝑛௚൯ = ෑ 𝑟௡೔௡೔శభ
௠ିଵ
௜ୀ଴
 (Eq. 3-3) 
where m and ni have the same meaning as above, 𝑟௡೔௡೔శభ  is the reliability between node ni 
and node ni+1. 
The original AOMDV keeps two routes that with the best two metrics (i.e. the lowest hop count), 
towards the destination, and it only uses the second route when the first fails [113]. Such a 
mechanism is somehow more flexible than AODV, but it doesn’t consider other metrics that could 
also affect packet transmission performance. Therefore, the final selected route may not be the best 
choice from an entire network point of view. In contrast, in the proposed mechanism, monitoring 
latency could help select the shortest path from the source to the destination as lower latency usually 
means fewer hops, and residual path bandwidth and reliability are helpful when balancing 
gateways’ traffic load. Furthermore, balanced traffic could maximum satellite links’ overall 
utilisation and could help avoid link overload. 
In detail, the proposed algorithm, works in a Bellman-Ford routing approach as the original AODV 
protocol [114], is described as Algorithm 3-1, in which Q indicates link quality, and αB, αL and αR 
are coefficients to residual bandwidth, latency and reliability respectively. The coefficients are 
selected according to QoS requirements. For instance, the larger αB is, the more important PDR is 
in the communication. B, L and R are calculated according to (Eq. 3-1) - (Eq. 3-3). 
Thus, the overall routing procedure is illustrated in Figure 3-2. 
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3.2 Terrestrial MANET Simulation Results 
To examine the performance of the proposed AOMDV-SIR, its performance is simulated in a 
realistic simulation and is compared with AODV and AOMDV. The following simulation is 
performed in the Network Simulator 2 (ns-2) environment. 
The simulated scenario is constructed by two parts: a terrestrial MANET and satellite links (GSLs). 
The two parts are connected via gateways as illustrated in Figure 3-1. The disaster site is in a square 
shape, and four gateways are located at each corner respectively assuming vehicles carrying satellite 
dishes are unlikely to drive inside the disaster site. The simulation area size is selected as 500 m by  
Algorithm 3-1 Gateway selection 
Input:    𝐵଴,ଵ,…,௡೒ೢିଵ, 𝐿଴,ଵ,…,௡೒ೢିଵ, 𝑅଴,ଵ,…,௡೒ೢିଵ. B is residual path bandwidth, L is latency, R 
is reliability; 𝑛௡௢ௗ௘  is the total number of mobile nodes, and 𝑛௚௔௧௘௪௔௬ is the total number of 
routes towards available gateways on the disaster site.  
Output: Next hop 𝑛𝑜𝑑𝑒௡௘௫௧  and selected gateway 𝑔𝑎𝑡𝑒𝑤𝑎𝑦௦௘௟௘௖௧௘ௗ. 
BEGIN 
1. for (k = 0; k < 𝑛௡௢ௗ௘; k ++) { 
2.     if ((routing table is blank) or (routing table is outdated)) then { 
3.         update routing table; 
4.     } 
5.     end if 
6.     else { 
7.         𝐵௠௔௫ = max௜ 𝐵௜       (𝑖 = 0, 1, … , 𝑛௚௔௧௘௪௔௬ − 1); 
8.         𝐿௠௔௫ = max௜ 𝐿௜       (𝑖 = 0, 1, … , 𝑛௚௔௧௘௪௔௬ − 1); 
9.         𝑅௠௔௫ = max௜ 𝑅௜       (𝑖 = 0, 1, … , 𝑛௚௔௧௘௪௔௬ − 1); 
10.         for (j = 0; j < 𝑛௚௔௧௘௪௔௬; j ++) { 
11.             𝑄௝ = 𝛼஻
஻ೕ
஻೘ೌೣ
+ 𝛼௅(1 −
௅ೕ
௅೘ೌೣ
) + 𝛼ோ
ோೕ
ோ೘ೌೣ
; 
12.         } 
13.         sort 𝑄଴,ଵ,…,௡೒ೌ೟೐ೢೌ೤ିଵ from the highest to the lowest; 
14.     } 
15.     choose 𝑔𝑎𝑡𝑒𝑤𝑎𝑦௦௘௟௘௖௧௘ௗ with the highest Q as the gateway; 
16.     choose 𝑛𝑜𝑑𝑒௡௘௫௧ according to the routing information about 𝑔𝑎𝑡𝑒𝑤𝑎𝑦௦௘௟௘௖௧௘ௗ in 
the routing table; 
17. } 
END 
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Figure 3-2 Routing Procedure 
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500 m, which is roughly the size of a shopping mall in real-life [115]. 64 mobile nodes are used to 
represent 64 rescue team members, which number is chosen according to a real-world case [116]. 
The mobile nodes move randomly in walking speed [117]. A GEO satellite is used to simplify the 
overall settings in the simulation, as satellite links would not affect the network performance in 
terrestrial MANET. Simulation parameters are shown in Table 3-1. The simulation will run for 
additional 600 secs to ensure all the packets sent in the last few minutes of 3600 secs could be 
successfully received by HQ. Link quality coefficients αB, αL and αR are set as 0.4, 0.3 and 0.3 
respectively to reflect a balanced condition of communication links. 
A visual demonstration of the simulation for the terrestrial MANET part is illustrated in Figure 3-3, 
in which 4 gateways are placed at each corner, and mobile nodes move within the square-shaped 
area. 
Transmission Control Protocol (TCP) is used to guarantee the successful delivery of every single 
packet, while UDP is usually used for real-time audio and video streaming which could also be 
used during the rescue process. In the simulation, it is observed that transport layer protocol (TCP 
and UDP) will not affect network layer routing protocol’s performance; use either one can be 
sufficient for demonstrating the network’s performance. Therefore, the following results are based 
on simulations using TCP. 
The performances, i.e. packet delivery ratio, average throughput and average end-to-end delay of 
AODV, AOMDV and AOMDV-SIR are illustrated in Figure 3-4. In addition, as the PDR and 
average throughput in the terrestrial MANET are the more important than those in the satellite part 
(GEO satellites can usually provide high capacity, which rarely introduces negative impact on these 
two metrics), the two kinds of metrics of satellite links are not shown here. The definitions of PDR, 
average throughput and average end-to-end delay are as follows: 
𝑝 =
𝑛௥
𝑛௦
 (Eq. 3-4) 
𝑣 =
𝑛௦ × 𝑠
𝑡
 (Eq. 3-5) 
𝑑 =
∑ (𝑡௥೔ − 𝑡௦೔)
௡
௜ୀଵ
𝑛௦
 (Eq. 3-6) 
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In (Eq. 3-4) - (Eq. 3-6), p indicates PDR, v indicates average throughput, d indicates average end-
to-end delay; ns is the total number of packets sent, nr is the total number of packets received, s is  
Table 3-1 Simulation Parameters 
Parameters Values 
Area Size 500 m x 500 m 
Gateway Number 4 
Node Number 64 
Moving Speed 0 - 1.5 m/s 
Satellite Type GEO 
Simulation Time 3600 s (+ 600 s) 
 
 
Figure 3-3 Screenshot of Terrestrial MANET Part Simulation 
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the size of the communication packet, 𝑡௦೔  is the time when the i-th packet sent, 𝑡௥೔ is the time when 
the i-th packet received, i is an integer and 0 < 𝑖 ≤ 𝑛. 
Firstly, traffic loads on the 4 gateways are monitored over time to examine AOMDV-SIR’s 
performance on load balancing. The result is demonstrated in Figure 3-4. 
3.3 Results Discussions 
From Figure 3-4, it can be observed that traffic load at every GW is well balanced with AOMDV-
SIR. Load fluctuations have been significantly reduced compared to the other two protocols.  
Such behaviour could maximum satellite links’ utilisation and could avoid unexpected traffic bursts 
which may lead to traffic jams and eventually to communication failures [118]. Such improvement 
does come with a little trade-off. The proposed scheme’s performances on PDR, average throughput 
and average end-to-end delay are similar although slightly worse than AOMDV, but still 
significantly better than AODV, as illustrated in Figure 3-5. 
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(a) Packet Delivery Ratio (Terrestrial Part) 
 
(b) Average Throughput (Terrestrial Part) 
 
(c) Average End-to-end Delay (Entire Network) 
Figure 3-5 Performance Comparison 
17.16%
94.33% 92.18%
0%
20%
40%
60%
80%
100%
AODV AOMDV AOMDV-SIR
Pe
rc
en
ta
ge
Packet Delivery Ratio
62.81
272.27 267.90
0
50
100
150
200
250
300
AODV AOMDV AOMDV-SIR
K
bp
s
Average Throughput
8.61
1.41 1.81
0
2
4
6
8
10
AODV AOMDV AOMDV-SIR
Se
co
nd
s
Average End-to-End Delay
Chapter 3. Routing Protocol in Terrestrial Mobile Ad hoc Network 79 
 
 
In Figure 3-5, when every mobile node is assigned with a fixed GW, the whole MANET performs 
the worst with the lowest PDR and average throughput and the highest average end-to-end delay. 
In comparison, both AOMDV and AOMDV-SIR work well with similar performance. The 
proposed scheme has slightly lower PDR and throughput, and its delay is roughly 400 ms higher 
than AOMDV. However, as discussed above, such amount of deteriorations is the trade-off of the 
improvement of traffic balancing, and they would not affect transmissions in disaster management. 
In fact, 64 nodes moving and communicating simultaneously within a 500 m x 500 m area is an 
extreme communication scenario for ad hoc network; lots of interference is introduced by the 
complex topology changes. Usually, a mobile node in an ad hoc network would expect an access 
point or a gateway with up to 2 or 3 hops away, which is obviously not this case. In comparison, 
other researches on the satellite-terrestrial integrated network for providing disaster management 
and relief usually use much simpler scenarios, such as 25 fixed user terminals within 2.5 km x 2.5 
km area downloading a 2 MB file as in [119]. By simulating extreme scenarios, the performance 
differences among different routing protocol can be maximised, which is beneficial for result 
analysis. 
As TCP is used in the simulation, the 2.15% PDR drop comparing to traditional AOMDV will not 
affect the successful delivery of each packet; the PDR drop also leads to the slight drop of average 
throughput metric. All the three protocols have a delay metric of over 1 sec, which makes them 
unsuitable for real-time communications. For non-real-time communications, the 0.4 secs 
difference between traditional AOMDV and the proposed scheme can be ignored, considering a 
latency of 15-60 seconds can already be considered as “near real-time” in current generation 
satellite communication networks. 
The results are based on a coefficient set of 0.4, 0.3, 0.3 (αB, αL and αR), which are selected to 
represent a balanced view of link quality. The coefficients can be adjusted to provide optimised 
performance based on specified service types. For instance, for high-bandwidth-consumption 
services such as video streaming, αB can be and should be increased; for delay-sensitive services 
such as VoIP, αL should be increased accordingly to select routes with lower transmission latency; 
reliability is generally important to all kinds of traffic, therefore αR should be selected according to 
the overall communication requirements. 
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3.4 Summary 
In this chapter, a novel routing mechanism designed for a satellite-MANET integrated network, 
named AOMDV-SIR, is proposed. Without assigning specific GWs to all the nodes as normal 
routing protocols do, the proposed scheme dynamically monitors all the GWs’ status and chooses 
the most suitable one when a node needs to transmit data packets. The novelty of the proposed 
scheme is to ensure terrestrial MANET and work properly in the satellite-terrestrial integrated 
network by considering both local-level network performance and satellite link utilisation. Its 
performance is examined in a realistic disaster scenario in network simulation software and is 
compared with classic MANET routing protocols. 
As described above, the proposed scheme could achieve satisfactory results for the disaster sites. 
The combination of MANET and satellite network helps provide a highly flexible temporary 
wireless network to almost any place on the earth. The proposed scheme could perform better than 
the classic MANET routing protocols, especially in the communication scenarios such as disaster 
relieves and management. 
In the next chapter, the performance of next-generation LEO mega constellation, OneWeb in 
particular, will be evaluated with realistic simulation scenarios. Another disaster relief and 
management scenario with a more realistic setup for the satellite-terrestrial integrated network will 
be introduced in Chapter 5. 
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Chapter 4 
4 LEO Mega Constellation Evaluation 
Unlike GEO or MEO constellation, LEO constellations require much more satellites to provide 
communication services. For instance, Iridium uses 66 satellites to provide 128 kbps (gradually 
increased to the current-generation 8 Mbps by launching new satellites) Internet access, while 
OneWeb uses 648 satellites (may be increased to 2,620 satellites) to provide 50 Mbps and Starlink 
uses over 10,000 satellites to provide “gigabit per second” connectivity. For such an enormous 
communication network that each one node (satellite) can only cover a small area, frequent data 
exchanges between satellites are essential, which is made via Inter-Satellite Link (ISL) in satellite 
networks. 
In comparison to the current-generation satellite constellations, a large number of satellites in future 
LEO mega constellations significantly increases management complexity and routing difficulty. In 
current-generation constellation Iridium, fewer than 6 satellites are needed to transmit a packet 
across the globe; while in the next-generation constellation OneWeb, 9-18 satellites will be needed. 
Routing mechanism could be extremely tricky and complicated to support such an enormous 
network with frequent topology changes and would lead to unprecedented routing issues along with 
the proposed performance enhancement. Currently, pre-loaded static routing mechanisms are 
usually deployed in satellite networks because of their highly predictable topology. A satellite can 
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only be configured by the ground station and only when flying over it. Such approaches do not 
consider QoS requirements at all and can not react to link failures properly. 
In a network with hundreds or thousands of communication nodes (and many more inter-node 
links), two issues will occur: it is difficult for a single node to have the updated information about 
the entire network’s topology and condition, and it is difficult for the central administrator (if have) 
to always keep updated with the network condition changes (e.g. link congestion, link failure, etc.). 
It would be ideal if nodes can automatically adapt to network condition changes and autonomously 
find proper routes. Thus, a major challenge of this research is finding an appropriate methodology 
to routing packets on-demand through the mega constellation while ensuring high service quality, 
and ideally, the routing mechanism can operate without ground stations’ anticipation. 
Because of the dramatic physical differences and new management challenges, the term of “the 
next generation LEO mega constellation” used in this thesis is defined as: A LEO communication 
constellation providing broadband Internet access with over 100 satellites is a next-generation LEO 
mega constellation. 
The potential and benefit of ad hoc network have been explored beyond traditional wireless 
communication scenarios towards new applications, such as Vehicular Ad hoc Network (VANET) 
for providing reliable communication service to car-to-car or/and car-to-people scenarios with high 
mobility and restrict latency requirement [101] [120] [121], and Flying Ad hoc Network (FANET) 
for building a high dynamic autonomously-managed communication network with UAVs/drones 
[105] [122] [123]. LEO mega constellations share some similarities with VANETs and FANETs: 
satellites orbit the earth in foreseeable patterns with high mobility (similar to cars driving on roads 
with high speed) and locate in space with limited support from terrestrial network infrastructures 
(similar to UAVs/drones flying in the sky). Therefore, ad hoc network should be able to operate in 
LEO mega constellations as well. This thesis defines the aforementioned network as Satellite Ad 
hoc Network (SANET): A Satellite Ad hoc Network (SANET) is a kind of network that consists of 
a group of satellites interconnected in ad hoc manner. 
Hence, a novel ad hoc routing mechanism for LEO satellite networks, namely Hybrid Ad hoc 
Routing for LEO Mega Satellite Constellations (HAMS), is proposed in this chapter to provide a 
dynamic routing functionality for the next generation LEO satellite constellations to meet the 
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upcoming challenges. HAMS is designed to overcome the aforementioned challenge faced by large-
scale satellite networks by providing dynamic autonomous routing on each satellite without the 
involvement of traditional ground control station. Its performance is evaluated based on simulated 
results. 
In addition to Section 2.4, the author systematically reviews current static routing protocols for 
inter-satellite routing and merges some key techniques (e.g. virtual node and virtual topology) with 
traditional ad hoc routing algorithms to suit LEO mega constellation environments. The proposed 
routing mechanism is examined both by mathematical formulations and by software simulations, 
while the average values of multiple simulations are used to achieve more accurate results. 
Furthermore, historically, as communication satellites usually locate in GEO for best coverage, 
Delay Tolerant Network (DTN) is considered as the main scenario for satellite communication as 
discussed in Chapter 2. The end-to-end delay metric was not as strictly monitored as terrestrial 
networks. Inter-satellite routing within SANET while meeting QoS requirements is essential for the 
next generation LEO mega constellations and has not been fully studied, which will be further 
discussed later in this chapter. 
4.1 Overview of LEO Inter-Satellite Routing 
From the late 1980s, inter-satellite routing problem has attracted researchers’ attention globally. In 
1988, Nachum Shacham proposes some idea about routing protocols for multi-satellite networks 
[124]. However, due to the limitation of technology capability at that time, Shacham only raises 
some basic concerns related to the problem. The constellations during that time were simple as well, 
which also limited the author’s exploration. 
For the LEO satellite network routing issue, many researchers have proposed various approaches 
and mechanisms, each of which is designed to overcome some specified problems. In general, these 
approaches can be classified into three categories: virtual node, virtual topology and other methods. 
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4.1.1 Virtual Node 
In this kind of approaches, the concept of “logical satellites” is utilised besides actual physical 
satellites. The entire earth is divided into numerous regions according to the number of physical 
and logical satellites, and each region is assigned with a logical satellite; or conversely, the satellite 
constellation is analysed as a specified structure (such as grid structure) constructed by logical 
satellites, and the overall layout depends on constellation design and terrestrial communication 
nodes’ distribution. As the result, the inter-satellite routing issue can be studied with the help of 
logical satellites. Unnecessary physical satellites’ movements are hidden for the ease of routing 
mechanism analyse and design. 
The examples of this kind of approaches include Datagram Routing Algorithm (DRA) [124] and 
Dynamic Cluster Routing Algorithm (DCRA) [70]. 
DRA applies a Manhattan street network alike grid satellite structure that covers the entire earth. 
Based on the grid structure, the inter-satellite routing issue becomes very much like terrestrial 
wireless network routing problems. Being benefitted from such a technique, a datagram routing 
algorithm that processes every packet independently for discovering the shortest path is proposed. 
Similarly, DCRA regards the LEO satellite network as a connected graph, each of whose nodes 
denotes a satellite. Based on the connected graph, the entire satellite constellation is divided into 
clusters. A cluster-based inter-satellite routing mechanism, which is derived from the terrestrial 
sensor network, is then proposed. 
4.1.2 Virtual Topology 
The movement of a satellite constellation is usually predictable; in most situations, it will follow 
designed movement pattern and will orbit the earth periodically. Hence, if the period is divided into 
sufficiently short time slices, the satellite network topology within a given time slice can be 
regarded as stable and can be predicted. Such a concept is utilised in virtual topology approaches. 
The examples of this kind of approaches include Dynamic Detection Routing Algorithm (DDRA) 
[125] and Hop-Constrained Adaptive Routing (HCAR) [126]. 
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DDRA divides the satellite constellation orbiting period into time slices based on satellite network’s 
normal condition, i.e. no link failure or heavy link congestion. When the satellite network works 
normally, the topology and satellites’ status will stay unchanged during each time slice. When link 
congestion or link failure happens, DDRA will compute an alternative route based on the normal 
satellite topology within that time slice. 
HCAR is designed for an LEO/GEO hybrid satellite network structure, in which GEO satellites are 
used as the control units for LEO satellites that are actually responsible for providing 
communication links to terrestrial users. For the LEO satellite layer specifically, virtual topology 
method is utilised to shield the satellites’ dynamic. A hop-number constrained inter-satellite routing 
mechanism, which is designed especially for avoiding satellite link congestions, is thus proposed. 
4.1.3 Other Approaches 
Researchers did not limit their ideas in the above two approaches only; some others have also been 
proposed. For instance, Compact Explicit Multi-path Routing (CEMR) applies the concept of 
PathID [127]; Shortest Path-based Progressive Routing (SPPR) applies the concept of unit flow 
[128]; and an adaptive routing mechanism is proposed to lower calling blacking probability [129]. 
CEMR focuses on route discovery and route maintenance in the multi-path routing procedure. It 
takes both propagation delay and queueing delay into account when calculating route cost metric 
and network state information. In additional, PathID, which is a network-wide recognisable short 
hash for encoding each node and each link, is applied to assure loop-free communications. 
SPPR is inherited from shortest path procedure but with own path weighing algorithm. The links in 
SPPR is weighted based on energy consumption required for transmission, i.e. the product of 
transmission time and transmission power. Every data flow is divided into “unit flows” that cannot 
be further split. Each flow unit discovers the shortest path independently, hence the entire data flow 
is transmitted in a multi-path manner. 
Unlike all the routing mechanisms mentioned above that are designed for packet networks, the 
adaptive routing mechanism proposed in [128] is designed for traditional telephone services, which 
is also an essential functionality of many satellite networks. The routing process in the proposed 
mechanism is distributed and asynchronous. Besides the default communication link path, an 
Chapter 4. LEO Mega Constellation Evaluation 86 
 
 
alternative path is also computed based on each ISL’s residual bandwidth. The multi-path approach 
could lower the overall call blocking probability and could provide the self-balancing and self-
optimisation capability.  
4.1.4 Discussions on Previous Inter-Satellite Routing Work 
In the recent years of research on LEO satellite communication network routing mechanism, several 
approaches that utilise various algorithms have been proposed. However, they are all focusing on 
traditional satellite networks, such as Iridium; the new challenges introduced by the next generation 
LEO mega constellations are not studied thoroughly. For instance, some characteristics of previous 
researches include: 
 Relatively smaller satellite number. The satellite constellations analysed in previous 
research are mostly self-designed small-scale partial constellations containing up to 20 
satellites for the ease of calculation and simulation, while some researchers use Iridium 
constellation (with 66 LEO satellites) for more realistic simulation scenarios. However, 
even the total satellite number of Iridium network is still dramatically smaller than the next 
generation LEO mega constellations. 
 Focusing on traditional communication services only. Most of the previous and current 
researches only consider traditional telephony services or simple packet transmission 
scenarios. With the rapid development of Internet services (such as high-definition 
multimedia streaming and online gaming), those scenarios cannot reflect the satellite 
network’s performance on future Internet access activities properly. 
 Lack of Considerations on Quality of Service (QoS) requirements. Previous researches 
only compare the simulation results with rival routing mechanisms. The network’s actual 
performance regarding QoS requirements is unclear. 
As aforementioned, the next generation LEO satellite communication networks will have 
significant differences in several aspects comparing to the traditional ones. Such changes would 
lead to increasing difficulty to dynamically selecting suitable route for inter-satellite packet relaying 
especially when taking QoS requirement for state-of-the-art Internet services into consideration. 
New approaches that can autonomously adapt to various link conditions need to be explored. 
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4.2 Proposed LEO Inter-Satellite Routing Scheme 
It will be a valuable practice to combine different algorithms together as a hybrid mechanism to 
utilise both the simplicity of pro-active algorithms and the flexibility of re-active algorithms. The 
author hereby proposes Hybrid Ad hoc Routing for LEO Mega Satellite Constellations (HAMS), a 
novel virtual-node-virtual-topology hybrid ad hoc routing mechanism for the next generation LEO 
satellite communication networks. 
Like a virtual node algorithm, the entire earth is divided into numerous regions. The total number 
of regions depends on the number of satellites and their movement patterns. A logical satellite is 
assigned to each terrestrial region. The total number of logical satellites does not have to be the 
same as the number of physical satellites. Because of the predictable movements of satellites, the 
relations between logical satellites and physical satellites can be easily established. Such relations 
could be pre-calculated and pre-loaded before satellite launching, and they could be dynamically 
adjusted according to link changes. 
The topology of physical satellites is analysed within time slices. The lengths of time slices are 
determined by satellites’ movement patterns and are not necessarily the same. During each time 
slice, the satellite network topology is considered as stable. 
The next-generation LEO satellite networks are usually constructed by a large number of satellites, 
which would introduce great computation and management burden to classic satellite routing 
mechanism. Meanwhile, routing mechanisms for ad hoc networks could work properly with 
numerous high-mobility nodes. Thus, the author designs a proactive-reactive hybrid routing 
protocol to handle both predictable topology changes and unexpected events efficiently. 
The proposed network structure is illustrated in Figure 4-1. 
As illustrated in Figure 4-1, the proposed network structure contains three planes: physical satellite 
plane, logical satellite plane and terrestrial user plane. As aforementioned in Chapter 1, current 
Internet Protocol would still be an ideal for future satellite networks and eventually for satellite-
terrestrial integrated networks. The separation of these three planes will ease the difficulty for 
applying IP network into space based on following practices: 
 Physical plane manages IP address allocation to ISLs; 
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 Logical plane manages IP address allocation to GSLs; 
 User plane hides the satellite network’s complex topology by only exploiting logical 
plane’s information to the users for easier network management at user-level [130]. 
4.2.1 Physical Satellite Plane 
This plane includes all the satellites that are physically orbiting within the constellation. Since the 
next generation LEO satellite constellation usually contains hundreds or thousands of satellites, 
each of which is moving with dramatic velocity according to its own movement pattern, the inter-
satellite routing issue could be extremely challenging. Meanwhile, it is not necessary to expose such 
a complicated problem to end users, hence the inter-satellite routing problem will be resolved 
autonomously within the satellite network itself in the proposed scheme. 
 
Figure 4-1 Proposed Network Structure 
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In fact, the high dynamic is also one of the characteristics of mobile ad hoc network, which operates 
autonomously as well. Thus, some of the mechanisms for Mobile Ad hoc Network (MANET) can 
also be utilised in the next generation LEO satellite network [129]. IP addresses can be assigned to 
each communication port on satellites. According to the Internet Architecture Board’s statement, 
future protocols should all be developed based on IPv6 [131]. IPv6’s 128-bit address format can 
provide 296 times more addresses than IPv4’s 32-bit address format, which makes IPv6 ideal and 
sufficient for assigning a unique address or multiple addresses for every single communication port. 
According to EUI-64 standard, the first 64-bit of an IPv6 address defines the subnet, and the last 
64-bit indicates specific port [132]. When all the satellites within the same constellation share the 
same subnet address, there are still 264 addresses available for port identification, which is far more 
enough to cover a constellation with even 10,000+ satellites as Starlink. However, previous research 
did not explain how the routing mechanism should be like and what parts should it be constructed 
with. In our approach, the author proposes a proactive-reactive hybrid routing mechanism that 
operates distributed for inter-satellite routing. 
4.2.1.1 Proactive 
Firstly, proactive routing protocols could usually perform properly when the network topology 
changes are rare or predictable. A satellite network operates according to the pre-defined pattern at 
most of the time, i.e. the movement of the satellite are generally predictable. Thus, based on the 
constellation physical characteristics and satellites’ movement patterns, the routing option for a 
particular satellite at a particular time could be calculated in advance. The pre-calculated routing 
table could be pre-loaded to satellites before launching to ease the workload of onboard processors 
while in orbit. 
The pre-calculated routing table can also be updated. For instance, the routing table may need to be 
updated accordingly due to non-emergent link changes, such as temporary link shutdowns for 
reserving satellites battery. In such cases, two approaches could be utilised: 
 Online update: When the routing table needs to be updated, relevant satellites calculate 
the update directly with on-broad processors and then broadcast (or multicast) to other 
satellites. This approach could dynamically adapt to topology and communication route 
changes, but it would also consume satellites’ computation resources and energy. 
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 Offline update: This approach is mainly for scheduled routing table updates, such as 
satellite’s shutdown due to routine maintenance. Updates would be calculated at earth 
stations and then be uploaded to relevant satellites. Such updates do not require satellites’ 
participation in calculating, but it could not react to unscheduled events. 
4.2.1.2 Reactive 
The reactive approach in the proposed routing mechanism is designed to dynamically adjust routing 
tables to unexpected emergent events, such as sudden link failure and heavy traffic congestions. In 
such situations, the satellites that detect the link status change should update their own routing 
tables, and then they should forward routing table update information to relevant satellites. There 
is no need to broadcast the update information to avoid unnecessary link congestions and to reduce 
satellite workloads. The entire reactive update process is done autonomously; no earth stations or 
other kinds of central control units are involved. 
4.2.1.3 Inter-Satellite Links 
Like in most of the recent satellite constellations, Inter-Satellite Links (ISLs) would be utilised in 
the proposed scheme for rerouting data packets around the satellite network. ISLs would be 
especially beneficial when the network contains a large number of satellites, as ISLs could prompt 
data exchange directly between satellites without involving earth station’s participation, and as ISLs 
in such networks are usually relatively short in distance. The inter-satellite links of a OneWeb-alike 
constellation are illustrated in Figure 4-2. 
In fact, ISLs are similar to inter-node links that exist in MANETs. The wireless links in MANET-
alike networks are usually weighted according to the certain algorithm to meet QoS requirements. 
For instance, the work in [133] weights links in High Altitude Platform (HAP) to meet QoS 
requirements. Similarly, in the proposed scheme, costs of all the ISLs attached to a satellite will be 
calculated for load balancing and QoS consideration. The criteria include: 
 Residual bandwidth. High bandwidth can bring more possibility for providing cutting-
edge high-bandwidth-consumption services such as video streaming. The ISL with the most 
residual bandwidth would be preferred when inter-satellite communication is needed. 
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 Communication latency. Low transmission latency is essential to support delay-sensitive 
services, such as remote monitoring and control application. When multiple ISLs are 
available, the one with the shortest communication latency should be preferred. In satellite 
networks, communication latency is mainly determined by the communication distance; 
hence, the shortest ISL usually has the shortest communication latency. 
 Residual battery life. Satellite’s operation is powered by onboard batteries. A fully-
charged healthy battery could ensure successful delivery of designed functionalities, while 
certain components may have to be shut down when the battery has a limited residual 
capacity. When multiple ISLs are available, the one which has the satellite with the highest 
residual battery life could be preferred. 
 Satellite’s orbit plane. A LEO satellite network is usually constructed by several orbit 
planes, two of which are edge plane, as Figure 4-3 demonstrates. The satellites on edge 
planes are near in distance at any time point, but they are moving in opposite directions. 
The relative movement will significantly affect cross-seam ISL’s quality (e.g. 
communication time length, interference introduced by the Doppler effect, etc.) and would 
introduce great difficulty for communication. Hence, if multiple satellites are available, the 
ones that are not on edge planes could be preferred. 
 Satellite’s geographical location – sun/eclipse phase. When multiple satellites are 
available for communication, and one or some of them are in the sun phase while others 
are in the eclipse phase, the one that in sun phase could be preferred. This is also for energy 
consumption consideration since satellite’s onboard battery can only be charged while 
within the sun phase. 
The cost of an ISL (link i) is defined as (Eq. 4-1). The ISL with the lowest cost will be selected 
when needed. 
𝑐௜ = 𝛼௕ೝ
𝑏௥௜
𝑏௥௠௔௫
+ 𝛼௧೗ (1 −
𝑡௟௜
𝑡௟௠௔௫
) + 𝛼௣್
𝑝௕௜
𝑝௕௠௔௫
+ 𝛼௣೚ 𝑝௢௜ + 𝛼௟೛ 𝑙௣௜ (Eq. 4-1) 
In (Eq. 4-1), 𝑏௥௜ is the residual bandwidth, 𝑏௥௠௔௫ is the maximum residual bandwidth on all the 
available ISLs of this satellite; 𝑡௟௜ is the latency, 𝑡௟௠௔௫ is the maximum latency on all the available 
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ISLs of this satellite; 𝑝௕௜ is the residual battery life, 𝑝௕௠௔௫ is the maximum residual battery life on  
all the available ISLs of this satellite; 𝑝௢௜ indicates whether the satellite is on the edge plane, which 
is -1 when the satellite is not on the edge plane, and it is +1 when it is; 𝑙௣௜ indicates whether the 
satellite is in sun/eclipse phase, which is -1 when in sun phase, and it is +1 when in eclipse phase; 
s are coefficients of each variable, and they can be adjusted according to application scenario and 
purpose. For instance, to obtain a balanced view of ISL condition, 𝛼௕ೝ and 𝛼௧೗ can be set as 0.5 
respectively (assuming bandwidth and latency are equally important to the communication 
application); 𝛼௣್  and 𝛼௟೛  is suggested to set to a small positive number (e.g. 0.3) since transmission 
to the satellite with less power and in the eclipse phase is not always avoidable, a small positive 
coefficient will favour the links with sufficient residual battery power; 𝛼௣೚  is suggested to set as 1 
 
Figure 4-3 Iridium Constellation Edge Planes (Created with STK [35]) 
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to avoid any negative impact that could possibly be introduced by cross-seam transmission. The 
definitions of notations are listed in Table 4-1. 
Table 4-1 List of Notations 
Notations Meanings 
c Link cost 
br Link residual bandwidth 
tl Link latency 
pb Residual battery life 
po Non-edge/edge plane indicator 
lp Sun/eclipse plane indicator 
V Satellite node set 
E ISL set 
vi i-th satellite node 
ei,j The ISL between satellite node i and satellite node j 
n Total number of satellite nodes 
l Total number of ISLs 
s Source node 
d Destination node 
BR Total residual bandwidth along a route 
TL Total latency along a route 
Ψ QoS required minimum bandwidth 
Φ QoS required maximum delay 
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Therefore, the inter-satellite routing problem can be formulated as a NP-complete problem. The 
network can be described as a directed weighted graph 𝐺(𝑉, 𝐸), where V is the satellite nodes set, 
and E is the ISLs set. In other words, graph G contains 𝑛 = |𝑉| nodes and 𝑙 = |𝐸| links. Each node 
can be described as 𝑣௜ ∈ 𝑉 (1 ≤ 𝑖 ≤ 𝑛). Each ISL can be described as 𝑒௜,௝ ∈ 𝐸 (𝑖 ∈ 𝑉, 𝑗 ∈ 𝑉, 1 ≤
𝑖 ≤ 𝑛, 1 ≤ 𝑗 ≤ 𝑛, 𝑖 ≠ 𝑗). 
In this proposed scheme, link costs are determined with five metrics: 𝑏௥೔,ೕ , 𝑡௟೔,ೕ , 𝑝௕೔,ೕ , 𝑝௢೔,ೕ , 𝑙௣೔,ೕ  (1 ≤
𝑖 ≤ 𝑛, 1 ≤ 𝑗 ≤ 𝑛, 𝑖 ≠ 𝑗), where the metrics have the same meanings as in (Eq. 4-1). 𝑏௥೔,ೕ indicates 
the residual bandwidth on the link between node i and j; 𝑡௟೔,ೕ is the transmission latency of the link 
between node i and node j ; 𝑝௕೔,ೕ  indicates the residual battery life of node j; 𝑝௢೔,ೕ indicates whether 
node i and node j are on the edge plane; 𝑙௣೔,ೕ indicates whether node j is in the sun phase or the 
eclipse phase. 
The set of all routes within the network can be described as  
𝑅 = (𝑉ோ , 𝐸ோ) | 𝑉ோ ∈ 𝑉, 𝐸ோ ∈ 𝐸 (Eq. 4-2) 
If vs donates the source node (i=s=1), and vd donates the destination node (i=d), the set of all the 
routes between s and d is  
𝑅(𝑣௦, 𝑣ௗ) = ራ ራ 𝑒௜,௝
௝ୀௗ
௝ୀ௜ାଵ
௜ୀௗିଵ
௜ୀ௦
 | 𝑒௜,௝ ∈ 𝐸ோ , 𝑣௦ ∈ 𝑉ோ , 𝑣ௗ ∈ 𝑉ோ, 𝑠 ≠ 𝑑 (Eq. 4-3) 
where node i+1 (vi+1) means the next hop of node i (vi), node i-1 (vi-1) means the previous node of 
node i (vi). 
If the QoS required minimum bandwidth is depicted as Ψ, and the required maximum delay is 
depicted as Φ; in order to meet the QoS requirements, we have 
𝐵ோೞ,೏ = min௦ஸ௜ழ௝ஸௗ 𝑏௥೔,ೕ ≥ Ψ | 𝑣௦ ∈ 𝑉, 𝑣ௗ ∈ 𝑉, 𝑠 ≠ 𝑑 (Eq. 4-4) 
𝑇௅ೞ,೏ = ෍ 𝑡௟೔,ೕ
௦ஸ௜ழ௝ஸௗ
≤ Φ | 𝑣௦ ∈ 𝑉, 𝑣ௗ ∈ 𝑉, 𝑠 ≠ 𝑑 (Eq. 4-5) 
 It is meaningless to calculate the overall values of 𝑝௕೔,ೕ, 𝑝௢೔,ೕ or 𝑙௣೔,ೕ, since satellite nodes along a 
route can be on both edge planes and non-edge planes, in both sun phase and eclipse phase, and 
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with different residual battery level. These three metrics are only useful at the node’s local level for 
selecting a path to the next hop along the route. Overall packet delivery ratio is affected by multiple 
factors, including satellite’s internal condition (traffic load, queue length, etc.) and external 
environmental condition (transmission power, antenna gain, interference); it cannot be pre-
calculated and can only be examined in simulations. 
Hence, considering QoS requirements, the set of usable routes is 
𝑅௎ = (𝑣௦, 𝑣ௗ , Ψ, Φ) (Eq. 4-6) 
Any route 𝑟 ∈ 𝑅௎ should be able to meet QoS requirements. In other words, by monitoring the 
aforementioned metrics, the proposed routing scheme can provide a QoS-capable service. The 
Algorithm 4-1 Inter-Satellite Route Selection 
Input: The source node vs, the destination node vd, QoS required minimum bandwidth Ψ, 
QoS required maximum delay Φ. 
Output: QoS-capable route list RU, the best route R*. 
BEGIN 
1. i, k = 1; 
2. for (the k-th route from vs to vd; k ++) { 
3.     𝐵ோೃೖ  = ∞; 
4.     𝑇௅ೃೖ  = 0; 
5.     for (the i-th node along route Rk; i ++) { 
6.         if ( 𝐵ோೃೖ  < 𝑏௥ೡ೔ೡ೔శభ ) then { 
7.              𝐵ோೃೖ  = 𝑏௥ೡ೔ೡ೔శభ ; 
8.         } 
9.         end if 
10.         𝑇௅ೃೖ  += 𝑡௟ೡ೔ೡ೔శభ ; 
11.         if ((𝐵ோೃೖ  < Ψ) or (𝑇௅ೃೖ  > Φ)) then { 
12.             remove Rk; 
13.         } 
14.         end if 
15.     } 
16.     store the k-th route Rk to the usable route list RU; 
17. } 
18. sort RU according to TL from the lowest to the highest; 
19. sort RU according to BR from the highest to the lowest; 
20. the route on the top of RU is selected as the best route R*; 
END 
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routing procedure working in a Bellman-Ford routing approach [134] is illustrated as pseudo-code 
in Algorithm 4-1, in which assumes a scenario that route with more residual bandwidth is more 
favourable than a route with shorter latency. 
Here provides an example of route calculation. Figure 4-4 demonstrates a partial example of a LEO 
mega constellation for the communication network. 
The length of ISLs in Figure 4-4 is set to 1153.82 km, which is the average ISL length in a OneWeb-
alike constellation (considering both intraplane ISLs and interplane ISLs, calculated according to 
(Eq. 2-6) - (Eq. 2-15)). For calculation simplicity, the length of GSLs is set to 1200 km, which is 
the altitude of OneWeb constellation. pb, po and lp are not considered for calculation simplicity and 
aa ab ac ad ae af
ba bb bc bd be bf
ca cb cc cd ce cf
da db dc dd de df
ea eb ec ed ee ef
fa fb fc fd fe ff
10 0 5 7 5
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x : A satellite node : An ISL with br residual bandwidthbr
 
Figure 4-4 A LEO Mega Constellation Partial Network Example 
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also since it is meaningless to discuss them without real-life situation. Additional 2 ms and 5 ms 
processing time are added to each ground terminal and satellite node respectively to reflect a 
realistic situation. A common network application, VoIP, is selected to verify the route selection 
process. The source node and destination node are node aa and node ff respectively. 
According to (Eq. 4-6), in order to get the set of usable routes, we need to get information about the 
source node, the destination node and QoS requirements of bandwidth and delay [135]. Therefore, 
𝑅௎ = (𝑣௔௔, 𝑣௙௙ , 84.375 Kbps, 100 ms) 
The signal transmission delay along each GSL (1200 km) is 4 ms, the one along each ISL (1153.82 
km) is 3.85 ms. By monitoring the latency and residual bandwidth of each link, and by applying 
(Eq. 4-4) - (Eq. 4-5), we have 8 useable routes: 
𝑅௎ = {𝑒௔௔,௔௕𝑒௔௕,௕௕𝑒௕௕,௕௖𝑒௕௖,௕ௗ𝑒௕ௗ,௖ௗ𝑒௖ௗ,௖௘𝑒௖௘,ௗ௘𝑒ௗ௘,ௗ௙𝑒ௗ௙,௘௙𝑒௘௙,௙௙ , 
𝑒௔௔,௔௕𝑒௔௕,௕௕𝑒௕௕,௕௖𝑒௕௖,௕ௗ𝑒௕ௗ,௖ௗ𝑒௖ௗ,௖௘𝑒௖௘,ௗ௘𝑒ௗ௘,௘௘𝑒௘௘,௘௙𝑒௘௙,௙௙ , 
𝑒௔௔,௔௕𝑒௔௕,௕௕𝑒௕௕,௕௖𝑒௕௖,௕ௗ𝑒௕ௗ,௖ௗ𝑒௖ௗ,௖௘𝑒௖௘,ௗ௘𝑒ௗ௘,௘௘𝑒௘௘,௙௘𝑒௙௘,௙௙ , 
𝑒௔௔,௔௕𝑒௔௕,௕௕𝑒௕௕,௖௕𝑒௖௕,௖௖𝑒௖௖,ௗ௖𝑒ௗ௖,ௗௗ𝑒ௗௗ,ௗ௘𝑒ௗ௘,ௗ௙𝑒ௗ௙,௘௙𝑒௘௙,௙௙ , 
𝑒௔௔,௔௕𝑒௔௕,௕௕𝑒௕௕,௖௕𝑒௖௕,௖௖𝑒௖௖,ௗ௖𝑒ௗ௖,ௗௗ𝑒ௗௗ,ௗ௘𝑒ௗ௘,௘௘𝑒௘௘,௘௙𝑒௘௙,௙௙ , 
𝑒௔௔,௔௕𝑒௔௕,௕௕𝑒௕௕,௖௕𝑒௖௕,௖௖𝑒௖௖,ௗ௖𝑒ௗ௖,ௗௗ𝑒ௗௗ,ௗ௘𝑒ௗ௘,௘௘𝑒௘௘,௙௘𝑒௙௘,௙௙ , 
𝑒௔௔,௔௕𝑒௔௕,௕௕𝑒௕௕,௖௕𝑒௖௕,௖௖𝑒௖௖,ௗ௖𝑒ௗ௖,ௗௗ𝑒ௗௗ,௘ௗ𝑒௘ௗ,௘௘𝑒௘௘,௘௙𝑒௘௙,௙௙ , 
𝑒௔௔,௔௕𝑒௔௕,௕௕𝑒௕௕,௖௕𝑒௖௕,௖௖𝑒௖௖,ௗ௖𝑒ௗ௖,ௗௗ𝑒ௗௗ,௘ௗ𝑒௘ௗ,௘௘𝑒௘௘,௙௘𝑒௙௘,௙௙} 
In this example scenario, all the useable routes are of the same length, then 
𝑇௅ೌೌ,೑೑ = 𝑇௅ೃభ = 𝑇௅ೃమ = 𝑇௅ೃయ = 𝑇௅ೃర = 𝑇௅ೃఱ = 𝑇௅ೃల = 𝑇௅ೃళ = 𝑇௅ೃఴ  
In reality, routes may have different length, which will affect the overall delay along the route. 
According to (Eq. 4-4), the routes with the highest residual bandwidth can be expressed as 
𝐵ோೌೌ,೑೑ = max൫𝐵ோభ , 𝐵ோమ , 𝐵ோయ , 𝐵ோర , 𝐵ோఱ , 𝐵ோల , 𝐵ோళ , 𝐵ோఴ൯ = 𝐵ோభ = 𝐵ோమ = 𝐵ோయ  
When taking other metrics, such as residual battery life, into consideration, the best route among 
route 1, 2 and 3 can be determined; otherwise, they have the same route cost and can all satisfy QoS 
requirements. 
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4.2.1.4 Intentional Satellite Shutdown  
Usually, the satellites in the same orbit plane are evenly distributed. LEO satellite networks mostly 
apply polar constellation, which means the network part above the polar regions could be much 
denser than the one above the equator area. The simulated OneWeb satellite network above the 
North Pole created with STK is illustrated in Figure 4-5. 
The overcrowded network could lead to negative impacts on the network performance because of 
the additional interference introduced. It is also un-economic to use such many satellites to provide 
services to a small region with very limited communication needs. Therefore, special considerations 
and mechanisms need to be offered for the polar regions. In addition, due to certain countries’ rules 
 
Figure 4-5 OneWeb Constellation Above the North Pole (Created with STK [35]) 
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and regulations, some microwave band is forbidden to be used by satellites above certain areas. 
Thus, intentional satellite shutdown needs to be performed above those countries. 
In our proposed scheme, our approaches are: 
 Shutdown certain number of satellites that are not in service. With the shutdown of 
satellites, the number of ISLs will be significantly reduced, which in other words means 
the interference among satellites could be significantly reduced as well. 
 The satellites with sufficient residual battery life are preferred to be kept alive. Satellites 
will orbit into eclipse/sun phase from the opposite phase in polar regions, and they could 
not charge batteries while in eclipse phase. This approach could save energy for the 
satellites and could avoid satellites’ unexpected shutdown due to battery drains. 
 Shutdown certain antenna or the entire satellite-terrestrial communication interface to obey 
relevant regulations. ISLs could keep alive for inter-satellite routing. 
4.2.2 Logical Satellite Plane 
An effective algorithm for mapping logical satellites with physical satellites could be essential and 
critically important for the LEO satellite networks that utilize virtual node mechanism. Since the 
logical satellites are stable to the earth, and also since the physical satellite network topology is 
mostly predictable, it is practical to design an effective mapping algorithm. 
In most circumstances, physical satellites will follow their designed orbit patterns. Therefore, most 
of the time, the locations of physical satellites are predictable. The mapping algorithm can be 
designed based on the logical satellite design and physical satellite movement pattern. For the ease 
of space-terrestrial network integration, IP address should be utilised as well. Considering the total 
number of satellites within a signal constellation, QoS and future trend of communication networks, 
IPv6 has been selected for our simulation studies as in section 4.2.1. The first few bits of the last 64 
bits (interface identifier) of IPv6 address can be used to represent geographic information, such as 
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latitude and longitude, or simply allocating “region ID” [130]. A possible IPv6 address format for 
the proposed scheme is illustrated in Figure 4-7, in which up to 65536 region IDs can be allocated.  
Figure 4-6 illustrates the mapping mechanism. At any time point T0, the physical satellite topology 
is treated as stable and can be pre-calculated; hence the mapping between logical satellites and 
physical satellites can be pre-calculated as well. At another time point T1, which is within the next 
Routing Prefix
(48 bits)
Subnet ID
(16 bits)
Interface ID
(48 bits)
Region ID
(16 bits)  
Figure 4-7 An Example IPv6 Address Format for the Proposed Scheme 
 
(a) Time point T0 
 
 
(b) Time point T1 
 
Figure 4-6 Satellite Mapping 
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time slice defined in the virtual topology algorithm, the physical satellite topology will change 
accordingly; such change is predictable. After calculating all the satellite topologies according to 
time slices in an orbiting period, the mapping relationships between logical and physical satellites 
can be calculated as well. Such calculation should be done on earth by the service provider and then 
be distributed to terrestrial users since it is only useful to earth communication nodes. 
When a terrestrial node requires communication, it would only need to know the IP addresses of 
logical satellites without caring any information about physical satellites. As the logical satellites’ 
locations are designed based on geographical regions, terrestrial nodes should be able to choose the 
most suitable logical satellite for communication easily. 
Although the logical satellites do not physically existed, there would always be a physical satellite 
near the logical satellite’s “logical” location. According to the mapping algorithm, the terrestrial 
communication node would transmit data to the corresponding physical satellite, which is the 
ingress node of the satellite network. After routing within the satellite network, data would 
eventually reach the egress satellite node and then be delivered to the destination on earth. 
In some particular situations, such as temporary/permanent satellite failure, an error could occur in 
the pre-calculated mapping. In that case, the service provides should update the mapping algorithm 
accordingly and should distribute the updated mapping to the user in time. 
4.2.3 Terrestrial User Plane  
Since the satellite network would operate in ad hoc manner, no administrations from earth stations 
are needed. However, due to the proactive routing protocol updates (such as satellite shutdown 
because of scheduled maintenance), some earth stations are still needed. Ideally, the earth stations 
should be distributed evenly around the globe, but it is not compulsory as the satellites can distribute 
any update information within the network autonomously. 
There is no special requirement for terrestrial communication nodes other than satellite connection 
ability. The nodes can be any device, from small sensors to large aircraft, as long as the mapping 
algorithm has been installed or can be installed via update. 
The entire communication process is illustrated in Figure 4-8. 
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Figure 4-8 Communication Process 
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4.3 Performance Evaluation 
Since the proposed idea is a brand-new approach design for the next generation LEO satellite 
networks that have not been launched yet, it is even unpractical to test its performance in 
simulations. Therefore, a general simulation for the next generation LEO satellite network 
performance is described in the following section. Some parts of the proposed routing mechanism 
have been deployed into the simulation, such as ISL selection and intentional ISL shutdowns above 
polar regions. 
The evaluation is performed based on a OneWeb-alike constellation.  
4.3.1 Simulation Setup 
OneWeb constellation’s parameters are described in Table 4-2.  
648 satellites locate in 18 orbit planes, and 36 satellites are evenly distributed on each orbit. The 
high inclination angle ensures a truly global coverage (pole-to-pole).  
4.3.2 Constellation Analysis 
In this section, OneWeb constellation will be analysed comparing to the most famous LEO satellite 
network, Iridium, which has been operated for two decades. The detailed comparison is illustrated 
in Table 4-3.  
Table 4-2 OneWeb Constellation Parameter 
Number of satellites 648 
Altitude 1200 km 
Number of orbital planes 18 
Inclination 87.9 
Minimum elevation (for user) 55 
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From the comparison above, it can be observed that the next generation LEO satellite network 
constellation contains much more satellites than the present; it also significantly increases the 
minimum elevation for connection, which could provide better communication link quality 
regardless of terrain condition. On the other hand, the drawbacks of future LEO satellite network 
constellation include shorter access duration for a single satellite, which would lead to frequent 
handover between satellites. 
From operation cost point of view, the future LEO satellite constellations do not necessarily cost 
much more than present constellations, as a result of lower cost of small satellites and launch 
vehicles, and the ability to launch multiple satellites via a single vehicle [136]. With the increasing 
Table 4-3 Iridium and OneWeb Constellation Comparison 
 Iridium OneWeb 
Number of Satellites 66 648 
Theoretical Number of Satellites 
for Global Coverage 
33 432 
Orbit Altitude 750 km 1200 km 
Average Ground Coverage 
Radius (Per Satellite) 
2209 km 613 km 
Number of Satellites in View 
(Per User) 
1-4 1-4 
Mean Access Duration 491 secs 182 secs 
Mean Number of Satellites in 
View for ISLs (Per Satellite) 
~ 10 > 50 
Mean Length of ISLs 4495 km 3520 km 
Mean Elevation Angle 22 degrees 50 degrees 
Minimum Elevation Angle for 
Connection 
10 degrees 55 degrees (for user) 
15 degrees (for gateway) 
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global interest in high-throughput satellite and the utilisation of Ku/Ka or even higher frequency 
bands, the cost per throughput capacity could be actually much less than present [137]. 
4.3.3 Performance Analysis Metrics 
Since the author is proposing a novel routing mechanism for the next-generation LEO satellite 
network that has not been launched, there are no exact rivals to be compared with. Therefore, the 
author is simulating the network’s performance based on OneWeb’s published specifications, and 
such performance will be compared with alternative communication methods with similar 
functionalities. 
During the past few years, network demand has changed from typical web browsing and online 
chatting towards multimedia entertainment. It is forecasted that in the next 5 years, multimedia 
streaming (including online gaming, IP VOD and Internet video) will be 85.9% of total Internet 
traffic (currently 74%) [138] [139]. Therefore, the network performance will be analysed based on 
realistic Internet access activities, including: 
 Web browsing (Hypertext Transfer Protocol, HTTP) (TCP): helper provided by ns-3. 
 File transferring (File Transfer Protocol, FTP) (TCP): helper provided by ns-3. 
 Multimedia streaming (UDP): a 1080p video streaming continuously. 
 Voice-over-IP (VoIP) (UDP): 218 bytes voice packets transmitted with a 20 ms interval. 
4.3.4 LEO Mega Constellation Simulation Setup 
The simulation is performed on Network Simulator 3 (ns-3). The network physical characteristics 
are analysed with Systems Tool Kit (STK). The network performance is compared to three current 
Internet accessing techniques: via terrestrial fibre, via a GEO satellite and via an Iridium NEXT-
alike LEO constellation. The simulated communication is between London, UK, and Beijing, 
China. 
The simulation setups are illustrated as Table 4-4. The length of terrestrial fibre is based on the 
length of the Russian Optical Trans-Arctic Submarine Cable System (ROTACS, from Shanghai to 
London) and the distance between Beijing and Shanghai. The length of GEO link is the mean value 
of the link length from Beijing to London via a GEO satellite; only direct links are considered, i.e. 
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no satellite relays are involved. The current generation LEO link length is based on Iridium NEXT 
constellation, which transmits data back to the ground as long as there is an earth station available 
(in this case, the retired Beijing station is chosen for the earth station to simulate the best case); data 
are transmitted from Beijing earth station to London via ROTACS. The next generation LEO link 
length is based on OneWeb constellation, while the value used in the simulation is the maximum 
length of time to simulate the worst case. Signal processing delays and handover delays are added 
based on real-world experience. Errors are implied on the communication channel (GSL) in the 
GEO simulation, and on communication channel (GSL), handover processes and ISLs in the LEO 
simulation, to reflect realistic communication scenarios. Simulations were undertaken for 0.5 hrs, 
1 hr, 1.5 hrs and 2 hrs respectively to achieve more accurate results. 
Table 4-4 Simulation Setup 
 
Fibre GEO 
Current 
LEO 
(Iridium 
NEXT) 
Next 
Generation 
LEO 
(OneWeb-
alike) 
Communication 
link length 
16115 km 80468 km 17675 km 14400 km 
Satellite processing 
delay 
N/A 5 ms 5 ms 5 ms 
User processing 
delay 
0.5 ms 2 ms 2 ms 2 ms 
Handover delay N/A N/A N/A 1.2 sec / 12 sec 
Error 
implementation 
No error Channel Channel Channel + 
handover + ISL 
Simulation time 0.5 hrs, 1 hr, 1.5 hrs, 2 hrs 
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4.3.5 Result Discussions 
4.3.5.1 Inter-Satellite Routing Simulation Results 
The simulation results are demonstrated in Table 4-6 and in Figure 4-9. Results are the average 
values of the four simulations (original results of the four simulations are provided in Appendix E). 
QoS requirement is demonstrated in Table 4-5, in which the lower a class band is, the better service 
is provided; “U” means “undefined”.  
From the simulation results, it can be noticed among all the three communication methods, 
terrestrial fibre can always have the best performance compared to the other two; which is not 
surprising. In comparison, the next generation LEO satellite network has a much better performance 
than the traditional GEO satellite does in average throughput and average delay. The current 
generation LEO performs well in throughput, which is because of the involvement of terrestrial 
fibre during data transmission; however, the limited bandwidth (8 Mbps per user) results in poor 
performance in PDR and further results in high delay for TCP packets (more re-transmission 
because of packet loss). The packet delivery ratio metrics of fibre, GEO and next-generation LEO 
Table 4-5 QoS Requirements 
Service Requirements 
Average 
Throughput 
Average Delay Packet Delivery 
Ratio 
HTTP U Class 2: 100 ms 
Class 3: 400 ms 
Class 4: 1 s 
Class 5: U 
> 0.9989 
FTP U Class 4: 1 s 
Class 5: U 
> 0.9989 
Multimedia 
Streaming > 2.35 Mbps 
Class 4: 1 s 
Class 5: U 
> 0.9989 
VoIP > 84.375 Kbps Class 0: 100 ms 
Class 1: 400 ms 
> 0.9989 
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are similar; all of these three methods can meet QoS requirement in most circumstances, while also 
all of them fail while providing UDP multimedia streaming service [135]. 
To sum up, the next generation LEO satellite network (OneWeb) can generally provide sufficient 
performance for common Internet access activities except for VoIP service. Its performance can 
fulfil most QoS requirements. Actually, from QoS point of view, the next generation LEO satellite 
network is able to provide the same quality of service as the terrestrial fibre does in the simulation 
and better performance than current generation GEO and LEO satellites. 
Table 4-6 Simulation Results (LEO Mega Constellation) 
  
Service 
 
Fibre 
 
GEO  Current LEO 
(Iridium 
NEXT) 
Next 
Generation 
LEO 
(OneWeb-
alike) 
Average 
throughput 
(Kbps) 
TCP HTTP 496.1743 44.9810 194.4665 107.0404 
FTP 5174.1053 57.9621 1685.5243 134.9036 
UDP Multimedia 
streaming 
2418.2585 2367.6753 2372.7596 2271.1726 
VoIP 85.9064 85.5099 70.0605 84.7294 
Average 
delay (ms) 
TCP HTTP 78.5190 275.4993 181.7806 51.9673 
FTP 76.8983 275.4103 171.1673 51.9665 
UDP Multimedia 
streaming 
3289.1567 3416.7129 3296.3374 3242.3943 
VoIP 76.8255 275.2692 146.4424 94.8710 
Packet 
delivery 
ratio 
TCP HTTP 0.99986 0.99987 0.99377 0.99968 
FTP 1.00000 0.99987 0.99349 0.99960 
UDP Multimedia 
streaming 
0.96070 0.96043 0.96033 0.95987 
VoIP 1.00000 0.99995 0.99664 0.99983 
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Figure 4-9 SANET Simulation Results and Comparison 
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Figure 4-9 SANET Simulation Results and Comparison (cont’d) 
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Figure 4-9 SANET Simulation Results and Comparison (cont’d) 
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Figure 4-9 SANET Simulation Results and Comparison (cont’d) 
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4.3.5.2 Constellation Characteristics’ Impact on Performance 
Satellite constellation’s design characteristics will affect the network performance. According to 
the satellite geometry equations introduced in Chapter 0, for the same constellation, the higher 
altitude will introduce higher transmission delay on both GSLs and ISLs. 
To study the constellation characteristics’ impact on network performance, the author also does an 
experiment to rise Iridium NEXT’s altitude to 1200 km (same as OneWeb). OneWeb is already 
located in a relatively high altitude within the LEO region, hence it is meaningless to further raise 
its altitude for the experiment. 
Decreasing constellation’s altitude will lead to insufficient network coverage on the earth (will be 
further discussed in Chapter 5); hence, the author only increases the altitude to see its effects. 
Similarly, the average values of the four simulations are used for more accurate results. 
Simulation results are demonstrated in Table 4-7. 
From simulation results, it can be observed that higher constellation altitude will significantly 
impact network performance for TCP traffic. As GSL length increases, the possibility of packet 
loss also increases. Because of TCP’s feature of packet delivery guarantee, every lost packet will 
be re-transmitted, which increases average transmission delay (a packet may be sent multiple times 
until successfully reach the destination), decreases average throughout (less traffic is generated 
because of the increase of re-transmission traffic) and decreases packet delivery ratio (traffic is 
interfered by the re-transmission process, and more packets are lost eventually). UDP traffic does 
not guarantee the successful delivery of every packet, hence there is no significant performance 
impact on UDP traffic. The slight increase in average delay metric is introduced by the increased 
GSL and ISL lengths. 
Therefore, when designing a satellite network for TCP traffics, lower altitude would be preferred. 
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4.4 Summary 
In this chapter, the author presents a novel routing mechanism, which integrates multiple concepts 
in current terrestrial and space routing approaches, for the next generation LEO satellite network, 
such as OneWeb and Starlink satellite constellation. According to simulation results, the integration 
Table 4-7 Constellation Characteristic Impact 
 
 
Service 
 
Iridium 
NEXT 
(780km) 
 
Iridium 
NEXT 
(1200km) 
Performance 
Difference 
Average 
throughput 
(Kbps) 
TCP HTTP 194.4665 171.6408 -11.74% 
FTP 1685.5243 1519.7962 -9.83% 
UDP Multimedia 
streaming 
2372.7596 2377.0506 +0.24% 
VoIP 70.0605 69.3911 -0.96% 
Average 
delay (ms) 
TCP HTTP 181.7806 194.4056 +6.95% 
FTP 171.1673 180.6919 +5.56% 
UDP Multimedia 
streaming 
3296.3374 3298.7452 +0.07% 
VoIP 146.4424 150.2374 +2.59% 
Packet 
delivery 
ratio 
TCP HTTP 0.99377 0.99281 -0.10% 
FTP 0.99349 0.99309 -0.04% 
UDP Multimedia 
streaming 
0.96033 0.96030 ~0 
VoIP 0.99664 0.99658 ~0 
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and combination can overcome several shortages while bringing a few benefits for network 
management and performance. 
An evaluation work has also been taken for simulating the performance of the next generation LEO 
satellite network. The results indicate that the next generation LEO satellite network can offer 
sufficient performance to fulfil QoS requirements. It performs much better than traditional GEO 
satellite does, although terrestrial fibre provides the best results. In fact, the next generation LEO 
could be able to provide high-quality Internet service to regions that have not been reached by fibre 
network, such as rural and remote area. Satellite networks do not have to compete with terrestrial 
networks; they can collaborate to provide Internet access to a broader population with bigger 
coverage. 
In the next chapter, a coherent routing scheme for satellite and the terrestrial integrated network 
will be introduced, and its performance will be evaluated. The impact of the constellation’s physical 
characteristics on network performance will also be discussed. 
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Chapter 5 
5 Coherent Routing for Satellite and Terrestrial 
Integrated Network 
Even though modern satellites have gained much greater capability than ever before for many high-
computational-consumption applications, currently terrestrial communication networks and 
satellite communication constellations are operating separately with rare and limited integration. 
The ultimate goal of satellite communication networks would be merging space and ground 
networks into a coherent architecture, by which terrestrial and space communications will be 
indistinguishable, therefore both terrestrial and space communication networks' capability can be 
fully utilised to provide services. 
In previous chapters, an optimised mobile ad hoc network routing algorithm (AOMDV-SIR) has 
been proposed, and the network performance of the next generation LEO mega constellation 
(HAMS) has been examined. Both of them have expressed the potential for a single routing scheme 
for a space-ground integrated network. 
Currently, there are three types of architectures for building a satellite-terrestrial integrated network: 
 Ground-based: Sometimes also known as “satellites in space, network on the ground”. 
The entire network is managed by ground stations. Satellite serves as bent pipe (transponder) 
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for packet relay. ISLs may be utilised, but data packets are usually transmitted back to the 
ground as soon as there is a ground station within current satellite’s spot beam. This is the 
current practice for satellite communication networks, such as Iridium. 
 Space-based: Satellites take responsibility for network management. Some ground stations 
may still be used to cooperate with management satellites. Multi-layer hierarchical satellite 
network architecture, i.e. a network jointly built by GEO, MEO and LEO satellites, is 
widely used in latest researches, in which GEO and MEO satellites are used as control units 
and sometimes as backhaul while LEO satellites serve as transponders [140] - [143]. 
 Fully-integrated: Satellite network and terrestrial network share the same priority. 
Centralised network administration and management can be performed jointly by the two 
networks, or decentralised network management (such as ad hoc network) can be utilised. 
Although not strictly a satellite-terrestrial integrated network, a unified network framework 
for integrated space/air information networks is proposed in [144]. It is also the objective 
of this thesis. 
In this chapter, a coherent routing scheme for space and ground integrated ad hoc network is 
introduced. Unlike previous work that sperate ground networks and satellite networks, this routing 
scheme treats both space and ground parts as a united network and routes packets harmoniously. 
The space part is constructed by the next generation LEO mega constellation in which satellites 
operate in an ad hoc manner; in this research particularly, a OneWeb-alike constellation is used. 
The ground part is a mobile ad hoc network. 
In addition to the problems aforementioned in Chapter 3 and 4, this part of research also brings new 
challenges: a universal protocol architecture needs to be designed for a fully-integrated network. 
Ideally, satellite nodes and terrestrial nodes should be treated equally for the maximum network 
flexibility; routing issue on each node of the integrated ad hoc network should perform 
autonomously without central administration; each node should be able to determine which is the 
next hop for packet routing according to network situation [145]. 
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5.1 Proposed Coherent Routing Scheme 
Before introducing the routing algorithm, some definitions used in the latter part of this thesis are 
firstly provided. 
5.1.1 Definitions  
In the space-ground integrated network, satellite components act as normal communication nodes 
as terrestrial mobile ad hoc components do. To clarify the two different node types, here define g-
node and s-node as: g-node represents for communication nodes working on the ground; s-node 
represents for communication nodes working in space. 
In this chapter, mobile nodes in the terrestrial mobile ad hoc network are g-nodes, and satellites in 
the LEO mega constellation are s-nodes. 
Although logically the space communication network and the ground communication network are 
working in an integrated manner, physically they are still separated. Communication packets need 
to be transmitted from one network to another. To furthermore distinguish nodes with different 
positions within the network, here define i-node, r-node and e-node as: i-node represents the 
communication nodes acting as the ingress point of a network; r-node represents for the 
communication nodes acting as a packet repeater in a network; e-node represents the 
communication nodes acting as the egress point of a network. 
According to definitions above, adding up with source node (S-node) and the destination node (D-
node), there are 8 node types in total, listed in Table 5-1. 
The source node and destination node can be either on the ground or in space, and they can also be 
within a communication network or be a standalone point. The relationship among these 8 node 
types is illustrated in Figure 5-1. 
Combine with the formulation in Chapter 4, the set of usable routes in the integrated network is 
𝑅௎ = (S, D, Ψ, Φ) (Eq. 5-1) 
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Table 5-1 Communication Node Types 
Location Node Type Description 
Ground gi-node The ingress node in a ground network. 
gr-node The relay node in a ground network. 
ge-node The egress node in a ground network. 
Space si-node The ingress node in a space network. 
sr-node The relay node in a space network. 
se-node The egress node in a space network. 
Ground/Space S-node The source node (can be either on the ground or in space). 
D-node The destination node (can be either on the ground or in space). 
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Figure 5-1 Relationship Among Different Node Types 
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The purpose of this research is to explore the possibility and performance of utilising the satellite-
terrestrial integrated network to provide Internet access services to terrestrial users, i.e. a terrestrial 
communication node communicates with another node via local ad hoc network and satellite 
network. Other communication scenarios could also be supported by the proposed routing scheme, 
but they have exceeded this research’s scope. Therefore, in this thesis, the author assumes that: 
 The source node is a part of the terrestrial mobile ad hoc network and is not an egress node; 
 The destination node is a standalone node on the ground that does not belong to any other 
communication networks; 
 Packets from the source need to travel via a ground network (terrestrial mobile ad hoc 
network) and then via a space network (LEO mega constellation) and then reaches the 
destination. 
Thus, the simplified relationship among these 8 node types is illustrated in Figure 5-2. The 
following work is performed based on these three assumptions. 
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Figure 5-2 Simplified Node Relationship 
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5.1.2 Routing Algorithm 
In the proposed integrated network structure, both terrestrial part (MANET) and satellite part 
(SANET) are working in ad hoc manner. Based on previous research, the combination of AOMDV-
SIR and HAMS routing protocols would be able to provide the satisfactory performance to this type 
of satellite-terrestrial integrated network. 
For ad hoc networks such as MANET and SANET, as there is no centralised administration 
mechanism, each node needs to select a suitable route autonomously. Route quality has a direct 
impact on network’s performance and service quality, thus during every route calculation and 
selection procedure, link quality must be considered as an essential criterion; such criterion must 
take network’s physical characteristics into consideration as well. For instance, AOMDV-SIR 
monitors multiple paths’ residual bandwidth, latency and reliability and selects the most suitable 
one for transmission when needed, which makes it performs better than traditional mobile ad hoc 
routing protocols in satellite-terrestrial integrated communication scenario; HAMS utilised more 
metrics to avoid situations like a cross-seam transmission that will degrade service quality. 
Based on these considerations, the process of a packet transmitting from the source node to the 
destination is as follows: 
Step 1: Before sending out from the source node (i.e. S-node), the source node will firstly determine 
whether the destination node (i.e. D-node) is within the same network (i.e. within the same 
terrestrial MANET). If so, S-node sends the packet according to local mobile ad hoc routing 
protocols (e.g. DSDV, AODV, etc.), transmission accomplishes; if not, move to Step 2. 
Step 2: Determine if the next hop is a satellite gateway (i.e. ge-node). If so, send the packet to the 
next hop (ge-node) for further transmission via the satellite network part (SANET); if not, find the 
next hop (i.e. gr-node) according to the routing table generated by AOMDV-SIR routing protocol 
towards the ge-node, then repeat Step 2. 
Step 3: Look up the best available satellite ingress node to the ge-node according to the proactive 
satellite routing table (HAMS routing protocol), and then send the packet to the corresponding 
satellite (i.e. si-node). 
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Step 4: Determine if the D-node is within the current satellite node's coverage. If so, forward the 
packet to the D-node, transmission accomplishes; if not, move to Step 5. 
Step 5: Determine if the next hop is an egress node of the satellite network (i.e. se-node). If so, 
forward the packet to the next hop (se-node), then repeat Step 4; if not, find the next hop for relaying 
packets in the satellite network (i.e. sr-node) according to the hybrid satellite routing table generated 
by HAMS routing protocol towards the se-node, then repeat Step 5. 
A flowchart summarising the proposed routing algorithm is illustrated in Figure 5-3. In such 
practice, this routing algorithm can perform a coherent route selection procedure for the space-
ground integrated network without centralised administration involved, while the source node and 
the destination node do not need to know the entire network’s detailed topology. 
5.2 Simulated Application Scenarios 
Generally, in a space-ground integrated network, the space part (satellite network) is not a 
replacement of terrestrial networks; it serves as a reinforcement of the ground part to provide larger 
network coverage, better service reliability and more flexible network scalability. Therefore, the 
main application scenario for the proposed integrated network would be providing a communication 
network to remote areas with no terrestrial network infrastructure. The lack of network 
infrastructure can be a result of financially not rewardable for deploying infrastructure (e.g. 
deploying fibre to a remote area with a small population) or physically difficultness of construction 
(e.g. sea and ocean environmental sensing and disaster recovery). 
In addition, according to the detailed application scenario, the service requirement for the integrated 
network would vary. For instance, when collecting sensor data from a remote area, the data are 
usually sent in burst mode with low bandwidth and latency requirement; for transmitting multi-
media data, high bandwidth is needed, while latency may matter (for VoIP) or not (for video 
streaming); for remote control applications, bandwidth may not be so important, but the requirement 
for latency is critical [146]. The integrated network should be able to cope with different 
communication requirements. 
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Figure 5-3 Route Selection Procedure 
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In this research, the author chooses three realistic scenarios for examining the performance of the 
proposed space-ground integrated network and the coherent routing scheme. These scenarios are: 
environmental monitoring (for remote areas), agricultural monitoring and control and emergency 
distract and relief. The performance is also compared with currently available techniques. 
5.2.1 Environmental Monitoring 
In this scenario, sensors are deployed in remote areas (e.g. sea) to collect environmental data, which 
can be further utilised for the scientific and commercial purpose. The scenario is demonstrated in 
Figure 5-4. 
In Figure 5-4, sensors have fixed locations; their relative locations to each other and to the earth 
keep unchanged. Communications are performed in one-way: from the sensors to the headquarter. 
Headquarter
LEO 
constellation
ISL ISL
Mobile Ad hoc Network
Gateway
Sensors
(Mobile nodes)
Wireless links
 
Figure 5-4 Environmental Monitoring Scenario 
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Sensor data are sent in a burst manner, i.e. data are sent per fixed period. Based on these assumptions, 
the simulation setup is Table 5-2.  
Table 5-2 Simulation Setup (Environmental Monitoring)  
Parameter Value 
Terrestrial area size 750 m x 500 m 
Number of terrestrial 
nodes 
Gateway node 1 
Mobile node 11 
Mobile node mobility Fixed location 
Satellite constellation OneWeb 
Communication 
packet 
Type CBR (UDP) 
Usage Sensing data 
Size 512 Bytes 
Interval 100 ms 
Connection pattern Continuously transmit for 30 secs. 
Repeat every 30 mins. 
Signal processing time 
 
Gateway 2 ms 
Satellite 5 ms 
Source location Gibraltar 
(36.1408° N, 5.3536° W) 
Destination location London, UK 
(51.5074° N, 0.1278° W) 
Simulated time length 24 hrs 
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In the simulation, the author selects Gibraltar, a British Overseas Territory located at the southern 
tip of the Iberian Peninsula, as the place for the environment (ocean) monitoring for its geographic 
location advantages. Data collected will be sent to a headquarter in London for further processing 
and analyse. 12 sensors (11 as mobile nodes, 1 as gateway node) with fixed locations are used; the 
distance between two neighbour sensors is 250 metres according to the real-world configuration. 
Communication packets are set to use the UDP protocol and are transmitted in a burst manner, 
which is used by most sensors. Each sensor will transmit collected data to the headquarter every 30 
mins. Signal process time is added to both terrestrial gateway (sender and receiver) and every 
satellite involved in the transmission process. The communication is simulated to last for 24 hrs, to 
reflect a whole-day environmental monitoring scenario. 
Due to technical limitations, cross-seam ISLs in OneWeb cannot be simulated. The worst case (i.e. 
the longest route within the satellite network) of packet routing path within the satellite constellation 
in this simulation is illustrated in Figure 5-5. 
5.2.2 Agricultural Monitoring and Control 
Satellite networks are ideal for providing communication services to the agricultural industry since 
crop fields and farms usually locate in remote areas with very limited terrestrial network 
infrastructure. For this application scenario, both remote monitoring and remote control are needed, 
as Figure 5-6 illustrated.  
Communications for monitoring and for control have different requirements: 
 For monitoring: Requirements are similar to the scenario described in Section 5.2.1. 
 For control: High bandwidth (for transmitting real-time video) and low latency (for precise 
control and for safety) are required. Terrestrial nodes are mobile. Communications are 
made in two-way. 
Since the ground communication network’s scale is relatively minor compared to any single 
satellite’s coverage, and each device in this scenario is assumed to have direct satellite connection 
capability, therefore the terrestrial communication nodes’ movement has no significant impact on 
the overall network’s performance. Thus, some simulation setup parameters (e.g. terrestrial area  
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size and mobile node mobility) have no practical significance in the simulation. The simulation 
setup for this scenario is as Table 5-3. 
Khabarovsk is a city in south-eastern Russia, besides the Russia-China border; Harbin is the capital 
city of Heilongjiang Province, one of the major agricultural production regions in China. In this 
simulation, Khabarovsk is selected as the farming location, while Harbin is selected to be the 
location of headquarter, according to a real-world business case [147]. 7 terrestrial nodes are used: 
4 as sensor nodes transmitting monitoring data using UDP; 2 as autonomous machinery nodes 
receiving controlling data using TCP to ensure the successful delivery of each packet; 1 as drone 
node transmitting video data using UDP and receiving control data using TCP. The communication 
is simulated for 4 hrs to reflect an operation session lasts for a morning or an afternoon. 
Sensor network
Sensor Station (SS)
UAVs/Drones
User 
terminals
Mobile devices
Mechanical part
Irrigation, fertilising, 
pest controlling, 
etc.
Fixed locations
SSSS
SS SS SSMechineries
Irrigation sprinkler
Temperature, moisture, 
UV, soil chemical 
conditions, etc.
Macro/Precise monitoring, 
precise agricultural activities 
(e.g. pest removal)
LEO 
constellation
ISL ISL
 
Figure 5-6 Agricultural Monitoring and Control Scenario 
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The packet routing path within the satellite constellation in this simulation is illustrated in Figure 
5-7. 
Table 5-3 Simulation Setup (Agricultural Monitoring and Control) 
Parameter Value 
Number of terrestrial mobile 
nodes 
7 
(4 sensors, 2 machineries, 1 drone) 
Satellite constellation OneWeb 
Communication 
packet 
Type CBR 
(UDP) 
TCP Video 
(UDP) 
Usage Sensing data Machineries and 
drone control 
Real-time video 
streaming 
Size 512 Bytes 1040 Bytes 1316 Bytes 
Interval 100 ms N/A 50 ms 
Connection 
pattern 
Continuously 
transmit for 30 
secs. Repeat 
every 30 mins. 
Continuously transit throughout the 
entire simulated period. 
 
Signal 
processing time 
 
Gateway 2 ms 
Satellite 5 ms 
Source location Khabarovsk, Russia 
(48.5158° N, 135.1012° E) 
Destination location Harbin, China 
(45.8038° N, 126.5350° E) 
Simulated time length 4 hrs 
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5.2.3 Emergency Relief and Management 
Unlike the two scenarios above, this scenario requires high bandwidth and low latency for two-way 
communications, as real-time audio and video are required to be transmitted for decision making 
by the headquarter. The application scenario is illustrated in Figure 5-8.  
For IP-based multimedia transmission, the network needs to be able to provide service meets QoS 
requirements defined as [135] (shown in Table 5-4). 
OneWeb can provide 50 Mbps bandwidth per user, thus the integrated network meets the QoS 
bandwidth requirement for audio and video streaming services. Therefore, the simulation setup for 
this scenario is as Table 5-5. 
 
Headquarter
LEO 
constellation
ISL ISL
Au
di
o 
&
 V
id
eo
Mobile Ad hoc Network
Gateway
Gateway
Rescuers
(Mobile nodes)
Wireless links
 
Figure 5-8 Emergency Distract and Relief Scenario 
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This simulation reflects a disaster management scenario, in which Wenchuan, China is the location 
of the disaster, and Beijing, China is the location of management headquarter, as happened in 2008. 
18 terrestrial mobile nodes are used: 16 as “rescuer” nodes with walk-speed mobility, 2 as gateway 
nodes. Audio and video streaming traffic are applied using UDP. Communication lasts for 2 hrs, 
considering normal battery life of handheld devices. The packet routing path within the satellite 
constellation in this simulation is illustrated in Figure 5-9. 
5.3 Result Discussions 
5.3.1 Coherence Routing Simulation Results 
The simulation results are illustrated in Table 5-6. 
From Table 5-6, the simulation results reflect a decent performance of the integrated network. For 
the environmental monitoring scenario, the overall PDR is 99.9738%, while most of the packet 
losses occur within the terrestrial mobile ad hoc network. Remote sensor networks are usually 
considered as a delay-tolerant network, as the sensing data are not delay-sensitive. In which case, 
the 168.44 ms delay can surely be suitable for the proposed scenario. 
For the agricultural monitoring and control scenario, the integrated network can provide good 
quality of service for both UDP and TCP traffics. TCP traffic suffers slightly higher packet loss 
than UDP traffic does, but TCP’s packet acknowledge mechanism can make sure all the packets  
Table 5-4 QoS Requirements for Audio and Video Streaming 
 Audio 
(VoIP) 
Video 
(Multimedia streaming) 
Bandwidth > 84.375 Kbps > 2.35 Mbps 
Delay Class 0: < 100 ms 
Class 1: < 400 ms 
Class 4: < 1s 
Class 5: Undefined 
Packet delivery ratio > 99.89% 
 
Chapter 5. Coherent Routing for Satellite and Terrestrial Integrated Network 134 
 
 
 
Table 5-5 Simulation Setup (Emergency Distract and Relief)  
Parameter Value 
Terrestrial area size 500 m x 500 m 
Number of 
terrestrial nodes 
Gateway node 2 
Mobile node 16 
Mobile node mobility 0 – 1.5 m/sec 
Satellite constellation OneWeb 
Communication 
packet 
Type VoIP 
(UDP) 
Video 
(UDP) 
Usage Audio transmission Real-time video 
streaming 
Size 218 Bytes 1316 Bytes 
Interval 20 ms 50 ms 
Connection 
pattern 
Continuously transit throughout the entire simulated 
period. 
Signal 
processing time 
 
Gateway 2 ms 
Satellite 5 ms 
Source location Wenchuan, China 
(31.4768° N, 103.5904° E) 
Destination location Beijing, China 
(39.9042° N, 116.4074° E) 
Simulated time length 2 hrs 
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can be successfully delivered eventually. The satellite constellation’s bandwidth is fully utilised as 
well, as TCP and UDP traffic together contribute over 60 Mbps average throughput. The 30.85 ms 
can ensure remote agricultural machinery and drones can be operated safely with command 
delivered in time. 
For the emergency distract and relief scenario, audio and video streaming services achieved 99.2817% 
and 100% PDR respectively. In fact, all the VoIP packet losses occur within the terrestrial ad hoc 
network, as the main purpose of utilising MANET is usually to deploy a fast-reacting flexible 
network with very limited network infrastructures, just like this simulated scenario. Even though 
the 99.2817% PDR fails to meet QoS requirements, it still satisfies the 1 per cent packet loss margin 
defined by G.729, the default audio data compression for VoIP services [148]. Thus, the integrated 
network can still be able to provide a high quality of service with only 51.95 ms end-to-end delay, 
which is far less than QoS required. 
These scenarios are simulated with a OneWeb-alike constellation as the space part. The simulation 
results are able to demonstrate how a satellite network will perform for the simulated services with 
the OneWeb constellation configuration. For other constellations, different constellation 
characteristics will also lead to different network performances. 
Table 5-6 Simulation Results (Coherence Routing, OneWeb-Alike Constellation) 
 Environmental 
Monitoring 
Agricultural 
Monitoring and Control 
Emergency Distract and 
Relief 
UDP 
(Sensing 
data, video) 
TCP 
(Control 
data) 
Audio 
(VoIP) 
Video 
(Multimedia) 
Packet 
Delivery Ratio 
99.9738% 99.9999% 99.9999% 99.2817% 100% 
Average 
Throughput 
2.27 kbps 3.97 Mbps 62.29 
Mbps 
1.89 Mbps 
Average End-
to-End Delay 
168.44 ms 30.85 ms 51.96 ms 
 
Chapter 5. Coherent Routing for Satellite and Terrestrial Integrated Network 137 
 
 
 Orbit altitude: This will mainly affect communication latency, as the signal travel distance 
directly decides the signal travel. For instance, for two satellites orbiting at the lowest LEO 
(140 km) and the highest LEO (2000 km), the signal travel time will be over 10 times 
different (0.47 ms and 6.67 ms one-way respectively). When assuming the next generation 
LEO mega constellations’ network performance, the Starlink constellation (lower satellites 
orbiting at 340 km) should be able to provide service with lower latency than LeoSat 
constellation (satellites orbiting at 1,400 km). 
 The number of satellite: As tens of LEO satellites should already be able to provide global 
coverage (Iridium constellation provides global coverage with 66 satellites), the enormous 
number of satellites provided by the LEO mega constellations are to ensure high network 
capacity to provide high bandwidth per user. For instance, with over 10,000 satellites, 
Starlink proposes to provide “gigabits per second” bandwidth per user, which is more than 
current home-use fibre network can provide. The dramatically increased bandwidth will be 
able to support high bandwidth-consumption services, such as HD multimedia streaming, 
online gaming, VR, etc. However, it may lead to higher end-to-end latency since packets 
will need to travel to more satellites before being transmitted down to the terrestrial 
destination. Each satellite-relay process will occur handling time; considering the already 
quite low transmission latency for LEO mega constellations, the impact on the overall 
network’s performance could be significant. 
 ISLs: ISL technique is widely used in constellations with a few satellites. For instance, in 
Iridium constellation, each satellite has 4 ISLs: 2 to neighbour satellites on the same plane, 
2 to neighbour satellites in the nearby plane. In this simulation, the author assumes OneWeb 
uses the same ISL technique. As the number of satellites in a signal constellation keeps 
increasing and the increasing usage of optic ISL with high capacity, the next generation 
LEO mega constellations could be able to provide ISLs for a satellite to communicate with 
further satellites directly. Thus, relays within the satellite network will be dramatically 
reduced, and lower communication latency can be provided. 
For instance, the aforementioned scenarios are also simulated with an Iridium NEXT-alike 
constellation. The simulation results are illustrated as Table 5-7. Data packets are transmitted back 
to the ground as soon as possible from the satellite as the real Iridium NEXT network (ground-
Chapter 5. Coherent Routing for Satellite and Terrestrial Integrated Network 138 
 
 
based integration). In addition to the current three earth stations located in Tempe (USA), Wahiawa 
(USA) and Izhevsk (Russia), the closed eight earth stations are also used in the simulation for the 
best case (i.e. comparing the worst case of the next generation OneWeb with the best case of the 
current generation Iridium NEXT). The additional eight earth stations are located at Pune (India), 
Beijing (PRC), Moscow (Russia), Nagano (Japan), Seoul (South Korea), Taipei (ROC), Jeddah 
(Saudi Arabia) and Rio de Janeiro (Brazil) [149].  
The comparison between the OneWeb-alike constellation and the Iridium NEXT-alike constellation 
is hence illustrated as Figure 5-10.  
From simulation results, it can be observed that the larger single satellite coverage of Iridium leads 
to fewer satellite relays than OneWeb, especially in long-distance communication scenario. The 
lower orbit altitude also helps reduce overall transmission delay. However, the smaller available 
bandwidth per user (smaller network capacity, partially caused by the smaller number of satellites) 
greatly impacts the network throughput. From QoS point of view, both can provide adequate 
services for the three scenarios. 
Table 5-7 Simulation Results (Coherence Routing, Iridium NEXT-Alike Constellation) 
 Environmental 
Monitoring 
Agricultural 
Monitoring and Control 
Emergency Distract and 
Relief 
UDP 
(Sensing 
data, video) 
TCP 
(Control 
data) 
Audio 
(VoIP) 
Video 
(Multimedia) 
Packet 
Delivery Ratio 
99.9738% 99.9998% 99.9996% 99.2817% 100% 
Average 
Throughput 
0.89 kbps 2.67 Mbps 20.10 
Mbps 
1.28 Mbps 
Average End-
to-End Delay 
49.61 ms 30.27 ms 33.48 ms 
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Figure 5-10 Coherent Routing Simulation Results and Comparison 
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5.3.2 Comparison with Currently Available Techniques 
To get a better view of the proposed scheme’s performance, the three scenarios are also simulated 
with currently available techniques. 
5.3.2.1 Environmental Monitoring 
Currently, remote sensing operations can be performed via GEO satellite such as Inmarsat [146] 
[150]. As described in Chapter 2, Inmarsat provides two types of service suitable for remote sensing 
scenario: BGAN M2M and IsatM2M. 
BGAN M2M is originally designed for “low-latency” data reporting with a typical latency from 
800 ms; data rate is up to 448 kbps. IsatM2M is designed for short burst data with 10.5 or 22.5 bytes 
each time in sending direction; typical latency is between 30 to 60 seconds [35]. 
BGAN M2M and IsatM2M services are provided by Inmarsat D and Inmarsat D+ satellites. 
Considering the locations of sensors and headquarter, only one satellite, Inmarsat-5 F2 (located at 
55W), is able to provide communication service to the simulated scenario. BGAN M2M service is 
selected for simulation considering its relatively higher data rate for an optimal situation. The 
communication links are illustrated in Figure 5-11, and the simulation results are demonstrated in 
Table 5-8. 
Table 5-8 Simulation Results (Environmental Monitoring, Compared to Current Technique) 
 Proposed Scheme 
(OneWeb-alike 
constellation) 
Current 
Technique 
(Inmarsat-5 F2) 
Difference 
Packet Delivery Ratio 99.9738% 98.6604% -1.31% 
Average Throughput 2.27 kbps 0.53 kbps -76.65% 
Average End-to-End Delay 168.44 ms 342.29 ms +103.21% 
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From simulation results, it can be observed that the proposed scheme can yield great gain in network 
throughput and end-to-end delay metrics. More packets are successfully delivered the currently 
available technique because of the much less interference on the much shorter GSL. However, 
current GEO satellites can still be considered to be able to provide satisfactory service for this 
scenario since remote sensing applications are usually not sensitive to transmission delay, and 
sensing data mostly have very limited packet size. The main drawback of GEO satellite is this 
application scenario is it cannot provide coverage in polar regions. Alternative techniques (e.g. route 
via LEO constellations) must be used when sensing locations with extremely high latitude. 
5.3.2.2 Agricultural Monitoring and Control 
Similar to remote sensing scenario, agricultural activities usually take place in rural areas with very 
limited network service coverage. For instance, the geographic area of this simulated scenario is 
not covered by mobile networks [151]. Satellite network appears to be the only solution for 
communicating with other places. 
 
Figure 5-11 Ground-Satellite Link (Environmental Monitoring, Inmarsat-5 F2, Created with 
STK) 
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To support a high-bandwidth-consumption application like video streaming, the satellite network 
must be able to provide high network capacity. Considering the simulated locations and current 
satellites’ characteristics, Eutelsat 172B is selected to provide communication network support. 
Eutelsat 172B is a GEO High Throughput Satellite (HTS) locates at 172E. It provides C-band and 
Ku-band network coverage in East Asia and Pacific region [152]. As described in Chapter 2, a 
Eutelsat can provide up to 50 Mbps network capacity to a single user transmitting in Ka-band. To 
simulate an optimal situation of currently available technique, the bandwidth of each GSL is set to 
50 Mbps. 
The communication links are illustrated in Figure 5-12, while simulation results are demonstrated 
in Table 5-9.  
The network throughput is significantly reduced while the end-to-end transmission delay is 
dramatically increased when using current GEO satellite because of the long GSL (one-way length: 
78587.61 km). Such long delay is unsuitable for delay-sensitive applications such as remote control. 
Therefore, the currently available approach cannot provide satisfactory service in this scenario. 
Table 5-9 Simulation Results (Agricultural Monitoring and Control, Compared to Current 
Technique) 
 Proposed Scheme 
(OneWeb-alike 
constellation) 
Current Technique 
(Eutelsat 172B) 
Difference 
UDP TCP UDP TCP UDP TCP 
Packet 
Delivery 
Ratio 
99.9999% 99.9999% 99.5019% 99.0028% -0.50% -1.00% 
Average 
Throughput 
3.97 Mbps 62.29 
Mbps 
1.93 Mbps 1.22 
Mbps 
-51.39% -98.04% 
Average 
End-to-End 
Delay 
30.85 ms 272.03 ms +781.78% 
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5.3.2.3 Emergency Relief and Management 
In the real-world case behind this simulated scenario, rescuers only had access to telephone and text 
message service provided by Beidou constellation [153]; no other service was available at that 
moment due to technical restraints. Recent years’ development of HTS brings the possibility of 
supporting two-way audio and video streaming that could be used in an emergency recovery 
scenario. 
Among all the currently available high throughput satellites, only Intelsat and Eutelsat are able to 
provide such service [146]. Considering the simulated locations, Eutelsat 172B is selected to 
represent the performance of the currently available technique in such a scenario. 
Communication links are illustrated in Figure 5-13, and results are demonstrated in Table 5-10. 
 
 
Figure 5-12 Ground-Satellite Link (Agricultural Monitoring and Control, Eutelsat 172B, Created 
with STK) 
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Table 5-10 Simulation Results (Emergency Relief and Management, Compared to Current 
Technique) 
 Proposed Scheme 
(OneWeb-alike 
constellation) 
Current Technique 
(Eutelsat 172B) 
Difference 
Audio Video Audio Video Audio Video 
Packet 
Delivery 
Ratio 
99.2817% 100% 98.2971% 99.0059% -0.99% -0.99% 
Average 
Throughput 
1.89 Mbps 0.91 Mbps -51.85% 
Average 
End-to-End 
Delay 
51.96 ms 285.24 ms +448.96% 
 
 
Figure 5-13 Ground-Satellite Link (Emergency Relief and Management, Eutelsat 172B, Created 
with STK) 
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Similar to the agricultural scenario, communication performance in throughput and end-to-end 
delay is severely degraded due to the long transmission distance (one-way GSL length: 80428.15 
km). In this optimal simulation, the performance still fails the service requirements as stated in 
Table 5-4. Therefore, the current technique cannot provide satisfactory service for this scenario 
either. 
5.3.3 Constellation Characteristics’ Impact on Network Integration 
In addition to the discussion in Chapter 4, different satellite constellations’ design characteristics 
will also affect network integration and furthermore affect the overall network performance. 
For LEO constellations, 2 orbital coordinates out of the total 7 will define the overall constellation 
characteristics: 
 Semi-major axis a. LEO satellite orbits are usually circular, therefore a defines the orbit 
altitude. 
 Inclination i. This will affect the network coverage in polar regions. 
Eccentricity e and argument of perigee ω are 0 since LEO orbits are usually circular; argument of 
right ascending node Ω varies according to the specific satellite in an orbit plane; mean anomaly M 
and True anomaly υ are the same and define orbit planes’ locations. The total number of satellites 
will also affect the network’s performance. 
5.3.3.1 Semi-Major Axis 
As aforementioned, for the same satellite, the higher altitude will lead to the larger network 
coverage on the earth. When the whole constellation’s orbit altitude changes, the entire network’s 
coverage will also be affected. The effect is illustrated in Figure 5-15 and Figure 5-16, in which 
five different altitudes are simulated: 
 200 km: the lowest altitude for LEO orbits; 
 340 km: the altitude of Starlink constellation lower orbits; 
 780 km: the altitude of Iridium and Iridium NEXT constellation; 
 1200 km: the altitude of OneWeb constellation; 
 2000 km: the highest altitude for LEO orbits. 
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In these two figures, yellow and orange indicate the number of satellites in view, and blue indicates 
coverage holes. The legend for satellite coverage figures is as follows:  
 
Figure 5-14 Satellite Coverage Indicator Legend 
  
a. 200 km b. 340 km 
  
c. 780 km (Original) d. 1200 km 
 
e. 2000 km 
Figure 5-15 Iridium Constellation’s Coverage with Different Orbit Altitudes 
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It can be observed that the current setup of the Iridium constellation is already the most optimised 
solution; minimum spot beam overlaps are provided around the equator region. Further lower the 
orbit altitude will result in network coverage holes on the earth. For OneWeb, large overlaps are 
provided for the high network connectivity consideration. Further lower its altitude to 1000 km can 
still provide global coverage. 
  
a. 200 km b. 340 km 
  
c. 780 km d. 1200 km (Original) 
 
e. 2000 km 
Figure 5-16 OneWeb Constellation’s Coverage with Different Orbit Altitudes 
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There is always a trade-off between network latency and coverage. Lower altitude (shorter GSL 
and ISL) could reduce signal transmission delay, but more satellites will be needed to provide the 
same network coverage; higher altitude can help increase network coverage and spot beam overlap, 
but signal transmission delay will also be increased. 
5.3.3.2 Inclination 
In Figure 5-15 and Figure 5-16, the constellations can always provide much better network coverage 
in polar regions than equator region, that is because of the high orbit inclination (86.4° for Iridium 
and 87.9° for OneWeb). Different inclination angles will also influence satellite network’s coverage 
on the earth, as Figure 5-17 and Figure 5-18 illustrated. 
Obliviously, slightly decreasing current inclination angle to 80 degrees will result in insufficient 
network coverage on the earth. The extreme example would be O3b, which is designed to provide 
communication service to equator regions, thus its inclination angle is 0. A 90-degree inclination 
  
a. 80° b. 86.4° (Original) 
 
c. 90° 
Figure 5-17 Iridium Constellation’s Coverage with Different Inclinations 
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would be ideal for providing evenly distributed global coverage, but it will lead to satellite collision 
above the North and South Pole. 
Therefore, constellation inclination angle also needs to be seriously considered when designing 
LEO mega constellations. 
5.3.3.3 Total Number of Satellites 
As discussed throughout this thesis, more satellites will bring more connectivity and also will 
increase network management difficulty. Thus, the total number of satellites in a constellation needs 
to be set according to various considerations, such as network applications, serving regions, targeted 
connectivity per user, the total number of users, cost, etc. 
Due to historic reasons, Iridium and OneWeb constellations are designed for different 
communication scenarios with different satellite capacity. Thus, the total number of satellites in 
these two constellations are dramatically different. 
  
a. 80° b. 87.9° (Original) 
 
c. 90° 
Figure 5-18 OneWeb Constellation’s Coverage with Different Inclinations 
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Iridium was designed to provide traditional telephone service with global coverage, which does not 
require much network resources comparing to state-of-the-art Internet services. Thus, tens of 
satellites are already sufficient to provide such services. Due to cost consideration, the total number 
of satellite in Iridium constellation was decreased to 66 from the originally designed 77; the 66-
satellite setup offers a nice balance between cost and performance, as Figure 5-19 illustrated.  
OneWeb constellation utilises a large number of satellites to provide high network capacity and 
redundancy. If only considering network coverage on the earth (Iridium’s approach), the total 
number of satellite in OneWeb can be reduced to 480, as Figure 5-20 illustrated. 
Apparently, the 168 fewer satellites (-25.93%) will greatly impact the network’s capacity and 
furthermore makes the entire network unsuitable for providing Internet access. 
The total number of satellites has to be calculated based on network application cases and scenarios. 
5.3.3.4 Overall Impacts 
As discussed above, various constellation characteristics will affect the satellite network’s 
performance, which furthermore affects the integrated network. 
Larger semi-major axis will lead to higher transmission delay; but as the coverage of every satellite 
increases, the fewer inter-satellite transmission may be needed, which could save time by reducing 
satellite onboard processing times. Higher inclination provides more evenly distributed network 
coverage but will increase the excessive network resources in polar regions and even satellite 
collisions. More satellites can bring more network capacity but will also increase packet routing 
and network management difficulty. 
Current fixed satellite routing mechanisms are designed for a dedicate constellation only. They are 
unlikely to be able to work when constellation characteristic changes (i.e. cannot work in other 
constellations). Introducing ad hoc routing (as the proposed routing scheme does) will bring much 
more flexibility. 
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a. 77 Satellites 
 
b. 66 Satellites 
Figure 5-19 Iridium Constellation’s Coverage with Different Number of Satellites 
Chapter 5. Coherent Routing for Satellite and Terrestrial Integrated Network 152 
 
 
 
 
a. 648 Satellites 
 
b. 480 Satellites 
Figure 5-20 OneWeb Constellation’s Coverage with Different Number of Satellites 
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5.4 Summary 
This chapter evaluates the proposed space-ground integrated network’s performance with a 
coherence routing scheme applied. Three realistic scenarios, namely environmental monitoring, 
agricultural monitoring and control and emergency distract and relief, are simulated with simulation 
software to statistically analyse the network’s performance. 
For simulation results, it can be observed that the space-ground integrated network, constructed by 
the next generation LEO mega constellation as the space part and a mobile ad hoc network as the 
ground part, can successfully provide various communication services with satisfactory 
performance. Comparing to the current generation satellite network, the next generation LEO 
constellation can offer much higher network throughput will still maintain adequate performance 
in other metrics. 
A detailed discussion about satellite constellation’s physical characteristics impacts on network 
performance is provided after analysing the simulation results. Several LEO mega constellations 
are proposed to be launched and to be operational in the following decade. The various physical 
configurations will lead to divided performance for different services, which should be seriously 
considered when designing a new constellation and routing mechanism. 
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Chapter 6 
6 Conclusion and Future Work 
This chapter concludes this thesis and provides a future work plan. 
6.1 Conclusion 
The thesis describes a cutting-edge research on the space-ground integrated network, particularly 
with the next generation LEO mega constellation as the space part, to explore its potential and 
possibility and to examine its capability with realistic simulations. In detail, following contributions 
have been made to the related research area: 
Chapter 3 introduces an optimised routing protocol for terrestrial mobile ad hoc network. Normally, 
mobile ad hoc networks are designed to provide a temporary flexible wireless network with certain 
dynamic and mobility in an area with limited network infrastructures. Further communication with 
satellite network was not usually within terrestrial mobile ad hoc network’s scope. However, 
integrated with satellite communications will introduce new challenges that need special 
considerations. The proposed AOMDV-SIR protocol reactively adapts to network status for traffic 
balancing and GSL maximisation. Simulation results prove that the proposed routing algorithm can 
make mobile ad hoc network ready for integration with satellite networks with improved 
performance. 
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In Chapter 4, the performance of the next generation LEO mega constellation is examined in a 
simulated environment. The author chooses OneWeb, the LEO mega constellation with the most 
design details published, as an example of the simulation. Unlike traditional static routing approach 
for satellite networks which does not consider intersatellite link condition changes or recent 
proposed multi-layered satellite network structure which introduces great practical difficulty, a 
novel routing algorithm (HAMS) specifically designed for the next generation LEO mega 
constellations is proposed to achieve autonomous and dynamic routing with high reliability. 
According to the simulation results, the next generation LEO mega constellation is able to provide 
services that meet QoS requirements. In some situation, such as long-distance communication 
scenario, it can achieve even better performance than terrestrial fibre network. 
Finally, Chapter 5 introduces a coherent routing algorithm for the space and ground integrated 
network, which is constructed by a mobile ad hoc network as the ground part and a LEO mega 
constellation as the space part. The integrated network’s performance is examined in three 
simulated realistic communication scenarios, i.e. remote environmental monitoring, agricultural 
monitoring and controlling and emergency distract and relief. Simulation results demonstrate that 
the proposed integrated network is capable to provide quality of service for all the three scenarios 
with high flexibility. Its performance is also compared with currently available techniques, where 
significant improvement can be observed while new communication application scenario can be 
served. Constellation’s physical characteristics’ impact on network performance is also discussed 
in-depth to inspire future research in relevant areas. 
6.2 Future Work  
In the recent two years, the research topic of the space-integrated network has become dramatically 
popular thanks to the rapid development of the satellite manufacturing and launching industry. More 
and more enterprises and institutes, including Surrey Satellite Technology Limited, SpaceX, Blue 
Origin, Google, Airbus, Virgin Group and much more, have joined the commercial satellite market 
to provide low-cost customer-oriented satellite communication services. The cost of satellite 
communications has become arguably competitive to traditional terrestrial communication services. 
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As of the great coverage and flexibility, the next generation LEO mega constellations will be 
capable to provide services for various communication application scenarios, for both traditional 
telecommunications and Internet access and upcoming IoT, M2M and 5G services. As different 
applications usually require different considerations and cannot be treated universally, the future 
work plan for this research include: 
1. Further optimisation of the coherent routing algorithm: Due to the limitation of 
simulation software, not all the aspects of a network can be examined thoroughly. This 
research should be able to reflect the proposed network and routing algorithm’s 
performance from a general point of view, but more work needs to be done to further tune 
the algorithm for higher performance and better reliability. 
2. Analyse the integrated network’s performance in a hardware-based simulated 
environment: Hardware-based simulation environment is more realistic and more 
challenging than software-based one. Some issues existing in the real communication 
environment cannot be thoroughly simulated in a software environment, such as signal 
interference and hardware signal processing time. The author and his colleagues intend to 
perform further research on open-source computing boards, such as Intel Edison, Intel Joule 
and Raspberry Pi, to solve real-life communication problems in the space-ground integrated 
networks. 
3. Test the next generation LEO mega constellation’s performance in a real environment: 
The first mega constellation (OneWeb) will start to be launched from 2018 and is proposed 
to be fully operational in 2019, which provides the opportunity to test its performance in 
real environment. Data acquired from such environment will be greatly valuable for 
providing better communication services for different application scenarios, including but 
not limited to the ones simulated in this research. 
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Appendix A – Radio Frequency Bands 
There are several definitions on radio frequency bands, among which the ones used most are IEEE 
standard radar-frequency band [154], ITU radio bands [155] and EU, NATO, US ECM frequency 
designations [156]. The similarities and differences of these three definitions from 3 MHz to 100 
GHz are provided in this section as Table A-1. 
IEEE standard is used throughout this thesis. 
Table A-1 Radio Frequency Band Name Definition 
Frequency Bands IEEE Standard ITU Standard EU, NATO, US 
ECM Standard 
3 MHz – 30 MHz HF HF A 
30 MHz – 250 MHz VHF VHF 
250 MHz – 300 MHz B 
300 MHz – 500 MHz UHF UHF 
500 MHz – 1 GHz C 
1 GHz – 2 GHz L D 
2 GHz – 3 GHz S E 
Appendix A – Radio Frequency Bands 175 
 
 
 
 
 
3 GHz – 4 GHz SHF F 
4 GHz – 6 GHz C G 
6 GHz – 8 GHz H 
8 GHz – 10 GHz X I 
10 GHz – 12 GHz J 
12 GHz – 18 GHz Ku 
18 GHz – 20 GHz K 
20 GHz – 27 GHz K 
27 GHz – 30 GHz Ka 
30 GHz – 40 GHz EHF 
40 GHz – 60 GHz V L 
60 GHz – 75 GHz M 
75 GHz – 100 GHz W 
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Appendix B – Simulation Tools and Satellite 
Geometry 
For different research purposes, different tools are used. For instance, Systems Tool Kit (STK) and 
SaVi are used for analysing constellations' physical characteristics, such as constellation 
visualisation, coverage, communication link length, satellite visibility, etc. For simulating network 
performance, Network Simulator 2/3 (ns-2/3) are used. The combined simulation of satellite 
constellation's physical characteristics and network performance is able to provide a comprehensive 
reflection on all the 7 layers of OSI network model. Simulation results are analysed and visualised 
by gawk, gnuplot, TraceMetrics, WireShark, etc. 
B.1 Satellite Constellation Simulation 
Among the not-so-many satellite constellation tools on market, this research utilises STK and SaVi 
for their sufficient functionality, long-standing stability and regular updates. 
B.1.1 Systems Tool Kit  
Systems Tool Kit, formerly called Satellite Tool Kit, is a physics-based software from Analytical 
Graphics, Inc. (AGI). STK provides four-dimensional modelling, simulation and analysis of objects 
from land, sea, air and space to evaluate system performance. A screenshot of the latest version of 
STK is illustrated in Figure B-2. 
Originally developed since 1989, STK is widely used by global organisations and companies such 
as NASA, ESA, CNES, JAXA, EADS and Lockheed Martin. It can provide support in the following 
aspects [157]: 
 Space design: Design all aspects of a space mission for any type of orbit around any central 
body in any phase of the mission. In this research, it is specifically used for designing and 
for simulating satellite orbits, such as the constellations illustrated in Chapter 2. A 
screenshot of the configure window for a OneWeb satellite is illustrated in Figure B-1. 
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 Space operations: Operate the mission with tools to design it for anomaly resolution and 
situational awareness. For instance, a satellite constellation’s movement can be simulated, 
and furthermore, the situation at any given time can be forecasted. 
 Multi-domain: Create true multi-domain analysis and operating picture by fusing data 
from any data format, in various units or coordinate systems to determine the mission 
impact of events. For this research, it is especially useful for analysing communication links 
between the satellite and terrestrial terminals. The parameters can be acquired include link 
length, communication time length, communication start and end time, etc. 
 Aircraft and UAV: Design aircraft and UAVs at the mission level while considering non-
traditional limitations. It is not used in this research. 
 Missile systems: Design and model end-to-end complex missile defence systems. It is not 
used in this research. 
In this research, the author mainly utilises simulations in the first three aspects of designing and 
analysing next-generation LEO mega constellations.  
 
 Figure B-1 OneWeb Satellite Configuration Window in STK 
Appendix B – Simulation Tools and Satellite Geometry 178 
 
 
 
 
Fi
gu
re
 B
-2
 S
T
K
 S
cr
ee
ns
ho
t 
Appendix B – Simulation Tools and Satellite Geometry 179 
 
 
B.1.2 SaVi  
SaVi is a cross-platform satellite constellation visualisation software originally developed by the 
Geometry Center and contributed by Lloyd Wood [158]. A screenshot of SaVi is illustrated in 
Figure B-3. 
SaVi uses Tcl based scripts for describing satellite constellation configurations. For instance, the 
script for OneWeb constellation is attached as Appendix C. SaVi can provide real-time simulation 
about satellites’ movements, coverage and local sky fisheye view of satellites above. Even though 
it cannot provide a multi-domain in-depth report like STK, SaVi is helpful for an intuitive 
impression of constellations thanks to its easy configuration. It can also generate 2D images and 
real-time 3D animations, which further makes it a handy tool for analysing satellite constellations. 
B.2 Network Performance Simulation 
STK and SaVi are designed for analysing physical aspects of a satellite constellation; therefore, 
other tools need to be utilised for examining network performance. In this research, Network 
Simulator 2/3 is used.  
B.2.1 Network Simulator 2 
As an open-source cross-platform software, ns-2 was originally supported by DARPA through the 
VINT project in 1995. It uses OTcl language, which is script-based and object-oriented, for 
simulation scripts. The simulation workflow is shown in Figure B-4. 
To start a ns-2 simulation, one to three scripts need to be prepared: 
 Main script: The simulated scenario details need to be defined in this file. The parameters 
need to be configured include communication channel type, signal propagation model, 
routing protocol, number of communication nodes, simulated area size, communication 
start and end time, etc. This file is compulsory. 
 Scenario script: This is mainly used for defining parameters related to the communication 
nodes. For instance, mobile nodes’ initial location, movement start time, speed and 
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direction, etc. in three-dimensional coordinates. This file is optional; relative lines can be 
included in the main script instead. 
 Connection pattern script: This script is used to define communication connection 
activities. Traffic type, packet size, communication start and end time, etc. can be defined 
here. This file is optional; relative lines can be included in the main script instead. 
Simulation progress and results can be stored into a trace file. Details about every single transmitted 
packet can be analysed later, whether delivered successfully or not. The trace file is text-based; for 
Main scriptScenario script
Connection 
pattern 
script
ns-2
Trace script Animation script
Analyse 
simulation 
results
End
Start
 
Figure B-4 Working Procedure of Using ns-2 
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a long-time simulation, millions or more tracing lines will be generated. Such a file can only be 
analysed with the help of other tools, such as gawk that introduced in Section B.3.2. 
ns-2 has no GUI; all the simulations are based on scripts and command lines. Simulation animation 
can be generated via nam, but not all simulated scenarios are supported. After each simulation, ns-
2 can create trace files for recording all the events with time-stamps during the simulation. The 
trace files can then be statistically analysed with the help of gawk, and figure outputs can be 
generated via gnuplot. 
ns-2 is no longer developed nor maintained. The latest version is 2.35, released in November 2011 
[159]. 
B.2.2 Network Simulator 3 and Extension 
ns-3 was built to replace ns-2, but it is not developed based on ns-2. The development of ns-3 began 
in 2006. It is developed using C++, and it is not backwards-compatible with ns-2. ns-3 implies a 
similar workflow with ns-2 is as follows: 
1. Topology definition: To ease the creation of basic facilities and define their 
interrelationships, ns-3 has a system of containers and helpers that facilitates this process. 
2. Model development: Models are added to simulation (for example, UDP, IPv4, point-to-
point devices and links, applications, etc.). Most of the time this is done using helpers. 
3. Node and link configuration: Models set their default values (for instance, the size of 
packets sent by an application or MTU of a point-to-point link). Most of the time this is 
done using the attribute system. 
4. Execution: Simulation facilities generate events, data requested by the user is logged. 
5. Performance analysis: After the simulation is finished and data is available as a time-
stamped event trace. This data can then be statistically analysed with tools like gawk and 
R to draw conclusions. 
6. Graphical visualisation: Raw or processed data collected in a simulation can be graphed 
using tools like gnuplot, matplotlib or XGRAPH. 
ns-3 is still under development. The latest version is 3.27, released in October 2017 [160]. 
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There are also several communication network simulation tools built based on the open-source ns-
3, among them Satellite Network Simulator 3 (SNS3) is a satellite network extension to it [161]. 
However, SNS3 only supports a GEO satellite with a European coverage. The lack of LEO 
constellation support makes it unsuitable for this research. 
B.3 Visualisation & Reporting 
Some other tools are also used for visualising simulation process and analysing simulation results. 
B.3.1 nam 
nam (Network Animator) is a Tcl/TK based animation tool for viewing network simulation traces. 
Together with ns-2 calling as Nsnam, nam was also funded by DARPA VINT project. It supports 
topology layout, packet level animation and various data inspection tools [162]. A screenshot of 
nam is illustrated in Figure B-5.  
However, nam does not support all the simulations performed on ns-2. For instance, satellite-related 
simulations cannot be animated via nam. Such a scenario's network topology can be visualised as a 
static image by a tool called ns-sat-plot [163]. 
The ns-3 compatible nam-equivalent is called NetAnim (Network Animator) [164]. 
B.3.2 gawk 
gawk (GNU Awk) is a GNU implementation of awk programming language. awk is often used for 
analysing text-based files that contain certain patterns or for extracting data and discarding the rest 
from a text file, which is exactly the use case for analysing simulation trace files generated by ns-2 
or ns-3 [165]. 
By running this script, the following metrics can be analysed, calculated and then displayed on the 
screen: 
 Communication start time; 
 Communication end time; 
 Total number of packets sent; 
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Figure B-6 NetAnim Screenshot 
 
Figure B-5 nam Screenshot 
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 Total number of packets received; 
 Packet delivery ratio; 
 Network average throughput; 
 Average end-to-end delay. 
More metrics can be analysed by modifying the gawk script. 
gawk is also script and command line based without GUI support, which increases usage difficulty. 
Some researchers hence created TraceMetrics, a Java-based trace file analyser with GUI for ns-3 
[166]. It is not so flexible as gawk, and it is usable to ns-3 trace files only.  
B.3.3 WireShark 
WireShark is an open-source cross-platform network analyser widely-used by research institutes 
and commercial companies. It provides a graphical front-end with integrated packet sorting and 
filtering functionalities [167]. A screenshot of WireShark is illustrated in Figure B-5. 
 
Figure B-5 WireShark Screenshot 
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WireShark uses pcap to capture packets, and pcap tracing functionality can be manually enabled in 
ns-3, which makes WireShark a powerful user-friendly analysing tool for ns-3 simulations. For 
instance, from Figure B-5, the route discovery process from 192.168.0.1 to 192.168.0.10 using 
OLSR protocol can be easily traced and understood. 
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Appendix C – SaVi Script for OneWeb 
Constellation 
This script is used to generate a OneWeb-alike constellation in SaVi. 
# 
# * PROPOSED LARGE BROADBAND CONSTELLATIONS - CURRENT EFFORTS 
# * 
# * OneWeb 
# * 
# * Greg Wyler's followup to the popular O3b. 
# * 
# * A Walker polar star geometry. Note the 'orbital seam' where 
# * the footprints of ascending (going north over the Equator) and 
# * descending (going (south) satellites overlap more to ensure 
# * continuous coverage. 
# * 
# * This simulation is a rough approximation, based only on news reports. 
# * It is speculative, not authoritative, and not finalised. 
# * 
# * "OneWeb’s 150-kilogram satellites will operate in an orbit 
# * 1,200 kilometers in altitude, in 18 planes of 40 satellites each, 
# * with an inclination of 87.9 degrees relative to the equator." 
# *  -- OneWeb Pledges Vigilance on Orbital Debris Issue, 
# * Peter B. de Selding, October 15, 2015. 
# http://spacenews.com/oneweb-pledges-vigilance-on-orbital-debris-issue/ 
# * 
# * "OneWeb’s constellation of 648 satellites operating in Ku-band at 1,200 
# * kilometers in altitude faces potential interference issues around the  
# * equator with respect to many geostationary-satellite operators." 
# *  -- Start-up satellite Internet provider OneWeb LLC addressed many of  
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# *     the issues that skeptics had used to question its seriousness. 
# http://spacenews.com/onewebs-partners-in-their-own-words/ 
 
# * See http://oneweb.world/ or http://spacenews.com/tag/oneweb/ 
# * 
# * Uses intersatellite links, which are not yet simulated here. 
 
# $Id: oneweb.tcl,v 1.4 2016/01/18 03:16:52 lloydwood Exp $ 
# $Id: oneweb.tcl, v 1.4.1 2016/03/29 21:15 Xin Yang $ 
 
set SATS_PER_PLANE 36 
set NUM_PLANES 18 
 
# rough guess. 
set INTERPLANE_SPACING 10.0 
 
# setup orbital elements 
set a [expr 1200.0+$RADIUS_OF_EARTH] 
set e 0.0 
set inc 87.9 
set omega 0.0 
 
# Ku-band, but presume high elevation angle for terminals. 
set coverage_angle 50.0 
 
# compute period of orbit 
set T_per [expr 2 * $PI * pow($a,1.5) / sqrt($MU)] 
 
satellites GV_BEGIN 
for {set j 0} {$j < $NUM_PLANES} {incr j} { 
    set Omega [expr $j * $INTERPLANE_SPACING] 
    for {set i 0} {$i < $SATS_PER_PLANE} {incr i} { 
        if { $j % 2 == 0} { 
            set plane_offset 0 
        } else { 
            set plane_offset [expr $T_per / $SATS_PER_PLANE / 2.0] 
        } 
        set T [expr $T_per * $i / $SATS_PER_PLANE + $plane_offset] 
        set n [satellites LOAD $a $e $inc $Omega $omega $T "OneWeb ($j, $i)"] 
        if {$i > 0} {satellites ORBIT_SET $n 0} 
    } 
} 
satellites GV_END 
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Appendix D – Partial Script for Configuring 
OneWeb ISLs in ns-2 
This is a part of the script for configuring OneWeb ISLs in ns-2. Both interplane and intraplane 
ISLs are configured. 
# Plane 1 intraplane 
$ns add-isl intraplane $n0101 $n0102 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0102 $n0103 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0103 $n0104 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0104 $n0105 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0105 $n0106 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0106 $n0107 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0107 $n0108 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0108 $n0109 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0109 $n0110 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0110 $n0111 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0111 $n0112 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0112 $n0113 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0113 $n0114 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0114 $n0115 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0115 $n0116 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0116 $n0117 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0117 $n0118 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0118 $n0119 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0119 $n0120 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0120 $n0121 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0121 $n0122 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0122 $n0123 $opt(bw_isl) $opt(ifq) $opt(qlim) 
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$ns add-isl intraplane $n0123 $n0124 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0124 $n0125 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0125 $n0126 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0126 $n0127 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0127 $n0128 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0128 $n0129 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0129 $n0130 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0130 $n0131 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0131 $n0132 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0132 $n0133 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0133 $n0134 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0134 $n0135 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0135 $n0136 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl intraplane $n0136 $n0101 $opt(bw_isl) $opt(ifq) $opt(qlim) 
 
# Plane 1-2 
$ns add-isl interplane $n0101 $n0201 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0102 $n0202 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0103 $n0203 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0104 $n0204 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0105 $n0205 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0106 $n0206 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0107 $n0207 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0108 $n0208 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0109 $n0209 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0110 $n0210 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0111 $n0211 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0112 $n0212 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0113 $n0213 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0114 $n0214 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0115 $n0215 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0116 $n0216 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0117 $n0217 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0118 $n0218 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0119 $n0219 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0120 $n0220 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0121 $n0221 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0122 $n0222 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0123 $n0223 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0124 $n0224 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0125 $n0225 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0126 $n0226 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0127 $n0227 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0128 $n0228 $opt(bw_isl) $opt(ifq) $opt(qlim) 
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$ns add-isl interplane $n0129 $n0229 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0130 $n0230 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0131 $n0231 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0132 $n0232 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0133 $n0233 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0134 $n0234 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0135 $n0235 $opt(bw_isl) $opt(ifq) $opt(qlim) 
$ns add-isl interplane $n0136 $n0236 $opt(bw_isl) $opt(ifq) $opt(qlim) 
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Appendix E – LEO Mega Constellation 
Simulation Results 
These are the original results of the four simulations described in Chapter 4. Table 4-6 is the average 
of these four tables. 
Table E-1 Simulation Results (LEO Mega Constellation – 1800 secs) 
  
Service 
 
Fibre 
 
GEO  Current LEO 
(Iridium 
NEXT) 
Next 
Generation 
LEO 
(OneWeb-
alike) 
Average 
throughput 
(Kbps) 
TCP HTTP 499.13850 45.25872 189.63522 109.31775 
FTP 5135.66704 58.69280 1700.11443 136.05128 
UDP Multimedia 
streaming 
2439.04570 2387.35240 2387.85643 2290.83587 
VoIP 85.87778 85.49700 68.81695 84.67087 
Average 
delay (ms) 
TCP HTTP 78.58040 275.46995 186.04411 52.83870 
FTP 76.89886 275.41133 175.42505 51.64626 
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Table E-2 Simulation Results (LEO Mega Constellation – 3600 secs) 
  
Service 
 
Fibre 
 
GEO  Current LEO 
(Iridium 
NEXT) 
Next 
Generation 
LEO 
(OneWeb-
alike) 
Average 
throughput 
(Kbps) 
TCP HTTP 499.13850 44.28236 183.81845 110.78660 
FTP 5171.80700 57.09800 1679.74567 134.57740 
UDP Multimedia 
streaming 
2412.15700 2362.07700 2368.12910 2265.78000 
VoIP 85.90772 85.50434 70.13246 84.70943 
Average 
delay (ms) 
TCP HTTP 78.58040 275.51820 184.94181 51.64490 
FTP 76.89834 275.40990 170.44891 51.87447 
 
Table E-1 Simulation Results (LEO Mega Constellation – 1800 secs) (cont’d) 
  
Service 
 
Fibre 
 
GEO  Current LEO 
(Iridium 
NEXT) 
Next 
Generation 
LEO 
(OneWeb-
alike) 
Average 
delay (ms) 
UDP Multimedia 
streaming 
3280.54373 3483.14222 3363.56005 3308.60620 
VoIP 76.82485 275.26917 149.62797 94.64932 
Packet 
delivery 
ratio 
TCP HTTP 9.99812E-1 9.99771E-1 9.89098E-1 9.99460E-1 
FTP 9.99997E-1 9.99775E-1 9.88783E-1 9.99190E-1 
UDP Multimedia 
streaming 
9.34054E-1 9.33574E-1 9.33376E-1 9.32558E-1 
VoIP 1.00000 9.99913E-1 9.94122E-1 9.99716E-1 
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Table E-3 Simulation Results (LEO Mega Constellation – 5400 secs) 
  
Service 
 
Fibre 
 
GEO  Current LEO 
(Iridium 
NEXT) 
Next 
Generation 
LEO 
(OneWeb-
alike) 
Average 
throughput 
(Kbps) 
TCP HTTP 493.21003 45.19146 202.20612 104.02861 
FTP 5177.65375 57.73677 1685.86879 134.40896 
UDP Multimedia 
streaming 
2403.43375 2353.39990 2358.82100 2257.13407 
VoIP 85.91767 85.51252 70.64897 84.76461 
Average 
delay (ms) 
TCP HTTP 78.45751 275.50447 178.06831 51.69271 
FTP 76.89807 275.41028 169.43973 52.12188 
 
Table E-2 Simulation Results (LEO Mega Constellation – 3600 secs) (cont’d) 
  
Service 
 
Fibre 
 
GEO  Current LEO 
(Iridium 
NEXT) 
Next 
Generation 
LEO 
(OneWeb-
alike) 
Average 
delay (ms) 
UDP Multimedia 
streaming 
3193.84100 3396.40300 3275.77808 3221.98900 
VoIP 76.82485 275.26930 146.00682 94.80152 
Packet 
delivery 
ratio 
TCP HTTP 9.99757E-1 9.99873E-1 9.93846E-1 9.99684E-1 
FTP 1.00000 9.99873E-1 9.93512E-1 9.99836E-1 
UDP Multimedia 
streaming 
9.34054E-1 9.60264E-1 9.60166E-1 9.59714E-1 
VoIP 1.00000 9.99952E-1 9.96670E-1 9.99836E-1 
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Table E-4 Simulation Results (LEO Mega Constellation – 7200 secs) 
  
Service 
 
Fibre 
 
GEO  Current LEO 
(Iridium 
NEXT) 
Next 
Generation 
LEO 
(OneWeb-
alike) 
Average 
throughput 
(Kbps) 
TCP HTTP 493.21003 45.19146 202.20612 104.02861 
FTP 5211.29327 58.32073 1676.36848 134.57665 
UDP Multimedia 
streaming 
2418.39740 2367.87195 2376.23196 2270.94048 
VoIP 85.92263 85.52569 70.64361 84.77287 
Average 
delay (ms) 
TCP HTTP 78.45751 275.50447 178.06831 51.69271 
FTP 76.89788 275.40984 169.35537 52.22339 
UDP Multimedia 
streaming 
3216.49203 3419.04351 3298.45533 3244.78811 
 
Table E-3 Simulation Results (LEO Mega Constellation – 5400 secs) (cont’d) 
  
Service 
 
Fibre 
 
GEO  Current LEO 
(Iridium 
NEXT) 
Next 
Generation 
LEO 
(OneWeb-
alike) 
Average 
delay (ms) 
UDP Multimedia 
streaming 
3465.74984 3368.26281 3247.55617 3194.19371 
VoIP 76.82748 275.26924 145.09549 94.98032 
Packet 
delivery 
ratio 
TCP HTTP 9.99931E-1 9.99906E-1 9.95579E-1 9.99762E-1 
FTP 9.99998E-1 9.99902E-1 9.95331E-1 9.99658E-1 
UDP Multimedia 
streaming 
9.71175E-1 9.70990E-1 9.70926E-1 9.70603E-1 
VoIP 1.00000 9.99962E-1 9.97634E-1 9.99878E-1 
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Table E-4 Simulation Results (LEO Mega Constellation – 7200 secs) (cont’d) 
  
Service 
 
Fibre 
 
GEO  Current LEO 
(Iridium 
NEXT) 
Next 
Generation 
LEO 
(OneWeb-
alike) 
Average 
delay (ms) 
UDP VoIP 76.82481 275.26927 145.03941 95.05278 
Packet 
delivery 
ratio 
TCP HTTP 9.99947E-1 9.99926E-1 9.96542E-1 9.99809E-1 
FTP 9.99998E-1 9.99922E-1 9.96315E-1 9.99729E-1 
UDP Multimedia 
streaming 
9.77055E-1 9.76911E-1 9.76864E-1 9.76612E-1 
VoIP 1.0000 9.99970E-1 9.98149E-1 9.99903E-1 
 
