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Abstract
This paper studies generalized variational inequalities with fuzzy relation. It is shown that such problem
can be reduced to a regular optimization problem with variational inequality constraints. A penalty function
algorithm is introduced with a convergence proof, and a numerical example is included to illustrate the solution
procedure. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Variational inequalities have been widely used for modeling optimization and decision-making
problems [2,3,6]. Due to the vagueness involved in the real-world decision problems, variational
inequalities in fuzzy environment becomes an important problem both in theory and in practice.
Generalized variational inequalities consider to <nd all solutions (x; y) such that
x∈V;
〈y; x− z〉6 0; ∀z∈V;
(x; y)∈;
where V is a subset of Rn and  is a relation on Rn (i.e.,  is a subset of Rn×Rn) [2]. However,
the uncertainty of the environment for a variational inequality problem leads to certain degrees of
fuzziness in the relation . Therefore, this paper focuses on the study of generalized variational
inequalities with fuzzy relation. Given a subset V of Rn, and given a fuzzy relation ˜ on Rn with
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Fig. 1. The membership function ˜j (x; y) of yj
=∼fj(x).
its corresponding membership function ˜, the generalized variational inequalities with fuzzy relation
˜ can be stated as follows:
Problem VI(V; ˜) Find (x; y) such that;
x∈V;
〈y; x− z〉6 0; ∀z∈V;
((x; y); ˜(x; y))∈ ˜:
In this paper we consider the fuzzy relation ˜ de<ned as
˜, {((x; y); ˜(x; y))|y=∼f(x)};
where f :Rn → Rn is a continuous mapping, y=∼f(x) is a fuzzy equality and “=∼” denotes the
fuzzi<ed version of “=” with the linguistic interpretation “approximately equal to”. Each of the n
rows of y=∼f(x) (i.e. yj =∼fj(x), j=1; 2; : : : ; n) determines a fuzzy set, whose membership function
is denoted by ˜j , j=1; 2; : : : ; n. The membership grade ˜j(x; y) can be interpreted as the degree to
which the regular equality yj=fj(x), j=1; 2; : : : ; n, is satis<ed. To specify the membership functions
˜j , it is commonly assumed that ˜j(x; y) should be 0 if the regular equality yj=fj(x) is strongly
violated, and 1 if it is satis<ed. This leads to a membership function in the form
˜j(x; y) =


1 if yj − fj(x) = 0;
Lj(yj − fj(x)) if − dj6yj − fj(x)¡ 0;
Rj(yj − fj(x)) if 0¡yj − fj(x)6 tj;
0 otherwise;
j = 1; 2; : : : ; n;
where dj; tj¿ 0, are the tolerance levels which a decision maker can tolerate in the accomplishment
of the fuzzy equality yj
=∼fj(x). We usually assume that Lj(yj−fj(x))∈ [0; 1] and it is continuous
and strictly increasing over [ − dj; 0], and Rj(yj − fj(x))∈ [0; 1] and it is continuous and strictly
decreasing over [0; tj].
Fig. 1 shows the membership function ˜j(x; y) of yj
=∼fj(x), where Lj(−dj)=0 and Rj(tj)=0.
As to the membership function of the fuzzy relation ˜, since all the n rows of y=∼f(x) have to be
satis<ed, we de<ne ˜(x; y), minj=1;2; :::; n ˜j(x; y).
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To solve the fuzzy variational inequality problem VI(V; ˜), some basic analysis of the solutions
to VI(V; ˜) is presented in Section 2. A penalty function algorithm with a convergence proof for
<nding the maximizing solution of VI(V; ˜) is proposed in Section 3. To illustrate the proposed
solution procedure, a numerical example is provided in Section 4. Section 5 concludes this paper by
making some remarks.
2. Basic analysis
One approach to solve VI(V; ˜) is to consider its -level solutions. For ∈ (0; 1], the -level set
of ˜ is de<ned to be
 , {(x; y)∈V × Rn |−1Lj ()6yj − fj(x)6 −1Rj (); ∀j = 1; 2; : : : ; n};
where −1Lj (·) and −1Rj (·) are the inverse functions of Lj(·) and Rj(·), j = 1; 2; : : : ; n, respectively.
For continuity purpose, we also take 0 = lim→0 .
According to [1,15], a solution, say (x; y) to the problem VI(V; ˜) with  degree of membership,
06 6 1, can be obtained by solving the problem
Problem VI(V; ): Find (x; y) such that;
x∈V;
〈y; x− z〉6 0; ∀z∈V;
(x; y)∈:
(1)
In this case the solution set of the problem VI(V; ˜) becomes a fuzzy set. Actually, when V is a
nonempty, compact and convex subset of Rn, f is a continuous mapping, and , ∈ [0; 1], is a
nonempty, compact, and convex subset of Rn, the existence theorem of the variational inequality
problem [2,14] asserts that VI(V; ) has a solution. This means that there exists a solution to the
fuzzy variational inequality problem VI(V; ˜) with  degree of membership.
Another approach aims to <nd a crisp “optimal” solution called “maximizing solution” to VI(V; ˜)
[1,15]. In this case, we seek a solution with the highest degree of membership in the fuzzy solution
set by solving the problem
max f(x; y; ), ;
s:t: x∈V;
〈y; x− z〉6 0; ∀z∈V;
(x; y)∈;
06 6 1
(2)
or, equivalently,
max
(x;y;)∈S
f(x; y; ), ;
s:t: 〈y; x− z〉6 0; ∀z∈V;
(3)
where S , {(x; y; )∈R2n+1 |x∈V; −1Lj ()6yj − fj(x)6 −1Rj (), j = 1; 2; : : : ; n, and 06 6 1}.
It should be noted that problem (3) is a regular optimization problem with variational inequalities
as side constraints. In this paper, we assume that the set V is convex and compact, Lj(·), j =
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1; 2; : : : ; n, are continuous, strictly decreasing and convex, fj(·), j = 1; 2; : : : ; n, are linear, Rj(·),
j = 1; 2; : : : ; n, are continuous, strictly decreasing and concave. In this case, from the theory of
convex analysis [13], the set  is convex and compact. Under those assumptions, problem (3) is
well de<ned, and possesses at least one solution [12].
3. Solution procedure
To <nd a maximizing solution of the fuzzy variational inequality problem VI(V; ˜), we consider
the optimization problem with variational inequality constraints (3). For the numerical treatment of
problems of this type, various penalty techniques and heuristic algorithms have been proposed in the
literature [7,8,4,11,9]. Due to the nature of variational inequalities, in this study we are interested
in developing a penalty function based algorithm, in which the variational inequality constraint is
transformed, via a quadratic penalty, into a system of nonlinear equations, and this nonlinear system
is appended, via a penalty term, to the objective to yield a global optimization problem. Under
some mild assumptions, the procedure does generate a convergent sequence to an “optimistic”-type
solution of problem (3) [8].
Following this concept, given any t ¿ 0, we consider the gap function [12]
Gt(x; y), max
z∈V t(z; x; y); (4)
where
t(z; x; y), 〈y; x− z〉 − 12 t‖x− z‖2 (5)
for x; y; z∈V . The gap function has been used to construct descent methods for solving variational
inequalities [5,10]. Here we have the following simple results.
Lemma 1.
(a) t(z; x; y) is strictly concave in z;
(b) Gt(x; y) is nonnegative; ∀x∈V ;
(c) Gt(x; y) = 0 if and only if x is the projection of x− y on V .
Proof.
(a) For <xed x; and y; it is easy to see that t(z; x; y) is strictly concave in z.
(b) For x∈V , we have
Gt(x; y) = max
z∈V t(z; x; y)¿ 〈y; x− x〉 −
1
2 t‖x− x‖2 = 0: (6)
Hence Gt(x; y) is nonnegative over V .
(c) De<ne the projection of x− y on V , PV (x− y), to be a point in V such that
‖PV (x− y)− (x− y)‖= inf
z∈V ‖z − (x− y)‖:
Since the unique maximum of the strictly concave function t(z; x; y) over z is achieved at the
projection PV (x− y), we know that Gt(x; y) = 0 if and only if x = PV (x− y). .
Notice that, for ∈ [0; 1], when x∈V; (x; y)∈, and x = PV (x − y), [2] shows that (x; y)
is a solution of the problem VI(V; ). This leads to a reformulation of (3) as the nonlinear
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programming problem
max
(x;y;)∈S
f(x; y; ) = ;
s:t: Gt(x; y) = max
z∈V t(z; x; y) = t(PV (x− y); x; y) = 0;
(7)
where PV (x− y) is a solution of (4) and t is any positive number.
Next we approximate problem (7) by maximizing a penalized objective function
max
(x;y;)∈S
qt(x; y; ; ), f(x; y; )− Gt(x; y); (8)
where  is a positive number. For each value of the weight ¿ 0 we denote by (x(); y(); ()) a
global optimum of (8). A penalty function algorithm [12] can be obtained by specifying a sequence
of positive, increasing, unbounded weights {k ; k =1; 2; : : : ; } and the associated sequence of iterates
{(x(k); y(k); (k)); k = 1; 2; : : : ; }.
Following the above procedure, here we outline a penalty function algorithm for <nding a max-
imizing solution of VI(V; ˜). The input parameters of the procedure include an initial weight 1, a
positive integer Q, and a suNciently small constant ¿ 0.
Algorithm.
Step 0: Set k ← 1; Choose any t ¿ 0.
Step 1: Find the gap function Gt(x; y) de<ned in Eqs. (4) and (5).
Step 2: Solve the penalized problem
max
(x;y;)∈R2n+1
f(x; y; )− kGt(x; y);
s:t: x∈V;
−1Lj ()6yj − fj(x)6 −1Rj (); j = 1; 2; : : : ; n;
06 6 1;
(9)
and obtain an optimal solution (x(k); y(k); (k)).
Step 3: If k ¿ 1 and ‖(xk ; yk ; k) − (xk−1; yk−1; k−1)‖26, the algorithm terminates with
(xk ; yk ; k) as the solution. If k ¿Q, the algorithm terminates with a failure.
Step 4: Update the weight by assigning
k+1 ← nk : (10)
Step 5: Set k ← k + 1, and go to Step 2.
The main convergence results of the proposed algorithm relies on the following lemma.
Lemma 2. Let {(xk , x(k); yk , y(k); k , (k))} be a sequence generated by a penalty
function algorithm based on the penalty function (8); (x∗; y∗; ∗) denote an optimal solution to
problem (3); and f∗ , f(x∗; y∗; ∗). Then we have
qt(xk ; yk ; k ; k)¿ qt(xk+1; yk+1; k+1; k+1); (11)
Gt(xk ; yk)¿Gt(xk+1; yk+1); (12)
f(xk ; yk ; k)¿f(xk+1; yk+1; k+1); (13)
qt(xk ; yk ; k ; k)¿f∗: (14)
52 C.-F. Hu / Journal of Computational and Applied Mathematics 146 (2002) 47–56
Proof. Since k ; k+1 ∈ [0; 1]; xk ; xk+1 ∈V ; (xk ; yk)∈k ; and (xk+1; yk+1)∈k+1 ; by (8) we have
f(xk+1; yk+1; k+1)− k+1Gt(xk+1; yk+1)¿f(xk ; yk ; k)− k+1Gt(xk ; yk) (15)
and
qt(xk+1; yk+1; k+1; k+1) = f(xk+1; yk+1; k+1)− k+1Gt(xk+1; yk+1)
6f(xk+1; yk+1; k+1)− kGt(xk+1; yk+1)
6f(xk ; yk ; k)− kGt(xk ; yk)
= qt(xk ; yk ; k ; k):
This proves (11).
Since k and k+1 are optimal for the corresponding penalized programs, we can write
f(xk ; yk ; k)− kGt(xk ; yk)¿f(xk+1; yk+1; k+1)− kGt(xk+1; yk+1): (16)
Combining (15) and (16) yields
(k+1 − k)Gt(xk ; yk)¿ (k+1 − k)Gt(xk+1; yk+1)
which leads to (12), after dividing by the positive number (k+1 − k).
Next, combining (16) with (12) yields (13). Finally, since (x∗; y∗; ∗) solves problem (3), we
know Gt(x∗; y∗) = 0 and hence
f∗ = f(x∗; y∗; ∗)− kGt(x∗; y∗)
6f(xk ; yk ; k)− kGt(xk ; yk) = qt(xk ; yk ; k ; k)
6f(xk ; yk ; k): (17)
This completes the proof.
Theorem 3. Let {xk ; yk ; k} be a sequence generated by a penalty algorithm based on the penalty
function (8); then any limit point of the sequence {xk ; yk ; k} is a maximizing solution of VI(V; ˜).
Proof. Since S is compact under our assumptions; there exists a convergent subsequence {xk ; yk ;
k}k∈K . Let ( Ox; Oy; O) be its limit point. It follows from the continuity of f that
lim
k∈K
f(xk ; yk ; k) = f( Ox; Oy; O): (18)
Since f∗ is the optimal value of (3); Lemma 2 implies that
q∗t = limk∈K
qt(xk ; yk ; k ; k)¿f∗: (19)
Subtracting (18) from (19) results in
lim
k∈K
− kGt(xk ; yk) = q∗t − f( Ox; Oy; O)¿f∗ − f( Ox; Oy; O): (20)
Since the right-hand side of Eq. (20) is constant; the left-hand-side is bounded; which can only occur
if Gt(xk ; yk) goes to zero.
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Moreover, by the continuity of Gt , we have Gt( Ox; Oy) = 0. This means ( Ox; Oy; O) is feasible for the
problem (7). Furthermore, the inequality (17) asserts that f∗6f(xk ; yk ; k) and hence
f( Ox; Oy; O) = lim
k∈K
f(xk ; yk ; k)¿f∗
which shows that ( Ox; Oy; O) is an optimal solution of (7), or, equivalently, ( Ox; Oy) is a maximizing
solution of problem VI(V˜ ; F˜) with a membership degree of O.
4. Numerical example
In this section, a general case of the variational inequality problem with fuzzy relation, which
does not satisfy the assumption that S is convex and compact, has been provided to illustrate the
solution procedure. In our implementation, the Maple V symbolic solver was applied for <nding
the gap function Gt(x; y), and GINO was used to solve the associated penalized problem at each
iteration.
Consider the fuzzy variational inequality problem VI(V; ˜) with
V = {(x; V˜ (x)) | g1(x) =−2x1 + x2 − 2x336 0; g2(x) =−x1 + 2x36 0};
f(x) =


f1(x)
f2(x)
f3(x)

=


−3x1 + x2x23 + 1
2x1x2 + 5x31 + 5x2 + x1x3 − 1
x31 + 3x1x2 + x
2
2 − 1

 ;
and the membership functions ˜j(x; y) for yj
=∼fj(x), j = 1; 2; 3, speci<ed as
˜1(x; y) =


1 if y1 − f1(x) = 0;
1 + 20(y1 − f1(x)) if − 1206y1 − f1(x)¡ 0;
1− 20(y1 − f1(x)) if 0¡y1 − f1(x)¡ 120 ;
˜2(x; y) =


1 if y2 − f2(x) = 0;
1 + 16(y2 − f2(x)) if − 1166y2 − f2(x)¡ 0;
1− 8(y2 − f2(x)) if 0¡y2 − f2(x)¡ 18 ;
˜3(x; y) =


1 if y3 − f3(x) = 0;
1 + 16(y3 − f3(x)) if − 1166y3 − f3(x)¡ 0;
1− 4(y3 − f3(x)) if 0¡y3 − f3(x)¡ 14 :
To solve the fuzzy variational inequality problem VI(V; ˜) described above, we consider the opti-
mization problem
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max 
s:t: −2x1 + x2 − 2x336 0;
−x1 + 2x36 0;
y1(x1 − z1) + y2(x2 − z2) + y3(x3 − z3)6 0; ∀z∈V;
− 1
20
6y1 + 3x1 − x2x23 − 16
1− 
20
;
− 1
16
6y2 − 2x1x2 + 5x31 + 5x2 + x1x3 − 16
1− 
8
;
− 1
16
6y3 − x31 − 3x1x2 − x22 + 16
1− 
4
;
06 6 1;
(21)
where V = {z = (z1; z2; z3)T ∈R3 | − 2z1 + z2 − 2z336 0, −z1 + 2z36 0}.
Just for example, we choose t = 10. The associated gap function of the problem (21) takes the
form
G10(x; y) =max
z∈V {y1(x1 − z1) + y2(x2 − z2) + y3(x3 − z3)− 5[(x1 − z1)
2 + (x2 − z2)2
+ (x3 − z3)2]}
= y1(x1 − (− 125 y3 + 25 x3 − 225 y1 + 45 x1)) + y2(x2 − (− 110 y2 + x2))
+y3(x3 − (− 150 y3 + 15 x3 − 125 y1 + 25 x1))− 5[(x1 − (− 125 y3 + 25 x3
− 225 y1 + 45 x1))2 + (x2 − (− 110 y2 + x2))2 + (x3 − (− 150 y3 + 15 x3 − 125 y1 + 25 x1))2]
= 15 x1y1 − 4x23 + 4x1x3 − x21 + 45 x3y3 + 120 y22 + 125 y1y3 − 25 x3y1
+ 125 y
2
1 − 25 x1y3 + 1100 y23 :
This leads to a reformulation of (21) as the problem
max 
s:t: −2x1 + x2 − 2x336 0;
−x1 + 2x36 0;
1
5 x1y1 − 4x23 + 4x1x3 − x21 + 45 x3y3 + 120 y22 + 125 y1y3 − 25 x3y1
+ 125 y
2
1 − 25 x1y3 + 1100 y23 = 0
− 1
20
6y1 + 3x1 − x2x23 − 16
1− 
20
;
− 1
16
6y2 − 2x1x2 + 5x31 + 5x2 + x1x3 − 16
1− 
8
;
− 1
16
6y3 − x31 − 3x1x2 − x22 + 16
1− 
4
;
06 6 1:
(22)
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Then we approximate problem (22) by the penalized problem
max − k( 15 x1y1 − 4x23 + 4x1x3 − x21 + 45 x3y3 + 120 y22 + 125 y1y3 − 25 x3y1
+ 125 y
2
1 − 25 x1y3 + 1100 y23)
s:t: −2x1 + x2 − 2x336 0;
−x1 + 2x36 0;
− 1
20
6y1 + 3x1 − x2x23 − 16
1− 
20
;
− 1
16
6y2 − 2x1x2 + 5x31 + 5x2 + x1x3 − 16
1− 
8
;
− 1
16
6y3 − x31 − 3x1x2 − x22 + 16
1− 
4
;
06 6 1:
(23)
By taking the parameters 1 = 1, Q= 1000, and = 10−6, after 11 iterations, we obtain a solution
at (x∗; y∗; ∗)=((0:190266; 0:176090; 0:095133); (0:430796; 0:000000;−0:861592); 0:999928). In other
words, (x∗; y∗)= ((0:190266; 0:176090; 0:095133); (0:430796; 0:000000;−0:861592)) is a maximizing
solution of degree 0.999928.
5. Concluding remarks
In this paper, we study the generalized variational inequalities with fuzzy relation. The concept
of level sets has been adopted to convert this problem into an optimization problem with variational
inequality constraints. A penalty function algorithm has been proposed to solve the generalized vari-
ational inequalities with fuzzy relation in terms of optimization problem with variational inequality
constraints. The convergence theorem shows that the penalty function method generates a sequence of
points converging to the “maximizing solution” of problem VI(V; ˜) under some mild assumptions.
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