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In the multivariate case, the empirical dependence function, defined as the 
empirical distribution function with reduced uniform margins on the unit interval. 
can be shown for an i.i.d. sequence to converge weakly in an asymptotic way to a 
limiting Gaussian process. The main result of this paper is that this limiting process 
can be canonically separated into a finite set of independent Gaussian processes, 
enabling one to test the existence of dependence relationships within each subset of 
coordinates independently (in an asymptotic way) of what occurs in the other 
subsets. As an application we derive the Karhunen-Loeve expansions of the 
corresponding processes and give the limiting distribution of the multivariate 
Cramer-Von Mises test of independence, generalizing results of Blum, Kiefer, 
Rosenblatt, and Dugui. Other extensions are mentioned, including a generalization 
of Kendall’s r. 
1. INTRODUCTION 
Let X,, = (X,,(l) ,..., X,(p)), n = 1, 2 ,..., be a sequence of i.i.d. random 
vectors with cumulative distribution function (cdf) F(x, ,..., xp) and marginal 
cdf F(‘)(xr),..., F”“(x,). 
The aim of this paper is to study tests of independence, the null hypothesis 
being that F = F’” . -a F(P), based on distribution-free (independent of 
F”’ ,..., FtP’) statistics of X X l,“‘, n* 
There has been a great number of papers, among which we could cite [2, 
8, 10, 131, dealing with the bivariate case p = 2. Fewer are concerned with 
p > 3. Perhaps the reason for this lies in the fact that in most classical 
parametric models for multivariate distributions, bivariate independence 
between coordinates implies complete independence of all coordinates. 
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It is, however, easy to construct examples where this condition is not 
satisfied, and it is therefore necessary to develop test procedures to verify the 
independence hypothesis against any general alternative. 
We will show in the following that there is a canonical decomposition of 
the information about the dependence structure of F which can be charac- 
terized by 2p - p - 1 limiting Gaussian processes, which are independent 
under the null hypothesis. In other words, we will see that it is possible to 
test independently whether there are dependence relationships within each 
subset of coordinates of X (to be more precise, the tests will be 
asymptotically mutually independent as n -+ m). 
2. THE CANONICAL DECOMPOSITION 
We will define a dependence function of F as any cdf D of a probability 
measure on [0, llP with uniform margins, such that D(F(‘)(xJ,..., F(p’(xp)) = 
F(x i ,..., x,), whenever, for i = l,..., p, xi is a continuity point of Ftn. The 
existence of D has been discussed in [4]; D is unique if F(l),..., F@’ are 
continuous, which will be assumed from now on. 
In a similar way, let D, be a dependence fonction of the empirical cdfF, 
associated to X , ,..., X,,; D, is uniquely defined on I, = {(i,/n ,..., i,ln), 
l<j<p,O<ij<n] by 
i=l k=l 
1.4 standing for the indicator function of the set A and {ri(k), 1 < i < n} 
being the rank statistic of {Xi(k), 1 < i < n}. 
It has been showed in [5], under general assumptions on D, that if u = 
(u 1,“‘, up) E [O, llP, 
Mfx ID,(u) - D(u)1 = O(n-“* (Log Log n)“‘) w.p. 1, (2.1) 
which leads naturally to statistics based on measures of discrepancy between 
D, and D to test the independence hypothesis characterized by 
D(u) = fi ui = D,(u). 
i=l 
The main step, allowing to get asymptotic distribution results lies in 
showing the weak convergence of 
W,(u) = n”‘(D,(u) -D,(u)) 
toward a limiting Gaussian process under the null hypothesis. 
683/11/l-8 
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This was achieved in [S, 61, where it was proved that in the space of 
continuous functions on [O, 1 ]P with the metric given by the uniform distance 
and the corresponding Bore1 algebra, under the null hypothesis, 
where W,(u) is a centered Gaussian process on [0, 1 ]P with a covariance 
function given by 
E(W,(u) Wm(u’)) = [I Min(u,, u;) - T7 Min(u,, u:) 
i=l ,r, 
X JJ U/U; + (p- 1) fi ui”{* (2.2) 
izi i= 1 
In a more general setting, Rtischendorf [ 121 has shown similar results for 
the weak convergence of { Wn(u), u E I,} with respect to the Bore1 algebra 
associated with the Skorohod topology. Rtischendorf has given the following 
representation result of the limiting process W,(u) [ 12, (3.13), p. 9 181: 
where V(u) is a centered Gaussian process on [0, 1 ]P with the following 
covariance function under the independence hypothesis: 
E(V(u) V(u’)) = fl Min(u,, u;) - fi z+u:. 
i=l i=l 
Both limiting processes have the disappointing property of not vanishing 
(at least for p > 3) at the boundary of [0, 11”. We will now give another 
decomposition which will be more instructive concerning the dependence 
structure of D. 
First, let us introduce the following notation: 
If 24 = (q,..., Up), U = (Vi )...) VP) E [O, l]P, put 
W,(u,) = 0, Wij(UI, Uj) = IV&l )...) U1 )...) uj )...) 1). 
By induction on k = 2 ,..., p, we define for 1 < i, < -a - < i, < p, 
w I,...iJ( tq T..., u*J 
= W,(l)...) U! ,,...) Uir ,...) 1) 
k 
- T ui,wI,...i,-,i,+,...ix(ui,,..., (2.3) 
J=I 
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It will be convenient to set, if I = (i, ,,.., i,J, 
For instance, if p = 3, we get 
THEOREM 1. The 2P - p - 1 processes ( WI(u), u E [0, 114 I c { l,..., p}, 
Card I > 2} are independent centered Gaussian processes. Their covariance 
functions are given by 
E(Wi,...i,(U) Wi,...i,(U’) = fi (Min(u,,, U$ - uiju$. (25) 
j=I 
Proofi We first establish three lemmas. 
LEMMA 1. Zf k Q r, E( W,(u, ,..., uk, l,..., 1) W,( l,..., 1, v, ,..., v,)) = 0. 
LEMMA 2. E(W,(u, ,..., up) w,(l,v, ,..., v,)) = u,E(W,(l,u, ,..., up) 
W,(L VZY.r vp)). 
Proof: Straightforward by (2.2). 
LEMMA 3. E(W,(u ,,..., up) Wr...Jvr ,..., II,)) = u, .a* u,-,E(W,(l,..., 1, 
Urr..., up) Wr...&,..., v,)). 
Proof: By (2.3), Wr...P(v ,,..., up) combines terms as W,(l,..., 1, v,* ,..., v,*) 
does where v/* = v, or 1, so that the result follows by Lemma 2. 
We may now proceed with the main result, by an induction argument on 
p. By (2.2) and (2.4), the result can be showed easily for p = 2 and p = 3. 
Assume now that it is true for 2, 3,..., p - 1. We will show first the mutual 
independance of the 2P - p - 1 processes, which amounts to show that 
A = E( W,(u) W,(v)) = 0, whenever Z A J # 0. 
By symmetry of W with respect to its subscripts it is then enough to show 
that 
‘4 = EW,. . .k(U1 ,a.., u/J w,. . .s(v,,..., v,)) = 0, 
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whenever 2 < r. We can also take 2 < r < k; otherwise the result would be 
trivial by Lemma 1, and by interchanging I and J, k < s. 
Now, if s < p, we can proceed in an s-dimensional space, so that, at last, it 
remains to prove that 
A = E(W, . ..&* ,.-*, Uk) W,...,(u, ,..., u,)) = 0. 
But, by Lemma 3 and (2.3), 
A = uk+, . . . u,E(W,. . ./AU, 1*.-v &) w,. . ./((u, )..., u/J) 
SO that, by the induction hypothesis, it remains only to prove that for an 
arbitrary p > 2, 
A = E(w,...p(U1,..., up) W2..&*,..., VP>) = 0. 
But, by (2.3), 
= wL.,w W,(u) - @, W*...,(v) Wz...Ju)) 
by the induction hypothesis and Lemma 3, which imply that 
Using again Lemma 3, we get 
A = ~AW,...,(v)(W,(L u2v.v up) - W2.442 ,..., u,))). 
Let us now decompose W,. . .,(u> by (2.3); we get 
A =u,E (Wl...p(v) (-i2 U,W2...j-,j+~...,(u))) =O 
by the induction hypothesis. 
It remains to evaluate B = E( e(u)). To do that, note that in the above 
we have also proved 
LEMMA 4. EW ,... Ju) w ,... ,w = E(W ,... ,(u> W,(v)>. 
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Using this lemma, let us assume that B has the alleged expression for 
p = 2,..., p - 1, which is obvious for p = 2. Now compute 
B =E(W,...,(u) W,...,(v)) 
= E( W,(u) W,(v) - 5 uiwm(u) wl...i-,i+*...p(v) 
i=l 
- 
2 uiwOZJ(v> wl...j-lj+l...p(U) 
j=l 
P 
+ x UrUiW,...i-,i+,...p(“) w*...i-li+l..*p 
is1 
= E(W,...,(U) w ,... ,W) 
P 
by discarding the null terms in the preceding expression. But this completes 
the proof, since by (2.2) 
[fi Min(u,, Ui)- 4 Min(ui, u,) n u-0. 
irl j+r jJ 
= fi Win@,, vi) - ~4. 
In order to precise the implications of Theorem 1, we will define partial 
independence of the coordinates of X,, in the following way. 
Let 
d,(U) = D(l,..., Ui,,“’ Uj,..., 1) - UiUi’ 
and, by induction, 
di,...i,(U) = D(1V.**9 Ui,,***, Uir,“., l) 
k 
- 
y uijdil.. eij-,ij+, . . . ik(u)* 
,rl 
(2.4) 
DEFINITION 1. If I= (ir ,..., ik) c { l,..., p}, k > 2, we will say that the 
distribution F with the dependence function D is I-independent, iff d,(u) = 0, 
vu E [O, l]P. 
Define now d,,,(u) as in (2.6), but with D, instead of D; the following 
result is merely a restatement of (2.1), (2.2), and Theorem 1. 
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THEOREM 2. (1) If Z = (i, ,..., ik) c { l,..., p, k > 2, then Max, Id,,“(u) - 
A,(u)1 = o(n- I’* (Log Log n)“‘) w.p. 1; 
(2) The joint limit distribution of {n”*A,,,(u), I c {I,..., p}, Card Z > 2, 
u E [0, 11”) is that of the 2P - p - 1 independent Gaussian processes { W,(u), 
z c {I,..., p}, Card Ia 2}, with covariance function given by (2.5). 
COROLLARY. Any distribution-free procedure to test independence within 
distinct subsets of coordinates of X,,, having asymptotic distributions which 
can be expressed as functionals of W,, yields asymptotically independent 
tests. 
As an illustration of the preceding result, we will develop the asymptotic 
theory of DuguC’s test and of the Blum-Kiefer-Rosenblatt test, by the biais 
of the Karhunen-Loeve expansions of the processes W,(u) and W,(u). 
3. THE KARHUNEN-LOEVE EXPANSIONS OF THE LIMITING PROCESSES 
Using (2.5), an elementary calculus as in Ash and Gardner [ 1, p. 411 
shows that the only eigenvectors of the covariance reproducting kernel given 
in (2.5) are the real functions l-J’=, sin(k,nu,). Accordingly we have 
THEOREM 3. The Karhunen-Loeve expansion of W,(u), Z = (i, ,..., ik) c 
{l,..., p} is given by 
W,(u) = 1 2kj2 yr ,...,r . t. rkik ,b sin(rjlru4~ (3.1) 
r,,...Vr&>l rl 
where { Yr ,,.... J is a set of independent N(0, 1) r.v. 
As a by-product, we obtain 
THEOREM 4. For p > 2 the Karhunen-Loeve expansion of Wm(u), 
u E [0, 11” is given by 
Wm(u)= 27 2Pl2 
Y 
r,....,r,>I h 
r;;. ;;ip ,fJ sin@, nuj) 
++ i 2’P-IV2 
k=l r ,,..., rk-,.rt+ ,,..., rp>l 
Z 
X . . . ..r..k r13...3rk-‘Vrr+e’aa r +, uk n sin(r,nuj), (3.2) 
rI ..a ‘k-lrk+l P i#k 
the Wrl ,..., rp} and jzr ,,..., ‘,,.k } being sets of mutually independent N(0, 1) r.v. 
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Proof By Theorem 2, W, . . .P, W,. . .p ,..., W, . . .p-, are independent, and 
posses the decomposition (3.1). But, by (2.3), W,(u) = W,...,(u) - 
cfl=, uk w,. . ,k-, k+ 1.. .p(U), which gives (3.2). 
We now consider the following statistics: 
T,,,=nl_+_m ..j:I (&(x~>...,x& 
-F”‘(X )F (+03 n1n x 2 )...) x,) - * * * 
+ (-l)P ,fi tiiYxi))2 dF,(x, T...? x,)9 p > 2. 
In terms of dependence functions, using (2.6), these statistics can be given 
simpler equivalent expressions, by changing dF,,(x, ,..., x,) to m=, dFk’)(xi), 
yielding (see [3]) the same asymptotic limit distributions: 
l 7-z,2=n 
II 
l (DJU, u)’ du du, 
0 0 
P,(u 1 ,..., u,)-u,~~~u,)*dul~~~dup, 
Tt.p=n 
I i 
’ 9.. l&.,,,(u)du, -.- du,, P> 2. 
0 0 
Note that for p = 2, the preceding statistics are identical, and that Tn,* and 
T;,, appear as two possible extensions of the bivariate statistic for p > 3. 
T n,2 was studied by Blum, Kiefer, and Rosenblatt [3] who gave its 
asymptotic distribution, failing to obtain the similar result for Tk,,, p 2 3. 
T,,, was introduced by Dugue [7] who gave its limit distribution as 
Lin jqei*Thp) = 
It=* n [ 
l- 
2iu 
r,,...,r,>1 r: .*. rpz 1 
- l/2 
22p ’ (3.3) 
thus generalizing the Blum-Kiefer-Rosenblatt result. 
A simple explanation of formula (3.3) can be obtained, if we use the fact 
that the limit distributions of these statistics are those of 
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I I 
T. n *AZ*= II 
w&(s, t) ds dt, p= 2, 
0 0 
1 
r,~,~z;= a*’ 
I I 
1 
Wk(u) du, ..a du,, 
0 0 
W:...,(u)du, . . . du,, p > 2. 
Accordingly, by the Kac-Siegert [9] argument, 
Y2 1, = y 2 rL....,rD 
r,....,r,>1 r1 
. . . 37gP 
P 
and (3.3) merely gives the characteristic function of this infinite linear 
combination of independent x2( 1) r.v. 
By a similar argument applied to (3.2), we can derive the characteristic 
function of ZL : 
THEOREM 5. Lim,=, E(rF A.,) = E(e’%) and is given, for p > 3, by 
I-- 2 
r, ..:i;;~2Pl”2 1 s ,,.. Q-,,, [’ - ss; . . . ;;ln2p-2] 1 -“’ 
(3.4) 
It is to be noted that (3.4) is not valid for p = 2, the corresponding c.f. 
being then identical to the c.f. of I, given by (3.3). 
Though both statistics Zp and ZI, can be used to test the hypothesis of 
independence, the latter has a rather complicated distribution, and Zp 
(Dugut’s statistic) is a consistent test only for the (1 . . . p)- independence. 
We have therefore introduced the following procedures, all of which give 
better results than the simple use of Dug&% statistic for p > 3: 
Method 1. Use Ta,p as a unique statistic. 
Method 2. Use the set of 2P - p - 1 asymptotically independent Dugui- 
type statistics 
T,,,(Z) = n ’ -.a 
1 I 
’ d;,,(u) du, ... du,, Zc (i ,..., p), CardZ> 2, 
0 0 
each of these tests enabling one to test the hypothesis of Z independence 
independently of the others. 
It can be objected that the characteristic functions (3.3) and (3.4) are 
rather difficult to inverse numerically in a way effkiently enough to give a 
precise tabulation of the tests. This can be coped with by the extraction of a 
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fixed number of components of the Karhunen-Loeve expansion by the 
method of Koziol and Nemec [ 111, the results of whom are easily extended 
to a general p > 3 by the use of (3.1) and (3.2). This would give: 
Method 3. Select a subset of the Karhunen-Loeve expansions 
components of T,%,(I) or Tb,, and test the hypothesis that the corresponding 
estimates are N(0, 1) T.v. 
Naturally, a number of problems remain unsolved in that field, mostly 
concerning small sample distributions and rates of convergence to the limit 
distributions. 
It must be pointed out that, in particular, the independence of W, and W, 
when I and J are distinct is mostly true as an asymptotic result, in general 
false when applied to A,,, and AJ,,. 
4. GENERALIZATION OF KENDALL'S r TO MULTIVARIATE INDEPENDENCE 
TESTING 
It can be seen [5] that Kendall’s r has asymptotically the same 
distribution as 
’ 5* = 4 n JJ 
’ (D,(u, u) - uu) du du. 
0 0 
Accordingly we give the following natural generalizations of this test: 
where dDX is defined as in [5], as a measure with weights l/n at each point 
(ri( 1)/n,.-, ri(PYn) OfZ,. 
Exact distributional results of c(1) or 7’,(I) for finite samples are of a 
great interest for the use of these tests. We will however confine outselves to 
the derivation of their asymptotic properties. 
THEOREM 6. The limiting distribution of n’/‘T,,(Z) (or n”‘c(I)) under 
the hypothesis of independence is that of 
S(z)=/’ . . . J; W,(u)du, m-e du,, 
0 
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that is, of a N(0, 12-k), where k = Card Ia 2. Furthermore, the 2p - p - 1 
statistics corresponding to the possible values of I c {l,..., p) are 
asymptotically independent. 
ProoJ It follows from the weak convergence of the empirical dependence 
process n”*(D,,(u) - D,(u)) to W,(u). To get the variance of S(Z), it is 
enough to consider just the case Z= {l,..., p}, and, accordingly, to evaluate 
E (,,’ -a. I,‘I,’ ..a I,’ W,(u) W,(v) du, ... du, dv, ... dvp) 
= [,’ 1’ (Min(u, v) - uv) du dv]’ = 12-p. 
0 0 
Many other extensions of bivariate tests are possible in that way. A 
question of importance lies in the efficiencies of the tests with respect to a 
given particular alternative. It would be perhaps of some interest to compare 
consistent tests against any alternative between themselves rather than 
unconsistent tests against consistent tests. For dimensions p > 3, these 
questions are open. 
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