We study the problem of identi cation for nonlinear systems in the presence of unknown driving noise, using both feedforward multilayer neural network and radial basis function network models. The di culty associated with the Persistency of Excitation condition (inherent to the standard schemes in the neural identi cation literature) is circumvented here by a novel formulation and by using a new class of identi cation algorithms recently obtained in 1]. By embedding the original problem in one with noiseperturbed state measurements, we present a class of identi ers (under L 1 and L 2 cost criteria) which secure a good approximant for the system nonlinearity provided that some global optimization technique is used. For one special network structure, viz. the RBF network, we present a neural network version of an H 1 -based identi cation algorithm from 1], and show how, along with an appropriate choice of control input to enhance excitation, under both full-statederivative information and noise-perturbed full-state information, it leads to satisfaction of a relevant persistency of excitation condition, and thereby to robust identi cation of the system nonlinearity.
Introduction
The emergence of the neural network paradigm as a powerful tool for learning complex input-output mappings has stimulated many studies in using neural network models for identi cation of dynamical systems with unknown nonlinearities 2], 5], 6]. For neural-based identi cation, there are two main issues to be addressed: One is the model architecture for system identi cation, the other is the choice of the learning algorithm. The model structure in which a static neural network and a linear dynamic system are interconnected to form an identi cation model has been proposed by the authors of 2]. As far as the learning algorithm is concerned, a dynamic back-propagation algorithm has been developed under a quadratic cost criterion in 3]. A more systematic approach that utilizes both the Lyapunov synthe- 1 Research supported in part by the in part by the National Science Foundation under Grant ECS93-12807, and in part by the Joint Services Electronics Program under Contract N00014-90-J-1270. sis technique and the gradient method has been described in 5] . Since the Radial Basis Function (RBF) network has a linear-in-parameter network structure, it has attracted considerable interest in recent years 6], 8] . These studies have introduced many welldeveloped identi cation algorithms from the linear system identi cation literature into the RBF network framework.
Although many of the proposed algorithms can guarantee asymptotic convergence of the estimation error (to zero), none of these identi ers can guarantee parameter convergence, which is essentially related to the Persistency of Excitation (PE) condition. In general, the PE condition for nonlinear systems is very di cult to characterize, and cannot be veried a priori, with the nonlinearities in the model and the system dynamics contributing to the di culty 5]. Moreover, it is algorithm dependent, which further compounds the di culty. If this problem is not addressed, however, then we are never assured of a true system model, which will inevitably cast doubts on the power of the neural identi cation approach.
In this paper, our objective is to circumvent this di culty through a novel formulation and by using a new class of identi cation algorithms recently developed in 1]. The nonlinearity of the dynamical system to be identi ed is assumed to be unknown, and is modeled by neural network architectures. Both feedforward multilayer networks and RBF networks are considered. We rst present a class of identi ers (minimizing L 1 as well as L 2 cost criteria) which generate estimates that lead to good approximations of the nonlinearity in the system provided that some global optimization technique is used. Moreover, most available learning algorithms in the current neural network literature, with slight modi cations and by combining with our algorithms, will ensure the identi cation of system nonlinearity. Subsequently, we address the same problem under a third, worst-case, criterion, under an RBF network modeling only. Here, under both full-state-derivative information (FSDI) and noise-perturbed full-state information (NPFSI), a neural network version of an H 1 -based identi cation algorithm recently presented in 1] provides a natural global optimization algorithm. We further construct an appropriate (adaptive control) input for the system, which leads to satisfaction of the PE condition, thereby leading to perfect identi cation of the nonlinear system dynamics when restricted to a compact nite-dimensional space.
The balance of the present paper is organized as follows. We provide a problem formulation in the next section, and two classes of neural networks used for identi cation are brie y discussed in Section 3. Main results are presented in Sections 4 and 5, with the former devoted to L 1 and L 2 criteria with general network structures, and the latter using the worstcase criterion in the context of RBF networks only, which leads to an H 1 identi cation algorithm. The paper ends with the concluding remarks of Section 6.
Problem Statement
Our approach in this paper is based on continuoustime system representation. As discussed in the full version of the paper, there are various reasons that would justify the adoption of the continuous-time system model (as follows) over a discrete-time one from the very beginning : _ x = f(x; u) + w(t); x(t 0 ) = x 0 ; (2.1) where x is the n-dimensional state vector, with x 0 being an unknown initial state, u 2 U is a known control vector of dimension p, possibly governed by a control policy, say 2 M, and w(t) is an n-dimensional unknown disturbance such that w 2 L 1 .
We impose mild regularity conditions on the system to make the problem well-de ned, which are not included here due to page limitations; they can be found in the full version of the paper. Outside those smoothness assumptions, we treat f(x; u) as an arbitrary unknown nonlinear function.
Using state measurements, our objective is to identify the plant within some compact set in the nitedimensional space, say (x; u) 2 B x B u , so as to obtain a su ciently accurate system model, or equivalently a good approximation for function f( ; ).
Approximate Modeling of
Nonlinearities Using Neural Network Models
Since f(x; u) is not known | not even structurally | rst we use feedforward multilayer neural networks or radial basis function (RBF) networks (with the basis functions being xed) to approximate it. That is, we use either of these two networks to approximate f( ; ) within a compact set B x B u in an appropriate nite dimensional space. A theoretical justi cation for this step is that, both feedforward multilayer networks (with as few as two layers) and RBF networks are universal approximators for nonlinear continuous functions in any compact set.
For simplicity of presentation, let us use identical notation,f(x; u; ), to denote the output from either of the two networks where is the parameter vector (adjustable weights in neural network terminology).
It should be noted that, from an identi cation point of view, a major di erence between these two networks is whether the parametrization (in ) is linear or not. Our goal for identi cation can then be stated succinctly as follows:
Develop an algorithm to search (within some convex compact set ) for the \best" parameter vector 0 which optimizes some performance index de ned in terms of the error between f(x; u) andf(x; u; ). In general, such a performance index for identi cation can be cast in one of the following three forms:
jf(x(t); u(t)) ?f(x(t); u(t); )j dt; (3.1)
where t 0 ; t 0 + T] is some window for estimation.
It is important to note at this point that the performance indices (3:1) and (3:2) are de ned over a given sample path generated by (2:1). Such samplepath-dependent performance indices have appeared in the literature before ( 3] , 4]) but in somewhat different forms. As far as (3:3) is concerned, such a performance index, which characterizes a worst-case scenario, has been adopted before by several authors; see, for example, 5].
It should be noted that the three cost criteria above are de nitely not equivalent, and hence may not lead to similar properties for the identi er, although any one of them may appear as a legitimate one to use for identi cation purposes. The speci c choice of one over the others may well depend on the speci c application at hand.
System Identi cation Using
Neural Network Models
The standard approach In the literature, many identi cation schemes have been proposed, using various Lyapunov synthesis techniques 5] 6], or the gradient method 3]. Almost all of these identi cation algorithms essentially t into the following category: Design an identi er, using e.g. Lyapunov synthesis techniques or the gradient method, to search within the convex compact set for a e that minimizes the performance index below:
where (t 0 ; t 0 + T) is some window for estimation, and x(t) is generated by the estimation model _ x =f(x; u; ) ? K e (x ? x) ;x(t 0 ) =x 0 ; (4.2) wherex 0 is some initial estimate for x(t 0 ), and K e is a (generally small) nonnegative de nite feedback gain, introduced to attenuate the e ect of the modeling error e m (x; u) and the unknown initial condition x 0 . The standard state estimator that has appeared in the literature can be obtained by setting K e = 0. As demonstrated by our simulation results included in the full version of the paper, for small and medium values of K e , even though the model (4:2) using e may produce a very good state estimator, in general e may not converge to 0 { a minimizing solution to any one of the performance indices (3:1), (3:2) and (3:3). The key technical condition here is the wellknown \Persistency of Excitation" (PE) condition. In general, the PE condition for nonlinear systems is very di cult to characterize and it cannot be veri ed a priori, with the nonlinearities in the model as well as the system dynamics contributing to the di culty 5]. Moreover, the PE condition is algorithm dependent, and therefore PE condition associated with one identi cation algorithm does not in general apply to another algorithm, which compounds the di culty.
To circumvent this di culty, we now introduce a novel formulation that employs a new class of identication algorithms recently developed in 1].
Embedding in a larger class of problems with noise-perturbed state measurements We embed the original problem in a larger class of system models _ x = f(y; u) + w(t); x(t 0 ) = x 0 ; (4.3) y = x + v(t) ; (4.4) where > 0 is a known small scalar parameter, and v is an unknown n-dimensional measurement disturbance, v 2 L 1 . Even though this small-noise perturbation has been brought in for mathematical reasons (to avoid the need to use derivative information | as discussed in 1] in the context of parameter identi cation for uncertain systems), it also provides a model whereby our level of con dence in the \perfectness" of the state measurement is quanti ed (a small value of signi es a high level of con dence). Clearly, the original model is captured as a special case, by setting v = 0; but, of course this more general one has also some robustness features built into it.
Let us introduce the following lter, that uses the noise-perturbed state measurements above: _ x =f(y; u; ) + 1 (y ? x) ; x(t 0 ) = x 0 ; (4.5) where x 0 is some estimate of x(t 0 ).
This lter was rst obtained in 1] in a framework of robust parameter estimation as part of an H 1 estimator. Here, additional appealing properties of the lter are exploited in our problem setting. Let us de ne two new performance indices:
1 jy(t) ? x(t)j dt ; (4.6)
It turns out that, under rather mild conditions, the di erence between J 2 and J 2 is of the order of , and moreover, J 2 asymptotically converges to J 2 when is small and T is large. A precise statement of this result is given in the following theorem, whose proof can be found in the full version of the paper. Remark 4.1.
The conditions of Assumption (A2:3) address the e ect due to unknown initial condition. If an accurate enough initial guess on x(t 0 ) is available, e.g. y(t 0 ) is known, then we can simply choose x(t 0 ) = y(t 0 ). Otherwise, if the initial guess on x(t 0 ) is erroneous, then a larger measurement window T, in the order of 1 2 is required. Of course, if we further assume that x(t 0 ) is perfectly known, then we can remove assumption (A2:3) altogether. The above results show that every globally minimizing solution of J 2 asymptotically converges to a global minimizer of (3:2), provided that the assumptions of Theorem 4:1 are satis ed. Hence, we only need to design algorithms to minimize J 2 , since any such solution indeed produces a su ciently accurate system model. Therefore, any available optimization technique can directly be applied to minimize J 2 . For the feedforward multilayer neural network, we can apply most of the learning algorithms available in the literature, including the celebrated back-propagation algorithm, to minimize J 2 . One has to watch, however, to make sure that the optimization algorithm used does not get trapped at a local minimum. In this respect genetic algorithms have an advantage over others as they avoid local minima; some discussion on the use of genetic algorithms in system identi cation can be found in 7] . For the RBF network with its basis functions being xed, on the other hand, there is no danger of getting trapped at local minima, and because of the linear-quadratic nature of the optimization problem (minimization of J 2 ), we can use many of the algorithms available in the linear system identi cation literature, such as LS, LMS-like algorithms, or the H 1 -based algorithms recently developed in 1]. In some applications, in contrast with the samplepath cost criteria (3:1) and (3:2), the cost criterion (3:3) might be preferred. This is the topic of this section, where we study speci cally the RBF network models. An H 1 -optimization based identi cation algorithm rst introduced in 1] turns out to be a natural choice here, as the global minimizer of (3:3).
For simplicity in the presentation of the main ideas, we restrict the system to be identi ed to the following form, where by an abuse of notation we have replaced f(x; u) in (2:1) by f(x) + u :
The disturbance w belongs to L 2 \ L 1 , and the assumptions on f and u are the same as those introduced in section 2, with some obvious modi cations. Our goal for identi cation is to obtain a good approximant for f within some convex compact set B x . For technical reasons, we assume that f also satis es the following bound: jf(x)?M f (x)j C x jxj+C f ; 8x 2 B c x for some known function M f (x) and some constants C x ; C f . However, within the set B x , we do not impose any additional restrictions on f.
Furthermore, we adopt here the RBF network as the nonlinear function approximator, that is, the output of the network is given byf(x) = A(x)^ , with A(x) denoting an appropriate basis-function matrix.
Full-state-derivative-information (FSDI) Here, we assume that both the state and its derivative are available to the estimator. where the estimator is assumed to belong to , which is a class of admissible functions satisfying the standard requirements of measurability, adaptability (to the given input elds), etc., k k R denotes an appropriate dimensional L 2 norm (de ned over the time interval 0; T]) weighted by R, j j P is a Euclidean norm weighted by P, the weighting terms satisfy the conditions Q( ; ; ) 0 and Q o > 0, and 0 is a known bias term which stands for some initial estimate of (see 1]).
Then, given any achievable disturbance attenuation level , the relevant algorithm from 1], for the worst-case identi cation of the vector above, is given as follows by xing the weighting term Q( The PE condition (5:5) plays an important role in parameter convergence. In the following, we rst transform this condition into conditions on the state trajectory of the system, and then we show how a control input can be designed to make the PE condition satis ed. Through the use of a certainty-equivalent control, and along with the above H 1 identi cation scheme, we will be able to make the state trajectory track a class of prespeci ed trajectories while maintaining stability of the overall system. This way, the PE condition will be ensured by the control law picked, and will not have to be assumed a priori.
First, based on a recent result on PE condition for the RBF network 9], we characterize below a class of ideal state trajectories which ensure the satisfaction of the PE condition. Remark 5.1. The preceding lemma says that, to \learn" the system in the compact set B x , the state trajectory needs to visit this set arbitrarily often. The more data we get from some speci c region, the better we expect the algorithms to identify the system in that region.
2
After thus characterizing a class of state trajectories which ensure satisfaction of the PE condition, we now turn to the question of whether such trajectories can be generated by applying an appropriate (possibly adaptive) control input to the system (5:1). The following theorem provides an answer to this question, whose proof can again be found in the full version of the paper. Noise-perturbed full-state information (NPFSI)
In the previous subsection, we studied the fullderivative-state information case. In practice, however, the assumption of availability of derivative information might be unrealistic. This is precisely the issue addressed in this subsection, where we shall develop the neural network version of the reduced-order identi cation scheme originally derived in 1].
Toward this goal, we rst embed the original problem in a larger class of system models _ x = f(y) + u + w(t); x(0) = x 0 ; (5.6) y = x + v ;
where v 2 L 2 \ L 1 , and > 0 is a small parameter.
It should be noted that the original model can be captured as a special case by setting = 0.
In this problem setting, the optimal parameter set 0 (by a slight abuse of notation) is de ned over a compact set B y : j^ (t) j M and j x(t) j M x ; 0 ; j^ (t) j > 2M or j x(t) j > 2M x ; l; otherwise , wherel is any continuous function interpolating between 0 and 0 , M x is some known upper bound for x such that jxj < M x and 0 is a pre-chosen positive number.
Consider the certainty-equivalent control given by u = ?K(y ? s) ? (1 ? m(t))A(y)^ (t) + _ s + m(t)u sl ; where the several terms introduced have been de ned in a way similar to those in Theorem 4. This control law, together with the above reduced-order identi er, leads to satisfaction of the PE condition and stability of the closed-loop system as shown in the full version of the paper.
An extensive simulation study has been carried out on a highly nonlinear system to compare the performances of the various algorithms presented in both Section 4 and Section 5; the results corroborate the theoretical ndings given above. Details of this simulation study can be found in the full version of the paper.
Concluding Remarks
In this paper, we have presented system identi cation schemes in a neural network framework, which ensure guaranteed identi cation of nonlinear systems. Both feedforward multilayer networks and radial basis function network models are used. An advantage of our approach to nonlinear system identi cation is that many existing learning algorithms in the neural network literature, including the celebrated backpropagation algorithm, can be incorporated into this methodology with only slight modi cations. In the paper, we have also presented some results on controller designs that enhance nonlinear system identication using RBF network models, and ensure satisfaction of appropriate persistency of excitation conditions. Our simulation results (that can be found in the full version of the paper) corroborate the theoretical ndings.
