The synthesis of four-bar mechanisms is well understood, classical design problem. The original systematic work in this field began in the late 1800's and continues to be an active area of research. Limitations to the classical theory of four-bar synthesis potentially limit its application to certain real-world problems by virtue of the small number of precision points and unspecified order. This paper presents a numerical technique for four-bar mechanism synthesis based on genetic algorithms that removes this limitation by relaxing the accuracy of the precision points.
Introduction
The analysis and synthesis of planar mechanisms has been actively studied since the last century. The pioneering work in this field was explored by Reuleaux in the 1870's, and continues to be a field of active research. One of the great successes of this work was the development of the Burmester theory. This theory can be used to predict the number of different possible mechanisms that can be constructed to pass through a set of specified points (referred to in the kinematic literature as precision points). In brief, what this theory shows is that a four-bar mechanism can be built that will pass through five specified precision points, or through fewer specified precision points, but in a specified order. This solution, while graphical in its origin, is closed form and can be implemented on a computer, Sandor and Erdman (1984) and Shigley and Uicker (1980) . The mechanisms produced using Burmester theory are "perfect" in the sense that they pass thought the precision points exactly, thus the justification for the term "precision point". However, what if a four-bar mechanism is required to pass through more than five points? Burmester theory tells us that -except in some limited, special cases, such as symmetry. See the discussion on point position reduction in Hain (1967) -such a mechanism can not be built. What if the designer is able to relax the inherent exactness of the Burmester theory results and accept a mechanism that comes "close" to the specified points? This paper presents a method for synthesizing planar mechanisms in answer to these questions.
The most common type of GA used to date are bit-string genetic algorithms. These GA represent the parameters by a binary string. Non-binary representations are possible but tend to be more complex without yielding significant benefit. Binary numbers can be used to represent arbitrarily large integral values. Non integral values can be represented by operating on an integral values. For example, real numbers, r, from 0.0 to 10.0 can be represented with a 10 bit binary string and (1) where string is the decimal equivalent of the 10 bit binary string. It is important to note that this method of representation is noncontinuous, and it is possible that the optimal answer cannot be exactly expressed. For example, irrational numbers cannot be represented using this scheme. Howr string 1024 ⁄ = ever, in practice, the required precision of the answer is known and a properly conceived parameter representation will yield answers of sufficient accuracy.
Bit strings can be used to encode more than one number. They can incorporate any number of parameters that are necessary for the problem. In this sense, bit strings are analogous to chromosomes. A group of bits that defines a feature is called a gene and the values taken on by the bits are alleles.
The first step in the genetic algorithm is to determine an appropriate population size and then to create an initial population. Population size can be determined by applying an estimate based on theoretical results or empirically. The composition of the initial population is determined randomly. The next step of the procedure is to evaluate the members of the population.
The value returned by the evaluation function for an individual is referred to as the individual's fitness. The evaluation function must meet three general rules:
1. Fitness values should be non-negative. 2. Better individuals should have larger fitness scores. 3. Evaluation functions should execute quickly, if possible. Rule 1 is needed because of the selection process. Fitness values can be scaled to make negative values nonnegative or all negative values can simply be set to zero. Rule 2 is needed to promote selection of fitter individuals for reproduction. The selection process will be shown to be a function of the individuals' fitnesses. The larger the fitness, i.e., the better the individual, the greater is its probability of reproducing. Finally, Rule 3 is needed for pragmatic reasons, since the solution time is a linear function of the execution time of the evaluation function.
To mitigate the probability of premature convergence, fitness scaling is frequently used. Fitness scaling expands or contracts the range of fitness values to fit some predetermined range. There are numerous schemes for fitness scaling, one of the most common is linear scaling. Using this technique, the maximum fitness is defined to be n times the average fitness, and all other fitnesses are scaled accordingly. A typical value for n is 2.0. Fitness scaling has the dual advantages of preserving genetic diversity in an early population by preventing a small number of chromosomes from dominating the pool of surviving individuals preferentially selecting marginally better individuals in well established populations.
The requirements for the evaluation function are similar to the requirements for evaluation functions for other types of optimization algorithms. Where GA radically depart from other algorithms is how they generate the next points to be evaluated. For example, calculus based optimization techniques use knowledge of the functions' derivatives to "hill climb" towards an optimal result. GA, however, use the "random" contributions of successful individuals in one generation to produce individuals for the next generation. This method is neither continuous or combinatorial. The first step of this process is selecting those members to be used to produce the next generation.
There are a number of selection algorithms commonly used. The most basic selection algorithm is stochastic sampling with replacement. To visualize this scheme, imagine a weighted roulette wheel that is partitioned according to fitness of the individuals, Figure 2 . "Spinning" this wheel many times will yield a higher percentage of those individuals with higher fitnesses and a lower percentage of those with lower fitnesses. The problem with this method is that it is too random, and nonrepresentative populations are frequently observed. An scheme that yields a more representative distribution is called remainder stochastic sampling without replacement . Using this method, the individuals comprising the next generation are found using a three step procedure: First, the expected number of copies that the individuals in the current generation are expected to contribute to the next generation is calculated. Second, all members with an expected number of copies greater than one contribute a number of copies of themselves equal to the integral part of the expected number of copies. Finally, the remainder of the succeeding generation is found probabilistically using the fractional part of the expected number of copies and removing from consideration a member once it has been selected.
Once the members of the next generation have been selected, a three step process is used to modify those individuals. The first step determines if a pair of individuals selected for reproduction will be crossed or not based on a fixed probability. Experiments indicate that a crossover probability of 60% yields good results. The second step, for those members that are to be crossed, is to select a crossover point and to perform the crossover operation, see Figure 5 . There are three types of crossover operations typically used, one-point, two-point and uniform . (Throughout this work, only single point crossover is used. For further discussions of the applicability of different crossover algorithms, see De Jong and Spears (1992) .) For all three crossover algorithms, the crossover point(s) are chosen randomly. For the third step, the user defines a mutation probability, usually on the order of one mutation per one thousand bits. Mutation is not the dominant force in a GA, but it is useful in restoring bits that may have been removed from a population at an earlier time. Figure 3 shows a sketch of a four-bar mechanism. This mechanism can be described by nine independent variables which are illustrated in the sketch. The small triangles represent revolute joints affixed to the ground, the open circles represent revolute joints that join two links, and the filled circle is the coupler point. Link 1 is the input link, the crank; the large shaded triangle is link 2, the coupler; link 3 is the output link, the follower and link 4 is the ground. Also shown are the offsets from the world origin and an angle that represents the angular offset of the coupler point.
GA representation of a four-bar mechanism
When representing an object as a bit string, the easiest representation (for implementation purposes) is one that uses the same number of bits as predefined computer types. In the C programming language, the basic types are char, short int, int and double, which are represented by 8, 16, 32 and 64 bits respectively. For this problem, representing the variables with eight bits does not offer sufficient precision to assure good results. For example, if the largest length representable is 10, the granularity is approximately 0.04. By representing these lengths with 16 bits, the granularity is reduced to approximately 0.0002. For the work performed here, a mechanism's chromosome is represented by a 144 bit string as shown in Figure 4 . Lengths are scaled from 0.0 to 10.0 and angles are scaled from 0.0 to 2π radians.
When representing a real quantity, such as length, as a bit string there are two important limitations: the range of values that the variable can assume and its granularity. If a solution requires values larger than the largest representable value, the solution can not be found. If the solution is sensitive to small variations in parameter values, it is possible that good solutions may only be found if the number of bits is increased. For this problem, using 16 bits instead of 8 increases the number of possible mechanisms from 4.7x10 21 to 2.2x10 43 . In either case, the number of possible mechanisms is so large that an exhaustive enumeration of the space is impractical.
A simple example of mechanism representation and crossover is shown in Figure 5 . The left side of this figure shows two mechanisms and their binary representations (the representations are actually shown in hexadecimal format for convenience). The right side of the figure shows the result of crossing these two representations at the approximate location of the vertical line. Also shown are the fitness values for each of the four mechanisms.
Kinematic analysis
The evaluation function for a four-bar mechanism must contain a kinematic model of its motions and constraints. There exist several techniques for the kinematic analysis of a four-bar mechanism. One such technique, in closed form, is given in Hartenberg and Denavit (1964) . Although this closed form solution is the most computationally efficient solution, it can not be generalized to more complex mechanisms. In Shigley and Uicker (1980) , on pages 181-187, the authors present an algorithm for solving general, planar mechanisms.
The algorithm is based on the Newton-Raphson numerical method for iteratively finding the zeros of equations. To implement the method outlined, the user need only supply the vector-loop equation(s) that describe the mechanism being analyzed. A solution is found by reducing the error in the loop closure equation by using the Jacobian matrix of the mechanism. Although an iterative approach may seem to be inefficient, in practice, the equation is found to converge within five iterations -if a solution exists.
Evaluation function
The strength of using the GA method for solving the four-bar synthesis problem lies in the ability to fashion an evaluation function to the needs of the designer. For instance, although Burmester theory shows that there exist four-bar mechanisms that pass through five specified points, the order in which the mechanism passes through those points can not be guaranteed. By using an appropriate evaluation function, a mechanism can be found that will almost pass through the five points, but in the order specified. The word "almost" is used because, according to Burmester theory, and except in certain special cases, exact solutions to certain classes of synthesis problems do not exist, thus the solutions found are close approximations to the desired mechanisms.
Although a variety of evaluation functions are possible, this paper focuses on a general function. This function compares certain points along the path swept by the coupler point of the candidate mechanisms and compares those points with the desired points. The closer the swept path comes to the specified points, the higher the fitness of the mechanism. There are two potential problems with this method: first, the points along the swept path must necessarily be discrete points. This leads to the possibility of having the desired points fall between the path points, causing a good path to be evaluated poorly. This problem may be alleviated by selecting a finer granularity for the swept points, however, increasing the granularity linearly increases the evaluation time. The second problem is that in GA, individuals that perform better are scored higher than individuals that don't perform as well. However, this scheme demands a "less is better" score. Three schemes for changing these numerical values into higher fitnesses are presented below:
•Subtract the position error of each point from a constant and sum the resultants: (2) where f is the fitness, K is the constant, pts is the number of points specified points and e i is the smallest distance between specified point i and a point on the mechanism's swept path. (Actually, e i is the square of the smallest distance for reasons of computational efficiency -this avoids the necessity of calculating the square root.) If , the right hand side of the equation (for point i) is set equal to zero. The problem with this scheme is that if K is large enough so most points evaluate to a nonzero value, then K is also probably large enough that the function can not clearly distinguish between swept points that are close to the specified point.
•Take the reciprocal of the sum of the position errors:
This scheme eliminates the arbitrary constant and correctly rewards a mechanism for minimizing the error at each of the specified points. However, in practice, this scheme failed to produce good results. Once several points were satisfied, the system would fail to satisfy the remaining points because to move to the alternate solution would require a substantial decrease in the evaluation function. In other words, this scheme is prone to finding local maxima.
•Take the sum of the reciprocals of the errors:
At first glance, this scheme seems to offer little advantage over the previous scheme -and simply used as shown in Equation (4), there is no advantage. However, reformulating Equation (4) as (5) and changing the value of C dynamically does offer significant improvement over the previous two schemes. To avoid the trap of the previous scheme, the value of C must initially be "large". An initial value of was found to produce good results. This relatively large value of C allows the system to explore other solutions since moving away from an existing solution does not greatly reduce the fitness function. To update C, once a user specified number of mechanisms satisfy , the value of C is updated using
, where k is an user specified constant. Experimental results indicate that a relatively small value of k, around 1.2, yields rapid convergence.
These three evaluation functions all have one thing in common -they simply measure the distance between a user specified set of points and points generated by trial mechanisms. Other evaluation functions are also possible, depending on the specific requirements of the task to be solved. For example, although application of the Burmester theory can determine if a mechanism can be synthesized to pass through a set of five points, one cannot know, or specify, the order in which the points are visited. Using a modification of the scheme presented here, the relative ordering of the points can be specified. Another common requirement is to specify the relative crank angle as the mechanism passes through certain of the specified points. Neither of these constraints can be explicitly satisfied using Burmester theory, unless fewer precision points are specified. The numerical approach outlined here is capable of approximately satisfying numerous simultaneous specified points and constraints.
Implementation and test results
The GA technique for four-bar synthesis is implemented as a standard GA, Section 2, with two differences. First, this implementation incorporates elitism -the preservation of a user specified number of the best individuals from the current generation into the succeeding generation Goldberg (1989a) . Second, this implementation uses a modified decimation procedure for generating the initial population. Decimation, as usually implemented, requires the generation of a larger than required initial population, followed by the selection of the best members of the larger population to form the actual initial population. In this implementation, an individual is not accepted into the population unless its fitness is nonzero. This eliminates from consideration those mechanisms that can not be assembled.
Another benefit of this GA technique over Burmester theory is that with the GA technique, the user can specify the "type" of four-bar mechanism created. For example, a mechanism created using Burmester theory might be double-rocker mechanism -one in which the crank can not rotate through 360 o . Although such a mechanism is a valid solution to the specified problem, in certain instances, implementing such a mechanism may be difficult because the input may be required to be continuously rotating. In this case, a four-bar mechanism would be required to convert the continuously rotating input into the rocker motion input, thus converting the four-bar mechanism into a a six-bar mechanism. With the GA technique, mechanisms with continuously rotating inputs can be specified by assigning a fitness of zero to all mechanisms that do not have continuously rotating inputs. This assurance of a continuously rotating input is subject to the resolution at which the mechanism is being evaluated.
One of the difficulties inherent with the GA technique for the synthesis of four-bar mechanisms is that there is no guarantee that a four-bar mechanism can be built within the confines of the representation that will pass through a set of specified points. If the technique fails to find a solution for a set of points, it could be due to a failure of the technique or that no such solution exists. To show that the technique works, therefore, a set of points must be known to have a solution that is expressible within the confines of the GA representation used. To that end, the experiments reported in this section can be divided into three groups.
The first set of four experiments use sets of points that are known to have solutions in the representational space. This is known because the points were generated by randomly generating a mechanism, using the same representation, and selecting, at random, some of the coupler points.
The second set of experiments attempts to synthesize four-bar mechanisms that follow special paths. The first set of examples is based on an involute curve; the second set on straight line motion.
The third set shows two examples -one showing a successful solution and one showing a failure. The first experiment synthesizes a mechanism by specifying a set of 24 points. These points are known to lie in the solution space because they are selected in a similar manner to the points in the first set of experiments. The second experiment highlights the need to add scaling to this methodology, because without scaling, the results produced can be erroneous. In this context, scaling refers to the ability to automatically modify the bit string to length translation to be most appropriate for a particular experiment. Table 1 lists the experiments performed:
For each experiment (except for the straight-line motion experiments), the desired curve and the set of points to be visited are shown. This plot is labeled "input data". Then, the coupler curves for the three best generated solutions are shown. For each of the solutions, the mechanisms generated are shown, along with the maximum possible error, see Equation (6). For each experiment, the scales of the plot are identical. Figure 6 is a legend for the plots in the following sections:
In the manner of Hrones and Larsen (1951) , the width of the dashes of the coupler curve shows the approximate velocity of the mechanism at that point. Since each dash represents 10 degrees of rotation of the input link, wider dashes represent faster movement. Each mechanism is shown with the input link at zero degrees. The input link angle with respect to the world X-axis is a degree of freedom. The location of the coupler point on the dash indicates the direction of movement for the coupler point of the mechanism. The coupler point shown in Figure 6 is rotating counterclockwise.
The maximum possible error can be calculated for any solution whose fitness exceeds . If the fitness satisfies , it is assumed that one point has all of the error. For example, consider the case where , and the fitness is equal to 42.0. This fitness is assumed to be achieved by having four points with , and the last point has . For this example, e 5 can be found: . Since the error is the square of the distance, see Equation (5), the maximum distance error is . In the case that , the maximum distance error is given by . The formula for calculating the maximum possible distance error, d, given f, M, and pts is (6)
If
, the maximum error cannot be calculated since the number of points whose error is less than C cannot be determined and the maximum error is unbounded. It is important to note that the maximum possible error will likely increase in the generations immediately following an adjustment of C. For example, if in generation j, , and , the maximum error would be 0.32, and in generation , with , if the mechanism does not change, the new maximum error would be 0.71.
An important question remains: How does the reported value of the maximum possible error indicate the quality of the mechanism? This is a difficult question to answer for a number of reasons. First, the number presented is the maximum possible error, meaning that the actual largest position error may be significantly smaller. The reason for this is that the distance metric is between two sets of discrete points -it is not between a curve and a set of points. Second, as currently implemented, the error is absolute, not relative. For a mechanism with links 10 units long, an error of 0.1 units may be acceptable. For a mechanism with links 1 unit long, this may be unacceptable. Finally, when attempting to find a mechanism to pass through more than five points, an exact solution cannot exist (except in special cases). Thus, the maximum possible error may in fact be the smallest achievable error. In summary, the designer needs to decide whether the error is acceptable or not.
The GA parameters shown in Table 2 were used in the following four-bar mechanism experiments. The parameters used are those commonly used for this type of work. (See the discussion in Section 7 for an alternative means of determining these parameters.) The one exception is the relatively high mutation rate, chosen because of the large size of the genetic space:
The power of the GA over random searching is evident when one considers how few mechanisms are actually examined. The maximum number of distinct mechanisms that are evaluated is 900,000 (30 experiments with a population of 200 for 150 generations). However, many fewer are unique because of the inclusion of elitists and the low crossover probability. These 900,000 mechanisms represent but of a percent of the mechanism space. And even this small number of mechanisms greatly exceeds the number of mechanism coupler curves available in the classical texts, such as the atlas compiled by Hrones and Larsen (1951) . This atlas, compiled manually, shows curves for 7300 different mechanisms. As will be seen in the following experiments, examining 900,000 mechanisms may yield only marginally acceptable results.
Three specified points -generated by four-bar
Burmester theory states that there are an infinite number of four bar mechanism configurations that can be used to pass through three specified points. The results of this experiment, Figure 7 , show three rather different solutions to the same problem. (It is interesting to note that all of the mechanisms are drag-link mechanisms.) This range of solutions suggests that specifying only three points may insufficiently constrain the mechanism configuration. Some might object to these solution because exact solutions to three specified points should be found. However, finding those exact solutions requires fitting a curve to the three specified points. The methodology developed here simply matches finite sets of discrete points, therefore it is not expected that exact solutions will be found.
Five specified points -generated by four-bar
This set of experiments illustrates two points, Figure 8 . First, the shapes of the coupler-point paths of the solutions are more similar to the shape of the input data coupler path than the previous experiment. The reason for this is that there are more constraints, thus there are fewer mechanisms in the design space that can pass "through" these points with sixth order curves. Second, the maximum error for this set of experiments is greater than that of the previous experiment. This is expected since this experiment is a more difficult problem, and more generations would be required to achieve similar results. Doubling the number of generations did result in a 10% improvement in 4.2 10 35 -× accuracy for Test 1. In this experiment, all of the mechanisms are crank-rocker type mechanisms. Note that the plot for the input data is correct -the coupler point is on the coupler itself.
Eight specified points -generated by four bar
The input data points selected for this problem do not include points in the smaller loop, Figure 9 . Thus, two of the three test results shown do not have loops in their coupler curves. Although these results are numerically good, it is expected that there is only limited potential for improvement since the basic shapes of the curves differ. In contrast, there are an infinite number of solutions for the first experiment and a finite number of solutions to the second experiment, in which cases solutions that appear to be quite different can indeed converge to the same solution. Also note that since the order in which the points are satisfied was not specified, the ordering in the three solutions presented are different. In this experiment, there are two drag-link and two crank-rocker mechanisms.
Eight specified points -generated by four bar -limited crank angle
This experiment is distinguished from the previous ones in that the specified points were generated by a mechanism that only has 180 o of input crank angle rotation, Figure 10 , a double-rocker mechanism, but the generated mechanism is required to have 360 o of crank rotation. The success of the algorithm in solving this particular experiment suggests that this algorithm might be appropriate for synthesizing mechanisms that mimic the motions of other mechanisms. This case might represent the desire to replace a six-bar mechanism (an input four-bar to generate the crank angle and an output four-bar to generate the path shown as the input data), with a single four-bar for purposes of reducing manufacturing costs. Each of the generated mechanisms is a drag-link mechanism.
Three specified points -involute curve
Since there exists an infinite number of four-bar mechanisms that pass through three specified points, the expected results of this experiment were three good solutions, Figure 11 , even though there was no guarantee that any solutions, as constrained by the mechanism representation, actually exist. However, since three points form a circle, and the center of the circle formed by the three points lies well within the represented area, it was expected that solutions would be found. Note that the magnitude of the errors is similar to the previous experiment with three specified points. This suggests that the error for this methodology might be quantifiable. Also note that the coupler curves generated do not resemble the curve of the input function, since it was greatly under-specified. Each of the solutions shown uses a drag-link mechanism.
Five specified points -involute curve
In contrast to the previous experiment, a solution was found for a highly constrained involute curve requirement, Figure 12 . However, the coupler curves from Tests 1 and 3 bear little resemblance to the involute curve. Since classical synthesis theory does not permit the specification of more than five points, the coupler curve generated by mechanisms that result from classical theory application may also bear little resemblance to the involute curve. More points need to be specified to mimic the curve more closely. The solutions shown are both drag-link and crank-rocker mechanisms.
Eight specified points -involute curve
By specifying eight points, the coupler curves of these three mechanisms (in the region of interest) more closely approximate an involute curve than the coupler curves from the previous solutions, Figure 13 . This suggests that by specifying a fairly large number of points, it may be possible to find a four-bar mechanism that follows a particular path, (also see Section 6.10). Both drag-link and crank-rocker mechanisms appear in these solutions.
Four specified points -straight line motion
The purpose of this test was to see if the GA method could produce one of the "classical" solutions to straight-line motion generation using a four-bar mechanism, Figure 14 . Test 1 failed to generate straight-line motion, but properly generated a small error. The coupler curves generated for Tests 2 and 3 are similar to the curves generated by the classical Chebyshev straight-line mechanism, although neither of these mechanisms bear much resemblance to it. These examples indicate the need to use more points to achieve the straight line motion. This is done in the next experiment. This test also raises the as-yet unsolved question of translating functional objectives into the design domain. The higher-level goal of this experiment is the generation of straight-line motion, by means of a mechanism that passes through a set of points. Since the former problem is not expressed explicitly, the latter problem is solved instead, which can lead to undesirable results, such as those in Test 1.
Eleven specified points -straight line motion
Increasing the number of specified points from four to eleven greatly improves the quality of the coupler curves, Figure 15 . Since the length of the straight-line segment is 5, the path deviation percent error is about 2 percent. The shape of coupler curve from Tests 1, 2 and 3 are similar to the coupler curve of the classical Chebyshev straight-line motion mechanism, but, as in the previous experiment, these mechanisms do not resemble the classical ones. Test 2 results in an asymmetric variant of Watt's "grasshopper". What makes the classical solutions so brilliant is that they were developed from first principles without the aid of computers. What makes them special is they typically have some special properties, such as symmetry. The GA method offers the opportunity for discovering many new classes of straight-line mechanisms, classes that may not share any of these special properties with the classic solutions.
Twenty-four specified points -generated by four-bar
This experiment highlights one of the strengths of the GA synthesis method, the ability to specify the entire coupler path, Figure 16 . Classical techniques, or even the GA technique, may not sufficiently constrain the path of the coupler if too few points are specified. By specifying a large number of points, the path will necessarily be constrained. The results obtained by using the GA technique may yield "better" results than the classical (graphical) methods because, although the classical methods will guarantee that the precision points are achieved exactly, the coupler point path from such a mechanism may not be viable for the particular application. With the GA method, although the specified points are not precisely achieved, the overall shape of the coupler point path can be guaranteed. Not only are all of the mechanisms shown crank-rockers, but they are much more similar to each other than the solutions presented in the previous experiments.
The need for scaling
The key point to note in this experiment is the small size of the input data coupler curve with respect to the size of the space representable by the GA method, Figure 17 . This curve occupies an area of approximately 0.25 by 0.25, or about 0.01 percent of the area covered by the representable space. Although the results from Test 1 are quite good, the results from Tests 2 and 3 show two solutions with high fitness values, but whose solutions are probably not acceptable. This indicates the need to specify more points if a path is to be followed and also the need to scale the specified points (or the mechanism) so that the points occupy a larger percentage of the representable space. Scaling may be straightforward if only positional constraints are imposed. If velocity and/or acceleration constraints are imposed, scaling may not be easy to implement.
Convergence and computational requirements
This section examines two issues of concern when dealing with computational design methodologies. The first is the rate at which the solution converges and the second is the computing resources required to achieve these solutions. There are two control parameters that strongly effect the run-time of this algorithm, and two that weakly affect it. The two that strongly effect the run-time are the population and the number of generations. For each of these parameters, the change in run-time should be a linear function of the change in the parameter. For example, doubling any one of these should result in a doubling of the run-time. The parameters that weakly effect run-time are the required input rotation and the number of specified points. The effect of the required input rotation parameter is unclear: Specifying a larger value means that more points will be compared, although some mechanisms will not be checked because they will fail to meet the requirement. However, a smaller value for this parameter means that more mechanisms will be checked. Overall, a larger parameter value will probably increase run-time, but the relationship is not clear. The number of specified points do not have a significant impact on the execution time, since the most computationally expensive part of the experiment is the mechanism synthesis. Doubling the number of specified points has little impact on the overall time. Table 3 presents some run-time results from running this program. These results were obtained on a Sparc 20/61TGX with 32 MB of memory. All parameters are the same as shown in Table 2 , except as superceded here. Each entry shows the average time and standard deviation, in seconds, for three runs. These times were obtained by using the Unix /usr/bin/time routine. Each time was obtained by running each experiment three times and averaging the results: Table 3 shows that the times do not scale exactly linearly with population or generations, but this is expected since creating the first generation requires some fixed amount of time. The average time (and standard deviation) required to generate a population of 100, 200 and 300 mechanisms is 16.4 (2.1), 32.8 (1.4) and 50.6 (2.68) seconds respectively. Not only do these times agree with the claim that the size of the population has a linear affect on the execution time, but subtracting these times from the times shown in Table 3 , makes those values more closely agree with the claim. For example, with a population of 200 and four specified points, the ratio of the times for 100 and 150 generations to 50 generations is 1.75:1 and 2.58:1. However, subtracting the time to generate the population changes the ratios to 1.95:1 and 3.01:1. Thus, the claim is well supported and can be used by the designer to estimate the computing resources necessary to solve a specified problem.
Future work
There are four main directions for future work: GA parameter determination, parallel processor implementations of the algorithm, a method for automatically scaling the representation and packing the algorithm into a user-friendly tool.
As indicated in Section 6, the control parameters for these experiments were not selected according to a methodology, rather, values reported by others to have worked were used, Goldberg (1989a). One of the strengths of the GA approach is that once formulated as a GA problem, the solution methodology is the same for all problems. Thus, control parameters that have been demonstrated to work in other problems can be applied here, although the problem domains are different, with the expectation that these control parameters will yield reasonable results. Researchers have also done some preliminary work in defining optimium control parameters, such as population size, see Goldberg (1989b) . Experimentation within the specific problem domain can lead to modifications of the base set of control parameters to yield better results within that domain.
A better way to select the control parameters might be to create a meta-GA, that is, a GA whose genome is comprised of the control parameters to the four-bar synthesis procedure and whose evaluation function is an instantiation of the four-bar synthesis procedure. There are four difficulties with this approach: first, the computation resources required would be prodigious. Assuming that the control parameters can be coded into a 32 bit string, a population of at least 50 individuals for a minimum of 20 generations would be required. Based on results presented in Table 3 , we estimate 75 hours of CPU time on a Sparc 20. Second, to minimize the effect of the initial random seed, each meta-GA genome would have to be executed several times so an average fitness, independent of the initial random seed, could be calculated. If each genome is tested four times, this could potentially increase the computing time to 300 hours. Third, it is possible that the parameter set developed to solve one particular problem may not be the ideal set for solving another problem. There is no way to determine this without running a meta-GA for the new problem. Furthermore, even if a set of parameters is found to work well for two problems, that is not a guarantee that it will work well for all problems. Fourth, what parameters should be used to control the meta-GA? The parameter estimation problem is not closed, but recurses to a higher level.
An area of active research in GA theory development is parallel processor implementation. For problems with calculation-intensive evaluation functions, such as mechanism analysis, such implementations are necessary for general acceptance. The evaluation function for a typical GA problem may consume 70-80% of the total CPU time. For the four-bar synthesis problem, the evaluation function consumes in excess of 96% of the total CPU time. Since the evaluation of the individuals mechanisms can be carried out in parallel, the total run time might be reduced by a factor as large as the size of the population. With such reductions in run-time, this methodology becomes practical for commercial applications. Such a reduction in run time also enables the implementation of a meta-GA, as previously discussed.
As suggested in Section 5 and as demonstrated in Section 6.11, the method as currently implemented may fail to find appropriate solutions for reasons related to scaling. The procedure may also fail to find solutions because the solutions falls outside the representational space of the implementation being used. To overcome these difficulties, a technique is needed that can change the meaning of the representation in process. For the example shown in Section 6.11, a better representation may be to represent smaller mechanisms whose base points are closer to the desired coupler path.
Finally, to be of practical value, this methodology should be incorporated into a user-friendly tool. Such a tool should have a graphical interface that allows the user to pick the specified points, animate the generated mechanisms and allows the user to manually modify the mechanisms parameters to observe the results of those changes.
Conclusions
The results of the experiments indicate that the evaluation function proposed, Equation (5), can be used to generate four-bar mechanisms using a GA approach. The concern raised about scaling, Section 6.11, is a concern for any optimization based synthesis technique and must be addressed further. The applicability of other optimization techniques for solving this problem is not addressed in this paper. Other optimization techniques that require auxiliary information, such as local gradients, may not work well on this problem because certain small parameters changes can dramatically alter the mechanism's performance. However, combining a hill-climbing technique with the GA may provide better results than those shown here. With a technique based on a combination of GA and hill-climbing, the GA would be used to rapidly get a "coarse" answer, then the hill-climbing technique would refine that answer.
The GA methodology utilized is domain independent and does not have any specific knowledge of the problem domain, i.e., the methodology is independent of the problem being solved. Thus, by demonstrating the correctness of the GA methodology, we can then apply it to solve a variety of engineering problems. A more advanced formulation of this methodology has the capability of carrying out the simultaneous type, number and dimension synthesis for general planar mechanisms, Roston (1994) . four-bar mechanism Section 6.1 Section 6.2 Section 6.3 Section 6.4 Section 6.10 involute curve Section 6.5 Section 6.6 Section 6.7 --straight line Section 6.8 ----Section 6.9 
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