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This paper studies an algorithm called
Testing-Based Forward Model Selection.
Forward selection algorithms are model se-
lection procedures that inductively select
covariates which increase predictive accu-
racy into a working statistical regression
model until a stopping criterion is met.
Deciding which covariate provides the
best additional predictive capability is com-
plicated in finite samples by the fact that
outcomes are observed with noise or are
partly idiosyncratic. In linear regression,
a covariate associated to a positive incre-
ment of in-sample R-squared upon inclu-
sion may not add any predictive power out-
of-sample. Statistical hypothesis tests offer
one way to determine whether a covariate of
interest likely improves out-of-sample pre-
diction. Furthermore, in many econometric
applications, the classical assumption of iid
data is inappropriate. An example of this
is the presence of heteroskedastic distur-
bances. In such settings, higher R-squared
resulting from inclusion of one variable rela-
tive to another need not imply that the first
variable is a better choice. The availabil-
ity of hypothesis tests for diverse classes of
problems and settings motivates us to intro-
duce a testing-based model selection strat-
egy.
In this paper, there is particular interest
in the application of model selection involv-
ing high-dimensional data, characterised as
data with a large number of covariates rel-
ative to the sample size. High-dimensional
data arise through a combination of two
ways. The data may be intrinsically high
dimensional with many different character-
istics per observation. Alternatively, even
1I gratefully acknowledge helpful discussion with
Christian Hansen, Tim Conley, Attendants at the ETH
Zu¨rich Seminar fu¨r Statistik and ETH Zu¨rich Center for
Law and Economics Seminars, and support of the ETH
Fellowship program.
when the number of available variables is
relatively small, researchers are often faced
with a large set of potential covariates
formed by different ways of interacting and
transforming the original variables.
Dealing with a high-dimensional dataset
necessarily involves dimension reduction or
regularization. Without dimension reduc-
tion or regularization, any statistical model
will overfit a high-dimensional dataset. Un-
derstanding the behavior of Testing-Based
Forward Model Selection in this context is
of interest since it potentially offers a com-
pletely data-driven way to regularize high
dimensional models.
There are several earlier theoretical anal-
yses of forward selection, though none use
of testing as a criteria for stopping. [7] gives
performance bounds under a β-min condi-
tion, restricting the minimum magnitude of
nonzero coefficients. [8] and [5] prove per-
formance bounds under a strong irrepre-
sentability condition. [3] prove bounds on
the relative performance in population R-
squared of the a forward selection based
model (relative to infeasible R-squared)
when the number of variables allowed for
selection is fixed.
This paper defines Testing-Based For-
ward Model Selection and specifies a test-
ing procedure in the context of high-
dimensional linear regression with het-
eroskedastic disturbances. This paper then
presents a simulation study which examines
finite sample performance of testing-based
forward model selection.
In economic applications, models learned
using formal model selection are often used
in subsequent estimation steps. One exam-
ple is the selection of instrumental variables
for later use in a first stage regression (see
[1]). Another example is the selection of
control variables into a conditioning set (see
[2], [6]). Such applications require a model
selection procedure with a hybrid objective:
(1) produce a good fit, and (2) return a
sparse set of covariates. The results given
here address both objectives by studying re-
sulting mean squared prediction errors and
size of selected models.
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2I. Framework
Consider random variables {yi}ni=1 ∈ (R)n
and a set of covariates {xi}ni=1 ∈ (Rp)n
which satisfy
(I.1) yi = x
′
iθ
∗ + εi, |supp(θ∗)| 6 s < n.
Interest lies in estimating θ∗ with an esti-
mate θ̂ which is (1) sparse and (2) gives
good predictions x′iθ̂ for x
′
iθ0.
Consider a family of quadratic loss func-
tions indexed by θ:
(I.2) `θ({(xi, yi)}ni=1) =
1
n
n∑
i=1
(yi − x′iθ)2.
Define also E(θ) = E`θ − E`θ∗ , E(S) =
infθ:supp(θ)⊂S E(θ).
The goal is to select Ŝ by a forward se-
lection procedure which involves the use of
statistical hypothesis tests. For any S define
the incremental loss from the jth covariate
by
(I.3) ∆jE(S) = E(S ∪ {j})− E(S).
Consider a set of tests which will guide the
forward selection process:
(I.4) TjSα ∈ {0, 1}
associated to
(I.5) H0 : ∆jE(S) = 0
with level α > 0. Rejection (TjSα = 1) oc-
curs for large values of a test statistic WjS.
The model selection procedure is as fol-
lows. Start with an empty model (consisting
of no covariates). At each step, if the cur-
rent model is Ŝ, select one covariate such
that TjŜα = 1, append it to Ŝ, and con-
tinue to the next step; if no covariates have
TjŜα = 1, then terminate the model se-
lection procedure and return the current
model. If at any juncture, there are two in-
dices j, k (or more) such that TjSα = TkSα =
1, the selection is made according to the
larger value of WjS,WkS.
The algorithm for forward selection given
the set of hypothesis tests {TjSα,WjS} is
given formally by:
Testing-Based Forward Model Selec-
tion Algorithm
Initialize. Set: Ŝ = {}
For 1 6 k 6 p:
If: TjŜα = 1, for some j ∈ {1, ..., p} \ Ŝ,
Set: ĵ ∈ arg max{WjŜ : TjŜα = 1}
Update: Ŝ = Ŝ ∪ {ĵ}
Else: Break
Set: θ̂ ∈ argmin
supp(θ)⊂Ŝ
`θ({xi}ni=1, {yi}ni=1)
II. Testing-Based Forward Model
Selection in the Case of
Heteroskedastic Disturbances
This section provides an example by illus-
trating an application of model selection in
the presence of heteroskedasticity.
Model. For each n consider the following
model:
(II.1) yi = x
′
iθ
∗ + i
with xi ∈ Rp. The disturbances i satisfy
E[i|xi] = 0, are independent, but are not
necessarily identically distributed. Finally,
s = s(n) := |supp(θ∗)| < n.
Note that for any subset S and any j /∈ S,
that the condition ∆jE(S) 6= 0 is equiv-
alent to [θ∗jS]j 6= 0 where θ∗jS is defined
the as optimal coefficient given the model
j ∪ S. Therefore, work with second formu-
lation and consider
(II.2) H0 : [θ
∗
jS]j = 0.
To construct the tests, begin with least
squares estimate of [θ∗jS]j, which is [θ̂
∗
jS]j.
Denote with V̂jS a heteroskedasticity ro-
bust estimate of the variance (the simula-
tion analysis below uses HC1 in [4]). Fi-
nally, define the test statistics:
(II.3) WjS = V̂
−1/2
jS
∣∣∣[θ̂jS]j∣∣∣ .
imsart-generic ver. 2014/10/16 file: TBFMS_Manuscript_PandP2017_Kozbur.tex date: May 19, 2017
3Reject the null H0 for large values of WjS
defined relative to an appropriately chosen
threshold. To define the threshold first let
ηjS := (1 ,−β′jS)′ where βjS is the ordi-
nary least squares coefficient from regress-
ing xij on xiS. Let |ηjS| denote the vector
whose components are the absolute values
of ηjS. Next, let Ψ
̂ be defined by [Ψ̂jS]k,l =∑n
i=1 ̂
2
ijSxikxil for k, l ∈ jS. Then define
(II.4) τ̂jS =
|ηjS|′diag(Ψ̂jS)√
η′jSΨ
̂
jSηjS
.
Hypothesis Tests. Set tuning parameters
cτ > 1, α > 0. Assign:
(II.5) TjSα = 1
whenever
(II.6) Wjs > cτ τ̂jSΦ−1(1− α/p).
The idea behind this formulation is
that α should control the family-wise er-
ror rate over the entire set of hypothesis
tests encountered. α is a tuning parameter
which maybe be chosen by the researcher.
The term Φ−1(1 − α/p) can be informally
thought of as a Bonferonni correction term
which takes into account of the fact that
there are p potential covariates. The term
cτ τ̂jS can be informally thought of as a cor-
rection term which can account for the fact
that the set S is random and can have many
potential realizations. In the simulations,
α = .05, cτ = 1.01 are used.
III. Simulation
In this section a simulation study evaluates
the performance of the Testing-Based For-
ward Model Selection in finite samples. The
estimates are compared to those of Lasso
and Post-Lasso since these are popular and
important generic high dimensional estima-
tion strategies.
Consider the following data generating
process:
(III.1)
yi = x
′
iθ
∗ + i, θ
∗
j = b
j−11j6s
xij ∼ N(0, 1), ρ(xij, xik) = 0.5|j−k|
i ∼ σiN(0, 1).
Replicate all simulations with parameter
choices b ∈ {0.5,−0.5}, n = 100, p =
120, s = 6. The high-dimensional (n < p)
setting with sparsity (s < n) setting is
where Lasso and Testing-Based Forward
Model Selection are expected to perform
well. In the heteroskedastic simulation, set
σi = exp(0.5
∑p
j=1 0.75
(p−j)xij). Otherwise,
set σi = 0.5. The study proceeds with 1000
replications for each design. The results are
presented in Table 1.
For the forward selection estimator, we
use tuning parameters cτ = 1.01, α = .05.
The resulting estimator is called Forward.
To construct a Lasso and Post-Lasso esti-
mate, use the implementation found in [1]
since it is designed to handle heteroskedas-
ticity. [1] require two tuning parameters
which are directly analogous to cτ and α,
so again use cτ = 1.01 and α = 0.05. Fi-
nally, consider an oracle estimator of least
squares on the true support.
Table 1
Testing-Based Forward Model Selection
Simulation Results: 1000 Replications
n = 100, p = 120, s = 6
MPEN MSSS MPEN MSSS
Homoskedastic Heteroskedastic
Panel A. θj = 0.5
j−11j6s
Forward 0.27 2.57 0.88 0.93
Lasso 207 2.05 1.67 6.42
Post-Lasso 0.33 2.05 1.58 6.42
Oracle 0.12 6.00 0.76 6.00
Panel B. θj = (−0.5)j−11j6s
Forward 0.26 1.74 0.72 0.45
Lasso 0.63 0.91 1.17 5.00
Post-Lasso 0.44 0.91 1.60 5.00
Oracle 0.12 6.00 0.75 6.00
Note: Mean prediction error norm (MPEN) and mean
size of selected set (MSSS) for several estimators.
Table 1 prints mean prediction error
norm (PEN = (
∑n
i=1(x
′
iθ
∗ − xiθ̂))2/n)1/2),
and mean size of selected set (MSSS).
There are important instances when the for-
ward selection estimators consistently out-
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ward selection estimates tend to do bet-
ter relative to Post-Lasso in the presence of
heteroskedasticity. In addition, Post-Lasso
gives very poor estimates when b = −0.5
while the forward selection estimators per-
form well (relative to Oracle) suggesting
that the performance of these estimators
depends on the configuration of the signal.
IV. Conclusion
This paper develops theory for Testing-
Based Forward Model Selection in linear
regression problems with heteroskedastic-
ity. The proposed procedure is compared
to Lasso and Post- Lasso in a simulation
studies which finds that it shows favorable
performance.
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