Introduction
There are differences in the growth rates of cities. It is evident that some cities (or regions) are more productive than others, or attract more population, and several explanations have been proposed to try to explain these differentiated behaviors. Following Davis and Weinstein (2002) , these theoretical explanations can be grouped into three main theories: the existence of increasing returns to scale, the importance of locational fundamentals and the absence of both (random growth).
The rst theory is supported by the theoretical models of the New Economic Geography. These models often obtain nonlinear behaviours and multiple equilibria as a consequence of their basic assumptions, very different from the classic framework: mobile factors, the existence of transport costs and centrifugal and centripetal forces (centripetal forces favour the agglomeration of activity, such as increasing returns, whereas centrifugal forces favour dispersion, such as congestion costs), the presence of Marshallian external economies, the importance of expectations and of the small initial advantages, which can eventually produce a global advantage (economics of qwerty), etc. Literature on urban increasing returns, also known as agglomeration economies, is wide (see the meta-analysis by Melo et al., 2009 ). The traditional sources of external economies of scale are labor market pooling, input sharing, and knowledge spillovers (Marshall, 1920) . Recently, Duranton and Puga (2004) provide an alternative perspective; agglomeration economies could be driven by sharing, matching or learning mechanisms. In addition, there is also evidence that other factors contribute to agglomeration: home market effects, consumption opportunities, and rent-seeking (see the survey by Rosenthal and Strange, 2004) . The role of sorting and selection has also been emphasized (Combes et al., 2008; Combes et al., 2009 ).
Locational fundamentals are exogenous factors linked to the physical landscape, such as temperature, rainfall, access to the sea, the presence of natural resources or the availability of arable land. These characteristics are randomly distributed across space and, although they may have played a crucial role in early settlements, one would expect that their in uence decreases over time. However, empirical studies demonstrate that their important in uence in determining agglomeration still remains. For the case of the United States, Ellison and Glaeser (1999) state that natural advantages, such as the presence of a natural harbour or a particular climate, can explain about 20 percent of the observed geographic concentration. Glaeser and Shapiro (2003) nd that in the 1990s people moved to warmer, dryer places, and Rappaport (2007) explains that a large portion of weather-related movement appears to be driven by an increased valuation of nice weather as a consumption amenity. Black and Henderson (1998) conclude that the extent of city growth and mobility are related to natural advantages or geography. Beeson et al. (2001) show that access to transport networks, either natural (oceans) or produced (railroads) was an important source of growth during the period , and that climate is one of the factors promoting population growth. And Mitchener and McLean (2003) nd that some geographical characteristics account for a high proportion of the differences in productivity levels between American states.
Random growth theories are based on stochastic growth processes and probabilistic models. The most important models are Champernowne (1953) , Simon (1955) , and more recently, Gabaix (1999) or Córdoba (2008) . In the case of population growth these models are able to reproduce two empirical regularities well-known in urban economics: Zipf's and Gibrat's laws (or the rank-size rule and the law of proportionate growth). Both are considered to be two sides of the same coin. While Gibrat's Law has to do with the population growth process, Zipf's Law refers to its resulting population distribution. They are closely linked; if the city sizes exhibit random growth rates (Gibrat's Law) then the city size distribution will satisfy Zipf's Law (Gabaix, 1999) .
There are many studies on each of the different theories. However, literature considering the alternative approaches at the same time is shorter; only Weinstein (2002, 2008) and Bloom, Canning and Sevilla (2003) adopt such a broad perspective. The rst authors support a hybrid theory in which locational fundamentals establish the spatial pattern of relative regional densities, but increasing returns help to determine the degree of spatial differentiation in Japanese cities. Similarly, Bloom, Canning and Sevilla (2003) study the in uence of climatological and geographical variables on growth, at a country level. These authors develop a Markov regime-switching model to analyze whether locational fundamentals have additional explanatory power to describe per-capita income growth compared to nonlinear models based on lagged per-capita income. Finally, Davis and Weinstein (2008) develop a threshold regression framework for distinguishing the hypothesis of unique versus multiple equilibria, and apply it to the Allied bombing of Japan during World War II nding evidence against multiple equilibria. Bosker et al. (2007) replicate this analysis for the bombing of Germany during World War II and their results support a model with two stable equilibria.
Our work contributes to this literature by developing a formal nonlinearity test robust to the presence of locational variables that we apply to urban, climatological and macroeconomic data from U.S. cities in the 1990s. This nonlinear model allows us to test for the presence of multiple growth regimes, which is one of the core topics in urban and regional economics, and one of the advantages of our procedure is that we can identify the threshold value. Our results provide evidence of increasing returns to scale on both per-capita income and population growth. At the same time, we observe that the more explicative variables are those that correspond to socioeconomic and environmental variables, what we call city characteristics and locational fundamentals. One of the main conclusions of our model is that the largest U.S. cities have increasing returns to scale on population growth but are not in the group of cities with highest per-capita income. One possible explanation for this is that despite the concentration of human capital, technology and strong nancial and public administration sectors, these cities also have higher in ation rates, more taxes and expensive housing. Also, these cities suffer from a large heterogeneity in the characteristics of their inhabitants due to more intense immigration in ows, concentration of ethnic minorities, or creation of ghettos, with dif cult access to the labour market causing per-capita income to drop. In equilibrium, these individuals should ee to less densely populated cities and more employment opportunities. Instead, we observe that the dynamics of population growth are more persistent than those of per-income growth, leading us to think that these large cities can become poverty traps for these disadvantaged groups.
The rest of the article is structured as follows. Section 2 sets out the econometric framework and discusses the different hypothesis tests of interest. Section 3 discusses the empirical results for a database containing 1,175 U.S. cities and Section 4 concludes. The algorithm with the econometric nonlinearity test is found in the Appendix.
Econometric Methodology: Estimation and Testing
An equation similar to the national income identity for an open economy is used to measure city income. The structural factors contributing to city income are consumption, investment, trade, and local government expenditures, among others. All these variables depend in turn on a set of socioeconomic and geographical variables, denominated city characteristics and locational fundamentals hereafter, that determine the economic size of a city.
These variables include literacy variables as schooling, socioeconomic variables as productive structure or unemployment rate, and geographical and environmental variables such as temperature, climate or access to the sea. Our interest is then in studying the in uence of these explanatory variables in the aggregate measure of city per-capita income. This variable is obtained from modeling separately city income growth and population growth. For both aggregate response variables we have two working hypotheses de ned by a linear and a nonlinear model on a cross-sectional two-period model.
Let y io and l io denote log initial income and log initial population for city i, y if and l if are the corresponding terminal period variables and x io is a vector of socio-economic and geographical indicators. The linear model for income growth is
with y i = y if y io , 0 the intercept of the model,
2 ) a vector of parameters describing the marginal effect of the regressors, and " i is an independent and identically distributed (iid) error term with constant variance.
The study of population growth follows similarly. Let L io be the initial level of population and L if terminal period population levels; the structural equation to describe population in city i is
Since the interest is in analyzing the aggregate dynamics of population growth in terms of x io we concentrate, instead, on the regression equation
with l i = l if l io and " i a mean zero iid error term with constant variance, that can be correlated to " i for some i; 0 , 1 and 2 are the parameters describing the marginal effect of the explanatory variables. Economic foundations for equation (2) can be found in the theoretical framework of urban growth put forward in Glaeser et al. (1995) , and further explicated in Glaeser (2000) . This is a model of spatial equilibrium similar to the Roback (1982) model, where the relationship between population growth and initial characteristics is determined by changes in the demand for some aspect of the city's initial endowment in production or consumption, or by the effect of this initial characteristic on productivity growth.
Putting together expressions (1) and (2) we can obtain the regression equation for percapita income. This is given by
with :
error variance contribution minus twice the covariance term. This is the well-known expression of the conditional -convergence (Evans, 1997; Evans and Karras, 1996a; 1996b) .
There are several theoretical economic growth models that can produce equation (3) at the state-, county-, or region-level. For a neoclassical growth model, see Barro and Sala-iMartin (1992) . The nonlinear alternative to (3) is motivated by the interest in macroeconomics and the empirical growth literature in determining the existence of unique or multiple equilibria in per-capita income growth 1 . Thus, theoretical papers on the existence of convergence clubs or conditional convergence are, for example, Baumol (1986 ), De Long (1988 or Quah (1993 Quah ( , 1996 Quah ( , 1997 . In our framework, the nonlinear alternative, assuming the presence of at most two regimes in per-capita income, is
with I( ) an indicator variable taking the value of one when the argument is true and zero otherwise; and w i a new iid mean zero error term 2 . For 11 < 12 , the model describes the existence of increasing returns to scale for values of initial per-capita income greater than a threshold value u de ned on a compact space U 2 R.
This model extends the study of Durlauf and Johnson (1995) by providing a formal procedure for dividing the sample 3 . Equations (3) and (4) We consider the possibility of only one or two different growth regimes, as the maximum number of multiple equilibria found in previous works is two (Bosker et al., 2007) . A similar study can be easily carried out for more than two regimes. The qualitative gains obtained from including more regimes are outweighted by the increase in computational complexity.
2 Alternatively, the nonlinear model (4) can be obtained from considering a threshold nonlinearity in either model (2), (3) or both. For simplicity we choose to describe the nonlinearity in the per-capita income model rather than in the aggregate variables y i and l i .
3 Possible alternatives to the use of nonlinear models for the conditional mean of per-capita economic growth are the use of quantile regression techniques. These methods pursue a different strategy; they are concerned with analyzing nonlinearities in the distribution of per-capita growth. This analysis is however beyond the scope of this paper.
natively devise nonlinear methods that only affect that variable and allow to use the full sample to estimate the relation between the response variable and the rest of explanatory variables. Statistically, this produces more ef cient estimators, on the other hand, there is the inconvenience of having more convoluted models.
Estimation of the different models
Before discussing the test statistics and asymptotic theory we note that the estimation of the above models can be done via ordinary least squares (OLS). Let
for any given u, and (u) be a vector with the coef cients of the nonlinear model (4). For a sample of N observations, Z(u) and Y denote the corresponding matrix and vector of observations. Model parameters are estimated by
The vector of residuals from the cross-sectional regression is e(u) = Y Z(u)b (u).
Following Chan (1993) and Hansen (1997) 
Testing the three leading theories
The above models permit to derive hypothesis tests for each of the leading hypotheses in the analysis of cross-sectional city growth: increasing returns, random growth and locational fundamentals. We use the methods developed in Hansen (1997) to test for the existence of multiple equilibria in cross-sectional growth models. The nonlinear model (4) allows us to test for the different hypotheses using simple likelihood ratio tests, also denominated in the regression literature as F-tests. For completeness, we also analyze the existence of increasing returns to scale in population growth and the statistical validity of Gibrat's law.
EXISTENCE OF INCREASING RETURNS VS. LOCATIONAL FUNDAMENTALS
The rst hypothesis under study is the existence of increasing returns to scale. Under increasing returns to scale accumulation of output beyond a threshold u makes cities more productive 4 . In model (4) we focus on F-tests. The choice of threshold u is endogenous to the data, hence standard econometric asymptotic theory cannot be applied, instead, we need to approximate the pvalue of the test by simulation methods. The method is outlined in the Appendix and its asymptotic validity is proved in Hansen (1996) .
The second hypothesis of interest is the statistical signi cance of locational fundamentals. In order to be robust to the existence of increasing returns in per-capita income we propose to test the hypothesis H 0;L : 3 = 0 vs H A;L : 3 6 = 0 in model (4). One of the few and pioneering studies concerned with the impact of locational fundamentals is Bloom, Canning and Sevilla (2003) . These authors are interested in modeling the presence of nonlinearities in per-capita income growth from country-level data using a model that incorporates climatological and geographical variables. These authors propose a Markov regime-switching model in which the probabilities that determine the change of regime depend on these environmental (locational fundamentals) variables. Recently, Bleakley and Lin (2010) examine portage sites in the U.S. South, Mid-Atlantic and Midwest as a natural experiment providing evidence of multiple equilibria, history dependence, and the existence of strong local aggregate scale economies in explaining differences in density and productivity across locations.
Another competing theory for explaining income growth is that of random growth, that is, no explanatory variable helps to systematically explain city growth income. The null hypothesis in model (4) is H 0;R : 11 = 12 = 3 = 0.
POPULATION GROWTH
A hypothesis test related to the latter hypothesis of random growth is Gibrat's law.
Under this hypothesis population growth is random, and hence cannot be explained by past growth, or other urban or macroeconomic variables. This hypothesis can be implemented from different regression models. The simplest case considers
More convoluted versions of the test, as model (2), also allow for possible effects of urban, climatological or macroeconomic variables. In particular we look at the population counterpart of (4) that considers possible nonlinearities of lagged population levels under the presence of locational fundamentals. Econometrically, the inclusion of these variables can control for endogeneity effects due to omitted variable biases. The relevant regression model is
with the population threshold value.
To test Gibrat's law we propose H 0;G : 11 = 12 = 2 = 0. A weaker version of this test given by H 0;GIRS : 11 = 12 , which allows us to test for increasing returns to scale in population growth. We also de neH 0;GIRS : 2 = 0 to denote the non-robust version of the latter test not including the locational fundamentals vector.
Empirical Results
This section illustrates the above econometric models and tests for data from all cities in the Unites States with more than 25,000 inhabitants in the year 2000 (1,175 cities). The dataset includes urban, climatological, locational and macroeconomic variables on all these 1,175 cities.
Data
The data came from the census 5 The geographic boundaries of census places can change between censuses. As in Glaeser and Shapiro (2003) , we address this issue by controlling for change in land area.
Although this control may not be appropriate because it is also an endogenous variable that may re ect the growth of the city, none of our results change signi cantly if this control is excluded. Moreover, we also eliminated cities that either more than doubled land area or lost more than 10 percent of their land area 6 . This correction eliminates extreme cases where the city in 1990 is something very different from the city in 2000. The explicative variables chosen are similar to those in other studies on city growth in the U.S. and city size, and correspond to the initial 1990 values. The in uence of some of these variables on city size has been empirically proven by other works (Glaeser et al., 1995; Glaeser and Shapiro, 2003) . Our aim is to introduce variables to control for some of the already known empirical determinants of city growth (human capital, density, or weather). Table 1 presents the variables, which can be grouped in four types: urban sprawl variables, human capital variables, productive structure variables, and geographical variables. or the remoteness of location for rural towns. This is one of the most characteristic costs of urban growth, explicitly considered in some theoretical models; that is, the idea that as a city's population increases, so do costs in terms of individuals' travel time to work.
Regarding human capital variables, there are many studies demonstrating the in uence of human capital on city size, as cities with better educated inhabitants tend to grow more. Simon and Nardinelli (2002) analyse the period 1900-1990 for the U.S. and conclude that cities with individuals with greater levels of human capital tend to grow more, and Glaeser The third group of variables, referring to productive structure, contains the unemployment rate and the distribution of employment by sectors. The distribution of labor among the various productive activities provides valuable information about other city characteristics. Thus, the employment level in the primary sector (agriculture; forestry; shing and hunting; and mining) also represents a proxy of the natural physical resources available to the city (cultivable land, port, etc.) This is also a sector which, like construction, is characterized by constant or even decreasing returns to scale. Employment in manufacturing informs us of the level of local economies of scale in production, as this is a sector which normally presents increasing returns to scale. The level of pecuniary externalities also depends on the size of the industrial sector. Marshall put forward that (i) the concentration of rms of a single sector in a single place creates a joint market of quali ed workers, bene ting both workers and rms (labour market pooling); (ii) an industrial centre enables a larger variety at a lower cost of concrete factors needed for the sector which are not traded (input sharing), and (iii) an industrial centre generates knowledge spillovers. This approach forms part of the basis of economic geography models, along with circular causation: workers go to cities with strong industrial sectors, and rms prefer to locate nearer larger cities with bigger markets. Thus, industrial employment also represents a measurement of the size of the local market. Another proxy for the market size of the city is the employment in commerce, whether retail or wholesale. Information is also included on employment in the most relevant activities in the services sector: Finance, insurance, and real estate, Educational, health, and other professional and related services, and employment in the Public administration.
We disaggregate "geography" into physical geography and the socio-economic environment. We try to control for both types of characteristics. We use a temperature index as a measure of weather 7 . The temperature discomfort index (T EM P _IN DEX) represents each city's climate amenity, and it is constructed in a similar way as in Zheng et al. (2009) or Zheng et al. (2010) . It is de ned as:
It represents the distance of the k city's winter and summer temperatures from the mildest winter and summer temperatures across the 1,175 cities. A higher T EM P _IN DEX means a harsher winter or a hotter summer, which makes the city a harder place where to live or to produce.
We also include several dummies which give us information about geographic localization, and which take a value of one depending on the region (Northeast Region, Midwest Region, South Region or the West Region) and the state in which the city is located. These dummies show the in uence of a series of variables for which individual data are not available for all places, and which could be directly related to the geographical situation (access to the sea, presence of natural resources, etc.), or, especially, the socio-economic environment (differences in economic and productive structures).
Econometric analysis
The rst study concerns the existence of increasing/decreasing returns to scale in per-capita income. To analyze this we run H 0;IRS using the simulation method in the Appendix. The test statistics that we propose are the supremum, average and exponential average nonlinearity tests (Davies, 1977 (Davies, , 1987 Andrews and Ploberger, 1994) Table 2 , also gives evidence of the signi cance of the increasing returns to scale.
These results are consistent with economic growth theory in what the sign of the parameters is negative indicating convergence towards equilibrium. Barro and Sala-i-Martin (1992), Evans and Karras (1996a, 1996b) , Sala-i-Martin (1996) , and Evans (1997) of the cities in this group are in California. By looking at the average value of the variables under study ( Table 3 ) we observe that cities in the wealthiest group not only share high 8 The list of cities within this group is shown in Appendix.
per-capita wealth but also high educational levels, high population growth and are densely populated cities. The descriptive analysis of the sectors of productive activity also reveals that these cities' main economic activity is services: nancial, insurance, real estate and educational, health and other professional and related services. Interestingly, the wealthiest U.S. cities do not rely heavily in the Public Administration sector that contributes less to city development compared to middle and lower income cities.
The second question that we aim to answer is whether locational fundamentals add explanatory power to the nonlinear growth model discussed above. Our nonlinearity test for the hypothesis H 0;L : 3 = 0 in model (4) Table 2 ) shows important differences. This nding suggests the presence of endogeneity in the restricted regression due to the correlation between locational fundamentals in 1990 and that year's income and highlights the importance of locational fundamentals also as a control variable to properly assess per-capita income growth. We also note that most of the U.S. state dummies are not signi cant in describing per-capita income growth. To complete this block of the study we also run the test H 0;R to assess the validity of the random growth theory on per-capita income. The results in column 1 of Table 2 clearly lead to rejection of the null hypothesis 9 .
Overall, our results are consistent with related studies. For example, higher levels of the wider measure of human capital (high school or higher degree) have a positive and significant effect on income growth. Also, as Glaeser et al. (1995) for the period 1960-1990, we also observe that the percentage of employment in manufacturing has a negative effect on income growth; its explanation is related to the depreciation of capital, suggesting that cities followed the fortunes of the industries that they were initially devoted to. The effect of the temperature index is also negative, indicating that a higher index means that the city 9 By construction of the per-capita income variable, (3) includes the regressor l o under the null hypothesis H 0;G . is a harder place in which to produce.
The third part of the analysis on city growth concerns the study of population. We compute the tests H 0;G and H 0;GIRS in model (7) using the nonlinearity tests in the Appendix. Again, the p-values corresponding to the exponential average and supremum tests are zero. The threshold estimate is b u n = 11:6639 (t116,300 inhabitants) leaving 149 observations beyond the threshold 10 and dividing the sample into two groups in terms of population growth. Last column in Table 4 shows that the parameter estimate in the low growth regime is b 11 = 0:0503 and b 12 = 0:0449 in the high growth regime. The p-value of the test and the differences in parameter estimates lead us to reject Gibrat's law and to conclude that population growth exhibits increasing returns that can produce the existence of population city clusters. To assess the impact of the locational fundamentals in the latter test we implement both the non-robust (H 0;GIRS ) and robust versions of H 0;GIRS in Table 4 , see columns 2 and 4. The difference in the regression parameters clearly shows the presence of omitted variable bias when the locational fundamentals, control variables, are not considered in the model. Table 4 details the speci c marginal effects of the different variables. Our results reveal that the unemployment rate has no signi cant effect on income growth but a clear negative in uence on population growth. Unemployment's main effect concerns individual's movements rather than city's productivity. We also observe that cities with high unemployment experience lower population growth rates. This result is in contrast to the previous nding that noted that high population growth cities have higher than average unemployment rates.
Both results combined stress the heterogeneity in living conditions observed in individuals living in these cities. The results also show opposing behavior for the two human capital variables under study; increases in the percentage of population with the highest education level (some college or higher degree) have a positive impact on population growth, while the wider concept of human capital (high school graduate or higher degree) has a signi cant negative effect. These results coincide with those of other studies analyzing the in uence 10 The composition of this group is shown in Appendix.
of education on city growth. Glaeser and Shapiro (2003) also nd that workers have a different impact depending on their education level 11 (high school or college). Finally, the study of environmental variables reveals that the in uence of climate on population growth is weaker. Temperature index has a negative effect on growth, as expected: a higher index means that the city is a harder place in which to live. However, this coef cient lost signi cance when all the variables were included. Table 3 also provides very interesting insights on the characteristics of the group of cities with largest population growth. Most of these cities are in the South of the U.S.
and share some features with the group of wealthiest cities. For example, they seem to be largely populated cities with dense areas and growth in the land area below the total average across U.S. cities. In contrast to the former group we observe now that cities in the upper population growth regime are also characterized by a strong Public Administration sector, high unemployment rates and low educational levels. The average per-capita income level for this group is below the average. It is interesting to note that the largest U.S. cities are also those that grow faster.
Conclusion
The empirical analysis of city growth has been open to debate by researchers in Urban and Geographical Economics since long ago. Whereas some studies claim that city growth is nonlinear due to increasing returns to scale, other studies postulate that city growth is linear but affected by locational fundamentals, that is, the socioeconomic and geographical conditions de ning a city are the key variables to characterize city growth. So far, these studies have been divided into separate analyses of population growth and per-capita income growth, and more importantly, most of these studies have been based on econometric methods based on estimation but where no formal statistical test has been implemented.
This study has proposed a battery of threshold nonlinearity tests for different inter- 11 In their sample of cities, the different effect is completely due to the impact of California.
twined hypotheses concerning the dynamics of per-capita income and population growth.
The tests make use of formal nonlinearity tests for the conditional mean of city growth, and are well suited to test for the existence of increasing returns to scale/locational fundamentals in a framework robust to the presence of the other phenomenon, that is, locational fundamentals/increasing returns. The conclusions of our empirical analysis covering a large sample comprising 1,175 U.S. cities are that there are small, although statistically significant increasing returns to scale on city income growth. Nevertheless, the most important variables to explain income growth are locational fundamentals. We claim that a proper analysis of city income growth needs to account for both types of explanatory variables.
For population growth we also observe increasing returns: larger cities grow at a faster pace than smaller cities. As for per-capita income growth, locational fundamentals have also more explanatory power than lagged population to describe population growth.
The split between cities obeying per-capita income differences is more informative than the division for population growth. The wealthiest cities are those that have highest educational levels, blue collar jobs in the nancial and educational sectors, and surprisingly, have a relatively smaller contribution of the public administration sector than the average U.S. city to per-capita income. These cities are also within the group of cities that grow at a faster pace and more densely populated. Our descriptive analysis also suggests that in the group of cities with increasing returns to scale on population growth there are also cities with high unemployment rates, a large share of public administration workers and lower educational levels. A subgroup from this class of cities with increasing returns on population growth is that of the largest U.S. cities. These cities are important centres of economic and industrial activity, but at the same time, have higher in ationary pressures, more expensive housing or a higher tax burden. They also attract domestic and foreign immigration, unskilled workers and people with low income perspectives that bring down the average per-capita income. The creation of ghettos of low income individuals or from disadvantaged ethnic minorities is also more likely to occur in large cities than in middle and small size cities. All these factors play an important role in the large variability observed in their per-capita income levels.
Our results also show that the nonlinear dynamics in population growth are more persistent than the corresponding nonlinear income growth dynamics reinforcing the fact that as cities become larger their per-capita income stagnates or even deteriorates, as it can be the case if current income levels drop below the threshold. This empirical analysis suggests the existence of an optimal size beyond which cities lose living standards. More work is needed however to formalize this idea.
Appendix Algorithm to approximate p-value of nonlinearity test
This section outlines the methodology to approximate via boostrap methods the p-value of the nonlinearity test. To do this we de ne an auxiliary process indexed by a threshold u contained in a compact set;
with b 2 o and b 2 (u) the estimated variance of the error term under the null and alternative hypotheses, respectively. For u known this process is asymptotically distributed as a 2 with degrees of freedom equal to the number of constraints in the model. Otherwise, it converges weakly to a nonlinear function of a Gaussian process with covariance kernel that depends on moments of the sample, and thus critical values cannot be tabulated. Following Davies (1977 Davies ( , 1987 and Andrews and Ploberger (1994) the test statistics that we propose are the supremum, average and exponential average. Andrews and Ploberger (1994) show that the exponential average test is optimal in terms of power in very general frameworks. On the other hand, the supremum test has the advantage of providing very valuable information about the location of the rejection, and hence of the threshold value.
The null nite-sample distribution of these statistics is constructed using bootstrap methods. For the supremum, average or exponential average cases this bootstrap procedure gives a random sample (T s
(1) ; : : : ; T s (B) ) of B simulated observations.
Generate a grid of j = 1; : : : ; m different u values, with u 2 U a compact set, let = (u 1 ; : : : ; u m ).
Generate a sequence of N observations f" Estimate process (4) with response variable f"
, and obtain the corresponding model parameter estimates under the alternative hypothesis.
Compute the corresponding residuals e i (u j ) = " 
and
for each u j 2 U and b = 1; : : : ; B.
for each b = 1; : : : ; B.
Compute the empirical p-value:
with b) ; and T the test statistic computed from the original available sample.
The empirical p-value is computed as the percentage of these arti cial observations which exceed the actual test statistic, T s: with locational fundamentals; and Model in Eq. (7) and e H 0;GIRS denote the nonlinear models on previous population levels with and without locational fundamentals. The estimates of the state dummies are available upon request.
