We perform the first iterative Monte Carlo (IMC) analysis of fragmentation functions constrained by all available data from single-inclusive e + e − annihilation into pions and kaons. The IMC method eliminates potential bias in traditional analyses based on single fits introduced by fixing parameters not well contrained by the data and provides a statistically rigorous determination of uncertainties. Our analysis reveals specific features of fragmentation functions using the new IMC methodology and those obtained from previous analyses, especially for light quarks and for strange quark fragmentation to kaons.
I. INTRODUCTION
Understanding the generation of hadrons from quarks and gluons (partons) remains a fundamental challenge for strong interaction physics. High-energy collisions of hadrons or leptons offers the opportunity to study the formation of mesons and baryons from partons produced in hard collisions [1, 2] . While the hard scattering process can be computed perturbatively from the underlying QCD theory, the hadronization of the quarks and gluons occurs over long distances, and provides a unique window on nonperturbative QCD dynamics [3] .
Within the collinear factorization framework [4] , the formation of hadrons is characterized by universal nonperturbative fragmentation functions (FFs), which in an infinite momentum frame can be interpreted as probability distributions of specific hadrons h produced with a fraction z of the scattered parton's longitudinal momentum or energy. As in the case of parton distribution functions (PDFs), which describe the quark and gluon momentum distributions inside hadrons, the nonperturbative FFs are presently not calculable from first principles, and must be determined phenomenologically from QCD-based analyses of highenergy scattering data or from QCD-inspired nonperturbative models [5] .
In addition to providing information on the fundamental hadronization process, FFs are also indispensable tools for extracting information on the partonic structure of the nucleon from certain high-energy processes, such as semi-inclusive deep-inelastic scattering (SIDIS) of leptons from nucleons. Here, assuming factorization of the scattering and hadronization subprocesses, the SIDIS cross section can be expressed in terms of products of PDFs and FFs summed over individual flavors. The selection of specific hadrons in the final state, such as π ± or K ± , then allows separation of the momentum and spin PDFs for different flavors.
The need for well-constrained FFs, especially for kaon production, has recently been highlighted [6] [7] [8] in global analyses of polarized SIDIS observables used to determine the strange quark contribution ∆s to the spin of the nucleon. Inclusive deep-inelastic leptonnucleon scattering data alone are incapable of determining this without additional input from theory, such as the assumption of SU(3) symmetry, or other observables. Kaon production in polarized SIDIS in principle is such an observable, involving a new combination of polarized u, d and s quark PDFs, which, when combined with the inclusive data, allow each of the flavor distributions to be determined -providing the FFs are known.
As pointed out by Leader et al. [7] , however, the variation between the strange-to-kaon
FFs from different analyses is significant and can lead to qualitatively different conclusions about the magnitude and even sign of the ∆s distribution. In particular, analysis [7, 9] of the polarized SIDIS data using the DSS [10] parametrization of FFs, together with inclusive DIS polarization asymmetries, suggests a positive ∆s at intermediate x values, x ∼ 0.1−0.2, in contrast to the generally negative ∆s at all x obtained from inclusive DIS data alone, assuming constraints on the weak baryon decays from SU(3) symmetry [11] . Employing instead the HKNS [12] FF parametrization, in which the strange fragmentation to kaons is several times smaller in some regions of z compared with that from the DSS [10] fit, yields a negative ∆s consistent with the inclusive-only analyses [8] . It is crucial, therefore, to understand the origin of the differences in the magnitudes and shapes of the strange, as well as other, FFs found in the different analyses before one can draw reliable conclusions about the strange quark content of the nucleon extracted from analyses including SIDIS data.
Differences between FFs can come from a variety of sources, including different data sets used in the analyses (single-inclusive e + e − annihilation, SIDIS, inclusive hadron production in pp collisions), the choice of parametrization for the FFs, assumptions about FFs that are not well constrained by data, or even the presence of local minima in the fitting procedure.
Most of the analyses to date have been performed at next-to-leading order (NLO) accuracy in the strong coupling constant [6-8, 10, 12-18] , although more recent studies have explored the effects of incorporating next-to-next-to-leading order (NNLO) corrections [19] , as well as other theoretical developments such as threshold resummation [20] [21] [22] and hadron mass effects [22] .
A common feature of all existing FF analyses is that they are obtained from single fits, using either e + e − single-inclusive annihilation (SIA) data alone, or in combination with unpolarized SIDIS and inclusive hadron production in pp collisions. In order to address some of the questions raised by the recent ambiguities in the strange quark FFs and their impact on the ∆s determination, in this paper we go beyond the standard fitting paradigm by performing the first Monte Carlo (MC) analysis of FFs. In particular, we extend the methodology of the iterative Monte Carlo (IMC) approach introduced in Ref. [11] for the analysis of spin-dependent PDFs to the case of FFs.
The virtue of the IMC approach is that it allows for a full exploration of the parameter space when sampling initial priors for any chosen parametric form for the fitting function. It thereby eliminates any bias introduced by fine-tuning or fixing specific parameters that are not well contrained by the data, a practice often employed to control single fits. Furthermore, the conventional polynomial-type parametrization choice can have multiple solutions that lead to various local minima in the χ 2 landscape, whereas the IMC technique statistically surveys all possible solutions, thereby avoiding the fit being stuck in false minima.
A further important advantage of the IMC technology is in the extraction of uncertainties on the FFs. In standard analyses the theoretical errors are typically determined using the Hessian [12] or Lagrange multiplier methods [10] , in which a tolerance parameter ∆χ 2 is introduced to satisfy a specific confidence level (CL) of a χ 2 probability density function with N degrees of freedom. In the IMC framework, the need for tolerance criteria is eliminated entirely and the uncertainties are extracted through a robust statistical analysis of the Monte Carlo results.
As a first IMC analysis of FFs, we confine ourselves to the case of charged pion and kaon production in e + e − SIA, using all available π ± and K ± cross section data from DESY [23] [24] [25] [26] , SLAC [27] [28] [29] [30] [31] , CERN [32] [33] [34] [35] [36] , and KEK [37] , as well as more recent, high-precision results from the Belle [38, 39] and BaBar [40] Collaborations at KEK and SLAC, respectively. Although SIA data in principle only constrain the sum of the quark and antiquark distributions, we also make use of flavor-tagged data [33] which allow separation of hadron production from heavy and light quarks. In addition, the availability of data over a range of kinematics, from relatively low center-of-mass energies Q ≈ 10 GeV up to the Z-boson pole, Q ≈ 91 GeV, allows for the separation of the up-and down-type FFs due to differences in the quark-boson couplings in the γ and Z channels [18] . To ensure proper treatment of data at z ∼ 1, we systematically apply correct binning by integrating over each z bins, rather than taking bin averages as in previous analyses. We also studied the z cuts on the data in different channels that need to be applied at low z values, below which the collinear framework breaks down and our analysis is not expected to be reliable.
Note that our aim here is not so much the definitive determination of FFs, which would require inclusion of all possible processes that have sensitivity to FFs, but rather to explore the application of the IMC methodology for FFs to determine the maximal information that can be extracted from the basic e + e − SIA process alone. The lessons learned here will be used in subsequent analyses of the entire global set of SIA and other high-energy scattering data to provide a more definitive determination of the individual FFs.
We begin in Sec. II by reviewing the formalism for the e + e − annihilation into hadrons, including a summary of the SIA cross sections at NLO and Q 2 evolution of the fragmentation functions. To improve the computational efficiency we perform the numerical calculations in moment space, recontructing the momentum dependence of the fragmentation functions using inverse Mellin transforms. The methodology underpinning our global analysis is presented in Sec. III, where we describe the parametrizations employed and the treatment of uncertainties. This section also outlines the essential features of the IMC method used to perform the fits to the data, highlighting several improvements in the methodology compared to that introduced originally in the global analysis of the JAM spin-dependent PDFs [11] .
The experimental data sets analyzed in this study are summarized in Sec. IV, and the results of our analysis presented in Sec. V. We compare the fitted cross sections with all available e + e − data, for both inclusive and flavor-tagged cross sections, finding good overall χ 2 values for both pion and kaon production. We illustrate the convergence of the iterative procedure for the favored and unfavored FFs, the latter being partially constrained by the flavor-tagged data. The shapes and magnitudes of the FFs from our IMC analysis are compared and contrasted with those from previous global fits, highlighting important differences in the light quark sector and for quark fragmentation to kaons. Finally, in Sec. VI we summarize our findings and preview future extensions of the present analysis.
II. FORMALISM A. Cross section and fragmentation functions
The e + e − → hX cross section is typically measured as a function of the variable z = 2p h · q/Q 2 , where p h is the momentum of the detected hadron h and q is the momentum of the exchanged photon or Z-boson with invariant mass Q = Q 2 . In the e + e − center-ofmass frame, z = 2E h /Q can be interpreted as the momentum fraction of the parent quark carried by the produced hadron. For a given hadron h the experimental z distribution is usually given as
which we shall refer to as the empirical fragmentation function for a given hadron of type h. In Eq. (1) the total inclusive e + e − cross section σ tot can be calculated at NLO as
where α = e 2 /4π is the electromagnetic fine structure constant and a s (µ R ) ≡ α s (µ R )/4π, with the strong coupling constant α s evaluated at the ultraviolet renormalization scale µ R .
The index q runs over the active quark flavors allowed by the hard scale Q, and we introduce the shorthand notation for the charges
At NLO in the MS scheme (which we use throughout in this analysis), the hard cross section can be written (6) whereẑ is the partonic energy fraction carried by the outgoing hadron. As in Eq. (2), µ R is the renormalization scale stemming from regularization of the ultraviolet divergences in the virtual graphs that contribute to H
i , while µ FF is a factorization scale associated with the FF D h i . Note that the dependence of the convolution integral in Eq. (5) on the scales µ R and µ FF is a remnant of the fixed-order perturbative QCD approximation to F coll , which will be cancelled by inclusion of higher order terms in the perturbative series. At leading order in a s , the 2 → 2 phase space is such thatẑ = z, so that H The partonic FF D h i can be interpreted as the number density to find a hadron of type h in the jet originating from the parton i with momentum fractionẑ [41] . As for PDFs, FFs are sensitive to ultraviolet divergences, and after renormalization they acquire dependence on the scale µ FF . (The subscript "FF" denotes the final state factorization scale, in contrast to the initial state factorization scale in PDFs.) In practice, to optimize the perturbative expansion of the hard cross section, we set µ R = µ FF = Q. However, for completeness we leave the dependence of µ R and µ FF in Eq. (5) and below explicit. In general, variation of the scales around Q allows one to assess the uncertainty in the perturbative expansion.
For instance, in Ref. [19] a significant reduction of the scale dependence was found with the inclusion of the NNLO corrections.
B. Scale dependence
In perturbative QCD the scale dependence of the FFs is described by the evolution equations,
where P ij are the timelike i → j splitting functions. Since the FFs cannot be calculated from first principles, theẑ dependence is fitted to the data at some input scale µ
The latter is chosen at the lowest possible value where a perturbative QCD description can be applied in order to minimize errors induced by backward evolution from the truncation of the perturbative series.
The simplest approach to solving the evolution equations (7) is to use one of several numerical approximation techniques to solve the integro-differential equations directly in z space [42] . Alternatively, as discussed in Ref. [11] , it can be more efficient to solve the equations in Mellin moment space, where the N -th Mellin moment of a function f (z) is defined as
and similarly for all other moments of functions denoted in boldface. In this framework the convolution integrals in Eqs. (6) and (7) can be rendered as ordinary products of the Mellin moments,
and
The evolution equations for D h i can be solved using the methods described in Ref. [43] , and the hadronic fragmentation function in z-space can be obtained using the inverse Mellin transform,
The main advantage of the Mellin techniques is the improvement in speed in the evaluation of the observables and evolution equations. Another advantage is that the experimental cross sections are typically presented as averaged values over bins of z. Such averaging, between z min and z max , can be simply done analytically,
without deteriorating the numerical performance. In contrast, such advantage does not exist if one evaluates F h coll (z, Q 2 ) and solves the DGLAP evolution equations directly in z space [44] . In practice, at small z the bins sizes are quite small and taking the central z values might be appropriate. However, at large z the bin sizes increase and, depending on the precision of the measured cross sections, the averaging step becomes important.
For clarity, we express the Mellin moments of the hard factor in Eq. (9) in terms of unnormalized hard factors H i ,
where the charge factors for the gluon moments cancel. The perturbative expansion of H i is then given by
where the gluon contribution begins at NLO. Physically, this corresponds to gluon fragmentation into hadrons from real QCD radiation that occurs at NLO. For completeness, in Appendix A we list the formulas for H (1) q,g at NLO. To solve the evolution equations in Eq. (9), we follow the conventions of Ref. [43] , which we briefly summarize here. For convenience we work in a flavor singlet and nonsinglet basis, in which we define the flavor combinations
where D h q ± are the Mellin moments of the charge conjugation-even and -odd FFs
. Depending on the number of active flavors n f , one needs to consider only the equations up to D
, otherwise the system becomes degenerate.
The evolution equations in this basis can be expressed as
with the splitting functions in Mellin space P ij listed in Appendix B. An important observation here is that all the "+" FFs maximally couple to the gluon FFs, while the "−" functions decouple completely. In particular, if one consider observables that depend only on "+" combinations, then the "−" components can be ignored.
In our analysis we use an independent implementation of the evolution equations in Mellin space as described in Ref. [43] , finding excellent agreement with existing evolution codes.
III. METHODOLOGY A. Input scale parametrization
In choosing a functional form for the FFs, it is important to note that the SIA observables are sensitive only to the charge conjugation-even quark distributions D h q + (z, Q 2 ) and the
. These couple maximally in the Q 2 evolution equations, while the
. In our analysis we therefore seek only to extract the D h q + and gluon distributions, and do not attempt to separate quark and antiquark FFs. This would require additional data, such as from semi-inclusive deep-inelastic hadron production, which can provide a filter on the quark and antiquark flavors.
As a reference point, we consider a "template" function of the form
where a = {M, α, β} is the vector of shape parameters to be fitted. The denominator is chosen so that the coefficient M corresponds to the average momentum fraction z.
Using charge conjugation symmetry, one can relate
for all partons. For pions we further use isospin symmetry to set the u + and d + functions equal, while keeping the remaining FFs independent. Since the u + and d + distributions must reflect both the "valence" and "sea" content of the π + , we allow two independent shapes for these, while a single template function should be sufficient for the heavier flavors and the gluon,
The additional template shape for the u + or d + increases the flexibility of the parametrization in order to accomodate the distinction between favored ("valence") and unfavored ("sea")
distributions, having different sets of shape parameters a 
The total number of free parameters for the kaon FFs is 24, while for the pions the number of parameters is 18.
For the heavy quarks c and b we use the zero-mass variable flavor scheme and activate the heavy quark distributions at their mass thresholds, m c = 1.43 GeV and m b = 4.3 GeV. For the Q 2 evolution we use the "truncated" solution in Ref. [43] , which is more consistent with fixed-order calculations. Finally, the strong coupling is evaluated by solving numerically the β-function at two loops and using the boundary condition at the Z pole, α s (m Z ) = 0.118.
B. Iterative Monte Carlo fitting
In all previous global analyses of FFs, only single χ 2 fits have been performed. In this case it is common to fix by hand certain shape parameters that are difficult to constrain by data in order to obtain a reasonable fit. However, since some of the parameters and distributions are strongly correlated, this can bias the results of the analysis. In addition, there is no way to determine a priori whether a single χ 2 fit will become stuck in any one of many local minima. The issues of multiple solutions can be efficiently avoided through MC sampling of the parameter space, which allows exploration of all possible solutions.
Since this study is the first MC-based analysis of FFs, we briefly review the IMC procedure, previously introduced in the JAM15 analysis of polarized PDFs [11] , and highlight several important new features.
In the IMC methodology, for a given observable O the expectation value and variance are defined by
respectively, where a is the m-component vector representing the shape parameters of the FFs. The multivariate probability density P(a|data) for the parameters a conditioned by the evidence (e.g., the data) can be written as
where π(a) is the prior and L(data|a) is the likelihood. In our analysis π(a) is initially set to be a flat distribution. For L(data|a) we assume a Gaussian likelihood,
with the χ 2 function defined as
Here D i , defined as
Here β (e) k,i is the k-th source of point-to-point correlated systematic uncertainties in the i-th bin, and r (e) k the related weight, treated as a free parameter. In order to fit the r (e) k values, a penalty must be added to the definition of the χ 2 , as in the second term of Eq. (25) .
Clearly the evaluation of the multidimensional integrations in Eqs. (21) and (22) is not practical, especially when O is a continuous function such as in the case of FFs. Instead one can construct an MC representation of P(a|data) such that the expectation value and variance can be evaluated as
where the parameters {a k } are distributed according to P(a|data), and n is the number of points sampled from the distribution P(a|data).
Our approach to constructing the Monte Carlo ensemble {a k } is schematically illustrated in Fig. 1 . The steps in the IMC procedure can be summarized in the following workflow:
Generation of the priors
The priors are the initial parameters that are used as guess parameters for a given least-squares fit. The resulting parameters from the fits are called posteriors. During the initial iteration, a set of priors is generated using a flat sampling in the parameter space. The sampling region is selected for the shape parameters α > −1.9 and β > 0, so that the first moments of all FFs are finite. The boundary for β restricts the distributions to be strictly zero in the z → 1 limit. The upper boundaries for α and β are selected to cover typical ranges observed in previous analysis [10, 12, 16] . Note, however, that the posteriors can be distributed outside of the initial sampling region, if this is preferred by the data.
For each subsequent iteration, the priors are generated from a multivariate Gaussian sampling using the covariance matrix and the central parameters from the priors of the previous iteration. The central parameters are chosen to be the median of the priors, which is found to give better convergence compared with using the mean. This sampling procedure further develops the JAM15 methodology [11] , where the priors were randomly selected from the previous iteration posteriors. This allows one to construct priors that are distributed more uniformly in parameter space as opposed to priors that are clustered in particular regions of parameter space. The latter can potentially bias the results if the number of priors is too small.
Generation of pseudodata sets
Data resampling is performed by generating pseudodata sets using Gaussian smearing with the mean and uncertainties of the original experimental data values. Each pseudodata point D i is computed as
where for each experiment D i and α i are as in Eq. (25), and R i is a randomly generated number from a normal distribution of unit width. A different pseudodata set is generated for each fit in any given iteration in the IMC procedure.
Partition of pseudodata sets for cross-validation
To account for possible over-fitting, the cross-validation method is incorporated. Each experimental pseudodata set is randomly divided 50%/50% into "training" and "validation" sets. However, data from any experiment with fewer than 10 points are not partitioned and are entirely included in the training set.
χ 2 minimization and posterior selection
The χ 2 minimization procedure is performed with the training pseudodata set using the Levemberg-Marquardt lmdiff algorithm [45] . For every shift in the parameters during the minimization procedure, the χ 2 values for both training and validation are computed and stored along with their respective parameter values, until the best fit for the training set is found. For each pseudodata set, the parameter vector that minimizes the χ 2 of the validation is then selected as a posterior.
Convergence criterion
The iterative approach of the IMC is similar to the strategy adopted in the MC VEGAS integration [46] . There, one constructs iteratively a grid over the parameter space such that most of the sampling is confined to regions where the integrand contributes the most, a procedure known as importance sampling. Once the grid is prepared, a large amount of samples is generated until statistical convergence of the integral is achieved.
In Ref. [11] the convergence of the MC ensemble {a k } was estimated using the χ 2 distribution. While such an estimate can give some insight about the convergence of the posteriors, it is somewhat indirect as it does not involve the parameters explicitly.
In the present analysis, we instead estimate the convergence of the eigenvalues of the covariance matrix computed from the posterior distributions. To do this we construct a measure given by
where W i are the eigenvalues of the covariance matrix. The quantity V can be interpreted in terms of the hypervolume in the parameter space that encloses the posteriors, and is analogous to the ensemble of the most populated grid cells in a given iteration of the VEGAS algorithm [46] . The IMC procedure is then iterated starting from step 1, until the volume remains unchanged.
Generation of the Monte Carlo FF ensemble
When the posteriors volume has reached convergence, a large number of fits is performed until the mean and expectation values of the FFs converge. The goodness-of-fit is then evaluated by calculating the overall single χ 2 values per experiment according
which allows a direct comparison with the original unmodified data.
Finally, note that while the FF parametrization adopted here is not intrinsically more flexible than in other global analyses, the MC representation is significantly more versatile and adaptable in describing the FFs. Indeed, the resulting averaged central value of the FFs as a function of z is a linear combination of many functional shapes, effectively increasing the flexibility of the parametrization.
IV. DATA SETS
In the current analysis we use all available data sets from the single-inclusive annihilation process e + e − → hX, for h = π ± and K ± mesons. and KEK (TOPAZ [37] and Belle [38, 39] For the Belle measurements [38] , the data are provided in the form dσ h /dz, and care must be taken when converting this to the hadronic FF in Eq. (1). The fragmentation energy scale Q/2 is reduced by initial-state (ISR) or final-state (FSR) photon radiation effects, so that the measured yield involves a variation of this scale. In practice, the energy scales in the measured events are kept within 0.5% of the nominal Q/2 value, and an MC simulation is performed to estimate the fraction of events with ISR or FSR photon energies the "prompt" data set is used in the fit discussed in this paper, with normalization and χ 2 values obtained using the "conventional" data set in parentheses. < 0.5% × Q/2. For each bin the measured yields are reduced by these fractions to exclude events with large ISR or FSR contributions. To convert the dσ h /dz data with the ISR/FSR cut to the total hadronic FF in Eq. (1) one therefore needs to correct the theoretical total cross section σ tot by multiplying it by the ISR/FSR correction factor, which is estimated to be 0.64616(3) [38, 39] .
For the BaBar experiment [40] , two data sets were provided, for "prompt" events, which contain primary hadrons or decay products of lifetimes shorter than 10 −11 s, and "conventional" events, which include decays of lifetimes (1 − 3) × 10 −11 s. For pions the conventional cross sections are ∼ 5% − 15% larger than the prompt cross sections, while for kaons these are almost indistinguishable. The prompt data are numerically close to the LEP and SLD measurements after taking into account Q 2 evolution, although the conventional ones are technically closer to most previous measurements which included all decays. In our analysis, we consider both data sets, and assess their impact on the fits phenomenologically.
Finally, our theoretical formalism is based on the fixed-order perturbation theory, and does not account for resummations of soft-gluon logarithms or effects beyond the collinear factorization which may be important at small values of z. To avoid inconsistencies between the theoretical formalism and the data, cuts are applied to exclude the small-z region from the analysis. In practice, we use a cut z > 0.1 for data at energies below the Z-boson mass and z > 0.05 for the data at Q ≈ M Z . For kaon data, below z ≈ 0.2 hadron mass corrections are believed to play a more prominent role [22] . Since these are not considered in this analysis, we apply the cut z > 0.2 for the low-Q kaon data sets from ARGUS and BaBar.
V. ANALYSIS RESULTS
In this section we present the main results of our IMC analysis. We first establish the stability of the IMC procedure by examining specific convergence criteria, and then illustrate the results for the fragmentation functions through comparisons with data and previous analyses. Programs for generating the FFs obtained in this analysis, which we dub "JAM16FF", can be downloaded from Ref.
[47].
A. IMC convergence
We examine two types of convergence tests of the IMC procedure, namely, the iterative convergence of the priors (the "grid"), and the convergence of the final posterior distributions. As discussed in Section III B, the convergence of the priors can be tested by observing 
B. SIA cross sections
In Fig. 4 the normalized yields of the final posteriors versus χ 2 per datum for the training and validation sets are presented using the full sample of 10 4 fits. In the ideal Gaussian limit, the distributions are expected to peak around 2 [11] . In practice, inconsistencies between data sets shift the peak of the distribution to larger χ 2 /N dat values. This is evident for the pion production case in Fig. 4 , where the χ 2 /N dat distribution peaks around 2.5. In contrast, for kaon production the distribution peaks around 2.1. We stress, however, that even if the peak occurs at 2, it does not imply consistency among the data sets (or data vs. theory), since the larger experimental uncertainties in the kaon data sets compared with the pion can induce such behavior.
The ratios of experimental SIA cross sections to the fitted values are shown in Figs. 5 and 6 for pions and kaons, respectively. For the pion production data, at the lower energies Q 30 GeV there is good overall agreement between the fitted cross sections and the data, with the exception of a few sets (TPC, HRS and TOPAZ) that differ by ∼ 5 − 10%, within relatively large errors. Interestingly, the older ARGUS data [26] are consistent with the recent high-precision measurements from Belle [38, 39] and BaBar [40] . We find, however, that the Belle pion data require an ≈ 10% normalization, which may be related to the overall normalization correction from initial state radiation effects [39] or other corrections. This should not, however, affect the z dependence of the extracted FFs.
A relatively good description is also obtained of the data at higher energies, Q = M Z , which generally have smaller uncertainties, although some discrepancies appear at higher z values. In particular, an inconsistency is apparent between the shapes of the DELPHI The total χ 2 /N dat for the resulting fit to all pion data sets is ≈ 1.31. Using the conventional BaBar pion data set instead of the prompt gives a slightly worse overall fit, with χ 2 /N dat = 1.46, with the difference coming mostly from the BaBar and TPC inclusive data sets. The Belle data, on the other hand, are better fitted when the conventional BaBar data set is used. Since the conventional BaBar data lie ∼ 10% higher than the prompt, which themselves lie slightly below the Belle data, the Belle cross sections require a normalization shift that is closer to that needed for the conventional BaBar data.
For the kaon cross sections, the overall agreement between theory and experiment is slightly better than for pions, mostly because of the relatively larger uncertainties on the K data. At low energies, as was the case for pions, the TPC data [27] [28] [29] lie ≈ 10% below the global fit. Interestingly, though, the Belle kaon data [38, 39] do not require as large a normalization shift as was needed for the Belle pion data in Fig. 5 . At energies near the Z-boson pole, Q = M Z , the deviations at large z between the theoretical and experimental cross sections are not as prominent as for pions, with only the SLD heavy quark tagged data [31] exhibiting any significant disagreement. The OPAL flavor-tagged data [32, 33] generally prefer an ≈ 10 − 15% normalization for all quark flavors. The DELPHI inclusive and light quark tagged data [35, 36] , which do not include an overall normalization parameter, appear to systematically lie ≈ 10% below the fitted results across most of the z range. Fits to other high energy data sets generally give good agreement, and the χ 2 /N dat value for the combined kaon fit is found to be 1.01.
C. Fragmentation functions
The fragmentation functions resulting from our IMC analysis are shown in Fig. 7 at the input scale, which is taken to be Q For the fragmentation to kaons, one of the most conspicuous differences with pions is the large magnitude of the strange FF D g , peaks at rather high z values, z ≈ 0.85, at the input scale, consistent with the findings of some earlier analyses [12] , and is very small in magnitude.
The unusual shapes of some of the FFs, such as the gluon to π + and K + or the unfavored light quark FFs, lead to the natural question of whether these are robust distributions or possibly artifacts of the fitting procedure. We can address this by observing snapshots in the IMC chain, as illustrated in Fig. 8 , where the FFs from selected iteration steps are plotted at the input scale as a function of z. The first and last rows in Fig. 8 show the initial and final steps in the IMC procedure, respectively. In addition to the posterior shapes and uncertainties, we display in each row the prior distributions as individual curves. After performing the initial iteration, the large spread in the prior FFs due to the flat sampling of the parameter space is reduced significantly, especially for distributions that are more strongly constrained by the SIA data. For the FFs that are less directly constrained by the data, more iterations are needed before convergence is reached, as illustrated by the s + to π + distribution, for example. We find that after ≈ 30 iterations all of the distributions become stable, which is consistent with the convergence of the volumes observed in Fig. 2 .
Although the peaks in some of the FFs, such as D
and D π + s + , are prominent at the input scale, after Q 2 evolution these become largely washed out. This is illustrated in Fig. 9 , where the FFs are evolved to a common scale for all FFs that are above the quark threshold, namely at Q 2 = 1, 10 and 100 GeV 2 and at the Z-boson pole,
Recall that the lowest Q 2 in any of the data sets is ≈ 100 GeV 2 , so the shapes at Q 2 = 1 and 10 GeV 2 are not directly compared with experimental data and are shown for illustration only.
Compared with parametrizations from other global FF analyses, our fitted FFs are qualitatively similar for the most part, but reveal important differences for specific distributions, as Fig. 10 illustrates. For pions, our u + and d + distributions are close to the HKNS [12] and DSS [10] results at large z, but are ∼ 20% − 30% larger in magnitude at low z values, excess of s to K fragmentation over u to K found in the DSS analysis, which has important phenomenological consequences for the extraction of the polarized strange quark PDF from semi-inclusive DIS data [7, 8] .
Recall that in our analysis we use two shapes for the favored D (20), and one shape for all other kaon distributions. In contrast, previous analyses [10, 12] parametrized the u + and (the unfavored)ū functions separately, assuming that at the input scale D
. In contrast, with the IMC procedure in the present analysis we do not impose any relation between theū andd FFs, parametrizing only the q + distributions as constrained by data.
For the gluon to kaon FF we find a similarly hard distribution as in earlier analyses, peaking at rather large z values, z ∼ 0.8 at the input scale. The harder shape of D
g can be understood in terms of the higher energy needed for a gluon to split to an ss pair than to a uū or dd pair in the pion case [12] .
Despite the striking shape of the gluon FF at the input scale, it is almost entirely washed out after Q 2 evolution to the Z-boson scale, as Fig. 11 illustrates. Here the FFs D(z) (rather than zD(z)) are compared for the HKNS [12] , DSS [10] and the AKK [16] parametrizations.
Viewed on a logarithmic scale, the qualitative features of the shapes of FFs are similar across all the parametrizations, especially the HKNS, DSS and the present fit. The AKK results generally lie above the other parametrizations in the low-z region, while more variation is observed at higher z values.
VI. CONCLUSION
We have performed the first Monte Carlo based QCD analysis for parton to hadron fragmentation functions within collinear factorization, using all existing single-inlusive e + e − annihilation data into pions and kaons. In particular, we include the recent high-precision SIA data from the Belle [38, 39] and BaBar [40] Collaborations, which significantly extend the kinematical coverage to large values of z.
Our analysis is based on the iterative Monte Carlo approach, first adopted in the recent QCD analysis of polarized PDFs [11] , which provides a robust determination of expectation values and uncertainties for the FFs. We further extended this methodology by sampling new priors from previous iterations using a multivariate Gaussian distribution, implementing a new strategy for assessing the convergence of the IMC chain by considering the covariance matrix of the posterior distributions. This allowed us to sample fairly the parameter eigenspace after each iteration instead of the posteriors, which can exhibit several distinct solutions. We find that an accurate representation of the FFs can be attained with a sample of 200 fits.
We obtained a relatively good overall description of the pion and kaon SIA data at both low and high center-of-mass energies, despite some tensions between the high-energy DELPHI and SLD pion data sets in the large-z region. For the kaon data a very good FFs, and better constrain the gluon fragmentation, additional information will be needed from SIDIS and meson production in pp collisions. More immediately, it will be particularly interesting to examine the effect of the strange to kaon fragmentation on the extraction of the polarized strange quark PDF ∆s from SIDIS data. A combined analysis of polarized DIS and SIDIS data and SIA cross sections is currently in progress [48] .
Appendix A: Hard scattering coefficients
For completeness, in this appendix we give the hard coefficient functions in Mellin moment space at NLO. For the quark case, the NLO coefficient is [13, 49] 
while for the gluon one has 
where the m-th derivative of the polygamma function ψ
Appendix B: Timelike splitting functions
The N -th moments of the splitting functions in the timelike region, up to O(a 3 s ) corrections, can be written for the general case when µ R = µ FF as [43] 
where β 0 = 11 − 2n f /3. At leading order the timelike splitting function moments are given by the well-known expressions [50, 51] 
where C A = 3. Note that our notation for the off-diagonal timelike splitting functions P (0) qg and P
gq is opposite to that in Ref. [52] .
At NLO accuracy, the timelike splitting function moments are given by [50, 52, 53] P (1)
NS , ,
where the terms
are present specifically for the timelike functions [52] . In Eqs. (B3) the sum
has the analytic continuation
with
The last term in Eq. (B8) involves an integral over the dilogarithm function,
and can be approximated using the expansion [49] Li(N ) ≈ 1.01 [32, 33] ) for pion production. The experimental uncertainties are indicated by the black points, with the fitted uncertainties denoted by the red bands. For the BaBar data [40] the prompt data set is used. (dot-dashed curves) evolved to a common scale Q 2 = M 2 Z . Note that the fragmentation functions D(z) are shown rather than zD(z).
