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Abstract
In this paper we prove that the zeroth Milnor-Thurston homology
group coincides with singular homology for Peano Continua. More-
over, we show that the canonical homomorphism between these ho-
mology theories may not be injective. However, it is proved that it
is injective when a space has Borel path-components.
1 Introduction
Milnor-Thurston homology theory was first proposed in Thurston’s preprint
on Geometry and Topology of Three-manifolds [19, Section 6.1], with the
motivation of providing a more symmetric representation of the fundamen-
tal cycle of a hyperbolic three-manifold than could be achieved with the
classical finite chains. It is based on the idea, that when replacing classical
finite sums (as they are considered in singular homology theory) by certain
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measures on the sets of all simplices, then a much more convenient represen-
tation of a fundamental cycle of a hyperbolic manifold can be achieved, in
particular, if simplices with a large hyperbolic volume are to be used. Thus,
by its use of measures this homology theory may be interpreted in that
way, that the classical finite sums of singular homology theory are replaced
by some kind of infinite sums. However, a canonical homomorphism from
singular homology theory to Milnor-Thurston homology theory can always
be defined.
Conversely, the algebraic topology of non-triangulable spaces has pro-
duced some psychological unexpected results, and recently have appeared
some papers [5, 6, 7], [8, Section 1.3] that may be interpreted as a search for
a homology-theory that responds in a more natural way to non-tameness.
On the other hand, many of these unexpected results seem to have its ori-
gin in the fact, that for defining all classical invariants of algebraic topology
only algebraic structures have been used that are based on just considering
finite sums and products, while for some spaces like Hawaiian Earrings the
topology naturally also allows infinite concatenations. Therefore the idea to
investigate how Milnor-Thurston homology theory responds to wildness in
topology.
In [15] the Milnor-Thurston homology groups of the Warsaw Circle were
computed, with the surprising result that the zeroth Milnor-Thurston ho-
mology group is infinite-dimensional. Milnor-Thurston homology theory sat-
isfies in principle the Eilenberg-Steenrod axioms, but the determination of
the isomorphism type of these homology groups (and thus the “coincidence”
of Milnor-Thurston homology groups with singular homology groups) is only
guaranteed for triangulable spaces. Since the example of the Warsaw Cir-
cle (i.e. of a metric compact space) implies that, although zeroth homology
is usually related to the number of path components, for non-triangulable
spaces the canonical homomorphism from singular to Milnor-Thurston ho-
mology can even in this dimension fail to be an isomorphism (in particular:
fail to be surjective). There are the following natural two questions:
• Is this homomorphism in general injective?
• Are there beyond triangulability sufficient criteria, when it will be
surjective?
In this paper we provide the following answers to these questions:
• For Peano-continua we have coincidence, i.e here the canonical homo-
morphism will always be an isomorphism (cf. Section 3).
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• For spaces with Borel path-components this homomorphism will be
at least injective (cf. Section 4).
• However, we will also provide an example, where it will not even be
injective (cf. Section 5).
Peano Continua are in general not triangulable. Thus the fact, that the
zeroth Milnor-Thurston homology group of a Peano-Continuum will in any
case be one-dimensional does neither follow from the Eilenberg-Steenrod
Axioms, nor, as the above mentioned example shows, from the fact that
these spaces are path-connected. Nevertheless it holds, as we will show in
this paper.
2 Preliminaries
We will start this section recalling some facts and definitions concerning
Milnor-Thurston homology theory. Then, we will list some results from anal-
ysis and measure theory that will be used.
2.1 Milnor-Thurston homology theory
Milnor-Thurston homology theory was defined for differentiable manifolds
by Thurston [19] and its initial application was, among others, to prove
Gromov’s theorem [14], [19, Theorem 6.2] that the volume of hyperbolic
manifolds is a topological invariant. It was generalised by Hansen [10] to
metric spaces and independently by the second author [20] to all topological
spaces. Its basic definitions can also be found in [16, §11.7].
It has been proved that this homology theory satisfies the Eilenberg-
Steenrod axioms with a weak version of the Excision Axiom, that is equiv-
alent to the standard version at least for normal spaces [20, Theorem 4.1].
From this fact follows coincidence with singular homology theory for CW-
complexes.
The behaviour of this theory for non-tame spaces is mostly unexplored.
Some results in this direction were provided by the second author [20, Sec-
tion 6], where it is proved that the canonical homomorphism (defined below)
between singular homology and Milnor-Thurston homology is not necessar-
ily an isomorphism. Additionally, in [15] it is proved that the first Milnor-
Thurston homology group for the Warsaw Circle is trivial, and that the
zeroth homology group is uncountable-dimensional, which is an unexpected
result.
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Now, we shall briefly present the construction of Milnor-Thurston ho-
mology theory. In this paper we use calligraphic letters (C, H, etc.) for
constructions in Milnor-Thurston homology theory and ordinary letters for
the corresponding constructions in singular homology theory (C, H , etc.).
First, we will construct the chain complex C∗(X) for a given topological
space X . For that purpose we need to recall some basic notions of measure
theory and introduce some notation.
A σ-algebra is a family of subsets of some set Ω such that it is closed
under complements and countable unions and it contains the empty set.
Any intersection of σ-algebras is again a σ-algebra, hence we can consider
the smallest σ-algebra containing a family of subsets A; it shall be denoted
σ(A) and we say that it is generated by A.
A σ-additive set function with possibly negative values that is defined
on a σ-algebra is called a signed measure if it is zero on the empty set. In
this paper we are only interested in the case where Ω is a topological space
and our σ-algebra is the Borel σ-algebra (it is the σ-algebra generated by
open sets). Every measure considered here is a signed Borel measure so, for
simplicity, we shall call them measures.
A Borel set is called a null-set if all of its Borel subsets have measure
zero. A carrier of a measure is a set D such that every Borel subset of Ω\D
is a null-set. Let ω ∈ Ω, the measure δω is called the Kronecker measure
concentrated on ω, if its value is one for every set containing ω, and is zero
otherwise. Obviously {ω} is a carrier of such a measure.
Let C0(∆k, X) denote the set of singular simplices (continuous functions
from the standard simplex ∆k to X , where k is a non-negative integer). We
shall consider C0(∆k, X) as a topological space equipped with a compact-
open topology. The vector space Ck(X) of k-dimensional chains shall consist
of finite measures with a compact carrier (in this paper the notion of com-
pactness does not require Hausdorffness, this is a different terminology than
the one used by the second author in [20], cf. in particular Definition 1.8
there).
Given a measurable function f : Ω1 → Ω2 and a measure µ on Ω1, we
can define the image measure fµ by the formula
(fµ)(A) = µ(f−1(A)), for any measurable set A.
This construction allows us to define the boundary operator. Indeed,
we can see that the natural inclusions of ∆k−1 as a faces of ∆k induce
continuous maps on the level of singular simplices. Let i = 0, 1, ..., k, we
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define ∂i : Ck(X)→ Ck−1(X) as the image measure construction with respect
to the map induced by the inclusion of ith face of ∆k. Finally, the boundary
operator is given with the usual formula:
(2.1) ∂ =
k∑
i=0
(−1)i∂i.
It was proved [20, Corollary 2.9] that C∗(X) with this boundary operator is
a chain complex.
The Milnor-Thurston homology groups H∗(X) are then defined as ho-
mology groups of this chain complex C∗(X). Additionally, C∗ can be treated
as a functor from the category of topological spaces to the category of chain
complexes. Thus, we can define relative homology groups H∗(X,A) in a
natural way.
There is the canonical homomorphism from singular chains to Milnor-
Thurston chains (cf. Section 1)
Ck(X ;R) → Ck(X),∑
i
αiσi 7→
∑
i
αiδσi .
This homomorphism is a monomorphism if and only if X is T0. Moreover,
it maps boundaries to boundaries, thus it induces a homomorphism on the
level of homology:
Hk(X ;R)→Hk(X).
It is an isomorphism when X is a CW-complex. Additionally, it happens to
be an monomorhpism for many wild spaces (e.g. for the zeroth homology
of the Warsaw Circle [15, see proof of Theorem 4] or the second author’s
example [20, Section 6], the last fact can be proved with the methods of
[15]).
2.2 Results from analysis and measure theory
In this subsection we define some notions and recall several results that will
be used in this paper.
Theorem 2.1. (Hahn [9, §29 Theorem A]) Let µ be a signed measure on
(Ω,F). Then there exist two disjoint sets Ω+, Ω− ∈ F such that Ω = Ω+∪Ω−
and such that for every F ∈ F we have µ(F ∩ Ω+) ≥ 0, µ(F ∩ Ω−) ≤ 0.
The decomposition of our space Ω into sets Ω+, Ω− is not unique.
Nevertheless, for two distinct decompositions: Ω+i , Ω
−
i , i = 1, 2, one can
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prove that, given any F ∈ F we have that µ(F ∩ Ω+1 ) = µ(F ∩ Ω
+
2 ) and
µ(F ∩Ω−1 ) = µ(F ∩Ω
−
2 ) [9, p. 122]. Therefore the signed measure µ can be
uniquely decomposed into the following difference of unsigned measures
µ = µ+ − µ−,
where µ+(·) = µ(· ∩ Ω+), µ
−(·) = −µ(· ∩ Ω−).
Definition 2.2. Let µ be a measure on a space X , the variation |µ| of the
measure µ shall be defined as
|µ| = µ+ + µ−.
The total variation ‖µ‖ shall be defined as
‖µ‖ = |µ|(X).
Definition 2.3. Let µ be a signed finite Borel measure. We say that µ is
regular if for every Borel set B
• |µ|(B) is the supremum of |µ|(K) where K ⊂ B is compact,
• |µ|(B) is the infimum of |µ|(U) where U ⊃ B is open.
The space of regular Borel measures on a topological space X shall be
denotedM(X). It is a normed space equipped with the total variation norm.
Let C(X) denote a space of real continuous functions on a topological space
X . We have
Theorem 2.4. (Compact version of Riesz Representation Theorem [4, Chap-
ter III, Theorem 5.7]) Let X be a compact Hausdorff space and let µ ∈
M(X). Define Fµ : C(X)→ R by:
Fµ(f) =
∫
C(X)
fdµ.
Then Fµ ∈ C(X)
∗ and the map µ 7→ Fµ is an isometric isomorphism of
M(X) onto C(X)∗.
Here “()∗” denotes the continuous dual.
We define the following notions as in [3, p. 41]:
Definition 2.5. (pi-system) A non-empty family of sets is called a pi-system
if it is closed under finite intersections.
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Obviously any topology is a pi-system.
Definition 2.6. (λ-system) A non-empty family of subsets of space X is
called λ-system if it contains X , is closed under complements and is closed
under countable disjoint unions.
Notice, that any σ-algebra is a λ-system.
Theorem 2.7. (Dynkin’s lemma [3, Theorem 3.2]) Let D be a λ-system
and let P ⊂ D be a pi-system. Then σ(P ) ⊂ D.
Corollary 2.8. Let µ and ν be Borel measures on a topological space X.
Suppose µ and ν are equal on open sets, then µ = ν.
Proof. Let D be the subset of Borel σ-algebra such that for every A ∈ D
we have µ(A) = ν(A). We see that D is a λ-system. The topology τ of X
is a pi-system such that τ ⊂ D. So by Dynkin’s lemma we see that D is in
fact the Borel σ-algebra and hence µ = ν.

In construction of measures we shall use the following result of Con-
stantin Carathe´odory [1, Theorem 1.3.10]:
Theorem 2.9. (Carathe´odory Extension Theorem) Let µ be an unsigned
measure on an algebra of sets F0. Then, µ has a unique extension to a
measure on σ(F0).
In fact, if we want to construct a measure it is convenient to define it on
some “smaller” family of sets:
Definition 2.10. We say that a family S of subsets of X is a semi-algebra
if it contains the empty set, it is closed under finite intersections and for
any set E ∈ S there exists a finite disjoint collection of sets Ci ∈ S, such
that X \ E =
⋃
i Ci.
An example of a semi-algebra over [−1, 1] may be the family of semi-
closed intervals the of form [a, b) when intersected with [−1, 1].
Corollary 2.11. If µ is a non-negative countably additive set function on
a semi-algebra S such that µ(∅) = 0, then there exists an extension of µ to
σ(S).
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Proof. The algebra of sets F0 that is generated by S has a simple de-
scription:
F0 =
{⋃
i
Ei | Ei is a finite collection of subsets of S
}
It is easy to see that every element of F0 is in fact a disjoint union of
elements in S. Hence µ has a natural (and well defined!) extension to an
additive set function on F0.
We will prove that it is in fact countably additive. Take a countable
collection of subsets Fj ∈ F0, such that F =
⋃
j Fj ∈ F0. Each of these sets
is a finite disjoint union of elements in S. Namely, F =
⋃
iEi, Fj =
⋃
iE
j
i .
By the intersection property of a semi-algebra we can assume that each Eji
is a subset of some Ek. Thus, we have
Ei =
⋃
E
j
i⊂Ei
Eji .
Hence, countable additivity of µ on S implies countable additivity of µ on
F0. Finally, by the Carathe´odory extension theorem we know that there
exists an extension of µ on σ(F0) = σ(S).

Let A and B be families of subsets of X and let Y ⊂ X , then Y ∩ A
denotes {Y ∩A | A ∈ A} and A ∪ B denotes {A ∪ B | A ∈ A, B ∈ B}.
Lemma 2.12. Let A ⊂ X be a subset of a measurable space (X,F). Let F
be generated by a semi-algebra S. Then A ∩ F = σ(A ∩ S) as a σ-algebra
over A.
Proof. The idea of this proof is a slight generalisation of the proof of
[20, Proposition 1.10] (proofs by this method can also be found in some
standard texts on measure theory [2, I.1 (1.4)], [11, 1.5(Satz 8)]). So let G
be the σ-algebra over A generated by A∩S. Obviously, we have G ⊂ A∩F .
In order to prove the other inclusion, notice that G ∪ ((X \ A) ∩ F) is a
σ-algebra over X containing S. Thus, F ⊂ G∪((X \A)∩F). Now, applying
to both sides of this inclusion A∩, we obtain A ∩ F ⊂ G.

Lemma 2.13. Let f : X → Y be a map between a set X and a measur-
able space (Y,G). Let G be generated by a semi-algebra S. Then f−1(F) =
σ(f−1(S)) as a σ-algebra over X.
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Proof. Without loss of generality we can assume that f is a surjection.
This follows from Lemma 2.12 and the fact that f−1(f(X) ∩A) = f−1(A),
for every family A of subsets of Y .
Let F ⊂ f−1(G) be the σ-algebra generated by f−1(S). First, we will
prove that f(F) := {f(B) | B ∈ F} is a σ-algebra. Countable additivity is
proved using good behaviour of images with respect to unions. Finally, let
A = f(B) for some B ∈ F , then Y \A = f(X \B) because f is a surjection
and every set in F is a preimage of a set in G.
We can see that S ⊂ f(F), thus G ⊂ f(F). Applying the operation f−1
to this equation we obtain f−1(G) ⊂ F , which proves our lemma.

Lemma 2.14. Let G be an open set of a metric space (X, d). Then there
exists a sequence of continuous functions converging pointwise from below
to the characteristic function of G.
Proof. Let χG denote the characteristic function of G and let f be a
continuous function on [0,∞) such that f(0) = 0, f(t) = 1 for t ≥ 1 and
0 ≤ f ≤ 1. Then fn(x) = f(n · d(x,X \ G)) converge pointwise to χG and
fn ≤ χG for all n.

Theorem 2.15. (Lebesgue Dominated Convergence Theorem [17, p.229])
Let (X,F , µ) be a measure space, let E ∈ F and let fn be a sequence of
measurable functions on E such that
|fn(x)| ≤ g(x), for x ∈ E
and for an integrable function g on E. Suppose
fn(x)→ f(x)
almost everywhere on E. Then,∫
E
fdµ = lim
∫
E
fndµ.
Theorem 2.16. (Hahn-Banach Theorem [17, p.187]) Let p be a real valued
function defined on a vector space W satisfying p(x+ y) ≤ p(x) + p(y) and
p(αx) = αp(x) for all α ≥ 0. Suppose that λ is a linear functional defined
on a subspace V ⊂ W and that λ(v) ≤ p(v) for all v ∈ V . Then there is a
linear functional Λ defined on W such that Λ(w) ≤ p(w) for all w ∈ W and
Λ(v) = λ(v) for all v ∈ V .
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Corollary 2.17. Let W be a normed space and let V ⊂W be its subspace.
Then any bounded linear functional V → R has a bounded extension to W .
3 Zeroth Milnor-Thurston homology for Pe-
ano continua
In [15] it has been proved that the Warsaw Circle has uncountable-dimen-
sional zeroth Milnor-Thurston homology group. We may suspect that the
fact that this space is not locally connected is the reason behind this phe-
nomenon. However, we may notice that there exist path-connected spaces
that are not locally path connected and have one-dimensional zeroth ho-
mology group. The example may be the Broom Space (it is the cone over
the space consisting of the sequence 1/n and its limit point).
Nevertheless, we may ask the opposite question: Does a connected and
locally connected space have one-dimensional zeroth Milnor-Thurston ho-
mology group? In this section we prove that the answer is affirmative at
least when the space is compact (see Theorem 3.2).
Theorem 3.1. Let f : [0, 1] → X be a continuous surjection on a metric
space X. Suppose µ is a finite Borel measure on X, then there exists a
measure µ˜ on [0, 1] such that fµ˜ = µ.
Proof. Let V = {g ∈ C([0, 1]) | there exists h ∈ C(X) such that g =
h ◦ f}. We see that V is a nonempty linear space. Let g ∈ V , thanks to
surjectivity of f the function h ∈ C(X) such that g = h ◦ f is unique. We
shall denote it by hg. Notice, that hg is linear with respect to g.
One can show that the linear functional below is bounded (it follows
from the fact that the norm on V is supremum norm and that µ is finite)
g 7→
∫
X
hgdµ.
By Corollary 2.17 there exists a bounded extension ξ of this linear func-
tional. Then, by Riesz Representation Theorem we know that there exists
a Borel measure µ˜ such that
ξ(g) =
∫
[0,1]
gdµ˜.
Now, we shall prove that fµ˜ = µ. By Corollary 2.8 it suffices to check
this only for an arbitrary open set G ⊂ X . By Lemma 2.14 there exists a
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sequence (hn)n∈N of positive functions that is pointwise convergent to χG
and such that hn ≤ χG. Let gn = hn ◦ f . Then for each n the function
gn ∈ V , and the sequence (gn)n∈N is pointwise convergent from below to
χf−1(G).
We know that ∫
[0,1]
gndµ˜ = ξ(gn) =
∫
X
hndµ.
Using Theorem 2.15 on the both sides of the above equation we get∫
[0,1]
χf−1(G)dµ˜ =
∫
X
χGdµ,
which means that µ˜(f−1(G)) = µ(G), hence fµ˜(G) = µ(G).

Remark. By convention the ith face of a simplex is the face opposed to
the ith vertex. Consequently, with respect to the boundary sides as defined
in (2.1) for a 1-simplex σ : [0, 1] → X , we obtain that ∂0(σ) maps to σ(1)
and ∂1(σ) maps to σ(0).
Theorem 3.2. If X is a Peano continuum, then H0(X) ∼= R.
Proof. A Peano continuum is a metric continuum that is locally con-
nected. We shall use the Hahn-Mazurkiewicz theorem [12, Theorem 3-30]
which states that there is a continuous surjection f : [0, 1] → X . Let
µ ∈ C0(X) represent some homology class. From Theorem 3.1 we know
that there exists a measure µ˜ on [0, 1] such that fµ˜ = µ.
Next, let us define g : [0, 1] → C0(∆1, X) with the following formula:
g(x)(t) = f(tx). Let ν = gµ˜, we shall prove that ∂ν = µ − µ(X)δf(0). Take
any Borel subset A ⊂ X , then
(3.1) ∂ν(A) = µ˜(g−1(∂−10 A))− µ˜(g
−1(∂−11 A)).
Suppose f(0) /∈ A. Then, g−1(∂−10 A) = f
−1(A) and g−1(∂−11 A) is empty, so
equation (3.1) reduces to:
∂ν(A) = µ˜(f−1(A)) = µ(A).
And when f(0) ∈ A, we have g−1(∂−10 A) = f
−1(A) and g−1(∂−11 A) = [0, 1],
then equation (3.1) reduces to:
∂ν(A) = µ˜(f−1(A))− µ˜(f−1(X)) = µ(A)− µ(X).
12 J. Przewocki and A. Zastrow
From that, we see that every cycle µ ∈ C0(X) is homological to the measure
µ(X)δf(0).
The Kronecker measure δf(0) is non-trivial on the level of homology.
Indeed, to the contrary suppose ∂α = δf(0) for some measure α. By the ob-
vious fact that every singular 1-simplex in X has both its endpoints in
X we have the following equality between sets: ∂−10 X = ∂
−1
1 X . Hence,
(∂α)(X) = α(∂−10 X) − α(∂
−1
1 X) = α(∂
−1
1 X) − α(∂
−1
1 X) = 0. That con-
tradicts the fact that δf(0)(X) = 1. Thus, our zeroth homology group is a
one-dimensional vector space.

4 Is the canonical map from singular homol-
ogy to Milnor-Thurston homology a mo-
nomorphism?
In Section 2 we have seen that there exists a canonical homomorphism from
singular homology groups to Milnor-Thurston homology groups
Hk(X ;R)→Hk(X),
where X is a topological space and k is a non-negative integer.
The second author [20] showed that this canonical homomorphism is an
isomorphism when X is a CW-complex. So in this case it is obviously an
injection. Moreover, in [15] it was observed that it is an injection, when X
is the Warsaw Circle.
In this section we consider the question whether this homomorphism is
always an injection for k = 0. We shall prove the following theorem
Theorem 4.1. Let X be a topological space with Borel path-components.
Then, the canonical map H0(X ;R)→H0(X) is an injection.
Lemma 4.2. Let X be a topological space with Borel path-components. Let
µ be a measure on C0(∆1, X), such that ∂µ = νX1 − δx0, where νX1 is
concentrated on a set X1 ⊂ X and x0 /∈ X1. Then there exists a path
starting at x0 with its endpoint in X1.
Proof. Let Y be the path-component containing x0. Notice that ∂
−1
0 (Y ) =
∂−11 (Y ). Thus, we have
(∂µ)(Y ) = µ(∂−10 (Y ))− µ(∂
−1
1 (Y )) = 0.
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Now, assume that there is no path from x0 to any point of X1. That is,
X1 intersects Y in the empty set. As a consequence, (∂µ)(Y ) = −1 which
contradicts the above calculations.

Proof of Theorem 4.1. Suppose, we have a singular cycle z =
∑k
i=1 αixi
such that z = ∂µ for some µ ∈ C1(X). We will construct a singular chain
with that property. We will proceed inductively. So assume this fact is true
for cycles with number of simplices less than k. We will use the above lemma
to construct a path from xk to some point of X1 =
⋃k−1
i=1 {xi}. The measure
µ/αk satisfies the assumptions of the above lemma, so there exists a path
σk connecting xk to, say, xj . Let µ˜ = µ + αkδσk , we can see that ∂µ˜ has
k − 1 simplices. So, there is a singular chain c such that ∂c = ∂µ˜. Now, we
see that ∂(c− αkδσk) =
∑k
i=1 αixi which ends our proof.

5 A space with a non-injective canonical ho-
momorphism
The assumption that X has Borel path components was crucial in the proof
of the previous theorem. Now, we will construct a counterexample show-
ing that this assumption cannot be omitted. Namely, we will construct a
topological space X , where there exists a measure ν ∈ C1(X) such that
∂ν = δx1−δx0 where the points x1, x0 ∈ X lie in separate path components.
The following lemma will allow us to perform our construction:
Lemma 5.1. There exists a partition [−1, 1] = A ∪B, where A and B are
not Lebesgue measurable and every Borel subset of A or B is of measure
zero.
Remark. In principle the existence of such sets follows from the ergod-
icity of the action of rational numbers on the reals [13, Chapter I, Prop.
4.5.1]. However, we came to the conclusion that the statement that we need
in our context is easier accessible by the following elementary proof than by
a quote to a big theory.
Proof. First, we will find such a partition for S1 = R/Z. It is enough to
show that there exists a set A ⊂ S1 with Lebesgue inner measure zero and
full Lebesgue outer measure (here we normalise the Lebesgue measure λ in
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a way that λ(S1) = 2). Indeed, if we have λ∗(A) = 0 and λ
∗(A) = 2, then
the set B can be defined as a complement of A. We see that
λ∗(B) = sup
B⊃O∈B(S1)
λ(O) = sup
A⊂O′∈B(S1)
(2− λ(O′)) = 2− λ∗(A) = 0,
thus every Borel subset of B has indeed Lebesgue measure zero.
In order to construct the subset A, we will use the natural action of
G = Q/Z on S1. It is known that B(S1) has the cardinality of continuum
[18, Theorem 3.3.18]. Let (Bα)α<c denote the family B(S
1) with a well-
ordering. This well-ordering exists by the well-ordering theorem, which is
equivalent to the Axiom of Choice. Using transfinite induction, we shall
construct a sequence of elements (xα)α<c.
Suppose, we have chosen xβ for all β < α. Then, we chose xα that satisfy
the following conditions:
• for every β < α, the element xα lies in a different orbit of G-action
than xβ ,
• if complement of Bα is uncountable, then xα ∈ S
1 \Bα.
Elements satisfying both of these conditions always exist. That is because,
the number of G-orbits is continuum. Moreover, if κ denote the number of
G-orbits that intersect S1 \ Bα in a nonempty set, then the cardinality of
S1 \ Bα is less then ℵ0 · κ = max(ℵ0, κ). Thus, if cardinality of S
1 \ Bα
is uncountable then it is continuum, which is true for every uncountable
Borel set [18, Theorem 3.2.7]. Consequently, we see that κ = c, so there are
continuum-many orbits we can choose the element xα from.
Now, we shall prove that the set A := {xα}α<c has the desired properties.
Suppose, we have a Borel set O ⊂ A, then both A and O intersect each orbit
of G in a set with at most one element. From that, the family G + O :=
{g + O | g ∈ G} consist of pairwise disjoint sets. Now, suppose λ(O) > 0,
then λ (
⋃
(G+O)) =
∑
g∈G λ(g + O) = ∞, which is impossible. Hence,
λ(O) = 0. On the other hand, consider O ⊃ A. If O has a countable
complement, then it has full Lebesgue measure. Otherwise, from the fact
that O = Bα for some α < c, we know that xα /∈ O, which contradicts
O ⊃ A.
Finally, we can construct our decomposition of the interval [−1, 1]. There
exists a continuous, measure preserving, map f : [−1, 1] → S1 which iden-
tifies both ends of the interval. In order to get a partition of [−1, 1] we take
preimages of S1 = A ∪ B. The properties of the partition are conserved,
since f preserves measure.
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
Now, we will start our construction. Take N = [−1, 1] \ Q with the
topology induced from the real line. By the above theorem, there exist
disjoint non-Lebesgue measurable sets such that N = N0 ∪N1 and for any
Borel set A ⊂ Ni we have λ(A) = 0.
In order to get two connected components, the next stage of our con-
struction will be taking cones over N0 and N1. So, identify N with the subset
of R × {0} ⊂ R2. We define the cone CN0 as the union of affine intervals
connecting the points of N0 with x0 := (0, 1). Analogously, let CN1 be the
union of intervals connecting N1 with x1 := (0,−1).
Notice, that the above construction of a cone is different than usual.
Taking the Cartesian product with the interval, and then collapsing one
face to a point yields a different neighbourhood system of the cone-point
than the one induced from the plane.
Let Y := CN0∪CN1 and let I0, I1 be disjoint copies of [0, 1] and [−1, 0],
respectively. Let us identify the point 1 of I0 with the vertex x0 ∈ Y and
point −1 of I1 with x1 ∈ Y . This is the underlying set of our space X .
The topology on Y is induced from R2. Thus, by choosing a neighbour-
hood basis of each point of Ii for i = 0, 1, we will complete the definition of
the topology of X .
Let Ji denote the family of finite subsets of Ni. Then for each J ∈ Ji let
CNJi denote the sub-cone C(Ni \ J) ⊂ CNi.
Now, let t ∈ Ii (remember that t is identified with a real number). Its
basis of neighbourhoods shall be
Bt = {U
ε ∪ UεJ,K | ε > 0, J ∈ Ji, K ∈ Jj}
where Uε = (t − ε, t + ε) ∩ Ii and U
ε
J,K = {(x, y) ∈ R
2 | t − ε < y <
t+ ε} ∩ (CNJi ∪ CN
K
j ), for j = 1− i.
Let yi denote the endpoint of Ii different form xi and let T = N∪{y0, y1}
with the topology induced from X .
Lemma 5.2. Every continuous map f : [0, 1]→ T is constant.
Proof. The lemma is true if f([0, 1]) ⊂ N . So, suppose that f−1({y0, y1})
is not empty.
First consider the case when f−1(N) is empty. Then [0, 1] can be de-
composed into the disjoint union of closed sets: f−1({y0})∪ f
−1({y1}), this
contradicts connectivity of [0, 1].
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Next, let f−1(N) be nonempty. Notice that it is an open set because
N is open in T . Therefore, it must be a countable disjoint union of open
nonempty intervals. Now, take (a, b) to be one of these intervals. By as-
sumption, f(a) = yi for some i. Because (a, b) is connected f should be
constant on it with a value, say, x ∈ N . There exists a neighbourhood of yi
without x, therefore f is discontinuous at a.

Lemma 5.3. The points x0 and x1 lie in different path-components.
Proof. Suppose that there is a path α : [0, 1] → X connecting x0 and
x1. Notice that there is a supremum t0 of points t such that α(t) = x0. From
the continuity of α we see α(t0) = x0. Similarly, there exists a infimum t1
of points t > t0 such that α(t) = x1. Now, we have that the points between
t0 and t1 are mapped into X \ {x0, x1}.
Take a point a ∈ [t0, t1] close enough to t0 so that α(a) ∈ CN0 and
take a point b ∈ [t0, t1] close enough to t1 so that α(b) ∈ CN1. We see that
the interval [a, b] is mapped into X \ {x0, x1}, so we can construct a path
β : [0, 1]→ X \ {x0, x1} connecting a point of CN0 with a point of CN1.
There is the obvious retraction r : X \ {x0, x1} → T that maps each
point to the end-point of its ray in the respective cone. By the above lemma
the function r ◦ β is constant, hence β maps the interval [0, 1] into a single
ray of one of the cones. Consequently, it cannot connect points in separate
cones.

Now, we shall construct our measure ν on C0(∆1, X). It will consist of
two parts, one concentrated on simplices in CN0 and the other concentrated
on simplices in CN1. Their carriers shall consist of simplices connecting
points of N with the respective vertex.
To get a convenient description of carriers for our measures we shall still
treat Y as a subset of R2 (in the way described above). Let σxx0 be the
singular simplex such that σxx0(t) = (fx(t), 1 − t), where fx is the unique
affine function such that σxx0(t) ∈ Y and σ
x
x0
(1) = x. In the analogous way
we define simplex σx1x for x ∈ N1 (the direction is such that σ
x1
x (0) = x).
Now, our carriers shall be S0 = {σ
x
x0
∈ C0(∆1, X) | x ∈ N0} and S1 =
{σx1x ∈ C
0(∆1, X) | x ∈ N1}.
Notice that each of Si is not compact, however if we add to Si the
respective paths connecting xi with yi (parametrised in the proper way)
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we shall get a compact sets of simplices. Thus, our measure ν shall have a
compact carrier.
Lemma 5.4. S0 and S1 are Borel sets in C
0(∆1, X).
Proof. First, we will show that it is sufficient to prove that Si are Borel
in C0(∆1, Y ). To do this we show that C0(∆1, Y ) is Borel in C0(∆1, X).
The desired conclusion follows, since every Borel subset of a Borel subspace
is Borel in the bigger space.
Take i = 0, 1, and let U in denote a sequence of neighbourhoods of xi such
that
⋂
n U
i
n = {xi}. Now, let Yn = Y ∪ U
0
n ∪ U
1
n. We see that each Yn is
an open set in X and
⋂
n Yn = Y . By this fact and the definition of the
compact-open topology, C0(∆1, Yn) is open in C
0(∆1, X). The intersection
of C0(∆1, Yn) is C
0(∆1, Y ), so it is a Borel set.
Now, we shall prove that the each of Si is closed in C
0(∆1, Y ). The space
C0(∆1, Y ) is metrizable, thus it is enough to show that both Si contain limit
points of all sequences. Let σn be a sequence of singular 1-simplices in R
2
with affine parametrisation, say, σn(t) = (an+bnt, cn+dnt). Such a sequence
is convergent iff sequences of coefficients an, bn, etc. are convergent.
Now, take a sequence of 1-simplices (σn) ⊂ S0 ⊂ C
0(∆1, Y ) ⊂ C0(∆1,R2)
convergent in C0(∆1, Y ). By the above observation a limit of such a sequence
is a 1-simplex with affine parametrisation that connects x0 with a point of
N . However, any such simplex is an element of S0, hence S0 is closed. Anal-
ogously, we prove that S1 closed.

We preferred to state the following lemma in an abstract way. Its as-
sumptions are satisfied in our case. Namely, take Z = C0(∆1, Y ), fi = ∂i,
Mi = Si (this yields Ri = Ni), and Si is homeomorphic to Ni (cf. Lemma
5.6 and Lemma 5.7).
Lemma 5.5. Let fi : Z → [−1, 1] for i = 0, 1 be continuous functions on a
topological space Z such that there exist disjoint Borel subsets Mi of Z with
the following properties:
• Every Ri = fi(Mi) is dense in [−1, 1],
• Ri are disjoint
• R0 ∪R1 is a full-measure Borel set
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• Every Borel subset of fi(Ri) has Lebesgue measure zero,
• fi|Mi is a homeomorphism of Mi and Ri.
Then
1. Every Borel set in Mi has the form Mi∩f
−1
i (B) for some Borel subset
of [−1, 1],
2. The semi-algebra Ii = {Mi ∩ f
−1
i (I) | I ⊂ [−1, 1] is a semi-closed in-
terval } generates Borel subsets of Mi,
3. The set functions µi : Mi ∩ f
−1
i (I) 7→ λ(I), where λ denotes the
Lebesgue measure and I is a semi-closed subinterval of [−1, 1], can
be extended to a Borel measure µi on Mi.
Proof. To prove the first statement take a Borel subset A of Mi. Then
fi(A) is a Borel subset of Ri. Notice, that every Borel subset of Ri is an
intersection of Borel subset of [−1, 1] and Ri, which proves the first state-
ment.
To prove the second statement we need to notice that Ii = {Mi∩f
−1
i (I) |
I ⊂ [−1, 1] is a semi-closed interval} is a semi-algebra. Then Lemma 2.13
and Lemma 2.12 combined together give us this result.
In order to prove the third statement it is enough to show that µi are
countably additive (see Corollary 2.11). So, let us take a pairwise disjoint
countable family {Aj = Mi ∩ f
−1
i (Ij)} ⊂ Mi ∩ f
−1
i (I), such that the union
of this family is A ∈Mi∩f
−1
i (I). Thus, the set A is of the formMi∩f
−1
i (I)
for some semi-closed interval I.
We claim that {Ij} is a pairwise disjoint family. To the contrary, assume
that two of these sets, say, I1 and I2, have the non-empty intersection [a, b),
for some real numbers a < b. Consequently, A1 ∩A2 = Mi ∩ f
−1
i ([a, b)) and
is non-empty, since Ri is dense in [−1, 1]. However, our family of sets is
disjoint, hence we got a contradiction.
Moreover, we claim that I \
⋃
j Ij is a Borel subset of [−1, 1]\Ri. Indeed,
from the fact that A is the union of Aj , we getMi∩f
−1
i (
⋃
j Ij) = Mi∩f
−1
i (I).
Next, we see that [−1, 1] \ Ri = Rk ∪ ([−1, 1] \ R0 ∪ R1) for k = 1 − i.
Thus, I \
⋃
j Ij can be decomposed into two parts. The first one is a Borel
subset of [−1, 1] \R0∪R1 and hence it is a null-set as a subset of a null-set.
The second one is a Borel subset of Rk and every such subset is a null-set.
As a consequence I \
⋃
j Ij is a null-set, which yields λ(I) =
∑
j λ(Ij). This
fact proves that µi is countably additive.
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
Lemma 5.6. ∂0|S0 : S0 → N0 is a homeomorphism.
Proof. It is obviously a bijection; in order to prove that its inverse is
continuous, take a convergent sequence of xn ∈ N0 with a limit x ∈ N0.
Observe that for each n the simplex (∂0|S0)
−1(xn) connects x0 with xn.
Because all simplices have affine parametrisation, the limit of (∂0|S0)
−1(xn)
is the simplex connecting x0 with x that has affine parametrisation. Hence
(∂0|S0)
−1 is continuous.

Lemma 5.7. ∂1|S1 : S1 → N1 is a homeomorphism.
Proof. Is analogous as in the previous case.

Now, let νi be the measure on Borel subsets of Si that exists by Assertion
3 of Lemma 5.5. We can extend the measures νi for i = 0, 1 to the Borel
σ-algebra of C0(∆1, X) with the formula
νi(A) = νi(A ∩ Si), for any Borel subset A of C
0(∆1, X),
which is well-defined thanks to Lemma 5.4.
Now, let us define ν = ν1 + ν0. Finally, we can prove our result.
Theorem 5.8. The canonical homomorhpism h : H0(X ;R) → H0(X) is
not a monomorphism.
Proof. The singular homology class of the cycle z = x1−x0 is nontrivial
in H0(X ;R) since x0 and x1 lie in separate path components (see Lemma
5.3). The canonical homomorphism maps this class to the class of the cycle
δx1 − δx0 in H0(X), where δ denotes the Kronecker measure. We shall prove
that the homology class of this measure is trivial. In fact, we shall show
that for the measure ν defined above we have
∂ν = 2(δx1 − δx0).
The crucial step of our proof is to show that every Borel subset of N is
of ∂ν-measure zero. So, let B ⊂ N ⊂ [−1, 1] be a Borel set. Notice, that
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ν1(∂
−1
0 (B)) = 0 because S1 ∩ ∂
−1
1 (B) is empty. Similarly, ν0(∂
−1
1 (B)) = 0.
As a consequence we see
(∂ν)(B) = ν0(∂
−1
0 (B))− ν1(∂
−1
1 (B)).
Now, notice that if B = I∩N , where I is an interval, we have (∂ν)(B) =
ν0(∂
−1
0 (I)) − ν1(∂
−1
1 (I)) = λ(I) − λ(I) = 0. So the λ-system of Borel sets
that satisfy (∂ν)(B) = 0 contains a semi-algebra generating Borel subsets
of N . Every semi-algebra is a pi-system, so by Theorem 2.7 we see that our
assertion is true for every Borel set.

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