Introduction
In this paper we introduce a generalised Hankel operator and generalised Erdelyi-Kober operators and deduce some relations between them. The operators are then applied to obtain solutions to some dual integral equations which have applications in diffraction theory.
The analysis throughout is formal and many of the results which we require, apart from those listed below, can be found in the book by Sneddon (2) . Indeed a comparison of the subsequent sections with the sections (2.1), (2.4), (2.5), (4.2) and (4.3) of (2) will show how closely the work in this paper resembles the development and application of the Erdelyi-Kober operators as described by Sneddon. Burlak (1) has shown that if -1<)?<0, then the solutions of the integral equations 
respectively. If Jp, the Bessel function of the first kind, is replaced by l f , the modified Bessel function of the first kind, in equations (1) and (2), then / _ w + 1 ) must be replaced by / _ w + 1 ) in equations (3) and (4). The condition -1 </?<0 was not stated by Burlak but was pointed out in a more recent paper by Srivastav (3).
The generalised operator of the Hankel transform
We introduce the operator defined by 
The generalised Erdelyi-Kober operators
We define the operators 3 k (r], a) and St k (t], a) by the formulae
(9) where <x>0, t]>-\, and the operators 3^0/, a) and R ik (q, a) by the above equations when J x _ 1 is replaced by /"_!• Similar formulae have been briefly discussed by Srivastav (3) .
We shall make use of some of the basic properties of the operators whose derivation we shall now indicate.
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If we let k tend to zero we see that these operators are related to the Erdelyi-Kober operators (2, p. 48) by 3 0 W, «) = /,." *ofo>«) = K,.,.
(10) Letting a tend to zero in equations (10) so that we have the product rule 3 tt fo+a,/Q3 t (if, a) = /","+,.
In a similar way we can derive the formulae
and a, ^) = R k (r,, otftafa + a, /J) = X,.«+,.
The above results indicate the manner in which we should define the operators 3 t (»/, a) and St k (rj, a) for a<0. From equations (11) and (13) we have
which suggests that if a < 0 we define g = 3 k (rj, a)/" to be the solution of the integral equation
Jo
Using the results (1) and (3) it follows that 3 k (t], <xY is given by the equation
when -1 < a < 0 and where we have written Q x = \ -x" 1 . dx Similarly from equations (11) and (15) 
where -l < a < 0 . Using a similar method to that employed in (2, p. 51) we can show that when a<0 general expressions for the operators are 
where -m < a < 0 and m is a positive integer. Now that we have defined the operators for negative a we see that equations (11), (13), (14) and (15) can be interpreted as yielding the inverse operators 3 * % a) = 3 t (>7+a, -a), V f o , «) = 3«fo+«, -«),
*£ \r,, a) = St&i+a, -a), R k~ \% a) = il^ij+a, -a).
Finally it is an easy matter to show that
Jo Jo
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Relations between the generalised Hankel and the generalised Erdelyi-Kober operators
From the definitions (5) and (8) 
Solution of the dual integral equations
The dual integral equations If we make the substitutions 
are given.
First method of solution
It follows from the results (26) and (27) 
Reverting to the original variables (32) and making use of the formulae (12)
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we find that the solution of the dual integral equations can be written as
It is perhaps of interest to note that if, in the solutions (iii) and (iv), we write P = fi-oc and let k tend to zero, we obtain solutions to the equations
valid for -l < a < 0 and 0 < a < 1 respectively, which are in agreement with those given in (2, pp. 86-87).
Second method of solution (Burlak's method)
We regard the function
as a trial solution of equations (33) and (34) where h(u) is a function as yet undetermined. Substituting this expression for </)(u) in equations (33) and (34) and using the formulae (28) and (29) 
= « t 0?, v-P)g 2 (x).
The expression for <f>(u) is then given by equations (48), (51) and (52) and this is identical with the solution found by the first method.
Functions derived from the solutions of the integral equations
In many mixed boundary value problems the quantities of interest are not only the solution \j/(u) of equations (30) and (31) but also the functions F 2 (x) and G x (x) denned by these equations for the ranges *>1 and 0 ^ x<\, respectively. We now indicate a method of determining these functions in terms of the known functions F x (x) and G 2 (x).
