Abstract. We study certain pairs of subspaces V and W of C n we call supports that consist of eigenspaces of the eigenvalues ± M of a minimal hermitian matrix
Introduction
Let C n denote as usual the vector space of n-tuples of complex numbers and M n (C) the n × n complex matrices. Let M h n (C) (respectively M ah n (C)) be the set of hermitian or selfadjoint (respectively anti-hermitian) matrices and the spectral norm in M n (C). We call Z ∈ M h n (C) a minimal matrix if (1.1) Z ≤ Z + D , for every real diagonal D,
(a similar definition can be given for antihermitian matrices and pure imaginary diagonals). Minimal matrices allow the description of short length curves in the homogeneous space P = U (n)/U (D n ), where D n denotes the diagonal n × n complex matrices, U (D n ) the unitary diagonal matrices and U (n) the unitary group of M n (C). More precisely, we consider the homogeneous space P, with the left action L U (ρ) = U ρU * , for U ∈ U (n), ρ ∈ P (where the action is performed on any element of the class ρ). Then the space P is provided with the invariant Finsler metric defined by the quotient norm in M n (C) ah /D ah n , the tangent space of P at ρ. This structure allows the definition of a natural distance d(ρ 1 , ρ 2 ) in P as the infimum of the length of curves in P joining ρ 1 and ρ 2 (see [2, 3] for details).
The following result is a restatement of Theorem I of [3] in the present context. Theorem 1. Let ρ ∈ P = U (n)/U (D n ), X ∈ (T P) ρ M n (C) ah /D ah n and Z ∈ M ah n (C) a minimal matrix which projects to X (X = Zρ − ρZ). Then the curve given by γ(t) = L e tZ ρ = e tZ ρe −tZ satisfies γ(0) = ρ,γ(0) = X and has minimal length among all curves in P joining γ(0) to γ(t) for each t with |t| ≤ π 2||Z||
.
Observe that from all the cases covered by Theorem I of [3] , the homogeneous space P = U (n)/U (D n ) we are considering here is probably the simplest non commutative non trivial case.
This result motivates the study of minimal matrices in the spectral norm. Some particular properties have been studied already but in the present work we focus on the particular and rich structure of a spectral pair of eigenspaces related to a minimal matrix.
If Z ∈ M h n (C) is a minimal matrix, then ± Z must be eigenvalues of Z. Nevertheless, this condition is not enough. If ± Z ∈ σ(Z), then Z is minimal if and only if there exist orthogonal corresponding eigenspaces V + and V − (ranges of the spectral projections P V + and P V − corresponding to the eigenvalues ± Z ) that satisfy (1.2) Z = Z P V + − Z P V − + R (where R ∈ M h n (C), its range is orthogonal to V + ⊕ V − , and R ≤ Z ) and such that V + and V − satisfy the following property: Condition 1. There exist orthonormal sets {v i } p i=1 ⊂ V + and {w j } p+q j=q+1 ⊂ V − such that (1.3) co
∩ co {w j • w j } r+s j=r+1 = ∅ where • denotes the Hadamard or entrywise product and co(A) the convex hull of A (see Corollary 3 in [1] ).
In Theorem 3 it is proved that Condition 1 is equivalent to the following property held by two orthogonal subspaces V and W . This definition can also be stated choosing orthogonal vectors {v i } t i=1 and {w j } h j=1 (see Theorem 2). Remark 1. The previous discussion implies that Z is a minimal matrix with a decomposition as in (1.2) if and only if the pair of subspaces (V + , V − ) is a support (see also Theorem 3).
We will denote with S (r,s) the set of supports of C n with corresponding dimensions r and s:
with dim(V ) = r and dim(W ) = s} (1.5) Remark 2. The definition of the set of supports suggests that it might have the structure of a real algebraic set. As expected, S (r,s) turns out to be closed (see Proposition 2) . Nevertheless, the fact that for every n ∈ N n≥3 there exist interior points in S (r,s) in the ambient of a flag manifold of C n is a surprising result (see Section 9). It would be interesting to find out if S (r,s) is a semi-algebraic set.
The previous comments allow us to state the following result.
Remark 3.
There exists a function between the set of minimal matrices Z with eigenspaces V + and V − corresponding to the eigenvalues ± Z with dim(V + ) = r, dim(V − ) = s onto S (r,s) that maps Z to the support (V + , V − ).
Consider the equivalence class of a matrix
and the support determined by its corresponding minimal matrix (or matrices) is a work in progress that will studied elsewhere.
Supports are a fundamental aspect of the description of minimal matrices. In this work we are going to analyze the structure of the set of supports S (r,s) as a subset of the flag manifold F (r,s) (see (2.1) ) under the identification of (V, W ) ∈ S (r,s) with V ⊕ W ⊕ (C n V W ). The authors consider that the study of S (r,s) ⊂ F (r,s) is interesting by itself.
In order to measure how far are two subspaces V and W to become a support we define in (5.3) a number δ(V, W ) ≥ 0 we call the adequacy of V and W that satisfies δ(V, W ) = 0 if and only if (V, W ) is a support. The adequacy is a natural tool to achieve this and can be computed as the minimum of a function F defined on the product of certain spheres S V × S W of linear maps (see (5.2) and (5.5)). We study the gradient, Hessian and critical points of this F (see Section 5) to allow the approximation of the adequacy. Some of the formulas obtained are used in the appendices to obtain numerical examples of particular supports that are interior points of flag manifolds in low dimensions. These results are used to prove in Theorem 10 that there exist open neighborhoods of supports (formed by supports in C n for every n ∈ N n≥3 ) in the flag manifold
We also consider a geometric interpretation of the adequacy in Section 6 describing a new space of parameters to calculate it. This perspective allows the characterization of some critical points of the map F whose global minimum is the adequacy in sections 7 and 8.
Preliminaries and notation
Here we introduce some notation used throughout the article. M n (C) will denote the n × n matrices with coefficients in C, M h n (C) the hermitian matrices and M ah n (C) the anti-hermitian matrices. The expression diag(a 1 , a 2 , . . . , a n ) denotes the diagonal matrix in M n (C) with the elements a 1 , a 2 , . . . , a n ∈ C in its principal diagonal, and Φ : M n (C) → D n ⊂ M n (C) the conditional expectation such that Φ(x) is the diagonal matrix formed with the diagonal entries of x.
As usual GL(n, C) denotes the general group of invertible matrices in C n×n . And Gr(k, C n ) will denote the Grassmannian manifold of all k-dimensional subspaces of C n . We denote with v • w the Hadamard (or Schur) entrywise product of two vectors v, w ∈ C n , where v • w ∈ C n , and
We use F (r,s) to represent the set
Observe that the pair (V, W ) ∈ F (r,s) can be identified with the element {0} ⊂ V ⊂ V ⊕ W ⊂ C n in a classic flag manifold F (r, r + s, n) which is isomorphic to the homogeneous space U (n)/ U (r) × U (s) × U (n − r − s) . Therefore, F (r,s) can be identified with the flag manifold F (r, r + s, n).
Properties of a support
for V a subspace of C n , we denote with
either the n × p matrix or the C p → C n linear map. Let Φ : M n (C) → D n be the map such that Φ(x) is the diagonal of x. Then the n-tuples that appear in (1.4) can be written
where we identified the vector with the diagonal matrix
. Then using the singular value decomposition of v = usx * , with u ∈ U (n), x ∈ U (p) and s the n × p diagonal matrix of the singular values of v in the s j,j entries. Let us denote them with s j , j = 1, . . . , p. Now consider the column vectors u i ∈ C n , i = 1, . . . , n, from the unitary matrix u. Note that these u i are eigenvectors of v v * . Let e i , for i = 1, . . . , n, be the i th element of the canonical basis of
Therefore if we consider the n × p matrix given by its columns
then the computation made in (3.3) proves that
Moreover, these columns generate the same subspace than the original {v j } p j=1 . Let K ⊂ {1, . . . , p} be the subset of indexes such that s k = 0 if and only if k ∈ K and let t = #(K). Then the vectors {s k u k } k∈K ⊂ C n are orthogonal to each other and generate the same subspace than the original columns v j of v for j = 1, . . . , p. Therefore, if we consider the n × t matrix with columns
then its columns form an orthogonal basis of the subspace generated by {v j } r j=1 and it is apparent that also
Therefore, we have proved the following result.
Remark 4. Observe that in Definition 1 the vectors {v i } i=1,...,r of the subspace V are not required to be linearly independent nor generators of V , and similarly for {w j } j=1,...,s in W , but the previous theorem states that orthonormal vectors can be chosen. Moreover, these vectors can be taken bounded in norm with a fixed constant C after multiplying all of them by C x where x is the greatest norm of all the vectors considered.
Therefore the previous discussion also proved the following result.
. . , v p } is a system of p linearly independent vectors in V , then there is an orthogonal basis {c 1 , . . . , c p } of V with the same moment than that of {v 1 , . . . , v p }.
. . , w q } ⊂ W , and we define v ∈ C n×p and w ∈ C n×q as in ( 3.1), then the equality
Given a support (V, W ) of C n Proposition 1 implies that there exists an orthogonal set
for V and {w j } q j=1 for W that satisfy (1.4). Now consider the orthonormal corresponding set after normalizing each vector. Now adding all the equations in (1.4) we obtain that
, and then
the spectral norm (see [1] ). Then a support allows the construction of a minimal matrix, and vice versa. In the following theorem we collect some statements that are equivalent to the definition of a support. Theorem 3. Let V, W be two non trivial orthogonal subspaces of C n , then the following statements are equivalent.
(1) (V, W ) is a support, that is, there exist non trivial subsets {v
with v and w defined as in (3.1) and Φ(m) the diagonal of m.
Proof. 1. ⇔ 2. follows after the previous discussion. 2. ⇔ 4. is proved using the comments following the proof of Corollary 3 in [1] or the property mentioned in (6.3). 1. ⇔ 3. is Remark 5. Proposition 2. The set of supports S (r,s) is closed in the flag manifold F (r,s) .
Proof. Consider a sequence of pairs of supports given by {(V k , W k )} k∈N ⊂ S (r,s) and such that its corresponding orthogonal projections converge. It is apparent that there exist V and W subspaces of C n such that dim(V ) = r, dim(W ) = s, V ⊥ W and satisfy lim k→∞ P V k = P V and lim k→∞ P W k = P W , that is, (V, W ) ∈ F (r,s) . We only need to prove that the condition (1.4) holds. Consider for each pair (V k , W k ) a pair of matrices (v k , w k ) that satisfy
Note that as mentioned in Remark 4 we can choose the column vectors of the matrices v k and w k with norm less or equal than one. Then using compacity arguments and after taking subsequences we can suppose that the matrices v k are of the same size, and their columns converge to vectors in V that form a matrix v. Similar arguments can be used for w k to obtain a matrix w. Since for all k equality (3.8) holds, then
Since this is equivalent to the equalities (1.4) (see Remark 5) then (V, W ) is a support.
Symplectic interpretation of the map Φ
Consider the manifold M = (C n ) r composed of matrices v defined in (3.1). We denote by v k , k = 1, . . . , n the rows of v considered as vectors in C r . Since C n carries a natural symplectic form, so does M (the product form). In this way, M becomes a symplectic manifold. We consider next the left operation action of the unitary group U (n) on M . This operation is symplectic. Now we identify the Lie algebra u(n) of U (n) with its dual u * (n) using the inner product A, B = tr(AB * ). In this context the moment map µ : M → u * (n) can be computed explicitly:
Observe that the entries of the matrix µ(v) are
. . , n and l = 1, . . . , n.
and the entries of the diagonal are
Finally, observe that for the induced left action of the diagonal unitary matrices T n ⊂ U (n) on M , the corresponding moment map µ d is obtained as follows
which is exactly i/2 times what was called the moment of the system {v 1 , . . . , v r } in Definition 2.
Adequacy of a pair of orthogonal subspaces
Recall that with F (r,s) we denote the space pairs of orthogonal subspaces (V, W ) of C n with r = dim V and s = dim W . Also consider systems v = (v 1 , . . . , v r ) : C r → C n as in (3.1) and similarly w = (w 1 , . . . , w s ) : C s → C n of vectors in C n such that Im(v) ⊂ V and Im(w) ⊂ W . Recall that in Definition 2 we called Φ(v v * ) the moment of the system v where Φ is the conditional expectation that associates to any n × n matrix its diagonal part. This map takes its values in the subalgebra D n of diagonal n × n matrices which will sometimes be identified with C n . Observe that the map v → Φ(v v * ) is homogeneous in the following sense:
Recall that with this notation (V, W ) is called a support (see 1.4 and Theorem 2 and Proposition 1) if there is a non trivial pair (v, w) with
(here non trivial refers to v = (0, . . . 0) and w = (0, . . . 0)).
Observe that if there is a non trivial pair (v, w) as before such that Φ(v v * ) and Φ(w w * ) are only linearly dependent then choosing α ∈ R appropriately we can get Φ ((αv)(αv)
The objective of this section is to define and compute a "numerical obstruction" for the pair (V, W ) to be a support, i.e. a non negative invariant of (V, W ) which vanishes if and only if the pair (V, W ) is a support. We will call this obstruction the adequacy of (V, W ).
Note that if (1.4) holds for the vector columns of v and w then Tr(v v * ) = Tr(w w * ) follows. Then the remark made in (5.1) about the homogeneous nature of ω allow us to restrict to the space of pairs (v, w) that are "normalized" in the sense that Tr(v v * ) = 1 and Tr(w w * ) = 1.
Observe that in the space hom(C r , V ) we have a natural norm given by Tr(v v * ) 1/2 and the same holds for hom(C s , W ). Therefore if we denote with (5.2) S V and S W the unit spheres of hom(C r , V ) and hom(C s , W )
respectively, then the selected pairs (v, w) belong to S V × S W . Finally we define the adequacy of the pair (V, W ).
Definition 3. Given a pair of non trivial orthogonal subspaces V, W ⊂ C n , its adequacy is defined as the number
with S V and S W defined in (5.2).
Since S V × S W is compact there always exist (v, w) in S V × S W such that δ(V, W ) is attained. Note that δ(V, W ) = 0 implies that the subspaces V and W form a support (see Definition 1) .
Next, in order to compute δ(V, W ) we introduce convenient parameters.
• First we fix two isometries
Observe that in particular, P V = VV * and P W = WW * are the orthogonal projections in C n onto V and W respectively.
• Then any morphism f : C r → V is of the form f = Vg for g : C r → C r a linear map. If we write the polar form g = au where a ≥ 0 and u is unitary, we have f = Vau. Therefore we observe, in relation to the problem of parametrization:
Similar considerations can be done for W and S W .
In view of these remarks we parametrize the problem of finding the minimum of δ(V, W ) as follows.
The parameter space will be Σ = Σ r × Σ s , where
are the unit spheres of the self-adjoint matrices (positive or not) of sizes r × r and s × s.
The function we have to minimize is F : Σ → [0, +∞), defined by
where the norm is given by x = T r(x * x). Its minimum value is the adequacy
In the next computations, in order to alleviate the notation, we will write
5.1. The gradient of F . Now we let a vary as a function of a real parameter t and independently b vary as a function of u. Then
If we denote with
Here the inner products are traces of products, so using that ∆ is diagonal we can write ∂F ∂t = 2 Tr(V(aX + Xa)V * ∆) and
where the inner products now involved are the natural ones in r × r and s × s matrices using the corresponding traces. If in these algebras M r (C) and M s (C) we consider the operators (5.8) S a (X) = aX + Xa, and S b (Y ) = bY + Y b, then its adjoints (for the natural inner products) are precisely S a * = S a and S b * = S b since a, b are self-adjoint. So we can write ∂F ∂t = 2 X, S a (V * ∆V) and
Therefore we obtained the following result.
Theorem 4. The gradient of the function
on the riemannian manifold Σ = Σ r × Σ s at (a, b) (with Σ r and Σ s as in (5.4)) is
where the subscript "tan" refers to the tangential component (to the sphere Σ r × Σ s ) of the corresponding vector: X tan = X − X, a a, for X ∈ M r (C) and
, ∆ is defined in (5.7), S a , S b in (5.8) and V, W are fixed isometries as in (5).
Approximation of the adequacy δ(V, W ).
The previous theorem allow us to construct a gradient descent type algorithm to approximate the adequacy of a pair of orthogonal subspaces (V, W ) in C n .
(1) Starting with V and W , construct the corresponding isometries V ∈ C n×r and W ∈ C n×s defined in (5) (take for example an orthonormal basis of V and build the matrix V whose columns are the vectors of that basis, similarly for W). (2) Choose randomly two positive definite trace one matrices a 1 ∈ C r×r and b 1 ∈ C s×s . (3) Then for i = 1, . . . , k calculate recursively: (a) (a i , b i ) − grad (a i ,b i ) F using the identity 5.9:
where S c (X) = cX + Xc, and
and define a i+1 and b i+1 as its modules with unit norm:
c) If i + 1 < k go back to step a) and continue the iteration with a i+1 and b i+1 . (4) After finishing the k iterations compute Tr(∆ k+1 ∆ k+1 ) to approximate the adequacy δ(V, W ) (see 5.5).
In Figure 1 it is shown the output of several evaluations of the adequacy using the previous procedure on a pair of orthogonal subspaces moved with the multiplication of a curve of unitary matrices.
Remark 6. Some of the examples presented in A, B and C were obtained using the previous algorithm to approximate the adequacy.
5.3.
The critical points of F . The point (a, b) ∈ Σ is critical for F if and only if S a (V * ∆V) is normal to Σ r and S b (W * ∆W) is normal to Σ s . Then we can state the following result.
Theorem 5. The point (a, b) ∈ Σ = Σ r × Σ s is critical for F if and only if
in this interval Figure 1 . Plot of the points (x j , δ(V j , W j )), for x j = (j/100), the subspaces V j = e ix j A (V ) and W j = e ix j A (W ), with j = 1, . . . , 650, starting with V ⊥ W , and A a self-adjoint matrix, using the algorithm mentioned in 5.2 to calculate the adequacy δ. Observe the intervals where the approximation of the adequacy is null that suggest that for those values of x j the pairs (V j , W j ) form a support. Remark: In these notes we are interested in the minimum value of F on Σ. Since (a, b) ∈ Σ implies (|a|, |b|) ∈ Σ, because a 2 = |a| 2 , b 2 = |b| 2 if a, b are hermitian, and F (a, b) = F (|a|, |b|) it is clear that the minimum of F is attained on some (a, b) with a ≥ 0 and b ≥ 0. We write V tan to denote the tangential part of V ∈ M h r (C) of the sphere Σ r when V is considered as a tangent vector at a point of Σ r (correspondingly for W ∈ M h s (C) and Σ s ). Let us denote with
Recall also that in a riemannian manifold, the Hessian of a function U at a critical point is given by Figure 2 . Increments on the tangents of both spheres Σ r and Σ s in the direction of the gradient used in the approximation algorithm for the adequacy δ(V, W ).
where D denotes the covariant derivative of the Levi-Civita connection of the metric. Finally recall that the covariant derivative in our case is the tangent projection of the "ambient" derivative.
In the computations below we will need expressions for the derivatives ∂ X and ∂ Y in the directions X ∈ T (Σ r ) a and Y ∈ T (Σ s ) b respectively of the projections π r and π s .
Recall that in (5.9) we calculated
where
. In order to calculate (5.13) we can use that
Then the covariant derivative of π r (S a (V * ∆V)) is given by
where we have used that S a and S X are self-adjoint and S a (X) = S X (a). The covariant derivative of π s (S b (W * ∆W)) can be calculated similarly. Observe that
where we have used in the last equality the formula obtained in (5.15) for ∂ X ∆. Similarly we can prove that
Finally, using the expression (5.13) for the quadratic form H(F ) ((X, Y ), (X, Y )) and (5.14) we obtain that
where we have used that
We could simplify the expression of the Hessian even more using that S a (V * ∆V), a = 2 V * ∆V, a 2 and S b (W * ∆W), b = 2 W * ∆W, b 2 to obtain the following result Theorem 7. The Hessian of the map F : Σ r × Σ s → R ≥0 (see (5.5) and (5.4)) for X ∈ T (Σ r ) a and Y ∈ T (Σ s ) b at a critical point (a, b) can be calculated as
A geometric interpretation of the adequacy
Let V and W be two orthogonal subspaces of C n with dim(V ) = r and dim(W ) = s as before.
In this section we distinguish three subalgebras of M n (C).
(1) D n ⊂ M n (C) the subalgebra of diagonal matrices and Φ : M n (C) → D n the conditional expectation that associates to the matrix m its diagonal part Φ(m) as before. Observe that Φ is an orthogonal projection for the natural Hilbert structure of M n (C). We have for m ∈ M n (C)
where p k is the orthogonal projection onto the k-axis of C n . (2) We denote with M n (V ) ⊂ M n (C) the subalgebra of the endomorphisms x of C n which commute with P V = VV * (for V : C r → V ⊂ C n an isometry with range V ) and verify
satisfies the requirements of a conditional expectation in M n (C) with image M n (V ), except for the fact that P V (I) = P V = I. Finally
defines an isomorphism of C * -algebras between M r (C) and M n (V ). (3) Similarly we denote M n (W ), P W , P W and I W related to the subspace W . Notice that M n (V ) and M n (W ) are orthogonal in M n (C) for the Hilbert space structure and also in the sense that
Now we analyze the optimization problem of computing the adequacy of (V, W ) in this context. Recall that the minimum of the function F (the adequacy of the pair (V, W ), see (5.6)) is attained, among other points, at some (a, b) ∈ Σ r × Σ s where a ≥ 0 and b ≥ 0. Therefore the adequacy can be obtained as the square of the distance of the set Φ(σ V ) to the set Φ(σ W )
Now we describe the set Φ(σ V ) (and similarly Φ(σ W )). Clearly σ V is a convex compact set in M h n (V ) and therefore σ V is the convex hull of the set σ e V of its extremal points. Since
is an isomorphism of C * -algebras, the set σ e V consists of the projections p of rank one in M n (V ). Now these projections p are obtained as follows p = uu * , with u a unit vector in V .
In this case the diagonal of p coincides with
n the unit sphere of V and correspondingly by Σ W ⊂ C n the unit sphere of W .
Also define m :
where we identified the diagonal Φ(vv * ) with the vector ((vv
. Then we can state the next result.
Theorem 8. If m is as in (6.4), Σ V is the unit sphere of the subspace V and co(m(Σ V )) is the convex hull of the set m(Σ V ), then
for Φ defined in (6.1) and σ V in (6.2).
Proof. Since Φ is linear, Φ(σ V ) is a convex compact set in R n . Therefore, Φ(σ V ) is the convex hull of its extremal set. But it is well known that the extremal set of
which proves the equality. 
On the critical points of the function F
The results of the previous section motivates the study of minimum values of F : Σ = Σ r × Σ s → R ≥0 (see (5.5)) attained at extremal points of the sets Φ(σ V ) and Φ(σ W ). In this section we describe critical points of F under the assumption that they are attained on pairs of one dimensional projections. This would always be the case if the sets Φ(σ V ) and Φ(σ W )
were strictly convex as seen in all the examples we examined where none of the vectors of the standard basis belong to either subspace.
We assume the following:
(1) (a, b) ∈ Σ is a critical point for F (2) a and b are one dimensional projections in C r and C s respectively. (3) We chooseã ∈ C r andb ∈ C s unit vectors such that a(x) = x,ã ã , x ∈ C r , and b(y) = y,b b , y ∈ C s .
(4) We denote with
where e k are the standard base vectors and V, W some fixed isometries as in (5). (5) We denote α k = ã, x k and β k = b , y k . Then, using that Vã = Vã, e k e k , and that thereforeã = V * Vã = Vã, e k V * e k we can conclude thatã = α k x k . Similarlỹ b = β k y k can be obtained. (6) Since a, b ≥ 0, after some computations follows that the pair (a, b) is a critical point for the function F (see Theorem 6) if and only if
Observe that |α k | 2 = 1. In fact α k = Vã, e k and since V is an isometry, ||Vã|| = 1. Similarly |β k | 2 = 1. Now we turn the analysis of equations (7.1). First notice that there exist non trivial complex combinations of the form n k=1 ξ k x k = 0 , and n k=1 η k y k = 0 because r = dim V < n and s = dim W < n.
For each of such pairs, ξ 1 , η 1 ; . . . ; ξ n , η n consider the system
obtained from (7.1) identifying each coefficient with the corresponding ξ k and η k . Next we multiply the first equation of (7.2) by ϕ k and the second by ψ k (with |ϕ k | = 1 and |ψ k | = 1) so that each σ k = ϕ k ξ k is real and τ k = ψ k η k is real. Defining s k = ϕ k α k and t k = ψ k β k we get from equations (7.2)
and all the coefficients of these equations are real numbers.
In fact multiplying the first equation in (7.1) byã and the second byb we get
which shows that λ and µ are real and moreover λ ≥ µ because
In terms of s k and t k equations (7.4) can be rewritten in the form
The set of equations (7.3) and (7.5) form a complete system of 2n+2 equations with 2n+2 unknowns.
Characterization of critical points of F
Based on the discussion of the preceding paragraphs we state the following theorem.
be the standard basis of C n and a, b be unidimensional projections in C r and C s respectively. Then the following statements are equivalent, i) the pair (a, b) is a critical point of the map F (defined in (5.5)), ii) there exists a pair of unitary vectors (ã,b) ∈ C r ×C s such that a = ·,ã ã and b = ·,b b , and (ã,b) satisfy equations (7.1) for α k = ã, V * e k and β k = b , W * e k for k = 1, . . . , n, and iii) there exists a pair of unitary vectors
e) and s k , t k ∈ R, for k = 1, . . . , n are solutions of the systems
Proof. The equivalence i) ⇔ ii) has been discussed in the previous section.
ii) ⇒ iii) has also been proved at the end of the previous section. Let us consider the implication iii) ⇒ ii).
If we define λ and µ with
satisfy (7.5). Moreover, iii) (e) implies that they also satisfy (7.3). Let us now define
. . , n, and observe that the equations iii) (c)
(since n k=1 α k e k ∈ V and n k=1 β k e k ∈ W ). Now if we define ξ k = ϕ k σ k and η k = ψ k τ k , for k = 1, . . . , n, then iii)(e) implies that equations (7.2) are satisfied and therefore equations (7.1) are also satisfied with α k = ã, V * e k and β k = b , W * e k . Then statement ii) holds.
9. Supports that have neighborhoods of S (r,s) in F (r,s) Recall that with F (r,s) we denote the set of pairs (V, W ) of orthogonal subspaces V and W of C n such that dim(V ) = r and dim(W ) = s. See Section 2 for its relation with flag manifolds. In this section we study the existence of supports (V, W ) ∈ S (r,s) that belong to an open neighborhood of F (r,s) formed entirely of supports in S (r,s) .
Remark 9. Note that in general, a support (V, W ) of C n in the flag F (r,s) , is not necessarily an interior point of F (r,s) . Consider for example two orthogonal one dimensional subspaces V = gen{v} and W = gen{w} that form a support in C n (n ≥ 3). Then their generators must satisfy |v i | = |w i | for i = 1, . . . , n. Suppose that v 1 = 0, and v 1 = ρe iθ , w 1 = ρe iβ with ρ = |v 1 | = |w 1 | and θ, β ∈ [0, 2π), Then for ε > 0 consider small perturbations v ε and w ε with their first coordinates (v ε ) 1 = ρ/(1 + ε)e iθ and (w ε ) 1 = ρ(1 + ε)e iβ and the rest equal to those of v and w. Then v ε , w ε = v, w = 0 but |(v ε ) 1 | = ρ/(1 + ε) = ρ(1 + ε) = |(w ε ) 1 | for ε > 0. If we denote with V ε and W ε the subspaces generated by v ε and w ε respectively, the previous calculations prove that there exist pair of subspaces (V ε , W ε ) in the flag F (1, 1) that do not form a support and that they can be chosen as close to (V, W ) as desired (taking ε → 0). Therefore (V, W ) is not an interior point of F (1, 1) .
Theorem 10. Let n ∈ N, n ≥ 3. Then, there exists a support (V n , W n ) in C n that is an interior point of the flag F (r,s) for certain r, s < n.
Proof. We will use the examples described in the appendices in the cases n = 3, n = 4 and n = 5 where some cases of supports that are interior points of the flags F (2, 1) , F (2, 1) and F (3, 1) are shown.
Consider now the supports (V, W ) of C 3 , C 4 and C 5 described in appendices A, B and C respectively. We will also denote with V 3 , V 4 and V 5 the matrices whose columns are defined with the generators of the corresponding subspaces described in each case in the mentioned appendices. M 3 = V 3 • V 3 , M 4 = V 4 • V 4 and M 5 = V 5 • V 5 are also the matrices defined there. Similarly W 3 , W 4 and W 5 will denote the matrices whose unique column is the generator of the corresponding subspace W . In each case these supports are interior points of the corresponding flag manifolds.
Observe that for any n ∈ N, n ≥ 3, there exist h, k, l ∈ N such that n = 3h + 4k + 5l. Let us now fix a triple of those h, k and l and consider the subspaces V and W defined as follows. V is generated by the columns of the following n × n block matrix V n formed with h copies of V 3 , k of V 4 and l of V 5 in the diagonal 
