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Abstract
This is a work-in-progress report, which
aims to share preliminary results of a novel
sequence-to-sequence schema for dependency
parsing that relies on a combination of a BiL-
STM and two Pointer Networks (Vinyals et al.,
2015), in which the final softmax function has
been replaced with the logistic regression. The
two pointer networks co-operate to develop
a latent syntactic knowledge, by learning the
lexical properties of “selection” and the lexi-
cal properties of “selectability”, respectively.
At the moment and without fine-tuning, the
parser implementation gets a UAS of 93.14%
on the English Penn-treebank (Marcus et al.,
1993) annotated with Stanford Dependencies:
2-3% under the SOTA but yet attractive as a
baseline of the approach.
1 Introduction
The syntactic analysis via dependency parsing is
considered to be a fundamental step for language
processing because of its key importance in medi-
ating between linguistic expression and meaning.
Modern approaches to dependency parsing
(Dyer et al. (2015), Ballesteros et al. (2016),
Kiperwasser and Goldberg (2016a), to name a
few) use deep neural models as auxiliary com-
ponents to the traditional transition-based and
graph-based parsing algorithms (Kubler et al.,
2009).
As soon as the deep learning models proved to
be successful in capturing the relevant information
for the syntactic analysis, there has been a consid-
erable increase of the number of parsing architec-
tures in which the neural component is predomi-
nant, relaxing the needs of algorithmic constraints.
Among the recent parsing designs that dif-
fer from the traditional approaches, there are
Dozat and Manning (2017) who achieve state-
of-the-art accuracies using a biaffine attention
in a simple graph-based dependency parser;
Kiperwasser and Ballesteros (2018) and Li et
al. (2019) who use a sequence-to-sequence
schema which does not rely on any transition se-
quence by directly predicting the relative posi-
tion of the head for each word in the sentence;
Grella and Cangialosi (2018) who use a bidirec-
tional recurrent autoencoder to reconstruct for
each i-word the j-word corresponding to its head
in the sentence; Ma et al. (2018) who combine
pointer networks to build the dependency tree in
a top-down (from root-to-leaf) depth-first fashion;
Strzyz et al. (2019) who use a sequence labeling
strategy that outputs for each word the “relative
PoS-based encoding” to find its head in the sen-
tence.
The more a neural parser is independent of a
superstructure1 , the more it is reasonable to think
that the underlying neural model has learnt a “syn-
tactic knowledge” such as to perform the task of
dependency parsing at hand.
As a by-product of an encoder-decoder pars-
ing schema, it is possible to use the inter-
nal parser encoded representation to boost the
perfomance of other high-level tasks that ben-
efit from syntactic information. For instance,
Kiperwasser and Ballesteros (2018) proposed a
scheduled multi-task learning framework to train
an encoder-decoder machine translation system
sharing the encoder with a seq2seq dependency
parser, concluding that syntactic auxiliary tasks
are helpful not solely for machine translation but
potentially for other systems as well.
Following the recent trend, this paper intro-
duces a parsing model that relies on a combi-
nation of a BiLSTM and two Pointer Networks
(Vinyals et al., 2015) over the linear sequence
1For independent of a superstructure, we mean no
transition-based framework, and in case of graph-based pars-
ing the arcs scores are obtained before the search procedure.
of tokens capable to hanlde unrestricted non-
projective sentences.
The model is trained on two complementary
syntactic tasks, as detailed in the sections below,
with the aim to create a robust syntactic represen-
tation at the encoding layer.
At the moment and without fine-tuning, the
parser implementation gets a UAS of 93.14% on
the English Penn-treebank (Marcus et al., 1993)
annotated with Stanford Dependencies: 2-3% un-
der the SOTA but yet attractive as a baseline of the
approach.
Extensive parsing evaluations, as well as exper-
iments on the contribution that the dense represen-
tation resulting from the encoding layer could give
to other high-level tasks, are still in the planning
phase.
2 Our Approach
2.1 Linguistic Background
Long-standing theories and formalisms (Tesnie`re
(1959), Sgall et al. (1986), Mel’cuk (1988),
Hudson (1990)) share the fundamental assumption
that syntactic structure consists of word-to-word
dependencies, i.e., lexical nodes linked by binary
asymmetrical relations.
More formally, dependencies can be repre-
sented as a set of directed arcs of the form g
l
−→
d, where g is the head/governor node, d is the de-
pendent node (g 6= d) and l is the label, resulting
in a dependency structure called dependency tree.
Hence the name Dependency Grammar (DG).
The DG is sometimes called Valency Gram-
mar, a name conceived by the analogy between
the chemical valency and the thematic-argumental
structure: a description of the elements that can
depend on the word under consideration (its neces-
sary complements, named arguments, and its op-
tional complements, called modifiers).2
This possibility of a word to combine with other
words selecting them as its dependents is hereby
called lexical selection property. The possibility
of a word, instead, of being dependent on another
word is hereby called lexical selectability prop-
erty.
We can therefore say that a well-formed sen-
tence is a set of words combined so that the se-
lectability and selection properties of each word
are satisfied.
2Because of this analogy, sometimes it is possible to call
the words “atoms”.
For more details on dependency tree, depen-
dency grammar and dependency parsing see Nivre
(2003) and the references cited therein.
2.2 Neural Building Blocks
Here is a quick overview of the main neural mod-
ules used in our approach.
See Goldberg (2017) for an extensive introduc-
tion of the neural building blocks used for the nat-
ural language processing.
2.2.1 BiLSTM
The BiLSTM (Graves, 2008; Irsoy and Cardie,
2014) consists in a bidirectional LSTMs
(Hochreiter and Schmidhuber, 1997) capable
to learn bidirectional long-term dependencies
between time steps of time series or sequence
data.
The BiLSTM is a well established neural model
used to represent the sentence tokens in their sur-
rounding context.3
2.2.2 Pointer Network
The Pointer Network (Vinyals et al., 2015) is a
type of neural network that works with a variable
number of inputs and uses the attention mecha-
nism (Bahdanau et al., 2015; Luong et al., 2015) to
learn and predict the conditional probability of an
output sequence, with elements that are discrete
tokens corresponding to positions in an input se-
quence.
In other words, the pointer networks use a soft-
max output whose dimension is dynamic and cor-
responds to each input sequence in a such way that
the output space is constrained to be the observa-
tion of the input sequence (not the input space),
maximizing the attention probability of the target
input.
2.3 The Idea
Like Zhang et al. (2016) and other recent ap-
proaches, we formalize the dependency parsing as
the task of finding for each word in a sentence
its most probable head without tree structure con-
straints.
The particularity of our approach is that we con-
sider the probablilty of a wordi to be the head of
another wordj as the average of the probability of
the wordj (dependent) to be selected by the wordi
3Kiperwasser and Goldberg (2016a) were the first who
demonstrated the effectiveness of using a conceptually sim-
ple BiLSTM in the context of dependency parsing.
(governor), and the probability of the wordi to se-
lect the wordj as its dependent.
In fact, we want the neural model to learn the
syntactic properties of “selectability” and “selec-
tion” more explicitly than other models that take
into account only one of these two syntactic as-
pects.
To do this, we intuitively cast the main de-
pendency parsing task in two sub-tasks: heads-
pointing for the selectability property and
dependents-pointing for the selection property.
In essence, the task of heads-pointing consists
to find the most probable head of a given word
in the sentence; the task of dependents-pointing
consists to find the most probable dependents of a
given word in the sentence.
The gist of the idea is that these sub-tasks
should develop different views of the same prob-
lem and thus increase the robustness of the learnt
syntactic knowledge.
To solve the “problems of pointing” we de-
cided to experiment with the Pointer Networks
(Ptr-Net). The use of these networks in depen-
dency parsing is not new: in Section 3 we have
highlighted the main difference among the other
models and our approach.
In the Ptr-Net, the output of the attention mech-
anism is a softmax distribution, which allows to
point to the heads because for each word there is
only one governor according to the dependency
grammar.4 On the other side, since the dependents
of a word can be more than one, the softmax func-
tion cannot be used to point to them, and this sets
limits to the use of the Ptr-Net.
To overcome these limits we introduce a variant
of the original Ptr-Net, in which the final softmax
function is replaced with the logistic regression,
so that independent predictions can enable multi-
ple pointing at the same time as well as allowing
no pointing at all. We call our variant Ind-Ptr-Net
(Independent Pointer Network).5
As detailed in section 2.4, the Ind-Ptr-Net is the
backbone of our approach.
2.4 Training and Inference Processes
Our model is composed of one BiLSTM and two
Ind-Ptr-Nets.
4Even if it would force the use of a virtual root for the top
node
5To date, the author is surprised not to have found any
other references that deal with this variant of the Pointer Net-
work.
The BiRNN works as an encoder, receiving
in input the tokens of a sentence (already trans-
formed in a dense representation) and generating
the context vectors, that represent them in the sen-
tence context. The context vectors are in turn given
as input sequence to the two Ind-Ptr-Nets.
Subsequently, the decoding process feeds again
each context vector into these Ind-Ptr-Nets to per-
form the heads-pointing task and dependents-
pointing task respectively.
Training. During the training phase,
− the Ind-Ptr-Net for the heads-pointing is
trained to activate the output corresponding
to the position of the head of the word under
consideration (i.e., set it to 1.0). In case this
word is the top, it is trained not to activate any
output (i.e., set them all to zero).
− the Ind-Ptr-Net for the dependents-pointing
is trained to activate the outputs corrispond-
ing to the positions of the dependents of the
word under consideration. In case this word
has no dependent, it is trained not to activate
any output.
The gradients are propagated from the two Ind-
Ptr-Nets all the way back, through the BiLSTM
until the initial tokens embeddings (which are
trained together with the model).
Inference. During the inference phase, the out-
puts of the two Ind-Ptr-Nets are merged by aver-
aging the attention values before the sigmoid acti-
vation.
To construct the dependency tree we select, for
each token, the head with the highest score. The
top token of the sentence is found before assigning
the other heads, looking for the token which has
among all other tokens the pointers to the heads
with the lowest scores (ideally, with all the scores
equal to zero).6
At test time, we ensure that the dependency tree
given in output is well-formed by iteratively iden-
tifying and fixing cycles with simple heuristics,
without any loss in accuracy.7
6To construct a labeled dependency tree, it is possible to
add a simple feedforward network that computes a classifica-
tion of the labels giving in input the context-vectors of each
dependent-governor pair. However, we prefer to run further
experiments before including any labeling results in this re-
port.
7For each cycle, the fix is done by removing the arc with
the lowest score and assigning to its dependent the node that
maximizes its latent head similarity without introducing new
cycles.
We empirically observed that during the decod-
ing most outputs are already trees, without the
need to fix cycles. It seems to confirm once again
that the linear sequence of tokens itself is suffi-
cient to recover the underlying dependency struc-
ture (Zhang et al. (2016)).
3 Related Approaches
The use of Pointer Networks (Vinyals et al., 2015)
in dependency parsing has been previously experi-
mented by Chorowski et al. (2016) and Jung et al.
(2019) who use the Ptr-Nets to predict the heads,
and Ma et al. (2018) who use the Ptr-Nets to pre-
dict the dependents.
The main difference with these two first ap-
proaches that “point to the heads”, can be found
on how the root is selected, meaning that in our
model it is not required a virtual element: the top
word is recognized as an emerging syntactic prop-
erty because of the absence of strong connections
with other words considered as heads.
The main difference with the approach that
“point to the dependents”, is that in our model
it is not required to define a deterministic decod-
ing process to select a dependent in multiple time
steps, but all the dependents of a word can be
pointed to simulteneously.
4 Experiments and Results
The parser is implemented in Kotlin, using the
SimpleDNN deep learning library8. The code will
be released at the GitHub author repository soon.
A performance evaluation has been carried out
on the Penn Treebank (PTB) (Marcus et al., 1993)
converted to Stanford Dependencies (Marneffe et
al., 2006) following the standard train/dev/test
splits and without considering punctuation mark-
ers. This dataset contains a few non-projective
trees.
Our baseline is obtained following the unla-
beled parsing approach described in section 2.4.
A good initial tokens encoding is crucial to ob-
tain high results in neural parsing, especially for
richly inflected languages.9
However, rather then top parsing accuracy, in
this study we focus more on the ability of the pro-
posed model to learn a latent representation capa-
8https://github.com/KotlinNLP/SimpleDNN
9For example, adding subword information with
character-based representation to the words embedding has
been shown to be effective enough to compensate the lack of
POS tags information (Dozat et al. (2017)).
ble to capture the information needed for the syn-
tactic analysis; so, for our baseline, we opted for a
simple encoded representation of the input tokens.
We encode the input tokens concatenating the
vectors obtained from two embedding maps. The
first associates the words found in the training-set
with randomly initialized vectors; the second con-
tains pre-trained word embeddings.10 Both maps
are fine-tuned during the training phase.
During the training we replace the embedding
vector of a word with an “unknown vector” with
a probability that is inversely proportional to the
frequency of the word in the tree-bank (tuned with
an α coefficient).
We optimize the parameters with the Adam up-
date method (Kingma and Ba., 2015) with default
parameters (α = 0.001 β = 0.9 β = 0.999). We
performed a very minimal tuning of the hyper-
parameters; the values used for our baseline are
reported in Table 1.
We evaluated five different configurations of the
parser (p).
p1 the parser is trained to perform both the
heads-pointing and the dependents-pointing.
The scores of the pointers to the heads are the
average of the scores resulting from the two
sub-tasks;
p2 the parser is trained to perform both the
heads-pointing and the dependents-pointing.
The scores of the pointers result from the 1st
task only;
p3 the parser is trained to perform both the
heads-pointing and the dependents-pointing.
The scores of the pointers result from the 2nd
task only;
p4 the parser is trained to perform the heads-
pointing only;
p5 the parser is trained to perform the
dependents-pointing only;
We trained the four instances of the parsers with
different random seeds up to 10 epochs, and for
each parser we selected the model from the epoch
with the best accuracy on the development set.
The average of the experimental results in Table
2.
This section will be updated with further exper-
iments soon.
10The pre-trained word embeddings are the same used in
Dyer et al. (2015) and Kiperwasser and Goldberg (2016b);
the random values are generated using the Glorot initializa-
tion.
Hyper-param Value
Pre-trained word embedding dimension 100
Word embedding dimension 150
IndPtrNets hidden dimension 100
IndPtrNets hidden activation Tanh
IndPtrNets attention transformation Affine
IndPtrNets output activation Sigmoid
BiLSTMs activations Tanh
BiLSTMs levels 2
α (word dropout) 0.25
Table 1: Hyper-parameters used for the baseline.
Parser Method UAS
p1 (this work) heads+deps (avg scores) 93.14 (+0.27)
p2 heads+deps (heads scores) 92.87 (+0.11)
p3 heads+deps (deps scores) 92.76 (+0.32)
p4 heads 92.44 (+0.07)
p5 deps 92.37
Table 2: Evaluation of different parser configurations.
Observation of the results: With these first
experimental results (Table 2), we can observe that
the two sub-tasks taken individually (p4 and p5)
get almost the same performance.
As soon as the sub-tasks are trained together we
can appreciate an increase in performance, even
when in the inference phase only one of the two
tasks (p3 or p2) is considered.
When, in addition to the joint training, the aver-
age of the results of the two sub-tasks is calculated,
a further increase of correct arcs is obtained (p1).
5 Conclusion and Future Works
The main objective of this study is to verify the
hypotesis that an explicit learning process that
consider both the lexical properties of “selectabil-
ity” and “selection” can result in a more “aware”
syntactic representation. For this purpose, we
are investigating what kind of “knowledge of
language” the proposed neural model is captur-
ing, extending the tests to grammaticality judg-
ments and visualizing which information the net-
works consider more important in a given moment
(Karpathy et al., 2015).11
In this paper we have introduced a simple
encoder-decoder approach for dependency parsing
that handles unrestricted non-projective dependen-
cies naturally.
11In our experiments we found that the RAN (Lee et al.,
2015) is a valid alternative to the LSTM of the bidirectional
recurrent network, when speed and highly interpretable out-
puts are important.
We introduced a variant of the Pointer Net-
work, named Ind-Ptr-Net (Independent Pointer
Netwoek), where the final softmax function is re-
placed with the logistic regression, so that inde-
pendent predictions can enable multiple pointing
at the same time as well as allowing no pointing at
all.12
With the aim of understanding the potential and
the limits of the proposed approach we intend to
test more sophisticated initial tokens encodings,
and to evaluate the parsing model on other tree-
banks with a higher ratio of non-projective sen-
tences.
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