We introduce and analyze a form of variance-reduced Q-learning. For γ-discounted MDPs with finite state space X and action space U, we prove that it yields an -accurate estimate of the optimal Q-function in the ∞ -norm using O
Introduction
Markov decision processes and reinforcement learning algorithms provide a flexible framework for decision-making in dynamic settings, and have been studied for decades (e.g., [23, 27, 8, 9, 29] ). Given the explosion in the amount of available data and computing power, recent years have witnessed dramatic success of reinforcement learning (RL) techniques in various application domains (e.g., [30, 19, 26, 22, 27] ). In broad terms, algorithms for reinforcement learning are often separated into model-based versus model-free approaches. Model-based approaches based on directly learning a model for the dynamics of the system, and then computing optimal policies from the learned model. In contrast, a model-free approach directly targets learning of the optimal value function or policy. Naturally, a model-free approach is more robust to model mismatch; however, model-based approaches can often be more sample efficient. Providing a firm theoretical foundation to the trade-offs intrinsic to different classes of methods, as characterized by their access to the underlying Markov decision process, is a major open question in RL.
Such performance trade-offs have been studied in some detail for both MDPs with finite stateaction spaces (e.g., [17, 28, 12, 5, 4, 6, 7, 12, 28, 18, 15, 34] ), as well as for linear state space models with quadratic rewards, known as the linear quadratic regulator (LQR) problem (e.g., [2, 1, 3, 10, 21, 32, 13, 20] ). While both classes of problems are relatively idealized, gaining a precise understanding of methods in these settings provides a firm foundation for the analysis and improvement of RL algorithms in more complex settings. To provide some flavor for the quantitative trade-offs that arise, in context of the d-dimensional linear quadratic regulator, Tu and Recht [32] studied the LSTD algorithm, a model-free method for policy evaluation, and proved that it has sample complexity larger by factor d than a model-based approach that directly estimates the linear dynamics and then applies a robust solver for the Ricatti equation. As another example, in our own past work [33] on γ-discounted MDPs with finite state-action spaces, we have shown that the usual Q-learning suffers from worst-case fourth-order scaling in the discount complexity 1/(1 − γ), as opposed to the third-order scaling that is achievable by a model-based method [6] .
In this paper, we revisit the classical problem of Q-learning in MDPs with finite state-action spaces. Our main contribution is to introduce a simple variant of Q-learning based on an appropriate form of variance reduction, and to prove that up to a logarithmic factor in discount complexity, it achieves the minimax optimal sample complexity [6] for estimating Q-functions in ∞ -norm. To the best of our knowledge, this is the first model-free method that achieves the optimal cubic scaling in the discount complexity parameter 1/(1 − γ), along with the optimal linear scaling in the number of states and actions.
Related work and our contributions In this paper, we study γ-discounted Markov decision processes with finite state space X and action space U. Throughout, we adopt the shorthand D := |X | × |U| for the total number of state-action pairs. Our main focus is the performance of iterative algorithms for estimating the optimal Q-function in the ∞ -norm, and our brief overview of the past literature is accordingly targeted. The Q-learning algorithm itself is classical [35] , and there is a long line of work on its analysis (e.g., [31, 14, 28, 17, 9, 12, 34] ). Moreover, a number of extensions to Q-learning have been proposed over the years (e.g., [17, 5, 18, 15] ). For the Qlearning algorithm itself, our own recent work [34] established sharp upper bounds on the number of samples required to achieve an -accurate estimate of the optimal Q-function in ∞ -norm. Consider in particular, the synchronous or generative setting of Q-learning, in which at each iteration, we observe a new state drawn from the transition probability distribution indexed by each state-action pair. In this setting, for MDPs with rewards bounded in absolute value by r max , we proved that it suffices to take O iterations of ordinary Q-learning in order to obtain an -accurate estimate with probability at least 1 − δ. The sample complexity is a factor of D larger than this iteration complexity, since each iteration uses a total of D samples. Notably, earlier work by Azar et al. [5] had introduced an extension of Q-learning known as the speedy Q-learning algorithm, and shown that it has sample complexity O . Our guarantee for ordinary Q-learning matches this earlier guarantee, although we suspect that the analysis of speedy Q-learning might be sharpened.
In another piece of earlier work, Azar et al. [6] studied the sample complexity of model-based Q-value-iteration-that is, in which the transition probability matrices are estimated using a collection of data, and then we perform Q-value iteration using the fitted model. Under the same assumptions as above, they proved that this model-based method yields an -accurate estimate with probability at least 1 − δ using a total of O
samples. Moreover, they proved that this sample complexity is minimax optimal. This result-in conjunction with our recent paper [34] -demonstrates a sharp gap between ordinary Q-learning and an optimal procedure. Lattimore and Hutter [18] , working in the more challenging on-line setting, studied an extension of the UCLR algorithm, and proved that it achieves the optimal 1/(1 − γ) 3 scaling in the discount complexity parameter. However, their sample complexity bound either requires restrictions on the state transition matrices, or has quadratic scaling in the number of states (as opposed to the optimal linear scaling). To the best of our knowledge, it remains unresolved as to whether this minor gap is intrinsic to the method or an artifact of the analysis.
With this past work in context, a natural question is whether there is a simple extension of Q-learning that is minimax optimal. The main contribution of this paper is to answer this question in the affirmative, up to a logarithmic factor. In order to do so, we introduce an extension of Q-learning based on an appropriate form of variance reduction. To be clear, variance reduction in stochastic approximation is a well-known idea, shown to be especially fruitful in accelerating stochastic gradient methods for optimization (e.g., [24, 25, 11, 16] ). The form of variance-reduced Q-learning that we study, to be specified in Section 3, is relatively simple to describe and implement, and can be seen to be using the same variance-reduction device as the SVRG algorithm in stochastic optimization [16] . Our main result is a sharp analysis of this procedure, showing that it has minimax optimal sample complexity [6] up to a logarithmic factor in the discount complexity 1/(1 − γ). Analysis of variance-reduced Q-learning requires techniques different from those used in stochastic optimization, in particular building off the non-asymptotic bounds for cone-contractive operators introduced in our past work [34] , as well as recent work [6, 18] in reinforcement learning that provides control on the variance of the empirical Bellman operator and related quantities. This is the first model-free algorithm that achieves the optimal cubic scaling in the discount complexity along with the optimal linear scaling in the state and action dimensions.
The remainder of this paper is organized as follows. We begin in Section 2 with basic background on Markov decision processes and the Q-learning algorithm. In Section 3, we introduce the variancereduced Q-learning algorithm studied in this paper, and state our main results (Theorem 1 and Corollary 1) on its convergence guarantees. Section 4 is devoted to the proof of our main results, with the proofs of some auxiliary results provided in the appendix.
Notation: Throughout the paper, we use notation such as c, c etc. to denote universal constants that do not depend on any parameters of the MDP, including the discount factor γ, size of state and action spaces and so on. A warning to the reader: the values of these universal constants may change from line to line within an argument.
Background
We begin by providing some standard background on Markov decision processes and the Q-learning algorithm, before discussing the effective variance in Q-learning. Our treatment is very brief; we refer the reader to various books (e.g., [23, 27, 8, 9, 29] ) for more background on MDPs and reinforcement learning.
Markov decision processes and Q-functions
In this paper, we study Markov decision process (MDP) with a finite set of possible states X , and a finite set of possible actions U. The states evolve dynamically in time, with the evolution being influenced by the actions. More precisely, we define a collection of probability transition functions {P u (· | x) | (x, u) ∈ X × U }, indexed by state-action pairs (x, u). When in state x, performing an action u causes a transition to the next state drawn randomly from the transition function P u (· | x). The next ingredient of an MDP is a reward function r; it maps state-action pairs to real numbers, so that r(x, u) is the reward received upon executing action u while in state x. A deterministic policy π is a mapping from the state space to the action space, so that action π(x) is taken when in state x.
The quality of a policy is measured by the expected sum of discounted rewards over all stateaction pairs in an infinite sample path. Of central interest to this paper is the Q-value-function or state-action function associated with a given policy π. For a given discount factor γ ∈ (0, 1), it is given by
That is, it measures the expected sum of discounted rewards, conditioned on starting in state-action pair (x, u), and following the policy π in all subsequent transitions.
Bellman operators and Q-learning
Naturally, we would like to choose the policy π so as to optimize the values of the Q-function.
From the classical theory of finite Markov decision processes [23, 27, 9] , it is known that there exists an optimal deterministic policy, and it can be found by computing the unique fixed point of the Bellman operator. The Bellman operator is a mapping from R |X |×|U | to itself, whose (x, u)-entry is given by
It is well-known that T is γ-contractive with respect to the ∞ -norm
This property ensures the existence and uniqueness of a fixed point θ * , and any optimal policy takes the form π * (x) ∈ arg max u∈U θ * (x, u).
In the learning context, the transition dynamics {P u (· | x), (x, u) ∈ X × U } are unknown, so that it is not possible to exactly evaluate the Bellman operator. Instead, we assume some form of access to a simulation engine that generates samples. In this paper, we study the synchronous or generative setting, in which at each time k = 1, 2, . . . and for each state-action pair (x, u), we observe a sample x k (x, u) drawn according to the transition function P u (· | x). We note that guarantees for the sychronous setting can be transferred to guarantees for the on-line setting via notions of cover times of Markov chains; we refer the reader to the papers [12, 5] for conversions of this type.
The synchronous form of Q-learning algorithm generates a sequence of iterates {θ k } k≥1 according to the recursion
Here λ k ∈ (0, 1) is a stepsize to be chosen by the user. The operator T k is a mapping from R |X |×|U | to itself, and is known as the empirical Bellman operator : its (x, u)-entry is given by
Here x k ∈ R |X |×|U | is a random matrix indexed by state-action pairs (x, u); entry x k (x, u) is drawn according to the probability distribution P u (· | x). By construction, for any fixed θ, we have
, so that the empirical Bellman operator (5) is an unbiased estimate of the population Bellman operator (2) . Thus, we recognize Q-learning as a particular form of stochastic approximation. For future reference, it is worth noting that T k is also γ-contractive with respect to the ∞ -norm; in particular, we have
for any pair of Q-functions θ and θ , as can be verified by direct calculation.
The effective variance in ordinary Q-learning
As is well known from the theory of stochastic approximation, the accuracy of iterative procedures like Q-learning (4) is partly controlled by the variance of the updates. In order to make this intuition clear, let us introduce the error matrix ∆ k = θ k − θ * , and rewrite the Q-learning updates (4) in the recentered form
Here
is a zero-mean random matrix, in which entry (x, u) has variance
The matrix of variances σ 2 (θ * ) controls the asymptotic behavior of the algorithm, and it plays a central role in our non-asymptotic analysis in the sequel.
Variance-reduced Q-learning
In this section, we give a precise specification of the variance-reduced Q-learning algorithm studied in this paper. Before doing so in Section 3.2, we begin in Section 3.1 with some intuition from an oracle form of variance reduction. In Section 3.3, we state our main theoretical result (Theorem 1) on variance-reduced Q-learning, along with a corollary that shows its minimax optimality up to a logarithmic factor.
Q-learning with oracle variance reduction
We begin with a thought experiment about an algorithm that, while neither implementable nor sensible-because it assumes access to the quantity θ * that we are trying to compute-nonetheless provides helpful intuition. More precisely, suppose that we could compute both an empirical Bellman update T k (θ * ) and the population 1 Bellman update T (θ * ). In this case, we could implement the recentered "algorithm"
What is the effective variance of these updates? Again defining the error matrix ∆ k := θ k − θ * , we find that it evolves according to the recursion:
By construction, this is entirely analogous to the evolution of the error matrix in ordinary Qlearning (7), but without the additional additive noise term. Moreover, from the γ-contractivity of the empirical Bellman update (6), each of updates ∆ → T k (θ * + ∆) − T k (θ * ), for k = 1, 2, . . . , is γ-contractive in ∞ -norm. Consequently, if we were to run this idealized algorithm (9a) with a constant step size, the error matrix ∆ k from the idealized update (9b) would vanish at a geometric rate.
While the idealized update is not implementable, it gives intuition for the form of variance reduction that we study. Given an algorithm that converges to θ * , we can use one of its iterates θ as a proxy for θ * , and then recenter the ordinary Q-learning updates by the quantity − T k (θ) + T (θ). Note that even this recentering is not implementable, since we cannot compute the population Bellman update T (θ) exactly. However, we can use a set of samples to generate an unbiased approximation of it. In a nutshell, this is the form of variance-reduced Q-learning that we study.
An implementable form of variance reduction
With this intuition in hand, let us now describe the form of variance-reduced Q-learning that we study in this paper. At the core of the algorithm is a variance-reduced form of Q-learning, which we describe Section 3.2.1. The algorithm itself consists of a sequence of epochs, and we specify the form of each epoch in Section 3.2.2. We combine these ingredients to specify the overall algorithm in Section 3.2.3.
The basic variance-reduced update
We begin by defining a sequence of operators {V k } k≥1 that define the variance-reduced Q-learning algorithm. Recall from our previous discussion that the method uses a matrix θ as a surrogate to θ * , and requires an approximation to the Bellman update T (θ). In particular, for a given integer N ≥ 1, the parameters of the algorithm, we define the Monte Carlo approximation
where D N is a collection of N i.i.d. samples (i.e., matrices with samples for each state-action pair (x, u)). By construction, the random matrix T N (θ) is an unbiased approximation of population Bellman update T (θ). Each of its entries has variance proportional to 1/N , so that we can control the approximation error by a suitable choice of N . Given the pair (θ, T N (θ)) and a stepsize parameter λ ∈ (0, 1), we define an operator
Here T k is a version of the empirical Bellman operator constructed using a sample not in D N . Thus, the random operators T k and T N are independent. By construction, we have
so that this update is unbiased as an estimate of the population Bellman update. As noted earlier, the device used to construct the variance-reduced operator (11) is the same as that used in the SVRG algorithm for stochastic optimization [16] .
A single epoch
Having defined the basic variance-reduced update (11), we now describe how to exploit in a sequence of epochs. The input to each epoch is a matrix θ, corresponding to our current best guess of the optimal Q-function θ * . Epochs are parameterized by their length K, corresponding to the number of iterations of the variance reduced update, and a second integer N , corresponding to the number of samples used to compute the Monte Carlo approximation T N . We summarize the operation of an epoch in terms of the following function RunEpoch:
(2) Initialize θ 1 = θ.
(3) For k = 1, . . . , K, compute the variance-reduced update (11):
Output: Return θ K+1 .
The choice of stepsize λ k = 1 1+(1−γ)k is motivated by our previous work on ordinary Q-learning [34] , where we proved sharp non-asymptotic bounds with this choice. We use this same approach in analyzing the behavior of the variance-reduced updates (Step (3) in RunEpoch) within each epoch. (It is worth noting that past work [28, 12] shows that the stepsize choice λ k = 1/k leads to very poor behavior with ordinary Q-learning-in particular, a convergence rate that is exponentially slow in terms of the discount complexity parameter-and the same statement would apply to our variance-reduced updates.)
Overall algorithm
We now have the necessary ingredients to specify the variance-reduced Q-learning algorithm. The overall algorithm is parameterized by three choices: the total number of epochs M ≥ 1 to be run; the length K of each epoch; and the sequence of recentering samples {N m } M m=1 used in the M epochs. Each epoch is based on a single call to the function RunEpoch. Over all the epochs, the total number of matrix samples used in any run of the algorithm is given by KM + Output: Return Q-function estimate θ M For a given tolerance parameter δ ∈ (0, 1), we we choose the epoch length K and recentering sizes {N m } M m=1 so as to ensure that our final guarantees hold with probability at least 1 − δ. The dependence on the failure probability δ scales as log(1/δ). For the purposes of our analysis, we choose these parameters in the following way:
and in epochs m = 1, . . . , M , we use the
Recentering sample sizes
A few comments about these choices are in order. First, our choice of the epoch length (13a) serves to make the error decrease by a factor of 1/2 in each epoch. A larger choice K is not helpful (and in fact, wastes samples), since the effective noise in variance-reduced Q-learning includes an additional bias term that persists independently of the number of iterations within the epoch. On the other hand, note that the number of samples N m used in epoch m follows the geometric progression 4 m as a function of the epoch number. This increase is needed in order to ensure that the bias introduced in our estimate of the Bellman operator T N (θ m−1 ) decreases geometrically as a function of m. Our particular choice of the factor 4 in the geometric progression was for concreteness, and is not essential; as shown in Figure 1(b) , the algorithm has qualitatively similarly convergence behavior for other choices of this parameter.
Theoretical guarantees
In this section, we state our main theoretical guarantees on variance-reduced Q-learning, beginning with its geometric convergence rate as a function of the epoch number (Theorem 1), followed by an upper bound on the total number of samples used (Corollary 1).
Geometric convergence over epochs
Our main result guarantees that variance-reduced Q-learning exhibits geometric convergence over the epochs with high probability. More precisely, we have: Theorem 1. Given a γ-discounted MDP with optimal Q-function θ * and a given error probability δ ∈ (0, 1), suppose that we run variance-reduced Q-learning from θ 0 = 0 for M epochs using parameters K and {N m } m≥1 chosen according to the criteria (13). Then we have
with probability at least 1 − δ.
An immediate consequence of Theorem 1 is that for any > 0, running the algorithm with the number of epochs
yields an output that is -accurate in ∞ -norm, with probability at least 1 − δ.
In Figure 1 , we provide some plots that illustrate the qualitative behavior of variance-reduced Q-learning. In panel (a), we plot the log ∞ -error versus the number of samples for both VR-Q-learning (red dashed curves), and ordinary Q-learning (blue solid curves). Due to the epoch structure of VR-Q-learning, note how the error decreases in distinct quanta. 2 For small values of the discount factor γ, the convergence rate of VR-Q-learning is very similar to that of ordinary Q-learning. On the other hand, as γ increases towards 1, we start to see the benefits of variance reduction, as predicted by our theory. In Theorem 1, we proved that the algorithm converges at a geometric rate, with contraction factor 1/2 in terms of the number of epochs. The factor of 2 is a consequence of the term 4 m in our choice (13b) of the recentering sample sizes. More generally, by replacing the factor of 4 m with a term of the form (C 2 ) m for any C > 1, we can prove geometric convergence with contraction factor 1/C. Panel (b) illustrates the qualitative effects of varying the choice of the base parameter C on the convergence behavior of the algorithm.
Total number of samples used
We now state a corollary that provides an explicit bound on the number of samples required to return an -accurate solution with high probability, as a function of the instance θ * . We then specialize this result to the worst-case setting. In stating this result, we introduce the complexity parameter,
and recall that the number of epochs is given by M = log 2 b 0 . Corollary 1. Consider a γ-discounted MDP with optimal Q-function θ * , a given error probability δ ∈ (0, 1) and ∞ -error level > 0. Then there are universal constants c, c such that a total of
samples is sufficient to obtain an -accurate estimate with probability at least 1 − δ.
See Section 4.4 for the proof of this claim.
Note that the bound (16) depends on the instance via the quantities σ(θ * ) and θ * ∞ , both of which can vary substantially as a function of θ * . In order to obtain worst-case bounds, we study the the class M (γ, r max ) of all optimal Q-functions that can be obtained from a γ-discounted MDP with an r max -uniformly bounded reward function. (The reward function is r max -uniformly bounded means that max (x,u)∈X ×U |r(x, u)| ≤ r max .) Over this class, it is known (see Lemma 1, [34] ) that
Consequently, we have
Applying this upper bound to equation (16) and simplifying, we find the uniform upper bound
Thus, we have recovered the worst-case cubic scaling in the discount complexity parameter 1/(1−γ), as claimed.
Proof of Theorem 1
We now turn to the proof of Theorem 1, deferring the proofs of various auxiliary lemmas to the appendix.
High-level roadmap
At a high-level, we prove Theorem 1 via an inductive argument. To set up the induction, we say that epoch m terminates successfully-or is "good" for short-if its output θ m satisfies the bound
Our strategy is to show that, with the specified choices of K and {N m } m≥1 , the bounds (19) hold uniformly with probability at least 1 − δ, and we do so via induction on m. The inductive argument consists of two steps.
Base case m = 1: Given the initialization θ 0 = 0, we prove that θ 1 satisfies the bound (19) with probability at least 1 − δ M .
Inductive step: In this step, we suppose that the input θ m to epoch m satisfies the bound (19) . We then prove that θ m+1 satisfies the bound (19) with probability at least 1 − δ M .
Union bound: Finally, by taking a union bound over all M epochs of the algorithm, we are guaranteed that the claim (19) holds uniformly for all m = 1, . . . , M , with probability at least 1 − δ. This implies the claimed bound (14) in the theorem statement.
Proof of the base case
For the given initialization θ 0 = 0, note that we have T k (θ 0 ) = r and T N (θ 0 ) = r. Consequently, we have T k (θ 0 ) − T N (θ 0 ) = 0, so that the variance-reduced updates (11) reduce to the case of ordinary Q-learning with stepsize λ k = 1 1+(1−γ)k . It follows from analysis in our past work [34] that there is a universal constant c > 0 such that, after M iterations, we have
with probability at least 1 − δ M , where the matrix of variances σ 2 (θ * ) = var T(θ * ) was defined previously (8) .
for a sufficiently large constant c suffices to ensure that
Since θ 1 = θ K+1 by definition, this bound is equivalent to the claim (19) for the base case m = 1, as desired.
Proof of inductive step
For this step, we assume that the input θ m to epoch m satisfies the bound (21) and our goal is to show that θ m+1 − θ * ∞ ≤ bm 2 . Recall that θ m+1 is equivalent to the output θ K of running K rounds of variance-reduced Q-learning from the initialization θ 0 = θ m , using the parameter N = N m for the operator T N . In this section, we prove that there is a universal constant c > 0 such that
with probability at least 1 − δ M . From this bound, we see that the choices of K and N m given in equation (13), with sufficiently large constants of the pre-factors c 1 and c 2 , are sufficient to ensure that θ K − θ * ∞ ≤ bm 2 with probability at least 1 − δ M , as desired. Accordingly, the remainder of this section is devoted to proving the bound (22) .
Throughout the remainder of this proof, we drop the subscript m as it can be implicitly understood; in particular, we use N , b and θ as shorthands for N m , b m and θ m , respectively.
Rewriting the update
Recall the form of the variance-reduced Q-learning updates (11) . We begin by re-writing these updates in a form suitable for analysis using the general results on stochastic approximation from Wainwright [34] . Define the recentered operators
By recentering the updates (11) around the optimal Q-function θ * , we can write
where
is a random noise sequence. We use this noise sequence to define an auxiliary stochastic process
Note that the operator H k (θ) = T k (θ) − T k (θ * ) is monotonic with respect to the orthant ordering, and γ-contractive with respect to the ∞ -norm. Consequently, from past results, we have:
Corollary 2 (Adapted from the paper [34] ). For all iterations k = 1, 2, . . ., we have
In order to derive a concrete result based on this bound, we need to obtain high-probability upper bounds on the terms P ∞ . We begin by decomposing the effective noise into a sum of three terms that can be controlled nicely. Recalling the definition (23) of H k and H N , we have
Thus, if we define another recentered operator H(θ) = T (θ) − T (θ * ), then we have
From the linearity of the recursion (25) and the fact that W • and W † are independent of k, we can write
where the stochastic process {P k } k≥1 evolves according to a recursion of the form (25) with W k replaced by W k . Applying the bound (26) at iteration K and using the fact that θ 1 − θ * ∞ ≤ b by assumption, we find that
Thus, it remains to bound the two terms on the right-hand side, involving the noise terms W • and W † , as well as the stochastic process {P k } k≥1 .
Bounding the recentering terms
We begin by bounding the noise terms W • and W † , which arise from differences between the population Bellman operator T and the randomized approximation T N used to recenter the iterates throughout the given epoch. Note that both W • and W † are zero mean random variables, formed of sums of N i.i.d. terms, so that we can control their magnitudes by increasing N . The following lemma makes this intuition precise:
Lemma 1 (High probability bounds on recentering terms). Fix an arbitrary δ ∈ (0, 1).
(b) There is a universal constant c such that
The proof is a relatively straightforward application of Hoeffding's inequality (for the bound (29a)) and Bernstein's inequality (for the bound (29b)). See Appendix A.1 for the details.
Bounding the process {P k } k≥1
Our next step is to control the terms in the bound (28) that depend on the stochastic process
Lemma 2 (High probability bound on noise). There is a universal constant c > 0 such that for any δ ∈ (0, 1)
with probability at least 1 − δ 3M .
The proof of this lemma is more involved, in particular involving an inductive argument to control the MGF of the process {P k } k≥1 . See Appendix A.2 for the details.
Putting together the pieces
We now put together the pieces, in particular using the bounds (29) and (30) to control the terms in the inequality (28) , with the ultimate goal of proving the claim (22) . Doing so yields that there are universal constants such that
By union bound over the three different bounds that we have applied (each holding with probability at least 1 − δ 3M ), the overall bound holds with probability at least 1
Putting together the pieces yields that, with probability at least 1 − δ M , we have
for some universal constant c. Thus, we have proved the desired claim (22) , which completes the proof of Theorem 1.
Proof of Corollary 1
Finally, let us prove the bound on the total number of samples used, as stated in Corollary 1. Recall that we use K samples for the Q-learning updates within each epoch, and N m samples to compute the recentering operator T Nm in epoch m. Defining b 0 := var(θ * ) ∞ + θ * ∞ (1 − γ), the total number of samples is used
as claimed in equation (16).
Discussion
In this paper, we have proposed a variance-reduced form of Q-learning, and shown that it has sample complexity that achieves the minimax optimal sample complexity, up to a logarithmic factor in the discount complexity 1/(1 − γ). Although our result can be summarized succinctly in this way, in fact, our analysis is instance specific, and we have proved bounds that depend on the optimal Q-function θ * via its supremum norm θ * ∞ , and the variance σ 2 (θ * ) of the associated empirical Bellman update. Although the analysis of this paper focuses purely on the tabular setting, the variance-reduced Q-learning algorithm itself can be applied in more generality. It would be interesting to explore the uses of this algorithm in more general settings.
A Proof of auxiliary lemmas
In this appendix, we collect the proofs of Lemmas 1 and 2, used in the proof of Theorem 1.
A.1 Proof of Lemma 1
The lemma consists of the two separate bounds (29a) and (29b), and we split our proof accordingly.
Proof of bound (29a): By definition, the random operator
terms. Each random operator T i is γ-contractive, so that for each state-action pair (x, u), we have
Consequently, each entry of the noise matrix W • is zero-mean, and the i.i.d. sum of N random variables bounded in absolute value by b. Therefore, the claim follows from Hoeffding's inequality for bounded random variables [33] .
Proof of bound (29b): Note that T N (θ * ) − T (θ * ) is a sum of N i.i.d. terms, each bounded in absolute value by θ * ∞ , and with variance matrix σ 2 (θ * ), as was previously defined in equation (8) . Consequently, by a combination of the union bound (over state-action pairs) and Bernstein's inequality, there is a universal constant c such that, with probability at least 1 − 
A.2 Proof of Lemma 2
Our proof consists of two steps. First, we prove by induction that the moment-generating function of P k (x, u) is upper bounded as log E e sP k (x,u) ≤ b 2 s 2 λ k−1 8 for all s ∈ R,
uniformly over all state-action pairs (x, u). Combining with the Chernoff bounding technique and the union bound, we find that there is a universal constant c such that
Taking union bound over all K iterations, we find that
with probability at least 1 − δ 3M . From the proof of Corollary 3 in the paper [34] , we have
again for some universal constant c. Putting together the pieces yields the claimed bound (30) .
A.2.1 Proof of the claim (31)
It remains to prove the bound (31) . Recall that the stochastic process {P k } k≥1 evolves according to the recursion P k+1 = (1 − λ k )P k + λ k W k , where
Since the operator T k is γ-contractive, we have
where the final step uses the assumption that θ − θ * ∞ ≤ b. Moreover, we have E[ H k (θ)] = H(θ), so that each W k is a zero-mean random matrix, with its entries bounded in absolute value by b. Consequently, by standard results on sub-Gaussian variables (cf. Chapter 2, [33] ), we have log E e sW k (x,u) ≤ s 2 b 2 8 for all s ∈ R,
valid for each state-action pair (x, u). We use this auxiliary result to prove the claim (31) by induction.
Base case: The case k = 1 is trivial, since P 1 = 0. Turning to the case k = 2, we have P 2 = λ 1 W 1 , and hence log E e sP 2 (x,u) = log E e
where the final bound follows from the fact that λ 1 = 1 1+(1−γ) ≤ 1.
Induction step: Next we assume that the claim (31) holds for some iteration k ≥ 1, and we verify that it holds at iteration k + 1. By definition of P k+1 and the independence of P k and W k , we have log E e sP k+1 (x,u) = log E e s(1−λ k )P k (x,u) + log E e
where the inequality makes use of the inductive assumption, and the bound (33) . Recalling that λ k = 1 1+(1−γ)k , we have
which verifies the claim (31) for k + 1.
