(1.1) y(*+l)=/(x,y(x)), where x is a complex variable, y is an re-dimensional vector, and f(x, y) is an re-dimensional vector with components holomorphic in the region
Im(x) ^ Ä", ||y|| = Max |y¿| ^ 50, the y i being components of y. We assume that / admits a uniformly asymptotic expansion /(x,y)s¿x-*/*(y) *=0
for ||y || ^ ôo as x tends to infinity in the region Im(x) ^ R0. The coefficients fk(y) are assumed to be holomorphic for ||y|| ;£ 50. Let X, be the eigenvalues of the matrix foy(0). We shall make the following assumptions: Due to a result which we have proved in one of our previous papers [4], we may assume without loss of generality that B(x) is a diagonal matrix if |x,|Hx,|.
be a transformation of the vector u such that P(x, z) is holomorphic for Imix) ^ R2, ||z| ^ b", and admits a uniformly asymptotic expansion (1.6) P(x,z)^¿x ~"Pk(z) [March for ||z|| ^ b" as x tends to infinity in the region Im(x) g R2, where Pkiz) are holomorphic for ||z|| _5 b". The transformation P will have a convergent representation in powers of z, which we assume has the form (1.7) Pix,z)=z+ £ Ppix)z*.
IP I È2
Since P admits the asymptotic expansion (1.6), the coefficients ¿%(x) also admit asymptotic expansions in powers of x"1. We shall prove the following theorem:
Theorem. Let the eigenvalues X¡ of foyiO) satisfy In order to determine the transformation P, we have to solve the functional equation (1.11) P(x + 1, ß(x)z) = gix, Pix, z)).
Let Z(x) be a fundamental matrix of solutions for the linear system (1.10). Then the general solution of (1.10) can be written in the form (1.12) z(x) =Z(x)c(x), where c(x) is an arbitrary periodic vector-valued function of period 1. We shall show that if x is restricted to a region of the form
where a is a positive constant determined by X1; • • •, X" and a is an arbitrary real number, the fundamental solution Z(x) is bounded and tends to zero as x tends to infinity in the region (1.13). Hence, if c(x) is sufficiently small the general solution of (1.1) is given by
in the region (1.13). The scalar case, re = 1, has been treated by J. Horn [5] under the assumption that f(x,y) is holomorphic for |x| ^ R0, \\y\\ Ú b0 using Laplace transform techniques. W. J. Trjitzinsky [7] has treated the single reth order equation y(x + n) =/(x,y(x),y(x+ 1),---,y(x +n -1)) under various assumptions including f(x,0,0, -..,0) =0, i.e., the existence of a solution p(x) = 0. He constructed formal series expansions equivalent to our series (1.7) which he proved are asymptotic to true solutions, while we have established the convergence of this infinite series. Furthermore, our results, while extending known results such as these, are obtained in a simpler and more direct manner. 
On the other hand, since
we have
By inserting (2.5) into (2.4) and identifying terms in both sides, we get
where <S*(z) is a polynomial of Pk-ik' < k) and if Pk-ik' < k) are 0(||z||2), then ©t(2) = 0(||z||2),. There exist Pkiz) satisfying (2.7), and QAz) = Pk(z) -PlN)(z).
Then the equation (2.11) becomes Let í be the set of all vector-valued functions Q(z) such that
5 is convex and compact with respect to the topology of uniform convergence on each compact subset of Î). Define a transformation T by
for QE &■ Since we have (2.9), the right-hand member of (2.16) is holo- . Let P(x,z) be an re-dimensional vector such that components of P are holomorphic for Im(x) S: Rx, \\z\\ ^ 5" and that P admits the uniformly asymptotic expansion (3.1) P(x,z)^¿x'kPk(z)
for ||z|| g? ô" as x tends to infinity in the region Im(x) ^ Rx, where the right-hand member of (3.1) is the formal solution of (1.11). Furthermore, since we have (2.8), we can assume that
The existence of P is guaranteed by the Borel-Ritt Theorem [2] .
Put (3.3) P(x,z) = P(x,z)+H(x,z).
Then the equation (1.11) becomes The coefficients G0, G\ and G,, are holomorphic for Im(x) ^ ñ1; ||z|| á ôi, and they admit asymptotic expansions in powers of x \ In particular, since G0(x,z) =g(x,P(x,z)) -P(x + l,B(x)z), we have (3.7) G0(x,z)^0
uniformly for ||z|| ^ 5i as x tends to infinity in the region Im(x) _t Pb because the asymptotic expansion of P is the formal solution of (1.11). Furthermore, we have On the other hand, we have (3.9) Gx(x,z) = gAx,P(x,z)) = B(x) + 0(\\z\\).
4. Lemmas on linear nonhomogeneous difference equations. In the sequel we shall need estimates of solutions of difference equations of the form This is the desired solution, and the proof of Lemma 1 is completed.
Remark. If a, b and f admit asymptotic expansions in powers of x-1 as x tends to infinity in the region Im(x) > Rx, then the solution constructed above also admits an asymptotic expansion in powers of x"1. This can be deduced from our previous results [3] .
Let biix) ii = 1,2, • --,re) be the diagonal elements of the diagonal matrix B(x) which was given in the introduction.
Then 6¿(x) admit asymptotic expansions 
-r Im(i) > RX
This is a corollary of Lemma 1. It is important that r and Rx are determined only by B(x) and are independent of j and p. If f(x) admits an asymptotic expansion in powers of X-1, then y(x) also admits an asymptotic expansion in powers of x"1.
Formal solution of equation (3.4). If we can construct a solution H(x,z)
of (3.4) such that (i) H(x,z) is holomorphic for Im(x) è #2, II2II g ¿3, ( ii) H(x,z) ^ 0 uniformly for \\z\\ g <53 as x tends to infinity in the region Im(x) è Ä2, (iii) H(x,z) -0(|| 21|2) for Im(x) ^ fi2, |z|| g á3, then we get the desired solution of (1.11) by defining P by (3.3).
In order to construct such a solution H of (3.4), first of all, we shall construct a formal solution of (3.4) in the following form: for Im(x) > Rx. 6 . Majorant. In order to prove the convergence of the formal series (5.1), we shall construct a majorant.
Since G0(x,z) is asymptotically zero, for any positive integer m, there exists a positive constant Lm such that Hence H(x,z) Si 0 uniformly for ||2|| g b3 as x tends to infinity in the region Im(x) > R'2 since /re is arbitrary. This completes the proof of our theorem. Remark. We can make p arbitrarily large by making <53 sufficiently small. Hence we can make R'2 = Rx.
7. Estimates of fundamental matrix of solutions of (1.10). The system (1.10) is equivalent to re scalar equations of the form (7.1) w(x + l) =b(x)w(x), where b(x) is holomorphic for Im(x) ^ R2 and is a solution of (7.1). The third equation of (7.4) is satisfied by Since we have (7.3), </>(x) is holomorphic and bounded for Im(x) ^ R2. The first and the second equations of (7.4) are satisfied, respectively, by Xu"a) and x°lA, where a is an arbitrary real number. Thus we get a solution w(x) = \{x-a)xc^<t>(x) of (7.1). Let 0 = arg(logX). Since |X| > 1, we have |0| < ?7r. The solution w(x) is bounded for
where y is an arbitrary positive number. Furthermore, w(x) tends to zero as x tends to infinity in the region (7.5).
For each of the scalar equations z(x+l) = 6¿(x)z(x), results of this nature are available. The corresponding regions (7.5) have a nonempty intersection. Hence there exists a direction a such that the fundamental matrix Z(x) of (1.10) is bounded for (1.13) and tends to zero as x tends to infinity in (1.13).
Remark. The region (1.13) is determined by the choice of log X¿. However, the converse is not true (see, Y. Sibuya [6] ). If we only assume the representation (8.2) for g, we may directly construct P in the form (1.7) in the same manner as in § §4, 5, and 6.
A functional equation similar to (1.11) has been investigated by R. Bellman [l] in the study of stochastic transformations. 
