ABSTRACT In order to improve the optimization efficiency of the biogeography-based optimization (BBO) algorithm, an improved BBO algorithm, that is, worst opposition learning and random-scaled differential mutation BBO (WRBBO), is presented in this paper. First, BBO's mutation operator is deleted to reduce the computational complexity and a more efficient random-scaled differential mutation operator is merged into BBO's migration operator to obtain global search ability. Second, in order to balance exploration and exploitation, the BBO's migration operator is replaced with a dynamic heuristic crossover to enhance the local search ability. Finally, a worst opposition learning is merged into the improved algorithm to avoid trapping into local optima. A large number of experiments are made on 18 various kinds of classic benchmark functions and some complex functions from the CEC-2013 test set. In addition, WRBBO is applied to clustering optimization and medical image segmentation. The experimental results show that WRBBO has better optimization efficiency on benchmark function optimization, clustering optimization, and medical image segmentation than quite a few state-of-the-art BBO variants and other algorithms.
I. INTRODUCTION
Many problems in the real world can be considered as optimization problems. In the past, empirical analysis and mathematical methods are used to solve the problems. However, with the development of science, technology and society, more and more optimization problems have become more diversified and complex, and it is difficult for the previous optimization techniques to solve them. In recent decades, many algorithms inspired by swarm intelligence have been proposed. The swarm-based algorithm is a kind of Intelligent Optimization Algorithms (IOAs) that simulates natural phenomena, etc. IOAs have higher efficiency than traditional optimization methods have and they are widely adopted to deal with many optimization problems in science and engineering fields [1] - [3] . Well-known IOAs include Particle Swarm Optimization (PSO) [2] , [4] , The associate editor coordinating the review of this manuscript and approving it for publication was Jagdish Chand Bansal. Artificial Bee Colony (ABC) [5] , Differential Evolution (DE) [6] , [7] , Gray Wolf Optimizer (GWO) [8] , Flower Pollination Algorithm (FPA) [9] , Cuckoo Search (CS) [10] , Biogeography-Based Optimization (BBO) [11] and so forth.
BBO is one of IOAs, proposed by Simon [11] . In BBO, there are two main operators, migration and mutation. BBO mainly uses migration to realize information sharing between habitats, thereby obtaining exploitation capability; and the mutation operator mimics the mutation of habitats so as to obtain exploration ability and finally BBO may find approximately optimal solution. The mechanism of BBO is unique, simple and easy to implement, and BBO has good exploitation ability, so it has received extensive attention. BBO has achieved great success in numerical optimization problems [12] and is also widely used in many other fields [12] - [14] . However, BBO has some drawbacks, such as low optimization efficiency when solving some optimization problems. The optimization efficiency of BBO should be comprehensively improved from the two main aspects: (1) BBO can get better optimization performance by improving the optimization ability and enhancing the balance between exploration and exploitation; (2) The optimization process is less time-consuming by reducing computational complex and accelerating convergence speed.
To enhance the optimization performance of BBO, many researchers have done a lot of work. Zheng et al. [15] proposed an Ecogeography-Based Optimization (EBO) which regarded the population of islands as an ecological system with a local topology and the two novel migration operators were designed to perform effective exploration and exploitation to improve the optimization performance of BBO. Ma and Simon [16] presented a blended migration operator which used the two habitats' features to replace the features of the immigration habitat to improve the optimization ability. Niu et al. [17] combined the mutation motivated from DE and chaos theory into the BBO structure to enhance the optimization performance. Zhang et al. [18] came up with a novel hybrid algorithm based on BBO and GWO. The two algorithms were improved respectively, and then combined together, the experimental results show that the proposed algorithm enhances the optimization performance. Khademi et al. [19] put forward a hybrid BBO, which embedded the migration operator of BBO into Invasive Weed Optimization (IWO) to improve the optimization ability.
To reduce the computational complexity of BBO, Gong et al. [20] proposed a hybrid BBO with mutation operator to improve the optimization performance and reduce the computational complexity. Zhang et al. [21] presented an efficient and merged BBO to reduce the computational complexity. Guo et al. [22] proposed three novel migration operators to enhance the optimization performance and reduce the computational complexity.
Although these BBO variants reviewed above have improved the optimization performance or reduced the computational complexity of BBO, they still have not high optimization efficiency when dealing with some optimization problems. In order to deal with the optimization problems of various types more efficiently, it is necessary to further improve the optimization efficiency of BBO, so the improvement research on BBO is still meaningful and valuable. This paper presents a Worst opposition learning and Random-scaled differential mutation BBO (WRBBO) to obtain higher optimization efficiency. The contributions are described as follows.
1. A dynamic heuristic crossover is designed to improve the local search ability and accelerate the convergence speed, where the example learning selection is employed to reduce the computational complexity and improve the local search ability, too.
2. The original mutation operator is moved out and a random-scaled differential mutation is embedded into the migration operator to obtain stronger exploration ability.
3. A worst opposition learning approach is employed to prevent the algorithm from falling into local optima.
4. WRBBO is tested on 18 classic functions and some complex functions from CEC-2013 test set. The Wilcoxon signed-rank test is employed to verify the optimization performance of WRBBO. The results indicate that WRBBO performs more effectively than many state-of-the-art BBO variants and other IOAs.
5. Besides, WRBBO is applied to clustering optimization and medical image segmentation. The results also show that WRBBO outperforms most of the competitive algorithms.
The graphical abstract of this paper is shown in Figure 1 . The rest of this paper is organized below. Section II gives a brief of BBO. The proposed algorithm, WRBBO, is elaborated in Section III. The experimental results are reported and VOLUME 7, 2019 analyzed in Section IV. Section V provides conclusions and future work.
II. BBO
BBO was proposed in 2008, based on biogeography [11] . A population consists of several habitats. Each habitat estimates its survival environment through Habitat Suitability Index (HSI). The factor which affects HSI is called Suitability Index Variables (SIVs), including temperature, humidity, illumination, etc. Assuming that there are N habitats in the solution space of the D-dimensional optimization problem, each habitat can be regarded as a D-dimensional candidate solution, the habitat's SIVs are equivalent to their corresponding candidate solution components and the HSI of the habitat is equivalent to the fitness value of its candidate solution.
In BBO, the migration operator achieves information sharing between habitats. The number of species in a habitat is inversely related to the immigration rate and positively related to the emigration rate, which are calculated by the linear migration model in Figure 2 . The calculations are expressed by Eqs. (1) and (2) . where I and E are the maximum immigration and emigration rates, respectively. S i is the current number of species of the habitat H i , S max is the maximum number of species and S 0 is the balance point of immigration and emigration. The information sharing between habitats is completed by the migration operator as shown by Eq. (3).
where H i is the immigration habitat, H k is the emigration habitat and SIV is the emigration component. In addition, the mutation operator is used to change SIVs of the habitat randomly according to the habitat's mutation probability. The mutation rate is calculated by Eq. (4) .
where m max represents the maximum mutation probability which is a user-defined parameter, and P i is the probability of species [8] . P max represents the maximum species number probability. The mutation operator is expressed by Eq. (5) .
where H i is the mutation habitat, lb j and ub j are the lower and upper boundary values of the jth SIV of H i , respectively, and rand is a uniformly distributed random real number between 0 and 1. In BBO, the elitism strategy is adopted to keep several best habitats. At the initial stage of each iteration, several best habitats in the current population are reserved, and several worst habitats are replaced by several best habitats in the final stage of this iteration. The pseudo-code of BBO is shown in Algorithm 1, where t is the current iteration number and MaxDT is the maximum number of iterations.
Algorithm 1 BBO
Begin Set parameters and randomly initialize the population (N) Calculate the HSI of each habitat and sort the population from the best to the worst according to their HSIs for t = 1 to MaxDT do Calculate the immigration, emigration and mutation rate, and keep some elitist habitats From Algorithm 1, BBO has the following defects. The mutation operator of BBO has some global search ability to prevent BBO from falling into local optima to some degree. However, the exploration ability of the mutation operator is weak, and it is difficult to keep balance with the exploitation ability of the migration operator. The mutation direction is at random, therefore, it may destroy some better solutions and slow down convergence speed in the later search phase. What's more, there is high computational complexity in the mutation operator. The migration operator of BBO adopts the direct-copying-based migration shown by Eq. (3). Although it can achieve some local search ability, the searchable positions of this simple migration model are limited and the local search capability is limited, too. In addition, the calculation steps of BBO are tedious, such as calculating the immigration rate, emigration rate and mutation rate, and sorting twice at each iteration. Thus, the computational complexity is very high. So WRBBO is proposed.
A. RANDOM-SCALED DIFFERENTIAL MUTATION
DE is a well-known IOAs with strong robustness. According to the distance and direction information between individuals in the current population, it guides the population to search for the optimal solution through differential calculation [6] . The mutation strategy of DE has excellent global search ability, which is adopted by many other improved algorithms to enhance the optimization performance [23] - [25] .
In this paper, the mutation operator of BBO is removed to avoid the destruction of the better solutions and also reduce the computational complexity. In order to make up the global search ability owing to the lack of the mutation operator, a more efficient random-scaled differential mutation operator is incorporated into the migration operator of BBO inspired by the DE algorithm. It is expressed by Eq. (6) almost the same as [18, eq. (15) ].
where H b is the best habitat in the current population, H m and H n are two habitats selected randomly, which satisfy m, n, i ∈ [1,N] and m = n = i, α d is the differential scaling factor. From Eq. (6), the jth SIV of H i is affected by the corresponding SIV of itself, the differential results of the best habitat and two other habitats in the current population; it can receive more diverse information to increase population diversity and improve global search ability.
Compared with the differential mutation operation of [18] , although two approaches adopt almost the same formula in form, two use different strategies of the scale factor, the scale factor of [18] is given to a random number which is uniformly distributed between 0 and 1, while that in this paper is changed with random scaled dynamic adjustment and its calculation is shown by Eq. (7).
From Eq. (7), the differential scaling factor is composed of the exponential form of random, the randomness is strong and the ability of global search is improved. What's more, the iteration number t increases, the value of β gradually increases, and rand is a uniformly distributed random real number between 0 and 1, so the value of α d has a decreasing trend. It can enhance the global search ability in the earlier phase and the local search ability in the later search phase.
The random-scaled differential mutation has the following characteristics: (1) The habitat selected is affected by itself, the best habitat and two randomly habitats (different information merged) to improve the global search ability. (2) The best habitat is selected to ensure that the population is moving in a good direction. (3) The random-scaled dynamic adjustment approach is adopted to improve the population diversity. (4) It can further enhance the global search ability in the earlier phase and the local search ability in the later search ability. (5) The random-scaled dynamic adjustment scaling can avoid the parameter setting and improve the operability of the algorithm.
B. DYNAMIC HEURISTIC CROSSOVER
In order to enhance the search ability further, a dynamic heuristic crossover operator is embedded into the migration operator instead of Eq. (3). It is expressed by Eq. (8) almost the same as in [18] and [21] .
where H e is selected by the example learning selection [18] instead of the roulette wheel selection.
Compared with the multi-migration operation of [18] , two approaches adopt almost the same formula in form, but two use different strategies in the coefficient, the coefficient of [18] is 2 √ t/MaxDT * (0.5 − rand). Compared with the sharing operator of [21] , although two approaches adopt almost the same formula in form, there are two differences, from Eq. (8), the features of immigration habitat minus the features of emigration habitat, while the features of emigration habitat minus the features of immigration habitat in [21] . Another difference is the coefficient, the coefficient of [21] is (rand-0.5), while that of this paper is changed with the cross-scaling factor. Inspired by the coefficient in GWO [7] , the cross-scaling factor (α h ) is employed which adopts the dynamic adjustment strategy and it is expressed by Eq. (9) .
From Eq. (9), the value of α h is 2 when t is 0 and the value of α h is 0 when t is MaxDT. α h is linearly decreased from 2 to 0 over the course of iterations. From Eq. (8), (H i (SIV j )-H e (SIV j )) can obtain a value whose disturbance direction and amplitude are dynamically changed by the random value obtained by (1-2 * rand) and α h , respectively, and adding the disturbance value to H e (SIV j ) to realize dynamically local search around H e (SIV j ). The value of (1-2 * rand) ranges from −1 to 1. In the early stage of the algorithm, the value of α h * (1-2 * rand) and the disturbance amplitude are large. It can search around a wide range to enhance the global search ability. In the later stages of the algorithm, the value of α h * (1-2 * rand) and the disturbance amplitude is small and VOLUME 7, 2019 H e is better than H i , the search direction is around H e to improve the accuracy of the solution and the local search ability. Besides, the dynamic cross-scaling factor is used to avoid setting the parameter to improve the operability of the algorithm too.
Compared with the migration operator shown by Eq. (3) of BBO, the dynamic heuristic crossover operator has the following differences: (1) The emigration habitat is selected by the roulette wheel selection in BBO, while the emigration habitat is selected by the example learning selection in WRBBO. This change reduces the computational complexity and makes the population move to better positions [18] , so the best solution can be found as quickly as possible. (2) In BBO, the features of the emigration habitat are copied directly into the immigration habitat. The dynamic heuristic crossover operator uses not only the characteristics of the emigration habitat, but also the disturbance values of the immigration and the emigration habitats. This increases the searchable range and enhances the population diversity.
C. WORST OPPOSITION LEARNING APPROACH
For an algorithm, it is easy to fall into local optima if the population diversity decreases under a certain condition. The opposition learning approach is introduced by Tizhoosh [26] , and it widely used to prevent the algorithm from falling into local optima [18] , [25] , [27] . A gray wolf randomly was used to perform the opposition learning approach to jump out of the local optima [18] . The opposition learning approach was used to improve the chaotic population through computing the opposite direction for each solution [25] . The last half of the population performed the opposition learning approach in [27] . In this paper, in order to further avoid falling into local optima, a worst opposition learning approach is proposed, that is, at each iteration, only the worst habitat adopts the opposition learning approach in the current population, and the habitat can jump greatly in the search space to improve the population diversity. It is expressed by Eq. (10) .
where H w is the worst habitat in the current population.
The opposition learning in WRBBO has the following characteristics. In WRBBO, the worst habitat in the current population is selected to adopt the opposition learning approach. From Eq. (10), the best habitat is used to perform the opposition learning approach. The reverse point of the best solution is acted as a new solution of the worst habitat. If the new solution is better than the original worst solution, the worst habitat is improved largely and the whole population may jump out of the local optima. If the new solution is worse than the original worst solution, it will only affect the poor solution and will not affect the quality of other solutions and the whole population.
D. OTHER IMPROVEMENTS
In addition to the above improvements, the elitist strategy [11] , [28] is replaced by the greedy selection [29] . This reduces one sorting step and doesn't need to set parameters of the elitist strategy. Furthermore, since habitats' HSIs are always effective in a lot of applications, the immigration rate calculation step is moved outside of the iteration loop and the objective functions use parallel computing, these improvements further reduce the computational complexity from multiple aspects. The pseudo code of WRBBO is shown in Algorithm 2 and its flowchart is given in Figure 3 .
There are the following differences between BBO and WRBBO: (1) BBO generates new solutions by the migration operator and the mutation operator, while WRBBO only uses the improved migration operator to update the solutions and there is no mutation operator standalone in WRBBO. (2) The mutation operator is used to enhance the global search ability in BBO, while the worst opposition learning approach and random-scaled differential mutation and so on are utilized to strengthen the global search ability in WRBBO. (3) BBO uses the elitist strategy to keep the best habitats, while WRBBO adopts the greedy selection to update the population to omit one sorting step. (4) BBO uses the roulette wheel selection to select the emigration habitat, while the example learning selection is used and the immigration rate calculation step is moved outside of the whole loop in WRBBO. In general, WRBBO enhances the search ability and reduces the computational complexity to obtain higher optimization efficiency.
IV. EXPERIMENT RESULTS AND ANALYSIS
This section is employed to verify the optimization efficiency of WRBBO. A lot of experiments are conducted to verify WRBBO. Subsection IV-A is the experimental setting. From Subsection IV-B to Subsection IV-D, the optimization performance of WRBBO is investigated and the running speed is tested in Subsection IV-E. The applications of WRBBO to clustering optimization and medical image segmentation are shown in Subsection IV-F. The experimental results are listed in Tables 2-6 and 8-9, they are all from our experiments, and the best are in bold.
A. EXPERIMENTAL SETTING
In order to verify WRBBO, a large number of experiments are made on some complex functions from CEC-2013 test set [30] and 18 different types of high-dimensional classic benchmark functions, including the unimodal functions (f 1 -f 5 ), the multimodal functions (f 6 -f 10 ), the shifted functions (f 11 -f 15 ) and the rotated functions (f 16 -f 18 ). The detailed information of these classic functions is listed in Table 1 . The unimodal function is used to evaluate the exploitation ability of the algorithm, the multimodal function is used to evaluate VOLUME 7, 2019 the exploration ability of the algorithm and the shifted and rotated functions are used to evaluate the ability of the algorithm to solve the complex optimization problem. To be fair, the common parameters of WRBBO and the other comparison algorithms are all set to the same. For the classic benchmark functions, the population size (N) is 20, the independent run number (Num) is 30. On the 30-dimensional functions, MaxDT is 2500 and Maximum Number of Function Evaluation (MNFE) is MaxDT * N. On the 50-dimensional functions, MaxDT is 3500 and MNFE is MaxDT * N. For CEC-2013 test set, according to the recommendation of [30] , Num is 51, MaxDT is 3000 on the 30-dimensional functions, N is 100 and MNFE is MaxDT * N. For WRBBO, the maximum immigration rate I is 1, and the other parameters of the comparison algorithms are referred to the corresponding reference. All experiments are implemented on PC with 3.1 GHz CPU and 4GB RAM memory under a Microsoft Windows 7 operating system. The programming language is MATLAB R2014a.
B. COMPARISON EXPERIMENTS ON 18 CLASSIC FUNCTIONS 1) COMPARISON WITH BBO VARIANTS
In this experiment group, WRBBO is compared with other BBO variants on the 30-dimensional functions. We select more competitive BBO variants as comparison algorithms to compare WRBBO, and the comparison algorithms include EBO [15] , Biogeography-Based Optimization algorithm with Mutation strategies (BBOM) [17] , Biogeography-based Learning Particle Swarm Optimization (BLPSO) [31] , Blended BBO (BIBBO) [16] , Laplacian BBO (LxBBO) [32] and hybrid DE with BBO (DEBBO) [20] with WRBBO. Although WRBBO is an improved algorithm of BBO, the original BBO is used to solve discrete problems. The improved algorithms of BBO have been proved to be more effective than BBO. Therefore, the comparison algorithms do not include BBO. The common parameters of the 6 algorithms are referred to Subsection IV-A, the other parameters are referred to the corresponding references. The results are shown in Table 2 .
From Table 2 , WRBBO ranks the first on 16 functions, ranks the second and third on 1 function, respectively. BBOM ranks the first on 2 functions and other algorithms don't rank the first. What's more, WRBBO obtains the optima value (0) in all the unimodal functions, that shows the dynamic heuristic crossover enhances the exploitation ability of the algorithm. On the multimodal functions (f 6 , f 7 -f 9 ), WRBBO obtains the optima value (0) to verify. This shows that the random-scaled differential mutation and the worst opposition learning approach make WRBBO obtain better global search ability. On the shifted functions (f 16 , f 18 ), WRBBO also obtains the optima value (0). This shows that WRBBO has the stronger ability to solve the complex functions. From the Ave.Rank, WRBBO obtains the first, followed by LxBBO, BBOM and BLPSO, EBO, DEBBO and BIBBO. In general, WRBBO has the better performance compared with the six BBO variants.
2) COMPARISON WITH OTHER STATE-OF-THE-ART IOAs
In this experiment group, WRBBO is compared with the other state-of-the-art IOAs on the 30-dimensional and the 50-dimensional functions. The selected comparison algorithms are Heterogeneous Comprehensive Learning Particle Swarm Optimization (HCLPSO) [33] , Self Regulating Particle Swarm Optimization (SRPSO) [34] which are PSO variants, Ensemble of mutation strategies and control Parameters with the DE (EPSDE) [35] Sinusoidal Differential Evolution (SinDE) [36] which are DE variants, Adaptive Cuckoo search (ACS) [37] which is a CS variant, and hybrid the standard FPA with the Clonal Selection Algorithm (MFPA) [38] which is a FPA variant. They are highly competitive and have certain representativeness in their same algorithm types. For MFPA, according to the corresponding references, N is 50, while MNFE is set fairly to the same as those of the other comparison algorithms, 50,000 on the 30-dimensional functions and 70,000 on the 50-dimensional functions. The common parameter settings of these algorithms are referred to Subsection IV-A. The other parameters setting of these algorithms are associated with their corresponding references. The results are shown in Tables 3 and 4 .
From Table 3 , WRBBO ranks the first in all the unimodal functions and obtains the optimal value (0). On the multimodal functions, the results of WRBBO are better than those of the 6 comparison algorithms. On the shifted and the rotated functions, WRBBO has the better results compared with the 6 comparison algorithms, except for f 12 . In addition, WRBBO obtains the optima value (0) on f 6 , f 8 , f 9 , f 16 and f 18 . From the ranking, WRBBO obtains 17 times ranking the first and 1 time ranking the second. EPSDE obtains 1 time ranking the first. The other algorithms don't obtain ranking the first. The average ranking of WRBBO is 1.06 also ranking the first, followed by EPSDE, SRPSO, SinDE, ACS, MFPA and HCLPSO. The average ranking graph is shown in Figure 4(a) , and the average ranking difference between the comparison algorithms is sharply clear.
From Table 4 , WRBBO ranks the first on 17 functions except for f 12 and it obtains the optima value (0) on f 1 -f 6 , f 8 , f 9 , f 16 and f 18 for the Mean and Std values. This also shows that WRBBO gets better global search ability and local search ability. On ranking, WRBBO obtains 17 times ranking the first and one time ranking the second, the same as in the case of the 30-dimensional functions. The average ranking is shown in Figure 4(b) , WRBBO obtains the first again on the 50-dimensional classic functions.
On Std, from Table 2 , WRBBO obtains the best value of 0 on f 1 -f 6 , f 8 -f 9 , f 16 and f 18 , on f 7 , f 10 -f 11 , f 13 , f 15 and f 17 , WRBBO is also better than other comparison algorithms. From Tables 3 and 4 , On the value of Std, WRBBO has the better value than the comparison algorithms on 17 functions except for f 12 . This all proves WRBBO outperforms the comparison algorithms in robustness. In addition, from Tables 3 and 4 , with the increase of dimensions from 30 to 5o, WRBBO is still better than the comparison algorithms on both Mean and Std. It shows that WRBBO has better scalability compared with the comparison algorithms.
C. COMPARISON ON CEC-2013 TEST SET
To further verify the optimization ability of WRBBO to cope with the complex problems, many experiments are made on some CEC-2013 benchmark functions, where F 1 and F 2 are unimodal functions, F 6 , F 7 , F 10 , F 11 , F 14 and F 17 are basic multimodal functions, and F 22 , F 24 , F 26 and F 27 are composition functions. The comparison algorithms are as follows:
BIBBO [16] , DEBBO [20] , BLPSO [31] , BBOM [17] and Efficient and Merged BBO (EMBBO) [21] . The parameters of these algorithms are set as Subsection IV-A. The results are shown in Table 5 . From Table 5 , on 7 of all the selected functions, WRBBO are better than the 5 comparison algorithms. The average ranking of these algorithms is shown in Figure 5 (a) and the ranking statistics of each algorithms is shown in Figure 5(b) , it uses different colors to describe the number of various rankings. From Figure 5(a) , WRBBO obtains the first on the average ranking (2.00), followed by DEBBO, EMBBO, BBOM, BIBBO and BLPSO. From Figure 5(b) , WRBBO obtains 7 times ranking the first, EMBBO obtains 4 times ranking the first, DEBBO obtains 1 time ranking the first, and BIBBO, BLPSO and BBOM obtains no ranking the first. It can be seen that WRBBO has better optimization performance than the comparison algorithms.
D. WILCOXON SIGNED-RANK TEST ANALYSIS
Wilcoxon signed-rank test is a nonparametric test method [39] , and it is used to test statistically the performance of WRBBO compared with the comparison algorithms. The software is IBM SPSS Statistics 19. In this section, Wilcoxon signed-rank test is performed only on the 30-dimensional and the 50-dimensional classic functions. The data is taken from Tables 2-4. The Wilcoxon signed-rank test results are shown in Table 6 . R + refers to the sum of ranks for the problems in which WRBBO outperformed the comparison algorithm and R − refers to the sum of ranks for the opposite. When WRBBO and the comparison algorithm obtain the equal optimization performance, the corresponding ranks are split evenly to R + and R − . The p values can be computed according to the R + and R − values. 'n/w/t/l' means the number of the benchmark functions are n and WRBBO wins on w functions, ties on t functions and loses on l functions. The standard is as follows: the difference of both algorithms is not significant when p > 0.05 and the difference of both algorithms is significant when p ≤ 0.05. From Table 6 , no matter on the 30-dimensional or the 50-dimensional functions, the values of p are all less than 0.05, so the optimization performance of WRBBO is significantly better than the comparison algorithms.
E. CPU TIME
In this section, to investigate the runtime of WRBBO, we record the runtime of each algorithm on each function from the experiment of Subsection IV-B. Figure 6 In running speed, WRBBO is the fastest among the 7 algorithms. From Figure 6 (c), On the 50-dimensional functions, WRBBO's average runtime is also the least (0.9418s), which is HCLPSO's (2.5234s), SRPSO's (2.5373s), EPSDE's (2.5581s), SinDE's (2.0635s), ACS's (2.0563s), MFPA's (3.3155s), 37.32%, 37.12%, 36.82%, 45.64%, 45.80% and 28.41% respectively. This shows that WRBBO reduce the computational complexity such as no mutation operator, example learning selection and so on, while these BBO variants still uses time-consuming approaches such as mutation operation, roulette selection, and so forth, leading to their high-computing load.
From Subsection IV-B1, it verifies that WRBBO has better optimization performance compared with BBO variants on the 30-dimensional classic functions. And it verifies that WRBBO has also better optimization performance compared with other algorithms on the 30-dimensional and the 50-dimensional classic functions in Subsection IV-B2. WRBBO outperforms other algorithms on some complex functions from CEC-2013 test set in Subsection IV-C. What's more, the Wilcoxon signed-rank test shows that the optimization performance of WRBBO is significantly better than the those of comparison algorithms on the classic functions. From Subsection IV-E, WRBBO has the least runtime, so those prove that WRBBO has better optimization efficiency. 
F. APPLICATION OF WRBBO TO CLUSTERING OPTIMIZATION
Clustering optimization plays an important role in many fields. By analyzing the data to be clustered, the specific distribution of data can be obtained. In recent years, many researchers have applied IOAs to the clustering optimization problems to enhance the clustering effect of the algorithm. However, in the face of complex clustering optimization problems [23] , a more powerful IOA is needed to deal with it. K-means is a classic clustering algorithm with the advantages of simple principles, good scalability and high efficiency. But there are also the numbers of K that cannot be determined and are sensitive to the initial point. Therefore, it has great research value to apply the proposed algorithm to K-means clustering optimization problems.
Each individual of WRBBO is considered as a candidate solution cluster center for the clustering optimization problems. In cluster optimization problems, Eq. (11) is used as the objective function. The solution with the minimum value of the objective function can be obtained as the best solution output:
where K is the cluster number, x is a sample which belongs to C i , C i is the ith cluster and v i is the ith clustering center.
1) WRBBO FOR CLUSTERING OPTIMIZATION ON UCI DATASETS
In order to investigate WRBBO on K-means cluster optimization, this section uses the University of California at Irvine (UCI) datasets to conduct many experiments. The datasets (including Heart, Wine, Iris, Lonosphere, Glass and Baloon) are adopted for illustration in experiment group, and these datasets are taken from the UCI Machine Learning Repository [40] . The specifications of the datasets are given in Table 7 .
The comparison algorithms include HBBOG [18] , LxBBO [32] , modified artificial bee colony with novel search equation and improved dimension selection strategy (NSABC) [41] , modified PSO with Levy Flight (PSOLF) [42] , Multi-Population Ensemble DE (MPEDE) [43] , EMBBO [21] and BBOM [17] . The common parameters of these algorithms are set as follows: N is 50, MaxDT is 200 and Run is 30. The results are shown in Table 8 . The convergence curves of the 8 algorithms on UCI datasets are shown in Figure 7 .
From Table 8 , WRBBO obtains 5 times ranking the first (on Heart, Wine, Lonosphere, Glass and Newthyroid), HBBOG and MPEDE obtain 1 time ranking the first respectively on seven data sets, and WRBBO obtains the first on the average ranking (1.71). In general, compared with the other algorithms, WRBBO has the highest optimization performance in solving clustering optimization problems.
From Figure 7 , On Heart, Wine, Lonosphere, Glass and Newthyroid datasets, WRBBO's convergence speed is much faster than other algorithms's. On Iris and Baloon datasets, HGBBO obtains the fastest convergence speed. Generally, WRBBO obtains the better convergence speed compared with the comparison algorithms.
2) APPLICATION OF WRBBO TO MEDICAL IMAGE SEGMENTATION
The underlying objective of medical image segmentation is to partition it into different anatomical structures, thereby separating the components of interest, such as liver tumors, from their background. We also use the clustering optimization algorithm to solve the problem of medical image segmentation and select a CT liver tumor image from many experimental images as a illustration to explain concisely.
In this section, the comparison algorithms include HBBOG [23] , LxBBO [32] , EBO [29] , BBO [8] and BBOM [30] . N is 50, MaxDT is 200 and Run is 10. The results are shown in Table 9 . The smaller the values are, the better the algorithm works. From Table 9 , WRBBO obtains better results than the other algorithms on the values of Mean, Std and Max. WRBBO is smaller or equal than some other algorithms on the value of Min. In general, the clustering optimization performance of WRBBO is much better.
Then, WRBBO is used for image segmentation of the CT liver tumor. The result is shown in Figure 8 . In Figure 8 , (a) is the original image in which the shadow is the tumor, (b) and (e) are the results by the clustering optimization, and (d) is the images of the liver and tumor after removing the background. In order to facilitate the results of the segmentation, (c) shows the result of segmenting the benign liver and (f) shows the segmented results of the tumor, respectively, by the fast level set evolution which is used for only clear segmentation results. It can be seen that clustering optimization can be more helpful to medical image segmentation.
From all the above experimental results, WRBBO has the following advantages in general: (1) on optimization performance, whether on the 30-dimensional classic benchmark functions or on the 50-dimensional ones, the optimization performance of WRBBO is better than those of BBO variants and some other IOAs. (2) From on classical functions, CEC-2013 test set and the clustering to on image segmentation, the results show that WRBBO has the better ability to deal with these optimization problems, so the universality of WRBBO is better. the dynamic or random parameter adjustment approach to make WRBBO's operability stronger.
V. CONCLUSIONS
In view of some drawbacks of BBO, in order to obtain an efficient optimization algorithm, a BBO algorithm with Worst opposition learning and Random-scaled differential mutation (WRBBO) is proposed. Firstly, the mutation operator of BBO is removed, which reduces computational load, and a more efficient random-scaled differential mutation operator is incorporated into the migration operator to obtain global search ability. Secondly, a dynamic heuristic crossover is used to replace the original migration operation of BBO, which overcomes the shortcomings in the migration operator of BBO and enhances the local search ability. Finally, in order to avoid falling into local optima, a worst opposition learning strategy is used. In addition, the example learning instead of the roulette wheel selection and the greedy selection instead of the elitist strategy are adopted, which reduce computational complexity largely, the immigration rate calculation step is moved outside of the iteration loop to further reduce computational complexity. In order to verify WRBBO, a large number of experiments are made on 18 various kinds of classic benchmark functions and some complex functions from CEC-2013 test set. WRBBO is also applied to clustering optimization and medical image segmentation. The experimental results show that WRBBO gets better optimization performance, and less runtime, which lead to higher efficiency, more universality and stronger ability to solve clustering optimization problems compared with quite a few BBO variants and other state-of-the-art IOAs. In the future, WRBBO may be improved further and combined with other optimization algorithms to solve more complex optimization problems, and it is expected to apply more engineering fields, such as pattern recognition, economic dispatch and so on.
