A supervised classification method for temporal series, even multivariate, is presented. It is based on boosting very simple classifiers: clauses with one literal in the body. The background predicates are based on temporal intervals. Two types of predicates are used: i) relative predicates, such as "increases" and "stays", and ii) region predicates, such as "always" and "sometime", which operate over regions in the dominion of the variable. Experiments on different data sets, several of them obtained from the UCI repositories, show that the proposed method is highly competitive with previous approaches.
Introduction
Multivariate time series classification is useful in domains such as biomedical signals [10] , continuous systems diagnosis [2] and data mining in temporal databases [5] . This problem can be tackled by extracting features of the series through some kind of preprocessing, and using some conventional machine learning method. However, this approach has several drawbacks [9] : the preprocessing techniques are usually ad hoc and domain specific, there are several heuristics applicable to temporal domains that are difficult to capture by a preprocess and the descriptions obtained using these features can be hard to understand. The design of specific machine learning methods for the induction of time series classifiers allows the * This work has been supported by the Spanish CYCIT project TAP 99-0344.
construction of more comprehensible classifiers in a more efficient way.
When learning multivariate time series classifiers, the input consists of a set of training examples and associated class labels, where each example is formed by one or more time series. The series are often referred to as variables, since they vary over time. From a machine learning point of view, each point of each series is an attribute of the example.
The method for learning time series classifiers that we propose in this work is based on literals over temporal intervals (such as increases or always in region) and boosting (a method for the generation of ensembles of classifiers) [14] .
The rest of the paper is organized as follows. Section 2 is a brief introduction to boosting, suited to our method. The base classifiers are described in section 3, including techniques for efficiently handling these special purpose predicates. Section 4 presents experimental results when using the new method. Finally, we give some concluding remarks in section 5.
Boosting
At present, an active research topic is the use of ensembles of classifiers. They are obtained by generating and combining base classifiers, constructed using other machine learning methods. The target of these ensembles is to increase the accuracy with respect to the base classifiers.
One of the most popular methods for creating ensembles is boosting [14] , a family of methods, of which AdaBoost is the most prominent member. They work by assigning a weight to each example. Initially, all the examples have the same weight. In each iteration a base classifier is constructed, according to the distribution of weights. Afterwards, for each example it weight is readjusted, depending on the correctness of the class assigned to the example by the base classifier. The final result is obtained by weighted votes of the base classifiers.
Inspired by the good results of works using ensembles of very simple classifiers [14] , sometimes named stumps, we have studied base classifiers consisting of clauses with only one literal in the body.
Multiclass problems There are several methods of extending AdaBoost to the multiclass case [14] . We have used AdaBoost.OC [13] since it can be used with any weak learner which can handle binary labeled data. It does not require that the weak learner can handle multilabeled data with high accuracy. The key idea is, in each round of the boosting algorithm, to select a subset of the set of labels, and train the binary weak learner with the examples labeled positive or negative depending if the original label of the example is or is not in the subset. In our concrete case, the base learner searches for a rule with the head:
This predicate means that the Example is of one of the classes in the list. Figure 1 shows a fragment of one of this classifiers.
The classification of a new example is obtained from a weighted vote of the results of the weak classifiers. For each rule, if its antecedent is true the weights of all the labels in the list are increased by the weight of the rule, if it is false the weights of the labels out of the list are incremented. Finally, the label that has been given the highest weight is assigned to the example. Figure 2 shows a classification of the predicates. Point based predicates use only one point of the series:
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• point region( Example, Variable, Region, Point ) it is true if, for the Example, the value of the Variable at the Point is in the Region.
Note that a learner which only uses this predicate is equivalent to an attribute-value learning algorithm. This predicate is introduced to test the results obtained with boosting without using interval based predicates.
Two kinds of interval predicates are used: relative and region based. Relative predicates consider the differences between the values in the interval. Region based predicates are based on the presence of the values of a variable in a region during an interval.
Relative Predicates
A natural way of describing series is to indicate when they increase, decrease or stay. These predicates deal with these concepts:
• • decreases( Example, Variable, Beginning, End, Value ).
• Frequently, series are noisy and, hence, a strict definition of increases and decreases in an interval, i.e., the relation holds for all the points in the interval, is not useful. It is possible to filter the series prior to the learning process, but we believe that a system for time series classification must not rely on the assumption that the data is clean. For these two predicates we have opted for consider what happens only in the extremes of the interval. The parameter value is necessary for indicating the amount of change.
For the predicate stays neither is useful to use a strict definition. In this case all the points in the interval are considered. The parameter Value is used to indicate the maximum allowed difference between the values in the interval.
Region Based Predicates
The selection and definition of these predicates is based in the ones used in a visual rule language for dynamic systems [2] and it is introduced in [11] . These predicates are:
• always( Example, Variable, Region, Beginning, End ). It is true, for the Example, if the Variable is always in this Region in the interval between Beginning and End.
• sometime( Example, Variable, Region, Beginning, End ).
• Once that it is decided to work with temporal intervals, the use and definition of the predicates always and sometime is natural, due to the fact that they are the extension of the conjunction and disjunction to intervals. Since one appears too demanding and the other too flexible, a third one has been introduced, true percentage. It is a "relaxed always" (or a "restricted sometime").
The additional parameter indicates the degree of flexibility (or restriction).
Regions. The regions that appear in the previous predicates are intervals in the domain of values of the variable. In some cases the definitions of these regions can be obtained from an expert, as background knowledge. Otherwise, they can be obtained with a discretization preprocess, which obtains r disjoint, consecutive intervals. The regions considered are these r intervals (equality tests) and others formed by the union of the intervals 1 . . . i (less or equal tests).
The reasons for fixing the regions before the classifier induction, instead of obtaining them while inducing, are efficiency and comprehensibility. The literals are easier to understand if the regions are few, fixed and not overlapped.
Searching Literals
The base learner receives a set of examples, labeled as positive or negative. Its mission is to find the best literal for discriminating positive from negative examples. Then it is necessary to search over the space of literals. For each literal considered it is necessary to know which positive and negative examples are true. has n points, is (n 2 − n)/2. With the objective of reducing the search space, not all the windows are explored. Only those that are of size power of 2 are considered. The number of these windows is
Given an interval and an example the predicates increases and decreases can be evaluated in O (1), because only the extremes of the interval are considered. For the other interval predicates this time is O(w), where w is the number of points in the interval.
Given a predicate, for searching the best literal it is necessary, for each considered interval, to calculate how many examples of each class are true. A simple method for this would be to consider all the intervals and for each interval and example to evaluate the literal.
A better method is possible, if the relationships among intervals are considered. When a literal is evaluated, some information is saved for posterior use. Then, the evaluation of a literal with an interval of width 2w is obtained from the previous evaluation of two literals whose intervals are consecutive and with widths w.
For example, consider the predicate true percentage.
For evaluating it, two values are necessary: l the length of the interval and s the sum of the lengths of the sub-intervals in the interval where the value is in the region. If there are two consecutive intervals with lengths l 1 and l 2 and sums s 1 and s 2 , the union interval has length l 1 + l 2 and sum s 1 + s 2 . In this way, for each example and interval only a time of O(1) is necessary to calculate the percentage associated. For each interval the best threshold (from the allowed values) for the parameter Percentage of the predicate is selected.
The selection of the best literal is linear in the number of examples, the number of variables, the number of regions (for region based predicates) and the number of intervals (which is O(n lg n)). There are also additional costs for selecting the best additional parameters for some predicates (e.g. the parameter Percentage of true percentage) but they are linear in the number of values allowed.
Experimental Validation
Datasets
The characteristics of the datasets are summarized in table 1. Datasets for classification of time series are not easy to find [9] . For this reason we have used four artificial datasets and only one "real world" dataset:
Cylinder, Bell and Funnel (CBF). This is an artificial problem, introduced in [12] . The learning task is to distinguish between three classes: cylinder (c), bell (b) or funnel (f ). Examples are generated using the following functions: Control Charts. In this dataset there are six different classes of control charts, synthetically generated by the process in [1] . Each time series is of length n, and is defined by y(t), with 1 ≤ t ≤ n: Waveform. This dataset was introduced by [7] . The purpouse is to distinguish between three classes, defined by the evaluation in 1, 2 . . . 21, of the following functions:
where
, u is a uniform aleatory variable in (0, 1) and ǫ(t) follows a standard normal distribution. Figure 3 .a shows two examples of each class. We used the version from the UCI ML Repository [6] . Wave + Noise. This dataset is generated in the same way than the previous one, but 19 random points are added at the end of each example, with mean 0 and variance 1. Again, we used the dataset from the UCI ML Repository.
Auslan. Auslan is the Australian sign language, the language of the Australian deaf community. Instances of the signs were collected using an instrumented glove [9] . Each example is composed by 8 series: x, y and z position, wrist roll, thumb, fore, middle and ring finger bend. There are 10 classes and 20 examples of each class. The number of points in each example is variable and currently the system does not support variable length series, so they were resampled to 20 points.
Results
The results for each dataset were obtained using five ten-fold stratified cross-validation. The number of regions for each variable was 6. The values considered for the parameter value of relative predicates were multiples of the range of the variable divided by 20. The allowed values for the parameter percentage where 5, 15, 30, 50, 70, 85 and 95. Table 2 shows which predicates are used in the different experimental settings. Table 3 and figure 4 resume the results.
Globally, we can highlight the good evolution of the maximum error for each dataset with the number of iterations in the boosting process. Many times, in Table 3 , the best results are obtained in the last iteration. For these datasets, and until the number of iterations considered, we can say that the method is rather robust to over- Iter fitting.
The advantages of using interval predicates are self-evident. The unique possible exception is the two wave datasets, where the point based predicates do not obtain the worst results. This situation is reasonable, because the CBF and Control datasets were designed specifically to test time series classifers, and hence involve situations like shifts, compressions and expansions. These situations are not present in the Wave datasets.
From the results it is also clear that none of the predicates is the best. There are datasets where relative predicates are more adequate and datasets where region based are more adequate. Moreover, there are some examples where the additional complexity of using true percentage instead of always and sometime is not justified.
Cylinder, bell and funnel. The best previously published result, according to our knowledge, with this dataset is an error of 1.9 [9] . For all the experimental settings, with the exception of the predicate point region, it is possible to obtain better results than this value. Moreover, for region based predicates, this value is reached with less than 30 iterations, and for settings 4-5 with only 20.
Control charts. The only previous result we are aware of regarding this dataset is for similarity queries [1] , and not for supervised classification. To check if this dataset was trivial, we tested it with C4.5, over the raw data, and obtained an average error of 8.6 (also using five tenfold cross validation). At the end, the result for the relative predicates (setting 2) is better than the results for region predicates (settings 3-4), but the results for region based predicates are much better using few iterations. The most remarkable point of the results for this dataset is the great improvement obtained combining different predicates (experimental setting 5) with respect to the results obtained using them independently.
Waveform. The error of a Bayes optimal classifier on this dataset is approximately 14 [7] . This dataset is frequently used for testing classifiers. It has also been tested with boosting (and other methods of combining classifiers), over the raw data, in different works. The best previous result we are aware of for this dataset is an error of 15.21 [8] . That result was obtained using boosting, with decision trees as base classifiers, which are much more complex than our base classifiers (clauses with one literal in the body). For all the experimental settings with interval based predicates a better result than 15.21 is obtained. Nevertheless, the results for region based predicates with 100 iterations are worst; from all the experimental results this is the case where overfitting is more evident.
Wave + Noise. The best results are obtained with relative predicates: 15.25 with 100 iterations. Again, the error of an optimal Bayes classifier on this dataset is 14. This dataset was tested with bagging, boosting and variants over decision trees [3] . Although their results are given in graphs, their best error is apparently approximately 17.5.
Auslan. This is the dataset with the highest number of classes (10) and also is the only one with more than one variable (8) . Hence, we incremented the number of iterations for this dataset, until 300. The best result previously published is an error of 2.50 [9] , which is greater than the results obtained using region based predicates as shown in Table 3 .
Conclusions
A temporal series classification system has been developed. It is based on boosting very simple classifiers. The individual classifiers are formed by clauses with only one literal in the body. The predicates used are based on intervals. Two kinds of interval predicates are used: relative and region based. Relative predicates consider the differences between the values in the interval. Region based predicates consider the presence of the values of a variable in a region during an interval.
Experiments on several different datasets show that the proposed method is highly competitive with previous approaches. On all data sets, the proposed method achieves better than all previously reported results we are aware of. Moreover, although the strength of the method is based on boosting, the experimental results using point based predicates shows that the incorporation of interval predicates improves significantly the obtained classifiers.
Another interesting feature of the method is its simplicity. From an user point of view, the method has only one free parameter, the number of iterations. Moreover, the classifiers obtained with a number of iterations are included in the ones obtained with more iterations. Hence, it is possible i) to select only an initial fragment of the obtained classifier and ii) to continue adding base classifiers to a previously obtained classifier.
Although less important, from the programmer point of view the method is also rather simple.
The implementation of boosting of stumps is one of the easiest among classification methods.
