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Abstract- - In this article we give explicit formulae for the Liapunov quantities of generalized 
Li@nard systems with either quadratic damping or restoring coefficients. These quantities provide 
necessary conditions in order for the origin to be a centre. Recent results are also presented for these 
systems. 
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In a review article, Pearson, Lloyd and Christopher [1] describe an algorithmic approach to the 
derivation of centre conditions for polynomial differential systems. The necessary and sufficient 
conditions for the origin to be a centre are of particular significance due to the frequency with 
which they arise in applications. Sufficiency is often shown by employing either the classical 
symmetry argument or a divergence criterion using a weighting factor, whilst necessity relies on 
computing the so-called focal values. Recall that an essential focal basis, whose elements are 
called the Liapunov quantities, is derived from the focal values, and that the origin is a centre 
whenever they are all equal to zero. In this article we focus on the necessary conditions for a 
generalized quadratic Li@nard system to have a centre at the origin. 
Consider the generalized Li@nard equations of the form 
= h(y)  - F (x ) ,  
= _g(x ) ,  (1) 
where F, g are polynomials in x and h is a polynomial in y. Throughout the paper, we assume 
that 
h(0)=0, h'(0)>0, F ' (0 )=g(0)=0,  and g'(0)>0. 
When modelling systems using differential equations a number of them can be written as gen- 
eralized Li@nard equations, for example, Kooij and Zegeling [2] model predator-prey s stems 
using equations of the form (1). In recent years, investigations have concentrated on showing 
the nonexistence, or unicity and hyperbolicity, of a limit cycle in the phase plane, see [3,4] for 
example. There have been relatively few results on the maximum possible number of limit cycles 
present for these systems. The main results have been obtained by bifurcating small-amplitude 
limit cycles from critical points by perturbing the coefficients arising in the differential equations. 
The work is presented in [5-7] for equation (1) when F and g are of specified degrees. All of 
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these results are local, that is, the limit cycles bifurcate in a small neighbourhood of the origin. 
There have been very few results in the global case; when h(y) = y, Dumortier and Chengzhi [8] 
have recently shown that a cubic Lidnard equation with linear damping can have at most one 
limit cycle. 
Following the work of Cherkas [9-11] on centre conditions for various systems, Christopher, 
Lloyd and Pearson [12] introduced an alternative approach to the detailed computation of Lia- 
punov quantities in order to determine the order of a fine focus. However, limitations in the new 
method meant hat it could give information on the order of a fine focus, but not on the number 
of limit cycles which could actually bifurcate. Denote the maximum order of a fine focus by H~,j 
^ 
and the maximum number of limit cycles that can bifurcate from the origin by Hi,j, where i is 
the degree of F and j is the degree of g. For system (1), with certain natural conditions on F 
and h(y) = y, Christopher and Lloyd [13] have proved that 
I. H~,j = H]+l , i _ l ;  
II. [(i + j - 2)/2] < H~,# < [(i - 1)j/21; 
and for system (1), in [14] Christopher proves that 
III. /:/j+1,2 = /:/3,j = [(2j + 1)/3], 
where i = 2, 3, 4 , . . . ,  j = 1, 2, 3 , . . . ,  and [.] denotes 'the integer part of'. The final result provides 
a positive answer to the conjecture given in [15]. 
Consider system (1) with g(x) = x + b2~ 2 and F(x )  = a lx  + a2x 2 + a3x 3 +. . .  + aix i + . . . .  Let 
G(x) = f: =o g(s)ds  and perform the transformation u 2 = 2G(x), where u(0) = 0 and u'(0) > 0, 
to obtain the system 
i~ = h(y) - F*(u),  
In [12], it is proved that the origin is a centre if and only if F* is an even function. Denote ai as 
being odd or even according to whether i is odd or even. Select the odd ai such that system (1) 
can be written as 
U= h(y ) -  (a2 ~2 +a4~4+a(6)~6+a(S)u8+ . . .+a(2r )u2r+. . . ) ,  
y=-u .  
The origin of this system is a centre by the classical symmetry argument. The a(2r) coefficients 
are expressed in terms of the odd ai which are uniquely determined and define an essential focal 
basis for this system. For example, the first four values are easily calculated by hand; we obtain 
al = O, a3 = (2/3)a2b2, a5 = (4/3)a4b2, and a7 = 2a6b2 - (8/9)a4b 3. The first nine Liapunov 
quantities were computed in [15] using the algorithmic method, the first four are L(0) = -a l ,  
L(1) = -3a3 + 2a2b2, L(2) = -3a5 + 4a4b2, and L(3) = -9a7 + 18a6b2 - 8a4b 3. Using the 
results of [14], both sets of values are compatible and determine a unique essential focal basis 
for system (1). A general expression may be formulated using this new method, the general 
Liapunov quantity for the Lidnard system with a quadratic restoring coefficient is given by 
L(0) = -a l ,  2 b L(1) = -a3  + ~a2 2, 
and for k >_ 2, 
L(a) =-a2k+1 + ~(-i)*¢, a~k-~,, 
i=O 
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where 
¢0 = k, 
, ,  (2k + 3) 
¢ l=(k -1) (k -~ 3~. ' 
¢2 = (k -2 ) (k -  3) [~  1 
¢3 = (k -3 ) (k -4 )  [~  2 
~b4 = (k - 4 ) (k -  5) [~  3 
2(k -4 ) (k -5 ) (2k+3) ]  
4[ + 
(k - 6)(k - 7)¢2 (k - 6)(k - 7)(k - 8)(k - 9)¢1 + 
4! 6! 
4 (k -  6 ) (k -  7) (k -  8) (k -  9 ) (k -  10)(k-  l l )(2k + 3)] 
9! J 
¢k-3 = 3¢k-4, 
¢k-2 = ¢k-3. 
Now consider system (1) with F(x )  = a lx  + a2x 2 + a3x 3 and g(x)  = x + b2x 2 + b3x 3 + . . .  + 
b3xJ + . . . .  Denote bj as being odd or even according to whether j is odd or even. Using similar 
arguments as those for the system with a quadratic restoring coefficient, let u 2 = x 2 + (2/3)b2x 3
and select the even bj such that system (1) can be written as 
it = h(y) - a2u 2, 
= --U (1 + b3u 2 + b(5)u 4 + b(7)u 6 +""  + b(2r - 1)u 2r-2 +. - .  ) .  
The origin is a centre by the classical symmetry argument. The b(2r -1 )  coefficients are expressed 
in terms of the even by which are uniquely determined and define an essential focal basis for this 
system• We must set al = 0 and a3 = (2/3)a2b2. The first two even bj values are easily calculated 
by hand; we obtain b4 = (5/3)b2b3 and b6 = (7/3)b2b5 - (14/9)b3b3. The first nine Liapunov 
quantities were computed in [15] using the algorithmic method, the first four are L(0) = -a l ,  
L(1) = -3a3 + 2a2b2, L(2) = a2 (3b4- 5b~b3), and L(3) = a2 (9b6 - 21b2b5 + 14b3b3). The 
coefficient a2 is nonzero through necessity. Using the results of [14], both sets of values are 
compatible and determine a unique essential focal basis for system (1). The general Liapunov 
quantity for the Li6nard system with a quadratic damping coefficient is given by 
2 
L(0) -- -a l ,  L(1) = -a3  + ~a2b2, 
and fo rk>2,  
k-2 
L(k )  = b2k + E( -1) i+ l¢ ib2k- l -2 i ,  
i=0 
where 
¢0 ---- (2k + 1______~) b2, 
3 
= - ) -6 -  k~0-  ~ 3 
3! 2 ~bo 
+(k -4) (k -5 ) (k -6 ) (2k+1)  22 
~ 5 - -  ' 
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(k 
- 
5). 
6 - . . 
+ (k 8) i 
5! 3 
(k-5)...(k-9)(2k+l) ( 2b2 )I 6! -3 7 9 
:=: 
$k-3 = T$bk-& 
$k-2 = $b2&-3. 
These inductive arguments may be used to compute the first nine Liapunov quantities listed 
in [15]. The algorithmic method used to compute the focal values has been implemented using a 
number of algebraic manipulation packages, however, due to the size of the polynomials involved 
computation of the Liapunov quantities for values of k beyond 12 have proved impossible so far. 
The method given above may be used to compute Liapunov quantities for much larger values 
of k. 
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