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VECTORIAL QUASILINEAR DIFFUSION EQUATION
WITH DYNAMIC BOUNDARY CONDITION
RYOTA NAKAYASHIKI∗
Abstract. In this paper, we consider a class of initial-boundary value problems for quasilinear
PDEs, subject to the dynamic boundary conditions. Each initial-boundary problem is denoted
by (S)ε with a nonnegative constant ε, and for any ε ≥ 0, (S)ε can be regarded as a vectorial
transmission system between the quasilinear equation in the spatial domain Ω, and the parabolic
equation on the boundary Γ := ∂Ω, having a sufficient smoothness. The objective of this study
is to establish a mathematical method, which can enable us to handle the transmission systems of
various vectorial mathematical models, such as the Bingham type flow equations, the Ginzburg–
Landau type equations, and so on. On this basis, we set the goal of this paper to prove two Main
Theorems, concerned with the well-posedness of (S)ε with the precise representation of solution, and
ε-dependence of (S)ε, for ε ≥ 0.
Key words. vectorial parabolic equation, quasilinear diffusion, dynamic boundary condition
AMS subject classifications. 35K40, 35K59, 35R35.
1. Introduction. Let 0 < T <∞ and κ > 0 be fixed constants, and let m ∈ N
and 1 < N ∈ N be fixed constants of dimensions. Let Ω be a bounded spatial domain
in RN with a smooth boundary Γ := ∂Ω, and let nΓ be the unit outer normal to Γ.
Besides, we denote by Q := (0, T )×Ω the product space of a time interval (0, T ) and
the spatial domain Ω, and we put Σ := (0, T )× Γ.
In this paper, we take a constant ε ≥ 0, and consider the following initial-
boundary value problem:
(S)ε: 
∂tu− div
( ∇u
‖∇u‖ + κ
2∇u
)
3 θ in Q,
∂tuΓ −∆Γ(ε2uΓ) +
( ∇u
‖∇u‖ + κ
2∇u)|ΓnΓ 3 θΓ and u|Γ = uΓ on Σ,
u(0, ·) = u0 in Ω and uΓ(0, ·) = uΓ,0 on Γ,
for the vectorial unknowns u : Q→ Rm and uΓ : Σ→ Rm. In the context, θ : Q→ Rm
and θΓ : Σ → Rm are given forcing terms, and u0 : Ω → Rm and uΓ,0 : Γ → Rm
are given initial data for u and uΓ, respectively. “|Γ” denotes the trace of a Sobolev
function on Ω, and ∆Γ denotes the Laplace–Beltrami operator on Γ.
The boundary condition of (S)ε is given in the form of the so-called “dynamic
boundary condition”. In particular, since we can use the equation u|Γ = uΓ on Σ
to resemble a kind of the transmission condition, we can say that the problem (S)ε
is a vectorial transmission system between the quasilinear equation in Ω, and the
parabolic equation on Γ.
The objective of this study is to establish a mathematical method, which enables
us to handle various nonlinear phenomena described by vectorial unknowns. In this
regard, the study on (S)ε, for any ε ≥ 0, is aimed at the mathematical analysis for
quasilinear transmission systems, associated with the Bingham type flow equations,
the Ginzburg–Landau type equations, and so on.
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In view of such backgrounds, we set the goal to obtain some generalized results
for the previous works [4, 10], which dealt with the scalar-valued cases of quasilinear
transmission systems. On this basis, our principal results will be stated in forms of
the following two Main Theorems, which will be to verify the qualitative properties
of the systems, for every ε ≥ 0.
Main Theorem 1 : the well-posedness for (S)ε with the precise expression of solu-
tions, for any ε ≥ 0.
Main Theorem 2 : the continuous dependence of solutions to (S)ε with respect to
ε ≥ 0.
The content of this paper is as follows. Main Theorems are stated in Section 3
and these are discussed on the basis of the preliminaries prepared in Section 2. The
keypoints of the proofs are specified in Section 4, and the proofs of the Main Theorems
are provided in the last Section 5.
2. Preliminaries. In this section, we outline some basic notations.
Abstract Notations. For an abstract Banach space X, we denote by |·|X the norm
of X, and denote by 〈 · , · 〉X the duality pairing between X and the dual space X∗ of
X. Let IX : X → X be the identity map from X onto X. In particular, when X is a
Hilbert space, we denote by ( · , · )X the inner product of X.
For any proper lower semi-continuous (l.s.c. from now on) and convex function
Ψ defined on a Hilbert space X, we denote by D(Ψ) its effective domain, and denote
by ∂Ψ its subdifferential. The subdifferential ∂Ψ is a set-valued map corresponding
to a weak differential of Ψ, and it turns out to be a maximal monotone graph in the
product space X2 := X×X (see [1–3,7], for details). More precisely, for each z0 ∈ X,
the value ∂Ψ(z0) is defined as a set of all elements z
∗
0 ∈ X which satisfy the following
variational inequality:
(z∗0 , z − z0)X ≤ Ψ(z)−Ψ(z0), for any z ∈ D(Ψ).
The set D(∂Ψ) := {z ∈ X | ∂Ψ(z) 6= ∅} is called the domain of ∂Ψ. We often use the
notation “[z0, z
∗
0 ] ∈ ∂Ψ in X2”, to mean that “z∗0 ∈ ∂Ψ(z0) in X with z0 ∈ D(∂Ψ)”,
by identifying the operator ∂Ψ with its graph in X2.
Additionally, in this study, we use the following notion of convergence, called
“Mosco-convergence”, for sequences of convex functions.
Definition 2.1 (Mosco-convergence: cf. [9]). Let X be an abstract Hilbert space.
Let Ψ : X → (−∞,∞] be a proper l.s.c. and convex function, and let {Ψn}∞n=1 be a
sequence of proper l.s.c. and convex functions Ψn : X → (−∞,∞], n ∈ N. Then, it
is said that Ψn → Ψ on X, in the sense of Mosco, as n → ∞, iff. the following two
conditions are fulfilled.
(M1) Lower-bound condition: limn→∞Ψn(zˇn) ≥ Ψ(zˇ), if zˇ ∈ X, {zˇn}∞n=1 ⊂ X,
and zˇn → zˇ weakly in X as n→∞.
(M2) Optimality condition: for any zˆ ∈ D(Ψ), there exists a sequence
{zˆn}∞n=1 ⊂ X such that zˆn → zˆ in X and Ψn(zˆn)→ Ψ(zˆ), as n→∞.
Notations in real analysis. Let d ∈ N be any fixed dimension. Then, we simply
denote by a · b and |a| the standard scalar product of a, b ∈ Rd and the Euclidean
norm of a ∈ Rd, respectively. Besides, for arbitrary d-dimensional vectors a = [ai],
b = [bi] ∈ Rd with components ai, bi ∈ R (i = 1, . . . , d), we define:
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a⊗ b := atb =
 a1b1 · · · a1bd... . . . ...
adb1 · · · adbd
 ∈ Rd×d.
For any d ∈ N, the d-dimensional Lebesgue measure is denoted by Ld, and d-
dimensional Hausdorff measure is denoted by Hd. Unless otherwise specified, the
measure theoretical phrases, such as “a.e.”, “dt”, “dx”, and so on, are with respect
to the Lebesgue measure in each corresponding dimension. Also, in the observation
on a smooth surface S, the phrase “a.e.” is with respect to the Hausdorff measure in
each corresponding Hausdorff dimension, and the area element on S is denoted by dS.
Notations of surface-differentials. Throughout this paper, let 1 < N ∈ N be a
fixed dimension, let Ω ⊂ RN be a bounded domain with C∞-boundary Γ := ∂Ω, and
let nΓ ∈ C∞(Γ;RN ) be the unit outer normal on Γ. Besides, we suppose that the
distance function x ∈ RN 7→ dΓ(x) := infy∈Γ |x − y| ∈ R forms a C∞-function on a
neighborhood of Γ. Based on these, we define:
L2tan(Γ) := { ω˜ ∈ L2(Γ;RN ) ω˜ ·nΓ = 0 on Γ },
and we define the so-called Laplace–Beltrami operator ∆Γ as the composition ∆Γ :=
divΓ ◦ ∇Γ : C∞(Γ)→ C∞(Γ) of the surface-gradient :
ϕ ∈ C1(Γ) 7→ ∇Γϕ := ∇ϕex − (∇dΓ ⊗∇dΓ)∇ϕex ∈ L2tan(Γ) ∩ C(Γ;RN ),
and the surface-divergence:
ω ∈ C1(Γ;RN ) 7→ divΓ ω := divωex −∇(ωex · ∇dΓ) · ∇dΓ ∈ C(Γ).
As is well-known (cf. [11]), the surface-gradient ∇Γ can be extended to a linear oper-
ator from the Sobolev space H1(Γ) into L2tan(Γ), and the extension (also denoted by
∇Γ) define the inner product of the Hilbert space H1(Γ) as follows:
(ϕ,ψ)H1(Γ) := (ϕ,ψ)L2(Γ) + (∇Γϕ,∇Γψ)L2(Γ;RN ), for all ϕ,ψ ∈ H1(Γ).
Also, the surface-divergence divΓ can be extended to an operator from L
2(Γ;RN )
into H−1(Γ), and as a consequence, the composition −divΓ ◦ ∇Γ = −∆Γ : H1(Γ) →
H−1(Γ) provides a duality map, such that:
〈−∆Γϕ,ψ〉H1(Γ) = (∇Γϕ,∇Γψ)L2(Γ;RN ), for all ϕ,ψ ∈ H1(Γ).
Notations in tensor analysis. Let m ∈ N be another dimension (besides N). For
arbitrary (m×N)-matrices A = [aij ], B = [bij ] ∈ Rm×N with components aij , bij ∈ R
(i = 1, . . .m, j = 1, . . . , N), we denote by A : B and ‖A‖ the scalar product of A and
B and the Frobenius norm of A, respectively, i.e.:
A : B :=
N∑
j=1
m∑
i=1
aijbij ∈ R and ‖A‖ :=
√
A : A ∈ R, for all A,B ∈ Rm×N .
For any vectorial function z = [zi] ∈ L2(Ω;Rm), we denote by ∇z the (distribu-
tional) gradient of z, defined as:
∇z := t[∇z1, . . . ,∇zm] =
 ∂1z1 · · · ∂Nz1... . . . ...
∂1zm · · · ∂Nzm
 ∈ D′(Ω)m×N ,
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and, for any matrix-valued function Z = [zij ] ∈ L2(Ω;Rm×N ), we denote by divZ the
(distributional) divergence of Z, defined as:
divZ :=
[
N∑
k=1
∂kzik
]
∈ D′(Ω)m.
Similarly, for any vectorial function z = [zi] ∈ H1(Γ;Rm), we define the surface-
gradient ∇Γz of z by ∇Γz := t[∇Γz1, . . . ,∇Γzm] ∈ L2tan(Γ)m, and we define ∆Γz :=
[∆Γzi] ∈ H−1(Γ;Rm).
Remark 1 (cf. [8, Proposition 1.6]). The mapping M ∈ H1(Ω;Rm×N ) 7→
M |ΓnΓ ∈ H
1
2 (Γ;Rm) can be extended as a linear and continuous operator [ · , nΓ]Γ
from
L2div(Ω) :=
{
M˜ ∈ L2(Ω;Rm×N ) divM˜ ∈ L2(Ω;Rm) }
into H−
1
2 (Γ;Rm), such that:
〈
[M,nΓ]Γ , z|Γ
〉
H
1
2 (Γ;Rm) :=
∫
Ω
divM · z dx+
∫
Ω
M : ∇z dx,
for all M ∈ L2div(Ω) and z ∈ H1(Ω;Rm).
(2.1)
3. Main Theorems. Let us set
H := L2(Ω;Rm)× L2(Γ;Rm),
and for any ε ≥ 0, let us set:
Vε :=
{
[v, vΓ] ∈H v ∈ H
1(Ω;Rm), vΓ ∈ H 12 (Γ;Rm),
εvΓ ∈ H1(Γ;Rm), and v|Γ = vΓ, a.e. on Γ
}
.
Note that H is a Hilbert space endowed with the inner product:
([z1, zΓ,1], [z2, zΓ,2])H := (z1, z2)L2(Ω;Rm) + (zΓ,1, zΓ,2)L2(Γ;Rm),
for [zk, zΓ,k] ∈H , k = 1, 2.
Also, if ε > 0 (resp. ε = 0), then the corresponding class Vε (resp. V0) is a closed linear
space in H1(Ω;Rm)×H1(Γ;Rm) (resp. in H1(Ω;Rm)×H 12 (Γ;Rm)), and hence, it is
a Hilbert space endowed with the standard inner product of H1(Ω;Rm)×H1(Γ;Rm)
(resp. H1(Ω;Rm)×H 12 (Γ;Rm)). Furthermore, for any ε ≥ 0, Vε is dense in H , i.e.
Vε =H , and the embedding Vε ⊂H is compact.
By using the above notations, we define the solution to (S)ε, for ε ≥ 0, as follows.
Definition 3.1. Let ε ≥ 0 be a fixed constant. Then, a pair of functions [u, uΓ] ∈
L2(0, T ;H ) is called a solution to (S)ε, iff. the following conditions are fulfilled.
(S1) [u, uΓ] ∈ C([0, T ];H ) ∩W 1,2loc ((0, T ];H ) ∩ L2(0, T ;Vε) ∩ L∞loc((0, T ];Vε),
[u(0), uΓ(0)] = [u0, uΓ,0] in H .
(S2) There exists a function Mu : Q→ Rm×N , such that:
Mu(t) ∈ L2div(Ω), a.e. t ∈ (0, T ) and [∇u,Mu] ∈ ∂‖·‖ in [Rm×N ]2, a.e. in Q,
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and∫
Ω
∂tu(t) · z dx+
∫
Ω
(Mu(t) + κ
2∇u(t)) : ∇z dx
+
∫
Γ
∂tuΓ(t) · zΓ dΓ +
∫
Γ
∇Γ(εuΓ(t)) : ∇Γ(εzΓ) dΓ
=
∫
Ω
θ(t) · z dx+
∫
Γ
θΓ(t) · zΓ dΓ, for any [z, zΓ] ∈ Vε, and a.e. t ∈ (0, T ),
where ∂‖ · ‖ ⊂ [Rm×N ]2 denotes the subdifferential of the Frobenius norm ‖ · ‖
on Rm×N .
Based on this, the Main Theorems of this paper are stated as follows.
Main Theorem 1 (Well-posedness). Let ε ≥ 0 be a fixed constant. Then, the
following two items hold.
(I-1) (Solvability) For every [θ, θΓ] ∈ L2(0, T ;H ) and [u0, uΓ,0] ∈ H , the system
(S)ε admits a unique solution [u, uΓ].
(I-2) (Continuous dependence) For k = 1, 2, let [uk, uΓ,k] be two solutions to (S)ε,
corresponding to the forcing pairs [θk, θΓ,k] ∈ L2(0, T ;H ) and the initial pairs
[u0,k, uΓ,0,k] ∈H , respectively. Then, it follows that:
|[u1 − u2, uΓ,1 − uΓ,2]|2C([0,T ];H )
≤ eT (|[θ1 − θ2, θΓ,1 − θΓ,2]|2L2(0,T ;H ) + |[u0,1 − u0,2, uΓ,0,1 − uΓ,0,2]|2H ).
Main Theorem 2 (Continuous dependence with respect to ε ≥ 0). Let ε0 ≥ 0
be a fixed constant. Let {[θε, θΓ,ε]}ε≥0 ⊂ L2(0, T ;H ) be a sequence of the forcing
pair, let {[u0,ε, uΓ,0,ε]}ε≥0 ⊂ H be a sequence of the initial pair, and for any ε ≥ 0,
let [uε, uΓ,ε] be a solution to (S)ε corresponding to the forcing pair [θε, θΓ,ε] and the
initial pair [u0,ε, uΓ,0,ε]. Here, if:{
[θε, θΓ,ε]→ [θε0 , θΓ,ε0 ] weakly in L2(0, T ;H ),
[u0,ε, uΓ,0,ε]→ [u0,ε0 , uΓ,0,ε0 ] in H ,
as ε→ ε0,
then:
[uε, uΓ,ε]→ [uε0 , uΓ,ε0 ] in C([0, T ];H ), and in L2(0, T ;V0) as ε→ ε0, (3.1)
and in particular, if ε0 > 0, then:
uΓ,ε → uΓ,ε0 in L2(0, T ;H1(Γ;Rm)), as ε→ ε0. (3.2)
4. Keypoints of the proofs. In this section, we specify the keypoints in the
proofs of Main Theorems. Roughly summarized, we will prove the Main Theorems
by reformulating our system (S)ε to the following Cauchy problem for an evolution
equation, denoted by (CP)ε:
(CP)ε
{
U ′(t) + ∂Φε(U(t)) 3 Θ(t) in H , a.e. t ∈ (0, T ),
U(0) = U0 in H ,
for ε ≥ 0.
In the context, the unknown U ∈ L2(0, T ;H ) corresponds to the solution [u, uΓ] to the
system (S)ε, and Θ := [θ, θΓ] in L
2(0, T ;H ) and U0 := [u0, uΓ,0] in H correspond to
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the pair of the forcing terms and the pair of the initial data, respectively. ∂Φε denotes
the subdifferential of a proper l.s.c. and convex function Φε :H → [0,∞], defined as:
U = [u, uΓ] ∈H 7→ Φε(U) = Φε(u, uΓ)
:=

∫
Ω
(
‖∇u‖+ κ
2
2
‖∇u‖2
)
dx+
1
2
∫
Γ
‖∇Γ(εuΓ)‖2 dΓ,
if U = [u, uΓ] ∈ Vε,
∞, otherwise,
for ε ≥ 0.
Now, the essential keypoint is to show the following Key-Lemma, which is to
sustain a certain association between the system (S)ε and the Cauchy problem (CP)ε,
for any ε ≥ 0.
Key-Lemma 1 (The representation of ∂Φε) For any ε ≥ 0, the following two
items are equivalent.
(I) [u, uΓ] ∈ D(∂Φε) and [u∗, u∗Γ] ∈ ∂Φε(u, uΓ) in H .
(II) [u, uΓ] ∈ D(Φε) and there exists M∗u ∈ L∞(Ω;Rm×N ), such that:
[∇u,M∗u ] ∈ ∂‖ · ‖ in [Rm×N ]2, a.e. in Ω, (4.1){
M∗u + κ
2∇u ∈ L2div(Ω),
−∆Γ(ε2uΓ) + [(M∗u + κ2∇u), nΓ]Γ ∈ L2(Γ;Rm),
(4.2)
{
u∗ = −div(M∗u + κ2∇u) in L2(Ω;Rm),
u∗Γ = −∆Γ(ε2uΓ)+[(M∗u+κ2∇u), nΓ]Γ in L2(Γ;Rm).
(4.3)
For the proof of the Key-Lemma, we prepare a class of relaxed convex functions
{Φδε | ε ≥ 0, 0 < δ ≤ 1}, defined as:
U = [u, uΓ] ∈H 7→ Φδε(U) = Φδε(u, uΓ)
:=

∫
Ω
(√
‖∇u‖2 + δ2 + κ
2
2
‖∇u‖2
)
dx+
1
2
∫
Γ
‖∇Γ(εuΓ)‖2 dΓ,
if U = [u, uΓ] ∈ Vε,
∞, otherwise,
for all ε ≥ 0 and 0 < δ ≤ 1.
Similar relaxation methods have been adopted in some previous results (e.g. [4,
Key-Lemma 1-2 and Lemma 4.1]), and referring to some of these, we can verify the
following facts.
(Fact 1) Let us fix all ε > 0, 0 < δ ≤ 1, and let us define:
Dδε :=
[z, zΓ] ∈H
∇z√
‖∇z‖2+δ2 + κ
2∇z ∈ L2div(Ω),
−∆Γ(ε2zΓ)+[( ∇z√‖∇z‖2+δ2 +κ
2∇z), nΓ]Γ ∈ L2(Γ;Rm)
 ,
and let us define a single-valued operator Aδε : Dδε ⊂H →H , by letting:
[z, zΓ] ∈ Dδε 7→ Aδε[z, zΓ]
:=
t
 −div( ∇z√‖∇z‖2+δ2 + κ2∇z)
−∆Γ(ε2zΓ) + [( ∇z√‖∇z‖2+δ2 + κ
2∇z), nΓ]Γ
 ∈H .
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Then, ∂Φδε ⊂H 2 coincides with the (graph of) operator Aδε, i.e.:
∂Φδε = Aδε in H 2, for all ε > 0 and 0 < δ ≤ 1.
(Fact 2) Let ε0 ≥ 0, and let {εn}∞n=1 ⊂ [0,∞) and {δn}∞n=1 ⊂ (0, 1] be arbitrary
sequences, which fulfill that εn → ε0 and δn → 0, as n → ∞. Then, the
sequence of convex functions {Φδnεn}∞n=1, converges to the convex function Φε0
on H , in the sense of Mosco, as n→∞.
(Fact 3) A sequence of convex functions:
W ∈ L2(Ω;Rm×N ) 7→
∫
Ω
√
‖W‖2 + δ2 dx ∈ [0,∞), for any 0 < δ ≤ 1
converges to the convex function:
W ∈ L2(Ω;Rm×N ) 7→
∫
Ω
‖W‖ dx ∈ [0,∞)
on L2(Ω;Rm×N ), in the sense of Mosco, as δ → 0.
Finally, in the rest of this section, we give the proof of the Key-Lemma.
Proof of Key-Lemma 1. Let us take a constant ε ≥ 0, and let us set:
Dε :=
{
[u, uΓ] ∈ Vε there exists M∗u ∈ L∞(Ω;Rm×N ), such that (4.1)–(4.2)
}
,
and let us define a set-valued operator Aε, by putting:
[u, uΓ] ∈ Dε 7→ Aε[u, uΓ]
:=
{
[u∗, u∗Γ] ∈H (4.3) holds, for some M
∗
u ∈ L∞(Ω;Rm×N ),
fulfilling (4.1)–(4.2)
}
.
Then, the assertion of Key-Lemma 1 can be rephrased as follows:
∂Φε = Aε in H 2, for any ε ≥ 0. (4.4)
We prove the above (4.4) via the following two Claims.
Claim #1: Aε ⊂ ∂Φε in H 2, for any ε ≥ 0.
Let us assume that [u, uΓ] ∈ Dε and [u∗, u∗Γ] ∈ Aε[u, uΓ] in H . Then, by (2.1)
and the definition of the subdifferential, we can verify that:
([u∗, u∗Γ], [z, zΓ]− [u, uΓ])H
= (−div(M∗u + κ2∇u), z − u)L2(Ω;Rm)
+ (−∆Γ(ε2uΓ) + [(M∗u + κ2∇u), nΓ]Γ , zΓ − uΓ)L2(Γ;Rm)
=
∫
Ω
(M∗u + κ
2∇u) : ∇(z − u) dx+
∫
Γ
∇Γ(εuΓ) : ∇Γ(ε(zΓ − uΓ)) dΓ
≤
∫
Ω
(
‖∇z‖+ κ
2
2
‖∇z‖2
)
dx−
∫
Ω
(
‖∇u‖+ κ
2
2
‖∇u‖2
)
dx
+
1
2
∫
Γ
‖∇Γ(εzΓ)‖2 dΓ− 1
2
∫
Γ
‖∇Γ(εuΓ)‖2 dΓ
= Φε(z, zΓ)− Φε(u, uΓ), for any [z, zΓ] ∈ Vε.
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Claim #2: (Aε + IH )H =H .
It is sufficient to show (Aε+IH ) ⊃H , because the other inclusion is trivial. Let
[w,wΓ] ∈H be any pair of functions. Then, owing to (Fact 1) and Minty’s Theorem,
we can configure a class of functions {[uδ, uΓ,δ]}0<δ≤1 ⊂H , such that:
[uδ, uΓ,δ] := (Aδε + IH )−1[w,wΓ] in H , for any 0 < δ ≤ 1,
and by taking any [z, zΓ] ∈ Vε, we can see that:∫
Ω
( ∇uδ√‖∇uδ‖2+δ2 + κ
2∇uδ) : ∇z dx+
∫
Γ
∇Γ(εuΓ,δ) : ∇Γ(εzΓ) dΓ
= (w − uδ, z)L2(Ω;Rm) + (wΓ − uΓ,δ, zΓ)L2(Γ;Rm), for any 0 < δ ≤ 1.
(4.5)
Here, let us put [z, zΓ] = [uδ, uΓ,δ] ∈ Vε in (4.5). Then, by using Young’s inequality,
we deduce that:
|[uδ, uΓ,δ]|2H + 2
(
κ2|∇uδ|2L2(Ω;Rm) + |∇Γ(εuΓ,δ
)|2L2(Γ;Rm)) ≤ |[w,wΓ]|2H + δLN (Ω),
for any 0 < δ ≤ 1.
The above estimation may suppose that {[uδ, uΓ,δ]}0<δ≤1 is bounded in Vε, and is
compact in H . Therefore, we can find a sequence {δn}∞n=1 ⊂ {δ} and a pair of
functions [u, uΓ] ∈ Vε, such that:
[un, uΓ,n] := [uδn , uΓ,δn ]→ [u, uΓ] in H and weakly in Vε, as n→∞. (4.6)
Additionally, since ∣∣∣∣ ∇un√‖∇un‖2+δ2n
∣∣∣∣ ≤ 1, a.e. in Ω, for any n ∈ N,
there exists a function M∗u ∈ L∞(Ω;Rm×N ), such that:
∇un√
‖∇un‖2+δ2n
→M∗u , weakly-∗ in L∞(Ω;Rm×N ), as n→∞, (4.7)
by taking more one subsequence if necessary.
Now, with (4.6)–(4.7) in mind, let us take any function ϕ0 ∈ H10 (Ω;Rm), and let
us put [z, zΓ] = [ϕ0, 0] ∈ Vε in (4.5). Then, putting δ = δn with n ∈ N, and letting
n→∞ in (4.5) yield that:∫
Ω
(M∗u + κ
2∇u) : ∇ϕ0 dx = (w − u, ϕ0)L2(Ω;Rm).
It implies that:
−div(M∗u + κ2∇u) = w − u ∈ L2(Ω;Rm) in D′(Ω)m. (4.8)
As well as, putting δ = δn, letting n → ∞ in (4.5) and applying (2.1) and (4.8) lead
to:
(wΓ − uΓ, zΓ)L2(Γ;Rm) =
〈−∆Γ(ε2uΓ) + [(M∗u + κ2∇u), nΓ]Γ , zΓ〉H1(Γ;Rm),
for any zΓ ∈ H1(Γ;Rm).
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Therefore, we can observe that:
−∆Γ(ε2uΓ) + [(M∗u + κ2∇u), nΓ]Γ = wΓ − uΓ ∈ L2(Γ;Rm) in H−1(Γ;Rm). (4.9)
Finally, from (Fact 2)–(Fact 3), it is immediately seen that:
lim
n→∞
∫
Ω
√
‖∇un‖2 + δ2n dx ≥
∫
Ω
‖∇u‖ dx,
lim
n→∞
(
κ2
2
∫
Ω
‖∇un‖2 dx
)
≥ κ
2
2
∫
Ω
‖∇u‖2 dx,
lim
n→∞
(
1
2
∫
Γ
‖∇Γ(εuΓ,n)‖2 dΓ
)
≥ 1
2
∫
Γ
‖∇Γ(εuΓ)‖2 dΓ.
(4.10)
Then, by putting [z, zΓ] = [un − u, uΓ,n − uΓ] ∈ Vε in (4.5), we can compute that:∫
Ω
(√
‖∇un‖2 + δ2n +
κ2
2
‖∇un‖2
)
dx+
1
2
∫
Γ
‖∇Γ(εuΓ,n)‖2 dΓ
≤
∫
Ω
(√
‖∇u‖2 + δ2n +
κ2
2
‖∇u‖2
)
dx+
1
2
∫
Γ
‖∇Γ(εuΓ)‖2 dΓ
+ (w − un, un − u)L2(Ω;Rm) + (wΓ − uΓ,n, uΓ,n − uΓ)L2(Γ;Rm).
Based on these, we take the limit of the above inequality, and infer that:
lim
n→∞
(∫
Ω
(√
‖∇un‖2 + δ2n +
κ2
2
‖∇un‖2
)
dx+
1
2
∫
Γ
‖∇Γ(εuΓ,n)‖2 dΓ
)
≤
∫
Ω
(
‖∇u‖+ κ
2
2
‖∇u‖2
)
dx+
1
2
∫
Γ
‖∇Γ(εuΓ)‖2 dΓ. (4.11)
By virtue of (4.6)–(4.7), (4.10)–(4.11) and the uniform convexity of the L2-based
topologies, it is further deduced that:
∇un → ∇u in L2(Ω;Rm×N ), as n→∞. (4.12)
On account of (4.12), (Fact 3), [1, Proposition 3.59 and Theorem 3.66], [3, Proposition
2.16] and [5, Appendix], we can obtain that:
M∗u ∈ { M˜ ∈ L2(Ω;Rm×N ) [∇u, M˜ ] ∈ ∂‖ · ‖ in [Rm×N ]2, a.e. in Ω }. (4.13)
As a consequence of (4.8)–(4.9) and (4.13), we verify Claim #2.
Now, with Claims #1–#2 and the maximality of the subdifferential ∂Φε ⊂ H 2
in mind, we can deduce the coincidence (4.4), and we conclude Key-Lemma 1. 2
5. Proofs of Main Theorems. In this section, we will prove the Main The-
orems 1–2 on the basis of Key-Lemma 1 and (Fact 1)–(Fact 3) as in the previous
sections.
Proof of Main Theorem 1. First, we show the item (I-1). In the Cauchy problem
(CP)ε, let us first confirm that:
Θ := [θ, θΓ] ∈ L2(0, T ;H ) and U0 := [u0, uΓ,0] ∈ D(Φε) = Vε =H .
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Then, by applying the general theories of evolution equations, e.g. [2, Theorem 4.1], [3,
Proposition 3.2], [6, Section 2], and [7, Theorem 1.1.2], we immediately have the
existence and uniqueness of the solution U = [u, uΓ] ∈ L2(0, T ;H ) to (CP)ε, such
that:
U ∈ C([0, T ];H )∩L2(0, T ;H )∩W 1,2loc ((0, T ];H ) and Φε(U) ∈ L1(0, T )∩L∞loc((0, T ]).
Now, by Key-Lemma 1, we observe that the solution U = [u, uΓ] to (CP)ε coin-
cides with that to the system (S)ε, and hence, we verify the item (I-1).
In the meantime, the equivalence between (S)ε and (CP)ε enables us to conclude
the other item (I-2) by applying the standard methods for evolution equations: more
precisely, by taking the difference between the two evolution equations, multiplying
its both sides by the difference of solutions, and using Gronwall’s lemma. 2
Proof of Main Theorem 2. For any ε ≥ 0, let us simply put Θε := [θε, θΓ,ε] ∈
L2(0, T ;H ) and U0,ε := [u0,ε, uΓ,0,ε] ∈ H , and let us denote by Uε the solution
[uε, uΓ,ε] to (S)ε corresponding to the forcing term Θε = [θε, θΓ,ε] and the initial data
U0,ε = [u0,ε, uΓ,0,ε]. Then, by the equivalence between (S)ε and (CP)ε, we can apply
some of analytic techniques for nonlinear evolution equations, e.g. [7, Theorem 2.7.1]
and [4, Main Theorem 2], and we can derive the following convergences:
Uε → Uε0 in C([0, T ];H ),
∫ T
0
Φε(Uε(t)) dt→
∫ T
0
Φε0(Uε0(t)) dt, as ε→ ε0. (5.1)
Now, the required convergences (3.1)–(3.2) will be obtained as straightforward
convergences of (5.1) and the uniform convexity of L2-based topologies. 2
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