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Abstract
Given a pair of absolutely continuous random variables (X, Y ) distributed as the generalized Farlie–Gumbel–Morgenstern
(GFGM) distribution, we develop a test for testing the hypothesis: X and Y are independent vs. the alternative; X and Y are
positively (negatively) quadrant dependent above a preassigned degree of dependence. The proposed test maximizes the minimum
power over the alternative hypothesis. Also it possesses a monotone increasing power with respect to the dependence parameter of
the GFGM distribution. An asymptotic distribution of the test statistic and an approximate test power are also studied.
© 2006 Elsevier B.V. All rights reserved.
MSC: primary 62F03; 62F05; secondary 60F05
Keywords: Approximate test power; Central limit theorem; Independence; Likelihood ratio; Quadrant dependence
1. Introduction
The bivariate Farlie–Gumbel–Morgenstern (FGM) distribution originally introduced by Morgenstern [9] describes a
system consisting of two dependent components. Various tests of independence are a statistical tool used to investigate
the dependence structure between the components.
Güven [3] studied a test of independence for a bivariate FGM distribution. The bivariate FGM distribution has been
modiﬁed by Bairamov and Kotz [1] in order to increase the dependence between the underlying variables. The modiﬁed
bivariate FGM distribution is often referred to as a GFGM distribution.
The purpose of this paper is to provide a test of independence for a pair of absolutely continuous random variables
jointly distributed according to the GFGMdistribution. In Section 3, a test for testing the hypothesis that the two random
variables are independent vs. the alternative hypothesis that they are positively quadrant dependent is described. The
test maximizes the minimum power and possesses a monotone increasing power over the alternative hypothesis. It is
derived in Section 4 that an approximation to the test-statistic distribution for a ﬁnite sample is a normal distribution.
In Section 5, an approximation to the power of the test is presented. In Section 6, some numerical and simulated results
are given to verify that the approximate power of the test is nondecreasing in the dependence parameter. In Section 7,
the testing problem is brieﬂy discussed for the negative quadrant alternative hypothesis.
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The methodology developed in this paper can be evidently applied to other forms of GFGM distributions.
Throughout the paper, we shall use the following notation:
b = 1
p
(
1 + pq
p(q − 1)
)(q−1)
where p1, and q > 1;
M = max{b, b−1};
The Beta function:
B(a1, a2) =
∫ 1
0
xa1−1(1 − x)a2−1 dx, a1, a2 > 0;
An incomplete Beta function:
Ia1(a2, l) =
∫ a1
0
xa2−1(1 − x)l dx
=
l∑
m=0
(−1)m
(
l
m
)
a
m+a2
1
m + a2 , a1, a2 > 0;
The Pochhammer symbol:
(a)m = (a + m)(a) = a(a + 1) . . . (a + m),
where (.) is the Gamma function.
2. A GFGM distribution
Weshall brieﬂy summarize some known results on aGFGMdistribution. Let (X, Y ) be a pair of absolutely continuous
random variables with the marginals F(x) and G(y). Then, the GFGM distribution introduced by Huang and Kotz [4]
and Bairamov and Kotz [1] is deﬁned via the distribution function (d.f.)
H(x, y) = F(x)G(y){1 + (1 − Fp(x))q(1 − Gp(y))q}, p1, q1, (1)
where  is said to be a dependence parameter.
Since (X, Y ) is a pair of absolutely continuous random variables, one can write the d.f. in Eq. (1) as the GFGM
distribution with [0, 1] uniform marginals
H(x, y) = xy{1 + (1 − xp)q(1 − yp)q}, 0x, y1, p1, q1, (2)
where it is the copula form of the d.f. in Eq. (1).
Let h(x, y) be a probability density function (p.d.f.) of (X, Y ). The admissible range of  is deﬁned as the range of
values of  for which h(x, y) is nonnegative. For the d.f. in Eq. (2), when p1 and q > 1, the admissible range of  is
−min{b2, 1}b, (3)
where b is deﬁned in Section 1. The positive maximal correlation ofX and Y having d.f. in (1) is MAX =0.521 attained
for p = 3 and q = 1.496.
Evidently, the d.f. in Eq. (2) is the bivariate FGM distribution if p = q = 1. Farlie [2] and Johnson and Kotz [6]
showed that the admissible range of  is the interval [−1, 1] and the Pearson correlation coefﬁcient  between X and
Y located in the interval [− 13 , 13 ] in the case of a bivariate FGM distribution.
Huang and Kotz [4] studied the special cases of the d.f. in Eq. (2) in which p> 1, q = 1 and p = 1, q > 1. They
found that the positive correlation  has been increased up to 0.39 in the case that p = 2, q = 1.
Hence the GFGM distributions allow us to achieve correlation between components greater than 0.5 while the
bivariate FGM distributions allow us to achieve correlation between them at most 0.33.
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Taking the partial derivatives of (2), the joint p.d.f. of the d.f. in Eq. (2) is obtained to be
h(x, y) = 1 + w(x, y), (4)
where
w(x, y) = r(x, p, q)r(y, p, q), (5)
with
r(x, p, q) = (1 − xp)q−1[1 − (1 + pq)xp], (6)
and r(y, p, q) is deﬁned analogously.
The structure of d.f. (p.d.f.) of any GFGM distribution are a sum of two components: the ﬁrst, product of two
marginals yielding correlation coefﬁcient 0 and the second, xy(1 − xp)q(1 − yp)q(w(x, y)) which is designed to
provide high dependence, i.e., high correlation. From this, it follows that the absolute value of the Pearson correlation
coefﬁcient should be below 1 for any GFGM distribution.
3. The proposed test
Let (Xi, Yi), for i = 1, 2, . . . , n, be a random sample from the GFGM d.f. given in Eq. (2). Our aim is to test the
hypothesis that X and Y are independent vs. the alternative that X and Y are positively quadrant dependent above a
preassigned degree of dependence.
It is evident from Eq. (2) that X and Y are independent whenever  = 0, and from Eqs. (2) and (3), we have that 
lies in the interval
1 = (0, b], (7)
whenever X and Y are positively quadrant dependent. Our problem can then be formulated as
H0 : = 0, H1 : , (8)
where  is a given positive real number and  ∈ 1.
Our ﬁrst step is to show that the -parameter family of densities h(x, y) possesses monotone likelihood ratio in
w(x, y) where h(x, y) and w(x, y) are deﬁned in (4) and (5), respectively. This would imply that the likelihood ratio
based on n-observations is nondecreasing in each of the w(xi, yi), i = 1, 2, . . . , n.
Let < ′. Obviously (1+′w)/(1+w) is nondecreasing in w0. From Eq. (4) it follows that h′(x, y)/h(x, y)
is nondecreasing in w(x, y).
Let X=(X1, X2, . . . , Xn),Y=(Y1, Y2, . . . , Yn) and the function t′,(x, y) of (x, y) denote the ratio f′(x, y)/f(x, y)
where f(x, y) =
∏n
i=1h(xi, yi) and < 
′
. The function t′,(x, y) can be rewritten as
t′,(x, y) =
n∏
i=1
Lr′,(xi, yi), (9)
and it is nondecreasing in each one of w(xi, yi), for i = 1, 2, . . . , n, since the nonnegative function Lr′,(xi, yi) is
nondecreasing in w(xi, yi).
Theorem 1. Let (Xi, Yi), for i=1, 2, . . . , n, be a random sample from the bivariate d.f. (2) and deﬁne the test statistic
as
(x, y) =
{1 if ∏ni (1 + w(xi, yi))c,
0 if ∏ni (1 + w(xi, yi))< c, (10)
where the constant c is determined by stipulating that
E[(X,Y)|= 0] = 
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for a given . Then
(i) The probability function 	n(), deﬁned as
	n() = E[(X,Y)] (11)
and based on n-observations, is a nondecreasing function of .
(ii) For the testing problem given by (8), the test maximizes the minimum power over the interval
2 = [, b]. (12)
Proof. (i) FromEq. (9), the test statistic(x, y) can be rewritten as(t,0(x, y))=1, if t,0(x, y)c and(t,0(x, y))=0,
otherwise. Hence (t,0(x, y)) is nondecreasing in t,0(x, y) where as it is shown above t,0(x, y) is nondecreasing in
each w(xi, yi). It follows that the test statistic (x, y) is a composite function of two nondecreasing functions and thus
it is nondecreasing in each w(xi, yi).
Let < ′ and E1 and E2 be two sets for which t′,(x, y)1 and t′,(x, y)< 1, respectively, where t′,(x, y) is
as deﬁned in Eq. (9). If e1 = infE1(x, y) = infE1(t,0(x, y)), e2 = supE2(x, y) = supE2(t,0(x, y)) the difference
e1 − e20. Moreover, utilizing (11), we have
	n(
′) − 	n() =
∫ ∫
(x, y)(f′(x, y) − f(x, y)) dy dx
e1
∫ ∫
E1
(f′(x, y) − f(x, y)) dy dx + e2
∫ ∫
E2
(f′(x, y) − f(x, y)) dy dx
= (e1 − e2)
∫ ∫
E1
(f′(x, y) − f(x, y)) dy dx,
which proves the ﬁrst assertion.
(ii) For the hypotheses given in (8), the power is 	() with  ∈ 2 where the interval 2 is deﬁned in (12). Since
	() is nondecreasing in , we have 	()	() for all  in 2. Consequently,
	() = inf
∈2
	(). (13)
In view of the Neyman–Pearson lemma, the test deﬁned in Eq. (10) is the most powerful for testing H0 : = 0 vs.
H′1 : = , i.e., the level  test (X,Y) in Eq. (10) maximizes 	() where 	() is given in (13). 
Consider now the new alternative hypothesis H′′1 : > 0 where H′′1 contains all the alternative hypotheses that X and
Y are positively quadrant dependent. The test (X,Y) in Eq. (10) for testing H0 : = 0 vs. H′′1 : > 0 maximizes the
minimum power on the subset 2 of 1 where 1 and 2 are deﬁned in Eqs. (7) and (12), respectively. Thus, the test
(X,Y) in Eq. (10) maximizes the minimum power locally.
4. An asymptotic distribution of the test statistic
The following technical lemma will be required in the sequel:
Lemma. E[lnk(1 + w(X, Y ))], for k = 1, 2, is ﬁnite where (X, Y ) possesses the GFGM d.f. given in Eq. (2) with
parameter ,  is a positive real number and w(x, y) is deﬁned in Eqs. (5) and (6).
Proof. Let p and q be given. Then, r(x, p, q) in Eq. (6) is a function of x where 0x1 and its derivative is
rl(x, p, q) = −pqxp−1(1 − xp)q−2[(1 + p) − (1 + pq)xp].
The extreme point of r(x, p, q), which is a solution of the equation r ′(x, p, q) = 0, is
x∗ =
(
1 + p
1 + pq
)1/p
.
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Since rll(x∗, p, q)> 0, the function r(x, p, q) isminimized at its unique extremepoint x∗ and consequently ismonotone
decreasing (increasing) on [0, x∗) ([x∗, 1]). Hence we have
inf
0x1
r(x, p, q) = r(x∗, p, q) = −b−1, (14)
and
sup
0x1
r(x, p, q) = max{r(0, p, q), r(1, p, q)} = 1. (15)
Eqs. (14) and (15) imply that
−b−1r(x, p, q)1. (16)
Analogously, we have
−b−1r(y, p, q)1. (17)
The method for ﬁnding the lower and upper bound of a product of two functions taking both negative and positive
values is given, for example, in Farlie [2, p. 309]. Using this method, one obtains from expressions (16) and (17) that
the function w(x, y) varies in the range
−b−1w(x, y) max{1, b−2}. (18)
Since the range of  is 0< b (see Section 3) and the range of w(x, y) is as given in (18), the product w(x, y) varies
between −1 and M (with a strict inequality on the left-hand side). Consequently, we have
0< 1 + w(x, y)M + 1, (19)
where M is a ﬁnite function of p and q (see Section 1). Observe that the function 1 + w(x, y) is strictly greater than
0 and less than or equal to a given positive real number. Thus, | ln(1 + w(x, y))|<∞. 
Let T = T,0(X,Y) =∏ni=1(1 + w(Xi, Yi)) where  ∈ 1 and 1 is as given in Eq. (7). The following theorem
provides an asymptotic distribution of the nth root of the test statistic T .
Theorem 2. Let (Xi, Yi), i = 1, 2, . . . , n be independently and identically distributed (i.i.d.) random vectors with
common density function given in Eq. (4). Then
√
n(T 1/n − 
()) d→N(0, 2()) (20)
as n → ∞, where

() = exp[E(ln(1 + w(X, Y )))], (21)
and
2() = 
2()V ar[ln(1 + w(X, Y ))], (22)
and d→ denotes convergency in distribution.
Proof. The nth root of T , being a sample geometric mean of the function of observations ln(1 + w(Xi, Yi)), i =
1, 2, . . . , n, can be written as
T 1/n = exp
[
1
n
n∑
i=1
ln(1 + w(Xi, Yi))
]
. (23)
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It follows from lemma that the variance of ln(1 + w(X, Y )) is ﬁnite. Consequently, from the central limit theorem,
since (Xi, Yi), i = 1, 2, . . . , n are i.i.d. random variables,
1
n
n∑
i=1
ln(1 + w(Xi, Yi))
is asymptotically normal with mean E[ln(1 + w(X, Y ))] and variance
Var[ln(1 + w(X, Y ))]/n.
The exponential function of a sample mean of ln(1+ w(Xi, Yi)), for i = 1, 2, . . . , n, has a nonvanishing derivative
at the mean of ln(1 + w(X, Y )). Thus, using the delta method [8, p. 86], we deduce that T 1/n deﬁned in Eq. (23) has
an asymptotic distribution as given in Eq. (20). 
To ﬁnd the asymptotic distribution of T 1/n, the values of the ﬁrst and second moments about the origin of ln(1 +
w(X, Y )) are required. The Taylor-series polynomial approximation is used here to obtain the values of the ﬁrst and
second moments.
Deﬁne the random variable ,
= 2(1 + w(X, Y ))
M + 1 . (24)
From Eq. (19), we obtain that 0<2.
The Taylor-series expansions of ln and ln2  are valid for 0<2. Hence, the Taylor-series polynomial approx-
imation to E[lnk(1 + w(X, Y ))] can be obtained from the Taylor-series polynomial approximation to E[lnk] for
k = 1, 2.
A computational procedure for this approximation to E(lnk), for k = 1, 2, is as follows. Deﬁne l (p, q), for
l = 0, 1, 2, . . . , to be
l (p, q) =
∫ 1
0
rl(x, p, q) dx, (25)
where r(x, p, q) is given in Eq. (6). Using Eqs. (4) and (5), one can write the lth moment of w(X, Y ) as
E(w
l(X, Y )) = 2l (p, q) + 2l+1(p, q) (26)
for l = 1, 2, . . . (the explicit expression of l (p, q) is presented in Appendix).
In the case that p=q =1, we have w(X, Y )= (1−2X)(1−2Y ) from Eq. (5). It follows that w(X, Y ) is the product
of two dependent uniform random variables on [−1, 1]. Alternatively, the lth moment of w(X, Y ) is determined from
the p.d.f ofw(X, Y ). Güven [3] has derived the p.d.f. ofw(X, Y ) by using the inversion integral of the Mellin transform
of w(X, Y ). Also, explicit forms of E[lnj (1 + w(X, Y ))], for j = 1, 2, can be obtained in this case.
Using Eq. (24), one obtains the following relationship:
E(− 1)k = (1 − M)
k
(M + 1)k
k∑
l=0
(
k
l
)
2ll
(1 − M)l E(w
l(X, Y )). (27)
Thus, the mth order Taylor-series polynomial approximations to E(ln) and E(ln2) are
E(ln) =
m∑
k=1
(−1)k+1
k
E(− 1)k , (28)
and
E(ln2) =
m∑
k=2
(−1)k
k
⎛
⎝k−1∑
j=1
j−1
⎞
⎠E(− 1)k , (29)
respectively.
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5. An approximation to the power of the test
Let T = T,0(X,Y)=∏ni=1(1+ w(Xi, Yi)) where the function w(x, y) is given in Eq. (5). It follows from Eq. (10)
that the probability function 	n() deﬁned by Eq. (11) can be written as
	n() = P(T c) = P
( √
n
()
[T 1/n − 
()]
√
n
()
[c1/n − 
()]
)
,
where 
() and 2() are given in Eqs. (21) and (22), respectively.
From Theorem 2 dealing with the asymptotic normality of T 1/n, we obtain an approximation to 	n() for a ﬁnite
sample given by
	n()1 − 
( √
n
()
[c1/n − 
()]
)
. (30)
Here, the symbol “” means “approximately equal” and (.) is the standard normal d.f.
If the test has an asymptotic level  such that limn→∞	n(0) = , then the approximated value of c, denoted by c,
is determined from Eq. (30). This value is
c
1/n
 = (0)√
n
−1(1 − ) + 
(0), (31)
where 
(0) and 2(0) are 
() and 2() at = 0, respectively. In this case, an approximation to the power of the test
for a ﬁnite sample size is given by
	n()1 − 
( √
n
()
[c1/n − 
()]
)
, (32)
where  ∈ [, b].
6. Numerical and simulation studies
In this section, an approximation to the power of the test for ﬁnite samples is studied. Two different examples of
the testing problem presented in Eq. (8) are discussed. They are H0 :  = 0 vs. H1 : 0.7 and (p, q) = (2, 2) and
H0 :  = 0 vs. H1 : 0.9 and (p, q) = (2, 3). For given p, q, and , we both calculate and generate the values of
	n() given in Eq. (32).
From (3), one can conclude that the admissible range of  is [0, 1.2] when (p, q) = (2, 2) and [0, 1.5] when
(p, q)= (2, 3) in the case that random variables X and Y are either independent or positively quadrant dependent. For
this reason, an approximation to the power of the test 	n() is evaluated at  = 0.7, (0.1), 1.2 for (p, q) = (2, 2) and
= 0.9, (0.1), 1.5 for (p, q) = (2, 3) where the sample size is taken to be 75, 100, 125, and 150.
The ﬁfth order Taylor-series polynomial approximations to the quantities E[lnj (1 + w(X, Y ))], for j = 1, 2 and
= 0.7, 0.9, are obtained from which we have
E[lnj (1 + w(X, Y ))] = E[lnj] + j ln((M + 1)/2),
from Eq. (24). To ﬁnd the approximate values of E[lnj] for j = 1, 2, the values of E(− 1)k deﬁned by Eq. (27)
are calculated for a given  and k = 1, 2, 3, 4, 5 with the aid of Eq. (26). Then, the approximate values of E[ln] and
E[ln2] can be calculated from Eqs. (28) and (29), respectively.
In our calculations, the values of E( − 1)k for a given  and k6 are found to be less than 0.01 which indicates
that the ﬁfth order Taylor polynomial approximation is adequate.
Using the approximate values of E[lnj (1+ w(X, Y ))], for j = 1, 2 and = 0.7, 0.9, values of 
() and 2() at a
given  are evaluated from Eqs. (21) and (22), respectively. Having obtained the values of 
(0) and 2(0), the critical
point c1/n is determined from Eq. (31) for given n and .
For the sample size n = 75, 100, 125, and 150, the critical point c1/n is found to be 1.056, 1.043, 1.034 and 1.027,
respectively, for the ﬁrst example and 1.097, 1.078, 1.066 and 1.057, respectively, for the second examplewhen =0.05.
Finally, an approximate value of the power of the test 	n() at a given  is determined from Eq. (32).
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Table 1
An approximation to the power of the 0.05 size test for ﬁnite samples where the testing problem is H0 : = 0 vs. H1 : 0.7 and (p, q) = (2, 2),
the numbers in parentheses are the simulated power values
n = 0.7 0.8 0.9 1.0 1.1 1.2
75 0.420 0.501 0.581 0.659 0.731 0.795
(0.502) (0.564) (0.669) (0.777) (0.811) (0.876)
100 0.503 0.595 0.683 0.761 0.828 0.882
(0.583) (0.613) (0.742) (0.822) (0.890) (0.935)
125 0.576 0.675 0.762 0.835 0.892 0.934
(0.585) (0.680) (0.785) (0.843) (0.906) (0.951)
150 0.640 0.740 0.823 0.887 0.934 0.964
(0.597) ( 0.690) (0.813) ( 0.887) (0.930) (0.951)
Table 2
An approximation to the power of the 0.05 size test for ﬁnite samples where the testing problem is H0 : = 0 vs. H1 : 0.9 and (p, q) = (2, 3),
the numbers in parentheses are the simulated power values
n = 0.9 1.0 1.1 1.2 1.3 1.4 1.5
75 0.260 0.297 0.335 0.375 0.417 0.459 0.502
(0.272) (0.317) (0.348) (0.409) (0.472) (0.503) (0.538)
100 0.307 0.353 0.400 0.448 0.497 0.546 0.595
(0.290) (0.325) (0.369) (0.407) (0.460) (0.519) (0.549)
125 0.353 0.405 0.459 0.514 0.568 0.621 0.672
(0.339) (0.381) (0.431) (0.482) (0.543) (0.603) (0.633)
150 0.395 0.453 0.514 0.573 0.631 0.685 0.736
(0.373) (0.427) (0.493) (0.547) (0.613) (0.668) (0.701)
Let (X, Y ) be a pair of [0, 1] uniform random variables having the GFGM d.f. given in Eq. (2) where p = 2 and
q1. Then, the correlation coefﬁcient of X and Y is = 3(q + 1)−2 [1].
To generate (X, Y ) where the correlation coefﬁcient of X and Y is = 3(q + 1)−2, an algorithm given by Johnson
[5] for generating a pair of [0, 1] uniform random variables having joint Plackett’s distribution is used by deﬁning the
dependence parameter of the Plackett’s distribution  to be = (/ arccos() − 1)2.
The reason on deﬁning to be=(/ arccos()−1)2 is as follows. Consider the Plackett’s distribution with normal
marginals. Then, the correlation coefﬁcient is = − cos[1/2/(1 +1/2)] where > 0 . As a result, the dependence
parameter  is written as  = (/ arccos() − 1)2. Without loss of generality, the Plackett’s distribution with [0, 1]
uniform marginals and the dependence parameter  is obtained from the Plackett’s distribution with normal marginals
by applying probability–integral transformation.
After generating w(Xi, Yi), for i = 1, 2, . . . , n, where w(X, Y ) is as given in Eq. (5), the test statistic T =∏ni=1(1+
w(Xi, Yi)) is calculated for =0.7 and 0.9. Simulations are based on 1000 runs to ﬁnd the number of T 1/n exceeding
a given c1/n . This number is then divided by 1000 to get a simulated power value.
The results tabulated in Tables 1 and 2 verify that the approximate power of the test increases as both n and  increase.
7. Negative quadrant dependence
As it was indicated in Section 2, it follows from Eq. (3) that  lies in the interval
3 = [−min{b2, 1}, 0),
when random variables X and Y , having the GFGM d.f. in Eq. (2), are negatively quadrant dependent. Therefore, a
negative quadrant alternative of the hypothesis testing problem can be presented as
H0 : = 0, H1 : , (33)
where  is a given negative real number.
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Deﬁne  to be = −,  is a positive number located in the interval
0 = (0,max{b2, 1}].
The testing problem as given in Eq. (33) can, of course, be equivalently written as
H0 : = 0, H1 : , (34)
for a given  ∈ 0.
It is easily veriﬁed that max{b2, 1}>b. Recall b is deﬁned in Section 1. Hence1 ⊂ 0 where1 is given in Eq. (7).
Thus, our test statistic (X,Y) in Eq. (10) is used for testing hypotheses in Eq. (34) if  ∈ 1 and (X, Y ) is positively
quadrant dependent under the alternative.
If a pair of random variables (X, Y ) is negatively quadrant dependent, then (X,−Y ) is positively quadrant dependent
(see [7,10]).
We assume that the pair (X, Y ) is negatively quadrant dependent under the alternative. Then it is assumed that
the pair (X,−Y ) is positively quadrant dependent under the alternative. Thus, in order to test hypotheses in Eq. (33)
one tests hypotheses in Eq. (34) by using the test statistic (X,Y) where the transformed observations (Xi,−Yi) for
i = 1, 2, . . . , n are used in testing problem.
The test (X,Y) for testing the hypotheses in Eq. (33) maximizes the minimum power over 2 in Eq. (12) and
2 ⊂ 1, when observations are of the form (Xi,−Yi) and  ∈ 2. Thus, we obtain from 2 ⊂ 1 ⊂ 0 that the test
(X,Y) maximizes the minimum power on 2.
Appendix A.
In this Appendix, we describe the integral l (p, q) deﬁned by Eq. (25) and provide the values of this integral for
some selected values of p and q where l = 0, 1, 2, . . . .
Using Eq. (6) (the deﬁnition of r(x, p, q)), one obtains the integral l (p, q) as
l (p, q) =
∫ 1
0
(1 − xp)l(q−1)[1 − (1 + pq)xp]l dx
= 1
p
∫ 1
0
u1/p−1(1 − u)l(q−1)[1 − (1 + pq)u]l du
= 1
p
l∑
k=0
(−1)k
(
l
k
)
(1 + pq)kB(k + p−1, l(q − 1) + 1)
= 1
p
l∑
k=0
(−l)k
k! (1 + pq)
kB(k + p−1, l(q − 1) + 1), (A.1)
where the Beta function B(a1, a2) for a1, a2 > 0 and the Pochhammer symbol (a)m for a real number a and an integer
m are introduced in Section 1.
Both multiplying and dividing the integral l (p, q) given in Eq. (A.1) by B(p−1, l(q − 1)+ 1), the integral l (p, q)
is reduced to the product of a Beta function and a ﬁnite sum. It is given by
l (p, q) = 1
p
B(p−1, l(q − 1) + 1)
l∑
k=0
(−l)k(p−1)k
(l(q − 1) + 1)kk! (1 + pq)
k
.
By omitting their derivations, we ﬁnally provide the values of the integral l (p, q) for the particular cases in which
(p, q) takes the values (1, 1), (p, 1) and (1, q) (where q is an integer),
l (1, 1) =
{
0 if l is even,
1/2(l + 1) if l is odd,
l (p, 1) = 1
p(1 + p)p−1 I1+p(p
−1, l),
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where the incomplete Beta function Ia1(a2, l) for a1, a2 > 0 and an integer l is introduced in Section 1.
l (1, q) = (−1)l q
lq
(1 + q)l I1+q−1(l+ 1, l),
where an integer  is deﬁned as = q − 1.
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