Abstract. An ordinal tree is an arbitrary rooted tree where the children of each node are ordered. Succinct representations for ordinal trees with efficient query support have been extensively studied. The best previously known result is due to Geary et al. [2004b, pages 1-10]. The number of bits required by their representation for an n-node ordinal tree T is 2n + o(n), whose first-order term is information-theoretically optimal. Their representation supports a large set of O(1)-time queries on T . Based upon a balanced string of 2n parentheses, we give an improved 2n + o(n)-bit representation for T . Our improvement is two-fold: First, the set of O(1)-time queries supported by our representation is a proper superset of that supported by the representation of Geary, Raman, and Raman. Second, it is also much easier for our representation to support new queries by simply adding new auxiliary strings.
Introduction
An ordinal tree (see, e.g., Geary et al. [2004b] and Benoit et al. [2005] ) is an arbitrary rooted tree where the children of each node are ordered. All trees in this This research was supported in part by NSC Grants 94-2213 -F-002-126, 95-2221 -E-002-077, and 96-2221 . H.-I. Lu is the corresponding author and is also affiliated with the Graduate Institute of Networking and Multimedia and the Graduate Institute of Biomedical Electronics and Bioinformatics, National Taiwan University. Authors' address: Department of Computer Science and Information Engineering, National Taiwan University, 1 Roosevelt Road, Section 4, Taipei 106, Taiwan, Republic of China, e-mail: {hil; r93048}@csie.ntu.edu.tw. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or direct commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. article are ordinal. The number of distinct n-node trees is 2 2n− ( log n) [Graham et al. 1989 ], so the information-theoretically minimum number of bits to differentiate these trees is 2n − ( log n). There are three major types of 2n-bit representations for an n-node tree T : -Balanced parentheses Chuang et al. 1998; He et al. 1999; Chiang et al. 2005; Munro and Rao 2004; Bonichon et al. 2006 ], a folklore encoding consisting of a balanced string of parentheses representing the counterclockwise depth-first traversal of T , where an open (respectively, closed) parenthesis denotes a descending (respectively, ascending) edge traversal. For technical reason, one usually adds a pair of enclosing parentheses to the above 2n − 2 parentheses, resulting in a representation consisting of 2n parentheses. -Level order unary degree sequence (LOUDS) [Jacobson 1989 ], representing a node of degree d as a string of d copies of 1-bits followed by a 0-bit, where these nodes are represented in a level-order traversal of T . -Depth first unary degree sequence (DFUDS) [Benoit et al. 2005] , representing a node of degree d as a string of d copies of 1-bits followed by a 0-bit, where these nodes are represented in a depth-first traversal of T .
An example is shown in Figure 1 . Initiated by Jacobson [1989] , succinct representations for trees with efficient query support have been extensively studied in the literature. Jacobson [1989] extended the LOUDS representation into a (n)-bit encoding to support the parent query and the rank and select queries for nodes in level-order traversal of T in ( log n) time. Clark and Munro [Clark 1996; Clark and Munro 1996 ] squeezed Jacobson's encoding into a 3n + o(n)-bit representation, from which the above queries and the subtree-size query can be supported in O(1) time. Later succinct representations, all have 2n + o(n) bits, form the following trade-off between the choices of base representations and the sets of supported O(1)-time queries:
-Based upon balanced parentheses, showed that an o(n)-bit auxiliary string suffices to support the following queries in O(1) time: parent, depth, subtree-size, and the rank and select queries for nodes in pre-order and post-order traversal of T . showed an o(n)-bit auxiliary string to support O(1)-time query for leaf-rank, leaf-select, and leaf-size. Chiang et al. [2005] showed an o(n)-bit auxiliary string to support O(1)-time degree query. Munro and Rao [2004] further gave an o(n)-bit auxiliary string to support O(1)-time level-ancestor query. 
-Based upon the DFUDS representation, Benoit et al. [2005] gave an o(n)-bit auxiliary string that supports the following queries in O(1) time: child-rank, child-select, degree, subtree-size, and node-rank and node-select in the pre-order traversal of T . However, such a choice of the base representation still does not provide O(1)-time support for the depth and level-ancestor queries, the noderank and node-select queries in the post-order traversal of T , and the rank, select, and size queries for leaves.
Recently, Geary et al. [2004b] almost resolved the above trade-off by giving a 2n + o(n)-bit encoding for T that supports in O(1) time the aforementioned queries except those leaf-related ones . Their approach differs from all previous work achieving 2n + o(n) bits in that their encoding does not consist of a 2n-bit base representation for the topology of T plus an o(n)-bit auxiliary string. Instead, they decomposed T into several types of subtrees, whose topologies are represented in a hierarchical way, where different levels are composed of mixtures of different base representations and auxiliary strings. Such an involved structure seriously complicates the possibility of supporting additional queries using other stand-alone auxiliary strings. An implementation based upon a similar concept is studied in Geary et al. [2004b] . Very recently, Delpratt et al. [2006] showed that LOUDS-based representation can also be implemented to have competitive practical performance.
In this article, we give new o(n)-bit auxiliary strings for the 2n-bit balanced string of parentheses representing T . Together with previous o(n)-bit auxiliary strings for balanced parentheses Chiang et al. 2005; Table I summarizes the above discussion.
We follow the convention of unit-cost RAM model of computation with ( log n)-bit word size [van Emde Boas 1990] , which is assumed in all the previous work except that of Jacobson [1989] . The rest of this article is organized as follows.
Section 2 gives the preliminaries. Section 3 shows our auxiliary strings for distance, subtree height, and lowest common ancestor. Section 4 shows our auxiliary strings for child-rank and child-select.
Preliminaries
Let T be the input n-node tree. Let v i denote the ith node of T in the pre-order traversal of T . Let S be the balanced string of 2n parentheses for T . Let S [i, j] 
LEMMA 2.2 (SEE MUNRO AND RAMAN [2001] AND CHIANG ET AL. [2005]).

Let S be a length-2n string of balanced parentheses that represents an n-node tree T . It takes O(n) time to compute an o(n)-bit string α aux such that the following queries for S can be determined from S and α aux in O(1) time: (a) the parent, degree, and depth of v i in T , (b) the parenthesis that matches S[i] in S, and (c) the rank and select queries for open and closed parentheses in S.
By Lemma 2.2, given S • α aux , indices i, i , and r i can be determined from one another in O(1) time. Our technique of dividing the input strings into multiple levels of blocks, which has been widely used in many succinct data structures, is inspired by Munro and Raman [Munro 1996; .
Distance, Subtree Height, and Lowest Common Ancestor
Let L be the 2n-element array such that each L[i] is the number of open parentheses minus the number of closed parentheses in S [1, i] .
. As observed by Gabow et al. [1984] , the lowest-common-ancestor query can be reduced to the above range-minima query index min . Similarly, our auxiliary string for supporting the queries of distance, subtree height, and lowest common ancestor is based on the lemma below. Observe that each L[i] can be obtained from S in O(1) time using the auxiliary string α aux for the rank queries with respect to open and closed parentheses in S. Therefore, the following lemma does not require L in the encoding.
Let I be an array of m indices. Let k min (I, m, i, j) (respectively, k max (I, m, i, j) ) be the smallest index k with i ≤ k ≤ j that minimizes (respectively, maximizes) L [I [k] ]. We first prove the following lemma using techniques extended from Section 3 of Bender and Farach-Colton [2000] . 
PROOF. For each
2 m) bits and can be computed from L and I in O(m log m) time using dynamic programming. Let
. It is not difficult to see that
One can compute k max (I, m, i, j) 
). By Lemma 3.1, both of α q1 and α q2 take o(n) bits and can be obtained in O(n) time. Finally, let α q3 be an O(n)-time obtainable table such that any index min (L , i, j) and index max (L , i, j) with w(i, j) ≤ 2b can be computed from S [i, j] It is not difficult to answer index max (L , i, j) from S, α aux , and α rmq analogously in O(1) time.
As pointed out by an anonymous reviewer, our data structure for lowest common ancestor is similar to that of Sadakane [2002] for suffix arrays. By Lemmas 2.2 and 3.2, the above queries can all be answered from S and α new1 in O(1) time.
Rank and Select for Children
Before solving rank and select for children, we introduce the following definition and its property. A non-root node 
PROOF. Let v p be the parent of v k . If S[i, j] is a balanced string of parentheses, let sibling(S, i, j) be the number of non-enclosed parenthesis pairs in S[i, j].
Observe that child rank (S, v k 
Therefore, it remains to support each query sibling(S, i, j) in O(1) time. If v k is narrow, we only need to answer sibling(S, i, j) with w(i, j) ≤ b. We simply build an O(n)-time obtainable table
where
]. Similar tricks work for wide nodes, but they have to be applied in two levels. We first split S into length-B blocks. For each t = 1, 2, . . . , n B , let M 4 [t] = sibling(S, p + 1, i − 1), where i is the smallest index, if any, with (t − 1)B < i ≤ t B such that v i is a wide child of v p . We further split each length-B block into length-b blocks. For each t = 1, 2, . . . , n B and u = 1, 2, . . . , PROOF. This is a special case of the search query of the searchable partial sums problem Hon et al. 2003 ]. Theorem 3 of Hon et al. [2003] gave an o(m)-bit auxiliary string to support this query in O(1) time, but it is unclear whether the preprocessing time is O(m). Let us briefly prove this lemma as follows: (S, v p (S, v p -element array such that Finally, let
PROOF. For each
• F, which takes o(n) bits and can be computed from S in O(n) time. The O(1)-time algorithm for computing child select (S, v p , c) is shown in Figure 3 .
