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4Abstract
Statistical hypothesis testing is a key technique to perform statistical inference. The
main focus of this work is to investigate multiple testing under the assumption that
the analytical p-values underlying the tests for all hypotheses are unknown. Instead,
we assume that they can be approximated by drawing Monte Carlo samples under
the null.
The first part of this thesis focuses on the computation of test results with a
guarantee on their correctness, that is decisions on multiple hypotheses which are
identical to the ones obtained with the unknown p-values. We present MMCTest, an
algorithm to implement a multiple testing procedure which yields correct decisions on
all hypotheses (up to a pre-specified error probability) based solely on Monte Carlo
simulation. MMCTest offers novel ways to evaluate multiple hypotheses as it allows to
obtain the (previously unknown) correct decision on hypotheses (for instance, genes)
in real data studies (again up to an error probability pre-specified by the user).
The ideas behind MMCTest are generalised in a framework for Monte Carlo based
multiple testing, demonstrating that existing methods giving no guarantees on their
test results can be modified to yield certain theoretical guarantees on the correctness
of their outputs.
5The second part deals with multiple testing from a practical perspective. We as-
sume that in practice, it might also be desired to sacrifice the additional computational
effort needed to obtain guaranteed decisions and to invest it instead in the computa-
tion of a more accurate ad-hoc test result. This is attempted by QuickMMCTest, an
algorithm which adaptively allocates more samples to hypotheses whose decisions are
more prone to random fluctuations, thereby achieving an improved accuracy.
This work also derives the optimal allocation of a finite number of samples to
finitely many hypotheses under a normal approximation, where the optimal allocation
is understood as the one minimising the expected number of erroneously classified
hypotheses (with respect to the classification based on the analytical p-values). An
empirical comparison of the optimal allocation of samples to the one computed by
QuickMMCTest indicates that the behaviour of QuickMMCTest might not be too far
away from being optimal.
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1 Introduction
1.1 Preamble
Statistical hypothesis testing is a key technique to perform statistical inference. This
is achieved by testing a single hypothesis or multiple hypotheses on observed data
with the aim to determine if an observed outcome is unlikely to have occurred by
chance alone. In this case, the result is called statistically significant.
Traditionally, a null hypothesis representing a conservative belief (for instance, an
established opinion) is tested against an alternative. A discovery is made by rejecting
the null hypothesis and thus the established belief in favour of the alternative.
As decisions based on data are not perfect, two error critera are usually used as
guidelines for testing the null hypothesis. The type I error is the error occurring if
a true null hypothesis is rejected, thus leading to a false finding. The type II error
is the error associated to not rejecting a false null hypothesis. Typically, these two
errors are not equally weighted in that more emphasis is placed on avoiding to reject
a true null hypothesis (conservative belief), thus leading to type I error control.
A hypothesis is tested using a statistical test. A test statistic connects the hy-
pothesis of interest with the observed data used to test it. Deriving a statistical test
Introduction
which is meaningful for testing a particular hypothesis is not straightforward.
To carry out an actual test, the distribution of the test statistic (called T ) un-
der the null hypothesis is needed. Given the distribution of T , its domain can be
partitioned into the two sets of values for which the null hypothesis is rejected (also
called the critical region) and non-rejected, where the critical region is chosen to have
a probability equal to the type I error probability. A test result can be obtained by
determining which region the test statistic evaluated on the observed data falls into.
An alternative but equivalent concept for testing a null hypothesis is the one
of a p-value. Assuming a statistical test rejects for large values of T , the p-value
p = P(T ≥ t) encodes the probability of observing a realisation at least as large (“as
extreme”) as the one of the observed data. Rejecting a null with a p-value below
the type I error threshold is equivalent to rejecting it based on the critical region. In
a frequentist approach (Fisher), p-values are given without a threshold. This allows
to assign a measure of significance to a hypothesis of interest without having to test
it immediately: although the p-value itself does not permit a probability statement
on the significance of an hypothesis, it allows to postpone the decision problem of
rejecting or non-rejecting the hypothesis and to determine this decision later for a
chosen threshold. This thesis will focus on such a test decision problem.
In many applications, neither the distribution of the test statistic under the null
hypothesis nor the p-value can be computed analytically. They are therefore approxi-
mated using Monte Carlo techniques such as bootstrap or permutation tests. We call
these tests Monte Carlo tests. A permutation test, for instance, is typically used to
determine if two groups A and B are different in some aspect of interest encoded in
the test statistic. To this end, the test pools A and B and randomly partitions the
16
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pooled sample into two groups again having sizes equal to the ones of A and B (this
is often referred to as relabelling the data). Evaluating the test statistic exhaustively
on all permutations allows to obtain a distribution for the null hypothesis that group
labels do not matter, which in turn can be used to calculate a p-value.
Monte Carlo tests such as permutation tests are a popular means to test hy-
potheses as they exist for any test statistic. Importantly, the distribution of the test
statistic under the null does not need to be known and in fact, it is often unobtainable
in practice as underlying models for natural phenomena are rarely known. Moreover,
modern computer power allows to easily approximate distributions of tests to high
precisions via Monte Carlo simulation. This makes Monte Carlo tests a preferred
choice to evaluate hypotheses even if a theoretical distribution could in principle be
derived. Also, permutation tests take into account the (unknown) dependence be-
tween the tests which would often be very challenging to incorporate analytically.
So far, only one hypothesis was considered at a time. In practice, several hy-
potheses are often tested together, for instance when testing several gene regions of
interest in a genome study. Testing multiple hypotheses, however, poses new chal-
lenges. Suppose 1000 hypotheses are to be tested together. If all of them were tested
independently at a constant threshold controlling the type I error, such as α = 0.05,
the probability of committing at least one type I error would be 1− (1−α)1000. This
probability is almost one, meaning that one or more decisions will almost certainly be
wrong. To counteract this phenomenon and to keep the error level at a pre-specified
level, it is necessary to correct for multiple comparisons.
Several error criteria are available to evaluate hypotheses while correcting for
multiple comparisons, for instance the familywise error rate (the probability of making
17
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one or more type I errors) or the less conservative false discovery rate (the expected
proportion of false discoveries among all discoveries).
Special procedures have been developed to control such error critera, called mul-
tiple testing procedures. Two popular examples are the Bonferroni (1936) correction
(Section 2.3.2) controlling the familywise error rate or the Benjamini and Hochberg
(1995) procedure (Section 2.3.1) controlling the false discovery rate.
1.2 Motivation and aim of the thesis
We would like to test m hypotheses H01, . . . , H0m for statistical significance using a
multiple testing procedure given by a mapping
h : [0, 1]m × [0, 1]→ P({1, . . . ,m}) (1.1)
which takes a vector of m p-values p ∈ [0, 1]m and a threshold α ∈ [0, 1] and returns
the set of indices of hypotheses to be rejected, where P denotes the power set. This
procedure could, for instance, be the Bonferroni (1936) correction, the Sidak (1967)
correction or the procedures of Holm (1979), Hochberg (1988) or Benjamini and
Hochberg (1995).
Standard procedures require knowledge of the p-values of all tests. We assume that
the p-values p∗ = (p∗1, . . . , p
∗
m) of the underlying tests cannot be computed explicitly.
For simplicity, we first assume in Chapter 2 that the threshold α∗ at which we would
like to test is constant and known, although this assumption is later relaxed in Chapter
3 to thresholds which may depend on the unknown p∗ and thus may be unknown
themselves.
18
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Even though p∗ is unknown, we assume that we can approximate p∗ and α∗ (in
the case where α∗ is not given) through Monte Carlo simulations, for instance by
resampling the data in case of bootstrap tests or by generating permutations when
using permutation tests. This is the main assumption underlying all chapters of the
thesis. The aforementioned scenario occurs widely in practical situations (Chen et al.,
2013; Nusinow et al., 2012; Rahmatallah et al., 2012).
The aim of this thesis is to compute h(p∗, α∗) using Monte Carlo simulations only.
Although the main focus lies on an exact computation, Chapters 4 and 5 also consider
ways to approximate h(p∗, α∗) with high accuracy.
The motivation for trying to achieve the same classification as the one obtained
with the p-values is mainly repeatability and objectivity of the results, which Gleser
(1996) called first law of applied statistics : “Two individuals using the same statisti-
cal method on the same data should arrive at the same conclusion.” The statement
of Gleser (1996) refers to the fact that Monte Carlo algorithms introduce additional
randomness into an experiment which is not existent in the data. Moreover, the col-
lection of Monte Carlo samples used by any such algorithm can introduce a substantial
amount of extraneous error as a whole even though single Monte Carlo approxima-
tions might be reasonably precise. To minimise this influence and to not perturb the
result, any additional randomness introduced by a Monte Carlo method has to be
negligible. The following chapters will show ways to achieve control of the Monte
Carlo variability in multiple hypothesis testing up to a guaranteed pre-specified error
probability. Another reason for comparing to the p-values is that all the theoretical
results of the multiple testing procedure based on the p-values still hold (again up to
the guaranteed error probability).
19
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It can additionally be remarked that setting the testing threshold also constitutes
an arbitrary choice which influences the result. Although there is no gold standard
for setting the threshold recent publications suggested revised guidelines to ensure
meaningful significance levels (Johnson, 2013).
The importance of being able to compute h(p∗, α∗) with pre-specified precision is
briefly demonstrated using an example which is treated in detail in Section 2.5.
We consider the classification of 9335 genes using real gene expression data from
yeast chemostat cultivations (Knijnenburg et al., 2009). For each gene, this dataset
contains 170 microarrays of yeast cultivations, divided into two classes: aerobically
grown yeast and anaerobically grown yeast. Each gene becomes one hypothesis.
The dataset is evaluated using the SAM (Significance Analysis of Microarrays) test
statistic of Tusher et al. (2001) to analyse for which hypotheses the difference in
expression between aerobically and anaerobically grown yeast is significant. As p-
values are not directly available for this test statistic, a permutation test is used to
approximate p-values.
We first draw a constant number of 1000 samples for each of the 9335 hypotheses,
approximate all p-values as the proportion of exceedances and classify the dataset
based on these p-value estimates. Repeating this 200 times shows that the decisions
(rejections/ non-rejections) on most genes are fairly consistent. However, the decision
on the particular gene YLR139C, previously reported as being significant by Rouillard
et al. (1996) in the Saccharomyces Genome Database (Cherry et al., 2011), switches
from significant to non-significant when repeatedly classified (each with roughly prob-
ability 0.5). Should YLR139C be claimed significant or insignificant?
This phenomenon occurs with many more hypotheses in real data studies and,
20
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more importantly, is not immediately resolved by drawing more samples as merely
using more samples in conventional methods, albeit giving more accurate results, does
not provide a guarantee on the correctness of each finding. The methods developed
in Chapter 2 will classify gene YLR139C as being significant and provide a guarantee
on the correctness of this result of at least 0.99 (chosen in advance by the user). To
our knowledge, no other method available in the literature to date is able to resolve
the correct classification of hypotheses (genes) in such a situation.
1.3 Brief literature review
Several algorithms published in the literature aim to approximate h(p∗, α∗) through
Monte Carlo simulation for various multiple testing procedures h. Some of them aim
to give guarantees on their result, but these guarantees are usually much weaker than
the ones presented in this thesis.
A widely used naive method to approximate h(p∗, α∗) was already used in Section
1.2: the naive approach draws a constant number of s samples for each of the m
hypotheses, approximates all p-values as the proportion of exceedances and classifies
the dataset based on these p-value estimates. Though being simple, no guarantees on
the correctness of the resulting decisions on individual hypotheses are usually given.
Guo and Peddada (2008) aim to improve upon the naive method by introducing an
early stopping rule used to stop drawing the pre-specified total number of s samples
for certain hypotheses. This is achieved using bounds on the p-values of all hypotheses
and a monotonicity property (Tamhane and Liu, 2008) of common multiple testing
procedures. The authors guarantee that their test result, even with some hypotheses
stopped from receiving all s samples, is identical to the one of the naive method.
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Though being related, the focus of the work of Guo and Peddada (2008) differs from
the one of this thesis in that the authors do not provide any guarantee on how their
test result relates to the one obtained with the underlying p-values p∗.
Jiang and Salzman (2012) present an early stopping procedure with a bound on
its computational savings. As Guo and Peddada (2008), Jiang and Salzman (2012)
aim at designing a procedure which gives the same result as the naive approach with
a fixed number of samples. Moreover, the authors show that their procedure only
controls the False Discovery Rate (FDR) (Benjamini and Hochberg, 1995) up to an
error term.
The ad-hoc method of van Wieringen et al. (2008) stops generating samples for
hypotheses for which a lower confidence level exceeds a pre-specified threshold (leading
to a non-rejection). No early stopping for rejections is proposed. Being an ad-hoc
method for a specific application, no explicit theoretical results are given.
The algorithm MCFDR of Sandve et al. (2011) is a modification of the algorithm
of Besag and Clifford (1991), which, for a single hypothesis, stops drawing further
samples when a fixed number of exceedances has been observed. The main idea of
MCFDR is to use the criterion of Besag and Clifford (1991) to obtain quick non-rejections
and to stop the entire algorithm once all remaining hypotheses are rejected based on
their current estimated p-values. Although MCFDR gives quick results, neither MCFDR
nor Besag and Clifford (1991) give any guarantees on how their test results relate to
the result obtained with the p-values p∗.
The method proposed by Knijnenburg et al. (2009) uses ordinary permutation
p-values if sufficiently many exceedances can be observed; otherwise, the authors
approximate the p-values using a fitted extreme value distribution. The aim is to
22
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efficiently compute an estimate of all p-values, without giving any theoretical guar-
antees.
Moreover, several specialised resampling-based testing procedures for various sam-
pling methods and various statistics can be found in Westfall and Young (1993). All
above methods do not try to take the (unknown) dependence between the test statis-
tics into account. Using permutation methods this can be attempted (Meinshausen,
2006; Westfall and Troendle, 2008).
1.4 Overview of all chapters
The contents of this thesis is as follows.
Chapter 2 introduces MMCTest, a sequential algorithm which gives, with arbitrarily
high probability, the same classification as a specific multiple testing procedure ap-
plied to p-values p∗ at a constant testing threshold α∗. The method can be used with
a class of multiple testing procedures which includes the Benjamini and Hochberg
(1995) False Discovery Rate (FDR) procedure and the Bonferroni (1936) correction
controlling the Familywise Error Rate. One of the key features of the algorithm is
that it stops the sampling for all the hypotheses which can already be decided as being
rejected or non-rejected. MMCTest can be interrupted at any stage and then returns
three sets of hypotheses: the rejected, the non-rejected and the undecided hypotheses.
A simulation study motivated by actual biological data shows that MMCTest is usable
in practice and that, despite the additional guarantee, it can be computationally more
efficient than other methods.
The MMCTest algorithm was published in Gandy and H. (2014). Apart from the
published contents, Chapter 2 contains the following additional sections: Section 2.5
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presents an additional real data example showing how the ability of MMCTest to com-
pute correct classifications up to a pre-specified error can be used in a genome study
to reveal the (previously unknown) true decision on certain genes. Section 2.6 deals
with the runtime of MMCTest. It shows that an algorithm computing complete classi-
fications of all hypotheses using the Benjamini and Hochberg (1995) procedure with
both a bounded error of misclassifications as well as a finite expected runtime cannot
exist. Moreover, Section 2.6 proves that in connection with the Bonferroni (1936)
correction, the runtime of MMCTest is finite when classifying all but two hypotheses.
The idea behind the MMCTest algorithm is generalised in Chapter 3 by providing a
framework to test multiple hypotheses based on Monte Carlo simulation. This frame-
work consists of a generic algorithm which incorporates several methods published in
the literature, in particular all the methods aforementioned. We establish conditions
which guarantee that the rejections and non-rejections obtained through Monte Carlo
simulations are identical to the ones obtained with the p-values. Our framework is
applicable to a general class of step-up and step-down procedures. Moreover, Chapter
3 shows how to use the framework to improve established methods in such a way as to
yield theoretical guarantees on their results. These modifications can easily be imple-
mented in practice and lead to a particular way of reporting multiple testing results
as three sets together with an error bound on the correctness of all reported rejections
and non-rejections, demonstrated exemplarily using a real biological dataset.
Chapter 4 looks at multiple testing from a practical perspective. In practice, it
might be desirable to sacrifice the computational effort needed to obtain a guarantee
on the test result and to invest it in a more precise ad-hoc classification instead –
thereby trying to achieve as few misclassifications (erroneously classified hypotheses)
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as possible at the expense of having no guarantee on the correctness of the test result.
The simple QuickMMCTest algorithm presented in Chapter 4 attempts this. It is based
on Thompson (1933) Sampling and designed to adaptively allocate new samples to
hypotheses whose p-values are closer to the testing threshold and thus whose decision
is more prone to random fluctuations. The algorithm works with arbitrary step-up
or step-down multiple testing procedures applied at a constant as well as a variable
testing threshold. Such variable thresholds, for instance, might take account of the
number of true null hypotheses. A simulation study demonstrates the higher accuracy
of our approach in comparison to a variety of methods published in the literature,
measured in numbers of erroneously classified hypotheses.
Finally, Chapter 5 revisits the QuickMMCTest algorithm designed to efficiently
make use of a finite number of samples with the aim to minimise numbers of er-
roneously classified hypotheses. We are now interested in allocating a pre-specified
total number of samples to all hypotheses in an optimal way – in the sense that the
allocation minimises the total expected number of erroneously classified hypotheses.
Neither using a constant number of samples per p-value estimate nor more sophisti-
cated approaches available in the literature guarantee the computation of an optimal
allocation in the above sense. Using the Kuhn-Tucker formalism, Chapter 5 derives
the optimal allocation of a finite total number of samples to a finite number of hy-
potheses tested using the Bonferroni (1936) correction. Simulation studies indicate
that the QuickMMCTest algorithm might not be too far away from asympotically
imitating this optimal allocation.
The thesis ends with a conclusion in Chapter 6. Future work is discussed in
Chapter 7. Additional material for each chapter such as further simulations and
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proofs can be found in the appendix where indicated.
1.5 List of publications
Chapter 2 of the thesis is published and the remaining chapters are available as articles
on the arXiv preprint server:
• Chapter 2: Gandy and H. (2014), published in the Scandinavian Journal of
Statistics and available on arXiv:1209.3963
• Chapter 3: Gandy and H. (2015a) on arXiv:1402.3019
• Chapter 4: Gandy and H. (2015c) on arXiv:1402.2706
• Chapter 5: Gandy and H. (2015b) on arXiv:1502.07864
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2 MMCTest – A Safe Algorithm
for Implementing Multiple Monte
Carlo Tests
2.1 Introduction
This chapter introduces MMCTest, an algorithm to implement the multiplicity cor-
rection h for multiple Monte Carlo tests. Using Monte Carlo samples only, the algo-
rithm gives, with a pre-specified probability, the same classification (rejected and non-
rejected hypotheses) as the classification based on the p-values p∗. For permutation
tests, the p-values can in principle be obtained by running through all permutations.
For bootstrap tests, the p-value is the probability that a bootstrapped test statistic
is at least as extreme as the observed test statistic.
Our proposed algorithm is sequential: it starts with all hypotheses being unclas-
sified and then takes samples and classifies hypotheses until all but a certain number
of hypotheses have been classified or until a certain effort is reached. The proposed
algorithm can be stopped earlier while having the same guarantee on the probability
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of misclassifications. When stopped before all hypotheses have been classified, the
algorithm returns three sets: the rejected, the non-rejected and the not yet classified
hypotheses.
Superficially, our algorithm is close to the algorithm proposed by Guo and Ped-
dada (2008). Both algorithms maintain confidence intervals for the p-value of each
hypothesis and stop generating samples for hypotheses for which a decision can be
reached. For this both algorithms rely on the monotonicity property of the Benjamini
and Hochberg (1995) procedure (Tamhane and Liu, 2008).
However, there are crucial differences. These mainly come from the different aim
of the algorithms: Guo and Peddada (2008) aim to reduce the effort compared to
the naive approach with a fixed number of samples per hypothesis. We aim to give
the same classification as the classification using the p-values. As a consequence,
their algorithm imposes an upper bound on the number of samples generated per
hypothesis, whereas our algorithm is open-ended. Their algorithm does not aim to
ensure repeatability, whereas we aim to do so. To be able to do this we judiciously
control the joint coverage probability of the intervals.
To be specific, the main results in Guo and Peddada (2008, Proposition 1, Theorem
1) are related to Lemma 2.3 in the present chapter, with the difference that Guo
and Peddada (2008) compare the classification to the naive approach with a fixed
number of samples, whereas we compare the classification to the one based on the
p-values. Furthermore, the chapter of Guo and Peddada (2008) has no equivalence to
our Theorem 2.6 in which we prove that the classification returned by our algorithm
converges to the one based on the p-values.
The basic MMCTest algorithm is described in Section 2.2. Moreover, Section 2.2
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states conditions which bound the probability of classification errors and which guar-
antee the convergence of the testing result of MMCTest to the classification based on
the p-values. The multiple testing procedure of Benjamini and Hochberg (1995) and
the Bonferroni (1936) correction satisfy these conditions. This is shown in Section
2.3.
In Section 2.4, we first present an application of MMCTest motivated by real bio-
logical data, given by a microarray dataset of gene expressions for yeast chemostat
cultivations (Knijnenburg et al., 2009) (Sections 2.4.1 to 2.4.2). Afterwards, we con-
duct simulation studies motivated by this real data in Sections 2.4.3 and 2.4.4 with
the aim to compare the performance of a naive approach and of MCFDR (see Section
1.3) to MMCTest. Furthermore, we investigate the dependence of MMCTest on certain
parameters (Sections 2.4.6 and 2.4.7).
The present chapter contains additional sections which are not included in its pub-
lished version (Gandy and H., 2014). Section 2.5 revisits the application of MMCTest
to the Knijnenburg et al. (2009) dataset and shows how MMCTest can be used to
reveal the correct and previously unknown classification of certain genes (up to the
pre-specified error probability). To our knowledge, no other method to date is able
to resolve the correct classification of hypotheses in such a situation.
Section 2.6 looks at two aspects of the runtime of MMCTest. We prove that an
algorithm computing a complete classification using the Benjamini and Hochberg
(1995) procedure and with both a bounded error of misclassifications as well as a
finite expected runtime cannot exist (Sections 2.6.1 and 2.6.2). Moreover, Section
2.6.3 proves that in connection with the Bonferroni (1936) correction, the expected
runtime of MMCTest is finite when classifying all but two hypotheses.
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We conclude with a discussion in Section 2.7. The MMCTest algorithm is im-
plemented in an R-package (simctest, available on CRAN, The Comprehensive R
Archive Network).
Most lemmas and theorems stated in this chapter are generalised in Chapter 3.
In order to not state the proofs twice, most proofs are postponed to the more general
versions in the next chapter.
Appendix A includes details on the simulation studies and an evaluation of a
second dataset.
2.2 Description of the algorithm
2.2.1 Basic algorithm
Consider testing m null hypotheses H01, . . . , H0m having corresponding test statistics
T1, . . . , Tm and observed values t1, . . . , tm. A large value of ti shall indicate evidence
against H0i.
We assume that for every hypothesis H0i, where i ∈ {1, . . . ,m}, we can obtain
independent samples from the test statistic Ti under the null hypothesis. We will
denote these by Tij, and the corresponding exceedance indicators will be denoted by
Xij = 1(Tij ≥ ti), j ∈ N, where 1 is the indicator function. In the case of a permu-
tation test, computing Tij involves generating permutations without replacement.
Testing is carried out using a multiple testing procedure h defined in (1.1) at a
constant and known threshold α∗. For simplicity, we drop the dependence of h on its
second argument α in the entire chapter.
Following Tamhane and Liu (2008), we call a multiple testing procedure h mono-
30
A Safe Algorithm for Implementing Multiple Monte Carlo Tests
tonic if h(p) ⊇ h(q) ∀p ≤ q, where p, q ∈ [0, 1]m, i.e. if lower p-values lead to more
rejections.
The following generic algorithm is designed for monotonic multiple testing proce-
dures. It iteratively controls the set of hypotheses for which further samples need to
be drawn by refining confidence intervals for every p∗i through Monte Carlo sampling.
At iteration n, the confidence interval for the p-value p∗i is denoted by I
n
i . The up-
per confidence limit of a confidence interval Ini is denoted by max I
n
i and the lower
confidence limit is denoted by min Ini .
The following variables and functions control the behaviour of the algorithm. The
variable ∆ controls how many additional samples are drawn in each iteration. It is
increased geometrically by a constant a ≥ 1 in each step of the algorithm, starting at
∆0 ≥ 1. In the examples of this chapter we use a = 1.25 and ∆0 = 10. Two vectors
S, k ∈ Nm0 keep track of counts.
The function f(S, k,∆) computes a confidence interval for the p-value of a hy-
pothesis based on the number of exceedances S and the number of samples k drawn
for this hypothesis. The dependence on the current value of ∆ is needed to be able
to guarantee a joint coverage probability of all confidence intervals produced in the
algorithm. For simplicity, we will assume that f returns closed confidence intervals.
In Section A.1 we give an example for such an f which computes Clopper and Pear-
son (1934) confidence intervals and uses a spending sequence to guarantee an overall
coverage probability.
The algorithm runs until at most c ≥ 0 hypotheses remain unclassified or until
the total number of samples drawn reaches a pre-specified limit kmax. The following
pseudo-code uses c = 0 and kmax = ∞, thereby computing a classification of all
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hypotheses.
In the remainder of this chapter, | · | denotes the number of elements in a finite set
and the length of an interval. Moreover, ‖·‖ denotes the Euclidean norm of a vector.
Algorithm 2.1: MMCTest
input: (Xij)ij, f, c = 0, kmax =∞,∆0 = 10, a = 1.25
1 n← 0; ∆← ∆0; A0 ← ∅; A0 ← {1, . . . ,m};
2 I0i ← [0, 1]; Si ← 0, ki ← 0 ∀i = 1, . . . ,m;
3 while |An \ An| > c and
∑m
i=1 ki ≤ kmax do
4 n← n+ 1;
5 ∆← ba∆c;
6 for i ∈ An−1 \ An−1 do
7 Si ← Si +
∑ki+∆
j=ki+1
Xij;
8 ki ← ki + ∆;
9 Ini ← f(Si, ki,∆) ∩ In−1i ;
10 for i /∈ An−1 \ An−1 do
11 Ini ← In−1i ;
12 An ← h((max Ini )i=1,...,m);
13 An ← h((min Ini )i=1,...,m);
14 return (An, An);
The algorithm works as follows: The number of additional samples ∆ drawn in
every step is increased geometrically. The total number of samples drawn up to
iteration n for a hypothesis i ∈ {1, . . . ,m} is stored in ki and the total number
of observed exceedances is stored in Si. For all hypotheses which are still under
consideration, i.e. those in An−1\An−1, an additional batch of ∆ samples is drawn and
new confidence intervals are computed. The confidence intervals remain unchanged
for the other hypotheses. New classifications are then computed based on the updated
upper and lower confidence limits.
The confidence intervals Ini computed in Algorithm 2.1 are nested by construction.
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Figure 2.1: Example run of MMCTest on m = 10 hypotheses using the Benjamini-
Hochberg procedure h: after the second iteration (left), after a few additional iter-
ations (center) and after the last iteration (right). Bold confidence intervals denote
elements of An in the upper row and elements of An in the lower row. The lower
(upper) confidence limits used to compute An (An) are marked with a cross.
Example 2.2. An example run of MMCTest (with m = 10 hypotheses and c = 0) is
shown in Figure 2.1. We use the Benjamini and Hochberg (1995) FDR controlling
procedure (see Section 2.3.1) with threshold α = 0.4 as the multiple testing func-
tion h. The function f given in Section A.1 is used to compute confidence intervals.
Columns show different iterations, the upper row shows the computation of An, the
lower row shows the computation of An. The indices contained in An and An are
visualised with bold confidence intervals. Additionally, the lower (upper) confidence
limits used to compute An (An) are marked with a cross. Only the lower (upper)
end of the confidence interval matters for the computation of An (An), thus the hy-
potheses are ordered by their lower (upper) confidence limit in the upper (lower) row.
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In this example this turns out to be the same ordering. After the second iteration
(left column), MMCTest has already classified the last hypothesis as being non-rejected
as the lower confidence limit of its p-value lies above the line connecting the points
(0, 0) and (m,α) which we call the Benjamini-Hochberg line (or threshold line). All
other hypotheses are still undecided and thus their confidence intervals will be refined.
After a few additional iterations (middle column), the seven smallest values can be
classified as rejected as the upper confidence limit of the seventh value is below the
line. Likewise, the confidence interval of the ninth value has now been shrunk to be
entirely above the line which classifies this value as non-rejected. The eighth p-value
is still unclassified as its confidence interval overlaps with the line. After refining the
confidence interval further, the algorithm stops in the situation depicted in the right
column with a complete classification (An = An).
The monotonicity of h implies immediately that the sequence of sets An is increas-
ing, that the sequence of sets An is decreasing and, on an additional assumption, that
each An (An) is a subset (superset) of the ideal set of rejections h(p
∗).
Lemma 2.3. Assume that h is monotonic.
1. (An)n∈N ↗ and (An)n∈N ↘.
2. If p∗i ∈ Ini ∀i, n, then An ⊆ h(p∗) ⊆ An ∀n ∈ N.
The statement of Lemma 2.3 also holds true for variable testing thresholds as
proven in Lemma 3.4. Lemma 2.3 is thus a special case of Lemma 3.4 for a constant
testing threshold.
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2.2.2 Conditions and main results
In this section we show that under certain conditions the classification of MMCTest
is correct with high probability, meaning that all classifications are identical to the
classifications based on the p-values. Furthermore, we show that all hypotheses will
be classified.
The first condition pertains to the multiple testing procedure h. Besides asking
for monotonicity, it ensures that lowering the p-value of a rejected hypothesis or
increasing the p-value of a non-rejected hypothesis does not change the result of h.
Condition 2.4. 1. h is monotonic.
2. Let p, q ∈ [0, 1]m. If qi ≤ pi ∀i ∈ h(p) and qi ≥ pi ∀i /∈ h(p), then h(p) = h(q).
The second condition requires the function f to produce confidence intervals whose
length goes uniformly to 0 as more samples are drawn.
Condition 2.5. |f(S, k,∆)| converges uniformly to 0 as k →∞, i.e. ∀ > 0 ∃k0 ∈ N
such that ∀k ≥ k0, ∀S ∈ {0, . . . , k} and ∀∆ ∈ N, we have |f(S, k,∆)| < .
The main theorem guaranteeing convergence is as follows:
Theorem 2.6. Suppose Conditions 2.4 and 2.5 hold and suppose that there exists
δ > 0 such that p ∈ [0, 1]m and ‖p− p∗‖ < δ imply h(p) = h(p∗). Then, on the event
{p∗i ∈ Ini ∀i, n}, both sequences (An)n∈N and (An)n∈N converge to h(p∗), i.e. there
exists n0 ∈ N such that An = An = h(p∗) ∀n ≥ n0.
Theorem 2.6 will be generalised in Theorem 3.6 to variable testing thresholds.
The condition on p∗ in Theorem 2.6 ensures that p∗ has a neighbourhood on which h
is constant.
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As shown in Section 2.3, the FDR controlling procedure of Benjamini and Hochberg
(1995) and the Bonferroni (1936) correction both satisfy Condition 2.4. This is proven
in Corollary 2.10 and Corollary 2.13. Moreover, they both satisfy the condition on
p∗ in Theorem 2.6 (see Lemma 2.11 and Lemma 2.14) for almost all p∗.
The following third condition ensures that the confidence intervals computed by
the function f in Algorithm 2.1 have a guaranteed joint coverage probability. The
choice of f given in Section A.1 uses Clopper and Pearson (1934) confidence intervals
and satisfies Condition 2.5 and Condition 2.7 (see Lemma A.1).
Condition 2.7. For a given  > 0, the function f computes confidence intervals Ini
in such a way that P(p∗i ∈ Ini ∀i, n) ≥ 1− .
The main theorem and Condition 2.7 together immediately give a bound on the
probability of misclassifications.
Corollary 2.8. Under the conditions of Theorem 2.6 and under Condition 2.7,
P(∃n0 : An = h(p∗) = An ∀n ≥ n0) ≥ 1− ,
i.e. the probability that all classifications are correct is at least 1− .
Proof. By Theorem 2.6 we have An → h(p∗), An → h(p∗) as n → ∞ conditional
on {p∗i ∈ Ini ∀i, n}. Under Condition 2.7, this event occurs with probability P(p∗i ∈
Ini ∀i, n) ≥ 1− , hence P(An → h(p∗), An → h(p∗)) ≥ 1− .
2.3 Some properties of multiple testing procedures
We discuss how and under which circumstances two multiple testing procedures,
namely the Benjamini and Hochberg (1995) procedure and the Bonferroni (1936)
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correction, satisfy the conditions of Theorem 2.6.
In this section and the following sections, Ac denotes the complement of A ⊆
{1, . . . ,m} with respect to {1, . . . ,m}, where m is the number of hypotheses under
consideration.
2.3.1 Properties of the Benjamini-Hochberg procedure
The False Discovery Rate controlling procedure of Benjamini and Hochberg (1995)
with threshold α > 0 is defined as follows. Given m p-values p1, . . . , pm, their order
statistic is denoted by p(1) ≤ p(2) ≤ . . . ≤ p(m). In case of a tie, equal values are
assigned a rank in arbitrary order. Let k be the largest index i for which p(i) ≤ imα.
Then, rejecting all the hypotheses corresponding to p(1), . . . , p(k) ensures that the FDR
is at most α. The procedure can be expressed as
h(p) =
{
i ∈ {1, . . . ,m} : ∃j : rp(j) ≥ rp(i) and m pj
rp(j)
≤ α
}
,
where rp(i) denotes the rank of pi in p(1) ≤ p(2) ≤ . . . ≤ p(m).
The following lemma states three properties of the Benjamini-Hochberg procedure
h which are slightly stronger than Condition 2.4.
Lemma 2.9. 1. h is monotonic.
2. Let p, q ∈ [0, 1]m. If qi ≤ |h(p)|αm ∀i ∈ h(p) and qi = pi ∀i /∈ h(p), then h(p) =
h(q).
3. Let p, q ∈ [0, 1]m. If qi = pi ∀i ∈ h(p) and qi > αmrp(i) ∀i /∈ h(p), then
h(p) = h(q).
37
A Safe Algorithm for Implementing Multiple Monte Carlo Tests
The statements of Lemma 2.9 actually apply to any step-up and, in a slightly
modified fashion, to any step-down procedure. This is shown in Lemma B.1.
The second statement of Lemma 2.9 shows that all the p-values in the set of
rejections can be increased up to a certain bound without affecting the result of h.
The third statement states that h stays invariant if the p-values in the non-rejection
area are replaced by arbitrary values above the Benjamini-Hochberg line (see Example
2.2).
Corollary 2.10. h satisfies Condition 2.4.
Proof. Statement 1 of Condition 2.4 is satisfied as h is monotonic by Lemma 2.9.
To prove that the Benjamini-Hochberg procedure h also satisfies the second state-
ment of Condition 2.4, it suffices to show that for p, q ∈ [0, 1]m, both qi ≤ pi ∀i ∈ h(p)
and qi = pi ∀i /∈ h(p) as well as qi = pi ∀i ∈ h(p) and qi ≥ pi ∀i /∈ h(p) imply
h(p) = h(q).
Indeed, let p, q ∈ [0, 1]m be such that qi ≤ pi ∀i ∈ h(p) and qi = pi ∀i /∈ h(p).
We have pi ≤ |h(p)|αm ∀i ∈ h(p) by definition of h, thus qi ≤ pi ≤ |h(p)|αm ∀i ∈ h(p) and
h(p) = h(q) by statement 2 of Lemma 2.9.
Similarly, let p, q ∈ [0, 1]m be such that qi = pi ∀i ∈ h(p) and qi ≥ pi ∀i /∈ h(p).
Using that pi >
α
m
rp(i) ∀i /∈ h(p) it immediately follows that qi ≥ pi > αmrp(i)
∀i /∈ h(p) and thus h(p) = h(q) by statement 3 of Lemma 2.9.
The next lemma states that h is locally constant for almost all arguments:
Lemma 2.11. If p∗ ∈ [0, 1]m with p∗(i) 6= iα/m, i ∈ {1, . . . ,m}, then there exists
δ > 0 such that p ∈ [0, 1]m and ‖p− p∗‖ < δ imply h(p∗) = h(p).
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Proof. The function h stays invariant if all p-values do not change their rank outside
of a tie and if no p-value crosses the Benjamini-Hochberg threshold line.
As h is invariant to permutations, we may assume p∗1 ≤ · · · ≤ p∗m. Let δ :=
min
({
p∗i−p∗i−1
2
: i = 2, . . . ,m with p∗i−1 < p
∗
i
}
∪ {|p∗i − iαm | : i = 1, . . . ,m}).
Let p ∈ [0, 1]m with ‖p− p∗‖ < δ. Then p∗i−1 < p∗i implies pi−1 < p∗i−1 + δ ≤
p∗i − δ < pi. Thus, by possibly permuting indices corresponding to tied values in p,
we may assume p∗1 ≤ · · · ≤ p∗m and p1 ≤ · · · ≤ pm. The ranks of the p-values in p∗
and p are therefore the same.
Furthermore, |pi − p∗i | < δ ≤ |p∗i − iα/m| for all i ∈ {1, . . . ,m}, implying that p∗i
and pi lie on the same side of the Benjamini-Hochberg line. Hence, h(p
∗) = h(p).
Lemma 2.11 shows that the condition on p∗ in Theorem 2.6 is satisfied for all the
p-values except for those lying exactly on the Benjamini-Hochberg line.
2.3.2 Properties of the Bonferroni correction
The Bonferroni (1936) correction controls the Familywise Error Rate, defined by
FWER := P(V ≥ 1), where V is the number of true hypotheses which have been
rejected (false positives). The method tests all m hypotheses H01, . . . , H0m at thresh-
old α/m to guarantee FWER ≤ α. The Bonferroni correction hB returning the set
of rejected indices can be stated as
hB(p) = {i ∈ {1, . . . ,m} : pi ≤ α/m} .
Similarly to Lemma 2.9, the following lemma states two key properties of hB which
are slightly stronger than the corresponding statements of Condition 2.4.
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Lemma 2.12. 1. hB is monotonic.
2. Let p, q ∈ [0, 1]m. If qi ≤ αm ∀i ∈ hB(p) and qi > αm ∀i /∈ hB(p), then hB(p) =
hB(q).
Similarly to Lemma 2.9, Lemma 2.12 is a special case of Lemma B.1 for the
procedure of Bonferroni (1936).
The second statement of Lemma 2.12 shows that the result of hB is not affected if
p-values in the rejection (non-rejection) area are replaced by arbitrary values below
(above) the constant testing threshold α/m.
Corollary 2.13. hB satisfies Condition 2.4.
The proof of Corollary 2.13 is similar to the one of Corollary 2.10. Moreover,
Section 3.4.2 will show that Condition 2.4 is actually satisfied for a whole class of
step-up and step-down procedures including the one of Bonferroni (1936).
Similarly to Lemma 2.11, the Bonferroni correction is locally constant for almost
all values:
Lemma 2.14. For all p∗ ∈ ([0, α/m) ∪ (α/m, 1])m there exists δ > 0 such that p ∈
[0, 1]m and ‖p− p∗‖ < δ imply hB(p∗) = hB(p).
Proof. Let δ := mini∈{1,...,m} |p∗i − α/m|. Let p ∈ [0, 1]m with ‖p− p∗‖ < δ. For all
i ∈ {1, . . . ,m}, this implies that pi and p∗i lie on the same side of the threshold α/m.
Therefore, hB(p
∗) = hB(p).
Lemma 2.14 shows that the condition on p∗ in Theorem 2.6 is satisfied for all the
p-values except for those lying exactly on the threshold α/m.
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2.4 Simulation studies
This section starts with an overview of all simulation parameters used in the simula-
tion studies (Section 2.4.1).
We then demonstrate that MMCTest can be used to classify thousands of hypotheses
commonly encountered in real data studies (Section 2.4.2).
Moreover, this section shows that when matching the effort, MMCTest computes
classifications containing a number of unclassified hypotheses which is comparable to
the number of misclassifications incurred by current approaches like the naive method
or the MCFDR algorithm – even though MMCTest is able to guarantee the correctness of
all its classified hypotheses while for the two other methods, misclassified hypotheses
typically remain unidentified in the testing result (Section 2.4.3 and Section 2.4.4).
An ad-hoc variant of MMCTest computing a complete classification yields less misclas-
sifications and random classifications than the other methods, demonstrating that
MMCTest is the superior method for practical applications.
Section 2.4.5 illustrates the behaviour of the two sets An and An in a single run of
MMCTest. Section 2.4.6 studies the dependence of the computational effort of MMCTest
on the number of hypotheses m.
We conclude by empirically assessing the runtime of MMCTest in Section 2.4.7,
demonstrating that whilst a complete classification can be computationally very ex-
pensive, most hypotheses can be classified with a reasonable effort.
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2.4.1 The set-up
The following parameters were used throughout Section 2.4. The batch size ∆ in
Algorithm 2.1 is increased by a = 1.25 in every iteration, starting with ∆0 = 10.
Confidence intervals are computed using the function f with Clopper and Pearson
(1934) confidence intervals and parameters  = 0.01 and r = 10000 (see Section A.1).
The Benjamini-Hochberg procedure (at threshold α = 0.1) as defined in Section 2.3.1
always serves as multiple testing procedure.
We measure the effort of any algorithm in terms of N , the total number of samples
drawn during a run.
We use a yeast chemostat cultivation dataset of Knijnenburg et al. (2009). This
dataset consists of 170 microarrays of yeast cultivations. The first 80 microarrays cor-
respond to yeast which was grown aerobically, the second 90 microarrays correspond
to yeast which was grown anaerobically. Every microarray reacts to 9335 genes, thus
giving rise to 9335 null hypotheses (no effect of the gene onto the response). We eval-
uate this dataset using the SAM (Significance Analysis of Microarrays) test statistic
of Tusher et al. (2001) in connection with a permutation test to analyse for which
hypotheses the difference in expression between aerobically and anaerobically grown
yeast is significant (see Section A.2).
To speed up the computation of the simulation studies in this and the following
sections as well as to have an underlying “truth” for the Knijnenburg et al. (2009)
dataset, we estimated each of the m = 9335 p-values once by generating 106 per-
mutations per hypothesis as outlined in Sections A.3 and A.4. Such a number of
permutations is far more than what would commonly be used in practice. We then
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define these approximated p-values to be the true underlying p-values p∗1, . . . , p
∗
m we
are interested in, although they do not necessarily have to be equal to the p-values
underlying each hypothesis. A plot of the p-values p∗1, . . . , p
∗
m is given in Section A.4.
In the following sections, we draw Bernoulli samples with success probabilities
p∗1, . . . , p
∗
m instead of generating actual permutations. The classification obtained by
applying the Benjamini-Hochberg procedure directly to the p-values p∗1, . . . , p
∗
m is used
to compute misclassifications.
Section A.5 contains another comparison of MMCTest to the naive method and to
MCFDR on a simulated dataset with a larger proportion of true null hypotheses than
the one of the dataset of Knijnenburg et al. (2009), broadly confirming the results of
Sections 2.4.3 and 2.4.4.
2.4.2 Application to Real Data
MMCTest is applied once to the p-values as described in Section 2.4.1.
After having drawn 24.5 · 106 samples all but 100 hypotheses are classified. This
corresponds to only around 2600 samples per hypothesis, thus making a classification
with such a precision fairly easy to compute. Drawing roughly the same number of
samples again (a total number of 49.7 · 106 samples) classifies all but 50 hypotheses.
MMCTest can be stopped whenever the user’s desired number of classifications is
achieved. All but 20 hypotheses are classified after 159 · 106 samples and all but 10
hypotheses after 255 ·106 samples. A classification of all but 5 hypotheses is obtained
after having drawn a total number of 12 · 109 samples. This is, of course, extremely
computationally intensive. The total number of samples drawn for a classification of
all but 5 hypotheses corresponds to roughly 1.3 · 106 samples per hypothesis.
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Table 2.1: Comparison of the naive method to MMCTest
naive method MMCTest
guaranteed classification forced classification
s mis rc N unclassified hypotheses mis rc
100 238 680 933500 7677 236 686
1000 69 230 9335000 317 20 62
10000 21 65 93350000 32 3 6
s: number of samples used by the naive method for each hypothesis; mis : aver-
age number of misclassifications; rc: number of randomly classified hypotheses; N :
average total number of samples.
A comparison to the classification result obtained by applying the Benjamini and
Hochberg (1995) procedure to the p-values p∗1, . . . , p
∗
m shows that in all the classifica-
tions previously reported, none of the decided hypotheses was wrongly classified.
2.4.3 Comparison to the naive method
We compare MMCTest to the sampling scheme which draws a constant number of
samples s for each hypothesis. It then estimates each p-value via its proportion of
exceedances (a formula for this estimate is given in Section A.3) and computes a
classification by applying the multiplicity correction to the estimates, thus treating
the estimated p-values as if they were the p-values. We will call this the naive method.
The naive method is widely used in connection with the False Discovery Rate approach
to evaluate real biological data (Cohen et al., 2012; Gusenleitner et al., 2012; Nusinow
et al., 2012; Rahmatallah et al., 2012).
The results presented in this and the following section are based on 10000 runs.
In each run, we draw Bernoulli samples for the naive method and for MMCTest as
described in Section 2.4.1. The sampling standard deviation of averages is less than
the least significant digit we report in tables.
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Table 2.1 shows the simulation results. The second column displays the average
number of misclassifications for the naive method. A considerable number of misclas-
sifications occurs; even when using s = 10000 samples to estimate each p-value about
21 misclassifications still occur on average for the naive method.
The third column in Table 2.1 shows an alternative criterion, the number of ran-
domly classified hypotheses (rc), which we define as follows. Let f ri be the proportion
of a rejection of hypothesis H0i in the 10000 runs. A hypothesis H0i is considered to
be randomly classified if min(f ri , 1− f ri ) is strictly larger than 0.1.
The number of randomly classified hypotheses is substantially larger than the
average number of misclassifications. This demonstrates that for a substantial num-
ber of hypotheses, the decision reported is mainly determined by the Monte Carlo
randomness (as opposed to the relation of p∗ to the threshold).
The total number of samples N drawn during each run of the naive method is
given in the fourth column of Table 2.1.
MMCTest is run on the p-values (see Section 2.4.1) using at most the total number
of samples the naive method had used. The fifth column in Table 2.1 shows the
average number of remaining unclassified hypotheses upon termination.
The average number of unclassified hypotheses of MMCTest is larger than the num-
ber of misclassifications of the naive method. However, MMCTest gives a result which
is proven to be reliable with pre-specified probability in contrast to the one computed
by the naive method. For large values of s, MMCTest yields average numbers of un-
classified hypotheses which almost equal the number of misclassifications observed
for the naive method even though MMCTest guarantees the correctness of its classi-
fied hypotheses while the misclassifications in the testing result of the naive method
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typically remain unidentified.
As shown in Table 2.1, at a high precision, MMCTest yields less unclassified hy-
potheses than the naive method yields randomly classified hypotheses. This indicates
that MMCTest gets competitive for a realistic precision and starts overtaking the naive
method for multiple testing settings which are evaluated at high precision.
MMCTest is stopped on reaching the number of samples used by the naive method.
Nevertheless, all the theoretical guarantees stated in Section 2.2 are still valid, but
not all hypotheses are being classified. A complete classification in an ad-hoc fashion
can be obtained by applying the multiple testing procedure h to the p-value estimates
pˆi = (Si+1)/(ki+1) after stopping (Si and ki are as in Algorithm 2.1). The theoretical
guarantees of Section 2.2 are not valid any more for the ad-hoc procedure.
The two last columns of Table 2.1 show the average number of misclassifications
and the number of randomly classified hypotheses for the ad-hoc procedure which
forces a complete classification upon termination. With this simple modification,
MMCTest yields considerably lower numbers of misclassifications and randomly classi-
fied hypotheses for a high precision than the naive method.
The forced classification should only be used if a complete classification is needed
within a limited effort. In all other cases, whenever the algorithm is stopped, we
recommend using the partioning of the hypotheses into rejected, non-rejected and
not classified hypotheses as testing result of the algorithm.
2.4.4 Comparison to MCFDR
We now focus on a comparison of MMCTest to MCFDR of Sandve et al. (2011), given
in Table 2.2. MCFDR is run first on the p-values (see Section 2.4.1) already used for
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Table 2.2: Comparison of MCFDR to MMCTest
MCFDR MMCTest
guaranteed classification forced classification
u mis rc N unclassified hypotheses mis rc
10 172 524 1.3 · 106 7547 208 592
20 123 389 2.2 · 106 7268 130 398
50 80 267 5.3 · 106 763 50 168
100 57 186 10.5 · 106 288 18 54
200 40 128 21.0 · 106 132 9 29
500 25 72 52.5 · 106 49 4 8
1000 18 54 104.9 · 106 30 3 6
u: number of test statistics exceeding the reference statistic (tuning parameter of
MCFDR); mis : average number of misclassifications; rc: number of randomly classified
hypotheses; N : average total number of samples.
the comparison of MMCTest to the naive method and MMCTest is then applied with
matched effort. The MCFDR algorithm has one tuning parameter: the number u of test
statistics exceeding the reference statistic before stopping (this number was called h
in Sandve et al. (2011)). In Sandve et al. (2011) the authors recommend using u = 20,
but we will also consider larger values.
In its original statement in Sandve et al. (2011), the MCFDR algorithm uses a
modification of the Benjamini-Hochberg procedure of Pounds and Cheng (2006) which
uses an estimate pˆi0(p) of the proportion of true null hypotheses. MCFDR can also
be used together with the standard Benjamini-Hochberg procedure by setting pˆi0(p)
to one. The following results have been computed using the standard Benjamini-
Hochberg procedure (as defined in Section 2.3.1) for both MCFDR and MMCTest.
The first columns of Table 2.2 show the average number of misclassifications mis
and the number of randomly classified hypotheses rc for MCFDR for various values of
u. Similar to Table 2.1, the number of randomly classified hypotheses occurring for
MCFDR is generally larger than the average number of misclassifications.
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When using MMCTest, the number of unclassified hypotheses is generally larger
than the number of misclassifications for MCFDR. The advantage of using MMCTest is,
as before, the guaranteed classification.
MMCTest becomes more competitive for higher precisions. For large values of u,
the MMCTest algorithm classifies all hypotheses with confidence up to a number which
almost equals the number of misclassifications of MCFDR, and which is less than the
number of randomly classified hypotheses of MCFDR.
The forced classification in MMCTest (the last two columns in Table 2.2) yields
a considerably better classification than MCFDR for high precisions, both in terms of
misclassifications and randomly classified hypotheses.
2.4.5 Progression of classifications of MMCTest
Figure 2.2 illustrates the size of the sets An and An in a single run of MMCTest on
the p-values. The parameters for MMCTest we used are the same as the ones given in
Section 2.4.1. MMCTest is run until all but c = 10 hypotheses are classified.
For the p-values used as the underlying “truth“ (see Section 2.4.1, a plot is avail-
able in Figure A.1) we expect a large proportion of hypotheses to be easily classified
to lie above the Benjamini-Hochberg line with threshold α = 0.1. Indeed, the size of
An drops quickly during the first iterations.
As we use a relatively low threshold of α = 0.1, a considerable effort is needed to
shrink the confidence intervals of the rejected hypotheses in such a way as to make
them lie entirely below the Benjamini-Hochberg line. This becomes visible in Figure
2.2 as the size of An remains unchanged over a large period of time and increases only
at a later stage.
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Figure 2.2: Threshold α = 0.1. Size of An (dashed) and An (solid) as a function of
the total number of samples N drawn in a single run of MMCTest. The end of every
iteration is indicated by a circle. The horizontal axis has a log-scale.
The sudden increase in size of set An in Figure 2.2 shows that several hypotheses
are classified together.
2.4.6 Dependence of the effort on the number of hypotheses
How does the number of samples N depend on the number of hypotheses?
Figure 2.3 shows 50%-, 95%- and 99%-quantiles of the effort N for a classification
of m hypotheses, where m ranges from 500 to 10000 in steps of 100. Quantiles are
computed based on 10000 repetitions. For each value of m and each repetition, a new
p-value distribution is obtained by resampling with replacement from the the fixed
p-values p∗1, . . . , p
∗
m (see Section 2.4.1). MMCTest is then run on the new distribution
obtained in this way until all but c = 0.01m hypotheses are classified.
Figure 2.3 indicates that the effort N for a classification of all but c = 0.01m
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Figure 2.3: 50%-, 95%- and 99%-quantiles of the effort N against the number of
hypotheses m. Quantiles are computed based on 10000 runs classifying all but c =
0.01m hypotheses. P-values for various values of m are obtained by resampling with
replacement from the fixed p-values p∗1, . . . , p
∗
m (see Section 2.4.1).
hypotheses increases linearly in m.
2.4.7 Dependence of the effort on the number of unclassified hypothe-
ses
Figure 2.4 shows the dependence of the effort N on the number of unclassified hy-
potheses for a fixed number of hypotheses m. The right hand side of Figure 2.4
corresponds to the situation of all hypotheses being unclassified. The classification
becomes more complete as the quantile curves approach the left hand side.
To generate this figure, MMCTest is applied 1000 times in the following way to
the p-values p∗1, . . . , p
∗
m (m = 9335, see Section 2.4.1): The current size c of the set
An \ An and the current total number of samples Nc are recorded in each iteration
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Figure 2.4: Effort N against number of unclassified hypotheses. 50%-, 95%- and 99%-
quantiles of N based on 1000 simulations. Log-scale on both axes. The classification
becomes more complete as the quantile curves approach the left hand side.
n. If several p-values are classified together in an iteration, some c do not have a
corresponding Nc. To be conservative, a missing value Nc is set to Nc′ for the largest
c′ < c for which Nc′ is not missing. Each time the algorithm is run until all but c = 10
hypotheses are classified.
The effort is reasonable for classifying all but a few hypotheses. Classifying the
last few hypotheses seems to be computationally intensive.
The steps in Figure 2.4 are caused by several hypotheses with p-values far off the
Benjamini-Hochberg line being classified together. This effect also occurs in Figure 2.2
which shows that at a certain iteration n, several hypotheses are classified together,
thereby causing a sudden increase in the size of the set An.
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Figure 2.5: Estimated p-values belonging to significant (bold dashed) and non-
significant (dashed) genes as well as probabilities of being randomly classified (solid
curve). P-values are computed using 1000 (top) as well as 10000 (bottom) permuta-
tions and random classification probabilities are based on 400 repetitions. Multiple
testing via Benjamini and Hochberg (1995) at threshold 0.1.
2.5 An application of multiple testing to gene expression
data
The following example demonstrates the capability of MMCTest to reveal the correct
classification of hypotheses (in this case of genes) with pre-specified probability – a
feature not provided by other methods available in the literature to our knowledge.
We re-consider the classification of 9335 genes using real gene expression data
from yeast chemostat cultivations (Knijnenburg et al., 2009) investigated in Section
2.4. As before, we use SAM (Significance Analysis of Microarrays) of Tusher et al.
(2001) as the test statistic. As p-values are not directly available for this test statistic,
a permutation test is used instead.
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We are interested in the probability of a random classification, meaning the prob-
ability that a gene switches between being classified as significant or non-significant
when classified several times. For this, we generated N ∈ {1000, 10000} permuta-
tions per gene, approximated the p-value using these and then classified all genes
by applying the Benjamini and Hochberg (1995) procedure at threshold 0.1. This
was repeated r = 400 times. As before, we compute the empirical probabilities f ri
(fni = 1 − f ri ) that gene i is rejected (non-rejected) in these r repetitions and use
min(f ri , f
n
i ) ∈ [0, 0.5] as probability of being randomly classified.
Figure 2.5 shows the average estimated p-values over all r runs using 1000 (top)
and 10000 (bottom) permutations as well as significant (bold dashed) and non-
significant (dashed) genes. The classification was obtained by applying the Benjamini
and Hochberg (1995) procedure to these average p-values. For each gene, Figure 2.5
also displays the probability of being randomly classified (solid curve).
Figure 2.5 shows that most genes have a probability of being randomly classified of
almost zero. They can therefore be unambiguously classified as being either significant
or non-significant. However, a considerable number of genes with a p-value in the
neighbourhood of the last significant and first non-significant gene have a probability
of being randomly classified of up to 0.5, even when using N = 10000 permutations
to estimate each p-value.
Looking up genes which are reported to be significant in the Saccharomyces
Genome Database (Cherry et al., 2011) based on previous studies reveals that al-
most all genes which have been identified so far have a zero probability of being
randomly classified.
However, individual probabilities based on estimated p-values with 1000 permu-
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tations show that gene YJL209W, previously reported to be significant in Chen and
Dieckmann (1997), has a non-zero probability (0.01) of being randomly classified and
gene Q0250 (Fox, 1979) is randomly classified with probability 0.24. More impor-
tantly, gene YLR139C, previously reported to be significant in Rouillard et al. (1996),
is randomly classified with probability 0.48.
Using p-value estimates with 10000 permutations shows that YLR139C (Rouillard
et al., 1996) still remains to be randomly classified with probability 0.21. The two
other genes mentioned before are not randomly classified with the increased number
of permutations.
This phenomenon also depends on the testing threshold. When using the Ben-
jamini and Hochberg (1995) procedure at the threshold 0.05 and 1000 permutations to
estimate p-values, genes Q0060 (DDB, 2001), Q0105 (Kreike et al., 1979) and Q0275
(Meunier, 2001) have high probabilities of being randomly classified (0.12, 0.12 and
0.25, respectively). When using 10000 permutations at the threshold 0.05, only gene
Q0275 (Meunier, 2001) remains randomly classified with non-zero probability (0.02).
The decision made on these genes therefore depends on the Monte Carlo error to
a considerable degree and not on the actual data.
We used the implementation of MMCTest in the package simctest on CRAN
with default values (in particular using a pre-specified error probability of  = 0.01)
to resolve the classification of the genes YJL209W, Q0250 and YLR139C by re-
computing a complete classification of all hypotheses.
After the first iteration (for the default batch size of our R implementation this
amounts to a total number of 112020 permutations), the genes YJL209W and Q0250
were classified by MMCTest as being non-significant. The fact that both genes had
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a vanishing probability of being randomly classified when estimating p-values with
10000 permutations explains why they could be classified easily.
The gene YLR139C was much harder to classify. After having drawn a total num-
ber of 1.7 · 108 permutations over all hypotheses, it was classified as being significant
by MMCTest. With probability at least 0.99 these decisions are correct in the sense
that they are identical to the ones obtained if underlying p-values had been available.
2.6 Expected runtime of MMCTest
This section comments on the runtime of MMCTest. First, under suitable assumptions,
an argument similar to the one used in Gandy (2009) establishes an infinite expected
runtime for the classification of one hypothesis in Section 2.6.1.
Section 2.6.2 applies this result to multiple testing using the Benjamini and
Hochberg (1995) procedure. It shows that an algorithm which classifies all but a
fixed number c ≥ 0 of hypotheses and which features both bounded error of misclas-
sifications and finite expected runtime cannot exist.
Though a complete classification takes an infinite expected runtime, the expected
runtime is finite for shrinking all but two confidence intervals to such a length as to
not make them overlap with the threshold line. This is proven in Theorem 2.16 in
Section 2.6.3. For the Bonferroni (1936) correction, MMCTest will thus terminate in
finite expected runtime if all but two hypotheses need to be classified.
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2.6.1 A classification of a random p-value takes infinite expected run-
time
Under conditions, deciding one hypothesis having a p-value which is random takes
an infinite expected runtime. The derivation included in this section is similar to the
one in Gandy (2009).
Consider deciding m = 1 hypothesis H01 with a random p-value p1. Assume that
H01 is tested with a sequential algorithm approximating p1 which gives a guarantee
of 1−  on the correctness of its decision as in Corollary 2.8.
Computing a decision on the single hypothesis H01 is equivalent to deciding
whether p1 lies above or below a testing threshold α. For some p1 > α, consider
testing H0 : p = α against H1 : p = p1. A test can be constructed by rejecting H0 if
and only if the algorithm used for classifying H01 reports not rejected. By the above
assumption (Corollary 2.8), both the Type 1 and the Type 2 error of this test are .
For such a sequential test, a lower bound on the expectation of the number N of
steps is given in Wald (1945) by
E(N |p = p1) ≥
 log
(

1−
)
+ (1− ) log (1−

)
p1 log
(
p1
α
)
+ (1− p1) log
(
1−p1
1−α
) .
Abbreviate the numerator by C and consider p1 as random in a Bayesian setup,
having distribution function F (p1) with derivative F
′(α) > 0. Assume that for a
suitable γ > 0, there exists a constant d > 0 such that F ′(p1) ≥ d in (α, α+γ). Then
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the expected runtime is bounded by
E(N) =
∫ 1
0
E(N |p = p1)dF (p1) ≥
∫ α+γ
α
E(N |p = p1)dF (p1)
≥ C · d ·
∫ α+γ
α
(
p log
( p
α
)
+ (1− p) log
(
1− p
1− α
))−1
dp =∞,
as the integrand is proportional to (p− α)−2 as p→ α.
As the aforementioned assumptions on the algorithm used to derive the test on H0
apply to MMCTest, its expected runtime for classifying one hypothesis with random
p-value as above is infinite.
2.6.2 Extension to infinite expected runtime for multiple testing
The result of Section 2.6.1 can be extended to multiple hypothesis testing.
Assume that multiple testing is carried out using the Benjamini and Hochberg
(1995) procedure and that p-values are randomly distributed. This section shows
that under reasonable assumptions on the distribution of p-values, an algorithm which
classifies all but a fixed number c ≥ 0 of hypotheses and which features both bounded
error of misclassifications and finite expected runtime cannot exist.
Consider testing m ≥ 1 hypotheses H01, . . . , H0m. Suppose that the p-values
p1, . . . , pm for H01, . . . , H0m have a joint distribution with support [0, 1]
m and multi-
variate density fp(p). The density fp(p) shall have the property that for all δ > 0,
there exists a τ > 0 such that fp(p) > τ on [δ, 1− δ]m. This condition is satisfied for
many common densities.
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For a given threshold α and 0 < γ < α/(4m), define the set
A :=
[
α(m− 1)
m
+ 2γ, α− 2γ
]m−1
× [α− γ, α + γ].
Moreover, let B := [δ, 1− δ]m and choose δ in such a way that A ∩B 6= ∅.
Consider drawing a vector p˜ = (p˜1, . . . , p˜m) of p-values from fp conditional on
being in A. By definition of A, p˜m is the largest value in p˜. As p˜m is at most a
distance γ away from the threshold line and all other values are at least 2γ away, p˜m
is also the closest p-value to the line. The value p˜m may lie above or below the line,
all smaller values are surely above the line.
In this scenario, none of the hypotheses can be classified unless it is known whether
p˜m lies above or below the line. As shown in Section 2.6.1, the runtime needed to
decide H0m and thus all hypotheses is infinite. Thus E(N |p˜ ∈ A) = ∞, where N
denotes the number of samples.
By the Law of Total Expectation, the runtime can then be expressed as
E(N) ≥ E(N |p ∈ A) · P(p ∈ A) =∞,
where it was used that E(N |p ∈ A) = ∞ and that fp(p) > τ > 0 on B, thus
P(p ∈ A) ≥ P(p ∈ A ∩B) > 0.
The above consideration shows that for multiple testing using the Benjamini and
Hochberg (1995) procedure, an infinite expected runtime is needed even if not all
hypotheses are required to be classified. Similar constructions can be made for other
step-up and step-down procedures.
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2.6.3 A finite expected runtime can be achieved for testing with the
Bonferroni (1936) procedure
Although a finite expected runtime for Benjamini and Hochberg (1995) testing cannot
be achieved, it can be proven that MMCTest decides all but two hypotheses in finite
expected time for the Bonferroni (1936) procedure.
To be precise, a slightly more general statement is proven in this section. Instead of
merely deciding whether each p-value lies above or below a constant threshold, assume
a modification of MMCTest is run which keeps on shrinking the confidence intervals of
all p-values (placed vertically at a rank in {1, . . . ,m} in a graphical representation)
until they lie entirely within one of the boxes
Cj :=
[
jα
m
,
(j + 1)α
m
)
for j ∈ {0, . . . ,m − 1} or within Cm := [α, 1], α < 1. Depending on the p-values,
none or more than one interval can be found to lie in one particular box.
A confidence interval lying entirely inside one of the boxes Cj is stopped from
being shrunk further. As all Cj start and end at a point of the form jα/m for
j ∈ {0, . . . ,m − 1} or at 1, knowing which box a confidence interval lies in implies
knowing whether the corresponding p-value is above or below the threshold line (for
the case of the Benjamini and Hochberg (1995) procedure). A similar construction
with boxes placed at the discrete critical values of other testing procedures other than
Benjamini and Hochberg (1995) is possible.
We assume that all intervals are two-sided Clopper and Pearson (1934) confidence
intervals, the default choice for MMCTest given in Section A.1. While drawing samples,
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the length of a Clopper and Pearson (1934) confidence interval for each p-value goes
down to zero (Section A.1). More precisely, its maximal length after having drawn k
samples is given in the next lemma.
Lemma 2.15. The two-sided Clopper and Pearson (1934) confidence interval I with
coverage probability 1−ρk based on k samples has maximal length |I| ≤ 2
√
−1
2k
log(ρk).
The proof of Lemma 2.15 is identical to the first part of the proof of Lemma A.1.
Let g(k) := 2
√
−1
2k
log(ρk). Define D := maxj∈{0,...,m} d(p, Cj), where d(p, Ci)
denotes the distance of a random p to the complement of the interval Ci. Denote the
sample mean of a p-value p based on k samples by pˆk. Suppose that p ∈ Cj for a
suitable j ∈ {0, . . . ,m}.
If the distance of p to pˆk is less than D/2 and the confidence interval for p (centered
at pˆk) has a length less than D/2, the confidence interval for p will fit into its box Cj.
Therefore, sampling for p will be stopped on reaching
τ := inf{k : |pˆk − p| < D/2, g(k) < D/2}.
Let τ1, . . . , τm be the stopping times of m p-values as above and consider their
order statistic τ(1) ≤ · · · ≤ τ(m). The main statement of this section is the following
theorem.
Theorem 2.16. Consider m > 2 p-values independently distributed in [0, 1] according
to a density which is bounded above by a finite constant. If log(ρk) = o(k
2(γ+0.5)) for
some −1
2
< γ < −1
3
, then E(τ(m−s)) <∞ for s ≥ 2.
Proof of Theorem 2.16. By assumption, the density of the p-values is bounded above
by a constant U . Thus the density of D is bounded above by (m+ 1)U .
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In what follows, an upper bound on the survival function P(τ > t) will be derived.
The upper bound will then translate to an upper bound on the expectation of the
order statistic of the m random variables τ1, . . . , τm.
First, P(|pˆk − p| ≥ D/2) ≤ 2 exp(−12D2k) by Hoeffding’s inequality (Hoeffding,
1963), where it was used that pˆk =
1
k
∑k
i=1 Yi for Yi ∼ Bernoulli(p) and 0 ≤ Yi ≤ 1.
Second, the event {g(k) < D/2} is implied by {D > kγ} for sufficiently large k
for any −1
2
< γ < −1
3
. Indeed, Dk−γ > 1 implies
g(k) = 2
√
−1
2k
log(ρk) <
D
2
k−γ−0.5
4√
2
√
− log(ρk).
Thus, using log(ρk) = o(k
2(γ+0.5)), it follows that g(k) < D/2 for sufficiently large k.
The survival function P(τ > t) can now be bounded above by conditioning on D.
For large t,
P(τ > t) = P(τ > t|D ≤ tγ)P(D ≤ tγ) + P(τ > t|D > tγ)P(D > tγ)
≤ (m+ 1)Utγ + P(|pˆt − p| ≥ D/2 ∨ g(t) ≥ D/2|D > tγ)
≤ (m+ 1)Utγ + P(|pˆt − p| ≥ D/2|D > tγ)
≤ (m+ 1)Utγ + 2 exp
(
−1
2
t2γ+1
)
,
where P(τ > t|D ≤ tγ) ≤ 1 was used and P(D ≤ tγ) was bounded using the bound
on the density of D. Moreover, P(D > tγ) ≤ 1 and τ > t if either |pˆt − p| ≥ D/2 or
g(t) ≥ D/2. The latter vanishes in the limit as {D > tγ} implies {g(t) < D/2}. The
upper bound 2 exp(−1
2
D2t) on P(|pˆt−p| ≥ D/2) has already been derived above, and
D > tγ was then substituted. As 2γ + 1 > 0, 2 exp
(−1
2
t2γ+1
)
decays exponentially
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fast, hence P(τ > t) ∈ O(tγ).
Let X1, . . . , Xn be iid. random variables with cumulative distribution function
(cdf) FX and let r ∈ {1, . . . , n}. Then the cdf of the rth order statistic can be
expressed as FX(r)(x) =
∑n
i=r
(
n
i
)
F iX(x) (1− FX(x))n−i (David and Nagaraja, 2003).
Let m ≥ 3 and let r = m− s, s ≥ 2. Using the above expression for the rth order
statistic, the expectation of τ(m−s) can be bounded as
E(τ(m−s)) =
∫ ∞
0
1− Fτ(m−s)(t)dt
=
∫ ∞
0
m−s−1∑
i=0
(
m
i
)
F iτ (t) (1− Fτ (t))m−i dt
≤
m−3∑
i=0
(
m
i
)∫ ∞
0
P(τ > t)m−idt,
where Fτ (t) ≤ 1 was used and the fact that s ≥ 2, hence m − s − 1 ≤ m − 3.
Using P(τ > t) ∈ O(tγ), the integrals ∫∞
0
P(τ > t)m−idt behave like
∫∞
0
tγ(m−i)dt and
converge as γ < −1/3 and m ≥ 3 imply γ(m−i) < −1 for all i ∈ {0, . . . , (m−3)}.
As a consequence of the proof of Lemma A.1, the leading order term of the de-
fault spending sequence used for MMCTest (given at the beginning of Section A.1) is
proportional to k−2, hence Theorem 2.16 applies to it for any −1
2
< γ < −1
3
.
In particular, E(τ(m−2)) < ∞ for s = 2. This means that MMCTest, in case
hypotheses have not already been stopped earlier from receiving further samples, will
determine in expected finite runtime for all but two confidence intervals which box
Cj, j ∈ {1, . . . ,m}, they lie in.
For testing using the Benjamini and Hochberg (1995) procedure, unfortunately,
this result does not immediately allow to obtain a statement on the number of clas-
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sified hypotheses (see Section 2.6.2). For the Bonferroni (1936) correction, however,
determining which box a confidence interval lies in implies determining if the corre-
sponding p-value lies above or below the threshold. As the threshold is constant, this
immediately gives a decision on all but two hypotheses in finite expected runtime.
2.7 Discussion
We presented an open-ended sequential algorithm designed to implement multiplic-
ity corrections for multiple Monte Carlo tests in the setting where the p-values are
unknown and can only be approximated through simulation. In order to ensure re-
peatability and objectivity for Monte Carlo based multiple testing, we aim to compute
the same classification as the one based on the p-values.
The main feature of MMCTest is that its output is guaranteed to be correct with
a pre-specified probability, meaning that all its classifications are identical to the
classifications based on the p-values.
Our simulation study shows that a complete classification can be computationally
expensive, but that most hypotheses can be classified using a reasonable effort. For
a realistic precision, MMCTest draws level with the performance of current methods
which unlike MMCTest do not give a guarantee on their classifications being correct,
such as the naive approach or the MCFDR algorithm. An ad-hoc variant of MMCTest
outperforms the naive method and MCFDR both in terms of misclassifications and
randomly classified hypotheses. Tuning the parameter r of the spending sequence,
spending all the remaining error probability or matching the effort exactly in the last
iteration leaves scope for further research.
Conditions were identified which guarantee the bounded risk of classification errors
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and the convergence of the algorithm’s output to the classification computed with the
p-values. By verifying these conditions we showed that the MMCTest algorithm works
for the Benjamini and Hochberg (1995) procedure as well as for the Bonferroni (1936)
correction.
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3 A Framework for Monte Carlo
based Multiple Testing
3.1 Introduction
Using the same setting as the one considered in Chapter 2, this chapter aims to
generalise the results of Chapter 2 into a framework for Monte Carlo based multiple
testing. It thereby extends Chapter 2 in various ways: The framework allows to
obtain theoretical guarantees for the test results of established algorithms and it gives
theoretical bounds on the control of the false discovery rate. Moreover, it works with
arbitrary step-up and step-down procedures and incorporates testing at a variable
testing threshold.
Existing methods (Besag and Clifford, 1991; Lin, 2005; van Wieringen et al., 2008;
Guo and Peddada, 2008; Sandve et al., 2011) return a set of rejected hypotheses which,
at least to a certain extent, is random, where the randomness is coming from the
Monte Carlo simulations and not from the underlying data. Consider the following
example which will be revisited in Section 3.5. Sandve et al. (2011) use their method
MCFDR to classify a genome dataset of Pekowska et al. (2010) with the aim to test
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if a gene modification appears more often in certain gene regions. Each gene region
corresponds to one hypothesis. Sandve et al. (2011) report 2747 significant hypotheses
out of 3466 hypotheses without providing guarantees on the stability of their finding.
Recomputing the decisions on all hypotheses shows considerable variability: around
190 of the 3466 hypotheses are randomly classified in the sense that they switch
from being rejected to non-rejected in more than 10% of all cases when repeatedly
applying MCFDR. Conclusions based on the significances of these genes should therefore
be questioned.
In the present chapter we will show how algorithms such as MCFDR can be modified
to give a guarantee on the stability of their findings and thus how to reduce the Monte
Carlo randomness in their results. Although in principle, increased stability can be
achieved by augmenting the number of Monte Carlo samples, merely increasing the
number of samples does not provide a guarantee on the decision of each hypothe-
sis. The guarantees provided in the present chapter are effective for any number of
samples.
The contribution of the chapter is threefold. First, Section 3.2 provides a frame-
work for multiple hypothesis testing under the assumption that p-values are not avail-
able and thus have to be approximated using Monte Carlo methods. The framework
is phrased as a generic algorithm which, under conditions, computes sub- and super-
sets of h(p∗, α∗) that converge to h(p∗, α∗) (Lemma 3.4 and Theorem 3.6 in Section
3.2.2). The framework also incorporates multiple testing at a (possibly unknown)
corrected testing threshold, for instance using an estimate of the proportion of true
null hypotheses.
Second, we show how to use the framework to modify established algorithms in
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such a way as to provide certain proven guarantees on their test results (Section 3.3).
Third, we simplify the condition on the multiple testing procedure in Section 3.4,
yielding an easy-to-check criterion for an arbitrary step-up or step-down procedure
(Section 3.4.1). We then use the simplified criterion to show that many widely used
procedures can be employed in our framework (Section 3.4.2).
One specific implementation of our generic algorithm is the MMCTest algorithm.
In contrast to the present chapter which presents results for a generic algorithm and
a generic multiple testing procedure, MMCTest focuses on one specific implementation
only as well as on the two specific multiple testing procedures of Bonferroni (1936) and
Benjamini and Hochberg (1995). The present chapter therefore extends the previous
results by showing that a correct test result can also be obtained through appropiate
modifications of existing methods. Moreover, hypothesis testing at a variable testing
threshold is not possible with MMCTest, and the previous chapter did not provide a
simple criterion to prove whether an arbitrary step-up or step-down procedure allows
one to classify hypotheses without knowledge of the p-values.
In Section 3.5 we pick up our discussion of the biological dataset of Pekowska
et al. (2010). We show that our proposed modifications can easily be implemented
in practice, come at virtually no additional computational cost and lead to a certain
way of reporting multiple testing results as three sets together with an error bound
on their correctness.
The chapter concludes with a discussion in Section 3.6. Selected insightful proofs
are given in the chapter, lengthy and technical proofs can be found in Section B.1.
Throughout the chapter, let | · | denote the length of an interval or the size of a
set. Let ‖ · ‖ denote the Euclidean norm. For an interval I ⊂ R, let min I and max I
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denote its lower and upper limit, respectively. For any set S ⊆ {1, . . . ,m}, where
m ∈ N, let Sc denote the complement of S with respect to {1, . . . ,m}. We abbreviate
(x1, . . . , xn) by x1:n, where x1:0 = ∅.
3.2 The framework
Our framework includes two components, the multiple testing procedure h and a
generic algorithm presented in Section 3.2.1. Combining both the testing procedure
and the algorithm yields a framework which, under conditions, guarantees the cor-
rectness of its test result (Section 3.2.2).
3.2.1 The generic algorithm
We propose to use the following generic sequential algorithm to draw samples for each
hypothesis. As the p-values are unknown, in each iteration n, the generic algorithm
computes intervals I in for each p
∗
i , i ∈ {1, . . . ,m}, as well as an interval Im+1n for α∗.
Usually, these intervals will be confidence intervals, in which case our algorithm will
compute sub- and supersets of h(p∗, α∗) (Section 3.2.2).
Although the threshold will be, in most cases, a function α∗ = g(p∗) of the p-
values (see Section 3.3), it is sensible to not restrict the multiple testing procedure to
h(p∗) = h(p∗, g(p∗)) and to keep a separate interval Im+1n for α
∗ instead: Naturally, one
could use confidence bounds on p∗ to obtain a plug-in interval for α∗ (provided that
g is monotonic). However, Example 3.10 demonstrates that for the testing threshold
of Pounds and Cheng (2006), Hoeffding’s inequality (Hoeffding, 1963) allows one to
construct a tighter confidence interval for α∗ than the plug-in interval, thus yielding
a faster convergence to h(p∗, α∗) as well as considerably more decisions on individual
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hypotheses in a real-data study (Section 3.5).
The generic algorithm draws Monte Carlo samples in each iteration n, denoted
by the observations On. These are typically sets of samples drawn for all hypotheses
or for a subset of the hypotheses. The decision which observations to sample may
depend on the history of observations drawn up to iteration n− 1.
Algorithm 3.1: Generic algorithm
1 A0 ← ∅; A0 ← {1, . . . ,m}; I i0 ← [0, 1], i ∈ {1, . . . ,m}, Im+10 = R;
2 for n = 1, 2, . . . do
3 Choose which On to sample based on O1:n−1;
4 Sample On;
5 I in ← Fi(O1:n) ∩ I in−1, i ∈ {1, . . . ,m+ 1};
6 An ← h((min I in)i∈{1,...,m},max Im+1n );
7 An ← h((max I in)i∈{1,...,m},min Im+1n );
In each iteration n, Algorithm 3.1 uses the history of samples observed up to
iteration n − 1 to determine a new set of observations On to be sampled. The key
idea of Algorithm 3.1 is to apply the multiple testing procedure h to lower (min I in)
and upper (max I in) confidence limits of the (I
i
n)n∈N, i ∈ {1, . . . ,m}. This yields two
sets An and An. Each of these confidence intervals I
i
n is computed by a function Fi, i ∈
{1, . . . ,m}, using the current history of observations O1:n, n ∈ N. For generality, we
do not impose that Fi computes any specific type of confidence interval. Intersecting
the intervals produces a nested sequence of (I in)n∈N for each i ∈ {1, . . . ,m}.
Example 3.2 (Improved naive method). A widely used method in practice to esti-
mate h(p∗, α∗) is to draw a constant number of samples s for each hypothesis H0i,
where i ∈ {1, . . . ,m}, then compute a point estimate of each p-value and classify all
hypotheses at a constant threshold α∗ based on these point estimates (Nusinow et al.,
2012; Gusenleitner et al., 2012; Rahmatallah et al., 2012; Zhou et al., 2013; Li et al.,
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2012; Cohen et al., 2012). We will call this the naive method. The naive method can
be applied to any multiple testing procedure h.
In the following we present an improvement of the naive method by stating a
concrete implementation of Algorithm 3.1. As shown in Section 3.3, under conditions
on h, the sets An (An) defined in Algorithm 3.1 will be subsets (supersets) of h(p
∗, α∗)
in each iteration n of our improved naive method up to a pre-specified error probability.
One key ingredient of the improved naive method are the confidence sequences
given in Lai (1976): for independent Y1, Y2, . . . ∼ Bernoulli(p),
P(gβn(Sn) < p < fβn (Sn) ∀n ≥ 1) ≥ 1− β,
where Sn =
∑n
i=1 Yi and g
β
n(x) < f
β
n (x) are the two distinct (Lai, 1976) roots of
(n+ 1)
(
n
x
)
px(1− p)n−x = β for a given β ∈ (0, 1).
In many applications of the naive method, multiple tests are based on a test statis-
tic and it is possible to sample under the null hypothesis. Let X in = 1 if the test
statistic evaluated on the nth sample drawn for hypothesis H0i exceeds the observed
test statistic, otherwise X in = 0. For our improved naive method, we draw one new
sample per hypothesis in each iteration n.
The improved naive method is obtained by defining
On = (X
1
n, . . . , X
m
n ),
Fi(O) =
gβ|O|
 |O|∑
j=1
Oij
 , fβ|O|
 |O|∑
j=1
Oij
 , i = 1, . . . ,m,
Fm+1(O) = {α∗},
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where Oij = X
i
j and |O1:n| = n.
Although the above method is open-ended, we usually stop the improved naive
method after a pre-specified total number of iterations s. In this case, solely the two
test results in As and As based on the intervals of the last iteration will be returned
as result of the algorithm.
In Example 3.2, the testing threshold α∗ is assumed to be constant. However, the
interval Fm+1(O1:n) for α
∗ is needed if α∗ depends on p∗. For instance, this is the case
for thresholds depending on an estimate of the proportion of true null hypotheses
which is usually a functional of p∗. Using such an estimated threshold potentially
results in more significant hypotheses which is desired in practice.
Starting with the work of Schweder and Spjøtvoll (1982), many authors have
investigated estimators of the proportion of true null hypotheses, such as Benjamini
and Hochberg (2000), Storey (2002), Langaas et al. (2005), Cheng (2006), Pounds
and Cheng (2006), Jiang and Doerge (2008), Finner and Gontscharuk (2009), Hwang
(2011).
3.2.2 Convergence results
This section states our main results. For this we need the following extension of a
monotonic multiple testing procedure considered first in Section 2.2:
Definition 3.3. h is monotonic if h(p, α) ⊆ h(q, α′) for p ≥ q and α ≤ α′.
A multiple testing procedure is thus monotonic if smaller p-values (as introduced
in Tamhane and Liu, 2008) or a higher testing threshold (see Roth, 1999) lead to
more rejections.
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Suppose in each iteration n ∈ N, each p-value p∗i is contained in its interval
Fi(O1:n), i ∈ {1, . . . ,m}, and the testing threshold α∗ is contained in the interval
Fm+1(O1:n), expressed as the event
R1 = {α∗ ∈ Fm+1(O1:n), p∗i ∈ Fi(O1:n) ∀i ∈ {1, . . . ,m}, n ∈ N} .
The following lemma shows that on the event R1, classifying hypotheses based on
upper and lower interval bounds allows Algorithm 3.1 to compute sub- and supersets
of h(p∗, α∗) for monotonic multiple testing procedures h. The lemma extends a similar
result for MMCTest (Lemma 2.3) to a variable testing threshold.
Lemma 3.4. Let h be a monotonic multiple testing procedure. Then,
1. An ↗ and An ↘ as n→∞,
2. An ⊆ h(p∗, α∗) ⊆ An ∀n ∈ N on the event R1.
Proof. 1. By construction, Algorithm 3.1 computes nested intervals, thus pn =
(max I in)i∈{1,...,m} ↘ and αn = max Im+1n ↘ as well as pn = (min I in)i∈{1,...,m} ↗
and αn = min I
m+1
n ↗. Hence,
An = h(pn, αn) ⊆ h(pn+1, αn) ⊆ h(pn+1, αn+1) = An+1,
An = h(pn, αn) ⊇ h(pn+1, αn) ⊇ h(pn+1, αn+1) = An+1,
where the first (second) subset relation follows from the monotonicity of h in the first
(second) argument.
2. On the event R1, p
∗
i ∈ I in and α∗ ∈ Im+1n for all i and n, thus pn ≥ p∗n ≥ pn and
αn ≤ α∗ ≤ αn. By monotonicity of h, An = h(pn, αn) ⊆ h(p∗, α∗) ⊆ h(pn, αn) = An
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∀n ∈ N.
The first part of Lemma 3.4 is not dependent on the event R1. It follows purely
from the construction of Algorithm 3.1 which computes nested intervals for each p∗i ,
i ∈ {1, . . . ,m}. The second part of Lemma 3.4 shows that on R1, in any iteration
n, all the hypotheses in the set An (A
c
n) can already be classified as being rejected
(non-rejected).
Additional properties of Algorithm 3.1 can be derived for any monotonic multiple
testing procedure h and choice of p∗, α∗ which satisfy the following condition.
Condition 3.5. 1. Let p, q ∈ [0, 1]m and α ∈ R. If qi ≤ pi ∀i ∈ h(p, α) and qi ≥ pi
∀i /∈ h(p, α), then h(p, α) = h(q, α).
2. There exists δ > 0 such that p ∈ [0, 1]m, α ∈ [0, 1] and ‖p− p∗‖ ∨ |α − α∗| < δ
imply h(p, α) = h(p∗, α∗).
Condition 3.5 ensures that lowering (increasing) the p-value of any rejected (non-
rejected) hypothesis does not affect the result of h. Moreover, we require that there
exists a neighbourhood of p∗ and α∗ on which h is constant. In Section 3.4 we will
simplify Condition 3.5 for so-called step-up and step-down procedures.
Condition 3.5 again is a generalisation of a similar condition seen in Chapter 2
for MMCTest: the first part is identical to Condition 2.4 whereas the second part now
requires the difference of the p-values p and p∗ as well as of α and α∗ to be less than
the constant δ.
We will call a monotonic multiple testing procedure h admissible for p∗ and α∗ if
it satisfies Condition 3.5. The multiple testing procedures we consider in this chapter
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(see Section 3.4) are admissible for all but a null set of p∗ and α∗ (with respect to the
Lebesgue measure).
A second condition is necessary to obtain convergence of the two bounds An and
An established in Lemma 3.4 to h(p
∗, α∗) as n → ∞. Whereas on the event R1, all
hypotheses in An (A
c
n) can already be rejected (non-rejected), we additionally require
that the length of each interval belonging to a yet unclassified hypothesis in the set
An \ An or to the threshold goes to zero:
R2 =
{
max{|Fi(O1:n)| : i ∈ An \ An ∪ {m+ 1}} → 0 as n→∞
}
.
The following theorem improves upon Lemma 3.4 on the more restrictive event R =
R1 ∩ R2 and thus extends Theorem 2.6 proven for the MMCTest algorithm to the
situation of variable testing thresholds:
Theorem 3.6. Let h be an admissible multiple testing procedure for p∗ and α∗. On
the event R, both sequences (An)n∈N and (An)n∈N converge to h(p
∗, α∗), i.e. there
exists n0 ∈ N such that An = h(p∗, α∗) = An ∀n ≥ n0.
Proof. Let αn = max I
m+1
n , αn = min I
m+1
n as well as Bn = An \ An. Suppose
∃i ∈ lim supn→∞Bn. On the event R2, |I in| → 0 as n → ∞ for i ∈ lim supn∈NBn as
well as |Im+1n | → 0 as n→∞. Let δ be as given in Condition 3.5. As Bn ⊆ {1, . . . ,m}
is finite ∀n ∈ N, there exists n0 ∈ N such that |I in|2 < δ2/m and |αn − αn| < δ for
n ≥ n0 and all i ∈ lim supn→∞Bn.
We show that for all n ≥ n0,
An = h((min I
i
n)i∈{1,...,m}, αn) = h(p
∗, α∗) = h((max I in)i∈{1,...,m}, αn) = An.
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To do this, we show
h(p(1), αn) = h(p
(2), αn) = h(p
(3), αn),
h(p(3), αn) = h(p
(4), α∗) = h(p(5), αn),
h(p(5), αn) = h(p
(6), αn) = h(p
(7), αn),
where
p(1) := (min I in)i∈{1,...,m}, p
(4) := p∗,
p(2) :=

min I in i ∈ An,
p∗i i /∈ An,
p(5) :=

max I in i ∈ Bn,
p∗i i /∈ Bn,
p(3) :=

min I in i ∈ Bn,
p∗i i /∈ Bn,
p(6) :=

max I in i ∈ An,
p∗i i /∈ An,
and p(7) := (max I in)i∈{1,...,m}. The following holds true on the event R1.
(1) By definition, An = h(p
(1), αn). As p
(2)
j = p
∗
j ≥ min Ijn = p(1)j ∀j /∈ An and
p
(2)
j = p
(1)
j ∀j ∈ An, the first part of Condition 3.5 yields An = h(p(1), αn) = h(p(2), αn)
for a fixed αn.
(2) As (max I in)i∈{1,...,m} ≥ p(3) and because h is monotonic, An ⊆ h(p(3), αn) ⊆
h(p(3), αn). As p
(2)
j = min I
j
n ≤ p∗j = p(3)j ∀j ∈ An and p(2)j = p(3)j ∀j /∈ An, the first
part of Condition 3.5 yields h(p(2), αn) = h(p
(3), αn).
(3) On the event R1, |αn − αn| < δ implies |α∗ − αn| < δ and |I in|2 < δ2/m
implies ‖p(3) − p∗‖ < δ. The second part of Condition 3.5 thus yields h(p(3), αn) =
h(p(4), α∗) = h(p∗, α∗) ∀n ≥ n0.
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Arguing similarly to (1), (2), (3) we can show h(p(4), α∗) = h(p(5), αn) as well as
h(p(5), αn) = h(p
(6), αn) and h(p
(6), αn) = h(p
(7), αn) = An.
In the next section, we will use Lemma 3.4 and Theorem 3.6 to establish guarantees
on the test result of existing algorithms.
Suppose Algorithm 3.1 is used in connection with an admissible multiple testing
procedure controlling the familywise error rate (fwer). Then at any stage, the fwer
is also controlled for all the rejections in An ⊆ h(p∗, α∗). This is easily proven using
Boole’s inequality.
A similar statement, however, is not true for admissible multiple testing procedures
controlling the false discovery rate (fdr). Although the fdr is not generally controlled
for subsets An ⊆ h(p∗, α∗) or supersets An ⊇ h(p∗, α∗), the following guarantees hold
if Algorithm 3.1 is run with suitable stopping times.
Lemma 3.7. Let h control the fdr at level α, let V n (V n) be the set of rejected true
null hypotheses in An (An) for n ∈ N and let η ≥ 1, ξ ≥ 0.
1. E (|V s|/|As|) ≤ ηα for the stopping time s = min{n ∈ N : |An|/|An| ≤ η}.
2. E
(|V t|/|At|) ≤ α + ξ for t = min{n ∈ N : (|An| − |An|)/|An| ≤ ξ}.
Proof. Let R be the set of rejected hypotheses and V be the set of rejected true null
hypotheses. As An ⊆ R ⊆ An for all n ∈ N, |An| ≤ |R| ≤ |An|. Moreover, as An ⊆ R,
all rejected true null hypotheses in An are also in R and thus by definition also in V ,
hence V n ⊆ An ⊆ R implies |V n| ≤ |V |. As the difference in numbers of rejected true
null hypotheses in V and V n cannot differ by more than the number of undecided
hypotheses |An| − |An| for any n ∈ N it follows that |V | ≤ |V n| ≤ |V |+ (|An| − |An|).
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1. Using the above,
|V n|
|An|
=
|V |
|R| +
|V n||R| − |An||V |
|An||R|
≤ |V ||R| +
|V |
|R|
|R| − |An|
|An|
≤ |V ||R|
|R|
|An|
≤ |V ||R|
|An|
|An|
for all n ∈ N, thus E(|V s|/|As|) ≤ ηE(|V |/|R|) = ηα.
2. Similarly,
|V n|
|An|
≤ |V |+ (|An| − |An|)|An|
≤ |V ||R| +
|An| − |An|
|An|
for all n ∈ N, thus E(|V t|/|At|) ≤ E(|V |/|R|) + ξ = α + ξ.
In Lemma 3.7, we define the fraction in the definition of the stopping time s (time
t) to be zero if |An| (|An|) is zero as in this case, false rejection errors are impossible.
Lemma 3.7 thus provides two different guarantees on the fdr, a multiplicative one on
the set of rejected hypotheses As and an additive guarantee on the rejections in At
with respect to the two stopping times s and t.
3.3 Improving existing algorithms
In this section we introduce a class of established methods which estimate h(p∗, α∗)
and show how the framework given by Algorithm 3.1 can be used to modify these
methods in such a way as to provide a guarantee on the correctness of their test results.
We will demonstrate our proposed modifications by extending the improved naive
method presented in Example 3.2 to the situation of an estimated testing threshold.
Consider an existing method to compute h(p∗, α∗). The threshold α∗ can either be
constant or given by a monotonic (increasing or decreasing) function g : [0, 1]m → R,
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thus α∗ = g(p∗). In the latter case, α∗ is a function of p∗ and thus unknown itself.
Methods working with bootstrap point estimates of p∗ (Besag and Clifford, 1991;
van Wieringen et al., 2008; Sandve et al., 2011; Jiang and Salzman, 2012), fitted
distributions (Knijnenburg et al., 2009) or permutation based methods (Westfall and
Young, 1993; Westfall and Troendle, 2008; Meinshausen, 2006) can be phrased in
the following way: Draw independent samples Xij ∼ Bernoulli(p∗i ), j ∈ N, for each
i ∈ {1, . . . ,m}. Use a finite number Si of these samples Xi1, . . . , Xi,Si to compute a
p-value estimate pˆi of p
∗
i , where Si is a (random) index and i ∈ {1, . . . ,m}. Estimate
the testing threshold α∗ using the plug-in estimate αˆ = g(pˆ), where pˆ = (pˆ1, . . . , pˆm).
Return h(pˆ, αˆ) as the test result.
Based on Algorithm 3.1 we propose to modify any method of the above type by
1. Maintaining a confidence sequence (Lai, 1976) with a coverage probability of
1 − /m for each p-value p∗i , i ∈ {1, . . . ,m}, and by using each sequence as
Fi(O1:n) in Algorithm 3.1. The overall error probability  is chosen by the user.
2. Computing plug-in bounds Fm+1(O1:n) for α
∗ using the monotonicity of g and
the above confidence sequences.
3. Reporting hypotheses in An as rejected and in A
c
n as non-rejected. The remain-
ing hypotheses are still undecided.
As the confidence sequence of Lai (1976) satisfies P(∃n : p∗i /∈ Fi(O1:n)) < β for
each p∗i (see Example 3.2), the choice β = /m yields
P(∃i, n : p∗i /∈ Fi(O1:n)) ≤
m∑
i=1
P(∃n : p∗i /∈ Fi(O1:n)) ≤
m∑
i=1
/m = ,
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and hence P(p∗i ∈ Fi(O1:n) ∀i ∈ {1, . . . ,m}, n ∈ N) ≥ 1− . The event R1 thus occurs
with probability at least 1− .
Consequently, any modified method of the above type has the following advantage
over its unimproved counterpart:
Remark 3.8. By Lemma 3.4, a modified method of the above type has the property
that all the hypotheses in the set An (A
c
n) which are rejected (non-rejected) in any
iteration n are indeed correctly rejected (non-rejected) with probability at least 1− .
Remark 3.8 applies to the improved naive method (Example 3.2) upon stopping in
iteration s as well as to the methods presented in the following two examples. First,
we generalise Example 3.2 to the situation where the testing threshold is unknown.
Example 3.9. Additionally to the setting of Example 3.2, we assume that multiple
testing is carried out at the corrected testing threshold α∗ = t∗/pˆi0(p∗), where t∗ is an
uncorrected threshold (typically t∗ = 0.05 or t∗ = 0.1) and pˆi0(p) = min
(
1, 2
m
∑m
i=1 pi
)
is an estimator of the proportion of true null hypotheses (Pounds and Cheng, 2006).
Recent applications of this threshold include Han and Dalal (2012), Lu et al. (2011),
Jupiter et al. (2010), Cheng (2009).
As pˆi0(p
∗) depends on the p-values, the corrected threshold α∗ is unknown in prac-
tice. We thus need to compute a confidence interval for it. The interval can be con-
structed using the monotonicity of pˆi0(p): in iteration n, pin = pˆi0(min I
1
n, . . . ,min I
m
n )
is a lower bound on pˆi0(p
∗), likewise pin = pˆi0(max I1n, . . . ,max I
m
n ) is an upper bound.
This immediately translates to the interval Fm+1(O1:n) = [t
∗/pin, t∗/pin] for α
∗.
We try to improve Example 3.9 by using a (hopefully) tighter confidence interval
Fm+1(O1:n) for α
∗ based on Hoeffding’s inequality (Hoeffding, 1963).
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Example 3.10. Suppose we have observed s samples X i1, . . . , X
i
s per hypothesis H0i,
where X ij is the indicator of an exceedance for the jth sample drawn for H0i as in
Example 3.2. Then for all u > 0, by Hoeffding’s inequality:
P
(∣∣∣∣∣ 1ms
m∑
i=1
s∑
j=1
X ij −
1
m
m∑
i=1
p∗i
∣∣∣∣∣ ≥ u
)
≤ 2 exp (−2msu2) .
Thus for a given η ∈ [0, 1],
1
ms
m∑
i=1
s∑
j=1
X ij ±
√
− 1
2ms
log
(η
2
)
are boundaries of a 1− η confidence interval for 1
m
∑m
i=1 p
∗
i . Using the monotonicity
of the mapping x 7→ t∗/min(1, 2x), this immediately translates to a 1− η confidence
interval for α∗.
When using Hoeffding’s interval in the improved naive method, we allocate an
error of η = /(m + 1) to the computation of Hoeffding’s interval as well as to the
computation of each of the m confidence sequences for the p-values. As the improved
naive method is open-ended, we use a non-negative real sequence (ηn)n∈N satisfying∑∞
n=1 ηn = η to distribute η for Hoeffding’s interval over all iterations of the algo-
rithm, thus computing it at level ηn in each iteration n.
Both the plug-in interval (Example 3.9) and Hoeffding’s confidence interval (Ex-
ample 3.10) will be evaluated in Section 3.5.
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3.4 Admissibility of step-up and step-down procedures
Although the multiple testing procedure h does not have to be of a special form,
many procedures used in practice such as the ones of Bonferroni (1936), Sidak (1967),
Holm (1979), Hochberg (1988) or the one of Benjamini and Hochberg (1995) belong
to a certain class of procedures, called step-up and step-down procedures. We will
simplify Condition 3.5 for step-up and step-down procedures in Section 3.4.1 and use
the simplified condition in Section 3.4.2 to verify that many widely used procedures
are admissible. As shown in Section B.2, the Hommel (1988) procedure is an example
of a procedure which is not admissible.
3.4.1 A simplified admissibility condition
Suppose we are given an arbitrary step-up procedure hu or step-down procedure hd
(Romano and Shaikh, 2006) returning the set of rejected indices. For our purposes, we
phrase these two procedures in terms of a threshold function τα : {1, . . . ,m} → [0, 1]
which depends on a threshold α ∈ [0, 1] and returns the critical value τα(i) each p(i)
is compared to:
hu(p, α) =
{
i ∈ {1, . . . ,m} : pi ≤ max
j∈{1,...,m}
{p(j) : p(j) ≤ τα(j)}
}
, (3.1)
hd(p, α) =
{
i ∈ {1, . . . ,m} : pi < min
j∈{1,...,m}
{p(j) : p(j) > τα(j)}
}
, (3.2)
where max ∅ := 0, min ∅ := 1, and where the order statistic of p1, . . . , pm is denoted
by p(1) ≤ . . . ≤ p(m).
We assume that the threshold function τα satisfies the following condition.
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Condition 3.11. 1. τα(i) is non-decreasing in i for each fixed α.
2. τα(i) is continuous in α and non-decreasing in α for each fixed i.
By the following lemma, a step-up or step-down procedure is admissible if the
threshold function τα defining it satisfies Condition 3.11.
Lemma 3.12. If τα satisfies Condition 3.11 then the corresponding hu and hd are
monotonic and satisfy the first part of Condition 3.5. If moreover τα∗(i) 6= p∗(i) for all
i ∈ {1, . . . ,m}, hu and hd also satisfy the second part of Condition 3.5 for p∗ and α∗.
Remark 3.13. Suppose the p-values p∗ are random with a distribution that is ab-
solutely continuous with respect to the Lebesgue measure. Then, for a fixed α∗, the
p-values not satisfying the conditions of Lemma 3.12 form a null set.
3.4.2 Examples of admissible step-up and step-down procedures
This section shows that a variety of commonly used step-up and step-down procedures
are monotonic and satisfy Condition 3.11.
The following multiple testing procedures are determined by τα(i), where i ∈
{1, . . . ,m}, and control the fwer or the fdr at a threshold α. We denote the hypothesis
corresponding to the ordered p-value p(i) by H0(i), i ∈ {1, . . . ,m}.
In most cases, Condition 3.11 can be checked by considering the derivatives of
τα(i) with respect to α and i, thus regarding i as a continuous parameter. Unless
stated otherwise, all the threshold functions listed below are clearly non-decreasing
in both i and α as well as continuous in α and thus satisfy Condition 3.11.
The Bonferroni (1936) correction can be derived from either a step-up or a step-
down procedure using the constant threshold function τα(i) = α/m.
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The following step-up procedures are admissible:
1. The Simes (1986) procedure rejects ∩i∈{1,...,m}H0i if there exists k ∈ {1, . . . ,m}
such that p(k) ≤ kα/m. It can be used in our framework with the help of the
following modification: Once hu(p, α) for a step-up procedure with threshold
function τα(i) = iα/m is correctly determined, the Simes (1986) procedure
rejects ∩i∈{1,...,m}H0i if and only if |hu(p, α)| > 0.
2. The Hochberg (1988) procedure uses τα(i) = α/(m+ 1− i).
3. The Rom (1990) procedure increases the power of the Hochberg (1988) proce-
dure by replacing its critical values τα(i) = α/(m + 1 − i) by “sharper” values
τα(i) = ci. The ci are computed recursively as given in Rom (1990) and satisfy
ci ↗ for a fixed α. Moreover, the ci are non-decreasing in α.
4. The choice τα(i) = iα/m yields the Benjamini and Hochberg (1995) procedure.
5. The Benjamini and Yekutieli (2001) procedure controls the fdr under arbitrary
dependence by applying the Benjamini and Hochberg (1995) procedure at the
corrected constant threshold α/ (
∑m
i=1 i
−1).
Similarly, the following step-down procedures satisfy Condition 3.11:
1. The Sidak (1967) correction uses τα(i) = 1− (1− α)1/(m+1−i).
2. The choice τα(i) = α/(m+ 1− i) yields the Holm (1979) procedure.
3. The Shaffer (1986) procedure modifies the Holm (1979) procedure in order to
obtain an increase in power. For the tests under consideration, let 0 ≤ a1 <
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a2 < · · · < ar ≤ n be all possible numbers of true null hypotheses. Assum-
ing that H0(1), . . . , H0(i−1) are false, let ti = max{aj : aj ≤ n − i + 1} be
the maximum possible number of true null hypotheses. The Shaffer (1986)
procedure determines the minimal index k such that p(k) > α/tk and then re-
jects H0(1), . . . , H0(k−1). It can be obtained from a step-down procedure using
τα(i) = α/ti, which is clearly continuous and non-decreasing in α for a fixed i.
As ai ↗ and thus ti ↘, τα(i) is also non-decreasing in i for a fixed α.
For a given α∗, by Lemma 3.12, all the procedures listed above are admissible for
all but a null set of p-values p∗.
3.5 Using the framework in practice
The improved naive method derived in Example 3.2 is capable of computing test
results which consist, up to a pre-specified error probability , of sets of correctly
rejected and correctly non-rejected hypotheses as well as of a set of undecided hy-
potheses. The following contains an example of such a classification.
Sandve et al. (2011) use their method MCFDR to classify a dataset of gene modi-
fications (so-called H3K4me2-modifications) of Pekowska et al. (2010). This dataset
consists of gene regions and gene modifications within each region, characterised by
their midpoint. The beginning and the end of each region on the genome are normed
to 0 and 1, respectively. The authors test if the gene modifications appear more often
in a certain part of the gene region.
To be precise, Sandve et al. (2011) observe k random points Y1, . . . , Yk in [0, 1]
(these are the midpoints of the gene modifications) and test the null hypothesis H0 :
E
(
1
k
∑k
i=1 Yi
)
≥ 0.5 against the alternative H1 : E
(
1
k
∑k
i=1 Yi
)
< 0.5 using the test
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statistic T = 1
k
∑k
i=1 Yi. Each null hypothesis is tested by permuting the midpoints
in each region while preserving their inter-point distances.
Sandve et al. (2011) first filter the dataset for genes with at least 10 modifications
per gene region. Each such region becomes one hypothesis, leading to m = 3465
hypotheses (gene regions) under consideration. They evaluate the data using the
procedure of Benjamini and Hochberg (1995) with a corrected testing threshold at
level 0.1/pˆi0(pˆ), where pˆi0 is the estimator of Pounds and Cheng (2006) introduced in
Example 3.9 and pˆ is an estimate of p∗ returned by MCFDR. Sandve et al. (2011) report
2747 significant hypotheses.
Nevertheless, the authors do not provide any guarantee on the correctness of their
findings. Recomputing the results of Sandve et al. (2011) indeed shows considerable
variability. To demonstrate this, we re-classify the H3K4me2 dataset using the MCFDR
algorithm of Sandve et al. (2011) a total number of r = 1000 times. Let psi (p
n
i ) be
the empirical probability that hypothesis H0i is significant (non-significant) in these
r repetitions.
We are interested in measuring the randomness in the output of an algorithm
and use pri = min(p
s
i , p
n
i ) as probability of H0i being randomly classified. We call all
hypotheses having pri > 0.1 “randomly classified” and denote their total number by
rc. For MCFDR we observe that 195 hypotheses remain randomly classified on average.
We first use the (unimproved) naive method (as defined at the beginning of Exam-
ple 3.2) with s ∈ {102, 103, 104} samples per hypothesis to classify the same dataset.
Table 3.1 shows the number of randomly classified hypotheses rc observed for the
naive method as a function of s (second column). For s = 102, the total effort is
comparable to the one of MCFDR and both methods yield equally high numbers of ran-
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Table 3.1: Repeated application of the improved and the unimproved naive method
to the same data.
naive improved naive method
method with plug-in interval (Ex.3.9) with Hoeffding’s interval (Ex.3.10)
s rc rejected non-rej. undec. rc rejected non-rej. undec. rc
102 196 0 161.8 3303.2 0 0 372.0 3093.0 0
103 60 2386.0 487.5 591.5 0 2568.5 576.0 320.5 0
104 18 2649.0 624.6 191.4 0 2697.3 661.7 106.0 0
s: number of samples drawn per hypotheses; rc: number of randomly classified hy-
potheses; rejected, non-rejected and undecided are average numbers based on 1000
repetitions.
dom decisions (rc ≈ 195). For high precision (s = 104), up to 18 hypotheses remain
inconsistently classified.
We then apply the improved naive method described in Example 3.2 to the same
dataset using an overall error probability of  = 0.01. The improved method is stopped
after having drawn s samples per hypothesis. Table 3.1 shows rejected, non-rejected,
undecided (see Remark 3.8) and randomly classified hypotheses. We evaluate both
the plug-in interval for α∗ introduced in Example 3.9 (columns three to six) as well as
Hoeffding’s confidence interval derived in Example 3.10 (columns seven to ten). For
Hoeffding’s interval, we use ηn = νn − νn−1 with νn = nn+s m+1 , n ∈ N.
Using a confidence interval for α∗ based on Hoeffding’s inequality (as opposed to
the plug-in interval) yields considerably more decisions (rejections and non-rejections)
and thus less undecided hypotheses for all ranges of precision.
Although for low numbers of samples many hypotheses remain undecided, the test
results of the improved naive method are consistent in the sense that no hypothesis
is randomly classified. The improved naive method therefore provides reliable test
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results and ensures repeatability. For a high precision (s = 104), the improved naive
method with Hoeffding’s interval for α∗ yields around 2700 rejections and 660 non-
rejections. The remaining 106 hypotheses are still unclassified, meaning that within
this limited computational effort, no statement about these hypotheses (gene regions)
should be made. The probability of the above results being correct is at least 0.99.
3.6 Discussion
We consider p-value based multiple testing under the assumption that the p-value of
each hypothesis is not available and thus has to be approximated using Monte Carlo
simulations. Although widely occurring in experimental studies, common methods
for this scenario do not give any guarantee on how their test results relate to the one
obtained if all p-values had been available.
Section 3.2 introduced a framework for Monte Carlo based multiple testing, both
in terms of a general multiple testing procedure and a generic algorithm. Conditions
on both the multiple testing procedure and the algorithm guarantee that the rejections
and non-rejections returned by our generic algorithm are identical to the ones obtained
with the p-values. A simplified condition for step-up and step-down multiple testing
procedures is derived.
The framework thus extends the idea behind the MMCTest algorithm of Chapter 2
to a wider range of both Monte Carlo algorithms used to test multiple hypotheses as
well as to a whole class of step-up and step-down procedures.
We demonstrate how to use our framework to modify established methods in such
a way as to yield theoretical guarantees on their test results. As demonstrated on a
class of commonly used methods, these modifications can easily be implemented in
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practice and come at virtually no additional computational cost.
Improved established methods, such as the improved naive method evaluated on a
real data study, allow one to report multiple testing results as three sets: rejected, non-
rejected and undecided hypotheses, together with an error bound on their correctness.
We recommend any multiple testing result to be reported in this fashion.
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4 QuickMMCTest – Higher accu-
racy for multiple testing correc-
tions
4.1 Introduction
So far, Chapter 2 and Chapter 3 have focused on how to obtain theoretical guaran-
tees on the correctness of decisions computed by algorithms implementing a multiple
testing procedure. This chapter looks at multiple testing from a practical perspective:
In order to evaluate scientific studies, it may be desirable to spend the (additional)
effort needed to obtain a guarantee of correctness on certain hypotheses on a more
precise ad-hoc classification instead, thus sacrificing the theoretical guarantee in or-
der to minimise numbers of misclassifications. Such a complete classification of all
hypotheses might be more useful than methods computing guaranteed decisions at
the expense of leaving several hypotheses unclassified – especially as the total number
of samples available in practice is finite and the runtime of methods such as MMCTest
is high.
QuickMMCTest – Higher accuracy for multiple testing corrections
As before, we consider the scenario in which p-values cannot be computed exactly.
They are approximated using Monte Carlo tests such as permutation tests or boot-
strap tests. Permutation tests are widely used in practice as underlying models for
biological phenomena are rarely known (Lourenco and Pires, 2014; Mart´ınez-Camblor,
2014; Liu et al., 2013; Wu et al., 2013; Asomaning and Archer, 2012; Dazard and Rao,
2012).
As in Section 2.1 we are interested in the classification of all hypotheses obtained
with the full knowledge of all p-values. In the case of permutation tests, for instance,
these p-values are defined as the ones computed by exhaustively listing all permuta-
tions. For bootstrap tests the p-value is defined as the probability that a bootstrapped
test statistic is at least as extreme as the observed test statistic.
A simple method to apply a multiplicity correction in the scenario under con-
sideration is to first draw a constant number of samples for each hypothesis, then
approximate its p-value using a conservative p-value estimate and finally use the es-
timates as input for the multiple testing procedure, thus treating them as if they
were the p-values. This naive approach is widely used to evaluate multiple tests
without knowledge of the p-values (Nusinow et al., 2012; Gusenleitner et al., 2012;
Rahmatallah et al., 2012; Zhou et al., 2013; Li et al., 2012; Cohen et al., 2012).
However, the naive approach does not take into account that hypotheses whose p-
values clearly lie in the rejection or non-rejection area of the multiple testing procedure
should be allocated less samples than hypotheses whose p-values are closer to the
threshold and thus harder to classify. This leaves considerable scope to improve upon
the accuracy of the naive method.
This chapter introduces a sampling algorithm based on Thompson (1933) Sam-
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pling. Our approach, called QuickMMCTest, uses a Beta-binomial model on each
p-value to adaptively decide which hypotheses need to receive more and which need
less samples to obtain fairly clear decisions (rejections/ non-rejections) on all tests.
One of its main features consists in avoiding to compute discrete p-value estimates
at any stage. As highlighted in the chapter, QuickMMCTest thus circumvents impre-
cisions observed in methods using such discrete estimates. QuickMMCTest works with
a variety of commonly used multiple testing procedures at constant testing thresh-
olds and, moreover, with variable testing thresholds, that is thresholds which are
functionals of the unknown p-values underlying the tests.
For the special case of the Bonferroni (1936) correction, empirical studies indicate
that the allocation of samples computed by QuickMMCTest could be asympotically
optimal in the sense that as the total number of samples drawn by QuickMMCTest
goes to infinity, its allocation seems to mimic the optimal allocation minimising the
expected number of misclassifications. This is demonstrated in Chapter 5.
The chapter is organised as follows. In Section 4.2 we introduce the set-up con-
sidered in this chapter, specifically the multiple testing procedure and the variable
testing threshold used as well as the relation of our approach to Thompson (1933)
Sampling. Section 4.2.1 presents QuickMMCTest and Section 4.2.2 discusses an alter-
native algorithm based on discrete p-value estimates, in particular its disadvantages
in comparison to QuickMMCTest.
QuickMMCTest is evaluated in a simulation study in Section 4.3 for a variety of com-
mon multiple testing procedures (Bonferroni, 1936; Sidak, 1967; Holm, 1979; Simes,
1986; Hochberg, 1988; Benjamini and Hochberg, 1995; Benjamini and Yekutieli, 2001)
using a constant testing threshold. The study shows that our approach yields a con-
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siderable decrease in the number of erroneously classified hypotheses in comparison
to the naive approach on simulated data. In a second simulation study, we compare
QuickMMCTest to a variety of commonly used methods (Besag and Clifford, 1991; Guo
and Peddada, 2008; Sandve et al., 2011; Jiang and Salzman, 2012; Gandy and H.,
2014) using the popular Bonferroni (1936) correction at a constant threshold, again
confirming the high accuracy of the proposed approach.
We conclude with a discussion in Section 4.4.
Appendix C repeats the simulation studies conducted in Section 4.3 for a variable
testing threshold.
QuickMMCTest has been implemented in an R-package (simctest, available on
CRAN, The Comprehensive R Archive Network).
In the following, we will denote the density of the Beta distribution with shape
parameters α and β as Beta(x;α, β).
4.2 Two sampling algorithms based on Thompson Sampling
We assume that the p-values p∗ = (p∗1, . . . , p
∗
m) of the tests for H01, . . . , H0m are not
available analytically. Instead, we assume that it is possible to draw samples under
the null hypothesis in order to approximate each p-value. To this end, we denote the
total number of samples drawn for each of the m hypotheses up to iteration n by kin
and the total number of exceedances observed among these kin samples by S
i
n, where
i ∈ {1, . . . ,m}. Moreover, the testing threshold α∗ at which all hypotheses are tested
can either be constant or a functional α(p∗) of the p-values p∗. In the latter case, α∗
is itself unknown.
We are interested in computing h(p∗, α(p∗)), where for a constant threshold,
92
QuickMMCTest – Higher accuracy for multiple testing corrections
α(p∗) = α∗ ∈ R is independent of p∗ and known. Our aim is to approximate
h(p∗, α(p∗)) in such a way as to minimise the number of misclassifications, that is
the number of decisions based on Monte Carlo sampling which differ from the ones
obtained if the p-values p∗ had been available.
Our approach is based on an idea related to Thompson Sampling (Agrawal and
Goyal, 2012; Thompson, 1933) and updates a Beta-Binomial model for each p-value
in each iteration: Starting with a Beta(1, 1) prior on each p-value, observing Sin
exceedances among kin samples results in a Beta(1 + S
i
n, 1 + k
i
n − Sin) posterior.
The posterior distributions on the p-values are used to derive weights needed to
allocate samples adaptively to all hypotheses. These weights can be computed in two
different ways, leading to QuickMMCTest and an alternative approach presented in
the following two subsections.
4.2.1 The QuickMMCTest algorithm
The idea of QuickMMCTest is to use the posterior distributions available in the Beta-
Binomial model in the following way to obtain weights: In each iteration, all m p-
values are resampled from the posterior distributions. We then evaluate the multiple
testing procedure on the m resampled p-values and record the rejections and non-
rejections. Repeating the above a fixed number of R times allows one to compute an
empirical probability that each hypothesis H0i, i ∈ {1, . . . ,m}, is rejected (pri ) and
non-rejected (1 − pri ). The quantity wi = min(pri , 1 − pri ) can then be viewed as a
measure of how stable the current decision (rejection, non-rejection) on H0i is.
In each iteration, a new batch of ∆ samples is allocated to all H0i proportional
to wi, i ∈ {1, . . . ,m}. This ensures that hypotheses already having a very stable
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decision only receive few new samples.
The above approach is summarised in Algorithm 4.1. Algorithm 4.1 has two
parameters chosen by the user: the total number of samples K the algorithm is
allowed to spend and the number of iterations nmax (and thus the number of posterior
updates). These two parameters determine the batch size ∆ = K/nmax, that is the
number of samples spent in each iteration. Alternative approaches in which ∆ varies
over time are possible. Section 4.3.3 shows that for more than roughly 10 iterations,
the performance of Algorithm 4.1 does not substantially depend on the parameter
nmax any more.
Algorithm 4.1: QuickMMCTest
input: K, nmax
1 ∆← bK/nmaxc; ki0 ← 0; Si0 ← 0, wi ← 1, i ∈ {1, . . . ,m};
2 for n← 1 to nmax do
3 if n > 1 then
4 ri ← 0, i ∈ {1, . . . ,m};
5 repeat R times
6 pi ∼ Beta(1 + Sin−1, 1 + kin−1 − Sin−1) indep., i ∈ {1, . . . ,m};
7 ri ← ri + I(i ∈ h(p, α(p))), where p = (p1, . . . , pm), i ∈ {1, . . . ,m};
8 wi ← min(ri/R, 1− ri/R), i ∈ {1, . . . ,m};
9 if
∑m
j=1 wj = 0 then
10 wi ← 1, i ∈ {1, . . . ,m};
11 (w1, . . . , wm)← (w1, . . . , wm)/
(∑m
j=1wj
)
;
12 Draw ∆ samples with weights (w1, . . . , wm) using residual sampling and
update kin, S
i
n, i ∈ {1, . . . ,m};
13 return (S1n, . . . , S
m
n ), (k
1
n, . . . , k
m
n );
Algorithm 4.1 uses residual sampling (Liu and Chen, 1998) in line 12: To guarantee
a deterministic minimal allocation of samples to each hypothesis, we first draw bwi∆c
samples for each H0i, i ∈ {1, . . . ,m}. The remaining ∆−
∑m
j=1bwj∆c samples are then
allocated to all hypotheses by drawing one sample at a time with weights proportional
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to (w1∆−bw1∆c, . . . , wm∆−bwm∆c). For each hypothesis H0i, i ∈ {1, . . . ,m}, both
kin and S
i
n are updated according to the total number of samples drawn in this fashion
and the number of exceedances observed among these samples.
Alternatively, one could replace the residual sampling by simple multinomial sam-
pling or other methods used in, for instance, particle filters.
Determining the weights is computationally fast as it only requires R draws per
hypothesis from a Beta distribution as opposed to drawing samples from the data
(for instance via permutations which can be costly). The dependence of Algorithm
4.1 on R investigated in Section 4.3.4 shows that although higher values of R result
in a more precise allocation of samples, increasing R beyond roughly R = 1000 does
not considerably improve performance.
Decisions on all hypotheses can be obtained with Algorithm 4.1 in various ways.
Naively, one could compute h(pˆ, α(pˆ)), where pˆ = (pˆ1, . . . , pˆm) is a vector of estimates
pˆi = (S
i
nmax + 1)/(k
i
nmax + 1), i ∈ {1, . . . ,m}, from the last iteration of the algorithm
computed using a pseudo-count (Davison and Hinkley, 1997) in both the numerator
and the denominator.
In the entire chapter, we do not consider computing unbiased p-value estimates
without a pseudo-count (that is Sinmax/k
i
nmax) in order to classify all hypotheses: such
estimates lead to tests not keeping the prescribed error level (Davison and Hinkley,
1997; Manly, 1997; Edgington and Onghena, 1997).
A more sophisticated approach than the one based on p-value estimates is to
repeat the classification all hypotheses using draws from the Beta distributions in
lines 4 to 7 of Algorithm 4.1. Each hypothesis H0i, i ∈ {1, . . . ,m}, is then rejected if
and only if ri/R > 0.5, that is if H0i was predominantly rejected based on resampled
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p-values. We recommend to obtain decisions in this fashion as this approach turns
out to empirically result in less misclassifications than approaches based on discrete
p-value estimates computed with a pseudo-count (Section 4.3.5). The cutoff of 0.5 is
arbitrary and can be replaced by higher (lower) values to make Algorithm 4.1 more
(less) conservative.
Algorithm 4.1 is evaluated in a simulation study in the next section, where we
will use the latter approach with a cutoff of 0.5 to obtain decisions on all hypotheses.
4.2.2 An alternative approach using discrete p-value estimates
Computing the weights in Algorithm 4.1 using samples from the Beta distributions
of all p-values introduces an additional source of randomness into the algorithm. To
avoid this and to be computationally more efficient, weights can also be computed
using the cumulative distribution function (cdf) of the Beta distribution – given that
an efficient implemention of the cdf of the Beta distribution is available. This modifi-
cation is discussed in the present section and comes at the cost of computing p-value
estimates which, as shown at the end of this section, also has severe disadvantages.
We use the posterior distribution of each p∗i to calculate the two probabilities
that p∗i lies below and above the estimated cutoff τˆ separating the rejection from the
non-rejection area. Similarly to Algorithm 4.1, we then allocate the next batch of ∆
samples to each hypothesis H0i, i ∈ {1, . . . ,m}, according to the weighted minimal
probability of the two. This ensures that hypotheses having a considerable proportion
of the posterior mass on either side of the threshold (and thus a fairly clear decision
on whether their p-values lie in the rejection or non-rejection area) only receive few
new samples.
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We approximate τˆ as the midpoint of the last rejected and first non-rejected p-
value estimate, that is τˆ = (max{pˆi : i ∈ h(pˆ, α(pˆ))} + min{pˆi : i /∈ h(pˆ, α(pˆ))})/2,
where pˆ = (S1n/k
1
n, . . . , S
m
n /k
m
n ) is a vector of p-value estimates in iteration n and α(pˆ)
is the plug-in estimate of the threshold using the current estimates. As a convention,
we define max ∅ := 0 and min ∅ := 1.
The missing pseudo-count in the definition of τˆ is crucial: Using a pseudo-count
causes all p-value estimates pˆi to be bounded below by 1/(k
i
n + 1), where k
i
n is the
number of samples taken for hypothesis H0i, i ∈ {1, . . . ,m}, up to iteration n. Due to
the multiplicity correction, this lower bound can be larger than the testing threshold
itself, in which case all hypotheses are consistently classified as non-rejected in each
repetition, thus producing meaningless results and an estimated cutoff equal to the
largest p-value estimate in every iteration. Section C.1 contains further details. It
it thus necessary to compute τˆ without a pseudo-count, even at the expense of over-
rejecting hypotheses.
The above approach is summarised in Algorithm 4.2 which, apart from the new
computation of the weights replacing lines 4 to 8 in Algorithm 4.1, works identically
to QuickMMCTest. We therefore only state all modified lines in Algorithm 4.2.
Algorithm 4.2: Alternative computation of weights replacing lines 4 to 8 in
Algorithm 4.1
1 pˆ← (S1n/k1n, . . . , Smn /kmn );
2 τˆ ← (max{pˆi : i ∈ h(pˆ, α(pˆ))}+ min{pˆi : i /∈ h(pˆ, α(pˆ))})/2;
3 wˆi ←
∫ τˆ
0
Beta(x; 1 + Sin, 1 + k
i
n − Sin)dx, i ∈ {1, . . . ,m};
4 wi ← min (wˆi, 1− wˆi), i ∈ {1, . . . ,m};
A final testing result of Algorithm 4.2 can be computed in the same fashion as
done for Algorithm 4.1 by either classifying all hypotheses using p-value estimates
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computed with a pseudo-count or by computing empirical rejection probabilities (see
Section 4.2.1). Section 4.3.5 contains a study comparing the accuracy of both Algo-
rithm 4.1 and 4.2 for the two decision techniques.
This study in Section 4.3.5 shows that Algorithm 4.2 indeed suffers from not
being able to record any rejections when using a pseudo-count to compute p-value
estimates after termination, and moreover that Algorithm 4.2 yields up to twice as
many erroneously rejected hypotheses (false findings) as Algorithm 4.1. Therefore,
the following main simulation study in Section 4.3 focuses on QuickMMCTest instead
of Algorithm 4.2 when comparing our approach to published methods.
4.3 Simulation study
We evaluate QuickMMCTest on a simulated dataset in two ways. First, we compare
the performance of QuickMMCTest to the one of a naive sampling method using a
variety of commonly used multiple testing procedures at a constant testing threshold
(Section 4.3.1). Second, we fix the Bonferroni (1936) procedure as multiple testing
procedure and compare QuickMMCTest to a variety of common methods published in
the literature (Section 4.3.2).
Section 4.3 also investigates the influence of the number of updates nmax on
QuickMMCTest in Section 4.3.3 as well as the dependence of QuickMMCTest on the
parameter R controlling the accuracy used to compute weights (Section 4.3.4).
Moreover, both Algorithm 4.1 and Algorithm 4.2 are compared using two different
approaches to report final testing results: one based on p-values and one based on
empirical rejection probabilities (Section 4.3.5).
As a model for p-value distributions occuring in real data studies, we use the
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model of Sandve et al. (2011) consisting of a proportion pi0 ∈ [0, 1] (the proportion
of true null hypotheses) drawn from a Uniform[0, 1] distribution and the remaining
proportion 1− pi0 drawn from a Beta(0.25, 25) distribution. A high proportion pi0 is
to be expected in realistic scenarios. We therefore use pi0 = 0.9 and draw m = 5000 p-
values from the above mixture distribution. These p-values remain fixed throughout
the remainder of this chapter. Comparing the test result returned by each algorithm
under investigation to the one obtained by applying the multiple testing procedure to
the fixed set of m p-values allows one to compute numbers of misclassifications. By
a misclassification we refer to any decision (rejection, non-rejection) of an individual
hypothesis which is different from the one obtained by applying the multiple testing
procedure to the fixed p-values.
In the entire section, we use a total number of nmax = 10 iterations (posterior
updates) for QuickMMCTest and always estimate empirical rejection and non-rejection
probabilities using R = 1000 draws from the Beta posteriors.
All results are based on 1000 repetitions.
4.3.1 Comparison to a naive method using various multiple testing
procedures
We compare QuickMMCTest to the naive approach introduced in Section 4.1 on a va-
riety of commonly used multiple testing procedures, precisely the step-up procedures
of Bonferroni (1936), Simes (1986), Hochberg (1988), Benjamini and Hochberg (1995)
and Benjamini and Yekutieli (2001), as well as to the step-down procedures of Sidak
(1967) and Holm (1979).
The naive method uses a fixed number of s samples to estimate each p-value
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Table 4.1: Average misclassification numbers (average numbers of erroneously re-
jected hypotheses in brackets) for the naive method at a low effort (s = 1000) and a
high effort (s = 10000) compared to QuickMMCTest (Alg. 4.1) for common multiple
testing procedures at the constant testing threshold 0.1.
low effort (s=1000) high effort (s=10000)
procedure naive Alg. 4.1 naive Alg. 4.1
Bonferroni (1936) 87 (0) 43.8 (2.6) 87 (0) 3 (1.7)
Simes (1986) 32 (9.6) 2 (0.9) 9 (3.8) 0.1 (0.1)
Hochberg (1988) 87 (0) 43.4 (2.5) 87 (0) 3.2 (2)
Benjamini and Hochberg (1995) 31.9 (9.5) 2 (1) 9.1 (3.8) 0.1 (0.1)
Benjamini and Yekutieli (2001) 162 (0) 14.5 (3.3) 22 (5.5) 0.6 (0.6)
Sidak (1967) 90 (0) 36.3 (2.9) 90 (0) 3.5 (1.6)
Holm (1979) 88 (0) 39.5 (3.2) 88 (0) 3.4 (2.1)
and then applies the multiple testing procedure to the estimates, thus treating the
estimates as if they were the p-values. Each p-value p∗i is estimated using a pseudo-
count (Davison and Hinkley, 1997) as pˆi = (ei + 1)/(s + 1), where ei is the number
of exceedances observed for H0i, i ∈ {1, . . . ,m}, and s is the number of samples.
This naive approach is widely used to evaluate multiple tests without knowledge of
the analytical p-values (Nusinow et al., 2012; Gusenleitner et al., 2012; Rahmatallah
et al., 2012; Zhou et al., 2013; Li et al., 2012; Cohen et al., 2012).
We assume that the testing threshold is fixed at α∗ = 0.1 and evaluate the naive
method as well as QuickMMCTest on the fixed p-values by calculating numbers of
misclassifications. For this, the naive method is repeatedly applied at both a low
effort (using a constant number of s = 1000 samples to estimate the p-value of
each hypothesis) and a high effort (s = 10000) and in both cases QuickMMCTest
is applied with a matched effort. Alternatively, one could also consider comparing
several methods by differentiating which hypotheses generated from the null and the
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alternative are erroneously classified.
Table 4.1 presents simulation results. It shows that the phenomenon of consis-
tently non-rejecting all hypotheses due to the usage of a pseudo-count can be observed
in the naive method. As described in Section 4.2.2 and Section C.1, the pseudo-count
causes all p-value estimates to be bounded from below and thus may result in all hy-
potheses being consistently non-rejected. In this case, the number of misclassifications
is hence equal to the number of the undetected rejections. This phenomenon occurs
when applying the naive method to the procedures of Bonferroni (1936), Hochberg
(1988), Sidak (1967) and Holm (1979), both at a low and at a high effort. For the
Benjamini and Yekutieli (2001) procedure, results are meaningful only at a high ef-
fort. This can be seen in Table 4.1 by looking at the number of erroneously rejected
hypotheses (given in brackets behind the misclassification numbers), which is zero
(indicating that a method either perfectly classifies rejections or that no rejections
are recorded at all, where the latter applies).
The naive method is only able to compute meaningful results at low effort for the
two procedures of Simes (1986) and Benjamini and Hochberg (1995), though results
still contain around 30 misclassifications on average. Most importantly, the naive
method erroneously rejects considerably more hypotheses than QuickMMCTest (in the
cases where rejections can be observed at all), thus reporting more false findings which
are undesired in practice.
In contrast to the naive method, QuickMMCTest does not rely on computing p-
value estimates and therefore computes meaningful results for all procedures. These
are very accurate for the procedures of Simes (1986) and Benjamini and Hochberg
(1995) at low effort. For all other methods, QuickMMCTest yields around 35 to 45
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misclassifications.
When applying the naive method at a high effort, drawing s = 10000 samples per
hypothesis is still not enough to observe any rejections for the procedures of Bonferroni
(1936), Hochberg (1988), Sidak (1967) and Holm (1979). For the procedures of Simes
(1986), Benjamini and Hochberg (1995) and Benjamini and Yekutieli (2001), the
naive method yields around 10 to 20 misclassifications.
The advantages of the more efficient allocation scheme of QuickMMCTest becomes
even more apparent at a high effort. When being allowed to use more samples,
QuickMMCTest yields considerably less misclassifications than the naive method for
all testing procedures considered in this section and essentially no misclassifications
for the procedures of Simes (1986) and Benjamini and Hochberg (1995). Similarly to
the comparison at a low effort, QuickMMCTest again erroneously rejects considerably
less hypotheses than the naive method, a feature desired for practical use.
The above results are confirmed by a second study with a variable testing thresh-
old which depends on the unknown p-values: to be precise, we correct the testing
threshold using α(p∗) = α∗/pˆi0(p∗), where α∗ = 0.1 and pˆi0(p) = min (1, 2/m
∑m
i=1 pi)
is a robust estimate of the proportion pi0 of true null hypotheses of Pounds and Cheng
(2006). Results for this variable testing threshold are contained in Section C.2 and
are qualitatively similar to the ones in Table 4.1.
4.3.2 Comparison to a variety of common methods
A second simulation study compares QuickMMCTest to common algorithms available
in the literature to test multiple hypotheses based on Monte Carlo sampling. These
algorithms are the naive method and the algorithms of Besag and Clifford (1991),
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Guo and Peddada (2008), Sandve et al. (2011), Jiang and Salzman (2012) as well as
Gandy and H. (2014).
The naive method is used as a reference for setting the effort: we define low
effort as K = 1000m, that is the effort equivalent to spending s = 1000 samples per
hypothesis, and similarly high effort as K = 10000m.
All methods are run with standard parameters suggested by their authors:
1. The naive method was run with s = 1000 samples per hypothesis at low effort
and s = 10000 samples at a high effort. Estimates were computed using a
pseudo-count (Davison and Hinkley, 1997) as (e + 1)/(s + 1), where e is the
number of exceedances and s is the number of samples. A decision on all
hypotheses is obtained by evaluating the multiple testing procedure on the
estimates.
2. In order to match the overall effort, the algorithm of Besag and Clifford (1991)
was run by repeatedly drawing one sample for each hypothesis until either h =
20 exceedances were observed (as proposed by the authors) or the total effort
was reached. P-values were computed with a pseudo-count in the numerator as
proposed by the authors.
3. The algorithm of Guo and Peddada (2008) was implemented using a geometric
sequence B0 ≤ B1 ≤ . . . BN , where N = 9, B0 = 10, Bi+1 = aBi and the geo-
metric increase a was computed in order to match the overall effort. Confidence
intervals were computed using the method of Clopper and Pearson (1934) as
proposed by the authors. P-value estimates were computed with a pseudo-count
in both the numerator and denominator.
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4. The MCFDR algorithm of Sandve et al. (2011) is the only one whose effort cannot
easily be matched to a pre-specified total effort. We therefore tune the only
parameter h of MCFDR to meet the upper bound for the effort: for h = 65,
the effort of MCFDR roughly equals K = 1000m, and for h = 650, the effort
roughly equals K = 10000m, where m = 5000 is the number of hypotheses.
In both cases, MCFDR is stopped on reaching K samples in order to have a fair
comparison, and both Algorithm 4.1 and 4.2 are applied after MCFDR using at
most the number of samples MCFDR spent instead of the actual K = 1000m or
K = 10000m. P-value estimates were computed with a pseudo-count in both
the numerator and denominator.
5. The method of Jiang and Salzman (2012) was run with parameters a = 10 and
δ = 0.01 as proposed by the authors in the simulation study included in their
article. One new sample is drawn per hypothesis in each iteration and p-values
were computed as proposed in the original article.
6. The MMCTest algorithm was run as suggested in Chapter 2. We used 10 itera-
tions and a geometric increase a in MMCTest set to the same value as the one
used in the implemention of the algorithm of Guo and Peddada (2008) in order
to exactly match the overall effort. P-value estimates were computed with a
pseudo-count in both the numerator and denominator.
We apply all methods to the m = 5000 p-values fixed in Section 4.3 using the
popular Bonferroni (1936) correction at a constant threshold of 0.1.
Table 4.2 shows the simulation results for both a low and a high effort. For
a low effort, Table 4.2 demonstrates that due to the very low threshold of 0.1/m
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Table 4.2: Average misclassification numbers (average numbers of erroneously re-
jected hypotheses in brackets) for common methods compared to QuickMMCTest (Al-
gorithm 4.1) for the Bonferroni (1936) correction at the constant threshold 0.1.
low effort high effort
(K = 1000m) (K = 10000m)
Naive method 87 (0) 87 (0)
Besag and Clifford (1991) 87 (0) 4.9 (2.4)
Guo and Peddada (2008) 87 (0) 4.5 (2.1)
Sandve et al. (2011) 87 (0) 19 (1.6)
Jiang and Salzman (2012) 87 (0) 16.3 (3.7)
Gandy and H. (2014) 87 (0) 5 (2.2)
QuickMMCTest 43.7 (2.6) 3 (1.7)
K: total number of samples; m: number of hypotheses.
for Bonferroni (1936), all methods except for QuickMMCTest are unable to compute
p-value estimates with a resolution sufficient to detect any rejections. They thus non-
reject all hypotheses, leading to misclassification numbers equal to the 87 rejections
observed when applying the Bonferroni (1936) correction to the fixed p-values. As
already seen in Section 4.3.1, QuickMMCTest on the other hand does not suffer from
this problem.
For a high effort, most methods compute acceptable test results with around 5
misclassifications with the exception of the naive method which is still unable to
detect any rejections.
Table 4.3 repeats the previous comparison using the Benjamini and Hochberg
(1995) procedure controlling the false discovery rate. Due to the less conservative
nature of the Benjamini and Hochberg (1995) procedure, all methods are able to
compute meaningful test results at both a low and a high effort. The naive method
and the one of Besag and Clifford (1991) perform poorly in this new scenario. The
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Table 4.3: Average misclassification numbers (average numbers of erroneously re-
jected hypotheses in brackets) for common methods compared to QuickMMCTest using
the Benjamini and Hochberg (1995) procedure. Constant threshold 0.1.
low effort high effort
(K = 1000m) (K = 10000m)
Naive method 31.9 (9.7) 9.1 (3.7)
Besag and Clifford (1991) 18.3 (7.5) 18.3 (7.4)
Guo and Peddada (2008) 4.5 (2.1) 0.3 (0.3)
Sandve et al. (2011) 10 (4) 2.8 (1.3)
Jiang and Salzman (2012) 13.2 (4.9) 3.5 (1.6)
Gandy and H. (2014) 9.9 (4.1) 0.8 (0.6)
QuickMMCTest 2 (1) 0.1 (0.1)
K: total number of samples; m: number of hypotheses.
method of Guo and Peddada (2008) performs very well and is only outperformed by
QuickMMCTest at a low effort (yielding half as many misclassifications as Guo and
Peddada (2008) and a multiple fold decrease compared to all other methods). At a
high effort, Guo and Peddada (2008) perform comparably to QuickMMCTest.
The similar performance of the algorithms of Guo and Peddada (2008), Gandy
and H. (2014) as well as QuickMMCTest is not a coincidence: Both Guo and Peddada
(2008) as well as Gandy and H. (2014) use confidence intervals for all p-values in con-
nection with a monotonicity property of the multiple testing procedure of Tamhane
and Liu (2008) to stop the sampling for certain hypotheses, thus concentrating sam-
ples on hypotheses which are hard to classify. Nevertheless, neither Guo and Peddada
(2008) nor Gandy and H. (2014) use any weights to tune the allocation of samples
to individual hypotheses, a feature attempted in QuickMMCTest which yields another
improvement in accuracy compared to the other two methods.
The above results are consistent even for a variable testing threshold: A second
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Table 4.4: Number of updates nmax against misclassifications for QuickMMCTest.
nmax 1 2 5 10 20 50 100 200
misclassifications 31.735 10.594 3.448 1.967 1.689 1.628 1.571 1.572
simulation study contained in Section C.3 confirms the above results when comparing
QuickMMCTest to the same set of algorithms using the variable testing threshold of
Pounds and Cheng (2006).
4.3.3 Dependence on the number of updates
How does the performance of QuickMMCTest (Algorithm 4.1) depend on the parameter
nmax controlling the number of iterations and thus the number of posterior updates?
QuickMMCTest was run on the fixed p-values (Section 4.3) using R = 1000 samples
from the Beta posteriors, the Benjamini and Hochberg (1995) procedure and a total
effort of K = 1000m, where m = 5000 is the number of hypotheses. The parameter
nmax was varied.
Table 4.4 shows simulation results. As expected, the number of misclassifications
decreases first with an increasing number of updates due to the more accurate com-
putation of weights. This effect dominates until, for even larger values of nmax than
displayed in Table 4.4, the available total number of samples for all hypotheses per
iteration is so low that hypotheses with very low weights essentially do not receive
any samples any more per iteration, thus increasing again their susceptibility to mis-
classifications. Running QuickMMCTest with more updates also considerably increases
its runtime, therefore using nmax = 10 or nmax = 20 seems reasonable as it seems to
yield a good trade-off between speed and accuracy. The choice nmax = 10 is used as
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Table 4.5: Parameter R against misclassification numbers for QuickMMCTest.
R 10 100 1000 10000
misclassifications 4.629 2.314 2.052 2.022
a default choice in Section 4.3.
4.3.4 Dependence on the number of repetitions to estimate rejection
probabilities
Next, the influence of the parameter R on QuickMMCTest is evaluated using the same
set-up as in Section 4.3.3. The parameter R controls the accuracy with which weights
are estimated in each iteration. The default choice of nmax = 10 determined in Section
4.3.3 is kept fixed.
Results are shown in Table 4.5. Not surprisingly, the test results returned by
Algorithm 4.1 become more and more accurate with an increasing effort of the weights.
In order to not spend too much time on the computation of weights, using R = 1000
as a default choice (see Section 4.3) seems to yield a reasonable trade-off between
speed and accuracy.
4.3.5 Reporting testing results in two different ways
Two methods to compute a final testing result with QuickMMCTest (Algorithm 4.1)
and Algorithm 4.2 are considered: classifications based on p-value estimates computed
using a pseudo-count pˆi = (S
i
nmax + 1)/(k
i
nmax + 1), where S
i
n, k
i
n and nmax are as in
Algorithm 4.1, as well as classifications based on empirical rejection probabilities ri/R
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Table 4.6: Reporting testing results in two different ways. Average misclassification
numbers (average numbers of erroneously rejected hypotheses in brackets) at a low
effort (K = 1000m) for Algorithm 4.1 (QuickMMCTest) and Algorithm 4.2 for common
multiple testing procedures at the constant testing threshold 0.1.
Algorithm 4.1 Algorithm 4.2
procedure p.c. e.r.p. p.c. e.r.p.
Bonferroni (1936) 64.5 (1) 43.8 (2.6) 87 (0) 26.3 (5.5)
Simes (1986) 2 (0.9) 2 (0.9) 2.1 (1) 2.1 (1)
Hochberg (1988) 64.2 (1) 43.4 (2.5) 87 (0) 22.7 (5.8)
Benjamini and Hochberg (1995) 2 (1) 2 (1) 2 (1) 2 (1)
Benjamini and Yekutieli (2001) 15 (2.8) 14.5 (3.3) 9.8 (3.3) 9.7 (3.4)
Sidak (1967) 74.4 (0.6) 36.3 (2.9) 89.5 (0) 24.4 (5)
Holm (1979) 76.5 (0.5) 39.5 (3.2) 87.5 (0.1) 45.5 (3.8)
p.c.: pseudo-count; e.r.p.: empirical rejection probabilities.
(compared to a cutoff of 0.5, see Section 4.2.1).
We repeat the simulation study presented in Section 4.3.1 for a low effort using
the fixed p-value distribution of Section 4.3. In particular, the results reported for
Algorithm 4.1 using empirical rejection probabilities correspond to the ones reported
in Table 4.1.
Table 4.6 shows simulation results. For Algorithm 4.1, using empirical rejection
probabilities instead of pseudo-count estimates to classify hypotheses yields, on aver-
age, a considerable decrease in the number of misclassifications.
Occasionally, testing results of Algorithm 4.2 obtained with pseudo-count esti-
mates contain no rejections (for the procedures of Bonferroni (1936) and Hochberg
(1988)) and are thus not suitable for practical use. Although Algorithm 4.2 yields less
misclassifications than QuickMMCTest for some procedures, Algorithm 4.2 still relies
on p-value estimates and is thus susceptible to incurring zero rejections at other efforts
or other datasets. We therefore do not recommend using Algorithm 4.2 with pseudo-
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count estimates. On the other hand, results of Algorithm 4.2 obtained with empirical
rejection probabilities contain up to twice as many erroneously rejected hypotheses
(and thus false findings) than the ones of Algorithm 4.1. We thus recommend to use
QuickMMCTest.
At a high effort, both Algorithm 4.1 and 4.2 yield equally precise results for both
p-value estimates and empirical rejection probabilities (table not shown).
4.4 Discussion
Assuming the main scenario underlying this thesis in which it is not possible to
compute p-values analytically for all tests, we aim to use Monte Carlo samples to
approximate h(p∗, α(p∗)) as accurately as possible.
An idea based on Thompson (1933) Sampling is proposed to efficiently allocate
samples to multiple hypotheses. We derived an iterative algorithm based on this prin-
ciple, called QuickMMCTest, which adaptively allocates more samples to hypotheses
whose decision (rejected/ non-rejected) is still unstable at the expense of allocating
less samples to hypotheses which can easily be classified.
QuickMMCTest has two main features: First, it never computes any p-value esti-
mates during its run, thus avoiding to incur consistently non-rejecting all hypotheses
as observed in other methods published in the literature. Second, computing final
testing results based on empirical rejection probabilities (that is empirical proba-
bilities of being rejected or non-rejected obtained through repeated classification of
resampled p-values) instead of p-value estimates empirically results in less erroneously
classified hypotheses. The algorithm works for a variety of common multiple testing
procedures at both a constant as well as a variable testing threshold.
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QuickMMCTest was evaluated in a simulation study. By comparing its performance
to both a widely used naive sampling method for a variety of commonly used multiple
testing procedures as well as to a variety of algorithms published in the literature, we
demonstrated that QuickMMCTest yields meaningful testing results even at a low effort
and up to a multiple fold decrease in the number of erroneously classified hypotheses
at a high effort.
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5 Optimal allocation of samples
5.1 Introduction
The final chapter picks up the discussion of the QuickMMCTest algorithm introduced
in Chapter 4. This algorithm has proved to work excellently in connection with
a number of multiple testing procedures, thus raising the natural question if the
allocation of samples returned by QuickMMCTest is optimal in a certain sense.
This chapter contains preliminary work. All results presented in this chapter are
not yet proven and rely on simulations.
We are interested in deriving the optimal allocation of a finite number of sam-
ples to a finite number of hypotheses tested using the Bonferroni (1936) correction.
By optimal we refer to the allocation which minimises the total expected number of
misclassified hypotheses, that is the expected number of hypotheses whose decisions
(rejected, non-rejected) differ from the ones obtained with the p-values. Recent ex-
amples for studies evaluated with the Bonferroni (1936) correction and approximated
p-values, even though the optimal allocation of samples was not guaranteed in these
studies, include Thulin (2014); Zhang (2008); Kim et al. (2007).
Several methods to compute significant and non-significant hypotheses based on
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approximated p-values are available in the literature. For instance the method of
Besag and Clifford (1991), the approaches by Lin (2005), van Wieringen et al. (2008),
Guo and Peddada (2008), the MCFDR algorithm of Sandve et al. (2011) or the MMCTest
algorithm of Gandy and H. (2014). However, it is unclear how the allocation of sam-
ples to each hypothesis computed by any of the algorithms aforementioned compares
to the optimal allocation.
In Section 5.2 we will first state a mathematical formulation of the problem under
investigation (Section 5.2.1). We then solve for the optimal allocation minimising the
overall expected number of misclassifications under the assumption that the number
of samples to be allocated can take real values and can be modelled using a normal
approximation (Sections 5.2.2 and 5.2.3). This is achieved by solving a suitable
optimisation problem using a Kuhn and Tucker (1951) constraint.
Section 5.3 indicates empirically that QuickMMCTest introduced in Chapter 4
might be close to asympotically imitating the optimal allocation of samples.
As in practice any allocation of samples is discrete, the original discrete optimi-
sation problem (without normal approximation) is heuristically solved with a greedy
algorithm to indicate that both the real-valued (normal approximated) and the inte-
ger optimal solutions might not differ by much (Section 5.4).
The chapter concludes with a discussion in Section 5.5.
5.2 Deriving the optimal allocation for a normal approxima-
tion
The following section introduces the problem under investigation in this chapter and
presents a mathematical formulation as an optimisation problem. The optimal allo-
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cation minimising the expected number of misclassifications is derived with the help
of a Kuhn and Tucker (1951) constraint.
5.2.1 Formulation of the problem
Suppose we are interested in testing m hypotheses H01, . . . , H0m for statistical signifi-
cance using the Bonferroni (1936) correction at a fixed threshold α ∈ (0, 1). As usual,
the unknown p-value underlying each hypothesis H0i is denoted by p
∗
i , i ∈ {1, . . . ,m}.
In all sections, the multiple testing procedure h is assumed to be the Bonferroni
(1936) correction returning the indices of rejected hypotheses, defined as h(p, α) =
{i : pi ≤ α}, where p = (p1, . . . , pm) is a vector of m p-values. Typically, the threshold
α is a fixed significance level α∗ divided by the number of hypotheses m to correct
for multiple tests, that is α = α∗/m.
As the p-values p∗i are unknown, we assume that Monte Carlo methods are used
to approximate them as pˆi = Si/ki without a pseudo-count, where Si is the number
of exceedances observed among ki samples drawn for H0i. The exceedances can be
modelled as Si ∼ Binomial(ki, p∗i ).
We assume that in practical applications in which p-values are unknown, H0i is
rejected if Si/ki ≤ α, that is if its p-value estimate pˆi is below the constant threshold
α. All remaining hypotheses are non-rejected. This approach to computing rejections
and non-rejections is employed in all the real data studies mentioned in Section 5.1.
We are interested in finding the allocation of samples k1, . . . , km to the hypotheses
H01, . . . , H0m which minimises the expected number of misclassifications, subject to
the constraint that
∑m
i=1 ki = K for a total number of samples K ∈ N specified in
advance by the user.
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Let
Mi = {Si/ki > α ∧ p∗i ≤ α} ∪ {Si/ki ≤ α ∧ p∗i > α}
be the event that the hypothesis H0i is misclassified. For the Bonferroni (1936)
correction under consideration, this event occurs if the p-value estimate pˆi = Si/ki
and the p-value p∗i for H0i are on two different sides of the threshold α.
Using the event Mi, the total number of misclassifications can be expressed as
M =
∑m
i=1 IMi , where I is the indicator function. For an allocation of k = (k1, . . . , km)
samples to all hypotheses, the expected total number of false decisions is given by
g(k) := E(M |k) =
m∑
i=1
P(Mi|ki)
=
m∑
i=1
[P(Si/ki > α|p∗i ) · I(p∗i ≤ α) + P(Si/ki ≤ α|p∗i ) · I(p∗i > α)] ,
where Si ∼ Binomial(ki, p∗i ). The aim of this chapter is to solve
min
k∈Nm
g(k) subject to
m∑
i=1
ki = K. (5.1)
The function g goes to zero as mini=1,...,m ki → ∞. This is to be expected as by
the Law of Large Numbers, the estimates converge to the p-values as more samples
are drawn, hence the probability for a wrong classification decreases.
5.2.2 Deriving the optimal allocation for a normal approximation
The vector k minimising g under the condition
∑m
i=1 ki = K is determined using
a Kuhn and Tucker (1951) constraint. As derivatives are needed for the Kuhn and
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Tucker (1951) formulation, the binomial distribution in g is replaced by its normal
approximation
g(k) ≈
m∑
i=1
[(
1− Φ
(
ki(α− p∗i )√
kip∗i (1− p∗i )
))
· I(p∗i ≤ α)
+ Φ
(
ki(α− p∗i )√
kip∗i (1− p∗i )
)
· I(p∗i > α)
]
=: γ(k),
where Φ is the cumulative distribution function of the standard normal distribution.
The derivative of γ is given by
∂γ
∂ki
=
p∗i − α
2
√
kip∗i (1− p∗i )
φ
(
ki(α− p∗i )√
kip∗i (1− p∗i )
)
· I(p∗i ≤ α)
+
(
− p
∗
i − α
2
√
kip∗i (1− p∗i )
)
φ
(
ki(α− p∗i )√
kip∗i (1− p∗i )
)
· I(p∗i > α) ≈
∂g
∂ki
,
where φ is the density function of the standard normal distribution. Each partial
derivative ∂γ/∂ki depends on ki only.
The function γ needs to be optimised under the constraints k > 0 and
∑m
i=1 ki =
K, meaning that each hypothesis receives at least one sample and that the total
number of samples allocated equals K. The optimal solution k∗ minimising γ satisfies
∇γ(k∗) =
m∑
i=1
µi∇ui(k∗) + λ∇v(k∗), (5.2)
for a suitable λ, where ui(k) = −ki and v(k) = K−
∑m
i=1 ki (Kuhn and Tucker, 1951).
The functions ui encode the constraints ki > 0 (primal feasibility) with µi ≥ 0 (dual
feasibility) and satisfy µiui(k
∗) = 0 (complementary slackness), where i ∈ {1, . . . ,m}.
Complementary slackness and the condition ki > 0 imply that µi = 0 for all
116
Optimal allocation of samples
i ∈ {1, . . . ,m}. As each partial derivative ∂γ/∂ki only depends on ki, the problem
simplifies to finding a k∗ such that ∂γ/∂ki(k∗i ) = −λ∗ for i ∈ {1, . . . ,m} and a λ∗ ≥ 0
such that v(k∗) = 0.
5.2.3 Solving for the optimal allocation
This section looks at useful computational considerations for solving (5.2). The op-
timal allocation for a normal approximation is obtained by tuning the parameter λ
towards an optimal value λ∗ with the property that the corresponding optimal vector
k∗ = (k∗1, . . . , k
∗
m) solving (5.2) satisfies v(k
∗) = 0.
The optimal λ∗ can be found using a binary search as follows. Similarly to g,
the function γ is positive and monotonically decreases to zero as mini=1,...,m ki →∞.
The derivatives ∂γ/∂ki are therefore negative for ki > 0 and monotonically increase
to zero as ki →∞. As a consequence, when solving ∂γ/∂ki(ki) = −λ for ki, smaller
values of λ correspond to larger values of ki and vice versa.
This observation applies to all ki, i ∈ {1, . . . ,m}. Thus
∑m
i=1 ki also monotonically
decreases for each vector k solving (5.2) as λ → ∞. The optimal value can hence
be found easily with a binary search. Likewise, as γ is monotonic, the solution ki of
∂γ/∂ki(ki) = −λ can be found with a binary search in ki for each proposed value of
λ.
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5.3 Empirical comparison of QuickMMCTest to the optimal al-
location of samples
5.3.1 The QuickMMCTest algorithm
A runtime study conducted in this section indicates that the allocation of samples to
multiple hypotheses computed by the QuickMMCTest algorithm (Chapter 4) might be
asympotically close to the optimal allocation derived under the normal approximation.
QuickMMCTest is used to iteratively allocate samples to all m hypotheses. The
algorithm is designed in such a way as to allocate more samples adaptively to hy-
potheses with p-values which are closer to the testing threshold and thus harder to
classify. Although QuickMMCTest is capable, in principle, of computing allocations
for tests evaluated with arbitrary step-up and step-down procedures, we use it in
connection with the Bonferroni (1936) correction h(p, α) only (Section 5.2.1). More-
over, QuickMMCTest depends on two parameters: the total number of samples K to
be spent and the total number of iterations nmax. The choice of K and nmax is given
individually in each of the following subsections.
5.3.2 Empirical comparison to the optimal allocation
The allocation of samples computed by QuickMMCTest will be compared to the real-
valued optimal allocation derived in Section 5.2. Although we use the real-valued
optimal allocation as a reference for the comparison, a greedy integer solution obtained
in Section 5.4 indicates that the integer and real-valued optimal solutions might not
considerably differ.
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Figure 5.1: Real-valued optimal solution (solid line) computed via Kuhn-Tucker con-
straint and allocation of samples returned by QuickMMCTest (crosses).
For all comparisons in this section, we use the mixture distribution of Sandve et al.
(2011) introduced in Section 4.3. We fix a realisation generated from this mixture
distribution with m = 500 p-values and parameter pi0 = 0.5. The p-values were then
sorted in order to be able to plot the real-valued optimal allocation as a smooth curve
and hence to increase clarity in plots. The fixed p-values will be referred to as p∗i ,
i ∈ {1, . . . ,m}.
We compute the optimal real-valued allocation for our fixed distribution as de-
scribed in Section 5.2.3. Additionally, we apply QuickMMCTest to the fixed p-values
and record its allocation of samples to each hypothesis. Testing was carried out using
a Bonferroni (1936) threshold of α = 0.1/m.
Figure 5.1 shows the real-valued optimal solution (solid curve) as well as the
number of samples allocated to each hypothesis by QuickMMCTest (crosses). The
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total number of samples was K = 106. The cutoff for multiple testing (the last
p-value in the rejection region of the test) occurred at the 80th p-value.
As visible from the real-valued optimal allocation in Figure 5.1, as expected, p-
values far away from the cutoff point and thus far away from the threshold are not
allocated many samples. On approaching the cutoff, more samples are needed to
accurately classify which p-values belong to the rejection and which belong to the
non-rejection region of the testing procedure. However, p-values which are too close
to the threshold on either side are not worth being allocated too many samples as
deciding them is out of scope for a limited effort (see Section 2.6.1 and Section 2.6.2).
Therefore, the real-valued optimal allocation decreases on approaching the closest
p-value to the threshold from both sides, yielding a bimodal allocation.
The allocation computed by QuickMMCTest roughly resembles the shape of the
optimal allocation in the sense that the optimal allocation seems to be some kind of
rough hull curve for the allocation of QuickMMCTest. Both the optimal allocation and
the one of QuickMMCTest fairly coincide for p-values considerably above the threshold.
Moreover, QuickMMCTest allocates samples to hypotheses with p-values above the
threshold in such a way that its allocation roughly approximates the second mode
of the real-valued allocation. However, the first mode of the real-valued allocation
is poorly approximated as QuickMMCTest seems to give an equal number of samples
(according to Figure 5.1: about 10000 samples) to each hypothesis below the cutoff.
5.3.3 Asympotic behaviour of the allocation of samples
We investigate how the real-valued optimal allocation and the one of QuickMMCTest
behave as the total number K of samples to be spent increases.
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Figure 5.2: Indication of convergence of QuickMMCTest’s solution to the optimal
solution. 5%, 50% and 95%-quantiles of the number of correctly classified hypotheses
of QuickMMCTest divided by the expected number of correctly classified hypotheses.
This is done using the fixed set of m = 500 p-values for a varying total number
of samples K which was increased from 105 to 107 in 100 steps. We calculate 5%,
50% and 95% quantiles of the empirical number of correctly classified hypotheses
for QuickMMCTest divided by the expected number of correctly classified hypotheses
(based on r = 10 repetitions only as computing the optimal allocation is very costly for
large total sample numbers). The expected number of correctly classified hypotheses
is obtained by evaluating γ on the optimal allocation derived in Section 5.2.2 and by
subtracting the resulting value from m. A plot is given in Figure 5.2.
Figure 5.2 indicates that the ratio of correct classifications of QuickMMCTest to the
ones of the optimal allocation might converge to one as K →∞. Based on Figure 5.1
and 5.2, one could conjecture that the allocation returned by QuickMMCTest behaves
121
Optimal allocation of samples
in such a way as to mimic the optimal one in terms of correctly classified hypotheses.
5.4 A greedy solution to the integer version of the optimal
allocation problem
We investigate one of many possible greedy algorithms which tries to compute a
discrete optimal allocation for a given set of p-values, thus attempting to solve (5.1)
directly.
The aim of this section is to argue that, although unknown, the optimal integer
allocation is most likely of a similar form as the real-valued optimal solution derived
in Section 5.2.
5.4.1 A greedy algorithm
For notational convenience, the function g introduced in Section 5.2 is expressed as
g(k) =
∑m
i=1 gi(ki) for k = (k1, . . . , km) using functions
gi(ki) = P(Mi|ki) = P(Si/ki > α|p∗i ) · I(p∗i ≤ α) + P(Si/ki ≤ α|p∗i ) · I(p∗i > α),
where Mi = {Si/ki > α ∧ p∗i ≤ α} ∪ {Si/ki ≤ α ∧ p∗i > α} and Si ∼ Binomial(ki, p∗i )
(see Section 5.2). We consider the following greedy approach (Algorithm 5.1) to
compute a discrete optimal allocation for a given vector of p-values p∗ = (p∗1, . . . , p
∗
m).
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Algorithm 5.1: Greedy algorithm to compute an integer allocation of samples
input: p, α, K
1 jump← 1/α; j ← 1; bi ← 0, ki ← I(p∗i ≤ α), i ∈ {1, . . . ,m};
2 while
∑m
i=1 ki + bj < K do
3 kj ← kj + bj;
4 for i← 1 to m do
5 bi ←

min{z ∈ N : gi(ki + z) < gi(ki)} pi > α,
jump− 1 pi ≤ α, ki < jump,
jump pi ≤ α, ki ≥ jump.
6 di ← gi(ki + bi)− gi(ki);
7 j ← arg maxi=1,...,m di/bi;
8 return (k1, . . . , km);
Apart from the p-values, the greedy algorithm also requires the testing threshold
α and the total number K of samples to be allocated to the m hypotheses under
consideration.
In order to highlight the reasoning behind Algorithm 5.1, consider the behaviour
of the function gi for a p-value p
∗
i below and above the threshold α as illustrated
exemplarily in Figure 5.3. We used m = 500 p-values and a threshold α = 0.1/m =
1/5000. Figure 5.3 displays the expected number of misclassifications, obtained by
evaluating gi, against the number of samples for a hypothesis below (left) and above
(right) the threshold. Drawing no samples is defined to yield a p-value of zero and
hence a correct rejection if the hypothesis corresponding to that p-value is rejected.
As shown in Figure 5.3, the behaviour of gi exhibits a particular structure caused
by the following effect. A rejection is obtained if a p-value estimate is below the
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Figure 5.3: Example showing the expected number of misclassifications (obtained by
evaluating the function gi) against number of samples for a hypothesis below (left)
and above (right) the threshold.
threshold at α = 1/5000. Thus for a p-value below α (left plot), when using less than
5000 samples, a p-value will be classified as rejected only if 0 exceedances are observed.
Consequently, using that no samples yield a p-value of zero, drawing more samples
only potentially increases the probability of making a false decision. When reaching
1/α = 5000 samples, observing both 0 exceedances or 1 exceedance will lead to a
rejection and hence to a correct decision. The expected number of misclassifications
drops. This effect repeats itself every 1/α samples.
For a p-value above α (right plot), the inverse effect happens. Drawing no sam-
ples leads to a rejection (a p-value of 0) and thus to a sure misclassification. Drawing
more samples decreases the expected number of misclassifications as observing 0 ex-
ceedances out of ki samples (the only case in which the hypothesis will be rejected
and thus misclassified) becomes less and less likely as ki approaches 1/α = 5000.
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When reaching 1/α = 5000 samples, as before, observing both 0 exceedances and 1
exceedance lead to a rejection and thus to a misclassification. The expected number
of misclassifications increases again.
As expected, the probability for a misclassification of an hypothesis H0i vanishes
in both cases as ki →∞.
Algorithm 5.1 works by greedily trying to fill up a zero vector k storing the final
allocation of samples in such a way as to decrease the function g in every step,
subject to the constraint
∑m
i=1 ki = K. In each iteration, Algorithm 5.1 individually
determines a sensible number of bi samples to be allocated to each hypothesis H0i,
i ∈ {1, . . . ,m}. This number varies for each hypothesis: for hypotheses above the
threshold, bi is determined as the smallest increase that leads to a decrease in g. For
hypotheses below the threshold, only “jumping“ by an amount of (1/α− 1) samples
is sensible if ki = 1 or jumping 1/α samples in the case ki = 0: that is, Algorithm 5.1
jumps to the left end of each of the branches in the left plot of Figure 5.3.
Certain jumps might lead to a large decrease in the value of the function g, but only
at the cost of also spending (too) many samples on just one hypothesis. Algorithm 5.1
therefore determines the decrease di in function g for each H0i associated to spending
bi samples and allocates the batch of bi samples to the hypothesis yielding the best
ratio di/bi.
Algorithm 5.1 is just one of many possible greedy approaches to compute a sensible
integer allocation of samples. We tried various variants and allocation rules, all with
a similar behaviour as Algorithm 5.1 and resulting in similar allocations.
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Figure 5.4: Greedy solution of Algorithm 5.1 (bold) compared to the real-valued
optimal solution (dotted) computed as described in Section 5.2.3. Log scale on the
y-axis.
5.4.2 Comparison of the greedy integer solution to the optimal real-
valued solution
Figure 5.4 compares two allocations, the greedy discrete one computed by Algorithm
5.1 (bold) and the real-valued optimal one computed via Kuhn and Tucker (1951)
constraint (dotted) as described in Section 5.2.3.
For Figure 5.4, a new realisation of m = 5000 p-values was drawn from the mixture
distribution introduced in Section 5.3.2 with parameter pi0 = 0.5. Testing was carried
out at a constant (uncorrected, that is not divided by m) threshold of 0.1.
Figure 5.4 shows that the two allocations are qualitatively similar, in particular
they largely agree for hypotheses having p-values above the threshold (the thresh-
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old intersects the p-value distribution around rank 2900). The allocations are also
qualitatively similar for p-values below the threshold even though Algorithm 5.1 allo-
cates slightly more samples than the optimal allocation in this case. This discrepancy
increases as the p-values tend to zero (to be precise, to low ranks in Figure 5.4). How-
ever, as seen in the plot, the optimal allocation distributes fractions of a sample to
low p-values. These would, for instance, be rounded up to one sample per hypothesis
when drawing samples in practice, thus making the greedy discrete and the optimal
real-valued allocations coincide.
The optimal real-valued allocation and the greedy one of Algorithm 5.1 differ
around the threshold. Strikingly, the greedy solution does not allocate more samples
than the pre-set one initial sample to rejected hypotheses close to the threshold (to
be precise, it allocates one sample each over a rather large interval to the left of
the threshold), whereas the real-valued Kuhn and Tucker (1951) solution allocates
samples roughly symmetrically and very confined around the threshold.
5.5 Discussion
Many algorithms published in the literature are designed to evaluate multiple hy-
potheses using Monte Carlo simulations. Though sensible, it is unclear if these algo-
rithms are able to draw samples in an optimal way defined, for instance, as minimising
the expected number of misclassified hypotheses.
The present chapter is concerned with the allocation of samples which minimises
the expected number of misclassified hypotheses. We derive the optimal allocation
of a finite number of samples under the assumption that the p-values are known and
that the number of samples is real-valued using a Kuhn and Tucker (1951) constraint
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and a normal approximation. Though all simulations and conclusions are based on
the optimal solution assuming real and not integer values for the number of samples,
we demonstrate exemplarily that the real-valued solution derived under a normal
approximation is qualitatively similar to a greedy integer solution, indicating that
the real-valued and the unknown optimal integer solution might be similar.
A simulation study indicates that the allocation of samples to each hypothesis
computed by the simple QuickMMCTest algorithm (Chapter 4) might behave roughly
similarly to the optimal allocation of samples. In contrast to the optimal allocation
which was derived using full knowledge of all p-values, QuickMMCTest does not require
knowledge of any p-value as long as it is possible to obtain samples under each null
hypothesis.
128
129
6 Conclusion
The present thesis investigates multiple testing from several perspectives. The theme
connecting all chapters is the assumption that several hypotheses are to be tested
for statistical significance without knowledge of the p-values underlying the tests.
Instead, all p-values have to be approximated via Monte Carlo simulation, precisely by
drawing samples for each hypothesis under the null. Such a scenario is commonplace
is most applications involving real biological datasets.
The first part of this thesis focuses on the computation of test results with a
guarantee on their correctness in the aforementioned scenario, that is test results
which are identical to the ones obtained if all p-values had been available analytically.
Chapter 2 offers a solution to this problem by presenting MMCTest, an algorithm to
implement a multiple testing procedure. In contrast to algorithms published in the
literature, Chapter 2 proves that up to a pre-specified error probability, MMCTest
yields correct decisions on all hypotheses based solely on Monte Carlo simulation.
By exemplarily considering the classification of a real gene expression dataset, we
demonstrate that MMCTest can be used to reveal the (previously unknown) correct
decision (significant, non-significant) of certain genes of interest (up to the error
probability), a unique feature not provided by other methods.
Conclusion
The ideas behind MMCTest can be generalised and applied to a whole range of
existing algorithms available in the literature. Chapter 3 demonstrates that existing
methods giving no guarantee on their test result can be modified to yield theoretical
guarantees on the correctness of their outputs. Chapter 2 and 3 together thus provide
a means of achieving Monte Carlo based multiple hypothesis testing with guarantees
on the correctness of all test results.
In practice, it might be desired to sacrifice the computational effort needed to ob-
tain a guaranteed test result and to invest it instead in the computation of an ad-hoc
test result with a high accuracy. Here, the accuracy of a test result is measured in
terms of misclassifications, that is decisions on single hypotheses which are different
from the ones obtained if the p-values underlying the tests had been available. Chap-
ter 4 presents an algorithm for this scenario based on Thompson (1933) Sampling,
called QuickMMCTest. The algorithm achieves an excellent accuracy in a simulation
study on a variety of multiple testing procedures and it offers a solution to Monte
Carlo based multiple testing without the use of discrete p-value estimates, a desir-
able feature for practical use as it circumvents a phenomenon observed in published
methods leading to meaningless results consisting of non-rejected hypotheses only.
Chapter 5 demonstrates empirically that QuickMMCTest might behave close to
being optimal in the sense that its allocation roughly mimics the optimal allocation of
samples, understood as the one minimising the expected number of misclassifications.
For this, the optimal allocation of a finite number of samples is derived under a
normal approximation and the assumption that multiple testing is carried out using
the Bonferroni (1936) correction.
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7 Future work
The topics dealt with in this thesis leave considerable scope for further improvements
and extensions.
Several topics related to the MMCTest algorithm (Chapter 2) are still unsolved
or leave scope for extensions. First, a detailed analysis of the runtime of MMCTest
is still pending. Although it is proven that the expected runtime for a complete
classification is infinite, it would be of great interest to explore further under which
circumstances and for which procedures a finite runtime can be achieved. This could
be attempted by analysing the speed with which the length of certain confidence
intervals goes to zero. Deriving a precise runtime analysis will be challenging as the
runtime of MMCTest depends both on the multiple testing procedure used as well as
on the (potentially unknown) p-value distribution.
Chapter 3 extends the idea behind MMCTest by presenting a framework for multiple
testing. This framework can be extended to ever more multiple testing situations,
for instance to the emerging topic of testing in directed acyclic graphs (Goeman and
Mansmann, 2008). Such scenarios naturally occur in hierarchical multiple testing
problems having a natural ordering of the tests, for instance due to subset relations
(SNPs, genes, chromosomes). Usually, a node hypothesis is true if all its children are
Future work
true, and the truth of any node implies the truth of all its children. Hypotheses in
an acyclic directed graph can be tested, for instance, using a bottom-up or top-down
approach, and the overall testing threshold can be distributed in a variety of ways.
Also, if a combined hypothesis is false, then at least one child hypothesis must be
false which opens up the possibility for various shortcuts to avoid actually carrying
out all tests.
Moreover, new approaches to multiple testing have emerged recently, such as the
one of Goeman and Solari (2011): the authors reverse the classical roles in multiple
testing by proposing to choose the set of rejections freely and provide a method
based on modified closed testing procedures which gives a confidence statement on
the number of false rejections. It will be interesting to extend the ideas behind
the MMCTest algorithm to such scenarios and provide guarantees on the number of
erroneous decisions when p-values have to be approximated in a Monte Carlo scenario.
Second, this thesis also views multiple testing from a practical point of view:
Chapter 4 proposes an algorithm called QuickMMCTest based on Thompson (1933)
Sampling. Empirical results demonstrate that such an approach to fine-tune the
allocation of samples results in a superior accuracy compared to published methods.
Although the method has been tested on several thousand hypotheses, it remains to
investigate to which extent it is scalable to large scale multiple testing problems, to
apply it to large scale multiple testing and to enhance the method if needed.
Importantly, Chapter 5 demonstrates empirically that QuickMMCTest seems to
mimic the optimal allocation of samples when classifying hypotheses using the Bon-
ferroni (1936) correction (assuming that the analytical p-values are known and hence
the optimal allocation of samples can be calculated). Here, the optimal (real-valued)
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allocation is understood as the one minimising the expected number of erroneously
classified hypotheses when numbers of samples are allowed to take real as opposed to
integer values, derived via Kuhn and Tucker (1951) constraint. A rigorous proof of this
optimality statement is still pending and would greatly underpin the QuickMMCTest
approach. I would like to attempt this by analysing by how much the current allo-
cation of QuickMMCTest in each iteration differs from the optimal Kuhn and Tucker
(1951) solution.
Assuming full knowledge of all p-values in order to compute the optimal alloca-
tion of samples, it will be straightforward to demonstrate that the QuickMMCTest
algorithm also asymptotically mimics the optimal allocation when using any arbi-
trary step-up or step-down procedure to correct for multiple tests. This is due to
the fact that the testing result of any step-up or step-down procedure can also be
obtained using the Bonferroni (1936) correction applied with the p-value of the last
rejected hypothesis as constant and known threshold. As a derivation of the discrete
(integer-valued) optimal allocation seems infeasible (due to the fact that the problem
is non-convex), one approach to demonstrate optimal behaviour of QuickMMCTest
could be to prove that any optimum derived via Kuhn and Tucker (1951) formalism
is also (one of the) optima of the discrete allocation: this could, in principle, be shown
using subdifferential versions of the Kuhn and Tucker (1951) conditions (Ruszczynski,
2006).
Multiple testing is traditionally carried out by merely differentiating between sig-
nificant and non-significant hypotheses. However, the traditional approach might not
always be desired when evaluating real data studies. Instead, ranking hypotheses
based on their p-values or merely obtaining the k lowest p-values has immediate ad-
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vantages as it allows to distinguish between more and less interesting hypotheses. The
parameter k is often given as a limiting factor in practice: k could be, for instance, the
maximal number of genes which can be included in follow-up studies due to budget
constraints. In this case, one wishes to select the most promising hypotheses, mean-
ing the ones having the lowest p-values, independently of their actual testing result
(significant or non-significant). In fact, recent research has shown that hypotheses
with a low p-value were worth being included in follow-up studies even though they
were not significant. For instance, Xu and Taylor (2009) report that a SNP consid-
ered in a prostate cancer study had an initial p-value (Yeager et al., 2007) of “only
0.042, but the P-value was 7.31 · 10−13 in a follow up study” of Thomas et al. (2008).
I would like to investigate this approach further following the spirit of MMCTest by
providing a method that gives, with pre-specified probability chosen by the user, a
set that is equal to or that is guaranteed to contain the k most significant p-values.
This can be achieved by excluding hypotheses successively from the target set using
confidence intervals on all p-values.
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A Appendix of Chapter 2
A.1 Clopper and Pearson (1934) confidence intervals
The particular choice of the function f used in Example 2.2 and the empirical studies
in Section 2.4 computes “exact” Clopper and Pearson (1934) confidence intervals. We
choose f in such a way as to guarantee a joint coverage probability of 1 −  for all
confidence intervals over all iterations, where the overall error probability  is chosen
by the user.
A sequence (ηk)k∈N0 satisfying η0 = 0 and ηk →  as k →∞ is used to control how
 is spent over the iterations of the algorithm. We will call (ηk) spending sequence.
Throughout Chapter 2 we use ηk :=
k
k+r
 for some constants r > 0 and  > 0 (all the
parameters used for the simulation studies are given in Section 2.4.1).
We then define f(S, k,∆) to be the Clopper and Pearson (1934) confidence interval
based on S and k (see Algorithm 2.1) with a coverage probability of 1−(ηk−ηk−∆)/m.
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Precisely,
f(S, k,∆) :=

[1− qBetak−S,S+1(ρk), 1− qBetak+1−S,S(1− ρk)] 0 < S < k,
[0, 1− ρ1/kk ] S = 0,
[ρ
1/k
k , 1] S = k,
where ρk = (ηk − ηk−∆)/(2m). The quantiles qBetaα,β () of the Beta(α, β) distribution
being used are defined by P(Z ≤ qBetaα,β ()) =  for a random variable Z with probability
density function Γ(α+β)
Γ(α)Γ(β)
zα−1(1− z)β−1. The Clopper and Pearson (1934) confidence
intervals we compute are slightly conservative in practice (Li et al., 2009).
We show in the following lemma that our particular choice of f defined beforehand
satisfies Condition 2.5 and Condition 2.7 stated in Section 2.2.2. Therefore,  is a
bound on the probability of having any false classification. Other functions f , for
example based on other spending sequences, can obviously be used as long as they
satisfy Conditions 2.5 and 2.7.
Lemma A.1. The confidence intervals computed by the function f satisfy Conditions
2.5 and 2.7.
Proof. First, we consider an individual Clopper and Pearson (1934) confidence inter-
val Ini computed in Algorithm 2.1 using f as defined in Section A.1. To ease notation,
we drop the indices i and n.
We show that |I| ≤ 2ξ, where ξ =
√
−1
2k
log ρ and ρ = (ηk − ηk−∆)/(2m). The
following probabilities are conditional on S and k.
Suppose S < k. Then the upper limit pu of the interval I is the solution to
P(N ≤ S|p = pu) = ρ, where N ∼ Binomial(k, p). If p > S/k+ξ then, by Hoeffding’s
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inequality (Hoeffding, 1963),
P(N ≤ S) = P
(
N
k
− E
(
N
k
)
≤ S
k
− E
(
N
k
))
≤ exp
(
−2(S/k − p)
2k2
k
)
< ρ.
Thus pu ≤ S/k + ξ. If S = k then pu = 1, implying pu ≤ S/k + ξ.
Similarly, it can be shown that the lower limit pl of I satisfies pl ≥ S/k−ξ. Hence,
|I| = pu − pl ≤ 2ξ.
Now consider |f(·, k, ·)| for k → ∞, see Condition 2.5. The function f(S, k,∆)
given in Section A.1 computes Clopper and Pearson (1934) confidence intervals with
coverage probability 1 − (ηk − ηk−∆)/m, where ηk := kk+r  for a constant r > 0.
The sequence ηk satisfies ηk − ηk−∆ ∼ k−2, implying log(ηk − ηk−∆) = o(k). As
|Ini | ≤ 2
√
log((ηk − ηk−∆)/(2m))/(−2k), |Ini | → 0 as k →∞. This proves Condition
2.5.
Second, we show that the function f given in Section A.1 computes confidence
intervals in such a way that P(p∗i ∈ Ini ∀i, n) ≥ 1− , thus satisfying Condition 2.7.
Let kni denote the value of ki in iteration n, and let ∆
n denote the value of ∆
in iteration n, where k0i = k
1
i − ∆1 = 0, i ∈ {1, . . . ,m}. The function f defined in
Section A.1 computes Clopper and Pearson (1934) confidence intervals Ini such that
P(p∗i /∈ Ini ) ≤ (ηkni − ηkni −∆n)/m.
This then yields
P(∃i, n : p∗i /∈ Ini ) ≤
m∑
i=1
∞∑
n=1
P(p∗i /∈ Ini ) ≤
m∑
i=1
∞∑
n=1
(ηkni − ηkni −∆n)/m =
1
m
m∑
i=1
 = ,
using properties of ηk =
k
k+r
, where r > 0 is constant. Condition 2.7 is thus satisfied.
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A.2 The SAM statistic
In Section 2.4 we analyse a yeast chemostat cultivation dataset of Knijnenburg et al.
(2009). This dataset consists of 170 microarrays of yeast cultivations. The first 80
microarrays correspond to yeast which was grown aerobically, the second 90 microar-
rays correspond to yeast which was grown anaerobically. Every microarray reacts to
9335 genes, thus giving rise to a multiple hypothesis problem with 9335 hypotheses.
We want to detect the differential expression of genes between the two types of
yeast using a permutation test for each gene.
We use the test statistic SAM (Significance Analysis of Microarrays) of Tusher
et al. (2001) as the basis for the permutation test. The SAM statistic works as follows:
Let a permutation of the data be given which divides the expression data x(i) of a
single gene into two groups I of size l1 = 80 and U of size l2 = 90. Then, the relative
difference d(i) in expression for gene i is given by
d(i) =
xI(i)− xU(i)
s(i) + s0
,
where xI(i) is the average in gene expression for gene i in group I and xU(i) is the
average in gene expression for gene i in group U . The so-called gene-specific scatter
s(i) is defined as
s(i) =
√√√√a(∑
m
(xm(i)− xI(i))2 +
∑
n
(xn(i)− xU(i))2
)
,
where
∑
m denotes the sum over all expressions in group I and
∑
n denotes the sum
over all expressions in group U . The constant a is defined as a = (1/l1 + 1/l2)/(l1 +
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l2 − 2), where l1 and l2 are the group sizes of group I and U , respectively.
As suggested in Tusher et al. (2001), a constant s0 is added to the denominator
of d(i). The rationale for this is as follows: SAM compares values of d(i) across genes
having expressions with different means and variances. Especially for low expression
levels, the authors note in Tusher et al. (2001) that the variance in d(i) can be high.
To resolve this problem, the normalising constant s0 is added to the denominator of
the SAM statistic. The value of s0 is determined by fitting the statistic to the data
in its initial partioning into two classes I and U : s0 is chosen in such a way as to
minimise the coefficient of variation of d(i) across all genes and is then kept fixed
for all permutations. We used the R package samr to fit s0 to the yeast cultivation
dataset of Knijnenburg et al. (2009).
A.3 The permutation test p-value
As it is usually the case in practice, listing all
(
l
l1
)
= l!/(l1!(l− l1)!) permutations of an
observation of length l (divided into two groups of sizes l1 and l2 = l− l1) is infeasible.
This is also the case for the dataset of Knijnenburg et al. (2009) consisting of l = 170
microarrays. The permutation test p-value is thus estimated using a number λ ≤ ( l
l1
)
of samples.
For each gene i, let the λ permutations of its expression data be denoted by
d(i)∗j for j ∈ {1, . . . , λ}. We approximate the permutation test p-value as done in
Knijnenburg et al. (2009) by comparing the permutation values |d(i)∗j | for all the
permutations j ∈ {1, . . . , λ} directly to the value of |d(i)| for the reference statistic.
As proposed in Davison and Hinkley (1997), a pseudocount is usually added in both
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Figure A.1: Fixed p-values for the Knijnenburg et al. (2009) dataset.
the numerator and denominator. The permutation test p-value we compute is thus
pˆperm(i) =
∑λ
j=1 I(|d(i)∗j | ≥ |d(i)|) + 1
λ+ 1
,
where I denotes the indicator function.
The permutation p-value we compute is obtained through sampling with replace-
ment. For permutation p-values without replacement see Phipson and Smyth (2010).
A.4 The dataset
In order to be able to speed up the computation of the simulation studies and in
order to have an underlying “truth” for the real data study, we estimated each of
the m = 9335 p-values for the Knijnenburg et al. (2009) dataset once by generating
106 permutations per hypothesis as outlined in Section A.2 and Section A.3. Such
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Table A.1: Comparison of the naive method to MMCTest for a high proportion of true
null hypotheses
naive method MMCTest
guaranteed classification forced classification
s mis rc N unclassified hypotheses mis rc
100 368 0∗ 5e+05 860 99 220
1000 30 94 5e+06 225 8 23
10000 7 23 5e+07 6 0.1 1
s: number of samples used by the naive method for each hypothesis; mis : aver-
age number of misclassifications; rc: number of randomly classified hypotheses; N :
average total number of samples.
a large number of permutations is far more than what would commonly be used in
practice. We then define these approximated p-values to be the p-values p∗1, . . . , p
∗
m
we are interested in, although they do not necessarily have to be equal to the p-values
underlying each hypothesis. A plot of the fixed p-values is given in Figure A.1.
As done in the main chapter, we draw Bernoulli samples with success probabilities
p∗1, . . . , p
∗
m in order to obtain new samples instead of generating actual permutations.
The classification obtained by applying the Benjamini-Hochberg procedure directly
to the p-values p∗1, . . . , p
∗
m is used to compute misclassifications.
A.5 Comparison of MMCTest to the naive method and to MCFDR
on a dataset with a high proportion of hypotheses from
the null
We conducted another comparison of MMCTest to the naive method and to MCFDR
using a different distribution. The p-value distribution of Knijnenburg et al. (2009)
used in Chapter 2 has a low proportion of true null hypotheses, whereas the one used
in this section has a large proportion of true null hypotheses.
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Figure A.2: Model of a realistic distribution with a proportion pi0 = 0.9 of true null
hypotheses.
We used the setup introduced in Sandve et al. (2011) to model p-value distri-
butions for gene expression data for a given proportion pi0 of true null hypotheses.
Sandve et al. (2011) generate m p-values from a mixture distribution consisting of a
proportion pi0 of p-values drawn from a Uniform[0, 1] distribution and a proportion
1− pi0 of p-values drawn from a Beta(0.25, 25) distribution.
In this section, we analyse a simulated dataset generated from the mixture distri-
bution described beforehand with m = 5000 hypotheses and a proportion pi0 = 0.9 of
hypotheses from the null. A plot of this distribution is given in Figure A.2.
The setup of Sandve et al. (2011) allows to generate p-value distributions which
qualitatively resemble the ones occurring in real data studies (compare Figure A.2
showing the p-values we use in this section to Figure A.1) while allowing to select the
number of hypotheses from the null.
Apart from the new dataset, the setup we use in this section is the same as the
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one used in the simulation studies of Chapter 2. All the studies presented in this
section are based on 1000 repetitions.
Table A.1 confirms the overall picture already seen in Section 2.4.3. The classi-
fications of the naive method generally contain a large number of misclassifications
and randomly classified hypotheses. On a realistic dataset, 23 random classifications
occur on average (out of m = 5000 hypotheses), even at a high precision of s = 10000
samples.
No randomly classified hypotheses occur in the value annotated with a star in
Table A.1 because of the following. When using a pseudocount as proposed in Davison
and Hinkley (1997) (see Section A.3), the low resolution of only s = 100 replicates
per p-value estimate causes all hypotheses to be consistently non-rejected in all the
runs, independently of the actual p-value estimates. Thus, no randomly classified
hypotheses occur. This phenomenon is identical to the one already observed in Section
4.2.2.
MMCTest was run on the same p-values using at most the overall number of samples
spent by the naive method. MMCTest is not capable of classifying many hypotheses
with confidence when only using s = 100 samples per hypotheses (i.e. a total number
of 5 · 105 samples): around 860 unclassified hypotheses remain on average after each
run. However, at a high precision (s = 10000 samples per hypothesis), MMCTest is
able to classify all hypotheses with confidence except for a number of hypotheses
which is smaller than the number of misclassifications incurred by the naive method.
As stressed in Chapter 2, all the classifications of MMCTest except for the unclas-
sified hypotheses are correct up to the pre-specified error probability while the naive
method does not give any guarantee on its result.
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Table A.2: Comparison of MCFDR to MMCTest for a high proportion of true null hy-
potheses
MCFDR MMCTest
guaranteed classification forced classification
u mis rc N unclassified hypotheses mis rc
10 24 81 1.1 · 106 605 28 91
20 16 55 1.8 · 106 537 19 65
50 9 32 4.1 · 106 300 9 31
100 6 18 8.1 · 106 118 4 12
200 4 12 16.1 · 106 40 1.4 6
500 2.2 6 40.2 · 106 7 0.3 1
1000 1.4 6 80.3 · 106 3 0.03 1
u: number of test statistics exceeding the reference statistic (tuning parameter of
MCFDR); mis : average number of misclassifications; rc: number of randomly classified
hypotheses; N : average total number of samples.
The forced classification method of MMCTest based on point estimates yields con-
siderably less misclassifications and random classifications than the naive method,
especially at a high precision.
The comparison to the MCFDR algorithm of Sandve et al. (2011) in Table A.2
confirms these results. MCFDR yields less misclassifications and randomly classified
hypotheses as the precision increases, but still incurs around 6 randomly classified
hypotheses (on average) at a high precision.
As noted before, MMCTest yields a large number of unclassified hypotheses at a low
precision. At a high precision, using the same number of samples as MCFDR, MMCTest
classifies all hypotheses except for 3 (out of m = 5000 hypotheses). This almost
equals the number of misclassifications of MCFDR, for which no guarantee is given, and
it is less than the number of random classifications of MCFDR at a high precision.
The forced classification method of MMCTest quickly overtakes MCFDR in terms of
misclassifications and randomly classified hypotheses as the precision increases. As
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already seen in Table A.1 for the naive method, MMCTest computes classifications at
a high precision which are virtually free of misclassifications and only contain one
random classification on average.
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B.1 Proofs
For simplicity of notation, the dependence of the multiple testing procedure h(p, α)
on the threshold α is sometimes omitted.
The following two lemmas will be needed for the proof of Lemma 3.12. First,
Lemma B.1 proves three properties of step-up and step-down procedures which are
slightly stronger than the requirements stated in Condition 3.5. For a vector p =
(p1, . . . , pm), we denote the rank of pi in the sorted sequence p(1) ≤ . . . ≤ p(m) by rp(i).
Lemma B.1 generalises Lemma 2.9 for arbitrary step-up and step-down procedures.
Lemma B.1. Let p, q ∈ [0, 1]m. Let hu (hd) be a step-up (step-down) procedure
defined through a threshold function τα satisfying Condition 3.11.
1. hu is monotonic.
2. If qi ≤ τα(|hu(p)|) ∀i ∈ hu(p) and qi = pi ∀i /∈ hu(p), then hu(p) = hu(q).
3. If qi = pi ∀i ∈ hu(p) and qi > τα(rp(i)) ∀i /∈ hu(p), then hu(p) = hu(q).
4. hd is monotonic.
5. If qi ≤ τα(rp(i)) ∀i ∈ hd(p) and qi = pi ∀i /∈ hd(p), then hd(p) = hd(q).
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6. If qi = pi ∀i ∈ hd(p) and qi > τα(|hd(p)|+ 1) ∀i /∈ hd(p), then hd(p) = hd(q).
Proof. As hu and hd are invariant to permutations, we may assume p1 ≤ · · · ≤ pm.
1. Let p ∈ [0, 1]m and i ∈ {1, . . . ,m}. It suffices to show that hu(p) ⊇ hu(q) for
any q ∈ [0, 1]m given by qj = pj ∀j 6= i and qi > pi.
Let k := |hu(p)| be the largest rejected index. We need to show that j /∈ hu(q)
∀j ≥ k + 1. Let α be fixed.
Case 1: rq(i) ≤ k. This implies rq(j) = j ∀j ≥ k + 1 and hence qj = pj > τα(j) =
τα(rq(j)). Therefore, j /∈ hu(q) ∀j ≥ k + 1.
Case 2: rq(i) ≥ k + 1. Let j ≥ k + 1, j 6= i. Then the rank of the jth p-
value can only drop by one when pi is replaced by qi, i.e. rq(j) ∈ {j − 1, j}. Thus
qj = pj > τα(j) ≥ τα(rq(j)) on Condition 3.11 (using that τα(i) is non-decreasing in
i). Furthermore, as rq(i) ≥ k + 1, qi takes the position of the former prq(i) in the
ordered sequence of values from q, i.e. qi ≥ prq(i). Hence, rq(i) /∈ hu(p) because of
rq(i) ≥ k+ 1 and thus qi ≥ prq(i) > τα(rq(i)). Therefore, {k+ 1, . . . ,m}∪{i} /∈ hu(q).
This proves the monotonicity in the first argument of hu.
The monotonicity in the second argument of h is immediate as pi ≤ maxj{p(j) :
p(j) ≤ τα(j)} for all i ∈ hu(p, α). On Condition 3.11, using that τα is non-decreasing
in α, α ≤ α′ implies τα(j) ≤ τα′(j) ∀j, hence i ∈ hu(p, α′). This proves 1.
2. All i /∈ hu(p) satisfy pi > τα(rp(i)) > τα(|hu(p)|) whereas by assumption,
qi ≤ τα(|hu(p)|) ∀i ∈ hu(p). Hence, using qi = pi ∀i /∈ hu(p), it follows that rq(i) =
rp(i) ∀i /∈ hu(p). Thus, qi = pi > τα(rp(i)) = τα(rq(i)) for all i /∈ hu(p). Hence
hu(p)
c ⊆ hu(q)c.
Conversely, define q˜ := max{qi : i ∈ hu(p)}. As q˜ ≤ τα(|hu(p)|) < qi for all
i /∈ hu(p) and as there are precisely |hu(p)| values qi ≤ q˜, the rank of q˜ in q is
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precisely |hu(p)|. As qi ≤ q˜ ≤ τα(|hu(p)|) ∀i ∈ hu(p), all {qi}i∈hu(p) are rejected, so
hu(p) ⊆ hu(q). This proves 2.
3. As qi = pi for all i ∈ hu(p), we have hu(p) ⊆ hu(q).
Let i /∈ hu(p). If rq(i) ≤ rp(i), then qi > τα(rp(i)) ≥ τα(rq(i)) by Condition 3.11.
If rq(i) > rp(i), qi replaces a qj > τα(rp(j)) at rank rp(j) in the sorted sequence
of q, hence rq(i) = rp(j) and qi ≥ qj > τα(rp(j)) = τα(rq(i)). Thus qi > τα(rq(i))
∀i /∈ hu(p), which implies hu(p)c ⊆ hu(q)c. This proves 3.
In a similar fashion, 4., 5. and 6. can be proven for step-down procedures hd.
For step-up procedures hu, part 2. of Lemma B.1 shows that p-values of rejected
hypotheses can be increased up to τα(|hu(p)|), the threshold evaluated at the last
rejected hypothesis, without affecting the result of hu. Part 3. of Lemma B.1 shows
that hu is invariant if p-values in the non-rejection area are replaced by arbitrary
values above the threshold (at their ranks).
Similarly, step-down procedures hd are invariant if p-values of rejected hypotheses
are replaced by arbitrary values below the threshold (part 5.) or p-values of non-
rejected hypotheses are replaced by arbitrary values above τα(|hd(p)|+1), the thresh-
old evaluated at the first non-rejected hypothesis (part 6.).
The following Lemma B.2 will also be needed for the proof of Lemma 3.12. In the
following, ‖τα‖∞ shall denote the maximal value attained by τα : {1, . . . ,m} → [0, 1]
on {1, . . . ,m}.
Lemma B.2 generalises Lemma 2.11 proven for the Benjamini and Hochberg (1995)
procedure: it provides the same statement, though now for the threshold function of
an arbitrary step-up and step-down procedure and it does not require the testing
threshold to be constant any more.
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Lemma B.2. Let h stand for hu or hd. If p
∗ ∈ [0, 1]m, α∗ > 0 with p∗(i) 6= τα∗(i)
∀i ∈ {1, . . . ,m}, then there exists δ > 0 such that p ∈ [0, 1]m, τα : {1, . . . ,m} → [0, 1]
and ‖p∗ − p‖ ∨ ‖τα∗ − τα‖∞ < δ ∀i ∈ {1, . . . ,m} imply h(p, α) = h(p∗, α∗).
Proof. Let
δ′ = min
({
p∗i − p∗i−1
2
: p∗i−1 < p
∗
i
}
i=1,...,m
∪ {|p∗i − τα∗(i)|}i=1,...,m
)
and let δ = δ′/2.
By assumption, ‖p − p∗‖ < δ < δ′, hence pi−1 < p∗i−1 + δ′ ≤ p∗i − δ′ < pi. This
means that p∗i and pi have the same ranks in p
∗ and p, respectively.
Moreover, |p∗i −τα∗(i)| ≤ |p∗i −τα(i)|+ |τα(i)−τα∗(i)| ≤ |p∗i −τα(i)|+‖τα−τα∗‖∞ ≤
|p∗i − τα(i)| + δ. Hence 2δ = δ′ ≤ |p∗i − τα∗(i)| ≤ |p∗i − τα(i)| + δ, meaning that
δ ≤ |p∗i − τα(i)| for i ∈ {1, . . . ,m}.
So |p∗i − pi| < δ ≤ |p∗i − τα(i)|, hence pi and p∗i lie on the same side of the testing
threshold.
Proof of Lemma 3.12. 1. The monotonicity of hu and hd follows from Lemma B.1
(part 1.) and (part 4.), respectively.
2. To prove that hu satisfies the first part of Condition 3.5, it suffices to show that
for p, q ∈ [0, 1]m, both qi ≤ pi ∀i ∈ hu(p) and qi = pi ∀i /∈ hu(p) as well as qi = pi
∀i ∈ hu(p) and qi ≥ pi ∀i /∈ hu(p) imply hu(p) = hu(q).
Indeed, let p, q ∈ [0, 1]m be such that qi ≤ pi ∀i ∈ hu(p) and qi = pi ∀i /∈ hu(p).
We have pi ≤ τα(|hu(p)|) ∀i ∈ hu(p), thus qi ≤ pi ≤ τα(|hu(p)|) ∀i ∈ hu(p) and
hu(p) = hu(q) by Lemma B.1 (part 2.).
Similarly, let p, q ∈ [0, 1]m be such that qi = pi ∀i ∈ hu(p) and qi ≥ pi ∀i /∈ hu(p).
160
Appendix of Chapter 3
Using pi > τα(rp(i)) ∀i /∈ hu(p), it instantly follows that qi ≥ pi > τα(rp(i)) ∀i /∈ hu(p)
and thus hu(p) = hu(q) by Lemma B.1 (part 3.).
To prove that hd satisfies the first part of Condition 3.5, it equally suffices to show
that for p, q ∈ [0, 1]m, both qi ≤ pi ∀i ∈ hd(p) and qi = pi ∀i /∈ hd(p) as well as qi = pi
∀i ∈ hd(p) and qi ≥ pi ∀i /∈ hd(p) imply hd(p) = hd(q).
Indeed, let p, q ∈ [0, 1]m be such that qi ≤ pi ∀i ∈ hd(p) and qi = pi ∀i /∈ hd(p).
Using pi ≤ τα(rp(i)) ∀i ∈ hd(p), it immediately follows that qi ≤ pi ≤ τα(rp(i))
∀i ∈ hd(p) and thus hd(p) = hd(q) by Lemma B.1 (part 5.).
Similarly, let p, q ∈ [0, 1]m be such that qi = pi ∀i ∈ hd(p) and qi ≥ pi ∀i /∈ hd(p).
We have pi > τα(|hd(p)|+ 1) ∀i /∈ hd(p), thus qi ≥ pi > τα(|hd(p)|+ 1) ∀i /∈ hd(p) and
hd(p) = hd(q) by Lemma B.1 (part 6.).
3. As τα(i) is continuous in α ∀i ∈ {1, . . . ,m} by Condition 3.11, for each i > 0
there exists a δi > 0 such that |α∗ − α| < δi implies |τα∗(i) − τα(i)| < i. Applying
continuity to i = δ yields a δi for each i ∈ {1, . . . ,m}, where δ > 0 is given by Lemma
B.2. The second part of Condition 3.5 then follows for all p ∈ [0, 1]m and α ∈ [0, 1]
satisfying ‖p− p∗‖ ∨ |α− α∗| < min{δ, δ1, . . . , δm}.
B.2 The Hommel procedure is not admissible
The Hommel (1988) procedure determines the largest index k satisfying p(m−k+j) >
jα/k for all j = 1, . . . , k and then rejects all the H0i with pi ≤ α/k. If no such k
exists, all hypotheses are rejected.
The Hommel (1988) procedure h(p, α) is not a classical step-up or step-down
procedure. Given p, determining the index k corresponds to applying m step-up
procedures hj, j ∈ {1, . . . ,m}, to Pj = (p(m−j+1), . . . , p(m)) using the threshold func-
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tions τj(i) = iα/j, i ∈ {1, . . . , j} (these step-up procedures are admissible). Once
kp = max{j : hj(Pj) = ∅} is determined, rejections are calculated by applying the
Bonferroni (1936) correction (defined in Section 3.4.2) at threshold α/kp to all p-values
p, i.e. h(p, α) = hBonferroni(p,mα/kp).
The Hommel (1988) procedure is monotonic (proven below in Section B.2.1 for
completeness) but fails to satisfy Condition 3.5.
Indeed, for qi ≥ pi ∀i /∈ h(p, α), the first part of Condition 3.5 is not satisfied.
Consider p = [α/3+, α/2+, 1], where 0 < α < 1 and 0 <  ≤ α/6. Then h1(P1) = ∅,
h2(P2) = ∅, h3(P3) = {1, 2}, so kp = 2. Therefore, h(p, α) = {1}. Increasing p2 to
p2 = 2α/3 +  yields h1(P1) = h2(P2) = h3(P3) = ∅, hence kp = 3 and h(p, α) = ∅.
B.2.1 The Hommel procedure is monotonic
For p = (p1, . . . , pm) and j ∈ {1, . . . ,m}, let Pj = (p(m−j+1), . . . , p(m)) as before and
likewise define Qj = (q(m−j+1), . . . , q(m)) for q = (q1, . . . , qm).
The Hommel (1988) procedure is monotonic in the first argument. Indeed, for
p ≤ q, Pj ⊆ Qj ∀j and thus hj(Pj) ⊇ hj(Qj) by monotonicity of hj (using that all
hj are admissible). Therefore, hj(Pj) = ∅ implies hj(Qj) = ∅, meaning that kp ≤ kq.
Using the monotonicity of the Bonferroni (1936) correction, α/kp ≥ α/kq implies
h(p, α) ⊇ h(q, α).
The monotonicity of h(p, α) in the second argument follows directly from the
monotonicity of the Bonferroni (1936) correction.
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C.1 Zero rejected hypotheses occur at low effort
The naive method draws a constant number of samples per hypothesis and computes
p-value estimates pˆi = (ei + 1)/(s + 1) as proposed in Davison and Hinkley (1997),
where ei denotes the number of exceedances observed for hypothesis H0i among s
samples.
Assuming full knowledge of all p-values, let τ0 be the proportion of non-rejected
hypotheses observed when applying the multiple testing procedure to the p-values.
In order to observe the correct number of rejections with approximated p-values, the
(1 − τ0)mth ordered p-value estimate has to be the last one lying below the critical
value at its rank in the sorted sequence of estimates.
For the Hochberg (1988) procedure applied at α∗ = 0.1, a constant number of 87
misclassifications were observed for the naive method at both low and high effort in
Table 4.1 of Section 4.3.1. Indeed, applying the Hochberg (1988) procedure to the
fixed p-values leads to 87 rejections and 4913 non-rejections, thus τ0 = 4913/5000 =
0.9826. The critical value of the Hochberg (1988) procedure at the 87th p-value is
approximately 2 · 10−5.
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Estimated p-values with a pseudo-count are bounded from below by L = 1/(s+1),
where s is the number of samples. Even for s = 10000 (high effort), L > 2 · 10−5 and
thus all p-value estimates lie above the (correct) rejection area. Although theoretically
it would be possible that another (possibly underestimated) p-value lies below a
critical value again at a higher rank (as most critical values are non-decreasing), this
rarely happens as hypotheses having higher ranked p-values are typically non-rejected,
hence their p-values (and estimates) are expected to be (much) larger than their
corresponding critical values. Thus in most cases, the fact that L > 2 · 10−5 actually
leads to all hypotheses being consistently non-rejected in each run, independently
of the actual number of exceedances observed. It is hence impossible to record any
rejection.
This phenomenon disappears in three cases. First, using more samples s to es-
timate each p-value will decrease the lower bound L. Alternatively, datasets with
less hypotheses from the null and thus lower τ0 lead to a higher threshold at the
(1− τ0)mth p-value. Third, estimating p-values without a pseudo-count leads to esti-
mates which attain a value of zero and hence allow one to observe rejections for any
number of samples s, though using such estimates does not guarantee appropriate
error control (Section 4.2.1).
C.2 Simulation study at a variable testing threshold
The simulation study comparing the naive approach to QuickMMCTest (Section 4.3.1)
was also carried out at a variable testing threshold. Apart from the testing threshold,
the set-up we used, in particular the fixed p-value distribution, is identical to the one
of Section 4.3.1.
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Table C.1: Common multiple testing procedures at the variable testing threshold
of Pounds and Cheng (2006) – Average misclassification numbers (average numbers
of erroneously rejected hypotheses in brackets) for the naive method at a low effort
(s = 1000) and a high effort (s = 10000) compared to QuickMMCTest (Alg. 4.1).
low effort (s=1000) high effort (s=10000)
procedure naive Alg. 4.1 naive Alg. 4.1
Bonferroni (1936) 90 (0) 40.4 (2.5) 90 (0) 3.5 (1.4)
Simes (1986) 30.7 (10.1) 1.9 (0.9) 8.9 (4.4) 0 (0)
Hochberg (1988) 90 (0) 39.9 (2.5) 90 (0) 3.5 (1.6)
Benjamini and Hochberg (1995) 30.4 (9.9) 1.9 (0.8) 9.1 (4.5) 0 (0)
Benjamini and Yekutieli (2001) 168 (0) 14 (3.8) 22.5 (7) 1.7 (1.2)
Sidak (1967) 94 (0) 31 (2.4) 94 (0) 3.1 (0.5)
Holm (1979) 91 (0) 33.3 (3) 91 (0) 3.4 (1.6)
We corrected the threshold using the estimate pˆi0(p) = min (1, 2/m
∑m
i=1 pi) of
the proportion pi0 of true null hypotheses of Pounds and Cheng (2006), employed in
various real data studies (Han and Dalal, 2012; Lu et al., 2011; Jupiter et al., 2010;
Cheng, 2009). The corrected testing threshold is given by α(p∗) = α∗/pˆi0(p∗), where
α∗ = 0.1 is an uncorrected threshold.
To apply the naive method to a variable testing threshold, one simply computes
usual p-value estimates pˆ with a pseudo-count and classifies all hypotheses using these
estimates at the plug-in threshold α(pˆ).
Simulation results are given in Table C.1. These agree with the ones presented in
Section 4.3.1. As shown in the table, the naive method either observes no rejections
or performs poorly at a low effort when being applied to common multiple testing
procedures. As observed in Section 4.3.1, Algorithm 4.1 is able to compute meaningful
results for all procedures at a low effort, nevertheless its results contain up to 40
misclassifications. Its test results are again especially accurate for the procedures of
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Table C.2: Average misclassification numbers (average numbers of erroneously re-
jected hypotheses in brackets) for common methods compared to QuickMMCTest for
the Bonferroni (1936) correction. Threshold of Pounds and Cheng (2006) at α∗ = 0.1.
low effort high effort
(K = 1000m) (K = 10000m)
Naive method 90 (0) 90 (0)
Besag and Clifford (1991) 90 (0) 5.8 (1.5)
Guo and Peddada (2008) 90 (0) 6.1 (1.1)
Sandve et al. (2011) 90 (0) 20.1 (1.3)
Jiang and Salzman (2012) 90 (0) 17.4 (2.7)
Gandy and H. (2014) 90 (0) 8.8 (1.1)
QuickMMCTest 40.2 (2.3) 3.6 (1.4)
K: total number of samples; m: number of hypotheses.
Simes (1986) and Benjamini and Hochberg (1995), and generally only contain few
erroneously rejected hypotheses.
Similarly to Section 4.3.1, the naive method still fails to record any rejections for
some procedures at a high effort. Algorithm 4.1 yields a multiple fold decrease in
misclassifications compared to the naive method and only few erroneously rejected
hypotheses.
C.3 Common methods at a variable testing threshold
We use the p-values fixed in Section 4.3 and evaluate all algorithms considered in
Section 4.3.2 using the Bonferroni (1936) procedure at the variable testing threshold
of Pounds and Cheng (2006) with an uncorrected threshold of α∗ = 0.1 (same testing
setting as in Section C.2).
The comparison of commonly used methods to QuickMMCTest (Algorithm 4.1)
in Table C.2 confirms the picture already observed at a constant threshold (Section
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Table C.3: Average misclassification numbers (average numbers of erroneously re-
jected hypotheses in brackets) for common methods compared to QuickMMCTest us-
ing the Benjamini and Hochberg (1995) procedure. Testing threshold of Pounds and
Cheng (2006) at α∗ = 0.1.
low effort high effort
(K = 1000m) (K = 10000m)
Naive method 32.1 (9.6) 9 (3.4)
Besag and Clifford (1991) 18.4 (7.5) 18.8 (7.5)
Guo and Peddada (2008) 4.4 (2) 0.2 (0.2)
Sandve et al. (2011) 10.5 (4.2) 2.7 (1.3)
Jiang and Salzman (2012) 13.7 (5.1) 3.6 (1.6)
Gandy and H. (2014) 9.8 (3.9) 0.6 (0.5)
QuickMMCTest 2.4 (1.2) 0.2 (0.1)
K: total number of samples; m: number of hypotheses.
4.3.2): due to the low threshold, all methods except for Algorithm 4.1 fail to compute
meaningful test results at a low effort.
At a high effort, the naive method is again unable to observe any rejections,
whereas most other methods yield test results with reasonable accuracy. The methods
of Besag and Clifford (1991) and Guo and Peddada (2008) perform especially well
and are only outperformed by QuickMMCTest.
When using the Benjamini and Hochberg (1995) procedure, the picture observed
in Table C.3 again resembles the one observed in Section 4.3.2: For the Benjamini and
Hochberg (1995) procedure, all methods are able to observe rejections and thus to
compute meaningful test results for both a low and a high effort. As in Section 4.3.2,
the method of Guo and Peddada (2008) and QuickMMCTest perform comparably well
and considerably better than the other methods. The precise numbers in Table C.3
are almost the same as the ones in Table 4.3 of Section 4.3.2.
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