Multi-channel wireless systems have become a standard solution to address our information society's ever-increasing demand for more information transfer. The ultimate bound on the capacity such systems can achieve is the limited channel diversity in a given propagation medium, and countless proposals to reduce channel cross-talk by engineering software or hardware details of the signals and antenna arrays have been proposed. Here we demonstrate the physical shaping of the propagation medium itself to achieve optimal channel diversity. Using a reconfigurable metasurface placed inside a random environment, we tune the disorder and impose perfect orthogonality of wireless channels. We present experiments in the microwave domain in which we impose equal weights of the channel matrix eigenvalues for up to 4×4 systems, and almost equal weights in larger systems. We further describe one example of wireless image transmission in an office room in which we augmented the 3×3 system's number of effectively independent channels from 2 to the optimum of 3.
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Multi-channel wireless systems have become a standard solution to address our information society's ever-increasing demand for more information transfer. The ultimate bound on the capacity such systems can achieve is the limited channel diversity in a given propagation medium, and countless proposals to reduce channel cross-talk by engineering software or hardware details of the signals and antenna arrays have been proposed. Here we demonstrate the physical shaping of the propagation medium itself to achieve optimal channel diversity. Using a reconfigurable metasurface placed inside a random environment, we tune the disorder and impose perfect orthogonality of wireless channels. We present experiments in the microwave domain in which we impose equal weights of the channel matrix eigenvalues for up to 4×4 systems, and almost equal weights in larger systems. We further describe one example of wireless image transmission in an office room in which we augmented the 3×3 system's number of effectively independent channels from 2 to the optimum of 3.
Shannon defined a communication channel's maximum rate of information transfer (capacity) as C=log2(1+ρ) per frequency, where ρ is the channel's signal-to-noise ratio (SNR) 1 . To meet our information society's ever-expanding quest for more wireless information transfer, the two obvious options of using more bandwidth or improving the SNR both quickly become unfeasible: bandwidth is very limited and expensive, and improving the SNR is a game of rapidly diminishing returns given the logarithmic scaling. Consequently, researchers began to explore the possibility of using multiple channels [2] [3] [4] [5] and over the past decades, many intricate approaches to optimally exploit the available wireless channels have been developed. The crux of multichannel systems is always to avoid cross-talk between channels that are not sufficiently independent. The proposed techniques range from elaborate signal coding 6 or beamforming, such as uneven power distribution across transmitters ("water-filling"), 3, 7, 8 to hardware designs leveraging the orthogonality of different polarization states 9 or combining micro-structured antenna near-fields with time reversal protocols 10 . Ultimately, the propagation medium at hand imposes the upper bound on what any of these techniques can achieve in terms of channel crosstalk. Here, we introduce the idea of physically shaping the propagation medium itself and hence the channels it offers for wireless communication, rather than accepting these as given. The idea is to remove any channel cross-talk by imposing perfect orthogonality of the wireless channels.
To that end, we deploy simple tunable metasurfaces to alter the environment's boundary conditions. We present microwave experiments demonstrating the feasibility of achieving completely independent channels. Our findings show that a propagation medium's channel diversity is not written in stone but can be optimized by tweaking the medium's disorder with simple metasurfaces; without any effort on the transmit or receive sides, perfect channel orthogonality can be imposed, which is beyond what even idealistic randomness can achieve.
To rigorously unravel the role of channel diversity in multiantenna communication, it is instructive to adopt the conventional matrix formalism in which the entry H of the channel matrix H describes the gain between transmitter  and receiver . Consider for concreteness a static n×n system without channel knowledge at the transmitter. Then the generalized version of Shannon's law reads
where I is the identity matrix and i are the singular values of H. It is easy to see that a perfectly orthogonal channel matrix yields the enticing linear scaling of the capacity with n, since all of its singular values are equal. On the other hand, if all channels are identical, Eq. 1 collapses to Shannon's original single-channel equation, albeit with improved SNR. Realistic scenarios are between these two extreme cases. In general, the more disordered the propagation medium is, the more distinguishable the channels are. Yet, even true randomness only yields approximately orthogonal channels as n becomes very large.
Quantifying the channel diversity requires a figure of merit that is more elaborate than the rank of H, which is not only prone to noise but above all an integer quantity that is unfitting for any optimization. Equation 1 suggests that the singular value distribution contains the necessary information: the flatter it is, the closer is H to being orthogonal. A convenient metric for rank optimization is hence the effective rank introduced in ref. 11 :
where i'=i /i i) are the normalized singular values of H. [See Supplementary Discussion in which we show that the distribution of normalized singular values that yields the maximal effective rank also yields the maximal capacity as defined by Eq. 1.] Applied, for instance, to an idealistic, perfectly random 5×5 Rayleigh fading system, we find an average effective rank of 4.1 rather than 5, meaning there are effectively only 4 independent channels.
Having identified a suitable optimization functional, we now move on to the experiment. Common indoor environments constitute disordered cavities of low quality factor for wireless communication signals due to their irregular geometry from the wave's perspective. The wave is reflected off the walls and other obstacles multiple times and a stationary, speckle-like wave field is established 5 . For a first series of experiments, we work in a chaotic metallic cavity as depicted in Fig. 1a [see Methods] because (i) this constitutes a stable, well-controlled system, and (ii) it is easy to perform many realizations with different chaotic geometries while preserving the global physical parameters (volume, quality factor…). It is important to note, however, that the true disorder in this experiment is somewhat contrived relative to realistic environments, such that the channel diversity prior to optimization is already high. The chaotic cavity emulates Rayleigh fading which is considered to provide as much channel diversity as naturally attainable, being completely random -unlike most realistic environments. We cover 6% of the cavity walls with a metasurface consisting of 65 electronically reconfigurable elements 12 ; each element can mimic Neumann or Dirichlet boundary conditions 13, 14 and thereby shape the wave field inside the cavity.
The standard experiment we perform consists in measuring H between two simple antenna arrays inside the cavity, and iteratively identifying a metasurface configuration that maximizes Reff (H) and thereby the channel diversity. [See Methods.] We repeat this experiment for different orientations of the mode-stirrer and different positions of the antennas. In Fig. 1b we show for 2×2, 4×4 and 6×6 systems the evolution of the channel matrix' effective rank over the course of the iterative optimization, both for a sample single realization and the average over 30 realizations. For reference, the values of Reff expected under Rayleigh fading, and for a perfectly orthogonal channel matrix are indicated. Indeed, we see that at the outset the channel diversity corresponds to Rayleigh fading conditions. For n=2, the optimization quickly saturates at the optimum of Reff=2. For n=4, the optimum of Reff=4 is also reached, after a few more iterations. For n=6, a substantial improvement of the channel diversity is achieved that falls just a little short of the optimum.
To get physical insight into the optimization dynamics, we now analyze the channel matrix in more detail. For a sample realization with n=4, we plot in Fig. 2 the evolution of the normalized eigenvalues of H. Over the course of the optimization, the initially randomly distributed eigenvalues are forced onto the unit circle in the complex plane and end up having the exact same weight. This is a clear signature of the channel matrix having become perfectly orthogonal. Consequently, cross-talk between the 4 channels has been completely eliminated by physically shaping the channels. In Fig. 3a -c we show the normalized eigenvalue distribution before and after optimization for all 30 realizations. Initially, the eigenvalues are approximately uniformly spread across the unit circle. This is predicted by Girko's full-circle law for random matrices as n becomes large 15 . The corresponding singular value spectra in Fig. 3d -f are downward sloping, in excellent agreement with random matrix theory 3, 15 . Note that the slope decreases as n becomes larger; this is expected because large random matrices are approximately orthogonal. After optimization, the eigenvalues in Fig. 3a -c are relocated onto the unit circle's perimeter. While this is achieved perfectly for n=2, as n gets larger our limited control over the wave field gradually becomes insufficient and the eigenvalues are scattered around the perimeter within a range that increases with n. The tendency to equalize the weights is still clearly visible but eventually not fulfilled perfectly anymore. Correspondingly, the singular value spectra in Fig. 3d -f after optimization are perfectly flat up to n=4 but only approximately flat for larger n.
Traditional wavefront shaping tools explain why the performance eventually slowly degrades, as n becomes larger. With our fixed-size metasurface, we can effectively control a certain number of cavity modes depending on the modal overlap 16 . The more channels we seek to shape, the more our fixed amount of control over the wave field is shared amongst the channels. As n>4, the available control becomes less and less sufficient to attain perfect orthogonality. [See Supplementary Discussion.] Using a larger metasurface or improving its design are two straightforward options to counteract this.
The channel cross-talk directly reflects the discussed physical properties of the channel matrix. As shown in Fig. 3g -i, in all cases there was substantial channel cross-talk before optimization. In line with the slope of the singular value spectrum, the initial channel cross-talk is lower, the larger n is. After optimization, the cross-talk has been completely eliminated up to n=4, and has been reduced to a finite but negligible level for larger n.
At this stage, having thus far focused our discussion on taming the disorder to yield optimal channel diversity, a question that naturally arises is what impact our channel shaping has on the transmitted energy and thereby on the SNR. Since our antennas only probe a tiny portion of the cavity wave field, the transferred energy before and after optimization does not necessarily have to be the same; by creating constructive or destructive interferences, the transmitted energy balance may in principle vary in either direction [16] [17] [18] . This must be seen in contrast to communication via multimode waveguides such as optical fibers 19, 20 . However, since our optimization criterion was solely based on orthogonality considerations, one would not expect any significant change of transmitted energy. A convenient quantity to evaluate the latter is E=⟨i 2 ⟩i since we can see from Eq. 1 that any change of E can be directly interpreted as a change in SNR. Indeed, we observe that the ratio of final to initial E is very close to unity in our experiments, the average being 0.94. Due to the logarithmic scaling, small changes in E do not significantly impact the achievable capacity. Nonetheless, one could in principle define alternative optimization functionals that seek trade-offs between channel diversity and SNR.
Finally, to provide both an illustrative visualization of the benefits of optimal channel diversity as well as compelling evidence that our scheme works in real-life, we transpose our experiment from the well-controlled chaotic cavity to a standard office room. [See Methods.] We consider the wireless transfer of the RGB image in Fig. 4a via a simple 3×3 multiantenna system without any coding (one monochrome color component per antenna). First, we measure the initial channel matrix. It has an effective rank of 2.2 rather than 3, meaning there are effectively only two independent channels. Note how this real-life scenario has some channel diversity but remains well below the Rayleigh fading benchmark. Then we optimize the channel diversity as before, attaining a final effective rank of 2.9 which corresponds almost to the optimum of 3. Based on the experimentally measured initial and final channel matrices, we then emulate the image transfer with a binary phase shift keying scheme in combination with regulated zero forcing [see Methods]. We thereby assume channel knowledge only on the receiver side which is routinely obtained with pilot signals. Initially, the transmitted image is heavily distorted (Fig.  4b) ; in particular, orange and yellow are not distinguishable and white surfaces appear pink. After optimizing the channel diversity, the image is transmitted almost flawlessly (Fig. 4c) .
We have demonstrated experimentally the ability of imposing perfect orthogonality of wireless communication channels in (usually to some extent disordered) propagation media by physically shaping the latter with simple metasurfaces, achieving optimal channel diversity and minimal cross-talk. Our concept may find further applications in future chip-to-chip communications where, besides optical solutions, radio-frequency wireless interconnects are currently considered to overcome today's bottle-neck: electrical wires 21-23 . 
METHODS

Experimental Setup and Procedure
This section provides the technical details of our proof-of-principle experiment in the chaotic metallic cavity shown schematically in Fig. 1a of the main text. The results presented in Fig. 1b , Fig. 2 and Fig. 3 are obtained with this setup. The cavity dimensions are 1.45 m × 1 m × 0.75 m; the cavity thus has a volume of 1.1 m 3 . The cavity surface is metallic (aluminum). The ensemble of metallic elements in the cavity (original cavity's walls plus irregular objects in the cavity such as the mode-stirrer) yields a clearly disordered geometry.
The metasurface consists of 102 phase-binary elements; for each element the phase shift of the reflected wave can be tuned electronically via a bias voltage from an Arduino microcontroller to be either 0 or π. The working principle of the metasurface reflect-array is outlined in detail in ref. 12 . In summary, each element consists of two resonators that hybridize. The resonance of one of the two resonators can be altered with the bias voltage of a PIN diode. Thus the overall resonance of the element can be tuned. The element is designed such that it is either on or off resonance at the working frequency of f0 = 2.47 GHz which is a standard Wi-Fi operation frequency. This yields the phase-binary control over the wave field. The reflect-array covers about 6% of the cavity surface. Note that out of the 102 reflect-array elements 37 were broken such that effectively only 65 were used throughout this work.
We estimated the quality factor Q of the cavity at the working frequency as 604. We evaluated Q as πf0/μ, where μ is the exponential decay constant extracted from the inverse Fourier transform of the experimentally measured transmitted field, averaged over different random reflect-array configurations and mode-stirrer orientations.
Each array of antennas consisted of a line of 8 identical commercial Wi-Fi monopole antennas separated by 10 cm (a little more than half the wavelength at the working frequency). All 8 antennas were in the exact same orientation (i.e. no polarization diversity). Each antenna array was connected to a radio-frequency switch which in turn was connected with a vector network analyzer.
The optimization procedure was a standard iterative sequential algorithm 24 . We used the effective rank of the channel matrix (see Eq. 2 in main text) as cost function. For each iteration, we changed the configuration of one of the reflect-array elements, measured the new channel matrix and evaluated the new effective rank. If it was higher than previously, we updated the optimal reflect-array configuration accordingly. This way, we tested element after element, looping three times over each element. Examples of experimental optimization curves are given in Fig. 1b in the main text. Retesting each element multiple times is necessary because the reverberation inside the cavity creates long-range correlations between the optimal configurations of the reflect-array elements. Indeed, the optimization curves for n=4 and n=6 of the example experiments displayed in Fig. 1b in the main text do not saturate after having tested each reflectarray element once (iteration #65) but significantly later.
Finally, we performed 30 realizations of the experiment for each considered square channel matrix size n ∈ {2,3,4,5,6,7}. A realization of disorder may be defined as repeating the experiment with the same global parameters (cavity volume, quality factor …) but with a different (disordered) cavity geometry. We ran the experiment for ten different mode-stirrer orientations and three different random choices of n antennas amongst the 8 available ones.
Numerical Evaluation of Rayleigh Fading Channel Model
The model of Rayleigh fading channels assumes an i.i.d. complex, zero mean, unit variance distribution of the entries of the channel matrix. This is satisfied by picking both the real and the imaginary part of each entry of the channel matrix from a normally distributed random number generator. The energy normalization is irrelevant for the evaluation of the effective rank. For each value of n, we simulated 500 random Rayleigh fading channel matrices in MatLab and computed the corresponding quantities (effective rank, singular value spectrum).
Evaluation of Channel Cross-Talk
The entry Oij of the overlap matrix O quantifies how the vector Ai of channel gains from every transmitter to receiver i overlaps with the vector Aj of channel gains from every transmitter to receiver j. We normalize these vectors by the root-mean-square of the absolute values of their entries, yielding Ai' and Aj'. Then, Oij=|Ai' † Aj'| and we define the average channel overlap as the average of all off-diagonal entries of O. A perfectly orthogonal matrix has Oij = ij, where ij is the Kronecker delta.
Office Room Implementation
To transpose our experiment to real-life, we replaced the well-controlled and perfectly stable metallic cavity with a standard office room. The room's dimensions are 2.5 m × 4.3 m × 3.6 m; its volume is thus 38.7 m 3 and our reflect-array covers only 0.5% of the room's surface. We measured a quality factor of 215 in the room. The room is furnished with multiple tables, chairs and cupboards. A photographic image of the room is provided in Extended Data Figure 1 . Throughout the experiments, there was no human motion in the room. The experimental procedure was exactly the same as before, the only difference being that the metallic disordered cavity was replaced by a furnished office room. A sample optimization curve obtained experimentally in the office room for a 3×3 system is displayed in Extended Data Figure 2 , as well as the singular value spectrum of the initial and optimized channel matrix. This data corresponds to the realization on which Fig. 4 of the main text is based.
Emulating a Wireless Image Transmission with Experimentally Measured Channels
Here we detail the procedure used to produce Fig. 4 of the main text. Based on experimentally measured wireless communication channels in an office room (see above), we emulated the transfer of an RGB color image across a 3×3 Multiple-Input Multiple-Output system (n=3). Thanks to the linearity of wave propagation, all these calculations can be performed numerically based on the experimentally measured channels. To produce Fig. 4 , we chose ρ = 6.8 dB. The objective is to visually illustrate the benefits of shaping wireless channels. Hence, we focus on the Physics of the problem and use a simple modulation/demodulation scheme rather than a more elaborate one. We do explicitly not claim that the scheme is optimal, but it serves very well our purpose of visualizing the impact of improved channel diversity on a wireless image transmission.
We consider a simple binary phase shift keying (BPSK) scheme. Moreover, we do not assume channel knowledge at the transmitter. At the receiver, the channel is assumed to be known, which is usually achieved through the use of pilot signals which are followed by the actual data in practical schemes. Furthermore, we assume that the channel is static throughout the transmission of the image.
An RGB image is a three-dimensional matrix, the third dimension being of length three which corresponds to the three color components red (R), green (G) and blue (B). Each matrix entry is an integer between 0 and 255 which corresponds to 8 bits. We transform the information for each of the three colors into a one-dimensional binary vector. To that end, we reshape for each color the corresponding two-dimensional matrix into a vector and then replace each entry by eight consecutive entries corresponding to the entry's binary representation.
This yields three binary one-dimensional data streams. We assign one of the three transmitting antennas to each data stream and simultaneously emit one entry of the data streams at a time. In the BPSK scheme, we assign '1' to a phase of 0, and '0' to a phase of π. We obtain the three received signals by simply multiplying the transmitted signals with the experimentally measured channel matrix and adding the desired level of white Gaussian noise. There is thus no effort whatsoever neither on the design of the antenna arrays, nor on the transmitted signals, nor their power.
To recover the data from the received signals, we opt for a simple linear data processing scheme on the receiver side. Given the measurement Y=HX+n and the channel matrix H, the challenge is to recover X. Note that except for the very special case of an identity matrix as channel matrix, there is always the need for some data processing -irrespective of the channel diversity. A simple but effective technique is that known as 'minimum mean square error', or also referred to as 'regulated zero forcing'. It consists in estimating X as ([H † H+βI] -1 H † ) Y, where † denotes the conjugate transpose operation. β is the standard deviation of the experimental noise. The benefit of this technique is that it works irrespective of the SNR. In fact, for very low or very high SNR it becomes equivalent to simply using the inverse channel matrix, i.e. H -1 , or using phase conjugation, i.e. H † , respectively. We do not delve into the details here but refer the interested reader to ref. 25 which provides an insightful in-depth discussion and detailed analysis of the technique. The key point about choosing the value of β is that it directly depends on the SNR; in a realistic experiment β can thus be chosen once and for all. Here, we thus simply test a wide range of values and pick the best one.
Once we have estimated this way, we recast the data streams into the original binary form. If an entry's phase is between -π/2 and π/2, we identify a '1', else a '0'. This yields once again three one-dimensional binary data streams like X, and we apply the inverse procedure to reconvert them into a two-dimensional 8-bit RGB image. The quality of the reconstruction can be evaluated, for instance as the correlation coefficient between the true and the recovered image. We used this as cost function to identify the optimal value of β. 
Supplementary Discussion
Performance under Real-Life Conditions
Compared with the metallic cavity, the office room has a substantially larger volume as well as a significantly lower quality factor. The impact of these two factors on the ability of the reflect-array to shape the wireless channels can be understood with traditional wavefront shaping tools. As mentioned in the main text and detailed in refs. 1-3 , the control of the metasurface reflect-array over the wave field may be modeled as effectively controlling some modes out of the cavity modes that overlap at the working frequency due to their finite line-widths. Based on Weyl's Law, may be estimated as
where is the speed of light and is the cavity volume. The term increased by a factor of about 141 between the relatively small, high-metallic cavity and the very large, low-office room. Consequently, is a lot larger in the office room than in the metallic cavity, while remains the same since we still use the same reflect-array. Therefore, our control over the wave field is naturally a lot smaller in the office room than in the metallic cavity -given our experimental setup. There are several obvious ways to increase the reflect-array's control over the wave field. First, one may simply use a larger reflect-array with more elements. Indeed, in our office room experiment we only covered a tiny percentage of the wall surface with our reflect-array. Second, one may improve the reflect-array design. Currently, it only has a phase-binary control over a single polarization and moreover suffers from attenuation issues; there is ample room for refining the technology. The optimization in the office room clearly does not reach perfect orthogonality ( = 2.86 ≠ = 3) which can also be seen by the final singular value spectrum in Extended Data Figure 2b not being perfectly flat. As discussed above, a notable deterioration in the optimization performance is expected in the office room as compared with the metallic cavity. Nonetheless, the channel diversity is substantially enhanced even in the office room, as visualized in Fig. 4 of the main text.
Finally, we point out that the entire optimization procedure could be performed in real time with optimized electronics (e.g. using field-programmable-gate-arrays (FPGAs) instead of the Arduino microcontroller) such that the reflect-array's PIN diodes could be switched at MHz rates. Hardware solutions in that spirit have been reported, for instance, in refs. 4, 5 , proving that this is technologically possible with the current state-of-the-art.
