Climate impact of aviation is expected to increase further. Aircraft routings are an important measure for climate impact reductions. To find an effective aircraft routing strategy for reducing the impact, the first version of the submodel AirTraf has been developed; this submodel can simulate global air traffic in the ECHAM/MESSy Atmospheric Chemistry (EMAC) model. This paper describes the updated submodel AirTraf 2.0. Seven new aircraft routing options are introduced, including contrail avoidance, minimum economic costs, and minimum climate impact. Example simulations of the new routing options 5 are presented by using around 100 north-Atlantic flights of an Airbus A330 aircraft for a typical winter day. The results clearly show that the family of optimum flight trajectories (three-dimensional) varies according to the routing options. The comparison of the results for various routing options reveals characteristics of the routing with respect to air traffic performances. The minimum cost option obtains a trade-off solution between the minimum time and the minimum fuel solutions. The aircraft routings for contrail avoidance and minimum climate impact reduce the potential climate impact, which is estimated by using 10 algorithmic Climate Change Functions, whereas these two routings increase flight operating costs. A trade-off between the aircraft operating costs and the climate impact is confirmed. The simulation results are compared with literature data and the consistency of the submodel AirTraf 2.0 is verified.
by the cash operating cost (COC; Liebeck et al., 1995; see Sect. 2.5.6) , which is commonly used as a criterion for airline economics) and for climate impact (measured as average temperature response estimated by integrating the CCFs). The results showed that the climate-optimal route differed from the cost-optimal route. The climate-optimum trajectory (3D-optimized trajectory in lateral and vertical) decreased the climate impact by about 45 % over that of the economical route, whereas it increased COC by 2 %. Thus, the climate impact drastically decreased with a small increase of economic cost. 5 In general, benefits of flying climate-optimized trajectories were investigated by using different climate metrics. Ng et al. (2014) optimized flight trajectories for a total climate cost which was calculated by the absolute global temperature change potential (pulse AGTP values for three different time horizons; Shine et al., 2005) due to CO 2 emission and contrails. A total of 960 trans-Atlantic flights (482 eastbound and 478 westbound flights) was analyzed for a specific summer day. They reported that the climate-optimized routing reduced the total AGTP (for the medium-term climate goal, i.e., the time horizon of 50 years) 10 by 38 % with an additional flight time of 3.1 % and with extra fuel use of 3.1 % for the eastbound flights, whereas the routing reduced the total AGTP by 20 % with an additional flight time of 3.0 % and with extra fuel use of 3.7 % for the westbound flights. Generally, aircraft operating costs depend on time and on fuel. Thus, those results indicate the aforementioned tradeoff between climate impact and economic cost. Although many studies show the benefit of the climate-optimized routing, this routing is not used for the today's flight planning: the today's aircraft routing focuses on the minimum economic cost. However, 15 if additional costs, such as environmental taxes, for aviation climate impact of CO 2 and non-CO 2 effects are included in the operating costs, a cost increase due to the climate-optimized routing is possibly compensated (Grewe et al., 2017b) . This inclusion can change the current routing strategy, and incentivize airlines to introduce a climate-optimized flight planning.
Here, we present an air traffic simulation model which serves as a basis for the following ultimate two aims: to investigate an eco-efficient aircraft routing strategy that reduces the climate impact of global air traffic over the next few decades, and to 20 estimate its mitigation gain for different aircraft routing strategies. For these aims, the submodel AirTraf (version 1.0) has been developed as one of the submodels of the ECHAM/MESSy Atmospheric Chemistry (EMAC) model (Yamashita et al., 2015 (Yamashita et al., , 2016 . AirTraf can simulate global air traffic in EMAC (online) for various aircraft routing strategies (options). Every flight trajectory is optimized for a selected routing option under daily changing local atmospheric conditions. AirTraf can take into account where and when aviation emissions are released or contrails form. The road map for our overall study has been shown 2.2 Model components of submodel AirTraf Figure 1 shows the flowchart of the submodel AirTraf 2.0. The present version is based on the model components of Air-Traf 1.0. Thus, this section outlines them. First, air traffic data and AirTraf parameters are read in the main entry point messy_initialize ( Fig. 1, dark blue) . They consist of a one-day flight plan (including departure and arrival airport pairs, latitude and longitude of the airports, and departure time), Eurocontrol's Base of Aircraft Data (BADA Revision 3.9; 5 Eurocontrol, 2011), ICAO engine performance data (ICAO, 2005) , a load factor, jet fuel price, an aircraft routing option, etc.
Any arbitrary number of flight plans is applicable and is reused for AirTraf simulations longer than two days. Table 1 lists the relevant data of an A330-301 aircraft and constant parameters used in AirTraf 2.0. Second, all the entries are distributed in parallel by the message passing interface (MPI) standard (called for the main entry point messy_init_memory; Fig.   1 , blue). Third, the air traffic simulation (called the AirTraf integration; Fig. 1 , light blue) is called in the main entry point 10 messy_global_end, considering local atmospheric conditions for every flight route. The AirTraf integration uses three modules: the aircraft routing module ( Fig. 1, light green) , the fuel-emissions-cost-climate calculation module ( Fig. 1, light orange), and the flight trajectory optimization module ( Fig. 1 , dark green). The first module calculates flight trajectories corresponding to a selected routing option. The second module comprises a total energy model based on the BADA methodology (Eurocontrol, 2011; Schaefer, 2012) and the DLR fuel flow method (Deidewig et al., 1996) . The third module consists of the 15 Adaptive Range Multi-Objective Genetic Algorithm (ARMOGA version 1.2.0; Sasaki et al., 2002; Obayashi, 2004, 2005) . Finally, simulation results are gathered from the MPI tasks. Optimum flight trajectories and global fields of flight properties (four-dimensional Gaussian grid; Fig. 1 , rose red) are output. The same assumptions made in AirTraf 1.0 are applied in AirTraf 2.0, e.g., only the cruise flight phase is considered; trajectory conflicts and operating constraints (e.g., military air space) are neglected. Further details of the model components have been reported by Yamashita et al. (2016) . 20 
Calculation procedures of the AirTraf integration
AirTraf 2.0 follows the calculation procedures of AirTraf 1.0 described in detail in Sect. 2.4 of Yamashita et al. (2016) . This section reviews the procedures of the AirTraf integration ( Fig. 1, light trajectory varies day by day. Note that the three-dimensional wind components (u, v, w) are considered in the flight trajectory optimization for all routing options. The resulting optimum flight trajectory consists of waypoints (i = 1, 2, · · · , n wp ) and flight segments (i = 1, 2, · · · , n wp − 1), where i is the index arranged from the departure (i = 1) to the arrival (i = n wp ), and n wp is 5 https://doi.org /10.5194/gmd-2019-331 Preprint. Discussion started: 19 December 2019 c Author(s) 2019. CC BY 4.0 License. the number of waypoints (see Fig. 3 of Yamashita et al., 2016) . Table 2 lists flight properties calculated for the waypoints, the flight segments, and the whole trajectory. In AirTraf 2.0, 15 new properties are calculated.
The second step, which is linked to the fuel-emissions-cost-climate calculation module ( Fig. 1, light orange) and its reliability have been reported in Sects. 2. 5, 2.6, and 5 of Yamashita et al. (2016) .
The third step moves the aircraft to a new position along the optimum flight trajectory corresponding to the time steps of EMAC, by referring to the estimated time when the aircraft passes through the waypoints (called the estimated time over ETO, Table 2 ).
At the fourth step, the individual flight properties corresponding to a flight path for one time step of EMAC are gathered 10 into the aforementioned global fields: NO x emission, H 2 O emission, fuel use, flight distance, contrail distance (PCC dist ), and average temperature responses for the time horizon of 20 years (ATR20s of ozone, methane, water vapor, CO 2 , contrails, and total; see Sect. 2.5.7) are gathered along the flight segments (Table 2 ). If the aircraft reaches the last waypoint in the time loop of EMAC, the aircraft has landed (i.e., the flight quits) and the flying process ends for this flight.
Flight trajectory optimization 15
The flight trajectory optimization methodologies described by Yamashita et al. (2016) are also used for the new routing options and are outlined in this section. The flight trajectory optimization module ( Fig. 1 , dark green) executes the optimization. The module consists of ARMOGA (version 1.2.0; Sasaki et al., 2002; Obayashi, 2004, 2005) , which is a stochastic optimization algorithm.
A solution x (the term is synonymous with the flight trajectory) is a vector of n dv design variables: x = (x 1 , x 2 , · · · , x n dv ) T , 20 here n dv = 11. With the design variable index j (j = 1, 2, · · · , n dv ), x j (j = 1, 2, · · · , 6) indicate longitudes and latitudes, and
x j (j = 7, 8, · · · , 11) indicate altitudes. The j th design variable varies between lower and upper bounds [x l j , x u j ]. The bounds of [x l j , x u j ] (j = 1, 2, · · · , 6) are automatically set for a given airport pair, whereas those of [x l j , x u j ] (j = 7, 8, · · · , 11) are set as [x l j , x u j ] = [FL290, FL410] (flight levels; FL290 and FL410 denote 29 000 and 41 000 ft, respectively). Geographic locations of the airport pair are set according to the flight plan; altitudes of the airport pair are set to FL290. Given values of x j (j = 25 1, 2, · · · , n dv ), a three-dimensional flight trajectory is represented by a B-spline curve (third-order) between the airport pair (an illustration is given in Fig. 6 of Yamashita et al., 2016) .
The initial population operator ( Fig. 1 , dark green) generates initial values of x j (j = 1, 2, · · · , n dv ) at random within the lower and upper bounds, and creates an initial population, which consists of a random set of solutions (population approach; the population size is set by n p ). An objective function f is defined, depending on a selected routing option (see Sect. 2.5), and 30 a single-objective optimization problem can be written as follows:
where no constraint function is used. The ARMOGA solves the optimization problem by the following genetic operators: evaluation, selection, crossover, and mutation ( Fig. 1 , dark green; Holand, 1975; Goldberg, 1989) . A value of f is calculated for each of the solutions by the evaluation operator. In this study, good solutions were identified in the population by the Fonseca-Fleming Pareto ranking method (Fonseca et al., 1993) ; the stochastic universal sampling selection (Baker, 1985) was used for the selection operator; the Blend crossover operator (BLX-alpha; Eshelman, 1993) was applied to the population to 
Fuel use
The objective function for the fuel option represents the sum of fuel use kg(fuel) of a flight: 20 where FUEL i is the fuel use of the i th flight segment (Table 2) .
NO x emission
The objective function for the NO x option represents the sum of NO x emission g(NO x ) of a flight:
where NO x,i is the NO x emission of the i th flight segment; EINO x,a,i is the NO x emission index under actual flight condi-25 tions at the i th waypoint ( 
H 2 O emission
The objective function for the H 2 O option represents the sum of
where H 2 O i is the H 2 O emission of the i th flight segment ( (Table 1) . The H 2 O emission is proportional to the fuel use by assuming an ideal combustion of 5 jet fuel. Thus, this option yields the same results as the fuel option in AirTraf 2.0. If an alternative fuel option is introduced, the H 2 O option probably differs from the fuel option, because the emission index may not be constant. 
Contrail formation
where PCC dist,i is the contrail distance of the i th flight segment; Potcov i is the potential persistent contrail cirrus coverage at the i th waypoint; and d i is the flight distance of the i th flight segment (Table 2) . PCC dist,i is calculated by using the potential contrail coverage Potcov (Ponater et al., 2002; Burkhardt et al., 2008; Burkhardt and Kärcher, 2009 ; details of Potcov have 15 been reported by Frömming et al., 2014) . The Potcov represents fractional areas in which contrails can maximally occur under a given atmospheric condition. The Potcov is calculated by the submodel CONTRAIL (version 1.0; Frömming et al., 2014), using a parameterization scheme based on the thermodynamic theory of contrails, i.e., the Schmidt-Appleman theory (Schmidt, 1941; Appleman, 1953; Schumann, 1996) .
Simple operating cost (SOC) 20
The cost index (CI) is set during a real flight to manage airline operation costs and is defined as the ratio of time cost to fuel cost (CI = C time /C fuel , where C denotes a cost). A low CI value causes an aircraft to minimize fuel use with a sacrifice of flight time, which enables a long-range flight. Conversely, a high CI value causes the aircraft to minimize flight time with an extra fuel use. Generally, the operating costs are a function of flight time and fuel. Thus, the minimum cost solution lies in a trade-off between flight time and fuel (Cook et al., 2009; Marla et al., 2016) . Here, the objective function simply represents the 25 sum of the time and the fuel costs on the basis of the CI features:
where c t and c f are the unit costs of time and fuel, respectively (Table 1) ; V ground,i is the ground speed at the i th waypoint ( Table 2 ). Note that, the c t includes the cost elements for flight crew, cabin crew, and maintenances for both, airframe and engines.
Cash operating cost (COC)
The COC is a comprehensive economic criterion for evaluating airline operation costs (Liebeck et al., 1995) . The COC in-5 cludes the cost elements for flight crew, cabin crew, landing fee, navigation fee, fuel, and maintenances for both, airframe and engines (no costs for depreciation, insurance, and interest are included). The COC calculation method for international flights (Liebeck et al., 1995) was employed. Those cost elements were calculated on the basis of the price in 1993 and were scaled to 2015 by the average U.S. inflation rate of average consumer prices r inf (Table 1; IMF, 2016) . Only the fuel cost was directly calculated with the current jet fuel price JFP (Table 1 ; IATA, 2017). A block time and a block fuel originally used in 10 the method were replaced by the total flight time FT and the fuel use of Table   2 ). The objective function can be written as:
A detailed description of the COC calculation method has been reported in Liebeck et al. (1995) . Given the parameters and variables listed in Tables 1 and 2 (Table 2) and are combined into an objective function to represent an anticipated climate impact of a flight (in K): Further details of the aCCFs have been reported in the literature mentioned above.
3 Example application: one-day simulation with new aircraft routing options
Simulation setup
Nine one-day simulations were carried out for a demonstration of AirTraf 2.0. Table 3 lists the simulation setups. The same setups that we used for the consistency check for AirTraf 1.0 simulations (Yamashita et al., 2016) were employed; only the simulation period was changed into a recent day, which showed a typical weather condition in winter with a strong jet stream for the optimization parameters were determined by the benchmark tests (Yamashita et al., 2016) .
Optimized flight trajectories and global fields 10
To verify the simulation output, the obtained optimized trajectories and global fields for the contrail, the COC, and the climate options are shown. Figure 2 shows the optimized trajectories for those options (optimized trajectories for other options are shown in Supplement Fig. S3 ). Obviously, the optimum trajectories vary with the routing options. Figures 2c and 2d show that the COC optimum trajectories of the eastbound flights leap up over the North Atlantic Ocean, whereas these trajectories are shifted northward for the westbound flights. As the jet stream is located at around 50 • W and 40 • N (see Fig. S2 in the 15 Supplementary material), the eastbound trajectories are optimized to benefit from tailwinds of the jet stream and the westbound trajectories avoid headwinds of the jet by detouring northward. In addition, most of those trajectories are located at high flight altitudes (∼FL410, 12.5 km), because fuel consumption decreases due to aerodynamic drag reduction (Fichter et al., 2005; Schumann et al., 2011; Yamashita et al., 2016) . In contrast, the contrail and the climate options show complex shaped trajectories with various flight altitude changes (see Figs. 2a, 2b, 2e, and 2f ).
20 Figure 3 shows the global fields of fuel use, contrail distance, and climate impact indicated by ATR20 total for the three options. We see that the contrail option certainly decreases the contrail distance; the COC option shows the narrower fuel distribution than that of the contrail and climate options; and the climate option shows the net climate impact reduction (the local negative values, i.e. cooling effects, are mainly caused by contrails). A comprehesive analysis of the optimized trajectories for the calculated fields is beyond the scope of this paper. However, it is apparent from Fig. 3 that the optimized trajectories 25 successfully decrease the respective objects (target measures) to be minimized (this point is discussed quantitatively in Sect.
3.3).
Characteristics of aircraft routing options
To examine the characteristics of the routing options, Table 4 lists a summary of typical performance measures of the one-day air traffic (total 103 flights) for specific routing options (bar charts are given in Supplement Fig. S4 ). Relative changes (in %) to 30 the COC option are also listed in Table 4 , considering this option as a reference (the COC option is assumed to be the current aircraft routing strategy). Table 4 shows that individual options successfully minimize their own object (target measure; see measures marked with an asterisk in Table 4 ). These results confirm the correctness of the new routing options in AirTraf, since
we solve a single-objective minimization problem defined by Eq. (1) for each routing option.
We see from Table 4 that the great circle option has the minimum flight distance, whereas this option increases other mea-
sures. The time option shows the minimum flight time with a penalty on fuel use, NO x emission, H 2 O emission, SOC, COC, 5 and ATR20 total (further discussion in Sect. 4). The fuel (and also the H 2 O), the NO x , the SOC, and the COC options obtain similar values on all the measures (see also Supplement Fig. S4 ). Of the nine routing options, these options show decreased fuel use, NO x and H 2 O emissions, SOC, and COC, whereas contrail distance and ATR20 total increase. The difference among these options is considered significant for airline operations and thus is discussed in Sect. 4. The contrail option shows the minimum contrail distance and decreases ATR20 total , whereas the other measures considerably increase. This option allows aircraft to 10 widely detour the potential contrail regions (because no constraint function is used in Eqs. (1) and (5) cost-benefit performance (i.e., the COC increment per ATR20 total reduction) for the contrail and the climate options are 0.24 and 0.13 Mil.USD(10 −7 K) −1 , respectively. Thus, the climate option seems to be a more cost-effective option. Note that this performance is a narrow result obtained using AirTraf 2.0 under the specific conditions (e.g., the simulations were carried out with the 103 north-Atlantic flights on December 1, 2015, as shown in Table 3 ). Table 4 shows that the COC option has more flight time than that of the time option, 15 and that the COC option consumes more fuel than that of the fuel option. The COC option yields the values of compromise To support the discussion above, the fuel and the COC options are compared in detail. Erzberger and Lee (1980) compared the minimum fuel and the minimum direct operating cost (DOC) trajectories for a short-haul route for a Boeing 727-100 aircraft 20 on the basis of optimum control theory (Bryson and Ho, 1969) under U.S. Standard Atmospheric conditions. They showed that flying "minimum fuel" reduced fuel use by 6.9 %, whereas the time and the DOC penalties of the trajectory were 23 and 6 %, respectively (constrained thrust case). Our results in Table 4 show that the fuel option reduces fuel use by 0.1 %, whereas the time and the COC penalties of the option are 0.1 and 0.03 %, compared to those measures of the COC option. The signs of these relative changes obtained from our results agree with those shown by Erzberger and Lee (1980). In addition, the time and Compared to the COC option, the NO x option decreases the NO x emission by 0.5 %, leading to a COC increase of 0.2 %. Mulder and Ruijgrok (2008) analyzed effects of varying cruise conditions on NO x emission and on DOC from the cruise NO x simulation model (Bremmers, 1999) by assuming a cruise range of 5800 km with a Boeing 747-400 aircraft under ISA conditions. They clearly concluded that a reduction of NO x emission caused a cost increase. Our results agree well with this conclusion. Moreover, the NO x option differs from the fuel option, because the amount of NO x emission depends not only 5 on fuel use, but also on the NO x emission index, as defined in Eq. (3) . The emission index depends strongly on the ambient atmospheric conditions at every waypoint (see Sect. 2.6 of Yamashita et al., 2016) . Table 4 shows that the NO x option decreases respectively, over those of a wind-optimal strategy (this strategy is regarded as an economically optimal strategy; see Sect. 2.4
of Yamashita et al., 2016) . This study clearly indicated the fuel increase by avoiding contrail formations. Our results agree well with the finding of Sridhar et al. (2013) .
30 Table 4 clearly shows a trade-off between economic cost and climate impact (see also Supplement Fig. S4 ). Compared to the COC option, the climate option decreases ATR20 total by 67.9 % with an additional COC of 9.8 %. A similar trade-off certainly exists between the minimum COC and the minimum climate impact trajectories for each airport pair. The trade-off obtained from our results agrees with that indicated by many studies (see Sect. 1). Moreover, Niklaß et al. (2017) over 100 years (ATR100) and on COC under ISA conditions. They showed a clear trade-off between the cost and the climate impact. The minimum climate impact trajectories, on average, reduced ATR100 by 28.4 % with an additional COC of 7.1 %, compared to those measures of the minimum COC trajectories. Our results agree with those shown by Niklaß et al. (2017) .
As discussed above, the many previous studies verify the consistency of the AirTraf simulations. Before concluding the discussion, two superior aspects of the AirTraf submodel are emphasized, compared to the simulation models used in the 
Conclusions
We introduced updates to the air traffic simulation model AirTraf in the chemistry-climate model EMAC. The submodel AirTraf 2.0 was developed according to the MESSy standard and was described in detail in this paper. This submodel introduces seven new aircraft routing options for air traffic simulations: the fuel use, the NO x emission, the H 2 O emission, the contrail formation, 15 the simple operating cost, the cash operating cost, and the climate impact options. Our flight trajectory optimization methodology consists of genetic algorithms; the methodology was similarly used and was validated beforehand (Yamashita et al., 2016) .
The particular strength of AirTraf is to enable a flight trajectory optimization for a global flight movement set in the atmosphere which is comprehensively described by EMAC. The novel routing option, i.e., the climate impact option, has been integrated in AirTraf 2.0. This option uses meteorological variables in terms of (spatially and temporally varying) aviation climate impact 20 estimated by the aCCFs, and optimizes flight trajectories by minimizing their anticipated climate impact. As the aCCFs are new proxies for the climate-optimized routing, AirTraf takes a role in verifying the aCCFs themselves and the climate impact option based on the aCCFs in multi-annual (long-term) simulations.
To verify the submodel AirTraf 2.0, example simulations were carried out with 103 north-Atlantic flights of an Airbus A330 aircraft for a typical winter day. The AirTraf 2.0 simulates the one-day air traffic successfully for each routing option. The The aCCFs are calculated by the submodel ACCF (version 1.0). The derivation and validation of the aCCFs of ozone, methane, water vapour have been published by Van Manen (2017) and Van Manen and Grewe (2019) ; the aCCF of contrails is described by Yin et al. (2018a) and Yin et al. (manuscript in preparation, 2019 
where T is the atmospheric temperature in K, Φ is the geopotential in m 2 s −2 , F in is the incoming solar radiation at the top of 25 atmosphere in Wm −2 , P V is the potential vorticity in PVU (1 PVU = 10 −6 Km 2 kg −1 s −1 ), and OLR is the outgoing longwave radiation in Wm −2 . Given values of these meteorological variables, Eqs. (A1) and (A2) Table 2 . Properties assigned to a resulting flight trajectory. The properties of the three groups (divided by rows) are obtained from the nearest grid point of EMAC at departure time of the flight, the flight trajectory calculation (Fig. 1) , and the fuel-emissions-cost-climate calculation ( Fig. 1; some properties are calculated in flight trajectory optimizations depending on a selected routing option), respectively.
The attribute type indicates where the values of properties are allocated. "W", "S" and "T" stand for waypoints (i = 1, 2, · · · , nwp), flight segments (i = 1, 2, · · · , nwp − 1), and a whole flight trajectory in column 3, respectively. The column "New in V2.0" denotes properties newly introduced in AirTraf 2.0. Table 3 . Setup for AirTraf one-day simulations. The setup of the two groups (divided by rows) are used for AirTraf/EMAC and for ARMOGA (Sasaki et al., 2002; Obayashi, 2004, 2005) , respectively. α is an user-specified crossover parameter; rm is a mutation rate; and ηm is an parameter controlling the shape of a probability distribution. Details of these parameters are described in Yamashita et al. (2016) . 
