Abstract-With the multiplication of satellite images with complementary spatial and spectral resolution, a major issue in the classification process is the simultaneous use of several images. In this context, the objective of this letter is to propose a new method which uses information contained in both spatial resolutions. The main idea is that on one hand, the semantic level associated with an image depends on its spatial resolution, and on the other hand, information given by these images is complementary. The goal of this multiresolution image method is to automatically build a classification using knowledge extracted from both images, by unsupervised way and without preprocessing image fusion. The method is tested by using a Quickbird (2.8 m) and a SPOT-4 (20 m) image on the urban area of Strasbourg (France). The experiments have shown that the results are better than a classical unsupervised classification on each image and comparable to a supervised region-based classification on the high-spatial-resolution image.
I. INTRODUCTION

W
ITH the recent development of remote sensing technology, a large amount of satellite images is available with a complementary spatial, spectral, and time resolution. These data are valuable for mapping urban areas at different scales. There is a wide range of object nomenclatures such as the Corine Land Cover nomenclature defined for Landsat images (30 m spatial resolution), the SPOT Thema nomenclature defined for Spot images (5-20 m), or the French national land cover database BDCarto defined by the French-IGN (defined for aerial photographs and SPOT images). These existing products enable mapping of urban areas, respectively, from 1 : 100 000 (Corine Land Cover nomenclature) to 1 : 50 000 and 1 : 25 000 (SPOT Thema and BDCarto nomenclatures). The production of these maps is often based on manual image interpretation or semi-automatic techniques (combined with perpixel algorithm). With high-spatial-resolution (HSR) (1-5 m) satellite images, it is possible to extract urban objects (e.g., house, garden, and road) using object-oriented approach based on a segmentation step [2] . This allows one to map individual objects at scale from 1 : 10 000 to 1 : 5000.
In the domain of urban planning and management, some users also need to map the territory at the scale of the urban blocks (which can be defined as a minimal cycle closed by communication way) corresponding to a scale near 1 : 10 000. In this case, there is no existing available land cover/use product. Medium-spatial-resolution (MSR) (from 30-to 10-m spatial resolution) satellite images have a too large spatial resolution, and HSR images have a too fine spatial resolution to map urban blocks. In this context, a question is how to reconstruct urban blocks from individual objects and how to help end user to extract automatically these blocks?
This problem can be treated as a classification problem where images with different spatial resolutions can be used simultaneously in an unsupervised way. To address this problem, the question of the number of clusters on each image is not straightforward. In MSR images, urban areas can be classified into five to seven clusters associated to land cover classes referring to the identification of "urban zone" (Table I , left column). In HSR images, the number of clusters is higher (10-15 classes), referring to materials of each urban object (Table I , right column). For instance, buildings can be differentiated by the materials and the roof color. To be able to offer to end users a 1 : 10 000 mapping of urban areas, the number of semantic classes must range between 7 and 9 classes (see, for instance, Table I , middle column). However, these semantic classes cannot be directly obtained by a classification process from unique MSR or HSR images.
In this context, the objective of this letter is to propose a new method which simultaneously uses the information contained in both MSR and HSR images. This multiresolution image analysis takes into account the different numbers of clusters obtained on each image at very different spatial resolutions.
The sequel of this letter is structured in three sections. The multiresolution remote sensing image analysis is briefly introduced, and the new multiresolution clustering process is detailed in Section II. Some experiments performed on HSR and MSR multispectral images on the urban area of Strasbourg (France) are presented. These images are issued from different sensors (Spot and Quickbird) and a degradation process from the Quickbird image (Section III). Some conclusions are then drawn in Section IV.
II. MULTIRESOLUTION REMOTE SENSING IMAGE ANALYSIS
In [8] , we proposed a framework of collaborative clustering, called SAMARAH, which enables several clustering methods (referred here as classifiers) to collaborate in order to produce a unique solution from a set of images. These images can have different resolutions. Each classifier deals with an image from this set. All the classifiers work together to end up at an agreement on their clustering. Each classifier modifies its results according to all the other clusterings until all the clusterings proposed by the classifiers are strongly similar. Thus, they can be more easily unified, for example, through a voting algorithm. This unified result represents a consensus among all the knowledge extracted from the different sources. Furthermore, the voting algorithm highlights the agreement and the disagreement between the clustering methods. These two sets of information, as well as the result produced by each clustering method, lead to a better understanding of the scene by the expert.
This method was experimented on two study cases where all the classifiers generated the same number of clusters in order to produce a unique result. The first experiment 1 was the analysis of SPOT-5 images (panchromatic-5 m and multispectral-10 m with four spectral bands-red, green, blue, and near infrared) of the urban area of Strasbourg (France). The second experiment 2 was performed on four images of a coastal zone (Normandy Coast, northwest of France). This area is particularly interesting since it is periodically affected by natural and anthropic phenomena. Four images issued from three different satellites and with different spatial and spectral resolutions were used (SPOT-4 multispectral at 20 m and panchromatic at 10 m, SPOT-5 panchromatic at 2.5 m, and ASTER multispectral at 15 m).
Results of these experiments were better than those produced from panchromatic band only, multispectral bands only, or pansharpened images. However, the geographic objects to be identified depend on the spatial resolutions, particularly in the context of urban image classification. Thus, another method is presented here that enables one to use simultaneously two images with very different spatial resolutions and for which each classifier does not necessarily search the same number of clusters.
A. Multisource Clustering
A first way to classify multisource objects is to combine all the descriptions of the objects associated to the different sources. Each object has a new description composed of (all) classical distance-based algorithms are not sufficient to analyze objects having many attributes: The distances between these objects are not enough different to correctly determine the nearest objects. In addition, with the increase of the spectral dimensionality, some problems appear like the Hughes phenomenon [9] which shows that classifier performance actually decreases with increasing data dimensionality of the objects.
A second way [1] , [3] , [7] to classify multisource objects is to independently classify each data set. Then, a new description of each object is built using the labels of the cluster to which the object belongs in each classification. Finally, a new clustering is done using the new description of the objects. The aim of the first clustering is to reduce the data space for the final clustering, making it more effective. This approach is similar to the stacking method [10] which is known as outperforming the methods based on the direct combination of attributes. Thus, the method we propose is based on this second approach that we have adapted to the analysis of remote sensing images.
B. Multisource Remote Sensing Image Clustering 1) Notations: An image I can be viewed as a function
where
, with b ∈ N * being the number of spectral bands of the image and I a (p) being the radiometric information associated to the pixel on the ath band.
A clustering image C from a clustering of the image I is defined as
where C(p) is the cluster label associated to the pixel p by the clustering algorithm (e.g., the number of the cluster to which the pixel belongs) and K is the number of clusters. From such an image, a connected component O i (also called region or object) is defined as
where connected is the classical eight-connectivity function in I (let p(x, y) and q(x , y ) be the two pixels in the image; connected(p, q) = 1 if max(|x − x |, |y − y |) = 1). Note that the number of regions depends on the clustering and cannot be a priori defined. Let N r be the number of regions.
The region image R built from a clustering result image C is defined as
In the following, we only focus on the case where we have two images I n and I n having the resolutions r n and r n with r n r n . Let λ n,n be a correspondence function, associating one pixel from I n to its corresponding pixel in I n . λ n,n can be easily defined using the georeferencing of the two images.
Let C n (respectively C n ) be the clustering image associated to I n (respectively I n ), let k n (respectively k n ) be the number of clusters in C n (respectively C n ), and let R n (respectively R n ) be the region image associated to C n (respectively C n ). 2) Method: Our method is object oriented. It consists of four sequential steps. First, a per-pixel clustering is done on both images. Then, for each image, regions are built and characterized using the per-pixel clusterings. Then, these characterized regions are clustered.
The four steps of our approach are as follows.
Step 1) Initial clusterings: Both images are independently classified to obtain clustering images. 
where k n is the number of clusters in C n and
Step 4) Object-oriented classification: For each region image R n (respectively R n ), a clustering algorithm is independently applied on all its objects (i.e., characterized regions) using the composition histograms. Let C n (O n i ) be the class label associated to the object O n i characterized using a clustering image C n (respectively C n (O n i ) and C n ). Then, the final clustering image F n (n) [respectively F n (n )] is defined as where K n is the number of clusters expected in the final clustering of the image I n (respectively K n and I n ). Note that K n can be different of k n because the first classification is pixel oriented while the second one is object oriented. Commonly, k n > K n .
III. RESULTS
A. Experiments
Some experiments are performed on two multispectral images with different spatial resolutions (2.8 and 20 m) on the urban area of Strasbourg (France) acquired from the following: 1) two different sensors (Quickbird 4 and Spot-4, 5 respectively, in May and July 2001) and 2) a Quickbird image and a resampled image at 20-m spatial resolution. The Quickbird multispectral image is available in four spectral bands (blue, green, red, and near-infrared bands). The multispectral SPOT-4 image has three spectral bands (green, red, and near infrared).
These images [ Fig. 1(a) and (b) ] present an extract of the urban area of Strasbourg (France) which is a typical suburban area with some water surfaces (in the center), forest area in the South, industrial areas, agricultural zones with different spectral responses due to the seasons (bare soil in the HSR image-May can appear in red on the MSR image-July), and some individual or collective housing blocks (in red, black, and white textured on the MSR image; in red, blue, and white textured in the HSR image).
The experiments have consisted to perform the four steps described in Section II-B2.
Step 1) Initial clusterings: In all experiments, each image is classified using the classical K-means algorithm [11] , with a number of classes depending on the spatial resolution. Note that any algorithm, which handles numerical data, could be used. For MSR image, a lot of previous works have shown that urban areas can be classified in six classes. For HSR image, the number of clusters depends on the materials of the urban objects [ Table I ]. In order to find the best number of cluster according to the study zone, three experiments with 10, 15, and 20 classes are carried out. These experiments revealed the following. a) With ten classes, the regions are too large, and there are not enough regions to classify. b) With 20 classes, the regions are too small, and they are too close of the pixels (each region contains only 3-6 pixels). The best result is obtained with 15 classes.
Step 2) Region building: The regions are built in both classified images; each region corresponds to the connected pixels having the same class label. Fig. 2 shows the region maps.
Step 3) Region characterization: All the composition histograms have been computed. Step 4) Object classification: After applying K-means algorithm on the region images, we obtain the final clusters in the both spatial resolutions. The first three steps were applied once, and the fourth step was tested for seven, eight, and nine clusters in order to find the best result, taking into account the number of expected land use classes, based on the "block level." Results are presented here on an extract of the studied zone (northwest part of Fig. 1 ) with seven, eight, and nine clusters (Fig. 4) .
B. Result Assessment and Discussion
Results were assessed by a comparison with a groundtruth map from a land cover/land use database (BDOCS 2000 CIGAL 2003) used for a 1 : 10 000 mapping. This ground-truth map contains eight thematic classes at the urban-block semantic level (see Table I ). Only seven thematic classes are present on the extract shown in Fig. 3(b) . Fig. 4 shows the results with seven, eight, and nine clusters on this extract. The seven classes found on the first image [ Fig. 4(a) ] do not exactly match those from the ground-truth map. Indeed, the industrial blocks are in the same cluster as the water surfaces, and there are two clusters representing the discontinuous urban blocks (individual in orange and collective in red). On the eight-cluster image [ Fig. 4(b) ], the industrial blocks appear in the eighth cluster (in purple). Finally, a new class of vegetation is discovered in the nine-cluster result [ Fig. 4(c) ].
We chose to calculate the Kappa index to evaluate quantitatively the quality of these results by comparison with the ground truth (Table II) . The Kappa is a measure of classification accuracy, which can be used as an indicator of the agreement between two classifications. It evaluates the percentage of correct values which are due to "true" agreements versus "chance" agreement. It is defined as
where Pr(a) is the relative observed agreement and Pr(e) is the hypothetical probability of chance agreement. A Kappa value of one indicates a perfect agreement. The value of the Kappa decreases as the classifications are in disagreement. A value between 1.00 and 0.81 reflects a perfect agreement, a value between 0.80 and 0.60 indicates a good agreement, and so on [6] . For comparison purpose, we also evaluated our results by comparing them with clusterings carried out with different approaches:
1) K-means clustering with seven, eight, and nine clusters at a pixel level [ Fig. 5(a) ]; 2) K-means clustering on an image built by direct fusion of the two images HSR + MSR (to each pixel is associated The Kappa index was computed using the ground-truth map. It was computed for all the different results (Table II) . The analysis of this global quality indicator shows that the multiresolution method outperforms the per-pixel approach. It also shows that the method seems to be comparable to the supervised object-oriented method proposed in the Definens Professional software.
IV. CONCLUSION
One of the challenging issues in remote sensing image information mining is the multiple uses of the acquired image 6 http://www.definiens.com/ data. Indeed, satellite images are now easier to acquire, and consequently, a large amount of heterogeneous images is now available. If a classification on an MSR image gives not enough information, a classification on an HSR brings too much heterogeneous information (salt-pepper effect). To obtain aggregate information, users have to apply a postclassification process (class merging). In order to help users to obtain directly this aggregated information for a land cover mapping at 1 : 10 000 for instance, we have presented here a new method which automatically combines information from two satellite images with very different spatial resolutions. This method offers the ability to discover new knowledge from these two images. These first experiments on the urban area of Strasbourg have shown very interesting results. In the future, we wish to integrate the method into the SAMARAH framework of collaborative clustering. We also planned to extend the method in order to make it able to simultaneously deal with more than two images.
