In this paper, we look at the problem of how one might try to hide a large independent set in a graph in which all other independent sets are signi cantly smaller.
Introduction
The maximum independent set problem is, given a graph G = (V; E), nd the largest independent set I V . This problem is known to be NP-hard 2]. Ku cera 3] analyzes the maximum independent set problem as the basis of a cryptographic system. He proves it is possible to hide an independent set in a graph such that, asymptotically, certain common heuristic approaches have an exponentially small probability of nding a set of the hidden size. Unfortunately, for graphs of size n = 1000 these independent sets can be found with high probability (at least higher than one would want for cryptographic systems).
The motivation behind this work was to achieve a graph generator that would be more resistant to general heuristic methods than the graph generator in 3]. Sanchis 5] looked at the equivalent problem of generating hard cases for the minimal vertex cover problem.
In Section 2, we will describe the original graph generator and a simple class of attack algorithms, designated SM i ; i = 0; 1; 2 : : :. These greedy randomized
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In Section 3, we use the analysis to develop a succession of graph classes that thwart the SM i approach. This is achieved by adjusting the degrees of vertices to correspond to a depth of hiding parameter, while preserving the desired edge density in the entire graph.
In Section 4, we describe the properties of these random graph classes which can be utilized to identify the independent set. We exploit these properties using a class of algorithms designated SP i ; i = 0; 1; 2 : : :. We also describe other problems of this random graph generator. We x these problems using the DELTA graph generator, which is given at the end of the section. The graphs generated by DELTA are evaluated in Section 5. Using SM 2 and SP 2 , we describe a series of experiments which show that DELTA can hide larger independent sets than the graph generator presented in Section 3. A series of experiments also shows that the ratio between the size of \hidden" independent sets versus the size of naturally occurring independent sets increases with both the size of the graph and the sparseness of the graph.
We believe DELTA should prove an interesting adversary for a wide variety of independent set nding algorithms.
The Basic Attack
We begin with the discussion of Ku cera's graph generator 3]. Ku cera's graph generation algorithm selects a set I V of s vertices and for each pair of vertices x; y, if x; y 2 I then no edge is assigned, otherwise fx; yg is an edge with (independent) probability p. (His GGES algorithm requires public and private random bit sequences to meet cryptographic constraints, but this is not relevant to this paper.) We call this the naive set creation (NSC) algorithm throughout this paper. The probability p is such that the probability of nding a set of s ? 1 or more independent vertices in a random graph is small. It is known that random graphs will almost always have a maximum independent set of a given size. This expected size is called the background independent set size throughout this paper, and can be calculated using the formulas found in 1].
The greedy method of attacking graphs, SM 0 , is standard 3] and is presented in Figure 1 . N(v) indicates the set of neighbors of the vertex v in G. x is the candidate of minimumdegree in the graph G 0 to be added to the independent set. When hiding independent sets in 1000 node random graphs with edge density 0.500, SM For n = 1000 and using p = 0:256 (the minimum probability allowed by the criteria for GGES as given in 3]), SM 2 found a hidden 32-vertex independent set in seven of fty trials. As p goes to 1 2 , the success frequency reported by SM 2 increases rapidly to 100%, despite holding the size of the hidden independent set to just above the size of the background independent sets.
To discuss better hiding techniques, we will rst discuss why SM i works.
Let us de ne s = jIj, and let S i of size i be a (random) subset of I. Let . Thus, after an adversary has selected i vertices from the maximum independent set correctly, V i corresponds to the portion of the graph that is still to be searched, and I i are the remaining independent set vertices to be found. We will de ne I i to be the non-independent set vertices in this subgraph, I i = V i ? I i .
We let (I i ) be the average degree of a vertex in I i in the subgraph induced by V i , and ( I i ) the average degree of a vertex in I i . Similarly, we use as the standard deviation. We say that I i stands out if the di erence
The idea is that if I i stands out, selecting a vertex on the basis of degree has a reasonably high chance of choosing a vertex from I i . This means we have a reasonable chance of nding the independent set I once we have found a set S i . If I i stands out, SM i has a reasonable chance of nding I because it will consider every subset of size i of I.
Note that we have implicitly de ned what we mean by reasonable chance. For security purposes, we would want to be able to hide so that a search had a far less than reasonable chance, while for a practical algorithm we might wish for something better. However, this gives us a working de nition, from which we can hope to learn something of how di cult it is to hide in practice. For this working de nition, we will henceforth use an estimator^ to the degree deviation; namely the deviation on a random graph of the expected size of V i .
Suppose we have created a graph using NSC with probability p on n vertices, where we may assume that I is larger than the probable size of a maximum independent set in a graph in G n;p . Then , n = 1000, we see that with s 31 the independent set will stand out. It is well known 4] that with high probability the maximum independent set of a graph in G 1000; 1 2 will be of size 15 or less. In this case, a set created by NSC will stand out at i = 0 if the set is twice the size of the background independent sets.
Noting that jI i j = s ? i and the expected size of I i is (n ? s)(1 ? p) i , we see that (I i ) = p(n ? s)(1 ? p) i . The expected degree of the remaining vertices is 3 Improving the Graph Generator
The SM i algorithms seem to succeed regularly on graphs created by the NSC algorithm, because the degree di erence d i ^ ( I i ) for i 2. To defeat this form of attack, we attempted to eliminate the degree di erence at any arbitrary depth i in the search. A graph has a depth of hiding equal to u if the expected degree di erence d u?1 = 0. If we have chosen the rst u?1 vertices of the maximum independent set correctly, a graph with depth of hiding equal to u will make the choice of the uth member of the maximum independent set di cult, since there is no useful information that can be obtained from the degree sequence. The average degree of vertices in the independent set and those vertices not in the independent set are the same at this stage of the search, if everything is correct up to that point.
If a graph is said to have a depth of hiding equal to 0, there is no step in a search algorithm where degree information is not of use in determining independent set members. An example of a generator that gives graphs with depth of hiding equal to 0 is the NSC algorithm, since d i 6 = 0 8 i.
With this working de nition, we can now describe a model and algorithm which allows the depth of hiding u to be de ned for an arbitrary point during the search.
The Split Naive Set Creation algorithm (SNSC) considers two distinct probabilities: p 1 and p 0 . p 1 is the probability of connecting two vertices x; y, if exactly one of fx 2 I; y 2 Ig holds. Similarly, p 0 is the probability of connecting two vertices x; y, if both x; y 6 2 I. The degree of freedom given by the use of these two probabilities allows us to de ne a quasi-random graph which has average edge density equal to p, while enforcing a depth of hiding u at the same time. When u = 0; p 0 = p 1 = p: this is the NSC algorithm from Section 2. As the depth of hiding increases, p 1 increases to camou age the location of the independent set vertices while p 0 decreases to balance the vertex degree distribution.
For depth of hiding equal to u+1, assume that we have chosen u elements of the independent set I 0 to create the graph on V u and the subset of the maximum independent set I u . Let t be the average degree of a vertex in a graph of size jV u j, but with edge probability p. If we assume that jI u j 2, the following formulas hold: We wish to enforce that (I u ) = ( I u ) = t. We can solve for p 1 with (I u ) = t as follows. is the critical point strictly between p and 1. (x = 1 is another critical pt.)
If f(x c ) >= 0 then there is one real root in p; x c ] and this is the value we want to use for p 1 . Once p 1 has been determined, it is a simple matter to get p 0 from the formula for ( I u ). If f(x c ) < 0, we can't do depth u hiding on this graph at the given probability, since there is no real solution for p 1 .
Sanchis 5] also used a degree equalization scheme at the top level (equivalent to depth of hiding u = 1) to prevent success by simple attacks on the minimal vertex cover problem.
Analysis of SNSC
We ran a series of experiments on graphs created with SNSC with n = 1000; p = 1 2 , using SM 2 to nd the independent set. The results of these tests are given in Table 2 (see page 7). 50 graphs were run for each data point, and a success was registered when SM 2 found a graph of the requisite size. The probability of success increases with the size of the independent set being hidden. Furthermore, the probability of success decreases as the depth of hiding increases. To speed up the results of these tests, the only pairs of vertices considered as candidates in the SM attempts to obtain the independent set in SM 2 the chance of nding the set will increase with s. The probability that SM 2 will nd the set drops as u increases because the independent set elements must have increased degree in the initial graph to satisfy the constraint. Hence, the minimum degree heuristic will be misled.
Ind. Set Size
As a counterpart to the SM i algorithms, a di erent heuristic was tried. The SP 0 algorithm, given in Figure 3 on page 8, uses the maximum degree drop heuristic to generate the rst half of the independent set. After half of the expected independent set being searched for is found, the minimum degree heuristic is used to generate the rest of the set. The maximum degree drop heuristic works well in cases where the degree of the independent set elements has been arti cially raised, since the focus is placed on both current and original degree sequences. The same graphs as in Table 2 were searched by the SP 2 algorithm and the results are given in Table 3 on page 9. The results show that as the independent set vertices are made arti cially higher, making them more di cult for the SM 2 algorithm to nd, they are easier for SP 2 to nd. When the results of Table 2 are combined with Table 3 , we have an interesting scenario. The background independent sets that we can expect to see on SNSC 1000; 1 2 are of size 15, with a rare appearance of a set of size 16. Using the pair of algorithms in tandem, the results show that we should be able to nd any hidden independent sets with high probability.
Another problem with SNSC is the possibility of an independent set of the same size appearing that is not the intended one. These false positive independent sets are undesirable in a scheme where one is trying to hide the size of the 0  0  1  0  1  3  6  13  2  22  27  33  3  50  50  50  4  50  50  50   Table 3: SP   2 Successes against SNSC 1000; 1 2 independent set from an adversary, or are trying to encode information in the vertex labelings of the maximum independent set. For example, on a trial of NSC 1500; 1 2 attempting to hide independent sets of size 17, SM 2 found 36 of the 50 correct size independent sets; however, only 32 of those 36 were the same as the maximum independent set that was originally intended. In our examples, it was found that nearly all of the false positive sets occurred when a regular vertex is attached to only one vertex of the hidden independent set. If this independent set vertex is the last to be chosen, we select the correct independent set vertex only 50% of the time.
In an attempt to x the false positive problem, we slightly modi ed our assignment of edges to independent set vertices. The graph generation algorithm DELTA, shown in Figure 5 on page 11, forces all members of V ? I to have a nearly equal number of edges leading to independent set vertices.
This improvement not only removes most of the false positive sets, but also reduces the variances on the degree of the vertices. As a result, this generator proved to provide more di cult graphs for the algorithms.
Analysis of DELTA
The DELTA graph generator was tested over a range of probabilities with a xed graph size of 1000. It was also tested over a xed probability of p = 1 2 , with a varying graph size. For each pair of graph size and probability, the tests were run for each level of hiding u from 0 to 4. For each of these trials in the tables, the background independent set size was computed using the formulas found in 1], and is listed under Background in the tables. To compute each entry in the tables, we started by creating fty graphs using di erent random number seeds, setting s one larger than the computed background. \Cheating" versions of SM 2 and SP 2 were used to examine the fty graphs. If neither algorithm found at least twenty ve of the fty independent sets, the test was re-run with s incremented by 1. In Table 4 and Table 5 , we report where one of the two algorithms rst nds the independent set size with a probability of 50% or greater. Dashes in Table 4 indicate that the level of hiding selected did not give a proper probability for p 1 .
It is extremely interesting to note that in every experiment summarized with Table 4 and Table 5 At the top of Table 4 , we notice that for p = 0:25, u = 2 hides larger sets than u = 1. In all other cases, u = 1 hides larger sets than u = 2. As the probability p decreases, the e ectiveness of SP 14) illustrate the ratio of the size of the independent set found with greater than 50% probability to the background over the ranges in Table 4 and Table 5 , respectively.
As a ratio of the size of the hidden independent set to the background, both increasing the size of the graph and reducing the edge density allow larger independent sets to be hidden from the two algorithms. This makes intuitive sense when we have xed the size of the full search to two levels. Any change in the graph which increases the number of vertices left in the graph after two vertices have been removed makes it more di cult for SM 2 and SP 2 to nd the maximum independent set.
Future Research
It was realized after the experiments that there is nothing to limit u to a whole number. Values in between 1 and 2 seem promising for generating larger independent sets that neither SM 2 nor SP 2 can nd. Initially it seemed that we could increase the hiding capability of a graph by increasing the \noise"; that is, by creating more variance in the degree sequence of the graph. (DELTA originally allowed for this, and hence the name). How- ever, the problem is much more tightly constrained than we initially believed. It seems that the \noise" must be carefully tuned to hide the set.
We are very pleased to nd that the benchmark graphs presented for the DIMACS Challenge were judged to be di cult by a majority of the algorithms, and we look forward to further research into algorithms that can handle the di cult instances of the maximum independent set that DELTA generates.
