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We study the wave breaking mechanism for the weakly dispersive defocusing nonlinear Schro¨dinger
(NLS) equation with a constant phase dark initial datum that contains a vacuum point at the origin.
We prove by means of the exact solution to the initial value problem that, in the dispersionless limit,
the vacuum point is preserved by the dynamics until breaking occurs at a finite critical time. In
particular, both Riemann invariants experience a simultaneous breaking at the origin. Although
the initial vacuum point is no longer preserved in the presence of a finite dispersion, the critical
behavior manifests itself through an abrupt transition occurring around the breaking time.
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I. INTRODUCTION
The nonlinear Schro¨dinger (NLS) equation
iψt +
2
2
ψxx + σ|ψ|2ψ = 0, σ = ±1 (1)
where  is a positive constant parameter, in its focus-
ing (σ = 1) and defocusing (σ = −1) versions has a
universal character as it arises in the Hamiltonian de-
scription of envelope waves for a general class nonlinear
model equations [1]. For this reason the NLS equation
naturally appears in a variety of physical contexts such
as nonlinear optics [2], water waves [3] and superfluidity
[4, 5], including atom condensates [6] and quantum fluid
behavior of light [7]. Moreover, the remarkable mathe-
matical structure of the NLS equation also explains its
relevance for physical applications as well as a mathemat-
ical object itself. Similarly to the celebrated Korteweg-de
Vries (KdV) equation the NLS equation has been shown
to be an example of integrable nonlinear PDE admit-
ting infinitely many conservation laws and soliton solu-
tions which can be constructed via the Inverse Scattering
Transform method [8–10]. Since the discovery of its in-
tegrability, the NLS equation (1) and its generalizations
have been subject matter of intensive studies covering
both analytical [11] and algebro-geometric aspects [12].
An important feature, common to many nonlinear dis-
persive PDEs, is the critical behavior connected to the
appearance, in the dispersionless limit, of one or more
breaking points typically due to gradient catastrophies.
Such gradient catastrophies are regularized by the finite
dispersion through the emission of wavetrains, so-called
dispersive shock waves (also known as collisionless shock
waves from the early literature on plasma [14] or undular
bores [15] mainly in hydrodynamics). Attention on such
phenomenon was originally drawn in the framework of
∗ antonio.moro@northumbria.ac.uk
the KdV equation [13], for which the analytical construc-
tion of dispersive shocks was pioneered by Gurevich and
Pitaevskii [14] via the Whitham averaging method [16],
and improved afterwards on a more rigorous basis [17–
21]. These approaches have been successfully extended
to the defocusing NLS equation [22–34], and employed to
effectively describe recent experiments in condensates of
dilute atom gases [33, 35–37] and nonlinear optics [38–
42].
In the recent years a special attention has been devoted
to the study of gradient catastrophe phenomena in the
weakly dispersive regime and to the underlying mecha-
nisms. An important advance in this direction was the
notion of universality introduced in 2006 by Dubrovin
to describe the wave-breaking associated with Hamilto-
nian systems. The universality conjecture is concerned
with the asymptotic description of the critical behav-
ior for generic initial data such that the dispersionless
limit of the PDE is either strictly hyperbolic (e.g. de-
focusing NLS) or elliptic (e.g. focusing NLS) near the
critical point of gradient catastrophe [43–48]. Such an
approach has also been shown to be effective for other
classes of non-Hamiltonian PDEs [49, 50]. There are,
however, certain cases where the initial data (wavepack-
ets) are non generic, demanding for a specific analysis of
the breaking mechanism. Our aim, in this paper, is to
report such analysis for the case of the defocusing NLS
subject to an initial condition ψ0 = ψ(x, 0) possessing a
vacuum point (a point where the field strictly vanishes).
This case was indeed recently considered in Ref. [42] for
ψ0 = tanh(x), i.e. a dark amplitude with step-like phase.
It was numerically shown that the wave-breaking tak-
ing place through an apparent singularity developing in
the vacuum state is resolved through the generation of
a dispersive shock wave constituted by an expanding os-
cillating fan centered around a still dark (black) soliton
(hence the vacuum state turns out to be preserved by
the dynamics across the critical region). Such scenario
was also observed experimentally and shown to be ro-
bust against the nonlocal deformation of the NLS model
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2[42, 51], and to bear close similarity with the breaking
mechanism in the periodic case ψ0 = cos(x), where an
array of breaking points develop through multiple four-
wave mixing [52]. Nevertheless, in the vacuum point the
dispersionless NLS equation looses its strict hyperbolic-
ity and the mechanism of breaking differs from the case
of generic initial data making the universality conjecture
not applicable. In order to investigate the breaking mech-
anism for an initial state with a vacuum point and to be
able to describe the wave-breaking analytically, we focus
in this paper on the study of the NLS equation (1) with
σ = −1 and   1, subject to the dark constant phase
initial condition
ψ0 = |tanhx| eiθ0 (2)
where θ0 is a real constant. Hence, we compare the
dispersionless dynamics in the vicinity of the gradient
catastrophe with the numerical simulations for the full
NLS equation. The main difference with the case stud-
ied in [42] is that in this case the vacuum is not preserved
by the evolution as a consequence of the absence of the
phase jump. Nevertheless, in the dispersionless limit, the
qualitative behavior is similar until the time of gradient
catastrophe is reached. We show that in the dispersion-
less regime the vacuum point is a critical point associated
with a gradient catastrophe occurring simultaneously for
the two Riemann invariants. A detailed analytical de-
scription of the wave breaking mechanism is provided,
and the deviation due to the finite value of dispersion in
the NLS equation are analyzed in details.
II. ZERO DISPERSION LIMIT
The zero dispersion regime for the NLS equation is
concerned with the study of fast oscillating solutions
ψ(x, t; ) in the limit  → 0. For this purpose it is con-
venient to introduce the nonlinear (Madelung) transfor-
mation of the form
ψ(x, t; ) =
√
u(x, t) exp
(
i

∫ x
v(x′, t) dx′
)
. (3)
In terms of the variables u and v, having the meaning of
an equivalent fluid density (or height) and velocity, the
NLS equation (1) takes the so-called hydrodynamic form
ut + (uv)x = 0,
vt + vvx + ux − 
2
4
(
uxx
u
− u
2
x
2u2
)
x
= 0.
(4)
At leading order in , neglecting the so-called quantum
pressure term of order O(2), Eqs. (4) give the dispersion-
less limit which turn out to be equivalent to the following
well known system that rules 1D shallow water waves -
henceforth shallow water equations (SWE) - or equiva-
lently isentropic gas dynamics with pressure proportional
to square density,
ut + (uv)x = 0,
vt + vvx + ux = 0.
(5)
Higher-order corrections to the solutions of Eqs. (5) can
be formally constructed by means of power expansion of
u, v, which, however, will not be considered further in this
paper. Conversely we will directly compare the breaking
dynamics entailed by the SWE (5) with the smooth evo-
lution according to the full NLS equation.
Figure 1 shows the evolution of the dark initial datum
(2) according to the Eq. (1) computed numerically. A dis-
persive shock that opens up in a characteristic fan turns
out to resolve the singularity that occurs in the range
t = 0.75 − 0.78 around the origin (x = 0), where the
initial dark dip appears to focus before breaking. The
numerical integration of the SWE [see Fig. 2] shows a
wave-breaking scenario compatible with a breaking in the
origin (or at least around it) at t ' 0.78, where the den-
sity u still exhibits a vacuum point and the velocity v
develops a steep gradient and takes positive and nega-
tive values for x < 0 and x > 0, respectively. However,
as shown in the inset in Fig. 2(a), the initial vacuum
point, which is preserved by the SWE dynamics, is not
preserved in the NLS dynamics. These observations call
for a deeper analysis of the problem. The advantage of
considering the SWE (5) is that it provides an accurate
description of the system before the breaking time [28, 29]
and it can be effectively treated via the classical hodo-
graph method. Indeed, for sufficiently small values of the
dispersive parameter , the local minimum evolving from
the initial vacuum state stays close to zero until it turns
into a local maximum only in proximity of the critical
time.
FIG. 1. (Color online) Color level plot of the evolution of |ψ|2
from the input ψ0 =
√
(tanhx)2 according to the defocusing
(σ = −1) NLS equation, with ε = 0.005.
The hydrodynamic type of system (5) is linearized via
the hodograph transform (x, t)↔ (u, v), that is obtained
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FIG. 2. (Color online) Snapshots from SWE [Eqs. (5)] at
t = 0.78 (close to breaking): (a) density u; (b) velocity v.
The inset shows, in a zoom close to the origin, the deviation in
terms of density u of the NLS dynamics (red curve; obtained
from Eq. (1) with ε = 5× 10−4) from the SWE (blue curve).
The black dashed lines stand for the initial condition.
by interchanging the role of dependent and independent
variables via the following system
vt+ fu = x, ut+ fv = 0, (6)
where the function f(u, v) is a solution to the Tricomi-
type equation
fvv − ufuu = 0. (7)
Given a solution to the equation (7) the corresponding
solution to the SWE (5) is locally given by the functions
u = u(x, t) and v = v(x, t) obtained by inversion of the
hodograph equations (6). The general procedure for solv-
ing the initial value problem for the system (5) has been
discussed in [27]. Nevertheless, an explicit analytical de-
scription of solutions and the exact computation of criti-
cal values is possible in a limited number of cases, which
are however of great interest for understanding various
wave breaking mechanisms, observed also experimentally.
For the study of wave breaking it is convenient to in-
troduce the Riemann invariants
ξ = v + 2
√
u, η = v − 2√u, (8)
such that the SWE (5) takes the diagonal form
ξt + λξx = 0, ηt + µηx = 0, (9)
where λ(ξ, η) and µ(ξ, η) are the characteristic speeds
λ =
3ξ + η
4
, µ =
ξ + 3η
4
.
In terms of Riemann invariants, Eqs. (6) read as follows
x− λt = wξ, x− µt = wη, (10)
and the Tricomi type equation (7) is replaced by the
Euler-Poisson-Darboux (EPD) equation for the function
w(ξ, η)
wξη =
1
2(ξ − η) (wξ − wη) . (11)
Differentiating the hodograph equations (10) by x and t
and solving w.r.t. ξx, ξt, ηx, ηt, we get
ξx =
2(η − ξ)
2(η − ξ)wξξ + 3(wξ − wη)
ηx =
2(η − ξ)
2(η − ξ)wηη + 3(wξ − wη) .
(12)
The solution (ξ(x, t), η(x.t)) is said to break, i.e. it de-
velops a gradient catastrophe singularity, if there exists a
critical point (xc, tc) such that ξx and ηx are bounded for
any t ∈ [0, tc) and |ξx(xc, tc)| = ∞ or |ηx(xc, tc)| = ∞.
Hence, the gradient catastrophe is associated with the
minimum time such that at least one of Riemann invari-
ants breaks at a certain x = xc. From expressions (12)
it follows that a necessary condition for the breaking is
given by the vanishing condition of one of denominators
in Eq. (12). If Riemann invariants do not break simul-
taneously at the same point x, provided the system is
strictly hyperbolic, the critical point (xc, tc) is said to be
generic [43]. Necessary condition for simultaneous break-
ing is that both denominators in Eqs. (12) vanish at one
and the same point. In this case the critical point is said
to be non-generic.
For a generic critical point such that, say, only ξx blows
up, we have
wξξ =
3
2(ξ − η) (wξ − wη) . (13)
We note also that, if wξξ 6= wηη at (xc, tc) and Riemann
invariants are bounded, then ηx is also bounded. From
Eqs. (10) we have that the critical time t = tc is given by
tc = −4
3
wξξ(ξc, ηc), (14)
where the local minimum condition
wξξξ(ξc, ηc) = 0, wξξη(ξc, ηc) = 0, (15)
has to be satisfied and the pair (ξc, ηc) simultaneously
solves the breaking condition (13). Let us also observe
that only two of the three conditions in Eq. (13) and
Eq. (15) are independent, for instance
wξξ − 3
2(ξ − η) (wξ − wη) = 0, wξξξ = 0.
Hence, given (ξc, ηc) to be roots of the above system, the
critical point (xc, tc) is obtained from Eqs. (10) evalu-
ated at (ξc, ηc), provided the following condition on the
Hessian is verified
H =
∣∣∣∣∣∣
tcξξ t
c
ξη
tcξη t
c
ηη
∣∣∣∣∣∣ > 0.
4The above condition guarantees that the stationary
point (14) is a local minimum as necessary to identify the
time when the first gradient catastrophe occurs. Accord-
ing with the universality conjecture [44] (see also [46, 48])
for a generic critical point of gradient catastrophe, critical
values characterize the local asymptotic behavior of the
perturbed dispersive system. In particular, the normal
form of the solution to a dispersionless hyperbolic sys-
tem of Hamiltonian PDEs near the critical point is given
by a Whitney singularity of Type 2. In the weak disper-
sive regime, the leading asymptotic behavior is given by
a Painleve´ trascendent obtained as a particular solution
to the PI2 equation. In this case all parameters such as
amplitude and scaling factors are completely specified by
the critical values for the dispersionless system.
In the following, we show that the initial datum (2)
that contains a vacuum point develops a non-generic gra-
dient catastrophe. Therefore, the universality conjecture
does not apply and consequently a detailed description
of the breaking mechanism requires a separate analysis.
Moreover, previous analysis on the general role of a vac-
uum point in models of gas or fluid dynamics do not help
to unveil the details of the breaking mechanism [53, 54].
III. SOLUTION FOR A CONSTANT PHASE
INITIAL DATUM
The hodograph method allows to construct, at least
locally, any solution to the SWE (5), with the exception
of a neighbourhood of stationary points for Riemann in-
variants.
Solving the initial value problem requires the knowl-
edge of a suitable solution to the linear equation (7) such
that the functions u(x, t) and v(x, t) obtained from the
inversion of the system (6) match the initial condition
at the time t = 0. In other words the solution to the
initial value problem consists of the construction of a
map from the space of initial data to the space of solu-
tions to Eq. (7) or, equivalently, the EPD equation (11).
This problem has been solved for defocusing dispersion-
less NLS equation in Ref. [27], while it remains open in
the case of a general system of hydrodynamic type. In
the following, we present an alternative approach that
applies to a more restricted class of initial data but that
can be straightforwardly extended to more general two-
component systems of hydrodynamic type.
Let us consider the family of initial data of the form
u(x, 0) = u0(x) v(x, 0) = 0. (16)
For the sake of simplicity, u0 is assumed to be a nega-
tive hump given by an even, continuous and differentiable
function centered at x = 0. As the the change of vari-
ables (8), reducing SWE (5) to the diagonal form (9) is
not globally differentiable for the initial value problem
under consideration, we prefer to present the solution
to the initial value problem (16) using the natural vari-
ables (u,v) and then introduce Riemann invariants for
the local analysis around the breaking point.
Let us observe that the function
f(u, v) = u
∫ 1
−1
g(v + 2µ
√
u)
√
1− µ2 dµ, (17)
where g is an arbitrary function of one variable such that
the integral is well defined, gives a family of solutions
to the Tricomi equation (7). This can be straightfor-
wardly proven by direct substitution and integration by
parts. As the Tricomi equation (7) is related to the EPD
equation (11) via the transformation (8), solutions of the
form (17) to Eq. (7) can be found as a particular case
of the general solution to the EPD equation discussed
in Ref. [55] (up to a suitable change of variables). Al-
ternatively, after the transformation (8), formula (17)
can be obtained from a reduction of the formula (2.5)
in Ref. [21].
Observing that
fu(u, v) =
1
2
∫ 1
−1 g(v + 2µ
√
u) dµ√
1−µ2 ,
fv(u, v) = u
∫ 1
−1 g
′(v + 2µ
√
u)
√
1− µ2 dµ,
the hodograph Eqs. (6) evaluated for the initial condi-
tion (16) give the following integral equation for the func-
tion g
1
2
∫ 1
−1
g(2µ
√
u0)
dµ√
1− µ2 = x (18a)
u0
∫ 1
−1
g′(2µ
√
u0)
√
1− µ2 dµ = 0. (18b)
Looking for solutions of the form (17) such that g is
an even function of its argument, i.e. g(r) = g(−r),
Eq. (18b) turns out to be identically satisfied. Hence, re-
stricting our analysis to the positive half-line, Eq. (18a)
can be equivalently written in the following form∫ s
0
h(τ)√
s− τ dτ = λ(s), (19)
where
h(τ) =
g(
√
τ)
2
√
τ
; τ = 4u0µ
2; λ(s) = u−10
(s
4
)
; s = 4u0.
Equation (19) can be solved with respect to the unknown
function h(τ) via the Abel transform. The solution
h(τ) =
1
pi
d
dτ
∫ τ
0
λ(s)√
τ − s ds =
1
pi
∫ τ
0
λ′(s)√
τ − s ds+
λ(0)
pi
√
τ
,
gives
g(r) = 2
d
dr
∫ r
0
sλ(s2)√
r2 − s2 ds
=
2r
pi
[∫ r
0
2sλ′(s2)√
r2 − s2 ds+
λ(0)
r
]
, r > 0 .
(20)
5Hodograph equations (6) together with the formulae (17)
and (20) provide the solution to the present class of initial
value problems for the zero dispersion limit of the NLS
equation.
Let us now consider the particular initial datum (2) which
in the hydrodynamic variables reads as
u(x, 0) = tanh2(x) v(x, 0) = 0.
It belongs to the class (16) and, as mentioned above, it
contains a vacuum point at the origin (x = 0). In this
case, the expression (20) takes the following simple form
g(r) =
|r|√
4− r2 − 2 < r < 2. (21)
Introducing the variable r = v + 2µ
√
u in Eq. (17),
away from the vacuum, f(u, v) is expressed in terms
of Riemann invariants (ξ, η) by defining the function
F (ξ, η) ≡ f(u(ξ, η), v(ξ, η))
F (ξ, η) =
1
4
∫ ξ
η
g(r)
√
(ξ − r)(r − η) dr = 1
4
∫ ξ
0
r
√
(ξ − r)(r − η)√
4− r2 dr +
1
4
∫ η
0
r
√
(ξ − r)(r − η)√
4− r2 dr (22)
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FIG. 3. (Color online) Comparison of analytic (open cir-
cles) and numerical (solid line) solutions of dispersionless limit
[SWE, Eqs. (5)] sampled at the times t = 0.7, 0.78. The insets
show a zoom of the region close to the origin. The maximum
deviation between the two sets of solutions turns out to be
∼ 5× 10−5.
The elliptic integrals in the RHS of Eq. (22) can be
evaluated as a combination of complete and incomplete
elliptic integrals and Jacobian elliptic functions. We re-
port such calculation explicitly in Appendix A. Since the
function u = u(x, t) and v = v(x, t) are obtained by
inversion of the hodograph formulas (6), which is not
straightforward in a neighbourhood of the critical point,
as a further proof of validity of our calculations, we com-
pare the results obtained via the analytic formulas with
the direct numerical integration of the SWE obtained
via a finite-difference method (the latter integration is
not critical since is performed up to the breaking point
where solutions are smooth). Figure 3 shows a direct
comparison between the analytic solution obtained via
Eqs. (6) by using a standard Newton’s method, and the
numerical solution of the SWE. The agreement is excel-
lent and apparently, the dependent variable v develops
a gradient catastrophe at x = 0, with the critical time
being estimated to be tc ' 0.78. In the next section, we
prove that the initial vacuum point x = 0 is preserved
in the dispersionless limit [SWE, Eqs. (5)] and show that
it is a critical point of gradient catastrophe for which we
compute the breaking time exactly.
IV. VACUUM POINT AND CRITICAL TIME
FOR BREAKING
We start by studying the invariance properties associ-
ated with the vacuum point. Let us consider a smooth
solution u(x, t), v(x, t) to SWE (5) such that the initial
datum u(x, 0), v(x, 0) contains a vacuum point at x = x0,
where the derivative also vanishes, that is
u(x0, 0) = 0, v(x0, 0) = 0, ux(x0, 0) = 0.
We observe that under the assumptions above we have
u(x0, t) = 0, v(x0, t) = 0, ux(x0, t) = 0, (23)
for any time 0 ≤ t < tc.
Indeed, let us first differentiate the functions u(x, t),
v(x, t) and ux(x, t) along a generic curve (t, x(t))
du
dt
= ux(x(t), t)x
′(t) + ut(x(t), t),
dv
dt
= vx(x(t), t)x
′(t) + vt(x(t), t),
dux
dt
= uxx(x(t), t)x
′(t) + uxt(x(t), t).
(24)
Using the fact that u and v satisfy SWE (5) and restrict-
ing to the particular curve (t, x0) expressions (24) gives
the following non-autonomous dynamical system
U˙ = −αU −WV
V˙ = −αV −W
W˙ = −γU − βV − 2αW,
(25)
6where U(t) = u(x0, t), V (t) = v(x0, t), W (t) = ux(x0, t),
parametrised by the three independent functions of time
α(t) = vx(x0, t), β(t) = uxx(x0, t), γ(t) = vxx(x0, t).
Clearly the vacuum point (23) is a stationary solution
to the above dynamical system for any t < tc, where tc is
the time of gradient catastrophe, such that the functions
α(t), β(t), γ(t) are bounded. We do not enter into the
stability analysis for the dynamical system (25) as this
lies out of the scope of the present work.
We now proceed proving that the vacuum point is a
point of gradient catastrophe and compute the critical
values. This will be done via an asymptotic evaluation
of the the formula (17) near the point (u, v) = (0, 0).
Let us consider the Taylor expansion of the function g(r)
at the first order
g(r) =
|r|
2
+O(r2).
Observing that ∣∣∣∣ v2√u
∣∣∣∣ ≤ 1, (26)
as Riemann invariants are such that ξ(x, t) ≥ 0 and
η(x, t) ≤ 0 for all x and t < tc, we have the following
leading order approximation for the function f(u, v)
f(u, v) ' 1
24
(
v2 + 8u
)√
4u− v2 + 1
2
uv sin−1
(
v
2
√
u
)
.
(27)
The asymptotic expression (27) is obtained by splitting
the integral in Eq. (17) as follows∫ 1
−1 sign(v + 2µ
√
u)
√
1− µ2dµ = (28)
− ∫ − v2√u−1 √1− µ2dµ+ ∫ 1− v
2
√
u
√
1− µ2dµ,
where the inequality (26) has been taken into account.
In terms of Riemann invariants the formula (27) reads as
follows
F (ξ, η) ' 1
32
(
ξ2 − 2
3
ηξ + η2
)
(−ηξ)1/2 +
+
1
64
(ξ − η)2 (ξ + η) sin−1
(
ξ + η
ξ − η
)
. (29)
Hence, we can compute asymptotic expressions for the
hodograph equations (10) obtaining
x ' 2(−ηξ)
3/2
(ξ − η)2 ,
t ' − ξ + η
(ξ − η)2 (−ηξ)
1/2 +
1
2
sin−1
(
−ξ + η
ξ − η
)
,
(30)
and also for the formulae (12)
ξx ' (ξ − η)
2
2ξ1/2(−η)3/2 ηx ' −
(ξ − η)2
2ξ3/2(−η)1/2 . (31)
From above expressions, it follows that the map x =
x(ξ, η), t = t(ξ, η) is not invertible at (ξ, η) = (0, 0)
as the limit for (ξ, η) → (0, 0) does not exist in the
usual sense. Such a limit depends on the specific path
followed as a consequence of the fact that the vacuum
point is preserved by the evolution. For instance, at a
fixed time t = t1 the configuration of Riemann invari-
ants is associated to the path represented by the curve
(ξ1, η1) = (ξ(x, t1), η(x, t1)) parametrized by the inde-
pendent variable x. Different times are associated to dif-
ference paths configurations and vice-versa. From the
formulae (31) we have that necessary condition for Rie-
mann invariants to break is that at least one of the Rie-
mann invariants has to be vanishing at the critical point,
ξ = 0 or η = 0. On the positive half-line x > 0, the crit-
ical values such that ηx blows-up and ξx stays finite [see
also Fig. (4) for a visual representation] can be computed
as the limit (ξ, η)→ (0, 0) along the curve ξ = 0, i.e.
xc = lim
η→0
x(ξ, η)|ξ=0 = 0,
tc = lim
η→0
t(ξ, η)|ξ=0 = limη→0
1
2
sin−1(1) =
pi
4
' 0.785.
Similarly, the limit along the curve η = 0 provides the
following result
xc = lim
ξ→0
x(ξ, η)|η=0 = 0,
tc = lim
ξ→0
t(ξ, η)|η=0 = limη→0
1
2
sin−1(−1) = −pi
4
' −0.785,
that gives the critical values such that ξx blows up on
the positive x semi-axis backward in time (equivalent,
by symmetry, to negative half-line x < 0, forward in
time), and ηx stays finite. From these limits we conclude
that tc = pi/4 is the critical time at which both Riemann
invariants break in the origin though in the limit from
opposite semi-axes (i.e. ξx and ηx blow up in x = 0
−
and x = 0+, respectively). This situation is summarized
in Fig. 4 which illustrates the essential feature of the
breaking mechanism by showing snapshots of the behav-
ior of the Riemann invariants ξ(x) and η(x) for different
times. As clearly shown, both Riemann invariants bend
from the beginning, thereby increasing their slope in the
origin (though on opposite semi-axis), until they experi-
ence a gradient catastrophe simultaneously at the origin
as t → tc = pi/4 [58]. Moreover, from asymptotic ex-
pressions (31) clearly follows that the vacuum point is a
non-generic breaking point as both denominators vanish.
V. DISPERSIVE EFFECTS
Let us study in more detail the behavior of the solu-
tion to the defocusing NLS equation (1) with the initial
datum (2). To this end we integrate numerically Eq. (1)
by means of a split-step algorithm with periodic bound-
ary conditions in x, where the dispersive term is dealt
with in Fourier space. The results, typically obtained
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FIG. 4. (Color online) Snapshots of Riemann invariants vs.
x obtained by means of numerical integration of the dis-
persionless equations [Eqs. (5)]. The insets show a zoom
close to the origin on the semi-axis where the relative Rie-
mann invariant breaks. The snapshots are taken at time
t = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.784, and the arrows give
the direction in which time t grows.
with up to 215 = 32768 equally spaced points over the
window ∆x = 12 (spatial step dx = 3.7×10−4) and time
step dt = 5 × 10−6, are reported in Figs. 5 and 6. In
particular, an important point to be emphasized is that,
as a consequence of the dispersion, the vacuum point is
no longer preserved by the evolution. Indeed, as shown
in Fig. (5), the density in the origin u(0, t) = |ψ(0, t)|2
slowly detaches, starting at t = 0, from the zero value
characteristic of the SWE. However, this is not suffi-
cient to say that the SWE fail to describe the underlying
mechanism of breaking. First, we have verified that, far
from the critical time, the deviation from the zero density
value remains of order O(). Even more importantly, as
the critical time is approached, the density in the origin
u(0, t) starts to increase in a much faster way. In particu-
lar, runs performed with different values of ε clearly show
[see Fig. (5)] that this change of slope becomes more and
more pronounced as ε decreases. At ε = 5 × 10−4, the
curve u(0, t) already exhibits a strong flattening towards
zero before the critical time and a marked knee that is
consistent with the expected behavior in the limit ε→ 0.
The dynamics near the origin is further illustrated in
Fig. (6) which displays snapshots from the NLS equation
in the neighborhood of x = 0 at times close to the critical
time. As illustrated, for t ∼ tc a smooth, though quite
abrupt transition occurs due to the density in the ori-
gin passing from a local minimum to a maximum, while
its derivative ux in the origin remains zero. Correspond-
ingly the velocity v exhibits essentially the dynamics pre-
dicted by SWE limit, with the local slope in the origin
increasing (though remaining finite due to the effect of
non-zero dispersion) as the critical time is approached.
The observed change of convexity must be ascribed to
the effect of the weak (though finite) dispersion in con-
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FIG. 5. (Color online) Density in the origin u(0, t) = |ψ(0, t)|2
vs. time t, as obtained from numerical integration of NLS
equation with decreasing values of dispersion: ε = 5 × 10−3
(red curve), ε = 10−3 (green curve), ε = 5×10−4 (blue curve).
The dashed vertical line stands for the critical time tc = pi/4.
Note the small values on the vertical axis.
nection with the flat initial phase. This behavior turns
out to be also consistent with the fact that beyond the
critical time, the dark (grey) solitons that compose the
shock fan [see Fig. 1] appear in pairs with opposite ve-
locities v = ±dx/dt, with the symmetric solitons at the
inner edges of the fan corresponding to the dips shown
in Fig. 6(a). Experimental evidence for this type of be-
havior was also given in Bose-Einstein condensates [35],
while a similar phenomenon is known in optics [56] in the
full dispersive case with  = 1 where, instead of any dis-
persive shock wave, a dark (black) input with constant
phase decays into a single pair of grey solitons with op-
posite velocities as also predicted by the inverse scatter-
ing approach to the NLS equation. It is also interesting
to compare the solution for a constant phase dark ini-
tial datum considered above with a dark initial datum
of the form ψ(x, 0) = tanhx such that the phase has a
jump at the origin [42]. In this case, as it results from
the inverse scattering transform analysis [34], while the
breaking mechanism outlined above remains valid, the
initial vacuum point is preserved by the evolution even
beyond the breaking time and it is accompanied by the
formation of a dispersive shock wave with a central still
(v = 0, hence black) soliton. In this case no change of
convexity is ever observed in the vacuum point. However,
this is strictly related to the peculiar initial value char-
acterized by the phase jump and is not generalizable (for
instance this feature is not preserved for generic phase
profiles which are smooth and antisymmetric).
Finally we give an important remark concerning the
generality of the mechanism of breaking investigated so
far. The mechanism of breaking that we have unveiled
for the initial datum ψ0 = | tanhx| implies that break-
ing occurs exactly at the vacuum point (the origin). The
latter is also the point responsible for the loss of strict
hyperbolicity of the dispersionless system which is at the
origin of such non-generic type of breaking. On this basis,
one might conjecture that all (or at least most of) even
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FIG. 6. (Color online) Hydrodynamical variables in the neigh-
borhood of the origin, obtained from numerical integration of
NLS equation with ε = 5 × 10−4: (a) u vs. x; (b) ux vs. x;
(c) v vs. x. The snapshots are taken from time t = 0.76 to
t = 0.784 with constant increment δt = 0.004.
initial data characterized by zero initial velocity and a
single vacuum point in the density could follow a simi-
lar breaking dynamics. However it is not difficult to find
counterexamples where even initial data exhibit generic
breaking, yet exhibiting the same feature (i.e., strict hy-
perbolicity not holding due to a single vacuum point). In
this case breaking does not occur in the vacuum point
and involves a gradient catastrophe where both variables
u and v exhibit diverging derivatives. This scenario gen-
erally occurs for input densities u0(x) = |ψ0|2 that are
sufficiently smooth around the vacuum point compared
with the case u0(x) = tanh
2 x. Examples that we have
verified include ψ0 = tanh
2n(x), for n ≥ 1, or, in the
periodic case, ψ0 = [1 − cos(2pix/L)]/2, with L suffi-
ciently large. As an example, we show the dynamics of
the latter case (with L = 6) in Fig. 7. In particular by
numerically integrating the SWE, we find the occurrence
of a generic breaking at the critical time tc ' 1.475 [see
Figs. 7(a,b,c)]. In this case the breaking points x = ±xc
are distinct from the vacuum (x = 0) and reflect the
invariance of the SWE under the inversion symmetry
x, v → −x,−v. In this case the gradient catastrophe is
accompanied by the divergence of the derivative of both
u and v [Figs. 7(a,b)], while only one Riemann vari-
able breaks at each point [Fig. 7(c)]. The integration
of the NLS equation confirms this scenario, showing the
build-up of oscillating wavetrains in the post shock evo-
lution [see Fig. 7(d)]. This allows us to view the breaking
mechanism of the initial datum u0(x) = tanh
2 x as a de-
generate case in which the breaking of the two Riemann
invariants occurring in the generic case in two symmetric
points, merge exactly in the vacuum point leading to a
non-generic type of breaking. Results presented above
show that the loss of strict hyperbolicity is not sufficient
for the latter type of breaking to occur. On the other
hand, the reader might wonder about the general require-
ments on the initial datum under which this transition
occurs. This is a challenging problem that requires a dif-
ferent approach aimed at a general classification of the
breaking for classes of initial data rather than the study
of the solution to a specific initial value problem in the
dispersionless limit. Although this remains clearly be-
yond the scope of the present paper, we believe that our
results may be considered as a starting point for devel-
oping such an approach.
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FIG. 7. (Color online) Evolution of initial waveform ψ0 =
[1 − cos(2pix/L)]/2 (i.e., u0 = [1 − cos(2pix/L)]2/4, v0 = 0).
Here L = 6 is the numerical window. (a-b-c) Snapshots of
density u (a), velocity v (b), and Riemann invariants ξ, η as
obtained from SWE [Eqs. (6)] close to breaking (tc = 1.475);
(d) Snapshots of density u = |ψ|2 obtained by integrating
the NLS equation (1) with ε = 0.005, right after breaking
(t = 1.48) when oscillations start to become visible, and at
t = 1.8 when they are fully developed. The inset shows details
of the right dispersive shock (mirror symmetry in x holds). In
all panels, the blue dashed line is the input.
VI. CONCLUSIONS
In summary, we have unveiled the breaking mechanism
of a specific initial dark waveform with initial flat phase,
which has its importance in relations to recent experi-
ments performed in Bose-Einstein condensates and non-
linear optics and ruled by the defocusing NLS equation.
We have shown that the dispersionless equations undergo
the simultaneous breaking of both Riemann invariants in
the point of null density (x = 0), though breaking occurs
in the opposite limits x = 0± for the two invariants. The
effect of dispersion starts to play a role before breaking
and determines a slow adiabatic detachment of the mini-
mum density points from zero. However, it is only around
the breaking time predicted by the dispersionless limit
that this minimum abruptly grows turning into a local
maximum of the field. We believe that having enlight-
ened such a mechanism, for the specific case considered
here, represents a first step towards a classification of
singularity types that can develop from initial data that
9contain vacuum points. This is however a challenging
task to be faced in a future work.
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Appendix A
Here we show how we evaluate elliptic integrals ap-
pearing in Eq. (22):
1
4
∫ ξ
0
r
√
(ξ − r)(r − η)√
4− r2 dr =− 2
∫ ξ
0
√
(ξ − r)(r − η)
(2− r)(2 + r) dr +
∫ ξ
0
√
(ξ − r)(r − η)(2 + r)
(2− r) dr
=− 2
[
γ
2α2(k2 − α2) (2− ξ)(ξ − η)
(
α2E(ω) + (α2 − k2)ω
+ (α4 − 2α2 + k2)Π(ω, α2)− α4 snω cnω dnω
1− α2sn2ω
)]
+
γ
α4
(2− ξ)(2 + ξ)(ξ − η) [−k2ω + (3k2 − α2k2 − α2)Π(ω, α2)
+(2α2k2 + 2α2 − 3k2 − α4)V2 + (α2 − 1)(α2 − k2)V3
]
with the notations
V0 =F(φ, k) V1 = Π(φ, α2, k)
V2 =
1
2(α2 − 1)(k2 − α2)
[
α2E(ω) + (k2 − α2)ω + (2α2k2 + 2α2 − α4 − 3k2)Π(φ, α2, k)
−α4 snω cnω dnω
1− α2sn2ω
]
V3 =
1
4(1− α2)(k2 − α2)
[
k2V0 + 2(α
2k2 + α2 − 3k2)V1 + 3(α4 − 2α2k2 − 2α2 + 3k2)V2
+α4
snω cnω dnω
(1− α2sn2ω)2
]
α2 =
ξ − η
2− η k
2 =
4(ξ − η)
(2− η)(2 + ξ) γ =
2√
(2− η)(2 + ξ)
φ = sin−1
(
ξ(2− η)
2(ξ − η)
)
ω = sn−1(φ, k2)
where F(φ, k), E(ω) and Π(φ, α2, k) are the standard notations for the elliptic integral of first kind, the complete
elliptic integral of second kind and the incomplete elliptic integral of the third kind respectively and sn, cn, dn stand
for the Jacobian Elliptic functions. A similar formula for the second integral in (22) is simply obtained from the above
via the substitution (ξ, η)→ (−η,−ξ).
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