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Abstract
The validity of Weinberg’s two sum rules for massless QCD, as well as the
six additional sum rules introduced into chiral perturbation theory by Gasser
and Leutwyler, are investigated for the extended Nambu-Jona-Lasinio chi-
ral model that includes vector and axial vector degrees of freedom. A de-
tailed analysis of the vector, axial vector and coupled pion plus longitudinal
axial vector modes is given. We show that, under Pauli-Villars regulariza-
tion of the meson polarization amplitudes that determine the spectral density
functions, all of the sum rules involving inverse moments higher than zero
are automatically obeyed by the model spectral densities. By contrast, the
zero moment sum rules acquire a non-vanishing right hand side that is pro-
portional to the quark condensate density of the non-perturbative ground-
state. We use selected sum rules in conjunction with other calculations to
obtain explicit expressions for the scale-independent coupling constants l¯i
of chiral perturbation theory in the combination l¯i + ln(m
2
pi/µ
2), to evalu-
ate the Das-Guralnik-Mathur-Low-Young current algebra expression for the
electromagnetic mass difference of the pion, and to compute the pion elec-
trical polarizability αE . The sum rule calculations set an upper limit of
αE ≤ α/(8π2mpif2pi) ≈ 6 × 10−4fm3 on this quantity, that is independent
of the quark mass up to O(m2pi/m2), and only depends on the fundamental
constants: pion mass mpi and pion decay constant fpi, in addition to fine
structure constant α ≈ 1/137.
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I. INTRODUCTION
Our present knowledge of the low energy hadronic spectra and the properties thereof
is based on the premise that chiral symmetry is a good approximate symmetry of the un-
derlying quantum chromodynamics (QCD) Lagrangian. This has found verification time
and again in understanding the nature of the low-lying octet of pseudoscalar mesons in
particular. Calculational methods have been developed primarily in two complementary di-
rections. On the one hand, the current algebra tools of the 1960’s [1] plus the two sum rules
of Weinberg [2,3] attempt to address the properties of the QCD Lagrangian per se in the
perturbative regime. On the other, the chiral perturbation theory (CHPT) approach [4–6],
which is based on an effective Lagrangian that only contains mesonic degrees of freedom,
addresses the low-energy non-perturbative regime of QCD. The latter approach introduces
terms into this Lagrangian in an expansion in momenta. The unknown coefficients of these
terms in each order of the expansion, which in the two flavor case amount to ten in total,
have to be fixed by experimentally measurable quantities.
An effective model approach of describing the low energy sector ab initio in terms of quark
degrees of freedom has also been studied for some years now in the so-called Nambu–Jona-
Lasinio (NJL) model [7–13]. In its original two flavor formulation, the minimal version of this
model contains scalar and pseudoscalar fields in a chirally symmetric combination, and the
model only has three parameters: the (strong) coupling G1, an averaged current quark mass
mˆ = (m0u+m
0
d)/2, and a cutoff Λ that sets the scale of the theory. Mesons are constructed as
collective excitations within this model, and the Goldstone theorem is fulfilled in the chiral
limit. The spontaneous breakdown of chiral symmetry leads to a dynamically generated
quark mass. In addition, it can easily be demonstrated within the framework of this model
that the Goldberger-Treiman and Gell-Mann–Oakes–Renner relations are fulfilled, and that
the quark axial current is conserved. In addition, Dashen’s theorem [14] that prevents
a chiral neutral pion from acquiring a mass shift in the presence of an electromagnetic
field, also continues to be obeyed [15]. These properties, which are a consequence of chiral
symmetry, continue to hold in an extended version of the NJL model or ENJL model, as
we will abbreviate it [8,13]. In this extended model, the vector and axial vector degrees of
freedom are explicitly included, and an additional (strong) coupling strength G2 is required
in order to couple these modes into the Lagrangian. It is imperative in demonstrating that
the expected properties of chiral symmetry hold, that a suitable regularization scheme be
employed under which the relevant Ward identities continue to hold [15,16].
The primary purpose of this paper is to investigate the sum rules of both the Weinberg
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type [2] and also those introduced by Gasser and Leutwyler [5]. These sum rules involve,
inter alia the vector as well as axial vector spectral densities, and thus it appears necessary
in regarding a quark model, to have such degrees of freedom explicitly supported. Hence
our interest in using the ENJL model for this purpose. However, the application of this
model to this problem is fraught with difficulties. On the one hand, the identification of
the vector and axial vector meson modes with the physical ρ and a1 mesons is especially
problematic, and we will return to comment on their analysis somewhat later on in this
introduction. We turn first rather to the issue of the spectral functions themselves. We
note that either version of the NJL model constitutes an effective field theory that does not
confine the explicit quark degrees of freedom that it contains. Consequently one expects
the strength distributions of the meson spectra, which contain interacting quark-antiquark
pairs, to behave unphysically in the high energy domain. This domain is naturally important
if the sum rules are to work. However, in spite of these deficiencies, one can show explicitly
[17] that under the Pauli-Villars (PV) regularization of the amplitudes, Weinberg’s first sum
rule ∫ ∞
0
ds
s
(ρV1 (s)− ρA1 (s)) = f 2pi , (1.1)
is obeyed exactly, while the second one satisfies a modified equation,∫ ∞
0
ds(ρV1 (s)− ρA1 (s)) = −m〈ψ¯ψ〉 6= 0 . (1.2)
Both statements hold to leading order in the number of colors. Here fpi is the pion decay
constant, and m and 〈ψ¯ψ〉 are the quark mass and scalar quark condensate in the ground
state. These conclusions also hold for the minimal version of the NJL model. This is perhaps
all the more surprizing, since the minimal version does not support either vector mode as
a fundamental excitation, so that it contains no resonance structures of any kind in these
channels.
Besides the two Weinberg sum rules, we are able to demonstrate that the six additional
sum rules introduced by Gasser and Leutwyler are also obeyed by the spectral densities of
the ENJL model. However, these results come at a price: as pointed out in [18], for example,
the Pauli-Villars regularization procedure effectively introduces additional spinor fields that
may correspond to indefinite metric sectors of the Hilbert space. In the present case, the use
of the PV procedure leads to negative and therefore unphysical spectral densities at large
momentum transfers. However, this occurs in such a fashion as to give an overall result that
is in accordance with the sum rule. We thus interpret the, perhaps unexpected, continued
validity of the sum rules under these circumstances as a consequence of the underlying chiral
symmetry and its faithful representation in the Pauli-Villars regularization method.
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The results obtained from the ENJL model fall naturally under scrutiny with regard to
their accordance or lack thereof with chiral perturbation theory. The retention of the sum
rules in both approaches suggests that there could be considerable overlap in these results.
In fact, the ENJL model provides a dynamical basis for calculating the empirical Gasser-
Leutwyler coupling constants of chiral perturbation theory. We evaluate these constants
in both the NJL and ENJL models, and express them as far as possible in terms of the
physically measurable parameters fpi and gA, the quark axial form factor. One finds that one
additional physically non-measurable quantity, the (constituent) quark mass m, also occurs
in these expressions, giving them this single parameter dependence. However, since the
calculations of all quantities within the ENJL model have only been performed to leading
order O(Nc) in the number of colors, one has to identify the calculated coefficients with
the Gasser-Leutwyler constants with some care. The reason for this is that the physically
meaningful scale-independent constants l¯i of Gasser and Leutwyler are not well-defined in
the chiral limit, where they diverge logarithmically with vanishing pion mass. This comes
about due to the appearance of chiral logarithms in CHPT that are to be anticipated on
general grounds [19]. In either version of the NJL model, such chiral logarithms appear as
a part of the (1/Nc) non-chiral corrections that necessarily include mesons in intermediate
states [20,15]. Thus we must identify the coefficients obtained from the model calculations
with the renormalized lri ’s of Gasser and Leutwyler, that have a well-defined chiral limit,
and not directly with the l¯i as is commonly done (see [21] and further references cited
therein1). We do this here. In this way, predictions can be obtained for the combinations
l¯i + ln(m
2
pi/µ
2) ∼ lri . (1.3)
Here the mass µ is a scale parameter introduced via the dimensional regularization of the
chiral perturbation theory amplitudes [5]. One can explicitly validate this approach [20]:
the coefficients that have been evaluated to O(Nc) in either version of the NJL model are
finite in the chiral limit, and acquire chiral logarithms (at the scale µ = 2m ≈ mσ of the σ
meson mass) upon incorporating the meson loops.
The results obtained in this manner are in reasonable agreement with the known empirical
values of the l¯’s, after including the logarithm as shown. As already noted, this agreement,
however, depends explicitly on the calculated value of the dynamically generated quark mass
1We note that the good agreement claimed in previous calculations can be traced back to the fact
that the chiral logarithm is a slowly varying function.
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as obtained from the gap equation. An important exception to this remark is the result for
the electric polarizability, αE , of charged pions. This coefficient can be obtained directly
from Holstein’s sum rule [22] in conjunction with the ENJL expressions for the spectral
densities and the pion radius. One obtains the simple form
αE =
α
mpi
1
48π2f 2pi
(l¯ENJL6 − l¯ENJL5 ) =
g2A
8π2f 2pi
α
mpi
≤ 1
8π2f 2pi
α
mpi
= 6.05× 10−4 fm3 (1.4)
where α = e2/4π ≈ 1/137, and the other symbols have their usual meanings. This is an
extremely interesting result for several reasons. Firstly it coincides exactly in form with the
CHPT expression for the polarizability in terms of the l¯i to one-loop order [23]. Secondly, the
terms coming from the dynamically generated quark mass m cancel exactly in the difference
l¯ENJL6 − l¯ENJL5 , leading to a result that only contains physical constants. Thirdly, only
the axial meson degree of freedom contributes to the polarizability through gA; there is no
contribution from the ρ meson. Fourthly, since g2A ≤ 1, this establishes a parameter free
prediction for the upper limit on the ENJL value of αE, at least to O(αNc). Using the
estimated value gA = 0.75, one has the numerical result, αE = 3.40× 10−4fm3. This answer
can be compared directly with the prediction [22] of chiral perturbation theory to one-loop
order, αchptE = 2.68× 10−4fm3, that uses the empirical values of the l¯’s. Experimentally, the
value of αE is still very uncertain. Current analysis of the available data gives values of αE
ranging between 2.2± 1.6 to 20± 12× 10−4 fm3 [24–28].
One can also evaluate the current algebra result of Das et al. [29] for the electromagnetic
splitting of the charged to neutral pion masses using the ENJL spectral densities. The Das
et al. formula links the splitting ∆m2pi = m
2
pi± −m2pi0 to a modified sum rule for the spectral
density difference ρV1 − ρA1 , integrated over all momentum transfers of the virtual photons
that are responsible for the electromagnetic self-energy of the pion. The resulting ENJL
expression for this mass squared difference can be written in the compact form [17]
∆m2pi = 3ie
2
∫
d4q
(2π)4
1
q2
FP (q
2)FV (q
2)FA(q
2) (1.5)
where the F ′s are pion and quark form factors that are defined in Section II of the main text.
The special assumption that the form factors in Eq. (1.5) describe point-like mesons without
internal structure, leads to the result originally derived by Das et al.. Further evaluation
of this expression is postponed to Section IV. There we also give the set of gauge invariant
pion polarization diagrams to O(αNc) that corresponds to this result. The electromagnetic
gauge invariance of the mass difference expression is thereby made explicit.
As has been alluded to in an earlier part of the introduction, the determination and
interpretation of the vector and axial vector excitation modes that are supported by the
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ENJL model is not straightforward, but remain essential ingredients for the construction of
the spectral densities. We have therefore investigated these modes anew. The particular
innate difficulty in these calculations arises from the fact that both the ρ meson and the
axial vector meson a1 have empirical masses that lie above the 4m
2 threshold for free quark
pair creation, a non-physical process from the point of view of confinement. The existence
of this threshold means that the complex plane for the momentum transfer variable squared
s has a unitarity cut along 4m2 ≤ s ≤ ∞. Accordingly the ENJL model masses have to
be sought as the poles of the relevant meson propagators that have been continued through
this cut onto the contiguous or “second” Riemann sheet.
Taken at face value, these facts seem to make a model of this nature of dubious value for
the vector modes. In fact, the situation is far more complicated than this. A careful analysis
of the vector polarization shows that this function has two isolated poles on the second sheet
for our parameter choice: one on the real axis below 4m2, and a second complex pole in the
lower half plane of that sheet. The real pole corresponds to a ρ mode containing virtually
bound q¯q pairs2. The ρ spectral density function receives contributions from both of these
poles. A single pole approximation to describe the resonance behavior of the vector strength
in terms of a single mass plus a width parameter is thus incomplete. While this density still
displays a single-peak structure that can be placed around the observed physical ρ mass
for an appropriate choice of parameters, the extent to which the virtual state strength
intrudes3 into the energy domain of the peak is parameter-dependent. Thus one cannot
unambiguously associate the position of the peak with the mass squared of the ρ meson as
being given by either the virtual bound state pole, or the real part of the complex pole. We
give full details of this problem in Section III. As such, the interpretation of the ρ meson, like
the π meson, differs vastly from the conventional view of being simply a bound state of two
constituents. Note in passing that, simply taken on its own, the ρ meson is of considerable
interest currently, given its special role in the interpretations of the observed excess in the
2The occurrence of this state in the ENJL model was first pointed out in [30]. Increasing the
coupling strength G2 of the vector plus axial vector terms in the Lagrangian causes this mode to
move through the branch cut onto the physical sheet, to become a true bound state for the model
ρ meson.
3The enhancement of the neutron-proton scattering cross-section in the singlet channel over that
in the triplet channel due to the presence of a virtually bound singlet state in the former, is a case
in point [31].
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lepton spectra in heavy-ion collisions in the intermediate mass range [32].
By contrast, the axial vector polarization displays a single complex pole in the lower half
plane of the second sheet, and the axial vector spectral density has a single peak structure
that can be associated with this pole. The positions of peaks in both the vector and the
axial vector spectral functions are basically controlled by the vector coupling strength G2.
While the value of this coupling can be fixed via gA at G2 = (1 − gA)/(8f 2pi) ≈ 3.61GeV−2
[from Eq. (2.85)], plus the known value of fpi ≈ 93MeV and an assumed value for gA = 0.75,
the actual peak positions are fairly robust against moderate changes in G2. Taking the
resulting peaks to define the ρ(770) and a1(1260) meson masses, one obtains mρ = 713MeV,
ma1 = 1027MeV for the vector masses of the ENJL model, to be compared with the observed
masses of 768.1 ± 0.6MeV and 1230 ± 40MeV [33]. It is interesting to observe that the
predicted ratio ma1/mρ = 1.44 ≈
√
2 for the above value of G2 is remarkably close to the
original Weinberg estimate [2] of exactly
√
2.
The values for the model masses are satisfactory from an experimental point of view. One
thus has to try to reconcile these results with the fact that neither spectral function contains
its dominant physical decay channel, ρ→ ππ or a1 → ρπ respectively, but rather describes
the (hypothetical) ρ→ q¯q or a1 → q¯q decays allowed by the non-confining ENJL Lagrangian.
This is a long-recognised deficiency [8]. On the other hand, the model spectral densities
continue to saturate the first sum rule, Eq. (1.1). From these facts alone, one can argue with
some justification that the positions of the peaks in these distributions are more significant
than the particular manner in which they decay, and therefore do lead to meaningful masses.
One should recall in this regard that, in Weinberg’s original discussion of the problem, the
vector meson mass ratio was determined by using delta function distributions for the vector
densities that ignored all decay channels, but with strengths that allowed the sum rules to
be satisfied. More generally, the fact that both Weinberg’s and Gasser and Leutwyler’s sum
rules are satisfied by the model spectral density functions in spite of their undesirable decay
properties, suggests that results based on integrals over these densities do nevertheless have
physical significance.
An analysis of the ENJL model commences with the construction of the irreducible polar-
izations that are now coupled in the isovector pseudoscalar and longitudinal axial channels.
This is done in Section II. We are not the first authors to carry out such an analysis (see e.g.
[8,13]). Hence this section is in the nature of a summary of those aspects of the problem that
are necessary for an understanding of the sum rules, and it also serves to set our notation.
From a knowledge of the irreducible polarization functions, the new meson propagators in
the extended model can be constructed. This is done in such a fashion that the generaliza-
7
tion from the NJL model becomes obvious, and so that the NJL results are simply recovered
on setting G2 to zero. Central to the derivations is that, as far as possible, quantities are
expressed in terms of physical variables, the pion decay constants fpi and the pion quark
coupling strength, gpiqq, in the ENJL model. One observes that these quantities undergo
a simple multiplicative scaling fpi =
√
gAfp and gpiqq = gp/
√
gA via the quark axial form
factor gA with respect to their NJL values fp and gp in such a way as to preserve the chiral
theorems, like the Goldberger-Treiman relation. In fact, apart from such scaling, the main
effect of including the vector and axial vector degrees of freedom is to drastically redistribute
the associated NJL spectral densities into two peaks that serve to determine the masses of
these modes in the model. Conservation of the axial vector current can also be demonstrated
explicitly. Here one finds that the ENJL model leads to non-trivial vector and axial form
factors FV (q
2) and GA(q
2) for the quark currents such that FV (0) = 1, but GA(0) = gA ≤ 1.
There is of couse an overriding caveat on all of these statements: the issue of regular-
ization. In addition to being non-confining, the NJL model and its ENJL extension are
both non-renormalizable. Thus a cutoff Λ in their mass spectra is necessary in order to
obtain finite answers. One anticipates that the magnitude of this cutoff will be similar for
either version of the model, but this parameter has in any event to be of order of the chiral
symmetry-breaking scale Λχ ∼ 1GeV of QCD. Otherwise the NJL Lagrangian could not
reasonably fulfill the role of a low energy effective model theory. However the problem is
more complicated than this. One has to also ensure that the regularization scheme em-
ployed respects the chiral Ward identities satisfied by those amplitudes that express the
consequences of the chiral symmetry of this model Lagrangian. The Pauli-Villars regular-
ization scheme [18] fulfulls these requirements [15,16]: in particular, it preserves those chiral
Ward identities between regulated amplitudes that are necessary for a demonstration of the
sum rules4. We take up the PV regularization of the polarization amplitudes in some detail
in Appendix A. There we show that the PV scheme can be implemented in conjunction with
either unsubtracted, or once-subtracted dispersion relations that lead, not surprizingly, to a
very different asymptotic behavior of the polarization amplitude in question. This feature
has a direct bearing on the ability of the associated spectral density, which is given by the
imaginary part of the polarization, to satisfy the sum rules.
4This is not to say that the Pauli-Villars regularization scheme will guarantee all Ward identities.
A discussion of the related questions that arise in the case of the PV regularizarion of the σ-model,
for example, can be found in [34].
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The spectral density functions carrying specific quantum numbers are next introduced
in Section III with the aid of the appropriate current-current correlators and the Ka¨llen-
Lehman spectral representation. We establish the analytic properties of the polarization
functions. Then we analyse the analytic behavior of their corresponding spectral density
functions under PV-regularization, and show by means of contour integration techniques
that all eight sum rules, the two of Weinberg, and the six of Gasser and Leutwyler, are
obeyed by ENJL spectral densities regulated in this manner. The only exceptions that
occur are for the zero-moment sum rules, like in Eq. (1.2), where a finite value instead of
zero appears on the right hand side. We use these results in conjunction with the non-chiral
expansions for the physical pion mass and decay constant of Section II to identify several of
the coupling parameters of chiral perturbation theory. In parallel with these developments,
we also explore the analytic properties of polarization amplitudes that have been obtained
from once-subtracted dispersion relations prior to regularization. Such amplitudes are shown
to give rise to Landau ghost poles at space-like q2 in the π, ρ, and a1 channels. Some of the
consequences of nevertheless admitting such unphysical propagators are briefly discussed.
In Section IV, we discuss the use of ENJL spectral densities in conjunction with sum rules
to compute two electromagnetic properties of the pion: the electric polarizability coefficient
of the charged pion from Holstein’s sum rule [22], and the π± − π0 mass splitting from the
current algebra sum rule of Das, Guralnik, Mathur, Low and Young [29]. We also provide
an alternative derivation of the mass splitting in terms of Feynman diagrams that leads to
exactly the same result. An explicit demonstration of how Dashen’s theorem is satisfied by
the ENJL model electromagnetic self-energies for the neutral pion is also given. A summary
of results and conclusions is presented in Section V, while Appendix A contains additional
calculational details of a more technical nature that do not appear in the main text.
II. REVIEW OF FORMALISM
Since the properties of Nambu-Jona-Lasinio type Lagrangians have already been the
subject of extensive analysis in the recent literature [7–13], we use this section to briefly
summarize only those aspects that will be required as background for the specific develop-
ments to follow in Sections III and IV.
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A. Two-point functions
In this section, we discuss the two-point correlation functions from which the spectral
densities we wish to study are obtained. Since the calculational procedure is the same for all
spectral densities, let us denote by Ja(x) a generic operator with SU(2) isospin and Lorentz
indices summarized by the index a. Then the associated time-ordered two-point correlators,
or polarization functions, are given by
∫
d4x eiq·x〈0|T{Ja(x)J b(0)}|0〉 (2.1)
in momentum space, where T is the usual time-ordering operator. These currents are as-
sumed to be bilinear forms of the two-flavor quark fields ψ(x) and their Dirac adjoints,
i.e.
Ja(x) = ψ¯(x)Γaψ(x), (2.2)
where the vertex Γa characterizes the nature of the excitation. Using the notation of Ref. [5],
the bilinear forms P, S, V, A for isospin currents Ja are
P a(x) = ψ¯(x)iγ5τ
aψ(x) 0−+ π
Sa(x) = ψ¯(x)τaψ(x) 0++ a0
V aµ (x) = ψ¯(x)γµ
τa
2
ψ(x) 1−− ρ
Aaµ(x) = ψ¯(x)γµγ5
τa
2
ψ(x) 1++ a1
(2.3)
with τa, a = 1 2 3 being the SU(2) Pauli isospin matrices. The spin, parity and charge
conjugation quantum numbers JPC of the excitations they lead to relative to the invariant
vacuum, as well as representative low-lying meson states that carry these quantum numbers,
are also indicated. In addition to these isospin currents, it is useful to consider the isoscalar
densities
P 0(x) = ψ¯(x)iγ5ψ(x) 0
−+ η
S0(x) = ψ¯(x)ψ(x) 0++ f0 or σ
(2.4)
The factor of 1/2 that is included in Eq. (2.3) in the definition of the vector and axial vector
currents is purely convention. If we further assume that the dynamics of these quark currents
are governed by a two-flavor U(1)× SUL(2)×SUR(2) chirally symmetric Lagrangian of the
Nambu-Jona-Lasinio type, then both the vector and the axial vector (Noether) currents will
be conserved. If this is the case, then the Lorentz and and isospin structure of the expression
(2.1) is known ahead of time. If we write
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∫
d4x eiq·x〈0|T{Jaµ(x)J bν(0)}|0〉 = −
i
4
Π˜JJµν;ab(q
2), (2.5)
where Jaµ(x) is given by either V
a
µ or A
a
µ, then both correlation functions become purely
transverse tensors in their Lorentz indices and diagonal in their isospin indices, i.e.
Π˜JJµν;ab(q
2) = Π˜JJ(q2)Tµνδab, (2.6)
where Tµν = (gµν− qˆµqˆν) with qˆµ = qµ/
√
q2. In a similar fashion, the scalar and pseudoscalar
two-point functions have the structure
∫
d4x eiq·x〈0|T{Ja(x)J b(0)}|0〉 = −iΠ˜JJ (q2)δab, (2.7)
where Ja(x) is given by either Sa or P a for the isovector currents, or by S0 or P 0 for the
isoscalar densities. In the latter case, there is no isospin factor. Note that in Eqs. (2.5)
to (2.7), we have introduced the full polarization functions Π˜JJ(q2). In order to achieve a
uniformity of definition for these, we have introduced a factor 1/4 in Eq. (2.5) to compensate
for the factor 1/2 carried in Eq. (2.3) in the current definition.
It is important to bear in mind that the transverse form given by Eq. (2.6) holds in the
first place for the exact vector or axial vector polarization in a chirally symmetric theory, and
therefore must also hold for any approximate calculation of either function. Therefore any
approximate treatment has to be implemented in such a manner that current conservation
is maintained at each level of approximation: otherwise the physical consequences of the
symmetries contained in the Lagrangian could become distorted. A case in point that is
discussed again below is the mixing of the longitudinal axial vector and pseudoscalar pion
modes already at the lowest order of approximation in the minimal NJL model that is
necessary to ensure axial current conservation in the chiral limit [21].
B. Effective chiral Lagrangian
In order to calculate the two-point correlation functions, we need to specify the La-
grangian L governing their dynamics. For this purpose, we identify L with the two-flavor
Nambu-Jona-Lasinio Lagrangian, that has been extended to include vector and axial degrees
of freedom in a chirally invariant fashion [8,12,13]. We write
LENJL = ψ¯[i∂/− mˆ]ψ +G1
[
(ψ¯ψ)2 + (ψ¯iγ5τψ)
2
]
−G2
[
(ψ¯γµτψ)
2 + (ψ¯γµγ5τψ)
2
]
(2.8)
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where the isovector and axial vector terms have to appear with a common coupling constant
G2 in order to retain chiral invariance
5. In this expression, the ψ′s are iso-doublet, color-
triplet Dirac quark fields and mˆ is the averaged current quark mass mˆ = (m0u +m
0
d)/2. We
also note that LENJL breaks the UA(1) symmetry in maximal fashion due to the ’t Hooft
term [35] that it contains [10] and which models the QCD instanton interaction. The G′s
should be assumed to scale like N−1C if the correct QCD scaling properties for the quark and
meson masses are to be maintained.
In the following, it will be convenient to refer to results that are obtained with G2 either
present or absent as pertaining to the ENJL or NJL model respectively. Then, apart from
the pionic and sigma-like excitations with JPC = 0−+ and 0++ that are collective modes of
the NJL Lagrangian built out of coherent superpositions of strongly interacting q¯q pairs of
binding energy 2m and zero respectively [7], the ENJL Lagrangian also supports additional
collective modes with JPC = 1−− and 1++ that coincide with the quantum numbers of the
ρ and a1 meson. Although we will continue to refer to these modes as “meson” states of the
corresponding name for brevity, to what extent this identification with the actual physical
mesons of the same quantum numbers is appropriate, is a matter for later discussion.
C. Schwinger-Dyson amplitudes to leading order O(Nc) via diagram summation: the
RPA approximation
Due to the specific structure of the Lagrangian in Eq. (2.8), the Schwinger-Dyson [SD]
integral equations for the full polarization functions can be solved explicitly [7] in terms of
the lowest order single quark loop irreducible polarization diagrams. These individual loops
are denoted as ΠJJ
′
together with the appropriate additional spinor and flavor structure.
They may be decomposed according to their Lorentz structure as
ΠV Vµν;ab(q
2) = ΠV VT (q
2)Tµνδab (2.9a)
ΠAAµν;ab(q
2) = [ΠAAT (q
2)Tµν +Π
AA
L (q
2)Lµν ]δab (2.9b)
5One could equally well include additional chirally invariant terms in this Lagrangian, like the
separately chirally invariant isoscalar vector and the axial vector terms (carrying the quantum
numbers of the ω and f1 mesons). However, since the important collective low-lying excitations
contained in LNJL are the pions which are also isovector, the isovector vector mesons are the
relevant degrees of freedom for our purposes.
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ΠAPµ;ab(q
2) = ΠAP (q2)qˆµδab, qˆµ =
qµ√
q2
(2.9c)
ΠPPab (q
2) = ΠPP (q2)δab (2.9d)
ΠSSab (q
2) = ΠSS(q2)δab. (2.9e)
The two remaining polarizations ΠP0P0(q2) and ΠS0S0(q2) generated by the density operators
P 0 and S0 are scalars in both Lorentz and isospin space. Here Lµν = qˆµqˆν is a longitudinal
tensor such that Tµν + Lµν = gµν . As has been indicated explicitly, the irreducible po-
larizations are all functions of q2. The full polarization functions that were introduced in
Eqs. (2.5) to (2.7) and are denoted by Π˜JJ
′
have the same invariant structure as the irre-
ducible one-loop amplitudes that generate them. Note that the vertices that these one-loop
diagrams connect are indicated by the following superscripts,
V → γµτa, A→ γµγ5τa, P → iγ5τa, S → τa, P0 → iγ5, S0 → 1. (2.10)
All such one-loop diagrams involve traces over all quark variables, which make them
proportional to Nc. Thus their products with G1 or G2 are independent of Nc. Hence
the RPA approximation for the polarization amplitudes, which involves a selective summa-
tion of diagrams to all orders in the (strong) interaction parameters G1 and G2, will only
contain interaction effects to leading order O(1) in the expansion in powers of the inverse
color variable 1/Nc if, as here, we replace the exact irreducible polarization by its one-loop
approximation.
We can now write down separate SD integral equations for the pure vector (ρ), pure
transverse axial vector, and coupled longitudinal axial vector-pseudoscalar (aL, π) channels.
We can do this for either the scattering amplitudes in these channels or the polarization
diagrams. If we do the latter, then one sees from the structure of LNJL that the full vector
polarization is simply given by the geometric progression of one-loop irreducible amplitudes
connected via the interaction in this channel,
Π˜V VT = Π
V V
T − 2G2ΠV VT Π˜V VT =
ΠV VT
1 + 2G2Π
V V
T
, (2.11)
and is automatically transverse and strictly O(Nc) since the denominator is O(1) in the
number of colors. We refer to this in the following as the random phase approximation,
or RPA because of its similarity with the diagram summation technique used in discussing
collective modes in nuclear physics. The axial vector and pseudoscalar polarization functions
are by contrast coupled by the amplitude ΠAPµ;ab that allows for transitions between the
longitudinal part of the axial vector and the pseudoscalar pion modes. This feature was
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first observed in the early field theoretic formulations of Weinberg’s model [36] where it led
to a finite pion field renormalization. The situation here is very similar although there are
no elementary meson fields present in the Lagrangian. Taking this off-diagonal polarization
amplitude into account, one has
Π˜AAµν = Π
AA
µν +Π
AA
µρ (−2G2)gρρ
′
Π˜AAρ′ν +Π
AP
µ (2G1)Π˜
PA
ν , (2.12)
after dropping the now redundant isospin labels. Note that ΠAPµ Π˜
PA
ν = Π
AP Π˜PAqˆµqˆν is
longitudinal. Hence one can split the solution of the above equation into parts that are
purely transverse, and parts that are purely longitudinal:
Π˜AAT = Π
AA
T − 2G2ΠAAT Π˜AAT =
ΠAAT
1 + 2G2ΠAAT
(2.13)
and
Π˜AAL = Π
AA
L − 2G2ΠAAL Π˜AAL + 2G1ΠAP Π˜PA. (2.14)
The pseudoscalar polarization function can likewise be found as the solution of the pair
of coupled SD equations,
Π˜PP = ΠPP +ΠPP (2G1)Π˜
PP +ΠPA(−2G2)Π˜AP , (2.15)
while
Π˜PAqˆµ = Π
PAqˆµ +Π
PAqˆν(−2G2)Π˜AAνµ +ΠPP (2G1)Π˜PAqˆµ
or
Π˜PA = ΠPA +ΠPA(−2G2)Π˜AA +ΠPP (2G1)Π˜PA, (2.16)
since ΠPA ;νΠ˜AAνµ = Π
PAΠ˜AAL qˆµ projects out onto the longitudinal part of the axial polariza-
tion. Thus we end up with a single equation for the transverse axial polarization, but three
coupled equations (2.14-2.16) for the pseudoscalar polarization and the longitudinal part of
the axial polarization. These latter equations can be written as a single matrix equation in
the P,A space as
Π˜ = Π+ΠKΠ˜, (2.17)
where the boldface symbols have the matrix structure,
Π =

 ΠPP ΠPA
ΠAP ΠAAL

 , K =

 2G1 0
0 −2G2

 . (2.18)
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The Π˜ has the same matrix structure as Π. While the solution to this matrix equation may
be found without difficulty [9], it is more instructive to proceed as follows. We split up the
matrix of interaction strengths as
K = K1 +K2 =

 2G1 0
0 0

+

 0 0
0 −2G2

 , (2.19)
and introduce the auxillary matrix of polarization functions Πˆ, distinguished by carrying a
hat, that are generated by the axial vector part of the interaction acting in isolation. This
auxillary matrix satisfies the equation
Πˆ = Π+ΠK2Πˆ, (2.20)
with solution
Πˆ = (1−ΠK2)−1Π. (2.21)
Subtracting the matrix equations satisfied by Π˜ and Πˆ respectively and using the solution
for Πˆ given above, one finds that
Π˜ = Πˆ+ ΠˆK1Π˜, (2.22)
with solution
Π˜ = (1− ΠˆK1)−1Πˆ. (2.23)
This result shows that the role of the longitudinal axial mode can be completely absorbed in
the determination of the auxillary polarization matrix Πˆ. The effect of this is to renormalize
the one-loop polarization functions as follows, as may be seen by evaluating Eq. (2.21):
ΠˆPP = ΠPP − 2G2 Π
PAΠAP
1 + 2G2ΠAAL
(2.24)
ΠˆAP =
ΠAP
1 + 2G2ΠAAL
(2.25)
ΠˆAAL =
ΠAAL
1 + 2G2ΠAAL
, (2.26)
where the argument q2 has been suppressed for brevity. Physically this renormalization
comes about due to the partial summation to infinity of one-loop diagrams connected by the
longitudinal piece of the axial vector interaction. Together with the explicit solution for the
transverse axial polarization given by Eq. (2.13) above, Eqs. (2.21) and (2.23) provide us with
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a complete description of the polarization matrix. It will turn out that the longitudinal part
of Π˜AAµν vanishes identically in the presence of the pseudoscalar interaction term contained
in LNJL (in the chiral limit). This is not true of ΠˆAAµν that continues to have a longitudinal
component.
Of the remaining polarization functions, only the isoscalar one, ΠS0S0 is modified by the
interactions contained in LNJL. Using the RPA again, one finds
Π˜S0S0(q2) =
ΠS0S0(q2)
1− 2G1ΠS0S0(q2) . (2.27)
All that is required now are the explicit forms of the matrix elements of the polarization
at the one loop level to complete the solution for the various polarization functions. These
are given below.
D. Calculation of the one-loop polarization functions
The one-loop diagrams corresponding to the isospin currents of Eq. (2.3) are given by
(2.28a)
ΠV Vµν;ab = i
∫
d4p
(2π)4
Tr[γµτaS(p+ q)γντbS(p)] (2.28b)
ΠAAµν;ab = i
∫
d4p
(2π)4
Tr[γµγ5τaS(p+ q)γνγ5τbS(p)] (2.28c)
ΠAPµ;ab = i
∫ d4p
(2π)4
Tr[γµγ5τaS(p+ q)iγ5τbS(p)] (2.28d)
ΠPPab = i
∫
d4p
(2π)4
Tr[iγ5τaS(p+ q)iγ5τbS(p)] (2.28e)
ΠSSab = i
∫
d4p
(2π)4
Tr[τaS(p+ q)τbS(p)], (2.28f)
where the trace Tr operation runs over all intrinsic variables, and where S(p) = ( 6p−m+iǫ)−1
is the quark propagator. The corresponding isoscalar diagrams are
ΠP0P0= i
∫
d4p
(2π)4
Tr[iγ5S(p+ q)iγ5S(p)] (2.29a)
ΠS0S0= i
∫
d4p
(2π)4
Tr[S(p+ q)S(p)]. (2.29b)
We first consider the chiral limit, mˆ = 0, and start with the scalar and pseudoscalar polar-
ization diagrams, as well as the (π, aL) coupled diagram. It has been shown [9–11] that all
these diagrams may be written in terms of the mean field (or Hartree) expressions for the
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pion weak decay constant fp, the πqq coupling constant gp and pion form factor FP in the
chiral limit. One has6
ΠPP = (2G1)
−1 +
f 2p (q
2)
m2
q2 = ΠP0P0 (2.30a)
ΠAP = 2if 2p (q
2)
√
q2
m2
= (ΠPA)∗ (2.30b)
ΠS0S0 = (2G1)
−1 +
f 2p (q
2)
m2
(q2 − 4m2) = ΠSS, (2.30c)
after introducing the abbreviation
f 2p (q
2) = f 2pFP (q
2). (2.31)
Here
f 2p = −4iNcm2I(0) (2.32a)
g2p = [−4iNcI(0)]−1 (2.32b)
FP (q
2) = I(q2)/I(0), (2.32c)
where I(q2) is the common loop integral
I(q2) =
∫
d4p
(2π)4
1
[(p + q)2 −m2][p2 −m2] . (2.33)
A suitable regularization of this divergent integral is discussed in Appendix A. Notice that
the mean field pion decay constant and pion-quark coupling satisfy the Goldberger-Treiman
relation fpgp = m at the quark level, where the quark mass m arises from spontaneous chiral
symmetry breaking in the groundstate of LNJL. This mass is self-consistently determined by
the single quark self-energy Σ as m = Σ(m), the so-called “gap” equation [7]. In the Hartree
mean-field approximation, one finds for either the NJL model or its ENJL extension that
m ≈ ΣH = 2G1
∫
d4p
(2π)4
Tr[iS(p)]
= 16G1Ncm
∫
d4p
(2π)4
i
p2 −m2 + iǫ , (2.34)
6The expressions for the scalar and pseudoscalar amplitudes also contain surface terms [37] that
arise because of the momentum variable shifts that have to be introduced to simplify them us-
ing the quadratically divergent gap equation. The surface terms are removed after Pauli-Villars
regularization as discussed in more detail in Ref. [15].
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since only the scalar interaction in LNJL is operative in determining ΣH . This equation leads
to the relations ΠPP (0) = ΠS0S0(4m2) = (2G1)
−1 that have been used to simplify ΠPP and
ΠS0S0 in Eqs. (2.30a) and (2.30c).
We now turn to the vector and axial vector polarization diagrams of Eqs. (2.28b) and
(2.28c). Commuting γ5S(p) = S(−p)γ5 under the trace in the latter expression leads to
ΠAAµν;ab(q
2)− ΠV Vµν;ab(q2) = 4f 2pFP (q2)gµνδab. (2.35)
One also notes that ΠV Vµν;ab is purely transverse, as may be established by contracting with
qµ and using the identity 6q = S−1(p+ q)− S−1(p). Then
qµΠV Vµν;ab = i
∫
d4p
(2π)4
Tr [S(p)γν − S(p+ q)γν ] δab = 0, (2.36)
provided that the necessary shift in the momentum integration variable in the divergent
integral on the right is allowed. If so, one can conclude that
ΠAAT (q
2)− ΠV VT (q2) = ΠAAL (q2) = 4f 2p (q2), (2.37)
by inserting the axial and vector polarizations in terms of their transverse and longitudinal
parts from Eqs. (2.9b) and (2.9a), projecting out with the help of the relations T µνTµν =
T µνgµν = 3 and L
µνLµν = 1, and using Eq. (2.31).
The relations (2.37), which are in the nature of Ward identities, are crucial for proving
the Weinberg sum rules [2] as well as establishing the relation between the Feynman diagram
structure and the Das et al. [29] formulation for the electromagnetic pion mass splitting in
the ENJL model. Since all these quantities involve formally divergent integrals at the one-
loop level, their regularization has to be implemented in such a fashion that Eqs. (2.35),
(2.36) and Eq. (2.37) on which these relations are based, remain valid between the regulated
quantities as well. We discuss this later. The explicit form of ΠV VT (q
2) after regularization
is given in the appendix. It is shown there that ΠV VT (0) = 0. Thus one sees from Eq. (2.37)
that
ΠAAT (0) = Π
AA
L (0) = 4f
2
p . (2.38)
The ingredients needed for constructing the polarization matrix Π are now available:
the pseudoscalar and mixed polarization diagrams appear in Eqs. (2.30a, 2.30b), and ΠAAL is
already known from Eq. (2.37). The resulting one-loop polarization in (P,A) space is given
by the hermitian matrix
Π =

 (2G1)−1 + f 2p (q2) q2m2 −2if 2p (q2)
√
q2
m2
2if 2p (q
2)
√
q2
m2
4f 2p (q
2)

 . (2.39)
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After renormalization by the longitudinal axial mode according to Eq. (2.21), this becomes
Πˆ =

 (2G1)−1 + f 2pi(q2) q2m2 −2if 2pi(q2)
√
q2
m2
2if 2pi(q
2)
√
q2
m2
4f 2pi(q
2)

 . (2.40)
Notice that the sole effect of the longitudinal mode is to replace the factor fp(q
2) of Eq. (2.31)
by
fpi(q
2) = fp(q
2)[1 + 8G2f
2
p (q
2)]−
1
2 ; f 2p (q
2) = f 2pFP (q
2). (2.41)
It is shown later [Eq. (2.79)] that the chiral limit q2 → 0 of this expression gives the pion
weak decay constant fpi for the ENJL model. Since
(1− ΠˆK1)−1 = D−1

 1 0
4iG1f
2
pi(q
2)
√
q2
m2
D

 , (2.42)
where the determinant D is
D = Det(1− ΠˆK1) = 1− 2G1ΠˆPP (q2), (2.43)
the matrix elements of Π˜ = (1− ΠˆK1)−1Πˆ now follow as
Π˜PP =
ΠˆPP (q2)
1− 2G1ΠˆPP (q2)
(2.44)
Π˜AP =
2if 2pi(q
2)
√
q2
m2
1− 2G1ΠˆPP (q2)
= − i
G1
√
m2
q2
(2.45)
Π˜PA = (Π˜AP )∗ (2.46)
Π˜AAL = 0, (2.47)
where
ΠˆPP (q2) = (2G1)
−1 +
f 2pi(q
2)
m2
q2 (2.48)
is the renormalized version of the pseudoscalar polarization of (2.30a) . Thus Π˜ has a zero
in the lower right hand corner: the full longitudinal polarization vanishes as it must, to
ensure axial current conservation when the longitudinal axial vector (aL) mode mixing with
π is properly taken into account. Note that this conclusion also remains true for the minimal
NJL model, where G2 = 0 [21].
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E. Propagators
Together with Eqs. (2.11), (2.13) and (2.27), the above suite of equations completes the
solutions for the transverse vector and axial vector, scalar, and the coupled pseudoscalar-
longitudinal axial vector polarization functions for the ENJL model in the RPA approxima-
tion. We now turn to the task of constructing the associated propagators for these various
modes.
1. The ρ and transverse a1 mode propagators
The scattering amplitude of a quark-antiquark pair arising from the exchange of either
vector meson mode has the form
(Γµ;aJ )12
[
1
i
DJJµν,ab(q
2)
]
(Γν;bJ )34, (2.49)
where
Γµ;aJ = γ
µτa or γµγ5τ
a, (2.50)
for the vector or axial vector channels respectively. The DJJµν;ab = D
JJ
µν δab defines the corre-
sponding meson propagator. In the RPA approximation, it is built up from the interaction
lines −2iG2 and 2iG1 that connect 0, 1, 2,.... polarization bubbles to the initial and final
vertices. In the vector channel, the sequence of contributions for −iDV Vµν reads
− iDV Vµν = (−2iG2)gµν + (−2iG2)
{
ΠV VT Tµν + (−2G2)(ΠV VT )2TµρT ρν + · · ·
}
(−2iG2)
=
(−2iG2)
1 + 2G2Π
V V
T
Tµν + (−2iG2)Lµν , (2.51)
since the irreducible vector polarization is purely transverse. Hence the transverse and
longitudinal parts of the rho propagator are
− iDV VT =
(−2iG2)
1 + 2G2ΠV VT
, −iDV VL = (−2iG2). (2.52)
The corresponding expression for the axial vector propagator is complicated by the presence
of the coupling amplitudes ΠAPµ . In place of Eq. (2.51), one has the series
− iDAAµν = (−2iG2)gµν + (−2iG2)
1
i
{
ΠAAµν +Π
AA
µρ (−2G2)gρρ
′
ΠAAρ′ν + · · ·
+ΠAPµ (2G1)Π
PA
ν + · · ·
}
(−2iG2). (2.53)
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The series in the curly brackets is just the series for the full axial polarization Π˜AAµν given
in Eq. (2.12). However, as this is again purely transverse, see Eq. (2.47), the results for
the transverse and longitudinal parts of −iDAAµν are, according to Eq. (2.13), identical with
those of −iDV Vµν with ΠV VT replaced by ΠAAT . Thus
− iDAAT =
(−2iG2)
1 + 2G2ΠAAT
, −iDAAL = (−2iG2). (2.54)
The longitudinal part of this propagator also has non-vanishing off-diagonal elements, as we
discuss below.
2. The coupled π − aL mode propagators
As we have seen, the pion and longitudinal axial modes π and aL are coupled through
the off-diagonal elements in Π˜. The corresponding SD equation for the resulting propagator
is thus a matrix equation involving the full polarization matrix Π˜,
− iD = iK+ iK1
i
Π iK+ iK
1
i
Π iK
1
i
Π iK+ · · ·
= iK+ iK
1
i
{
Π+KΠ+KΠKΠ+ · · ·
}
iK
= iK+ iK
1
i
Π˜ iK, (2.55)
which in view of Eq. (2.23) has the solution
− iD = iK+ iK(1− ΠˆK1)−1ΠˆK. (2.56)
Insert the known value of the inverse matrix to obtain
− iD = −iDPP (q2)

 A iB
−iB C

 , (2.57)
where A, B, C are the real matrix elements
A = 1 (2.58)
B = 4G2f
2
pi(q
2)
√
q2
m2
(2.59)
C = 2G2f
2
pi(q
2)
q2
m2
, (2.60)
and where the renormalized propagator for a chiral pion,
− iDPP (q2) = 2iG1
1− 2G1ΠˆPP (q2)
=
−im2
q2f 2pi(q
2)
=
−ig2piqq(q2)
q2FP (q2)
, (2.61)
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has been factored out. Here
gpiqq(q
2) = gp[1 + 8G2f
2
p (q
2)]
1
2 . (2.62)
As shown below, the chiral limit of this function gives the renormalized πqq coupling con-
stant gpiqq(0) = gpiqq. The auxillary constants fp and gp have thus disappeared from the
problem, to be replaced by their renormalized values fpi and gpiqq. Although this will be
justified later by examining the conserved axial current, one already sees that these renor-
malized values also satisfy the GT relation fpigpiqq = m.
The matrix D enters into the q¯q scattering amplitude and has to be diagonalized in
order to identify the independent π and longitudinal axial eigenmodes and their coupling
constants to the quarks. To this end, we introduce the real symmetric matrix
M =

 A B
B C

 (2.63)
that has real eigenvalues
λpi,aL(q
2) =
1
2
(A+ C)± 1
2
√
(A− C)2 + 4B2, (2.64)
where the signs correspond to the identification of the π and aL eigenmodes according to
the expected limits λpi → 1, λaL → 0 as G2 → 0. The orthogonal transformation matrix
that renders M diagonal is
U =

 cos θ − sin θ
sin θ cos θ

 , tan 2θ = 2B
(A− C) . (2.65)
The scattering amplitude can then be written as follows
T = (iγ5τ ,−i 6 qˆγ5τ)M

 iγ5τ
i 6 qˆγ5τ

DPP
= (iγ5τ ,−i 6 qˆγ5τ)U
{
UTMU
}
UT

 iγ5τ
i 6 qˆγ5τ

DPP
= Tpi + TaL , (2.66)
where
Tpi = [(cos θ− 6 qˆ sin θ)iγ5τ ]⊗ [(cos θ+ 6 qˆ sin θ)iγ5τ ]λpiDPP (q2) (2.67)
and
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TaL = [(sin θ+ 6 qˆ cos θ)iγ5τ ]⊗ [(sin θ− 6 qˆ cos θ)iγ5τ ] λaLDPP (q2). (2.68)
The separate contributions of the propagating pion and longitudinal axial eigenmodes are
now self-evident. However, since the eigenvalue λaL ∼ q2 as q2 → 0 according to Eq. (2.64),
the product λaLD
PP (q2) does not have a pole at q2 = 0. Thus the longitudinal axial scatter-
ing amplitude does not represent a propagating physical particle carrying mass. Nevertheless
this amplitude is an essential adjunct to the propagating pion eigenmode, which does repre-
sent a physical particle, as far as conservation of the isospin current is concerned, as well as
the interaction of the pion with electromagnetic fields. These comments will be elucidated
in the later sections. By contrast, from the structure of DPP (q2), it is evident that the pion
propagator part of T does have a pole at q2 = 0: the Goldstone mode has been preserved
by the RPA. However, as already noted before (see e.g. [8]), the coupling constant of the
quarks to the (Goldstone) pion as well as its weak decay constant are renormalized, and
an additional pseudovector coupling constant, gpv, is induced by the π − aL coupling in the
ENJL Lagrangian. One confirms this by examining the residue of Tpi at the pole q
2 → 0. In
this limit, one finds from Eqs. (2.64) and (2.65) that
λpi → 1 (2.69)
cos θ→ 1 (2.70)
sin θ√
q2
→ 4G2f
2
pi
m
. (2.71)
Then Tpi can be recast as [8]
Tpi → [(gpiqq− 6q gpv
2m
)iγ5τ ]⊗ [(gpiqq+ 6q gpv
2m
)iγ5τ ]
1
q2
(2.72)
in the vicinity of the pion pole, that allows one to identify the pseudoscalar and induced
pseudovector pion-quark coupling constants gpiqq and gpv as
gpiqq = lim
q2→0
gpiqq(q
2)
√
λpi(q2) cos θ = gp[1 + 8G2f
2
p ]
1
2 =
gp√
gA
(2.73)
and
gpv = lim
q2→0
2mgpiqq(q
2)
√
λ(q2)
sin θ√
q2
= gpiqq(8G2f
2
pi) = gpiqq(1− gA). (2.74)
The quark axial form factor gA that is identified in Eq. (2.85) to follow, has been introduced
to simplify the final expressions for these two coupling constants.
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F. Chiral symmetry invariance to O(Nc) in the RPA
Apart from satisfying Goldstone’s theorem in the RPA, the ENJL model also obeys the
remaining chiral theorems as realized by the Goldberger-Treiman relation and axial current
conservation. The Goldberger-Treiman relation can be established by calculating the one
pion to vacuum matrix element of the axial current that defines the pion weak decay constant
fpi. In the quark model, this matrix element is determined by connecting the vertex for the
incoming pion, in this case i(gpiqq− 6q gpv/2m)iγ5τb, via a quark loop to the axial current
vertex γµγ5τa/2. Since the induced pseudovector term in the πqq interaction only couples to
the longitudinal part of the axial polarization, the resulting single quark loop diagram, can
be re-expressed in terms of the ΠAP and ΠAAL . The details are summarized below. One has
〈0|Aµ;a|πb(q)〉 = ifpiqµδab = 1
2
ΠAPµ;ab(0)gpiqq −
1
2
ΠAAµν;ab(0)q
ν igpv
2m
. (2.75)
But
ΠAPµ;ab(q
2) = 2i
f 2p (q
2)
m
qµδab and Π
AA
µν;ab(q
2)qν = 4f 2p (q
2)qµδab, (2.76)
in view of Eqs. (2.30b) and (2.37). Hence the pion decay constant satisfies the relation
fpi =
f 2p
m
(gpiqq − gpv). (2.77)
However
(gpiqq − gpv) = gpiqqgA (2.78)
follows from Eqs. (2.73) and (2.74). Inserting this difference into the expression for fpi, one
finds
fpi =
√
gAfp = fp[1 + 8G2f
2
p ]
− 1
2 . (2.79)
Thus fpi and gpiqq are again connected by a Goldberger-Treiman relation,
fpigpiqq =
√
gAfp
gp√
gA
= m. (2.80)
We also establish the axial current conservation for the Lagrangian given by Eq. (2.8)
and identify the quark isovector axial form factor. The expected modification of the quark
current due to the exchange of transverse axial a1 plus the π and longitudinal aL axial
eigenmodes is depicted in Fig. 1. Since the current operator represented by the sum of these
diagrams is to eventually be sandwiched between initial and final quark momentum states p
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and p′ where q = p′− p is the momentum entering the vertex, we can freely use the identity
6qγ5 = 2mγ5. Translating the Feynman diagrams in Fig. 1 with the help of Eqs. (2.76),
(2.67), (2.68) and (2.54) in terms of the polarization loops and propagators they represent,
one finds, after some calculation, that
Jaµ5 = γµγ5
τa
2
− 2mγ5
q2
qµ
f 2p (q
2)
f 2pi(q
2)
{
λpi( cos θ − 2m√
q2
sin θ)2 + λa( sin θ +
2m√
q2
cos θ)2
}τa
2
− 2G2Π
AA
T
1 + 2G2Π
AA
T
Tµνγ
νγ5
τa
2
. (2.81)
The contents of the curly bracket is given by
{
· · ·
}
= A+
4m2
q2
C − 4m√
q2
B = 1− 8G2f 2pi(q2) =
1
1 + 8G2f 2p (q
2)
, (2.82)
see Eq. (A86) of Appendix A. This just cancels out the factor f 2p (q
2)/f 2pi(q
2) in view of
Eq. (2.41) and we are left with
Jaµ5 =
(
γµγ5 − 2mγ5
q2
qµ − 2G2Π
AA
T
1 + 2G2ΠAAT
Tµνγ
νγ5
)τa
2
=
(
gµν − qµqν
q2
− 2G2Π
AA
T
1 + 2G2Π
AA
T
Tµν
)
γνγ5
τa
2
=
( 1
1 + 2G2Π
AA
T
)
Tµνγ
νγ5
τa
2
= GA(q
2)Tµνγ
νγ5
τa
2
. (2.83)
Thus the axial current is purely transverse and consequently conserved, qµJaµ5 = 0. However
the quarks have acquired an axial form factor
GA(q
2) =
1
1 + 2G2ΠAAT (q
2)
(2.84)
associated with the π + aL and a1 exchanges that contribute to the current. At zero mo-
mentum transfer this gives the renormalized axial coupling as
gA = GA(0) = [1 + 2G2Π
AA
T (0)]
−1 = [1 + 8G2f
2
p ]
−1 = [1− 8G2f 2pi ], (2.85)
in view of Eq. (2.38) followed by Eq. (2.79). It will prove useful to introduce a renormalized
form for the axial form factor
FA(q
2) = GA(q
2)/GA(0) = g
−1
A GA(q
2) (2.86)
that has the property that FA(0) = 1. One notes the essential role of the axial a1 degree
of freedom in obtaining all of these results. In particular, the presence of the diagonalized
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version of the longitudinal axial meson propagator in Eq. (2.81) is crucial for axial current
conservation. One also observes that the quark’s axial coupling to the current has been
reduced from unity down to gA < 1 by the associated meson clouds. The same remark is
true of the weak decay constant that is also reduced below its mean field value to f 2pi = gAf
2
p ,
as shown in Eq. (2.79). Thus one has to identify the renormalized fpi and not fp with the
physical value of ≈ 93MeV.
Vector current conservation follows in the same way, except that here ρ0 exchange replaces
the π and axial modes. Otherwise the calculation is the same as above. However, the “bare”
current and meson exchange current are separately conserved in this case. Translating Fig. 1
once more, one finds
Jaµ =
(
gµν − 2G2Π
V V
T
1 + 2G2ΠV VT
Tµν
)
γν
τa
2
=
( 1
1 + 2G2ΠV VT
)
Tµνγ
ν τ
a
2
= FV (q
2)Tµνγ
ν τ
a
2
,
(2.87)
after invoking the identity 6q = 0 that is appropriate when calculating 〈p′|Jaµ |p〉. Thus Jaµ is
also conserved, and the vector form factor of the quark is
FV (q
2) =
1
1 + 2G2ΠV VT (q
2)
. (2.88)
In this case, there is no renormalization at zero momentum transfer, FV (0) = 1, since
ΠV VT (0) = 0.
G. Explicit symmetry-breaking and chiral perturbation theory
The results obtained so far all refer to the chiral limit of vanishing current quark mass.
We close this section by briefly indicating their extension to the case mˆ 6= 0 that is required
for the discussion of some of the sum rules in Section III. As a byproduct, this extension will
also allow us to make contact and compare with the results of chiral perturbation theory
(CHPT) that has been extensively used as a theory for studying hadron properties in the
non-perturbative regime of QCD [6,23,38].
When a non-zero current quark mass is included, the gap equation for the new quark
mass that replaces the m of Eq. (2.34) is
m∗ − mˆ = Σ(m∗) ≈ ΣH(m∗), (2.89)
that has a revised solution m∗ 6= m. The changed gap equation alters the structure of the
pseudoscalar polarization from that given by Eq. (2.48) to
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ΠPPnc = {
m− mˆ
2G1m
+
f 2pi(q
2)
m2
q2}m=m∗ , (2.90)
evaluated at the new mass m∗. The new index nc explicitly denotes the use of non-chiral
functions. Carrying out the same set of matrix multiplications as those leading to Eqs. (2.44)-
(2.47), it is found that the non-chiral expressions for Π˜PP and Π˜AP have exactly the same
form as their chiral counterparts, but with ΠˆPP replaced by ΠPPnc . Furthermore, the longitu-
dinal polarization now no longer vanishes since the associated axial current is not conserved.
The final expressions for the non-chiral case are thus
Π˜PPnc =
ΠPPnc (q
2)
1− 2G1ΠPPnc (q2)
(2.91)
Π˜APnc =
2if 2pi(q
2)
√
q2
m2
1− 2G1ΠPPnc (q2)
(2.92)
Π˜PAnc =
−2if 2pi(q2)
√
q2
m2
1− 2G1ΠPPnc (q2)
(2.93)
Π˜AAL;nc =
4f 2pi(q
2)
1− 2G1ΠPPnc (q2)
mˆ
m
, (2.94)
that do not permit further simplification. All amplitudes now have to be evaluated for a
quark mass m = m∗ given by the root of Eq. (2.89).
The propagator matrix representing the mixing of the pion and longitudinal axial vector
modes has the same form as before,
− iDnc = −iDPPnc (q2)

 A iB
−iB C

 (2.95)
with A and B unchanged except for being evaluated atm = m∗, but C contains an additional
term that is proportional to mˆ,
A = 1 (2.96)
B = 4G2f
2
pi(q
2)
√
q2
m∗2
(2.97)
C = 2G2[
f 2pi(q
2)
m∗2
q2 − (2G1)−1 mˆ
m∗
[1− 8G2f 2pi(q2)]]. (2.98)
The propagator for a non-chiral pion,
− iDPPnc (q2) =
2iG1
1− 2G1ΠPPnc (q2)
, (2.99)
has been extracted. The pion pole has thus been shifted away from the Goldstone mode at
q2 = 0 to some finite value at q2 = m2pi that gives the mass of the ENJL pion. To lowest
order in the current quark mass, this pole lies at
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m2pi =
mmˆ
2G1f 2pi
+O(mˆ2). (2.100)
The corresponding pole for the pion mass of the minimal NJL model lies at
m2p =
mmˆ
2G1f 2p
+O(mˆ2). (2.101)
The quark mass in these expressions now refers to the mass obtained from the gap equation
in the chiral limit, mˆ = 0. Using the mean field result, m = −2G1〈ψ¯ψ〉, that connects m
to the condensate density in either the NJL or the ENJL version of the model in the chiral
limit, one can recast these equations as
m2pif
2
pi = m
2
pf
2
p =
mmˆ
2G1
= −mˆ〈ψ¯ψ〉+O(mˆ2) (2.102)
to confirm that the Gell-Mann Oakes Renner current algebra relation [39] is satisfied by
either version of the NJL model [9,10].
The diagonalization of the propagator matrix proceeds as before, and one regains
Eqs. (2.67) and (2.68) with the rotation angle calculated using the revised values of A ,B ,C
and with DPP replaced by DPPnc . The non-chiral analogs of the pseudoscalar and induced
pseudovector coupling constants of Eqs. (2.73) and (2.74) are related to the residue at the
pion pole of DPPnc (q
2). If we use capital letters to distinguish the non-chiral coupling con-
stants from the chiral ones, then
Gpiqq = lim
q2→m2pi
[∂ΠPPnc /∂q
2]−
1
2
√
λpi(q2) cos θ (2.103)
and
Gpv = lim
q2→m2pi
2m∗[∂ΠPPnc /∂q
2]−
1
2
√
λpi(q2)
sin θ√
q2
. (2.104)
The modified quark mass m∗ enters into all these expressions in a very complicated way.
However, since the current quark mass (mˆ ∼ 3−5 MeV) is expected to be of order of (2−3)%
of the quark mass that is generated dynamically via the chiral gap equation, a perturbative
approach suggests itself [21] that is analogous to the procedure used in CHPT. This approach
seeks to express the non-chiral amplitudes in terms of their chiral counterparts to first non-
vanishing order in the current quark mass mˆ. Since the relevant physical values of q2 ∼ m2pi
are always of O(mˆ), which in turn are of the same order as the shift δm = (m∗ −m) away
from the chiral mass, all amplitudes have to be expanded simultaneously in q2 and δm about
zero. Basic to these expansions are the following results:
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(i) The mass shift. The mass shift δm to O(mˆ) is obtained by solving the non-chiral gap
equation (2.89) to this order. One finds [21] δm ≈ mˆ/8G1f 2p , a result that can be rewritten
in either of the two equivalent forms
δm =
m2p
4m
, or δm =
gAm
2
pi
4m
, (2.105)
that lie between 20 and 13 MeV depending on the parameters used, see Table I. The physical
origin of the mass shift m→ m∗ that is induced can be understood directly in terms of an
additional self-energy change due to the σ mode being exchanged between the quark and
an external scalar field S0 = ψ¯ψ, that is associated with the current quark mass in the
Lagrangian. The diagrams entering the gap equation that determine m∗ to O(mˆ) are shown
in Fig. 2. The additional quark self-energy that is due to the non-vanishing current quark
mass is given diagramatically by Fig. 2 (b) and (c): translating these Feynman diagrams,
one obtains
− iδm = −imˆ+ (−imˆ)[−iΠS0S0(0)][−iDS0S0(0)]
=
−imˆ
1− 2G1ΠS0S0(0) , (2.106)
since the σ propagator is given by
− iDS0S0(q2) = 2iG1
1− 2G1ΠS0S0(q2) =
−im2
(q2 − 4m2)f 2p (q2)
, (2.107)
in terms of the scalar polarization of Eq. (2.30c). The σ exchange has generated an effective
scalar form factor [1 − 2G1ΠS0S0(0)]−1 that modifies the bare current quark mass vertex in
an analogous way to what was found for the vector and axial vector current vertices, and
its structure as a geometric series in G1 confirms that the calculation of δm is still non-
perturbative in the strong coupling constant. Inserting the zero momentum transfer value
of the combination 1− 2G1ΠS0S0(0) = 8G1f 2p from Eq. (2.30c), one regains Eq. (2.105).
(ii) Non-chiral corrections to the pion-quark coupling constants. The revision of the pion
polarization to order O(mˆ2) is obtained by expanding ΠPPnc to lowest in q
2 and δm. To do
so, first calculate the variation of the basic integral I(q2) in Eq. (2.33) with q2 and m2. We
temporarily write I(q2, m∗2) in order to emphasize the two independent variables involved
in this function, and obtain
I(q2, m∗2) = I(0, m2) +
i
(4π)2
q2
6m2
− i
(4π)2
δm2
m2
+ · · · , (2.108)
with the help of the relations
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∂I(0, m2)
∂q2
=
i
(4π)2
1
6m2
;
∂I(0, m2)
∂m2
= − i
(4π)2
1
m2
,
that are easily established. Here m∗2 = m2 + δm2 + O(mˆ2), where δm2 = 2mδm = 1
2
m2p,
from Eq. (2.105). Hence f 2p (q
2) = −4iNcm∗2I(q2, m∗2) in Eq. (2.31) has the expansion
f 2p (q
2, m∗2) = f 2p [1 +
q2
8π2f 2p
− 3m
2
p
8π2f 2p
+
m2p
2m2
+O(mˆ2)], (2.109)
from which one concludes that f 2pi(q
2) of Eq. (2.41) behaves like
f 2pi(q
2, m∗2) = f 2pi [1 +
g2A
8π2f 2pi
q2 +
g2A
2m2
m2pi −
3g3A
8π2f 2pi
m2pi +O(mˆ
2)]. (2.110)
We have set Nc = 3 in both of these expansions, and used the relations m
2
p = gAm
2
pi and
f 2p = f
2
pi/gA to eliminate the NJL values of the pion mass and decay constants in favor of
those pertaining to the chiral ENJL case. Then one finds that the pseudoscalar polarization
has the expansion
ΠPPnc (q
2, m∗2) =
m∗ − mˆ
2G1m∗
+ q2
f 2pi
m2
[1 +
g2A
8π2f 2pi
q2 − 3g
3
A
8π2f 2pi
m2pi −
gA(1− gA)
2m2
m2pi +O(mˆ
2)].
(2.111)
Accordingly, the derivative of this expression at the ENJL pion mass mpi that enters the
determination of the pseudoscalar and pseudovector coupling constants is
[∂ΠPPnc (q
2, m∗2)/∂q2]q2→m2pi = g
−2
piqq[1− g2A(3gA − 2)
m2pi
8π2f 2pi
− gA(1− gA) m
2
pi
2m2
+O(mˆ2)].
(2.112)
Now, the final determination of the coupling constants, and thus also the non-chiral correc-
tions to the pion weak decay constant, also requires the expansion of the root λpi(m
2
pi) as
well as sin θ and cos θ to lowest order in m2pi. To obtain these, we need the expanded forms
of the coefficients A,B and C of Eqs. (2.98). One then finds that
λpi(m
2
pi) ≈ 1 + (4G2f 2pi)2
m2pi
m2
,
√
λpi(m2pi) cos θ ≈ 1
(2m∗/mpi)
√
λpi(m2pi) sin θ ≈ 8G2f 2pi(m2pi, m∗2) (2.113)
to lowest order in mˆ, after dropping terms of O(mˆ2). Here, the function f 2pi(m
2
pi, m
∗2) is given
by the expansion in Eq. (2.110) evaluated at q2 = m2pi. Hence the coupling constants take
the form
Gpiqq = gpiqq[1 + g
2
A(3gA − 2)
m2pi
16π2f 2pi
+ gA(1− gA) m
2
pi
4m2
+O(mˆ2)] (2.114)
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and
Gpv = gpiqq(1− gA)[1− 3g3A
m2pi
16π2f 2pi
+ gA(1 + gA)
m2pi
4m2
+O(mˆ2)]. (2.115)
As a check, notice that this last relation correctly reduces to (2.74) in the chiral limit.
(iii) Non-chiral corrections to the pion mass and weak decay constant. The values of the
physical pion mass and weak decay constant Mpi and Fpi, expressed as expansions in powers
of mˆ, can now be found. The weak decay constant is obtained by evaluating the right hand
side of Eq. (2.75) at q2 = m2pi instead of zero, while replacing gpiqq − gpv by Gpiqq − Gpv and
m by m∗. One obtains
Fpi = fpi[1 +
m2pi
16π2f 2pi
(4π2
f 2pi
m2
g2A − 3g3A︸ ︷︷ ︸
∼lr
4
) +O(mˆ2)], (2.116)
to the indicated order. The corrections to the ENJL pion mass of Eq. (2.100) follow upon ex-
panding the defining equation for the value of the pole in the non-chiral propagator DPPnc (q
2)
to higher powers than the first in mˆ:
M2pi =
m∗mˆ
2G1f 2pi(M
2
pi , m
∗2)
= m2pi[1−
m2pi
32π2f 2pi
( 8π2
f 2pi
m2
gA(2gA − 1)− 4g2A(3gA − 1)︸ ︷︷ ︸
∼lr
3
) +O(mˆ2)] (2.117)
after using Eq. (2.100) to eliminate the combination mmˆ/(2G1f
2
pi) = m
2
pi.
(iv) The Gasser-Leutwyler coupling constants of chiral perturbation theory. The coefficients
of the m2pi terms in expansions like Eqs. (2.116) and (2.117) that have been underscored with
braces can be used to identify the ENJL model predictions for two of the coupling constants,
l¯3 and l¯4 of CHPT that were introduced by Gasser and Leutwyler [5]. However, as they
stand, these equations actually determine the renormalized coupling constants lri , and not
the scale-invariant versions l¯i of Gasser and Leutwyler, which are the physical parameters
to be extracted from experiment. The price one pays for introducing the scale invariance
in l¯i is that the latter coupling constants then all diverge logarithmically like − lnm2pi in
the chiral limit. Such “chiral logarithms”, that are expected on general grounds [19], only
appear in the NJL model or its ENJL extension when non-chiral O(1/Nc) corrections to the
mean field results are included. As we have not incorporated such corrections into our mean
field treatment of the problem, we must identify the underscored quantities not with l¯i, but
with the combination
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l¯i + ln(m
2
pi/µ
2) ∼ lri , (2.118)
which is well-defined in the chiral limit. Here µ is the as yet arbitrary scale parameter
of CHPT7. This way of including the chiral logarithms has been verified explicitly in the
calculation of the pion radius parameter l¯6 in [20], and for the pion electromagnetic mass
difference in [15]. The same conclusion holds for the remaining coupling constants. We thus
have
l¯ENJL3 + ln(m
2
pi/µ
2) = {8π2 f
2
pi
m2
(2gA − 1)− 4gA(3gA − 1)}gA (2.119)
l¯ENJL4 + ln(m
2
pi/µ
2) = {4π2 f
2
pi
m2
− 3gA}g2A. (2.120)
These expressions reduce to the values given previously [21] (in a somewhat different form)
for the NJL model (gA → 1, f 2pi → f 2p and m2pi → m2p):
l¯NJL3 + ln(m
2
p/µ
2) = 8π2
f 2p
m2
− 8 (2.121)
l¯NJL4 + ln(m
2
p/µ
2) = 4π2
f 2p
m2
− 3. (2.122)
In Eqs.(2.119) and (2.120), the combinations on the left are specified as functions of two
physically measurable quantities, the pion decay constant fpi as well as the axial form factor
gA. The only unknown factor is the quark mass m. Numerical values for these quantities
will be discussed in the next section, after the parameters of the model have been fixed.
H. Parameters.
The determination of the parameters appearing in the effective Lagrangian follows the
standard procedure of attempting to reproduce some of the experimental properties of the
mesons and quarks that can be calculated from the model. In the case of the ENJL model
with the chiral symmetry-breaking current quark mass included, one has the two interaction
strengths, G1 and G2, an averaged current quark mass mˆ, and a regulating cutoff Λ, to
determine, i.e. four parameters in all. On the other hand, it is clear that the l¯i’s derived
above to O(mˆ2) only refer to the solution for m from the gap equation (2.34) in the absence
7The arbitrariness in the choice of the scale µ is reflected in the slow logarithmic dependence on
it and the overall smallness of the logarithmic correction in any event. This explains the good
agreement of previous calculations with the empirical values of the l¯′is, see [21].
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of a current quark mass. This is the general situation. We may thus ignore the effect of mˆ on
the quark mass, and instead regard mˆ as interchangeable with the pion mass mpi in view of
the GMOR relation (2.102) rather than as an additional parameter. This then leaves three
parameters to fix: G1 , G2 and Λ. In order to determine these, we use the physical value
Fpi ≈ 93MeV of the pion decay constant8 to fix fpi, coupled with the inferred value of the
condensate density per light quark flavor of 〈u¯u〉 ≈ 〈d¯d〉 ∼ (−200MeV)3 to (−300MeV)3,
and a typical value for the quark axial form factor gA to set these parameters. Choosing
the value of gA is, according to Eq. (2.85), equivalent to choosing a value for the interaction
strength G2 multiplying the vector fields, once fpi is fixed. We take gA = 0.75, since this
leads to a correct estimate of the nucleon axial form factor gNA = (5/3)gA ≈ 1.26 using the
naive quark model formula [8,41]. Then G2 is fixed at G2 = (1 − gA)/(8f 2pi) = 3.61GeV−2.
The ratio f 2pi/m
2 follows from Eq. (2.32a) plus f 2pi = gAf
2
p . We use the Pauli-Villars (PV)
regularization scheme for this calculation. The PV regulated version of Eq. (2.32a) is given
by Eq. (A34) in the appendix. One has
f 2pi
m2
= −3gA
4π2
∑
a=0
Ca ln
M2a
m2
=
3gA
4π2
L(x)
L(x) = 2 ln(1 + x)− ln(1 + 2x), x = Λ
2
m2
, (2.123)
for Nc = 3, after inserting the standard choice [18] Ca = (1, 1,−2) andM2a = m2+αaΛ2 with
α = (0, 2, 1) for the PV regularization9. Thus f 2pi/m
2, and therefore also the combination
l¯i+ln(m
2
pi/µ
2) are only functions of the one remaining dimensionless combination x = Λ2/m2,
i.e. the ratio of the square of the regularization scale to the spontaneously generated quark
mass at that scale. Thus one may write
8A more accurate value is Fpi = 92.4MeV, see Ref. [40].
9As an aside we comment that, when regulated in O(4) momentum space, the corresponding
expression for L(x) is
LO(4)(x) = ln(1 + x)− x/(1 + x)
Here x = Λ2O(4)/m
2 and ΛO(4) is a new cutoff. The scaling Λ
2
O(4) → (2 ln 2)Λ2 essentially maps
this function onto L(x), i.e. LO(4)[(2 ln 2)x] ≈ L(x) to a very high degree of approximation, see
Fig. 13 of Ref. [16]. The results to follow are thus essentially unchanged in the O(4) regularization
scheme, apart from requiring a larger cutoff. However, for the reasons already outlined in the
Introduction, we prefer to use the PV regularization.
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l¯ENJL3 (x) + ln(m
2
pi/µ
2) = 6g2A(2gA − 1)L(x)− 4g2A(3gA − 1) (2.124)
l¯ENJL4 (x) + ln(m
2
pi/µ
2) = (3L(x)− 3)g3A, (2.125)
which reduce to the especially simple expressions
l¯NJL3 (x) + ln(m
2
p/µ
2) = 6L(x)− 8 (2.126)
l¯NJL4 (x) + ln(m
2
p/µ
2) = 3L(x)− 3 (2.127)
for the NJL values of these coefficients.
For fixed fpi and gA, Eq. (2.123) determines how m must vary with the ratio x. The
corresponding value of the strong coupling G1 that is required to reproduce this value of m
follows from the gap equation that m must satisfy. Using the PV regulated version of the
gap equation given in the appendix as Eq. (A4) for Nc = 3, one finds
G−11 =
3m2
π2
[2x ln {1 + 2x
1 + x
} − L(x)]. (2.128)
Knowing G1 and m, the quark condensate density per light quark flavor is then given by
− 〈u¯u〉 = −〈d¯d〉 = m
4G1
+O(mˆ). (2.129)
The variation with x = Λ2/m2 of the quark mass m and condensate density is shown in
Fig. 3 for the ENJL model. The input parameters are as stated above: fpi = 93MeV and
gA = 0.75. If we insist that fp must take on the value of the physical pion decay constant of
93MeV for the minimal NJL model case also, then both these quantities simply scale down
with
√
gA: mNJL =
√
gAmENJL and 〈q¯q〉1/3NJL =
√
gA 〈q¯q〉1/3ENJL, so that ΛNJL =
√
gAΛENJL,
and {G1}NJL = g−1A {G1}ENJL. It is interesting that the ρ meson degree of freedom takes no
part in this scaling. One notes that both m and the quark condensate are slow functions of
x: a fourfold change from x = 4 to x = 16 can accomodate an uncertainty in the empirical
value of the condensate density that lies between −(300MeV)3 ≤ 〈u¯u〉 ≤ −(250MeV)3. A
comparison of the parameters and the numerical results for the two cases is given in Table I
for x = 16.
In Tables II and III, we have compiled the analytic expressions and predicted numerical
values for the Gasser-Leutwyler scale-independent coupling parameters as extracted from
Eqs. (2.124), (2.125) for l¯3 and l¯4 for both the NJL and ENJL models, and compared these
values with experiment. In addition, we have included the values of l¯5, l¯6 and l7 (for which
there is no barred version) and which are calculated from Eqs. (3.39) and (4.7) as well as
Eq. (3.52) in the sections to come.
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The predicted values for these parameters have been calculated using the same input
data as for Table I. The logarithmic contribution is shown separately in this table. This
contribution has been calculated at the scale µ = 2mσ ≈ 2m = 485MeV or 528MeV respec-
tively in these two cases, that is suggested by the structure of the pion radius calculation
[20]. Gasser and Leutwyler fix µ = Mη = 549MeV at the η meson mass. From this table,
one notes (i) that either version of the model gives very similar predictions for the coupling
constants of chiral perturbation theory, and (ii) that the agreement with the empirical data
is quite acceptable, the more so since no attempt was made to fit any of the l′s directly.
The only exception to this is l¯3, which is more than twice as large as the suggested empirical
value which, however, carries a large error.
III. SPECTRAL DENSITY FUNCTIONS AND SUM RULES
In this section, we construct the spectral density functions that give the meson mode
(mass)2 strength distributions in the various channels, and discuss their sum rule properties.
Six such spectral functions can be defined and there are eight sum rules linking them that
we discuss. We first introduce the spectral functions, and we then evaluate them in the
ensuing subsections within the ENJL model.
We start with the isovector vector and axial vector polarization given by Eq. (2.5) and
consider their spectral densities ρJ . We write
1
2π
∫
d4x eiq·x〈0|V aµ (x)V bν (0)|0〉 = ρV1 (q2)(−Tµν)δab (3.1a)
1
2π
∫
d4x eiq·x〈0|Aaµ(x)Abν(0)|0〉 = ρA1 (q2)(−Tµν)δab + ρA0 (q2)Lµνδab. (3.1b)
The subscripts 0 and 1 indicate the spin projection carried by these spectral densities. Since
the normalized transverse and longitudinal projectors Tµν and Lµν where Tµν + Lµν = gµν
have been used, these identifications of the vector and axial vector densities agree with those
introduced in Weinberg’s original paper on sum rules, and equal q2 times the vector densities
of Gasser and Leutwyler [5].
In a seminal paper [2], Weinberg proved two QCD sum rules that now bear his name,
and which are obeyed by the inverse moments of these spectral densities in the chiral limit
in which both the vector and axial vector currents are conserved:
∫ ∞
0
ds
s
(ρV1 (s)− ρA1 (s)) = f 2pi +O(mˆ) (3.2a)∫ ∞
0
ds(ρV1 (s)− ρA1 (s)) = O(mˆ). (3.2b)
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The first sum rule is exactly fulfilled in the chiral limit, where, as our notation suggests, f 2pi
represents the value of the physical weak decay constant F 2pi = f
2
pi + O(mˆ) in the limit of
vanishing pion mass. The second sum rule contains additional QCD corrections [1,3]. These
relations assume (see Ref. [1] for a recent overview) that the associated polarization functions
satisfy unsubtracted dispersion relations. Then, with the aid of the Ka¨llen-Lehmann spectral
representation [18], one can write
1
4
Π˜JJT (s) = −
∫ ∞
0
dt
ρJ(t)
t− s =
1
4π
∫ ∞
0
dt
Im[Π˜JJT (t)]
t− s , (3.3)
with J = V,A, after setting s = q2. The spectral density distributions for the vector and
axial vector polarizations are then
ρJ1 (s) = −
1
4π
Im[Π˜JJT (s)] , and ρ
A
0 (s) =
1
4π
Im[Π˜AAL (s)]. (3.4)
In addition to the Weinberg sum rules for the vector and axial vector densities, further
sum rules have been derived by Gasser and Leutwyler for higher inverse moments of these
densities, as well as for the moments of the scalar and pseudoscalar densities, that are specific
to expansions in the current quark mass mˆ in the context of chiral perturbation theory [5].
To introduce these sum rules, we use the same definitions as these authors in the scalar -
pseudoscalar sector and write
1
2π
∫
d4x eiq·x〈0|S0(x)S0(0)|0〉 = ρS(q2) (3.5a)
1
2π
∫
d4x eiq·x〈0|P a(x)P b(0)|0〉 = ρP (q2)δab (3.5b)
1
2π
∫
d4x eiq·x〈0|Sa(x)Sb(0)|0〉 = ρ˜S(q2)δab (3.5c)
1
2π
∫
d4x eiq·x〈0|P 0(x)P 0(0)|0〉 = ρ˜P (q2) (3.5d)
with
ρJ (s) =
1
π
Im[Π˜JJ(s)] (3.6)
for the scalar and pseudoscalar correlators: here J = S, P identifies the character of the
relevant density operator. The tilde over the scalar isovector and pseudoscalar isoscalar
spectral densities in Eqs. (3.5c) and (3.5d) serves to distinguish them from the isoscalar and
isovector densities of the same spatial character in the first pair of equations. The density
operators appearing in these correlation functions have been defined in Eqs. (2.3) and (2.4).
Then Gasser and Leutwyler show by standard techniques [1] that
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∫ ∞
0
ds
s2
(ρV1 (s)− ρA1 (s)) =
1
48π2
(l¯5 − 1) +O(mˆ) (3.7a)∫ ∞
0
ds
s2
ρA0 (s) =
f 2pi
m2pi
+O(mˆ), (3.7b)
to the indicated order in mˆ. Two further sum rules that require a non-vanishing current
quark mass are ∫ ∞
0
ds
s
mˆ2(ρS(s)− ρP (s)) = −f 2pim2pi +O(mˆ2) (3.8a)∫ ∞
0
ds
s
mˆ2(ρ˜S(s)− ρ˜P (s)) = −2m4pil7 +O(mˆ3). (3.8b)
As noted previously, f 2pi and m
2
pi refer to the lowest non-vanishing order expressions for the
pion decay constant and pion mass, considered as a function of mˆ; l¯5 and l7 are simply two
further parameters introduced by CHPT. These authors also show that∫ ∞
0
ds(ρS(s)− ρP (s)) = O(mˆ) (3.9a)∫ ∞
0
ds(ρ˜S(s)− ρ˜P (s)) = O(mˆ), (3.9b)
that mimic Weinberg’s second sum rule for the scalar minus pseudoscalar densities.
A. Vector densities and their properties
Recently it was shown [17] that Weinberg’s first sum rule is obeyed exactly, and the
second sum rule obeyed in modified form, by the vector and axial vector densities generated
by both the NJL model and its ENJL extension, provided that these densities were calculated
from polarization functions that were PV-regulated. Here we expand on these, perhaps
unexpected, results and also extend the discussion to cover the remaining sum rules stated
above.
We first examine the vector and axial vector spectral densities for the NJL model. These
correspond to densities at the one-loop level of approximation. Their difference comes di-
rectly from the imaginary part of the Ward identity relation in Eq. (2.37) after Pauli-Villars
regularization. The result is
ρ
(0)V
1 (s)− ρ(0)A1 (s) =
Ncm
2
4π2
{
√
1− 4m
2
s
θ(s− 4m2)}PV ∼ −
Ncm
2
π2
Λ4
s2
, s→∞, (3.10)
which is derived in detail in the appendix as Eq. (A55), and where the PV notation is defined.
Without the PV-regulating instruction in place, this difference reaches the constant value
Ncm
2/(4π2) at large s, and neither sum rule would converge. With it, this difference is
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sufficiently convergent to give finite answers for both sum rules. By direct integration, one
in fact finds that
∫ ∞
0
ds
s
(ρ
(0)V
1 (s)− ρ(0)A1 (s)) = f 2p , (NJL), (3.11)
while
∫ ∞
0
ds(ρ
(0)V
1 (s)− ρ(0)A1 (s)) = −m〈ψ¯ψ〉 6= 0 . (NJL). (3.12)
Details of this calculation can be found in Eqs. (A57) and (A59). Thus the PV-regulated
vector spectral densities of the minimal NJL model continue to obey the sum rules even
though these one-loop densities do not contain any vector or axial vector resonances struc-
tures of any kind. One sees that the first Weinberg sum rule is obeyed exactly, with f 2pi
replaced by its mean field equivalent f 2p appropriate to the NJL model. In particular, one
realises that the PV regularization of the NJL spectral densities has introduced precisely
the correct amount of additional negative or “unphysical” spectral density to satisfy the
first Weinberg sum rule exactly10. The second sum rule is obeyed in a modified form that is
connected with the existence of the quark condensate in the NJL ground state. Only for the
case that the condensate density vanishes, does the second Weinberg relation hold exactly.
The value of the right hand side of Eq.(3.12) is typically (250MeV)4 in the broken phase.
The situation for the ENJL generated spectral densities is quite different. Now quark-
quark interactions are taken into account that effectively screen out the undesirable high
energy behavior of the one-loop densities, as is shown below. This in turn means that two
possibilities are available: (i) to PV-regulate both the real and imaginary parts of the irre-
ducible polarization functions, which implies that these satisfy an unsubtracted dispersion
relation involving PV-regulated spectral densities. Polarizations and associated quantities
that are calculated in this scheme are denoted as “barred” functions in the following. (ii)
Alternately, one can regulate only the real part of the irreducible polarization functions,
leaving the imaginary part and thus the spectral densities unregulated. Such a polarization
10We also remark that the same sum rules for the NJL densities are obtained if the the polarization
functions ΠV VT (s) and Π
AA
T (s) that generate them are regulated via an O(4) cutoff in momentum
space. However the problem then is that the ‘Ward identity”, Eq. (2.37), that lies at the root of
both sum rules does not necessarily hold without introducing additional assumptions to deal with
the non-uniqueness of regulating quadratic divergences under O(4). This difficulty is discussed
further in Refs. [37] and [15]. We do not employ the O(4) regularization method in this paper.
38
function satisfies a once subtracted dispersion relation containing unregulated spectral den-
sities. These quantities are denoted as “unbarred” in what follows. Details of the schemes
are given in the appendix. There it is shown explicitly that, from the point of view of
dispersion relations, the distinction between the barred and unbarred amplitudes can be
traced back to using either the PV-regulated or unregulated one-loop spectral densities in
the dispersion relation calculations given in Eqs. (A48) and (A52).
We now examine the ENJL-generated spectral densities as regulated in the barred scheme
and show in more detail that the same form of results as was found for the NJL model in
Eqs.(3.11) and (3.12) also hold in the ENJL case. The vector and axial vector densities are
obtained from the corresponding polarization functions that include all interactions in the
RPA approximation, as recorded in Eqs. (2.11) and (2.13). Then
ρV1 (s) = −
1
4π
Im
( Π¯V VT (s)
1 + 2G2Π¯V VT (s)
)
(3.13)
ρA1 (s) = −
1
4π
Im
( Π¯AAT (s)
1 + 2G2Π¯
AA
T (s)
)
. (3.14)
The barred polarization functions are given in Eqs. (A46b) and (A54a) of the appendix.
Carrying out the indicated operations, one finds that
ρV1 (s) = ρ
(0)V
1 (s)|F¯V (s)|2 (3.15)
ρA1 (s) = ρ
(0)A
1 (s)|G¯A(s)|2, (3.16)
where F¯V and G¯A are defined in Eqs. (2.88) and (2.84) with Π replaced by its regulated
version Π¯. Thus the densities of the ENJL model are simply those of the minimal NJL
model, modified by the modulus squared of the corresponding quark current form factor.
Plots of the ENJL vector and axial vector densities are shown in Fig. 4 using the typical
set of parameters given in the second line of Table I that are appropriate in the chiral
limit (we refer in the following to this set of parameters as the standard set). The different
threshold momentum dependence of the spectral densities in Fig. 4 comes about via the
behavior of the factors ρ
(0)V
1 or ρ
(0)A
1 . These factors behave like p
2L+1 = p or p3, where
p = (1/2)
√
s− 4m2 is the decay momentum for the decay of the spin one bosons with
JPC = 1−− or 1++ respectively into a q¯q pair. The L dependence comes about since the
parity and charge conjugation quantum numbers of the q¯q system are given by P = −(−1)L
and C = (−1)L+S. The opposite parity and charge conjugation in the two channels then
requires that the spins of the q¯q pair be aligned to S = 1 in both cases, but also to carry
internal angular momentum L = 1 in the second case. One sees that the presence of the
quark form factors drastically redistributes both spectral densities, causing a pile-up of
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strength at low momentum transfers s = q2 by suppressing the high energy tails of ρ
(0)V
1
and ρ
(0)A
1 . However, at large values of s, both spectral densities become negative due to
the asymptotic behavior of the regulated one loop densities ρ
(0)V
1 and ρ
(0)A
1 . This is shown
explicitly in Fig. 5 for the vector density of both the ENJL case and the (one loop) NJL case.
The strong redistribution of the vector strength due to the inclusion of the vector mode is
especially clear in this figure. In this case, the redistribution of strength takes place in such
a manner that the integral over ρV1 (s)/s always vanishes.
In Fig. 6, we have shown the difference ρ
(V )
1 −ρ(A)1 , plotted out to values of s that extend
beyond both PV-induced thresholds, to illustrate the extent of modification introduced by
the vector and axial vector degrees of freedom. Again one sees that there is a pile-up of
strength at low momentum transfers.
If one were to follow the second, unbarred regularization scheme, then the PV-regulated
one-loop NJL spectral densities of Eqs. (A50) and (A56) are replaced by their unregulated
versions
ρ
(0)V
1 (s)→
Ncs
24π2
{
√
1− 4m
2
s
(1 +
1
2
4m2
s
)θ(s− 4m2)} (3.17)
and
ρ
(0)A
1 (s)→
Ncs
24π2
{ 3
√
1− 4m
2
s
θ(s− 4m2)} (3.18)
in Eqs. (3.15) and (3.16). This effectively removes the bars on FV (s) and GA(s). Since
ρV1 (s) ∼ ρA1 (s) ∼
1
s(ln |s|)2 , |s| → ∞, (3.19)
from Table VI, one then obtains spectral densities for the ENJL model that, on the one
hand, always remain positive definite, instead of behaving like −1/s, but which on the other
hand, are essentially indistinguishable from those given in Fig. 4 over the resonance regions
on the scale of this figure. Later we discuss some consequences of making this choice of
regularization instead.
If one associates the peaks in either the regulated or unregulated spectral densities with
the masses squared m2ρ and m
2
a1 of the ρ and a1 modes of the ENJL model, then for our
standard set of parameters, one finds mρ = 0.713GeV and ma1 = 1.027GeV from Fig. 4.
This is in fact in reasonable qualitative agreement with the measured values [33] of these
meson masses, which lie at 0.768GeV and 1.230GeV respectively. However, since both
spectral densities peak above the q¯q decay threshold at 4m2, which is unphysical from the
point of view of confinement, the identification of these peaks with the meson mode masses
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can be questioned. On the other hand, we show below that Weinberg’s first sum rule is
satisfied exactly by the associated vector minus axial vector densities that exhibit these
peak values, so that the integrated strength is exactly reproduced in accordance with the
tenets of chiral symmetry, on which this sum rule is based. In fact, in Weinberg’s original
treatment [2], the meson masses were determined by saturating this sum rule with delta
function strength distributions for the vector and axial vector spectral densities that simply
ignored the presence of any decay channels as a first approximation. Since the ENJL spectral
densities also saturate the first sum rule, it is thus reasonable to use the peak values of these
spectral densities (that have been broadened by replacing the physical ρ→ ππ and a1 → ρπ
decay channels by the unphysical q¯q decay channel in each case) to identify the associated
meson masses in the ENJL model, with, as we have seen, not dissimilar predictions for these
masses.
The masses of these modes should on the general basis of propagator theory also be
related to the poles of the corresponding propagators. Below we investigate the analytic
structure of the form factors FV (s) and FA(s), or equivalently the transverse vector and
axial vector propagators DV VT (s) and D
AA
T (s) given in Eqs. (2.52) and (2.54).
1. Pole structure of the ρ and a1 propagators
One knows on general grounds [18] that any complex poles in the scattering amplitudes
or propagators DV VT (s) and D
AA
T (s) that correspond to physical resonances must be located
on their second (or “unphysical”) Riemann sheets of the cut s-plane, for reasons of causality.
From Eqs. (2.52) and (2.54), one sees that the poles of these functions as a function of s are
governed by the roots of the combinations
1 + 2G2Π
V V
T (s) and 1 + 2G2Π
AA
T (s). (3.20)
We will find that for a range of coupling strengths G1 and G2, including those in our standard
parameter set of Table I, the axial vector mode has a single pole in the lower half plane of the
second Riemann sheet, while the vector mode has two poles on that sheet: a real root below
4m2, corresponding to a virtual bound state, and a second complex root in the lower half
plane. The positions of the two ρ poles and the a1 pole are given numerically in Table IV
for the standard ENJL parameter set. Details of this analysis now follow.
We discuss the vector mode first. According to Eqs. (A46b) and (A46c), the polarization
function for this channel is given by
Π¯V VT (s) = −
2
3
f 2p
m2
s+
Ncs
6π2
{1
3
+ (3− f)(
√
f coth−1
√
f − 1)}PV , (3.21)
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where f = 1−4m2/s. This form of the regulated vector polarization function satisfies an un-
subtracted dispersion relation exactly of the form given in Eq. (3.3), if the PV-regularization
instruction is left in place on the second factor. If this instruction is removed (we indicate
this by removing the bar) then ΠV VT (s)/s satisfies a once-subtracted dispersion relation. A
detailed derivation of these statements is found in the appendix.
The analytic properties of ΠV VT (s) are determined by the behavior of the function
J(z) =
√
f coth−1
√
f , f = 1− 1
z
,
that is defined in Eq. (A11), with z = s/4m2. Considered as a function of a complex variable
z, this function is single-valued in the cut z-plane with the cut extending from z = 1 to ∞
along the real axis. The schedule of forms for J(z) and its analytic continuation J˜(z) onto
the contiguous Riemann sheet connected through this cut is given in Eqs. (A20) through
(A21). These expression show that both J(x) and J˜(x) are real in the interval 0 ≤ x ≤ 1
on the real axis. Plots of the real part of J(z) and J˜(z) as a function of the real variable
z = s/4m2, are shown in Fig. 7.
The corresponding behavior of the real part of Π¯V VT (s) is shown in Fig. 8 as a function of
the real variable z = s/4m2 on the first and second sheets of the cut s-plane. For s ≥ 4m2
this function has to be continued onto the the upper lip of the cut in accord with the
Feynman prescription [18]. The values of the polarization along the upper lip of the cut on
the first sheet join smoothly with their analytic continuation onto the lower lip of the cut
on the second sheet. At the branch point, these values bifurcate into two branches of the
function that assume different values along the sector 0 ≤ z ≤ 1 of the two sheets. The
values on the first and second sheets are reached by allowing the variable z to pass either
infinitesimally above or infinitesimally below the branch point through the cut to reach this
sector of the real axis. As the vector polarization in Eq. (3.21) also has contributions from
J ′s at different arguments s/4M2a , a = 1, 2 due to the PV-instruction, further cuts starting
at z = 1 + Λ2/m2 and z = 1 + 2Λ2/m2 have to be introduced. However, since Λ2/m2
is typically ∼ 16, both of these cuts commence too far away to the right of the origin to
essentially alter the behavior of ΠV VT (s) as determined by J(s/4m
2) alone in the interval
0 < s/4m2 < 1. Hence the cusp-like structure where the values of ReΠ¯V VT (s)/4m
2 and its
analytic continuation meet at s/4m2 = 1 in Fig. 8 is a straightforward reflection of the
behavior of ReJ(z) in Fig. 7.
The roots in z = s/4m2 where
1 + 2G2Π¯
V V (sρ) = 0, (3.22)
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determine the poles of the ρ propagator. We now verify that the vector mode has two poles
on the second sheet, one on the real axis below 4m2, and a second complex pole in the lower
half plane. As pointed out in [30], the real pole corresponds having the quark-antiquark
pairs making up the vector meson bound into a virtual, (or “antibound”) state [46].
We briefly discuss this state first: according to Fig. 8, the function Π¯V VT (z)/4m
2 is real
and negative on both of its branches for real z in the interval 0 < z < 1. Hence Eq. (3.22)
always has one real root lying in this interval on either the first or the second sheet depending
on where the ratio Π¯V VT (z)/4m
2 crosses −1/8G2m2. The solid circles mark the intercepts
of Π¯V VT (z)/4m
2 with the value of this quantity as the interaction strength G2 increases
through the indicated set of values. The value of m has been kept fixed at 264MeV for
this illustration. These intercepts determine the position of the real pole of the vector mode
propagator lying in the interval 0 ≤ s/4m2 ≤ 1 as a function of the interaction strength.
One sees from the figure that as G2 increases from zero there is only a second sheet real
pole, corresponding to a virtual bound state mentioned above for the q¯q pairs making up
the ρ. The binding energy of the virtual state decreases to zero as G2 increases through
the critical value G
(c)
2 = −1/2ΠV VT (4m2) = 7.41GeV−2 in the present case. After this, the
pole reappears on the first or physical sheet where it represents a true bound state of
the q¯q system whose binding energy again increases towards the limiting value of 2m with
increasing G2, which it reaches
11 as G2 →∞. We have plotted the motion of the pole versus
the interaction strength G2 in Fig. 9 with G2 as ordinate, in order to best illustrate the
turn around of the binding energy as G2 passes through its critical value. For our standard
parameter set given in Table I, this root corresponds to a virtual bound state at the pole
position sρ = (0.166) 4m
2 = 0.046GeV2, and therefore of mass
√
sρ = 0.215 GeV.
By contrast, the axial vector propagator has a single complex pole, which we discuss
together with the complex pole of the vector mode. The axial vector polarization can be
obtained directly from the Ward identity relation (2.37) and the regulated form of the pion
form factor F¯P (s), that is given in Eq. (A35b). One has
Π¯AAT (s) = Π¯
V V
T (s) + 4f
2
p F¯P (s) (3.23)
where
11As a consequence, the ENJL groundstate always stays stable against the development of an RPA-
like instability where
√
sρ becomes pure imaginary, which would be the signal for the formation of
a “vector” condensate.
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F¯P (s) = [1− Ncm
2
4π2f 2p
{2
√
f coth−1
√
f − 2}PV ]. (3.24)
Contrary to Eq. (3.22), the condition
1 + 2G2Π¯
AA
T (sa1) = 0, (3.25)
that determines the poles sa1 of the a1 propagator, does not have any real roots on either
sheet, since ReF¯ (s) is positive on both sheets, and overrides the negative vector polarization
along the real axis. Then Π¯AAT (s) is real and positive for 0 < s < 4m
2 and no solutions of
Eq. (3.25) for real z are possible. However, both Eqs. (3.22) and (3.25) have complex
roots located on the second Riemann sheet which may be found by replacing both of the
polarization functions in these equations by their analytic continuations through the cut.
In Fig. 10, the variation of the imaginary versus the real part of the second sheet poles of
the ρ and a1 propagators obtained in this way is shown with increasing interaction strength.
One observes (i) that the ρ meson pole has a real part that always lies below 4m2, for the
indicated range of G2, and (ii) that the imaginary parts of both complex poles are of the
order larger or equal to their real parts.
Since the poles themselves are of order unity in units of 4m2, and this is much smaller
than the cutoff scale 4Λ2, we also want to make the point that the numerical results for the
ρ and a1 meson poles, as well as the values of the polarization functions in their vicinity,
are actually insensitive to the replacement of these functions in Eqs. (3.22) and (3.25) by
their “unbarred” counterparts ΠV VT (s) and Π
AA
T (s). In particular, they are insensitive to
the actual value of the cutoff employed. This is illustrated in Table IV, where the two
ρ poles and the single a1 pole are given in units of 4m
2 for our standard parameter set.
The differences are insignificant. One can see the reason for this more clearly by making
comparative plots of the vector and axial vector polarization functions generated via their
unsubtracted and subtracted dispersion relations. From Fig. 11, one observes that these
two versions of both the vector and axial vector polarizations are essentially identical in the
interval −1 < q2/4m2 < 1, where the influence of the additional branch points introduced
by using PV-regulated densities have not yet made themselves felt12.
12It should be pointed out that in a low energy expansion [8,13,42] where the non-analytic terms
are dropped from Π¯V VT (s) and Π¯
AA
T (s), the ENJL model leads to approximate meson poles that are
real. One then finds delta function spectral densities of strengths g2V and g
2
A1
that automatically
obey the Weinberg relations g2V = g
2
A1
and g2Vm
−2
V − g2A1m−2A = f2pi (as distinct from the sum rules).
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One can state this result in yet another way: removing the PV-instruction from the
second term of the vector polarization function Π¯V VT (s) in Eq. (3.21) is tantamount to
removing the explicit cutoff dependence in the vector polarization function, while leaving it
buried implicitly in the quark mass m in the first term. The values of the roots themselves
To be precise,
1
4
Π¯V VT (s) ≈ −
f2pi
6gAm2
s ,
1
4
Π¯AAT (s) ≈
f2pi
6gAm2
(6m2 − s)
from Eqs. (3.21) and (3.23). This approximation replaces the exact curves for Π¯V VT (s) and Π¯
AA
T (s)
shown in Fig. 11 by tangent lines at s = 0. This completely suppresses all meson dynamics associ-
ated with the branch cut. In particular, all information regarding the properties of the second sheet
poles of the ρ and a1 meson modes is lost. Clearly such an approximation is qualitative at best, since
it simply ignores the unphysical decay channels that reflect the non-confining nature of the ENJL
Lagrangian. Its use leads to meson-quark coupling constants g−2ρqq = g
−2
a1qq = f
2
pi/6gAm
2 as given by
the common derivative (−1/4)∂Π/∂s for V and A, and meson masses m2V = 6gAm2/(1 − gA) and
m2A = 6m
2/(1 − gA), where m2A/m2V = g−1A . The factor 1/4 arises in calcuating the coupling con-
stants if we take the standard form [43] of the interaction Lagrangian as Lint = gρqq(ψ¯γµ 12τ bψ)ρµb or
ga1qq(ψ¯γµγ5
1
2τ
bψ)aµ1;b for coupling the quark currents to the meson fields. Because of the approxi-
mations, these meson modes have delta function distributions as their spectral densities, of equal
strengths g2V = g
2
A1
= (m2V /gρqq)
2 = f2pim
4
V /(6gAm
2). Inserting this information into Weinberg’s
sum rules, one finds that his two relations quoted above are satisfied (this is not yet a check of the
sum rules themselves for the ENJL model, as the approximations involved are inappropriate). The
universality relation gρqq = fρ between the ρ meson coupling constant and its decay constant fρ,
reflecting vector meson dominance [43] of the electromagnetic current, is also recovered from the
vacuum to one meson state matrix element [1] (nµ is the vector meson polarization)
nµ〈0|V 0µ |ρ0〉 = −
1
4
gρqqΠ¯
V V
T (m
2
V ) =
m2V
fρ
that governs the ρ0 → e+e− decay. After inserting the values of gρqq and Π¯V VT (m2V ), one finds
gρqq = fρ = f
−1
pi
√
6gAm2 that also can be written in the form fρfpi = mV (1 − gA)1/2. For
gA = 1/2, this is exactly the KSRF relation [44]. Then one also recovers Weinberg’s original
estimatemA/mV =
√
2 for the mass ratio, as well as the ρmeson massmV =
√
6m of the bosonized
NJL model [45]. For the standard parameter set of Table I this low energy expansion limit gives
mV = 1.12GeV (0.768), mA = 1.29GeV (1.230), and fρ = 6.02 (5.10) [1]. The experimental values
are in brackets.
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are then solely determined by the physical input parameters fpi and gA once m (which
of course contains the cutoff implicitly) has been calculated from the gap equation. The
differences between the numbers appearing in the first and second rows of Table IV thus
reflect the extent of the explicit cutoff dependence of the roots. However, we learn another,
equally important feature, from these plots: both the vector and axial vector polarization
functions that arise from subtracted dispersion relations become negative for large space-
like q2. For the standard parameter set, this has occurred at −q2/4m2 ∼ 10, or √−s =
1.7GeV, but it is clearly a general property. This can be traced to the different asymptotic
behavior displayed by the barred and unbarred polarization functions, Π¯(s) ∼ −(1/s) ln(−s)
versus Π(s) ∼ s ln(−s), see Table VI. The former expression stays positive for space-like s,
vanishing at infinity, while the latter function becomes large and negative. This feature in
both polarization functions generated via once-subtracted dispersion relations means that
the unbarred versions 1 + 2G2Π
V V
T (s) and 1 + 2G2Π
AA
T (s) of Eqs. (3.22) and (3.25) each
develop an additional real root on the physical sheet at space-like q2, corresponding to a
Landau ghost [18] and as shown in Fig. 12, i.e.
1 + 2G2Π
V V
T (−M2ρg) = 0 , and 1 + 2G2ΠAAT (−M2a1g) = 0. (3.26)
We remark in passing that the same is true of the unbarred combination 1 − 2G1ΠˆPP (s)
that determines the pion pole. Thus the associated ρ and a1 propagators, as well as the
pion propagator, contain Landau ghosts if the polarization functions are left unbarred. For
the standard parameter set, the vector ghost poles occur at the nearly degenerate positions
sρg = −18.30(4m2) = −5.11GeV2 and sa1g = −18.04(4m2) = −5.05GeV2. The pion ghost
occurs at spig = −13.48(4m2) = −3.77GeV2. The magnitudes of the ghost poles are always
of O(4Λ2).
2. Pole approximations for the vector and axial form factors
In order to understand the connection between the poles of the form factors and the peaks
in the spectral densities, we now approximate the former by single pole approximations and
compare the results with the exact form factors. Their single pole approximations are given
by
FV (s) ≈ Rρ
(s− sρ) , GA(s) ≈
Ra1
(s− sa1)
,
with residues Rρ = [2G2Π
(′)V V (sρ)]
−1 and Ra1 = [2G2Π
(′)AA(sa1)]
−1. The prime indicates
the derivative with respect to s of the analytically continued polarization function. Here
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sρ can be either the virtual bound state pole, or the complex pole of the ρ propagator.
In principle, both poles influence the shape of the spectral function, and FV (s) should be
displayed as the sum of the contributions coming from these two ρ poles: the mass of the ρ is
not uniquely determined by either one. However, the virtual pole, which for our parameter
set lies at at sρ = 0.166(4m
2), is not close enough to the branch point at 4m2 to exert a
strong influence on FV (s), so that one expects the complex ρ pole to dominate in the present
situation. One should emphasize, however, that this circumstance is parameter-dependent:
a virtual bound state just below 4m2 could have a dominant influence on the vector strength
function. The residues themselves are complex numbers with moduli |Rρ| = 0.75GeV2 and
|Ra1 | = 0.64GeV2 for the standard parameter set.
A comparison between the modulus squared of the exact form factors and their approx-
imations using only the complex ρ and a1 poles is presented in Figs. 13 and 14. The form
factors |FV (s)|2 and |GA(s)|2 are faithfully reproduced by their single complex pole approxi-
mations for our parameter set. The resultant discrepancies between the peak positions in the
spectral densities of Fig. 4 and the pole positions in FV (s) and GA(s) are shown in Table V.
These come, not surprizingly, from the distortion introduced by the kinematic threshold
behavior of the one-loop densities ρ
(0)V
1 and ρ
(0)A
1 . These factors act multiplicatively to force
the spectral densities to vanish at the q¯q threshold, and thus move what would have been
a pole peak to somewhat higher energies. This is particularly the case for the ρ resonance
pole since, as seen in Fig. 13, its real part is “invisible” below the branch point. In fact, if
one ignores the threshold behavior of the one-loop densities as a first approximation, they
become proportional to s and would produce peaks in the spectral densities at the moduli
of the pole positions |sρ| and |sa1 |. Using the energies given in Table V, one obtains the
estimates
√
|sρ| = 0.63GeV and
√
|sa1 | = 0.93GeV, to be compared with the spectral density
peak positions at 0.71GeV and 1.03GeV.
B. Weinberg sum rules
We now investigate the validity of Weinberg’s two sum rules for the ENJL generated spec-
tral densities. Taking the difference ρV1 (s)−ρA1 (s) directly from Eq. (3.15) minus Eq. (3.16),
one finds that
ρV1 (s)− ρA1 (s) = −
1
4π
Im
[ Π¯V VT (s)− Π¯AAT (s)
(1 + 2G2Π¯V VT (s))(1 + 2G2Π¯
V V
T (s))
]
(3.27)
or
ρV1 (s)− ρA1 (s) =
1
π
Im[f 2pi F¯P (s)F¯V (s)F¯A(s)]. (3.28)
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in view of the Ward identity Eq. (2.37) plus the expressions in Eqs. (2.88) and (2.86) for the
vector and axial vector quark form factors FV and FA. Notice that the renormalized pion
decay constant f 2pi = gAf
2
p of Eq. (2.79) appears quite naturally in this result. The inverse
moment integrals of this difference that are required for investigating Weinberg’s sum rules
can be evaluated in closed form using the methods of contour integration. Their evaluation
depends on the fact that the barred amplitudes in
f(s) = f 2pi F¯P (s)F¯V (s)F¯A(s) (3.29)
that have been constructed using barred polarization functions, are all analytic functions of
s in the cut plane, with the cut extending along the real axis from 4m2 to ∞. This is so
because the poles of the vector and axial form factors only occur on the second sheet, and
FP (s) has no poles. Hence the integrals of f(s)/s and f(s) taken around any closed contour
C on the first or physical sheet that excludes the cut (and the pole at s = 0 in the first case)
are zero. We break up the closed contour into C = C0 + C∞ as shown in Fig. 15, where
C0 is indented to exclude the cut plus any poles as necessary, and is closed by the contour
C∞ at infinity. Then the vanishing of the contour integrals of f(s)/s and f(s) leads to the
relations
1
π
∫ ∞
4m2
ds
s
Im[f(s+ iǫ)] = f(0)− 1
2πi
∫
C∞
ds
s
f(s) (3.30)
and
1
π
∫ ∞
4m2
dsIm[f(s+ iǫ)] = − 1
2πi
∫
C∞
dsf(s) (3.31)
for the integrals involving Im[f(s+iǫ)] taken along the upper lip of the cut. From Eq. (3.28),
it is clear that the left hand sides of these two relations are exactly the integrals that we
need for the two Weinberg sum rules. In the first case, f(0) = f 2pi F¯P (0)F¯V (0)F¯A(0) = f
2
pi
from the definition of f(s) and the normalization of the three form factors. Moreover,
f(s)→ m〈ψ¯ψ〉
s
, |s| → ∞, (3.32)
according to Eq. (A36), coupled with the information from Table VI that F¯V (s) , G¯A(s)→ 1
asymptotically. Hence the contour integral along the great circle will not contribute in the
first case, but does so for the second, since the asymptotic form of f(s) shows that there is
a pole at infinity on C∞ of residue m〈ψ¯ψ〉. Consequently
∫ ∞
0
ds
s
(ρV1 (s)− ρA1 (s)) = f 2pi , (ENJL) (3.33)
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∫ ∞
0
ds(ρV1 (s)− ρA1 (s)) = −m〈ψ¯ψ〉 6= 0 , (ENJL). (3.34)
Thus the first sum rule is satisfied exactly by the spectral densities that have been obtained
by PV-regulating the one-loop densities with the concomitant introduction of negative spec-
tral density at high s; the second sum rule again assumes a modified form.
As has already been remarked, the ENJL spectral densities become well-behaved asymp-
totically if one replaces the one-loop densities in Eqs. (3.15) and (3.16) by their unregulated
versions. This is equivalent to removing the bars on the form factors in Eq. (3.29), which
changes the asymptotic behavior of f(s) from what it was in Eq. (3.32) to
f(s)→ − 1
s2
1
ln(−s) , |s| → ∞, (3.35)
according to Table VI. This is sufficiently convergent to prevent the contour integrals along
C∞ from giving any contribution to either sum rule. However this comes at a price: now
both the vector and axial vector form factors have developed ghost poles at space-like s
that bring in contributions of their own, and both of the above sum rules will be modified13
13This immediately begs the question of by how much. The answer to this question depends on
what one chooses to understand by “spectral density”. If we simply mean the unregulated versions
of Eqs. (3.15) and (3.16), then∫ ∞
4m2
ds
s
(ρV1 (s)− ρA1 (s))unreg = f2pi +Rρg +Ra1g = 0.96f2pi ,
either via contour integration, or simply by direct numerical integration, whereRρg andRa1g are the
residues of the function f(s)/s of Eq.(3.29) at the two ghost poles at s = −M2ρg and −M2a1g. Thus
the unregulated densities, which as we have remarked always remain positive definite, saturate
96% of Weinberg’s first sum rule for our parameter set. This equation is, however, open to an
alternative interpretation. Writing the unbarred version of f(s) in Eq. (3.29) in the equivalent
form
f(s) =
1
8G2
[
1
1 + 2G2ΠV VT (s)
− 1
1 + 2G2ΠAAT (s)
] ≈ Cρg
s+M2ρg
or
−Ca1g
s+M2a1g
,
where Cρg = {16G22 [∂ΠV VT /∂s]−M2ρg}−1 = 0.0648GeV4 and Ca1g = {16G22 [∂ΠAAT /∂s]−M2a1g}
−1 =
0.0623GeV4 are the spectral strengths of the ghost modes, the residues Rρg and Ra1g of f(s)/s
are −CρgM−2ρg and Ca1gM−2a1g. The spectral densities themselves are δ-function distributions at
space-like s of negative strength,
ρV1 (s)ghost = −Cρg δ(s +M2ρg) and ρA1 (s)ghost = −Ca1g δ(s +M2a1g)
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by these ghost modes. Thus the unregulated ENJL densities that are otherwise physically
well-behaved have introduced different unphysical elements into the sum rules again by a
different route.
C. Gasser-Leutwyler sum rules
The remaining sum rules can be evaluated by the same method. We start with the
Gasser-Leutwyler sum rule in Eq. (3.7a). This has a double pole at the origin, so that the
derivative f ′(0) of f(s) at the origin appears on the right hand side of Eq. (3.30) instead of
f(0). There is also no contribution from C∞. Thus∫ ∞
4m2
ds
s2
(ρV1 (s)− ρA1 (s)) = f 2pi [F¯ ′P (0) + F¯ ′V (0) + F¯ ′A(0)], (3.36)
where the primes indicate the derivatives of the form factors. Straightforward calculations
yield
if we assume the standard (−M2g )− iǫ prescription for ghost poles too. Then, by transferring the
residue contributions from the right hand to the left hand side of the sum rule and including them
under the integral, the sum rule may be rewritten in the equivalent form∫ ∞
−∞
ds
s
(ρV1 (s)− ρA1 (s))ghosts+unreg = f2pi
so that the sum rule violation is uniquely attributable to the presence of the ghosts. Exactly the
same arguments yield∫ ∞
4m2
ds(ρV1 (s)− ρA1 (s))unreg = Cρg − Ca1g = (224MeV)4
or ∫ ∞
−∞
ds(ρV1 (s)− ρA1 (s))ghosts+unreg = 0
for the second sum rule, since Cρg −Ca1g is just the negative of the sum of the residues at the two
ghost poles, f(M2ρg) = Cρg and f(−M2a1g) = −Ca1g, where f(s) is the product in Eq. (3.29), and
there is still no contribution from the contour C∞ at infinity. Thus if one widens the definition of
spectral density to admit contributions from the ghost modes, both forms of Weinberg’s sum rules
are recovered without modification. These results suggest that the unphysical ghosts represent a
legitimate part of the meson mode spectrum of the model propagators when subtracted dispersion
relations are used to construct them.
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F¯ ′P (0) =
gA
8π2f 2pi
[1 +O(m2/Λ2)]
F¯ ′V (0) =
1
6m2
(
1− gA
gA
)
F¯ ′A(0) =
1
6m2
(1− gA)− gA
8π2f 2pi
(1− gA)[1 +O(m2/Λ2)], (3.37)
leading to14
∫ ∞
4m2
ds
s2
(ρV1 (s)− ρA1 (s)) =
g2A
8π2
+
f 2pi
6m2
(
1− g2A
gA
), (3.38)
after setting 8G2f
2
pi = 1− gA again, and dropping the inconsequential O(m2/Λ2) correction
to F ′P (0) that appears through the explicit cutoff dependence of the pion radius parameter
in Eq. (A40). On comparing with Eq. (3.7a), one identifies the ENJL value for l¯5 from the
expression
l¯ENJL5 + ln(m
2
pi/µ
2) = 1 + 6g2A + 8π
2 f
2
pi
m2
(
1− g2A
gA
), (3.39)
after adding in the chiral logarithm as in Eq.(2.118) again. Then one finds l¯ENJL5 = 12.8 for
the standard parameter set. The empirical value is l¯5 = 13.9± 1.3 [5].
Similar arguments suffice for checking the next sum rule, Eq. (3.7b), except that here we
have to include non-chiral effects to order O(mˆ) in the calculation of ρA0 = (1/4π) Im Π˜AAL;nc
from Π˜AAL;nc of Eq. (2.94). Note that Π˜
AA
L;nc has acquired a pole at the physical pion mass due
to explicit chiral symmetry-breaking by the current quark mass. The behavior of (1/4)Π˜AAL;nc
and the contribution to the spectral density in the vicinity of the pion pole at s = m2pi+O(mˆ2)
are
1
4
Π˜AAL;nc ≈
−CaL
s−m2pi + iǫ
; ρA0 (s)pi pole = CaL δ(s−m2pi) , CaL = f 2pim2pi, (3.40)
while the behavior on C∞ is
1
4
Π˜AAL;nc ≈
mˆ
m
f 2p F¯P (s) ≈
mˆ〈ψ¯ψ〉
s
= −m
2
pif
2
pi
s
, |s| → ∞. (3.41)
In obtaining these results, we have used the Goldberger-Treiman and GMOR relations,
Eqs. (2.80) and (2.102), that are satisfied by the ENJL coupling constants and pion mass,
14Since the ghost poles are so massive, using unregulated densities in this case would add a
completely negligible contribution of CρgM
−4
ρg − Ca1gM−4a1g ∼ 10−5 to the right hand side.
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plus the information provided in Table VI. The pion ghost pole depicted in Fig. 12 does not
occur, since we are using barred polarization amplitudes.
We also need the residue of (1/4s2)Π˜AAL;nc at the double pole at s
2 = 0. A short calculation
gives this residue as
{ d
ds
1
4
Π˜AAL;nc}s=0 =
1
8π2
+
1
m2pi
f 4pi(0)
f 2pi(m
2
pi)
≈ 1
8π2
+
f 2pi
m2pi
(1− m
2
pi
8π2f 2pi
+ · · ·) = f
2
pi
m2pi
, (3.42)
after using the defining equation (2.117) for the pion mass up to order O(mˆ2). Deforming
the contour in Fig. 15 so that the pion pole on the real axis at s = m2pi < 4m
2 is also
excluded, one finds
∫ ∞
0
ds
s2
ρA0 (s) =
∫ ∞
0
ds
s2
(ρA0 (s)pi pole + ρ
A
0 (s)cut) =
CaL
m4pi
+ { f
2
pi
m2pi
+
−CaL
m4pi
} = f
2
pi
m2pi
(3.43)
there being no contribution along C∞ in view of Eq. (3.41). We notice that the sum rule
is saturated by the pion pole strength alone: the contribution (in curly brackets) to the
integrated spectral density along the cut vanishes. This just reflects the fact that the PV-
regulated longitudinal axial density of the ENJL model again includes exactly the correct
amount of negative density at large s for this sum rule to be obeyed.
The sum rules that involve the isoscalar-scalar minus isovector-pseudoscalar and
isovector-scalar minus isoscalar-pseudoscalar densities depend on the analytic behavior of
the polarization differences
Π˜S0S0nc (s)− Π˜PPnc (s) =
Π¯S0S0nc (s)− Π¯PPnc (s)
(1− 2G1Π¯S0S0nc (s))(1− 2G1Π¯PPnc (s))
≈ −4f 2p F¯P (s) , |s| → ∞,
(3.44)
obtained from constructing Eq. (2.27) minus Eq. (2.91) and
Π¯SSnc (s)− Π¯P0P0nc (s) = −4f 2p F¯P (s), (3.45)
on subtracting the Eq. (2.30a) from Eq. (2.30c). This is done after formally upgrading the
proper polarizations to include non-chiral contributions too. As these effects will actually
fall away to the order to which we are working, this upgrading is inessential, except for
ΠPPnc . One notes that both differences behave asymptotically in the same way as the axial
vector minus vector polarization of Eq. (2.35). Explicit forms of the proper polarizations
appearing in these expressions have been given previously: ΠP0P0 in Eq. (2.30a), ΠS0S0 = ΠSS
in Eq. (2.30c), and Π˜PPnc in Eq. (2.90).
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In contrast to Eq. (3.45), the difference in Eq. (3.44) contains poles at s = m2σ =
4m2 + O(mˆ) and s = m2pi + O(mˆ2), given by the zeros of the two denominators, that
determine the masses of the σ and π meson modes. This structure comes about from
summing all proper polarization diagrams linked by the interactions that are present in the
isoscalar and isovector channels, a mechanism that is absent in Eq. (3.45). The residues at
these poles are given by the negatives −Cσ and −Cpi of their spectral strengths in the usual
way:
ρS(s)σ pole = Cσδ(s−m2σ) , Cσ =
g2σqq
4G21
(3.46)
ρP (s)pi pole = Cpiδ(s−m2pi) , Cpi =
g2piqq
4G21
. (3.47)
The sum rules that are still outstanding now follow without difficulty: for sum rule (3.8a),
only the residue of the integrand at zero contributes to the contour in Fig. 15 (that is suitably
indented to avoid both the σ and the π poles), since the residues at these poles just cancel
against the contributions from ρS(s)σ pole and ρ
P (s)pi pole, and there is no contribution along
C∞. The same remarks hold for evaluating the sum rule (3.8b), except that the meson
poles are absent. The contribution of the full scalar polarization Π˜S0S0 to the residue in the
first case is always of order mˆ2Π˜S0S0(0) ∼ O(mˆ2), and can thus be neglected to the order
O(mˆ) to which we are working. By contrast, the pseudoscalar piece already contributes at
the O(mˆ) level, mˆ2Π˜PP (0) ∼ O(mˆ). This difference arises due to the special nature of the
quasi-chiral pion mode (mass)2 which itself vanishes linearly with mˆ, while the sigma mode
(mass)2 approaches a constant. Thus
∫ ∞
0
ds
s
mˆ2(ρS(s)− ρP (s)) = mˆ2Π¯S0S0(0)− mˆm
2G1
(1− mˆ
m
) = −f 2pim2pi +O(mˆ2), (3.48)
where the last step follows from GMOR. There is also a much more direct way of evaluating
this sum rule using the relation
ρA0 (s) =
mˆ2
s
ρP (s), (3.49)
that is readily established from the definitions of ρA0 and ρ
P (s). One then finds that
∫ ∞
0
ds
s
mˆ2ρP (s) =
∫ ∞
0
ds(ρA0 (s)pi pole + ρ
A
0 (s)cut)
= CaL + { − CaL +m2pif 2pi} = m2pif 2pi , (3.50)
after noticing that there is a contribution from the contour C∞ in this case, in view of
Eq. (3.41) that just cancels against the residue of (1/4)Π˜AAL;nc at the pion pole it contains.
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Thus the contribution of the integral along the cut (in curly brackets) is zero, the entire
integrated strength being determined by the pion pole in this way of calculating the integral.
Taking the negative of this result and dropping the scalar density contribution for the same
reason as before, we regain the sum rule (3.48).
Exactly the same arguments hold for obtaining the sum rule in (3.8b). Since there are
no meson poles in this case, the value of the integral is given by
∫ ∞
0
ds
s
mˆ2(ρ˜S(s)− ρ˜P (s)) = −4mˆ2f 2p F¯P (0) = −4mˆ2f 2p . (3.51)
Equating this with −2m4pil7 in conformity with Eq. (3.8b) in order to define l7, we have
l7 =
2mˆ2f 2p
m4pi
∼ (0.5 to 1.4)× 10−3, (3.52)
depending on whether the ENJL or NJL parameters are used from Table I. We have used
the GMOR relation to fix mˆ at 3.0MeV or 4.5MeV respectively, taking mpi = 135MeV. The
empirical value is ∼ 5× 10−3 [5]. Finally,
∫ ∞
0
ds(ρS(s)− ρP (s)) = (Cσ − Cpi) + { − Cσ + Cpi + 4m〈ψ¯ψ〉} = 4m〈ψ¯ψ〉 (3.53)
and
∫ ∞
0
ds(ρ˜S(s)− ρ˜P (s)) = 4m〈ψ¯ψ〉, (3.54)
using by now familiar arguments. Note that there is a contribution to both integrals coming
from the contour C∞ that in fact determines their common value.
In summary, we have extended the previous study [17] by showing that all eight sum
rules of interest to chiral perturbation theory are obeyed by the PV regulated ENJL spectral
densities, except for modifications to the three zero moment sum rules that assume a value
proportional to m〈ψ¯ψ〉 instead of zero. Since the values of these sum rules only involve
combinations of fpi and mpi, they continue to be obeyed (with fpi → fp and mpi → mp ) by
the PV-regulated NJL spectral densities, which do not contain resonances of any kind from
the ρ − a1 sector. Thus, while the vector and axial vector modes produce resonant spectral
density functions, such resonances are not a prerequisite for the sum rules to hold. We also
comment on the modifications of the zero moment sum rules that occurred in Eqs. (3.12),
(3.34), (3.53) and (3.54). Possible modifications of the original form of Weinberg’s sum
rules, Eqs. (3.2a) and (3.2b), have been investigated by Nieh and Jackiw [47], who developed
criteria for obtaining these sum rules from a specific Hamiltonian. This in turn leads to the
speculation (that remains to be explored along the lines of the Nieh-Jackiw approach for
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example) that the modifications found here might perhaps be examples of a more general
property associated with the dynamical breaking of chiral symmetry with mass generation
in the groundstate, and which would hold for any Hamiltonian that energetically favors the
formation of a finite condensate.
IV. SUM RULES AND THE ELECTROMAGNETIC PROPERTIES OF THE PION
A. Pion electromagnetic form factor, radius, and polarizability
1. Form factor and pion radius
The electromagnetic form factor, Fpi(q
2), of the pion is given diagrammatically by Fig. 16.
The diagram includes the ρ0 exchange renormalization of the isovector component of the
quark electromagnetic current as in Fig. 1. This modifies the γqq vertex, shown as an open
circle, as follows,
− ieJ (em)µ = −ie(
1
3
J0µ + J
3
µ)→ −ie[eqγµ +
1
i
ΠV VT (q
2)
1
i
DV VT (q
2)Tµν
τ3
2
γν ]. (4.1)
The charge carried by the quarks has been denoted by eq =
1
2
(1
3
+ τ3), in units of e. The
corresponding analytical expression for Fpi(q
2) has been derived as Eq. (A74) in Appendix
A, section 5:
Fpi(q
2) =
{
gAFP (q
2) + (1− gA) + (1− gA)2 1
8f 2pi
ΠV VT (q
2)
}
FV (q
2). (4.2)
If the composite structure of the Goldstone π meson is suppressed by setting the contents of
the curly brackets to unity, one obtains the vector dominance model form: Fpi(q
2) ≈ FV (q2).
On the other hand, setting gA = 1 returns one to the NJL expression FP (q
2) for the form
factor. The pion charge radius is identified from the low q2 behavior of Fpi(q
2):
Fpi(q
2) = 1 + q2[
g2A
8π2f 2pi
− (1− gA)
2
12gAm2
+
1
m2V
] + · · · = 1 + 1
6
q2〈r2pi〉+ · · · (4.3)
The contribution from the derivative of the vector form factor to this expression has been
displayed separately as
F ′V (0) = (1− gA)/6gAm2 = 1/m2V , (4.4)
to show that it has exactly the structure of the vector dominance model when expressed in
terms of the ρ meson mass mV as given by the low energy expansion of the ENJL model.
We thus obtain the following expression for the charge radius of a chiral pion,
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〈r2pi〉 =
3g2A
4π2f 2pi
+
(1− g2A)
2gAm2
=
1
16π2f 2pi
(l¯6 − 1). (4.5)
For gA = 1, this reduces to Tarrach’s expression [48] for 〈r2pi〉. We have introduced the
definition of the l¯6 CHPT coupling parameter in the last step. As a case in point, we remark
that inclusion of the leading order non-chiral contributions to Fpi(q
2) would add a chiral
logarithm of the form [20]
− 1
16π2f 2pi
ln (m2pi/4m
2) (4.6)
to the middle term of the above expression for 〈r2pi〉. This term, which arises from the
leading non-chiral contribution of the dumbbell diagrams to Fpi(q
2), has exactly the correct
coefficient to combine with l¯6 to give the prediction
l¯6 + ln(m
2
pi/µ
2) = 1 + 12g2A + 8π
2 f
2
pi
m2
(
1− g2A
gA
) (4.7)
at the scale µ = 2m. The right hand side of this equation gives the ENJL value for the
renormalized coupling constant lr6 up to a conversion factor [5]. However, there is no need
to include this factor to compute lr6, since l¯6 is the physically interesting quantity and this
may now be computed directly. Numerically, the calculated radius comes to 0.36 fm2 for
our standard parameter set, and leads to the value l¯6 = 16.2. The experimental value is
〈r2pi〉 = 0.44 ± 0.03 fm2 [49,50], which in turn leads to the empirical value l¯6 = 16.5± 1.1.
The behavior of the ENJL form factor is compared with the experimental data [51] for
|Fpi(q2)|2 in Fig. 17 at both space-like and time-like q2. Given that no parameters have
been re-adjusted, one notes that the overall agreement is fair. Thus is particularly true at
small space-like q2 where the behavior is quantitatively the same as the CHPT prediction
[52] (which, however, uses the experimental pion radius as input). This agreement simply
reflects the reasonable value of 〈r2pi〉 = 0.36fm2 for the ENJL prediction of the pion radius.
For larger q2, and more especially in the time-like region, the same comments as were made
in connection with the continuum structure of the vector and and axial vector spectral
densities should be borne in mind here too: The continuum behavior of the calculated |Fpi|2
for q2 ≥ 4m2 in Fig. 17 is determined by the q¯q decay channel, not the physically expected
ρ→ ππ channel. Thus the ENJL form factor embraces contributions in the time-like region
from a decay channel that would not be available in a confining theory.
2. Polarizability of charged pions.
Using the current algebra sum rule of Das, Mathur and Okubo [53] for the axial structure
constant that enters into the π → eνγ radiative decay matrix element, Holstein has derived
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the following expression for the electric polarizability αE of charged pions [22]:
αE =
α
3mpi
〈r2pi〉 −
α
mpif 2pi
∫ ∞
0
ds
s2
(ρV1 (s)− ρA1 (s)). (4.8)
The first term corresponds to the “classical” contribution from a charged particle of radius
squared 〈r2pi〉 [54]. Taking the pion radius squared from the Eq. (4.5) and the value of the
integral from Eq. (3.38), one obtains (we express the result directly in terms of the ENJL
l¯′is, and take their difference from Table II)
αE =
α
mpi
1
48π2f 2pi
(l¯ENJL6 − l¯ENJL5 ) =
g2A
8π2f 2pi
α
mpi
= 3.4× 10−4 fm3, (4.9)
if gA = 0.75. In computing the numerical result in Eq. (4.9), we have also usedmpi = 135MeV
and fpi = 93MeV in addition to α ≈ 1/137 as input.
The first expression coincides exactly with the form of the result for αE that is obtained by
treating the forward scattering of soft photons by pions in chiral perturbation theory at the
one-loop level [23]. There are three additional noteworthy features about this expression:
(i) since the radius contribution and the contribution from the integral over the density
functions occur with exactly the same numerical coefficient when expressed in terms of the
chiral coupling constants, all factors common to both l¯6 and l¯5 cancel in the difference.
This feature leads to a complete cancellation of the contribution from the ρ meson degrees
of freedom, a feature that has also been obtained by Holstein [22] via another method,
that of saturating the sum rule with delta function distributions in conjunction with the
KSRF relation. (ii) the quark mass m has fallen away due to this cancellation, and (iii)
the quenching effect of the a1 meson degree of freedom only enters via the axial form factor
gA. Thus Eq. (4.9) is a prediction of the ENJL model that only contains physical quantities
that are known in principle. In particular, it is a prediction for an upper limit on αE ,
αE ≤ α
8π2f 2pi
1
mpi
≈ 6× 10−4 fm3. (4.10)
The result (4.9), and the upper limit in particular, can be compared directly with the
prediction of chiral perturbation theory at one loop that uses the empirical values of the
coupling constants l¯5 and l¯6 to obtain [22,23]
αchptE =
α
mpi
1
48π2f 2pi
(l¯6 − l¯5) = 2.7× 10−4 fm3 (4.11)
for the polarizability of the charged pion. One can also compare our result with the estimate
αE = (5.6±0.5)×10−4fm3 that has been obtained from Eq. (4.8) by using the experimental
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pion radius as input, and estimating the integral involving the vector and axial vector
densities using QCD sum rule methods [55].
The experimental value of αE is still very poorly known. The data analysis for the
combinations αE ± βM , where βM is the magnetic polarizability, yields values for αE from
2.2 ± 1.6 [24,25] through 6.8 ± 1.4 [26] to 20 ± 12 [27], in units of 10−4 fm3. In addition,
these numbers depend somewhat on whether the constraint of good chiral symmetry [56]
αE + βM = 0 is implemented or not. Thus one may conclude that the chiral perturbation
theory prediction and the ENJL model sum rule prediction agree qualitatively with each
other, and that neither result agrees with the experimental data to date. We refer to [28] for
an overview of the present state of experiment and comparison with theoretical calculations.
B. Pion electromagnetic mass difference
In a historically important paper from the point of view of current algebra techniques,
Das, Guralnik, Mathur, Low and Young [29] exploited Weinberg’s two sum rules, Eqs. (3.2a)
and (3.2b) for massless QCD to obtain an expression for the pion electromagnetic mass
difference in terms of vector and axial vector spectral densities. These authors showed
that the mass squared difference between the charged and uncharged chiral pions (therefore
having common rest mass zero) may be written in the form
∆m2pi = m
2
pi± −m2pi0 = 3ie2f−2pi
∫
d4q
(2π)4
1
q2
∫ ∞
0
ds
s− q2 (ρ
V
1 (s)− ρA1 (s)), (4.12)
to O(α) in the electromagnetic coupling α = e2/4π ≈ 1/137. By saturating the Weinberg
sum rules with low-lying vector and axial vector mesons, they obtained the estimate ∆m2pi ≈
(3α/2π)m2ρ ln (m
2
a1
/m2ρ) = (37.85MeV)
2 in terms of the ρ and a1 meson masses, taking mρ =
770MeV and the Weinberg ratio ma1 =
√
2mρ for the a1 mass. The current experimental
value is ∆m2pi = 1261MeV
2=(35.51MeV)2. This calculation represented one of the first
successful applications of QCD sum rules.
By contrast, the ENJL expression for the spectral density difference appearing in
Eq. (3.28) allows us to evaluate the Das et al. expression without making any further
assumptions as to the resonance content of the spectral density functions. Since, according
to Eq. (3.30), the required integral over s is given by the residue f(s) at q2 instead of zero,
where f(s) = f 2pi F¯P (s)F¯V (s)F¯A(s), one immediately has the result
∆m2pi = 3ie
2
∫
d4q
(2π)4
1
q2
F¯P (q
2)F¯V (q
2)F¯A(q
2). (4.13)
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A formula essentially equivalent to this expression has also been derived using a QCD ef-
fective action approach [13]. Below, we give yet another derivation of this expression using
Feynman diagrams. In the limit gA = 1, where F¯V and F¯A are both unity, it reduces
to the expression given previously [15] for ∆m2pi for the NJL model, while making the ad
hoc assumption that all the mesons are elementary without internal structure of any kind,
F¯P (s) = 1, F¯V,A ≈ (1− q2/m2ρ,a1)−1 leads one back to the Das et al. estimate.
Futher evaluation of ∆m2pi has to be done numerically. However, since the product of PV-
regulated form factors in the integrand of Eq. (4.13) goes like −1/q2 according to Table VI,
the integral over the photon momenta diverges logarithmically, and some form of photon
momentum cutoff is required. This contrasts with the special case of approximate evaluation
by Das et al. mentioned above, where the asumption of delta distributions for the vector and
axial vector densities that satisfy both Weinberg sum rules guarantees a convergent result.
A logarithmic divergence also results when their approach is extended to cover physical (i.e.
non-chiral) pions [58].
Performing a Wick rotation to Euclidean photon momenta, one finds
∆m2pi =
3α
4π
∫ λ2
ph
0
dQ2F¯P (−Q2)F¯V (−Q2)F¯A(−Q2). (4.14)
This transformation is permissible since the poles of the integrand all lie on the second
Riemann sheet and thus do not interfere with the deformation of the integration contour.
The behavior of ∆m2pi versus λ
2
ph is shown in Fig. 18. A cutoff of λ
2
ph = (1.27GeV)
2 leads to
the observed value ∆m2pi = 1261 MeV
2 of this quantity, if we use the standard parameter set
of this paper to compute the form factors in Eq. (4.13). This value of the photon momentum
cutoff requires some comment. In the O(4) regularization scheme (which we do not employ)
the Euclidean quark momenta are limited by the cutoff ΛO(4), so that the photon momenta
are restricted by Q2 ≤ 4Λ2O(4) in Eq. (4.14). Since one has the rough equivalence [16]
Λ2O(4) ≈ (2 ln 2)Λ2 ∼ (2.5GeV)2, this restriction is met by our photon cutoff. Furthermore
this cutoff also agrees satisfactorily with the scale µ2 = (0.95GeV)2 quoted in [13] at which
a smooth matching [57] between Eq. (4.14) (for a different set of input parameters however)
and the short distance QCD contribution to ∆m2pi can be accomplished.
C. Derivation via Feynman diagrams
While the derivation of the expression just given for ∆m2pi via spectral densities is tech-
nically very concise, the underlying physics determining this splitting is less transparent.
We remedy this by using the diagram method. One can then verify the ENJL expression
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(4.13) for ∆m2pi explicitly by identifying the additional set of Feynman diagrams for the pion
polarization that include single photons in intermediate states. This method has already
been described in [15] for the case of the minimal NJL model. The diagrammatic method
offers some advantages over the sum rule approach. The electromagnetic gauge invariance
can be made explicit, as well as the consequences of the residual UA(1)×UV (1) chiral sym-
metry as expressed by Dashen’s theorem [14], that keeps the neutral chiral pion mass at
zero in the presence of its own internal electromagnetic field. It confirms that the Das et
al. formula in conjunction with the ENJL spectral densities is correct to O(αNc). Also, it
is straightforward to extend this method to cover physical pions carrying non-zero mass in
the absence of the electromagnetic interaction. An attempt to extend the approach of Das
et al. directly to cover the case of non-zero pion mass is reported in [58].
In order to identify the relevant electromagnetic diagrams for calculating the electro-
magnetic mass splitting of the pion, we include the electromagnetic interactions via minimal
coupling in the ENJL model, and study their effect to O(α). The additional diagrams are
obtained in the usual way by dressing the skeleton pion polarization diagrams with single
photon self-energy and vertex corrections. The diagrammatic calculation of ∆m2pi to O(α)
starts out with the observation that only those diagrams involving the exchange of a single
photon that are different in the isovector and isoscalar channels will contribute. This im-
mediately excludes all quark self-energy diagrams in the pion polarization where the photon
line dresses either a quark, or an antiquark line. Such diagrams (which are however essential
to maintain gauge invariance) contribute equally to the charged and neutral pion channels
and thus cancel in the mass difference calculation. They are shown in Fig. 19 for later
reference. The diagrams we thus require are of two types: (i) scattering diagrams where
the quark-antiquark pair making up the polarization loop interact via photon exchange in
intermediate states, and (ii) meson-pole, or “dumbbell” diagrams where the π + aL, ρ and
a1 meson modes are exchanged together with a photon between two γππ vertices. These
diagrams are presented in Fig. 20. In addition, ρ0 exchange causes a renormalization of
the isovector component of the quark electromagnetic current as in Eq. (4.1). The modified
vertex itself is again indicated as an open circle to which the photon is attached as in Fig. 16.
Both sets of diagrams in Fig. 20 are vertex corrections to the basic one-loop irreducible
diagram that determines the pion polarization to O(αNc). At first sight, the appearance of
such two-loop diagrams containing mesons in intermediate states is surprizing, since they
formally contain higher powers in the meson quark coupling constants than the single loop
diagram. However they are of the same order O(αNc) as the single loop contribution to
the electromagnetic self-energy of the pion, and therefore of O(α) relative to the pion self-
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energy in the absence of electromagnetic interactions. This comes about since the meson
propagators scale like 1/Nc. This is a special feature arising from the linked nature of the
solutions for the quark and meson self-energies in the NJL model.
Let ΠT3EM(q
2) denote the contribution from the sum of diagrams in Fig. 20 in the channel
of isospin projection T3. Here T3 equals ±1 for π± and 0 for π0. Then ∆m2pi is given by [15]
∆m2pi = −g2piqq{Π±EM(0)− Π0EM(0)} (4.15)
for chiral pions. Using an extension of the arguments presented in detail in [15], one can
again show that this expression is fully gauge invariant. We can thus describe the photon
propagation in any convenient gauge. We use the Feynman gauge,
− iDµνph (q2) = −i
gµν
q2
. (4.16)
The translation of all the Feynman diagrams in Fig. 20 is deferred to Appendix A, section
6. Here we simply summarize the results for the two classes of diagrams:
(i) Scattering diagrams. The scattering diagrams give rise to a contribution to the difference
(4.15) that is of the form [Eq. (A80)],
{Π±EM(0)− Π0EM(0)}scatt = −ie2
f 2p
m2
∫
d4q
(2π)4q2
FP (q
2)
−3ie2 f
2
p
m2
∫
d4q
(2π)4q2
FP (q
2)F 2V (q
2) . (4.17)
(ii) Meson pole, or dumbbell diagrams. By contrast, the dumbbell diagrams only contribute
to the charged channels. There is no contribution for T3 = 0, due to the electromagnetic
vertices they contain. One finds for the sum of the π + aL contributions that [Eq. (A88)]
Π
(pi+aL)
EM (0) = ie
2 f
2
p
m2
∫
d4q
(2π)4q2
FP (q
2) (4.18)
while
Π
(a1)
EM(0) = 3ie
2 f
2
p
m2
∫ d4q
(2π)4q2
{FP (q2)F 2V (q2)
8G2f
2
pFP (q
2)
1 + 2G2ΠAAT (q
2)
} (4.19)
gives the contribution from the a1 dumbbell diagram [Eq. (A94)]. In obtaining the latter
result, we have inserted the specific form of the a1 propagator into Eq. (A94). Finally we
note that there is no contribution from the analogous dumbbell diagram with a ρ meson
exchange replacing the a1 vector meson exchange in the chiral limit. The reason for this is
given in more detail in Appendix A.
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We now add Eqs. (4.17) through (4.19). The π + aL dumbbell contribution cancels
against a similar term in the scattering contribution, and we are left with a result for the
self-energy difference required in Eq. (4.15) that may be written as
− g2piqq{Π±EM(0)− Π0EM(0)} = 3ig2piqqe2
f 2
m2
∫ d4q
(2π)4q2
FP (q
2)F 2V (q
2)
{
1− 8G2f
2
pFP (q
2)
1 + 2G2ΠAAT (q
2)
}
.
(4.20)
At first sight, this expression gives the impression that the contributions from the ρ0 degrees
of freedom enter quadratically through the vector form factor FV (q
2). This impression is
false. Using the Ward identity of Eq. (2.37) in reverse, one sees that
{
1− 8G2f
2
pFP (q
2)
1 + 2G2ΠAAT (q
2)
}
=
1 + 2G2Π
V V
T (q
2)
1 + 2G2ΠV VT (q
2)
= GA(q
2)/FV (q
2). (4.21)
Thus one power of FV (q
2) is removed. Furthermore, since g2piqq = g
2
p/gA, the strong inter-
action physics part of the factor in front of the integral becomes f 2p g
2
p/(m
2gA) = 1/gA
that supplies precisely the correct factor to convert GA(q
2) into the axial form factor
FA(q
2) = GA(q
2)/gA. Hence
∆m2pi = 3ie
2
∫ d4q
(2π)4
1
q2
FP (q
2)FV (q
2)FA(q
2).
We thus recover the same expression for ∆m2pi as given in Eq. (4.13) by a completely different
route. All that remains is to specify the regularization procedure.
Having obtained expressions for the subdiagrams making up the pion polarization, it
becomes a simple matter to identify the underlying physics of the pion mass splitting in
more detail. To this end, let us introduce the electromagnetic self-energies ΣT3 for the
charged (T3 = ±1) and neutral (T3 = 0) pions. This self-energy, which has the dimensions
of a (mass)2, is obtained from the total pion polarization by including the πqq coupling
constant igpiqq at each external pion vertex:
ΣT3 = (igpiqq)
2ΠT3EM(0). (4.22)
Consequently, a negative pion polarization corresponds to a repulsive self-energy, and vice
versa. Now this ΠT3EM(0), and therefore Σ
T3 , consists of the sum of all the polarization
diagrams appearing in Fig. 19 plus Fig. 20. Thus we have reinterpreted this ΠT3EM(0) slightly
in order to avoid introducing yet another symbol. Let us write out this sum for the two
charged states of the pion separately. In doing so, we notice that the sum of diagrams from
Fig. 19, that are all in the nature of self-energy insertions on the quark and antiquark lines,
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are common to both charge channels. This is so because the quarks and antiquarks enter
symmetrically. This is not true for the diagrams in Fig. 20. Here diagram (a) of this figure
represents the interaction via photon exchange of the q¯q pair in the polarization loop. For
the like-flavored quarks making up the π0, this is an attractive interaction; otherwise it
is repulsive. Finally the dumbbell diagrams in Fig. 20(b) only contribute in the charged
channel due to the electromagnetic vertices that they contain. We continue to work in the
chiral limit. Then the electromagnetic (mass)2 of the π0 is
m2pi0 = (igpiqq)
2
[
Π
(a+b)
EM (0) + Π
(c+d)
EM (0)︸ ︷︷ ︸
F ig. 19
]
+ (igpiqq)
2{Π0EM(0)︸ ︷︷ ︸
F ig. 20(a)
}scatt
= Σself + Σ
0
scatt. (4.23)
Further progress is made by calculating the actual values of all these pion self-energies. This
is completed in Appendix A7. The scattering contribution represented by the last term is
known from Eq. (A75). It is negative as anticipated (in the Feynman gauge), and exactly
cancels the quark self-energy contribution given by the sum in the first bracket. One finds
by direct calculation the result given in Eq. (A108) that
Σself = −Σ0scatt = ie2g−1A
∫
d4q
(2π)4q2
{
4tr(e2q) +
3
2
(F 2V (q
2)− 1)
}
FP (q
2). (4.24)
Thus m2pi0 = 0: the neutral pion does not acquire any electromagnetic mass at all from
its own internal electromagnetic interactions in the chiral limit. The increase in its mass
due to the electromagnetically heavier quarks it contains is compensated for exactly by the
attractive interaction between these quarks. Notice that this is a gauge invariant statement.
While the individual terms appearing in Eq. (4.23), are not all gauge-invariant, their sum
is. More formally this result, which is just Dashen’s theorem in operation, has to follow,
once one realises that the inclusion of the photon gauge field via minimal coupling breaks
the U(1)V ×SUL(2)×SUR(2) chiral symmetry of the original ENJL Lagrangian in Eq. (2.8)
down to UA(1) × UV (1). The massless π0 is simply the Goldstone mode realization of this
residual symmetry. As we have shown, this result is satisfied in an entirely non-trivial way
by the ENJL model. It is also a proof that our set of polarization diagrams to O(αNc) is
correct and complete.
By contrast, the charged chiral pion picks up a non-zero electromagnetic mass:
m2pi± = (igpiqq)
2
[
Π
(a+b)
EM (0) + Π
(c+d)
EM (0)︸ ︷︷ ︸
F ig. 19
]
+ (igpiqq)
2{Π±EM(0)︸ ︷︷ ︸
F ig. 20(a)
}scatt
+(igpiqq)
2
[
Π
(pi+aL)
EM (0) + Π
(a1)
EM(0)︸ ︷︷ ︸
F ig. 20(b)
]
, (4.25)
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or
m2pi± = Σself + Σ
±
scatt + Σ
±
dumbbells (4.26)
using a self-evident notation for the various contributions to the self-energy of the charged
pion. In this expression, both the quark self-energy contribution as well as the scattering
contribution, are positive, the latter being so because the EM interaction between q¯q pairs
of different flavors (u¯d or d¯u) is repulsive. Thus the last term arising from the sum dumbbell
diagrams must be negative, and, as we will see, strongly so, in order to cancel out most of the
repulsive self-energy associated with the first two terms. We naturally regain Eq. (4.15) again
by forming the difference m2pi± −m2pi0 . As we have seen, only the charged pion contributes
to this difference. In Fig. 21, we display the various contributions to the electromagnetic
(masses)2 of the π0 and π±, using the same parameter set as for evaluating Eq. (4.13). In
examining this figure, it should again be borne in mind that the individual shifts are gauge-
dependent (we have used the Feynman gauge). Only the total electromagnetic (masses)2,
and therefore their splitting, are gauge-invariant quantities.
These results only hold in the chiral limit of vanishing pion mass. Their extension to
the non-chiral case of physical pions requires re-evaluation of the same set of diagrams with
the external pion placed on its mass shell at k2 = m2pi already in the absence of its own
internal electromagnetic field. This is a tedious task, even for the minimal NJL model [15],
and no less so in chiral perturbation theory [38]. However, the main conclusions reached
by including non-chiral effects [15] carry over without change into the present calculation,
and can be restated quite simply. The expression (4.12) accounts for the major part of the
electromagnetic mass shift. In addition, the assumption of a finite current quark mass in
Eq. (2.8) breaks the chiral symmetry explicitly. This gives the pions of the model a finite
massm2pi ∼ mˆ as per Eq. (2.100). The subleading (inm2pi) contribution to the electromagnetic
splitting from this source comes from expanding the scattering and dumbbell diagrams in
Fig. 20 in terms of m2pi. This gives rise to O(αm2pi) correction terms in the neutral channel,
but an additional chiral logarithm ∼ αm2pi lnm2pi appears in the charged channels. The latter
term, which is identical to the correction found in CHPT [38], arises specifically from the
pion dumbbell diagram in Fig. 20. It dominates the non-chiral correction. Since the chiral
limit of this diagram, as given by Eq. (4.18), is the same for both versions of the NJL model,
we can take the precise form of the chiral logarithm correction from the former calculation
[15] and write
{∆m2pi}non−chiral = ∆m2pi −
3α
4π
ln(m2pi/m
2
σ) +O(αm
2
pi) + · · · (4.27)
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for the ENJL model too. The chiral logarithm correction in this equation coincides exactly
with the result obtained in chiral perturbation theory [38] (at scale µ2 = m2σ). Numerically,
the chiral logarithm andO(αm2pi) terms constitute typically 10% and 1% of the leading chiral
mass splitting term. Unequal current quark masses, or π0η or η′ mixing in the UL(3)×UR(3)
flavor extension of the ENJL model (including the ’t Hooft term [35] to remove the unwanted
UA(1) symmetry), are additional sources of chiral symmetry breaking that contribute to
∆m2pi. Both effects contribute at the few percent level. One knows this from a direct
estimate [15] of the up-down current quark mass difference contribution ∼ (mˆu − mˆd)2 to
∆m2pi, and from a rather general discussion given in [60] for the mixing effects. Bearing these
results in mind, one is led to regard the mass of the charged pion, and especially the π±−π0
mass difference, as an essentially electromagnetic phenomenon.
V. SUMMARY AND DISCUSSION
In this paper, we have established that the two sum rules of Weinberg for massless
QCD, plus the six sum rules introduced by Gasser and Leutwyler in connection with chiral
perturbation theory, are all obeyed by spectral densities that are generated by the Nambu-
Jona-Lasinio model Lagrangian in its minimal, as well as in its extended form, and which
includes vector and axial vector degrees of freedom. The only exceptions to this statement
occur for the zero moment sum rules [Eqs. (3.34), (3.53) and (3.54)] that acquire a finite
value proportional to the quark condensate density that represents the order parameter of
the model. We suggest that this finding might perhaps be an example of a more general
feature of any chiral Hamiltonian that energetically favors a chirally broken groundstate
with a finite quark condensate.
The NJL model in either form is both non-renormalizable and non-confining. Thus the
statements regarding sum rules are subject to stating what sort of regularization precedure
has been followed. We show in particular that the sum rules hold for spectral densities com-
puted from polarization amplitudes which have been regulated according to the Pauli-Villars
prescription. As might be anticipated, the PV-scheme introduces an unphysical behavior
into the spectral densities at high energies, where these densities become negative instead
of remaining positive definite. Nevertheless this happens in such a way that the sum rules
continue to be saturated. We interpret this rather surprizing conclusion to be a consequence
of the underlying chiral symmetry properties of the Lagrangian and its faithful representa-
tion under the PV-scheme. As a corrollary to this statement, we find that the violation, due
to PV-regularization, of the positive definite nature of the model densities becomes less and
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less important for the sum rules involving higher and higher inverse moments, such as the
sum rule determining the pion polarizability, for example.
While the sum rules alluded to above also hold for the spectral densities belonging to
the minimal NJL model that does not contain any explicit vector meson modes, this is
perhaps less interesting from the point of view of physical applications. The sum rules
involve inter alia explicit reference to both vector and axial vector densities, and so it is of
direct physical interest to consider such degrees of freedom explicitly. With this in mind,
we have revisited the problem of incoporating these modes into the NJL model in order
to determine the behavior of the associated spectral densities and their masses. The basic
effects of these modes are (a) to renormalize the pion decay constant and πqq coupling
constant in a complementary fashion such that the Goldberger-Treiman relation is retained,
and (b) to concentrate the vector and axial vector strengths of the one-loop spectral densities
of the minimal NJL model into two well-defined peaks at low energies that lie just above the
q¯q continuum threshold. This redistribution of strength takes place in such a way, however,
that all the sum rules continue to be obeyed. If the positions of these peaks are taken to
define the ρ and a1 meson masses of the ENJL model, their numerical positions are found
to be in qualitative accord with the experimental masses of the physical ρ and a1 mesons,
suggesting that this identification has physical meaning.
We have combined the sum rules techniques developed in this paper, together with other
calculated information to identify ENJL expressions for the empirical coupling constants
introduced by Gasser and Leutwyler into chiral perturbation theory, to evaluate the current
algebra expression of Das et al. for the charged to neutral electromagnetic mass splitting
of the pion, and to compute the charged pion’s polarizability from Holstein’s sum rule. In
extracting the coupling constants of chiral perturbation theory, it has been borne in mind
that the physically relevant scale-invariant constants, l¯i, are not well-defined in the chiral
limit because of the chiral logarithms they contain. However, the combination l¯i+ln(m
2
pi/µ
2)
is well-defined, being proportional to the renormalized lri of Gasser and Leutwyler, and it is
this combination that one can extract from the ENJL model. In fact, it is possible to go
further and extract the l¯i’s themselves due to the following circumstance. One can show that
the leading order non-chiral corrections to the ENJL amplitudes are precisely in the form of
chiral logarithms that occur with the correct coefficients to reproduce the combination given
above (at the scale of the sigma meson mass of the model). The appearance of the correct
chiral logarithm has been demonstrated explicitly for the case of l¯6, for example, which must
be identified from a calculation of the pion radius. One is thus fully justified in solving for
the l¯i themselves from the ENJL predictions of the l
r
i . This we have done and have obtained
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reasonable agreement with the empirical values of the l¯i’s as set out in Table III.
The sum rule calculation of the pion polarizability αE made direct use of the ENJL
model generated spectral densities, as well as the ENJL expression for the pion radius.
The resulting expression for αE, which coincides exactly in form with the CHPT result for
this quantity, only depends on the difference l¯ENJL6 − l¯ENJL5 . This allows common terms in
the two ENJL values for the coupling constants to cancel, and leads to an upper limit of
α/(8π2mpif
2
pi) ≈ 6 × 10−4fm3 on αE in terms of the physical mass and decay constant of
the pion. This is an important result, since it represents a prediction of the ENJL model
approach that may be compared directly with the chiral perturbation theory prediction
(αchptE = 2.7× 10−4fm3), as well as the result of Ref. [55] (αQCDE = 5.6± 0.5× 10−4fm3) that
is based on an evaluation of Holstein’s sum rule using approximate QCD spectral densities
and methods. We also showed that the limiting value of αE quoted above is reduced by g
2
A,
the quark axial form factor squared, in the presence of axial vector mesons accompanying
the pion. Such meson clouds lead to a less polarizable system: for gA = 0.75, one finds
αE = 3.4 × 10−4 fm3 that is nicely bracketed by the chiral perturbation theory and QCD
sum rule predictions. By contrast, the ρ mesons do not change the pion polarization at
all. Their contributions cancel out completely, in complete agreement with the findings
of Holstein [22], who employed delta function spectral densities together with Weinberg’s
vector meson mass relation and the KSRF relation.
Finally we must caution that the the limiting value on αE quoted above is subject
to a multiplicative correction of the form [1 + O(m2pi) + O(1/Nc)] where the additional
modifications arise from neglected non-chiral effects of O(m2pi) in the sum rule itself, and
neglected chiral corrections of O(1/Nc) in the evaluation of the spectral densities that enter
the sum rule. The calculation of such higher order correction terms within the framework
of the ENJL presents an important but formidable challenge, especially since the chiral
perturbation theory results for αE to two loops, consisting of the calculation and summation
of over 100 diagrams(!), are now available [23] for direct comparison.
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APPENDIX A: REGULARIZATION OF FEYNMAN DIAGRAMS
In this appendix, we discuss the regularization of the various Feynman loop diagrams
that have appeared in the main text.
1. Gap equation for the light quark masses
The gap equation in the chiral limit mˆ = 0 that generates the quark mass self-consistently
in both the NJL and ENJL versions of the model Lagrangian in the mean field, or Hartree
approximation has been written down in Eq. (2.34), and its extension to include a non-
vanishing current quark mass in Eq. (2.89). Either equation contains a single quark loop
that diverges quadratically. Regulating this loop according to the Pauli-Villars prescription
for the reasons explained in the main text, we get
m− mˆ = (16G1Ncm)
{∑
a
Ca
∫
d4p
(2π)4
i
p2 −M2a
}
= (16G1Ncm)
{ 1
(4π)2
∑
a
CaM
2
a ln
M2
m2
}
, (A1)
provided that
2∑
a=0
Ca = 0 and
2∑
a=0
CaM
2
a = 0 , (A2)
that may be satisfied by the standard choice [18]
Ca = (1, 1, −2) and M2a = m2 + αaΛ2 , αa = (0, 2, 1), (A3)
where Λ is the regulating parameter of the PV scheme. We designated the solution of
Eq. (A1) in the presence of mˆ as m = m∗ in the main text. One has the useful relation
∑
a
CaM
2
a ln
M2a
m2
=
π2
G1Ncm
(m− mˆ) = −2π
2
Nc
〈ψ¯ψ〉
m
, (A4)
after using the mean field relation m − mˆ = −2G1〈ψ¯ψ〉 between m and the condensate
density 〈ψ¯ψ〉 of the quarks.
2. The one-loop integral I(q2)
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a. Evaluation
The integral I(q2) given in Eq. (2.33) appears in the pion weak decay constant f 2p =
−4Ncm2iI(0), in the pion form factor FP (q2) = iI(q2)/iI(0), and thus the pseudoscalar
polarization loop as given by Eq. (2.30a). To evaluate it we introduce the standard Feynmann
parametrization [18] to find
I(q2) =
∫
d4p
(2π)4
1
[(p+ q)2 −m2][p2 −m2]
=
i
(4π)2
∫ ∞
0
dα I1([m
2 − q2α(1− α)], (A5)
where
I1(q
2) =
∫ ∞
0
dρ
ρ
e−iρ[m
2−q2α(1−α)]. (A6)
The last integral is logarithmically divergent. We regulate it using the Pauli-Villars [PV]
prescription again. Denote the corresponding PV-regulated quantity with a bar. Then
I¯1(q
2) = lim
η→0
∑
a=0
Ca
∫ ∞
η
dρ
ρ
e−iρ[M
2
a−q
2α(1−α)] = −∑
a=0
Ca ln[M
2
a − q2α(1− α)]. (A7)
Hence
iI¯(s) = iI¯(0) +
1
(4π)2
∑
a=0
Ca
∫ 1
0
dα ln[1− s
M2a
α(1− α)], (A8)
where
iI¯(0) =
1
(4π)2
∑
a=0
Ca ln
M2a
m2
, (A9)
after calling q2 = s. The remaining integral is elementary. For space-like momentum
transfers squared −∞ < s < 0, it is given by∫ 1
0
dα ln[1− s
m2
α(1− α)] = 2J(z)− 2 , (A10)
where
J(z) =
√
f coth−1
√
f =
√
1− 1
z
ln[
√−z +√1− z] (A11)
∼ ln√−z (1− 1
2z
− 1
8z2
+ · · ·) + ln 2− (1
4
+
1
2
ln 2)
1
z
+ (
1
32
− 1
8
ln 2)
1
z2
+ · · · , |z| → ∞, (A12)
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after setting z = s/4m2 and
f = 1− 1
z
. (A13)
The PV-regulated version of iI(s) for space-like q2 is thus
iI¯(s) =
1
(4π)2
[ 2∑
a=0
ln
M2a
m2
+ {(2
√
f coth−1
√
f − 2)}PV
]
, (A14)
where the PV-subscript signifies the replacement [18]
{(2
√
f coth−1
√
f − 2)}PV →
2∑
a=0
Ca(2
√
fa coth
−1
√
fa − 2) (A15)
in terms of the variable
fa = 1− 4M
2
a
s
. (A16)
In accordance with Feynman’s causal prescription [18], iI¯(s) has to be continued to time-
like q2 = s > 0 by passing along the upper lip of the cut starting at the branch point at
s = 4m2 and running to∞. This in turn means that the square roots in logarithmic function
determining J(z) have to be chosen such that
√−z = |z|1/2ei(φ−pi)/2, 0 < φ < 2π (A17)
√
1− z = |1− z|1/2ei(θ−pi)/2, 0 < θ < 2π (A18)
on the “first”, or physical sheet of J(z), in terms of the complex variables z = |z| exp iφ and
z−1 = |z−1| exp iθ. The further branch points at z = s/4M2a , a = 1, 2, that are introduced
into J(s/4m2)PV and thus iI¯(s) by the regulating masses of the Pauli-Villars scheme are
handled in the same way. The schedule of forms for the multivalued complex function J(z)
can now be written down from
J(z) = |z − 1
z
|1/2ei(θ−φ)/2 ln [|z|1/2ei(φ−pi)/2 + |1− z|1/2ei(θ−pi)/2]. (A19)
Along the real axis z = x of the first sheet J(x) thus behaves like
J(x) =


(1− 1
x
)1/2 ln(
√−x+√1− x) = √f coth−1√f, −∞ < x < 0
( 1
x
− 1)1/2 sin−1√x = √−f cot−1√−f, 0 < x < 1
(1− 1
x
)1/2
(
ln[
√
x+
√
x− 1]− ipi
2
)
=
√
f (tanh−1
√
f − ipi
2
), 1 < x < ∞,
(A20)
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where f = 1 − 1/x. The appearance of an imaginary part for x > 1 is associated with the
(unphysical) q¯q decay threshold that is one of the drawbacks of the NJL model.
In order to discuss the possible poles of the vector and axial mode propagators in ENJL,
we also require the analytic continuation, J˜(z) of J(z) through the cut onto the second
sheet. This sheet is defined by letting the angles φ and θ assume values in the angular
interval −2π < θ, φ < 0. Except for the sector 1 < x <∞ along the real axis of the second
sheet where the two functions coincide by construction, the analytic continuation J˜(x) is a
different function on the second sheet. In particular, its behavior along the real axis of that
sheet is as follows:
J˜(x) =


J(x)− iπ√f, −∞ < x < 0
J(x)− π√−f , 0 < x < 1
J(x), 1 < x < ∞.
(A21)
We note in particular that J˜(x) like J(x), is also real for 0 < x < 1 but picks up an
imaginary part in the sector −∞ < x < 0. Their behavior at the origin as x → 0+ is
also different: J(x) → x−1/2 sin x1/2 → 1, but J˜(x) → −πx−1/2 → −∞. Thus ReJ(x) and
ReJ˜(x) coincide for −∞ < x < 0 and 1 > x >∞, but differ for 0 < x < 1, while ImJ(x)
and ImJ˜(x) differ in the first interval but coincide in the latter two. All of these properties
are essential for appreciating the analytic structure of the various polarization functions to
follow. The real parts of J(x) and J¯(x) are plotted for real arguments in Fig. 7.
Returning to the problem at hand, we can now write down a general form for the PV-
regulated version of iI(q2) for all q2 = s as
iI¯(s) =
1
(4π)2
[ 2∑
a=0
Ca ln
M2a
m2
+ {(2J(s/4m2)− 2)}PV
]
, (A22)
where
{(2J(s/4m2)− 2)}PV →
2∑
a=0
Ca{2J(s/4M2a )− 2}, (A23)
as before. The form of J appropriate to the sheet, and interval that its argument falls in
on that sheet, has to be selected from Eqs. (A20) or (A21). In particular, for time-like
q2 = s ≥ 4m2, the explicit form of Im[iI¯(s+ iǫ)] along the upper lip of the cut plane is
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Im[iI¯(s)] = − 1
16π
{
√
1− 4m
2
s
θ(s− 4m2)}PV
= − 1
16π
2∑
a=0
Ca
√
1− 4M
2
a
s
θ(s− 4M2a ). (A24)
Thus, apart from the contribution starting at s = 4m2, the imaginary part of iI¯(s) also con-
tains additional contributions of different weights coming from the artificial thresholds that
are introduced by the regulating masses of the Pauli-Villars scheme at s = 4m2(1 + Λ2/m2)
and s = 4m2(1 + 2Λ2/m2). This in turn means that Im[iI¯(s)] need not remain negative
definite for s large enough, as could perhaps have been anticipated from the introduction of
indefinite metric sectors of Hilbert space by the PV-regulation procedure [18].
b. Asymptotic behavior and dispersion relations
The asymptotic behavior of the function J(z) is given in Eq. (A12) which shows that it
diverges logarithmically. Thus if the PV instruction were removed from the second factor
in Eq. (A22), then the resulting expression for iI(s) would also diverge logarithmically,
iI(s) ∼ log(−s), with s → ∞ in the complex plane. The PV regularization instruction
alters this behavior drastically to a 1/s convergent one as we show below. The change-over
is, not surprizingly, related to keeping the imaginary part PV regulated as in Eq. (A24)
(which is finite and does not need regularization anyway), which then determines what
sort of dispersion relation the expression for iI(s) can satisfy in a consistent fashion. The
change in asymptotic behavior in the present case comes about because upon PV regulating
J(s/4m2), the conditions that
∑
aCa and
∑
aCaM
2
a must vanish, suppress both the ln(−s)
and the (1/s) ln(−s) terms in Eq. (A12), leaving only a 1/s and the sub-leading logarithm
(1/s2) ln(−s) to survive:
J¯(s/4m2) =
∑
a
CaJ(s/4M
2
a ) ∼ −
1
2
∑
a
Ca ln
M2a
m2
+
1
s
(
∑
a
CaM
2
a ln
M2a
m2
)
− 1
s2
ln(−s/4m2) (∑
a
CaM
4
a ) +O(1/s
2). (A25)
Inserting this form of J¯ into Eq. (A22) and using the result that
∑
aCaM
4
a = 2Λ
4 to simplify
the coefficient of the (1/s2) ln(−s) term, one obtains the behavior of iI¯(s) at large s as
iI¯(s) =
1
8π2s
∑
a
CaM
2
a ln
M2a
m2
− Λ
4
4π2
1
s2
ln(−s) + O(1/s2), (A26)
instead of ∼ ln(−s). Thus the function iI¯(s) is rendered sufficiently convergent to satisfy
an unsubtracted dispersion relation of the form
iI¯(s) =
1
π
∫ ∞
4m2
dt
Im[iI¯(t)]
t− s . (A27)
It is instructive to verify this result explicitly, for the calculation shows how the PV-
regularization of the imaginary part conspires to allow the dispersion relation to hold. One
finds, using Eq.(A24), that
iI¯(s) = − 1
(4π)2
lim
µ2→∞
2∑
a=0
Ca
∫ µ2
4M2a
dt
t− s
√
1− 4M
2
a
t
θ(t− 4M2a ). (A28)
The auxillary cutoff µ2 has been introduced as a calculational device since the individual
integrals diverge before carrying out the PV summation. Thse can be evaluated explicitly
using the change of variable t = 4M2a cosh
2 φ. Assuming s < 0 for definiteness, one obtains
iI¯(s) =
1
(4π)2
lim
µ2→∞
2∑
a=0
Ca
[
2
√
fa coth
−1
√
fa(1− 4M
2
a
µ2
)−1 − 2 cosh−1
√√√√ µ2
4M2a
]
. (A29)
Taking the limit µ2 → ∞ is harmless in the argument of the inverse hyperbolic cotangent
function, but the second term diverges logarithmically. The PV-instruction removes this
divergence and replaces it by a finite constant in the standard way as follows,
− 2 lim
µ2→∞
2∑
a=0
Ca cosh
−1
√√√√ µ2
4M2a
→ − lim
µ2→∞
2∑
a=0
Ca ln
µ2
M2a
= − lim
µ2→∞
2∑
a=0
Ca ln
µ2
m2
+
2∑
a=0
Ca ln
M2a
m2
, (A30)
since, according to the PV regulation rules, the instructions of Eqs. (A2) take precedence
over taking the limit µ2 →∞. Inserting this result back into Eq. (A29) and reinstating an
irrelevant −2 under the PV-regulation bracket, we regain Eq. (A14).
On the other hand, if the PV instruction on the imaginary part given by Eq. (A24)
is dropped, then iI(s) diverges logarithmically as we have seen. Then, not iI(s), but only
iI(s)/s, is sufficiently convergent to give no contribution upon integration around a closed
contour C∞ at infinity in the complex s plane. Hence the dispersion relation for this repre-
sentation of iI(s) requires one subtraction,
iI(s) = iI(0) +
s
π
∫ ∞
4m2
dt
Im[iI(t)]
t(t− s) (A31)
where only the (formally) infinite constant iI(0) now requires regularization. This “disper-
sive” type of regularization prescription was followed in Ref. [13] for example, in conjunction
with a proper time cutoff. If we opt for PV-regulating iI(0), then Eq. (A31) leads back to
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Eq (A8), or equivalently to Eq. (A14) again, but with the PV-instruction on the second term
in either of these equations removed, if the unregulated imaginary part of iI(s) as given by
Eq. (A24) is used. One then has
s
π
∫ ∞
4m2
dt
Im[iI(t)]
t(t− s) = −
s
(4π)2
∫ ∞
4m2
dt
t
√
1− 4m2
t
(t− s) =
1
(4π)2
∫ 1
0
dα ln [1− s
m2
α(1− α)] (A32)
under the successive transformation of variables u = (1−4m2/t)1/2, followed by α = (1−u)/2
after an integration by parts. Hence
iI(s) = iI¯(0) +
1
(4π)2
∫ 1
0
dα ln [1− s
m2
α(1− α)] (A33)
that reproduces Eq. (A8).
The origin of the difference between Eq. (A8) and the above expression for iI(s) thus
lies entirely in the way the imaginary part is treated. This in turn means that either an
unsubtracted, or a once-subtracted dispersion relation is satisfied by the regulated function.
Not surprisingly, these two cases can lead to regulated functions that behave very differently
at large momentum transfers. A summary of the asymptotic behavior of functions that
involve amplitudes regulated via these two methods is given in Table VI.
3. Pion weak decay constant, form factor and pseudoscalar polarization loop in the
NJL model
It is now a simple matter to write down expressions for the regulated pion weak decay
constant, the form factor, and thus the one-loop pseudoscalar polarization function ΠPP (q2)
in terms of iI¯(q2). One has
f 2p = −4Ncm2iI¯(0) = −
Ncm
2
4π2
∑
a
Ca ln
M2
m2
(A34)
and
F¯P (s) =
iI¯(s)
iI¯(0)
= [1− Ncm
2
4π2f 2p
{(2J(s/4m2)− 2)}PV ] (A35a)
∼ −Ncm
2
2π2f 2p
(∑
a
CaM
2
a ln
M2a
m2
)
1
s
+
Ncm
2
π2f 2p
Λ4
s2
ln(−s) , |s| → ∞.
(A35b)
With the aid of the relation (A4) between the quark mass and the condensate density that
follows from the PV-regulated version of the gap equation, the asymptotic behavior of F¯P (s)
can be recast in the transparent form
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f 2p F¯P (s) ∼
m〈ψ¯ψ〉
s
+
Ncm
2
π2
Λ4
s2
ln(−s) , |s| → ∞. (A36)
For time-like s ≥ 4m2, the imaginary part of F¯P (s) is obtained from Eq. (A24):
Im F¯P (s) =
m2Nc
4πf 2p
{
√
1− 4m
2
s
θ(s− 4m2)}PV . (A37)
The dispersion relation Eq. (A27) for iI¯(s) immediately translates into a dispersion relation
for the form factor:
F¯P (s) =
1
π
∫ ∞
4m2
dt
Im[F¯P (t)]
t− s . (A38)
Note that using the PV-regulated form ImF¯P (t) automatically guarantees the condition
F¯P (0) = 1, since we have explicitly demonstrated that the dispersion relation satisfied by
iI¯(s) correctly reproduces iI¯(0) according to Eq (A29).
The pion electromagnetic radius is determined by the derivative F¯ ′P (s) at s = 0. This
derivative is most simply obtained by evaluating
F¯ ′P (0) =
1
π
∫ ∞
4m2
dt
t2
Im[F¯P (t)] =
1
6
Nc
4π2f 2p
∑
a
Ca
m2
M2a
=
1
6
〈r2p〉PV , (A39)
using the same change of variable t = 4M2a cosh
2 φ as before. No auxillary cutoff is necessary
in this case since each integral converges separately due to the extra t in the denominator
of the integrand. For Nc = 3, the mean field approximation to the pion radius is thus found
to be given by
〈r2p〉PV =
3
4π2f 2p
∑
a
Ca
m2
M2a
≈ 3
4π2f 2p
, (A40)
that essentially coincides with the result of Tarrach [48] given on the right of this equation.
Finally we can write down the explicit form of the pseudoscalar polarization and its
asymptotic behavior using Eq. (A35b). We take the non-chiral case given in Eq. (2.90):
Π¯PPnc (s) =
(m− mˆ)
2G1m
+
f 2pi(s)
m2
s
∼ NcΛ
4
π2
1
s
ln(−s) , |s| → ∞. (A41)
Notice that the constant term of the combination (sf 2pi(s)/m
2) → sf 2p F¯P (s) → 〈ψψ〉/m =
−(m − mˆ)/2G1m just cancels the constant term in ΠPP to leading order according to
Eq. (A36), so that one has to include the next (logarithmic) order in F¯P (s) as determined
by Eq. (A26) to obtain the stated result. The asymptotic behavior of the regulated pseu-
doscalar polarizations in the chiral limit for either the NJL model [Eq. (2.30a)] or the ENJL
model [Eq (2.48)] are also given by Eq. (A41).
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4. Evaluation and properties of the vector and axial vector polarization loops
a. The vector polarization ΠV VT (q
2)
We set µ = ν in Eq. (2.28b) and then contract on µ in order to exploit the fact that the
vector polarization is expected to be purely transverse. Then
gµνΠV Vµν;ab = 3Π
V V
T δab = 2iNcδab
∫
d4p
(2π)4
tr[γµS(p+ q)γµS(p)], (A42)
after doing the color and flavor traces. Using the fact that
tr[γµ( 6p+ 6q +m)γµ( 6p+m)] = 16m2 − 8p · (p+ q), (A43)
one has
ΠV VT (q
2) =
16
3
iNc
∫
d4p
(2π)4
2m2 − p · (p+ q)
[(p+ q2 −m2][p2 −m2]
= −16q2 Nc
(4π)2
∫ 1
0
dαα(1− α)
∫ ∞
0
dρ
ρ
e−iρ[m
2−q2α(1−α)]
− 32i
3
Nc
(4π)2
∫ 1
0
dα
∫ ∞
0
dρ
d
dρ
e
ρ
−iρ[m2−q2α(1−α)]
. (A44)
The ρ integrals diverge like ln ρ and 1/ρ respectively at the origin. Under PV-regularization,
the first integral is just I¯1(q
2) as given by Eq. (A7), while the second integral makes no
contribution at all since
lim
η→0
2∑
a=0
Ca
∫ ∞
η
dρ
d
dρ
e
ρ
−iρ[M2a−q
2α(1−α)]
= − lim
η→0
2∑
a=0
Ca[
1
η
− i[M2a − q2α(1− α)]]→ 0. (A45)
Thus, with s = q2 again,
Π¯V VT (s) = −16s
Nc
(4π2)
∫ 1
0
dαα(1− α)I¯1(s) (A46a)
=
Ncs
6π2
[
∑
a
Ca ln
M2a
m2
+ {1
3
+ (3− f)(
√
f coth−1
√
f − 1)}PV ] (A46b)
=
Ncs
6π2
∑
a
Ca ln
M2
m2
= −2
3
f 2p
m2
s , s→ 0 (A46c)
∼ −1
s
ln(−s) , |s| → ∞. (A46d)
with the indicated limiting behavior near the origin and on a great circle in the complex
plane. Eq. (A34) has been used to re-introduce the mean field pion decay constant. In
obtaining Eq. (A46b), we have used the intermediate result that
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∫ 1
0
dαα(1− α) ln[1− s
m2
α(1− α)] = 1
6
[
1
3
+ (3− f)(
√
f coth−1
√
f − 1)] (A47)
for space-like s, but which may immediately be extended to cover all s, real or complex,
using the definition of the function J(z) in Eq. (A11).
Thus like iI¯(s), only the PV-regulated vector polarization is sufficiently convergent on
the great circle to satisfy an unsubtracted dispersion relation,
1
4
Π¯V VT (s) =
1
4π
∫ ∞
4m2
dt
Im[Π¯V VT (t)]
t− s = −
∫ ∞
4m2
dt
ρ
(0)V
1 (t)
t− s (A48)
where
ρ
(0)V
1 (s) = −
1
4π
Im[Π¯V VT (s)] (A49)
is the vector spectral density function. Its explicit form is found with the help of Eq. (A20)
to be
ρ
(0)V
1 (s) =
Ncs
24π2
{
√
1− 4m
2
s
(1 +
1
2
4m2
s
)θ(s− 4m2)}PV . (A50)
Again we comment that this expression is no longer positive definite for all s for the same
reason as before, due to the PV-instruction. One has a linearly divergent behavior ρV1 (s) ∼ s
as s increases if the PV-instruction is removed. If it is kept, however, a short calculation
shows that
ρ
(0)V
1 (s) ∼ −
Nc
2π2
Λ4
s
, s→∞, (A51)
which is convergent at the expense of becoming negative at large s. However, such a behavior
seems unavoidable if at the same time one wants the vector polarization as given by the NJL
model to obey an unsubtracted dispersion relation. Indeed, if the PV-instruction is removed
in Eq. (A46b) (and therefore also in Eq. (A50), rendering ρ
(0)V
1 (s) positive definite) then
ΠV VT (s) diverges like s ln(−s), so that two subtractions are required in the dispersion relation
for this ΠV VT (s) (or equivalently, a once-subtracted one for the combination Π
V V
T (s)/s - see,
for example, Ref. [13]),
ΠV VT (s) = sΠ
(′)V V
T (0) +
s2
π
∫ ∞
4m2
dt
Im[ΠV VT (t)]
t2(t− s) , (A52)
where the prime denotes the value of the derivative at the origin. As with the case of iI¯(s)
and iI(s), one can again demonstrate explicitly by direct integration using either the PV-
regulated, or the unregulated ρ
(0)V
1 (s), that the dispersion relations (A48) or (A52) lead back
to the expression for ΠV VT (s) in Eq. (A46b) with the PV-instruction either present or absent
on the second factor.
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b. The longitudinal and transverse axial vector polarization ΠAAL (q
2) and ΠAAT (q
2)
We proved in Eq. (2.47) that the longitudinal axial vector polarization must vanish when
all interactions are considered. At one-loop level, however, it does not vanish and is given
by Eq. (2.37), i.e.
Π¯AAL (q
2) = 4f 2p F¯P (q
2) (A53)
after regularization, where F¯P is taken from Eq. (A35b) and f
2
p from Eq. (A34). We use
Eq. (2.37) to determine the regulated transverse axial polarization as
Π¯AAT (s) = Π¯
V V
T (s) + 4f
2
p F¯P (s) (A54a)
= 4f 2p , s→ 0 (A54b)
∼ −1
s
ln(−s) , s→∞. (A54c)
Again ΠAAT (s) will satisfy an unsubtracted dispersion relation like Eq. (A48) containing the
axial vector spectral density that is related to ρ
(0)V
1 (s). This can be seen by taking the
imaginary part of Eq. (A54a) and using Eq. (A37):
ρ
(0)V
1 (s)− ρ(0)A1 (s) =
f 2p
π
Im[F¯P (s)] =
Ncm
2
4π2
{
√
1− 4m
2
s
θ(s− 4m2)}PV
∼ −Ncm
2
π2
Λ4
s2
, s→∞. (A55)
Hence the density difference that enters into the two Weinberg sum rules converges like
1/s2, i.e. faster than either density separately and renders both sum rules convergent for the
PV-regulated spectral densities. By contrast, with the PV instruction removed, ρ
(0)V
1 (s) −
ρ
(0)A
1 (s) ∼ Ncm2/(4π2) asymptotically, and neither sum rule would converge. The regulated
axial density itself is given by
ρ
(0)A
1 (s) =
Ncs
24π2
2∑
a=0
Ca{
√
1− 4M
2
a
s
((1− 4M
2
a
s
) +
6
s
(M2a −m2))θ(s− 4M2a )}. (A56)
The first Weinberg sum rule is explicitly satisfied by the spectral densities of the minimum
NJL model. We have∫ ∞
0
ds
s
(ρ
(0)V
1 (s)− ρ(0)A1 (s)) =
f 2p
π
∫ ∞
4m2
dt
t
Im[F¯P (t)]
= f 2p F¯p(0) = f
2
p . (A57)
after using the dispersion relation, Eq. (A38), at s = 0 to deduce the value of the integral.
To check the second sum rule we require
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∫ ∞
0
ds (ρ
(0)V
1 (s) − ρ(0)A1 (s)) =
m2Nc
4π2
lim
µ2→∞
∑
a
Ca
∫ 4µ2
4M2a
ds
√
1− 4M
2
a
s
θ(s− 4M2a )
=
m2Nc
π2
lim
µ2→∞
∑
a
Ca[µ
2(1− M
2
a
µ2
)
1
2 −M2a cosh−1(
µ2
M2a
)
1
2 ]
=
m2Nc
2π2
∑
a
CaM
2
a ln
M2a
m2
, µ2 →∞ (A58)
or ∫ ∞
0
ds (ρ
(0)V
1 (s)− ρ(0)A1 (s)) = −m〈ψ¯ψ〉, (A59)
where the last step follows from Eq. (A4).
5. Electromagnetic form factor of the pion in the ENJL model
In the absence of vector and axial vector meson fields, the electromagnetic form factor
of the pion is given by the FP (q
2) of Eq. (2.32c) to O(Nc) in the mean field approximation.
In the presence of the vector fields, this is no longer the case, since the axial form factor
GA(0) = gA < 1 differs from unity. This renormalizes the πqq coupling constant, gp →
gpiqq = gp/
√
gA, that in turn renormalizes the pion charge so that FP (0) 6= 1. However,
as we now show, a compensatory renormalization of the pion field also occurs due to the
pseudovector coupling and pseudoscalar-pseudovector interference terms introduced by the
axial vector meson field that restores the total charge of the pion to its physical value. The
inclusion of the vector meson fields does not alter this conclusion since FV (0) = 1.
The set of diagrams that determines the charged pion’s electromagnetic form factor in
the ENJL model is obtained by coupling the photon to both the quark and antiquark lines
making up the γππ triangle diagram. Since the electromagnetic current is renormalized as
per Eq. (4.1), the photon vertex contains a contribution from the ρ0 exchange diagram too.
The resulting γππ vertex thus has two contributions as depicted in Fig. 16. We work in the
chiral limit of zero pion mass. Then the contribution from the first diagram of Fig. 16 to
πqq vertex can be written as a four vector of the form
1
i
Γ(em)µ (k
′, k) = (igpiqq)
2λpi(0)
1
i
V (em)µ (k
′, k). (A60)
Adding in the second diagram replaces Γ(em)µ (k
′, k) by
Γ(em)µ (k
′, k)→ Γ(em)µ (k′, k)− ΠV Vµρ (q2)DV V ;ρσ(q2)Γ(em)σ (k′, k)
= [Lµν + FV (q
2)Tµν ]Γ
(em);ν(k′, k)
= FV (q
2)Γ(em)µ (k
′, k) . (A61)
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The last expression is only valid for on-shell pions. The electromagnetic form factor Fpi(q
2)
of the pion can then be identified from
epiFpi(q
2)(k + k′)µ = Γ
(em)
µ (k
′, k)FV (q
2) (A62)
We thus only need to evaluate the contribution from the first diagram. Its spinor structure
can be read off from Eq. (2.67) as P a cos θ ± i(kˆ · Aa) sin θ for outgoing (incoming) pions of
isospin a using the abbreviations P a = iγ5τ
a and Aaµ = γµγ5τ
a. We first construct the fully
off-shell version of −iV (em)µ (k′, k) and then specialize to on-shell chiral pions to obtain the
charge form factor. One finds
1
i
V (em)µ (k
′, k) = cos θ′ cos θ
1
i
V PPµ (k
′, k) + cos θ sin θ′ V AνPµ (k
′, k)kˆ′ν
− cos θ′ sin θ V PAνµ (k′, k)kˆν + sin θ′ sin θ kˆ′ν
1
i
V AνAρµ (kˆ
′, k)kρ (A63)
for absorbing a photon of four momentum q = k′ − k. The individual amplitudes in this
expression arise from the various combinations of pseudoscalar and axial vector vertices that
are introduced through the revised πqq interaction. They are given by
V PPµ (k
′, k) = (−2iepiNc)
∫ d4p
(2π)4
tr[γ5S(p+ k
′)γµS(p+ k)γ5S(p)] (A64a)
V PAνµ (k
′, k) = (−2epiNc)
∫
d4p
(2π)4
tr[γ5S(p+ k
′)γµS(p+ k)γνγ5S(p)] (A64b)
V AνAρµ (k
′, k) = (2iepiNc)
∫
d4p
(2π)4
tr[γνγ5S(p+ k
′)γµS(p+ k)γργ5S(p)]. (A64c)
The symbol epi = eT3 is the charge carried by the pion.
A direct calculation gives [15]
V PPµ (k
′, k) = −epi
f 2p
m2
FP (q
2) (k + k′)µ , onshell, (A65)
for the first amplitude, a result that also extends to the 1/2 off-shell amplitude in the chiral
limit. On the other hand, repeated use of the Ward identity
6kγ5 = 2mγ5 + S−1(p+ k)γ5 + γ5S−1(p) = −[2mγ5 + γ5S−1(p+ k) + S−1(p)γ5] (A66)
leads to the results
V PAνµ (k
′, k)kν = −2imV PPµ (k′, k) + epiΠPAµ (k′2)
= −2imV PPµ (k′, k)− 2i
epi
m
f 2p (k
′) k′µ, (A67)
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using Eq. (2.30b) for ΠPAµ , and
k′νV AνAρµ (k
′, k) = 2imV PAρµ (k
′, k) + epi[Π
AA
µρ (k
2)− ΠV Vµρ (q2)]. (A68)
It follows that
k′νV AνAρµ (k
′, k)kρ = 2imV PAνµ (k
′, k)kν + epi[Π
AA
µν (k
2)−ΠV Vµν (q2)]kν . (A69)
Only the longitudinal part of the axial polarization contributes to this expression, since
ΠAAµν (k
2)kν= ΠAAL (k
2)kµ = 4f
2
p (k
2)kµ. However, there is also a contribution from the (purely
transverse) vector polarization, since its argument involves the momentum transfer qµ =
(k′−k)µ that is different from kµ. Then Tµν(q2)kν = Tµν(q2)k′ν , since Tµν(q2) = gµν−qµqν/q2,
and
ΠV Vµν (q
2)kν = ΠV VT (q
2)Tµν(q
2)kν = ΠV VT (q
2)(q2)k′ν =
1
2
ΠV VT (q
2)Tµν(q
2)(k + k′)ν . (A70)
Hence
k′νV AνAρµ (k
′, k)kρ = 4m2V PPµ (k
′, k) + 4epi[f
2
p (k
′2)k′µ + f
2
p (k
2)kµ]
+
1
2
epiΠ
V V
T (q
2)Tµν(q
2)(k + k′)ν . (A71)
Collecting terms, one finds that the final form of the off-shell electromagnetic vertex is
V (em)µ (k
′, k) = (cos θ′ − 2m√
k′2
sin θ′)V PPµ (k
′, k)(cos θ − 2m√
k2
sin θ)
− 2epi
m
f 2p (k
′2)k′µ(cos θ
′ − 2m√
k′2
sin θ′)
sin θ√
k2
− 2epi
m
f 2p (k
2)kµ(cos θ − 2m√
k2
sin θ)
sin θ′√
k′2
− 1
2
epiΠ
V V
T (q
2)Tµν(q
2)(k + k′)ν
sin θ′√
k′2
sin θ√
k2
, (A72)
after using the symmetry property V AνPµ (k
′, k) = −V PAνµ (k, k′). The on-shell value for
chiral pions, k′2 = k2 = m2pi = 0, is obtained by inserting the limiting values cos θ → 1 and
(2m/
√
k2) sin θ → 8G2f 2pi = (1 − gA) which come from Eqs. (2.71) and hold for both the
primed and unprimed quantities. Then
V (em)µ (k
′, k) = −epi f
2
pi
m2
{
gAFP (q
2) + (1− gA) + (1− gA)
2
8f 2pi
ΠV VT (q
2)
}
(k + k′)µ (A73)
is manifestly gauge invariant. In conjunction with Eqs. (A60) and (A62), it leads to the
identification
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Fpi(q
2) =
{
gAFP (q
2) + (1− gA) + (1− gA)2 1
8f 2pi
ΠV VT (q
2)
}
FV (q
2), (A74)
after invoking the Goldberger-Treiman relation fpigpiqq = m once more. Thus the electro-
magnetic form factor of the pion has the required property, Fpi(0) = 1, that avoids charge
renormalization.
6. Evaluation of the ENJL Feynman diagrams that enter into ∆m2pi
In this section, we obtain closed forms for the Feynman diagrams shown in Fig. 20
that enter into ∆m2pi. We start with the scattering diagram in Fig. 20(a). Translating the
diagram, one finds in the chiral limit for the external pion that
1
i
{
ΠT3EM(0)
}
scatt
= ie2Nc
∫
d4q
(2π)4q2
{
tr(T †f eqTieq)gµν
+tr(T †f
τ3
2
Ti
τ3
2
)
(
ΠV VT (q
2)DV VT (q
2)
)2
Tµν
−[tr(T †f eqTi
τ3
2
) + tr(T †f
τ3
2
Tieq)]Π
V V
T (q
2)DV VT (q
2)Tµν
}
Iµν(q2),
(A75)
with
Iµν(q2) =
∫
d4p
(2π)4
tr[γ5S(p+ q)γµS(p)γ5S(p)γνS(p+ q)]. (A76)
As before, eq =
1
2
(1
3
+ τ3) is the quark electric charge in units of e, and T
†
f and Ti are
isospin creation and destruction operators for the initial and final pion channels. The photon
propagator is in the Feynman gauge of Eq. (4.16). In obtaining these results, we have used
the fact that the effective γqq vertex, including ρ0 exchange, is given by Eq. (4.1), i.e.
− ieJ (em)µ (q2) = −ie[eqγµ +
1
i
ΠV VT (q
2)
1
i
DV VT (q
2)Tµν(
1
2
τ3γ
ν)]. (A77)
The values of the isospin traces in ΠT3EM of course depend on the charge channel T3 in
question. They are listed in Table VII. We are, however, only interested in the difference
Π±EM −Π0EM . With the help of the isospin table, one finds the surprisingly simple result for
this difference,
1
i
{
Π±EM −Π0EM
}
scatt
= −ie2Nc
∫
d4q
(2π)4q2
{
Lµν + TµνF
2
V (q
2)
}
Iµν(q2), (A78)
after using gµν = Lµν + Tµν and inserting the explicit form of the transverse ρ
0 meson mode
propagator from Eq. (2.52), plus the definition of the vector form factor from Eq. (2.88).
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Finally we compute Iµν(q2). From its spinor structure, Iµν(q2) has to be a linear combination
of the longitudinal and transverse projections with coefficients that are only functions of q2.
Upon evaluating the integral, one in fact finds that the two coefficients are equal, and
Iµν(q2) = −4I(q2)gµν (A79)
where I(q2) is defined by Eq. (A5). Consequently,
1
i
{
Π±EM −Π0EM
}
scatt
= 4ie2Nc
∫ d4q
(2π)4q2
I(q2) + 12ie2Nc
∫ d4q
(2π)4q2
I(q2)F 2V (q
2).
We eliminate I(q2) in favor of the pion form factor FP (q
2) and pion decay constant fp,
Eqs. (2.32c) and (2.32a), that refer to the mean field calculation, to obtain the result quoted
in the main text as Eq. (4.17),
1
i
{
Π±EM −Π0EM
}
scatt
= −e2 f
2
p
m2
∫
d4q
(2π)4q2
FP (q
2)
−3e2 f
2
p
m2
∫
d4q
(2π)4q2
FP (q
2)F 2V (q
2) (A80)
The next task is to evaluate the dumbbell diagrams of Fig. 20(b). Due to the presence
of the electromagnetic vertices they contain, there is only a contribution in the charged
channels from these diagrams. Let us start with the diagram where a pion is exchanged in
the intermediate state. Label this diagram Π
(pi)
EM . Moving immediately to the chiral limit
for the external pions, one obtains
1
i
Π
(pi)
EM(0) =
∫
d4q
(2π)4q2
V (em)µ (0, q)λpi(q
2)gµνDPP (q
2)V (em)ν (q, 0). (A81)
The γππ electromagnetic vertex is given by Eq. (A72), and the pion eigenmode propagator
can be identified from Eq. (2.67). This expression does not yet contain the contributions from
the three remaining diagrams of Fig. 20(b) that involve the ρ0 meson to photon conversion
in the intermediate state. However, none of these diagrams contribute in the chiral limit as
we now show. From Eq. (A72), the half off-shell behavior of the electromagnetic vertex is
V (em)µ (0, q) = V
(em)
µ (q, 0) = −epi
f 2p
m2
FP (q
2)(cos θ − 2m√
q2
sin θ)qµ (A82)
in the chiral limit, which is purely longitudinal. Consequently the additional ρ0 meson
diagrams, which are automatically included together with the direct photon exchange by
writing
V (em)µ (0, q)→ [Lµν + FV (q2)Tµν ]V (em);ν(0, q), (A83)
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as in Eq. (A61), fail to contribute in this case due to the longitudinal nature of V (em)µ (0, q);
the transverse piece has been projected out completely. The corresponding diagram for the
aL exchange has exactly the same form and properties. We simply must substitute the
eigenvalue λaL(q
2) for λpi(q
2) in Eq. (A81). Then the π and aL exchanges taken together
contribute an amount
1
i
Π
(pi+aL)
EM (0) = e
2(
f 2p
m2
)2
∫
d4q
(2π)4
{
λpi(q
2)[(cos2 θ +
4m2
q2
sin2 θ)− 4m√
q2
sin θ cos θ]
+λaL(q
2)[(sin2 θ +
4m2
q2
cos2 θ) +
4m√
q2
sin θ cos θ]
}
DPP (q2)F 2P (q
2), (A84)
the factor 1/q2 from the photon propagation having cancelled against a similar factor coming
from the contraction of the two electromagnetic vertices. The combinations appearing in
the integrand have the values
λpi cos
2 θ + λaL sin
2 θ =
λpi + λaL
2
+
λpi − λaL
2
cos 2θ = A
(λpi − λaL) sin θ cos θ =
λpi − λaL
2
sin 2θ = B
λpi sin
2 θ + λaL cos
2 θ =
λpi + λaL
2
− λpi − λaL
2
cos 2θ = C (A85)
from the properties of the eigenvalues and eigenvectors given by Eqs. (2.64) and (2.65). The
value of the contents of the curly brackets in the integrand of Eq. (A84) is thus
{
· · ·
}
=
{
A+
4m2
q2
C − 4m√
q2
B
}
= 1− 8G2f 2pi(q2) =
1
1 + 8G2f 2p (q
2)
, (A86)
after inserting the values of A, B and C from Eqs. (2.59) to (2.60) and using the definition
of f 2pi(q
2) from Eq. (2.41). Since the renormalized pion propagator of Eq. (2.61) contains the
inverse of the same factor,
DPP (q2) = g2p[1 + 8G2f
2
p (q
2)]
1
q2FP (q2)
(A87)
this factor cancels out in the final expression for the integrand, together with one of the
FP (q
2)’s. Hence we obtain the simple expression
1
i
Π
(pi+aL)
EM (0) = e
2 f
2
p
m2
∫
d4q
(2π)4q2
FP (q
2) (A88)
as the final result after using the Goldberger-Treiman relation f 2p g
2
p = m
2 for the mean field
quantities once again. The final answer in fact coincides with the NJL result where no vector
mesons are present [15].
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The calculations of the dumbbell diagrams involving the a1 and ρ mesons follow an iden-
tical pattern. The basic electromagnetic vertex for these two cases is obtained by replacing
one of the incoming (or outgoing) π’s in Fig. 16 by an a1 or a ρ respectively. In the first
case this leads to
V (γpia1)µν (k
′, k) = V PAνµ (k
′, k)(cos θ′ − 2m√
k′2
sin θ′) + iepi[Π
AA
µν (k
2)− ΠV Vµν (q2)]
sin θ′√
k′2
(A89)
for an incoming a1(k) and outgoing π(k
′); here qµ = (k
′ − k)µ is the momentum transferred
by the photon. The required half off-shell value in the chiral limit is
V (γpia1)µν (0, q) = V
PAν
µ (0, q)[1− 8G2f 2pi ] + i
epi
m
8G2f
2
pi [Π
AA
µν (q
2)− ΠV Vµν (q2)], (A90)
due to the limiting values cos θ′ → 1 and 2m sin θ′/
√
k′2 → 8G2f 2pi for the emitted chiral
pion. But the axial vector minus vector polarization equals 4f 2pFP (q
2) according to the
Ward identity (2.37), and
V PAνµ (0, q) = 2imepi
f 2p
m2
FP (q
2)gµν , (A91)
that follows immediately from the relation (A67) and the expression (A65) for V PP (k′, k).
The terms involving G2 cancel, and one is left with V
(γpia1)
µν (0, q) = V
PAν
µ (0, q). The addi-
tional three diagrams that include the ρ0 degrees of freedom can be incorporated into this
expression by replacing gµν with [Lµν + FV (q
2)Tµν ] as before. The final expression for the
γπa1 vertex including ρ
0 contributions is thus
V (γpia1)µν (0, q) = 2imepi
f 2p
m2
FP (q
2)[Lµν + FV (q
2)Tµν ] = −V (γpia1)νµ (q, 0). (A92)
The structure of the a1 dumbbell diagram is thus
1
i
Π
(a1)
EM(0) =
∫
d4q
(2π)4q2
V (γpia1)µν (0, q)g
µµ′DAAT (q
2)T νν
′
V
(γpia1)
µ′ν′ (q, 0). (A93)
In contrast with the case of π + aL exchange in Eq. (A84) where the transverse part of the
vertex involving FV (q
2) fell away, here only the transverse part of V (γpia1)µν (0, q) survives due
to the transverse nature of the a1 mode propagator; now the longitudinal part falls away
completely. One has
[Lµν + FV (q
2)Tµν ]T
νν′[Lµ′ν′ + FV (q
2)Tµ′ν′ ] = F
2
V (q
2)Tµµ′ .
Using gµµ
′
Tµµ′ = 3, the electromagnetic polarization contribution due to the a1 exchange
becomes
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1i
Π
(a1)
EM(0) = 12e
2m2(
f 2p
m2
)2
∫
d4q
(2π)4q2
F 2P (q
2)F 2V (q
2)DAAT (q
2), (A94)
after inserting Eq. (A92).
The basic γπρ vertex is obtained by replacing the spinor Aaν = γνγ5τ
a by Vν = γντ
a
in Eq. (A64b). Then this diagram assumes the same structure as the anomalous π0 → 2γ
vertex, see for example Ref. [18], p 552. After attaching the photon to both the quark and
antiquark lines, and adding, one finds
V PVνµ (k
′, k) = (−eNc)tr({T †f , Ti}eq)
∫
d4p
(2π)4
tr[γ5S(p+ k
′)γµS(p+ k)γνS(p)]
= (−2
3
eNc)(4imεµνρσk
′ρkσ)× J(k′, k), (A95)
since the trace that arises in the numerator of the integrand after inserting the quark prop-
agators has the value 4imεµνρσk
′ρkσ. The factor J(k′, k) is the integral
J(k′, k) =
∫
d4p
(2π)4
1
[(p+ k′)2 −m2][(p+ k)2 −m2][p2 −m2] . (A96)
The three additional diagrams containing the ρ0 can be incorporated by including the factor
[Lµµ′ + FV (q
2)Tµµ′ ] as before, and we obtain the final result
V (γpiρ)µν (k
′, k) = −8
3
ieNcmJ(k
′, k)[Lµµ′ + FV (q
2)Tµµ′ ]ε
µ′
νρσk
′ρkσ. (A97)
The half off-shell value of this vertex is zero in the chiral limit, V (γpiρ)µν (0, q) = 0, so the
dumbbell diagram with a ρ replacing the a1 vanishes.
7. Dashen’s theorem
The complete set of diagrams that determine the corrections to the pion polarization
to O(αNc) are shown in Figs. 19 and 20. We have already calculated the scattering and
meson pole, or dumbbell contributions of Fig. 20 in the previous section. The remaining
diagrams in Fig. 19 dress either the quark or antiquark line, i.e. they change the quark mass
circulating in the polarization loop. Since the quark and the antiquark lines are dressed
identically by the same interaction to O(α), both diagrams have the same structure apart
from their isospin weights. One finds for Fig. 19 (a)+(b) that
Π
(a+b)
EM (0) = −e2Nc
∫ d4q
(2π)4q2
{
2tr(e2q)g
µν + (F 2V (q
2)− 1)T µν
}
Mµν , (A98)
where
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Mµν =
∫
d4p
(2π)4
tr
[
γ5S(p)γµS(p+ q)γνS(p)γ5S(p)
]
. (A99)
But
gµνMµν = 4[I(q
2) + I(0)− (q2 + 2m2)K(q2)] and LµνMµν = 2I(q2), (A100)
where we have defined
K(q2) =
∫
d4p
(2π)4
1
[(p+ q)2 −m2][p2 −m2]2 . (A101)
Hence
Π
(a+b)
EM (0) = e
2Nc
∫
d4q
(2π)4q2
{
8tr(e2q)[−I(q2)− I(0) + (q2 + 2m2)K(q2)].
−(F 2V (q2)− 1)[2I(q2) + 4I(0)− 4(q2 + 2m2)K(q2)]
}
. (A102)
Diagrams 18(c) and 18(d) involve the dressing of the quark and antiquark lines via the
exchange of a σ mode with the condensate. The sum of these diagrams can be expressed in
terms of the quark electromagnetic self-energy ΣEM , since the σ propagator terminates on
an electromagnetic self-energy insertion of the full quark self-energy:
Π
(c+d)
EM (0) = −
ΣEM
2m
, (A103)
One has
ΣEM = (e
2G1Nc)
∫ d4q
(2π)4q2
{
[2tr(e2q) + (F
2
V (q
2)− 1)]J µµ (q2)
}
= (8e2mG1Nc)
∫ d4q
(2π)4q2
{
[2tr(e2q) + (F
2
V (q
2)− 1)]
×[I(q2)− I(0) + (q2 + 2m2)K(q2)]
}
(A104)
using
J µµ (q
2) =
∫ d4p
(2π)4
tr[γµS(p+ q)γ
µS(p)S(p)]
= 8m[I(q2)− I(0) + (q2 + 2m2)K(q2)] (A105)
The total contribution to the pion polarization from Fig. 19 is then given by the sum
[
Π
(a+b)
EM (0) + Π
(c+d)
EM (0)
]
= −e2Nc
∫
d4q
(2π)4q2
{
16tr(e2q) + 6(F
2
V (q
2)− 1)
}
I(q2) (A106)
On the other hand the polarization contribution due to the interaction of like-flavored q¯q
pairs in the T3 = 0 channel can be found from Eq. (A75). It is
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{Π0EM(0)}scatt = e2Nc
∫
d4q
(2π)4q2
{
16tr(e2q) + 6(F
2
V (q
2)− 1)
}
I(q2). (A107)
This is precisely the negative of the sum in Eq. (A106). If we convert these two expressions
into pion self-energies by supplying the missing coupling constant (igpiqq)
2 and using FP (q
2) =
I(q2)/I(0) plus the GT relation f 2piqqg
2
piqq = m
2 of the ENJL model, one reaches the final
conclusion that
Σself = −Σ0scatt = ie2g−1A
∫ d4q
(2π)4q2
{
4tr(e2q) +
3
2
(F 2V (q
2)− 1)
}
FP (q
2). (A108)
This shows the exact cancellation between the self-energy of the neutral pion that arises from
the electromagnetic self-energies of the quarks it contains, and the self-energy due to their
electromagnetic interaction, and illustrates how Dashen’s theorem is realized in the ENJL
model. A direct comparison of the various self-energies is given in Fig. 21. One sees there
that Σself > 0, and that the scattering contribution is the negative of this, in agreement
with the attractive electromagnetic interaction between like-flavored q¯q pairs.
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FIGURES
FIG. 1. Modification of the quark axial isospin current vertex due to the exchange of the pion
plus longitudinal axial eigenmode, and the transverse a1 mode. Quark propagation is shown as
solid lines, mesons as broken lines. The wavy line represents an isospin current component of
momentum q entering the vertex.
FIG. 2. Self-energy diagrams entering the non-chiral gap equation to O(mˆ) for m∗. (a)
The Hartree contribution −iΣH in Eq. (2.34). In this figure, (b)+(c) represent the non-chiral
corrections arising from a finite current quark mass, −imˆ, denoted by the cross. The σ mode
exchange is denoted by the double solid line.
FIG. 3. Behavior of the quark mass and condensate density as a function of the ratio
x = Λ2/m2. The upper pair of curves labelled m and −〈q¯q〉1/3 refer to the ENJL calculation
with fpi = 93MeV and gA = 0.75. The lower pair of curves refer to the results for the NJL model.
They were obtained by scaling the upper pair by
√
gA = 0.866.
FIG. 4. The vector and axial vector spectral densities of the chiral ENJL model versus the
momentum transfer squared s = q2. The interaction strengths and regulating cutoff are those given
in the second line of Table I. The q¯q threshold then lies at 4m2 = (2× 0.264GeV )2 = 0.279GeV2.
The peak values of the vector and axial strengths lie atm2ρ = (0.713GeV)
2 andm2a1 = (1.027GeV)
2
respectively that are taken to identify the ρ and a1 masses of the ENJL model. Their ratio
ma1/mρ =
√
2.07 lies close to the original Weinberg estimate [2] of
√
2.
FIG. 5. Comparison of the PV-regulated density functions of the ENJL and NJL model respec-
tively. The parameters are the same as for Fig. 4. The position and spacings of the q¯q threshold
at 4m2 = 0.279 GeV2, and the two thresholds introduced by the Pauli-Villars regularization at
4m2(1 + Λ2/m2) = 4.8 GeV2 and 4m2(1 + 2Λ2/m2) = 9.2 GeV2 for this parameter choice are also
shown. Note (a) the strong redistribution of strength to lower energies of the vector mode, and (b)
the strong suppression of the unphysical negative density at large s for the ENJL case.
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FIG. 6. Comparison of the PV-regulated ENJL and NJL strength function differences ρV1 − ρA1
and ρ
(0)V
1 − ρ(0)A1 as obtained from Eqs. (3.15) and (3.16) and Eqs. (A50) and (A55). The pa-
rameters are the same as for Fig. 4. The PV induced thresholds are as described in the previous
figure. The strong concentration of strength at much lower energies in the ENJL case is due to the
presence of the vector and axial mode form factors that essentially damp out the PV-induced un-
physical behavior of the NJL spectral density at energies considerably below the first PV-generated
threshold.
FIG. 7. The behavior of the real part of the function J(z) along the real axis on the first
Riemann sheet, and its analytic continuation J˜(z) through the cut z = 1 to ∞, onto the second
sheet.
FIG. 8. The behavior of the real part of the vector polarization ΠV VT (s) as a function of the
variable z = s/4m2 on the first and second sheets of the cut s-plane with the cut running from
z = 1 to ∞ along the real axis. The values of the polarization along the upper lip of the cut on
the first sheet join smoothly with their analytic continuation onto the lower lip of the cut on the
second sheet. At the branch point these values bifurcate into two branches of the function that
assume different values along the sector 0 ≤ z ≤ 1 of the two sheets. As explained in more detail
in connection with Eq. (A21), the values on the first and second sheets are reached by allowing the
variable z to pass either infinitesimally above or through the cut infinitesimally below the branch
point to reach this sector of the real axis. The solid circles indicate the values of s/4m2 where
the polarization function equals −1/(8G2m2) for the indicated interaction strengths G2. These
intercepts determine the position of the real poles of vector mode propagator lying in the interval
0 ≤ s/4m2 ≤ 1.
FIG. 9. The switch-over of the real pole of the ρ propagator DV VT of Eq. (2.52) from the second
to the first Riemann sheet as the interaction strength G2 increases through the values 2 (1) 8, 10
and 16 GeV−2 (solid circles). The critical value of G2 at which the switch-over from the second to
the first sheet occurs is G
(c)
2 = 7.40 GeV
−2 in this illustration.
FIG. 10. The positions of the complex poles on the second Riemann sheet of the ρ and a1
propagators in Eqs. (2.52) and (2.54) in units of 4m2. The value of the interaction strength G2 is
recorded in GeV−2 next to each pole.
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FIG. 11. Top figure (a): Comparison of the behavior on the first Riemann sheet of ReΠ¯JJT (s) for
J = V,A as obtained from an unsubtracted dispersion relation, plotted as a function of s = q2/4m2.
The bottom figure, (b), gives the same information for ReΠJJT (s), now obtained from a once
subtracted dispersion relation. Note the occurrence of a space-like zero in both functions in this
case.
FIG. 12. Landau ghost poles in the ρ, a1, and π channels. These poles correspond to the
space-like roots of the combination 1+2GΠ(s) where the polarization function has been calculated
via a once-subtracted dispersion relation. For the vector and axial vector modes, G = G2 and Π(s)
comes from Eqs. (3.21) or (3.23) with the bars removed. The roots corresponding to the resulting
ρ and a1 ghost modes are almost degenerate at s/4m
2 = −18.30 and −18.04 respectively for the
standard parameter set of Table I. For the pion mode, Π = ΠˆPP of Eq. (2.48) and G = −G1.
Apart from the expected Goldstone mode for the pion at zero, a second, ghost pole appears at
spig/4m
2 = −13.48. The extensions of the curves beyond the cusp at s/4m2 = 1 refer to the real
part of the corresponding polarization function.
FIG. 13. Comparison of the modulus squared of the exact vector form factor with the single
pole approximation. The ρ pole is located at sρ = 4m
2(0.522− 1.326 i) = (0.146− 0.370 i)GeV2 on
the second Riemann sheet, as illustrated in detail in Fig. 15. Only that part of the approximate
curve that lies to the right of the threshold at 4m2 = 0.279GeV2, marked by the cusp in the exact
curve, is accessible on the real axis of the physical sheet.
FIG. 14. The same comparison as in Fig. 13 between the exact and single pole ap-
proximation, but for the axial form factor |GA(s)|2. In this figure, the a1 pole lies at
sa1 = 4m
2(2.123 − 2.141 i) = (0.592 − 0.597 i)GeV2 .
FIG. 15. Closed integration contour on the first, or physical, Riemann sheet for evaluating the
sum rules. The physical cut starts at s = 4m2. Additional poles can appear on the real axis of this
sheet at bound states of the q¯q system in 0 < s < 4m2 if G2 is large enough, or as ghost poles in
−∞ < s < 0. As discussed in the main text, such ghosts only appear if once-subtracted dispersion
relations are used in the construction of the propagators. The crosses indicate the pole positions of
the virtual ρ mode at 0.1658, and complex ρ and a1 modes at 0.5221− 1.326i and 2.1227− 2.1405i
respectively in units of 4m2 for the standard parameter set of Table I. As these singularities all lie
on the second sheet, they do not fall within the integration contour.
95
FIG. 16. The γππ electromagnetic vertex for absorbing a photon of four momentum q = k′−k,
where k and k′ are the initial and final pion four momenta. Quark propagators are shown as
solid lines, pions as broken lines and photons as wavy lines. In this figure, the small open circle
represents the qq vertex of Fig. 1 with the isospin current replaced by the electromagnetic current.
Thus the pseudoscalar and pseudovector exchange contributions in that diagram are to be replaced
by ρ0 exchange, indicated by the heavy solid line.
FIG. 17. The space- and time-like behavior of the electromagnetic form factor |Fpi(q2))|2 of the
pion. The experimental data (open circles) have been compiled from the various sources listed
under Ref. [51]. The calculated value of this quantity from the ENJL model is given by Eq. (4.2).
The modulus squared of this expression has been plotted as a solid line. Although the ENJL model
is restricted to low energies as an effective theory, where the agreement is quantitatively significant,
the plot has been extended to cover the full range of available data. The possibility of ρ−ω mixing
as evidenced by the interference structure around q2 ∼ 3GeV2 has not been considered in the ENJL
model employed in this paper.
FIG. 18. The calculated electromagnetic mass squared splitting of the pion as a function of the
photon cutoff squared, λ2photon for the standard parameter set of Table I. The observed value of
the splitting, ∆m2pi = 1261MeV
2 is indicated by the horizontal line. This value of the splitting is
obtained for λ2photon = (1.27MeV)
2 .
FIG. 19. The complete set of pion polarization diagrams to O(Nc), where the mass of either the
quark or the antiquark line is renormalized to O(α). The conventions are the same as in Fig. 16.
The double solid line indicates the exchange of the σ mode of the model.
FIG. 20. The two classes of irreducible pion polarization diagrams involving single photon
exchange that determine the electromagnetic mass splitting of the charged to neutral pions to
O(α): (a) diagrams that describe the scattering of q¯q pairs in the intermediate state, and (b)
meson pole, or “dumbbell” diagrams where the exchange of the π + aL and a1 meson eigenmodes
together with the photon between identical vertices occurs. The conventions are the same as in
Fig. 16. There is no contribution from the dumbbell diagram with a ρ substituted for an a1 in the
chiral limit. The small circle at a photon vertex indicates that ρ0 exchange has to be included as
in Fig. 16. As a consequence, both diagrams are actually a sum of four diagrams. In (c) we have
written out this sum explicitly for the dumbbell diagram.
96
FIG. 21. Breakdown of the UV (1) × SUL(2) × SUR(2) chiral symmetry of the original ENJL
Lagrangian into UA(1) × UV (1) by the photon gauge field. This the origin of the electromagnetic
mass of the Goldstone pions of the ENJL model. The physical mechanism that keeps the neutral
chiral pion massless in agreement with Dashen’s theorem is illustrated explicitly, with the mass
shift Σself being exactly cancelled out by the internal electromagnetic interaction Σscatt of the
neutral pion.
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TABLES
TABLE I. Comparison of the NJL and ENJL model coupling constants, regulating cutoff, as
well as the quark properties they give at x = 16. The input parameters are fp = 93MeV for the
NJL case (first row), and fpi = 93MeV together with a form factor gA = 0.75 in the ENJL case
(second row). We refer to the latter set of parameters as the standard set in the text.
G1(GeV
−2) G2(GeV
−2) Λ(GeV) m(MeV) −〈q¯q〉 13 (MeV)
3.29 0 0.916 229 259
2.47 3.61 1.058 264 299
TABLE II. The combination l¯i + ln(m
2
pi/µ
2) and l7 of the chiral perturbation theory coupling
constants as given by the ENJL or NJL model.
i ENJL NJL
3 {8π2 f2pim2 (2gA − 1)− 4gA(3gA − 1)}gA 8π2
f2p
m2 − 8
4 {4π2 f2pim2 − 3gA}g2A 4π2
f2p
m2 − 3
5 1 + 6g2A + 8π
2 f
2
pi
m2 (
1−g2A
gA
) 7
6 1 + 12g2A + 8π
2 f
2
pi
m2 (
1−g2A
gA
) 13
7 2mˆ
2
gA
f2pi
m2pi
2mˆ2
f2p
m2p
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TABLE III. Comparison of the Gasser-Leutwyler chiral perturbation theory parameters with
the predictions of both the NJL and ENJL model calculations. The relevant input parameters are:
fpi = 93MeV, mpi = 135MeV, x = 16, and quark masses m = 229MeV and 264MeV for the NJL or
ENJL cases as listed in Table I. The contribution from − ln(m2pi/µ2) with µ = 2m is displayed as
an intermediate step in both cases.
Parameter Empirical value, Ref. [5] NJL ENJL
l¯3 2.9 ± 2.4 5.0 + 2.4 = 7.4 4.5 + 2.7 = 7.2
l¯4 4.3 ± 0.9 3.5 + 2.4 = 5.9 1.5 + 2.7 = 4.2
l¯5 13.9 ± 1.3 7.0 + 2.4 = 9.4 10.1 + 2.7 = 12.8
l¯6 16.5 ± 1.1 13 + 2.4 = 15.4 13.5 + 2.7 = 16.2
l7 ∼ 5× 10−3 1.4× 10−3 0.5 × 10−3
TABLE IV. Comparison of second sheet real and complex poles of the ρ and a1 propagators in
units of 4m2. The type of dispersion relation used to generate the polarization amplitude employed
in Eqs. (3.22) and (3.25) is indicated on the left. The ghost poles only occur if subtracted dispersion
relations are used, and lie on the first, or physical sheet. The input parameters are the standard
set as given in the second line of Table I.
ρ pole ρ pole a1 pole
Unsubtr. 0.1658 0.5221 − 1.3260i 2.1227 − 2.1405i
Subtr. 0.1659 0.5557 − 1.3473i 2.2340 − 2.1728i
Ghost poles - −18.3038 −18.0418
TABLE V. Comparison of the second sheet complex poles of the ρ and a1 propagators and
the peak positions in their spectral densities. The complex poles are recorded in the usual form
s/M =M − iΓ in order to display a mass and a width contribution. We have used a capital letter
for the mass that appears as the real part of the complex pole in order to distinguish it from the
lower case mρ and ma1 that we associate with the position of the peak value of the corresponding
spectral function. Parameters are as for Table IV. The experimental ρ(770) and a1(1260) meson
masses are given in brackets. The energy unit is MeV.
ρ-mode a1-mode
Pole position 382− 970i 770− 777i
Peak position 713 (768±0.6) 1027 (1230±40)
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TABLE VI. Comparison of the asymptotic behavior as |s| → ∞ in the complex s-plane of
Pauli-Villars regulated Feynman loop diagrams, employing either unsubtracted or once-subtracted
dispersion relations. The amplitudes that are generated by the first method carry a bar in the
main text.
Amplitude Unsubtr(with bar) Subtr(without bar)
iI(s) 1/s ln(−s)
ΠPP (s) (1/s) ln(−s) −s ln(−s)
ΠV VT (s) ∼ ΠAAT (s) −(1/s) ln(−s) s ln(−s)
FP (s) −1/s − ln(−s)
FV (s) ∼ GA(s) 1 1/(s ln(−s))
FP (s)FV (s)GA(s) −1/s −1/(s2 ln(−s))
ρ
(0)V
1 (s) ∼ ρ(0)A1 (s) −1/s s
ρV1 (s) ∼ ρA1 (s) −1/s 1/s(ln |s|)2
ρ
(0)V
1 (s)− ρ(0)A1 (s) −1/s2 positive constant
ρV1 (s)− ρA1 (s) −1/s2 −1/(s ln |s|)2
TABLE VII. Values of isospin traces
Trace of π+ π− π0
T †f eqTieq −49 −49 59
T †f
τ3
2 Ti
τ3
2 −12 −12 12
T †f eqTi
τ3
2 −13 −23 12
T †f
τ3
2 Tieq −23 −13 12
T †f e
2
qTi
8
9
2
9
5
9
T †fTie
2
q
2
9
8
9
5
9
T †f eq
τ3
2 Ti
2
3
1
3
1
2
T †fTieq
τ3
2
1
3
2
3
1
2
T †f (
τ3
2 )
2Ti
1
2
1
2
1
2
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