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Abstract
Abstract
Highly doped polar semiconductors are essential components of today’s
semiconductor industry. Most strikingly, transistors in modern electronic devices are
polar semiconductor heterostructures. It is important to thoroughly understand
carrier transport in such structures. In doped polar semiconductors, collective
excitations of the carriers (plasmons) and the atoms (polar phonons) couple. These
coupled collective excitations affect the electrical conductivity, here quantified
through the carrier mobility. In scattering events, the carriers and the coupled
collective modes transfer momentum between each other. Carrier momentum
transferred to polar phonons can be lost to other phonons through anharmonic decay,
resulting in a finite carrier mobility. The plasmons do not have a decay mechanism
which transfers carrier momentum irretrievably. Hence, carrier-plasmon scattering
results in infinite carrier mobility. Momentum relaxation due to either
carrier–plasmon scattering or carrier–polar-phonon scattering alone are well
understood. However, only this thesis manages to treat momentum relaxation due to
both scattering mechanisms on an equal footing, enabling us to properly calculate the
mobility limited by carrier–coupled plasmon–polar phonon scattering. We achieved
this by solving the coupled Boltzmann equations for the carriers and the collective
excitations, focusing on the “drag” term and on the anharmonic decay process of the
collective modes. Our approach uses dielectric functions to describe both the
carrier-collective mode scattering and the decay of the collective modes. We applied
our method to bulk polar semiconductors and heterostructures where various polar
dielectrics surround a semiconducting monolayer of MoS2, where taking plasmons into
account can increase the mobility by up to a factor 15 for certain parameters. This
screening effect is up to 85% higher than if calculated with previous methods. To
conclude, our approach provides insight into the momentum relaxation mechanism for
carrier–coupled collective mode scattering, and better tools for calculating the
screened polar phonon and interface polar phonon limited mobility.
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System of units and preferred units of frequency
System of units and preferred units of frequency
This thesis uses the Gaussian cgs system of units, e.g. [6], except in plots and tables
of quantities which are conventionally expressed in other units in semiconductor
physics. For consistency, all equations in this thesis are in Gaussian cgs units.
Consequently, they yield the mobility in cm2/(statV s) and the Seebeck coefficient in
statV/K. However, the mobility and the Seebeck coefficient are usually expressed in
cm2/(V s) and µV/K, respectively. This means that we have to convert the statvolts
into volts, replacing 1 statV with exactly 299.792458V. This is done behind the
scenes, and all the plots use the conventional units.
We recommend Yu and Cardona’s textbook [3] to a reader who is more familiar with
SI units, because they give many important quantities in semiconductor physics both
in cgs and in SI units.
Different subfields of solid state physics have their own preferred methods of giving
“phonon frequencies”. In this thesis, we will give the phonon energies E = ~ω in
electronvolts in all tables. As discussed above, all equations are strictly in Gaussian
cgs, so that phonon energies–as indeed all energies–in equations are in erg.
In spectroscopy, the convention is to characterize phonon frequencies by the wave
vector kspectroscopy an electromagnetic wave of the phonon frequency would have in a
vacuum. The phonon energy can hence be retrieved as ~ω = 2pi~cvackspectroscopy,
where cvac is the speed of light in a vacuum. This convention is used in most of our
sources for phonon frequencies [3] and references therein, and [7, 8, 9], and we have
converted them to phonon energies in eV for the tables in this thesis.
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Chapter 1
Introduction
Polar semiconductors, such as III-V compounds, and especially Gallium Arsenide
(GaAs) have long been materials of interest in semiconductor and device physics, and
have a plethora of technological applications [10, 11]. Optically active III-Vs are used
in LEDs (light emitting diodes), semiconductor lasers, photo-detectors and solar
cells [11]. Heterostructures consisting of layers of different III-V alloys allow the
creation of arrays of quantum wells [12], with applications such as the quantum
cascade laser [13]. Certain polar semiconductors, like lead telluride (PbTe) alloys, also
show thermal properties which are promising for energy harvesting [14].
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Figure 1.1: Schematic sketch of the main components of a MOSFET.
Metal-oxide-semiconductor field effect transistors (MOSFETs) are the most
technologically important polar semiconductor structures today, as they are crucial
components in the computer chips without which modern electronic devices would be
unthinkable (cf. Fig. 1.1). These MOS structures are even polar when the
semiconductor is non-polar (such as silicon), because the oxide layer is a polar
material. Traditionally, the oxide layer used to be silicon oxide (SiO2 or silica), but in
current MOSFETs, SiO2 has been replaced by “high-κ” oxides, where κ stands for the
1
1. Introduction
Figure 1.2: Stick and ball model of the atomic structure of MoS2. The yellow balls
symbolize sulfur atoms and the green balls stand for molybdenum atoms. The picture
shows two monolayers offset against each other as they are in bulk MoS2. [7]. This plot
was created from data from the American Mineralogist Crystal Structure Database [20]
by Ben Mills (Own work) [Public domain], via Wikimedia Commons [21].
relative dielectric constant, and “high-κ” means that the dielectric constant is higher
than that of SiO2. The reason for this development is that a high-κ–MOSFET of the
same capacitance as a SiO2–MOSFET has a thicker oxide layer, thus reducing leakage
currents. Importantly for this thesis, this means that today’s high-κ MOSFETs are
more strongly polar then former SiO2-MOSFETs, with dielectrics such as hafnia
(HfO2). Even tomorrow’s more futuristic MOSFETs cannot forgo the polar dielectric.
Recent MOSFETs consisting of just a single layer of molybdenite (MoS2),
cf. Figure 1.2 [15], lying on silica [16], or a monolayer of MoS2 on SiO2 with a HfO2
top gate [17], are mainly polar heterostructures because of the silica and hafnia.
MoS2 itself is only barely polar [18, 19].
The understanding of carrier transport in highly doped polar semiconductor
structures which will be developed in this thesis is applicable to all the applications
discussed above.
Polar semiconductors are often highly doped in order to increase the carrier
concentration, so that the high number of charge carriers (electrons or holes, though
we will mainly be concerned with electrons in this thesis) delocalized throughout the
semiconductor form a plasma. In non-polar semiconductors, natural, unforced
longitudinal oscillations of this plasma occur at the plasma frequency. At this
frequency, the electrical displacement is zero, because the polarization of the carrier
plasma compensates any uniform external electric field. Plasma waves were first
studied in classical plasmas by Langmuir and Tonks [22]. In quantum mechanics,
these collective excitations of the electron gas are described as plasmons [23].
In undoped, polar semiconductors, the lattice causes a polarization field when the
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different species of atoms oscillate out of phase. Similarly to the case of the plasma
discussed just above, this can give rise to natural collective oscillations, at frequencies
where the polarization compensates for any external electric field. These collective
excitations are called longitudinal optical (LO) phonons, and the natural oscillation
frequencies are called the LO-phonon frequencies [24, 25, 3, 26]. Phonons in general
are quantized collective excitations of the semiconductors, see, e.g. [24, 25]. These
phonons are called “optical”, because the out of phase oscillation of different species
of atoms gives rise to an oscillating electrical dipole moment, so that these phonons
can couple to infrared radiation and light. In fact, the optical phonon frequencies
used as parameters in this thesis have been determined from infrared and Raman
spectroscopy [7, 8, 3]. Both the plasmons and LO-phonons are longitudinal
excitations, that is, the collective mode oscillation is in the direction of the electric
field, the polarization, and the wave vector. 1
Highly doped polar semiconductor have both a carrier plasma, and optically active
lattice excitations. Hence, their natural oscillations occur at frequencies where the
polarization due to the lattice and the carrier plasma together compensate the
external electric field. We will call these coupled collective excitations of the lattice
and the carrier plasma “coupled modes” throughout this thesis. In highly doped polar
semiconductors, the plasma frequency can be large enough to be comparable to the
LO-phonon frequencies, and the coupled mode frequencies differ significantly from
both the plasma and LO-phonon frequencies, as has been measured, e.g., for bulk
PbTe and GaAs [27, 28, 29], following calculations by Varga [30].
We describe the collective excitations entirely through their dielectric functions,
cf. [6, 31]. Dielectric functions capture how the electric displacement in a material
depends on the external electric field. In Fourier space, the dielectric displacement is
simply the product of the dielectric function and the electric field, and all three
quantities are functions of wave vector and frequency. The natural oscillation of a
collective motion, where the electric displacement field vanishes, occurs at the zeros of
the dielectric function. These zeros are usually parametrized through the wave vector,
so that one speaks of the natural oscillation frequencies as a function of wave vector.
In the simplest case, like for a single undamped LO-phonon or plasmon mode in the
bulk long-wavelength limit, the natural oscillation frequency is a single real number
independent of wave vector. Yet, some polar materials are better described with
several different optical phonon modes, like HfO2 or SiO2 [1]. In the semiconductor
heterostructures consisting of MoS2 sandwiched between different polar dielectrics,
which we investigate in this thesis, each of the constituent layers on its own has at
least one longitudinal optical phonon mode. They all couple with each other and with
1This holds without qualification in isotropic bulk materials. In anisotropic materials, the
direction of the electric field to the crystal axes is also important, and in heterostructures, only the
in–plane contribution of the wave vector, polarization and electric field will be parallel.
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Figure 1.3: Real part and imaginary part of the dielectric function, and imaginary
part of the inverse of the negative dielectric function as a function of frequency. The
dielectric function describes undamped optical phonons in GaAs in the long-wavelength
limit, cf. section 2.1. The dielectric function ε is scaled by its high-frequency limit ε∞,
and the frequency ω by the transverse-optical phonon frequency ωTO.
the carriers in MoS2-monolayer, yielding a complicated set of coupled modes. In
general, natural oscillations will be damped, that means the zeros of the dielectric
functions have an imaginary contribution, the damping rate. Both the natural
oscillation frequencies and the damping rates usually depend on wave vector. In this
thesis, we consider anharmonic damping of the LO-phonons, and Landau damping [2]
for the plasmons. The coupled modes will in general be damped due to a mixture of
those two mechanisms.
Keeping track of the multiple coupled modes, each with a wave vector dependent
frequency and damping rate seems quite daunting and requires conscientious
bookkeeping. As we will see in the course of this thesis, it will be advantageous to
describe the coupled mode excitations in terms of the inverse dielectric function as a
function of wave vector and a real frequency. Real zeros of the dielectric function, or
undamped collective excitations correspond to poles in the inverse dielectric function,
or delta-peaks in the imaginary part of the inverse dielectric function as a function of
wave vector and real frequency [32]. Damped collective excitations correspond to
poles in the inverse dielectric function off the real frequency axis. They show as peaks
of finite width and height in the imaginary part of the inverse dielectric function as a
function of wave vector and real frequency. A simple example are damped
LO-phonons in the long wavelength limit (whose dielectric function is plotted in
Figure 1.3 and which will be discussed in detail in chapter 3): The imaginary part of
their inverse dielectric function can be expressed through Lorentzians, whose width
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depends on the damping rate. In the limit of undamped LO-phonons, the Lorentzians
become delta-peaks at the LO-phonon frequencies. The imaginary part of the inverse
dielectric function as a function of wave vector and real frequency is a crucially
important quantity throughout this thesis. Its magnitude shows how strong the
collective excitation is for a certain wave vector and frequency. The position of its
peaks gives the dispersion of the collective excitations, and their width indicates their
damping.
As the LO-phonons and the plasmons in highly doped polar semiconductors are
coupled, carrier–coupled mode scattering in such materials cannot be described
accurately by independent carrier–LO-phonon scattering and carrier–carrier
scattering. Carrier-LO-phonon scattering [33, 34] is known to have an important
effect on the carrier momentum relaxation, and the hence the carrier mobility (For a
comparison of the different scattering mechanisms in GaAs see, e.g., [35]).
Carrier–carrier scattering, which, in our collective excitation picture will be described
as carrier–plasmon scattering (similarly to carrier–LO-phonon scattering), is usually
assumed to have a negligible effect on momentum relaxation and mobility, see, e.g.,
the discussion in Ziman’s textbook [25]. Loosely speaking, this difference in
momentum relaxation occurs because the damping of the LO-phonons is due to
coupling to an external “bath” (of other phonons), so that some of the momentum
transferred between the carriers and the phonons is lost to the environment. The
damping of the plasmon is due to Landau damping [2], i.e., an interaction of the
carrier gas amongst itself.2 No external bath is involved. Consequently, none of the
carrier momentum can be transferred to the environment. The momentum relaxation
due to carrier–coupled mode scattering falls somewhere in between these to limiting
cases. It cannot be assumed a priori that either carrier LO-phonon or carrier plasmon
scattering describe it accurately. Therefore, carrier scattering with the coupled modes
needs to be investigated carefully.
In this thesis, we develop a method which treats the scattering of carriers by coupled
excitations in a generalized way, thus treating carrier–carrier scattering and
carrier–LO-phonon scattering on an equal footing. We achieve this conceptual
simplicity by expressing the relevant properties of the coupled collective excitations,
(the scattering rate between the carriers and the coupled modes and the damping
rates of coupled modes) in terms of dielectric functions. Our treatment includes
LO-phonon scattering and carrier–carrier scattering as limiting cases.
We also want this thesis to help the reader to attain an intuition for the momentum
relaxation due to carrier–coupled collective mode scattering. Therefore, we discuss a
quantity, which we shall call the “phonon dissipation weight factor”, the ratio of the
2In quantum mechanical language, Landau damping means that the lifetime of the plasmon is due
to its ability to decay into quasi-particle–quasi-hole pairs, which are again excitations of the carrier
gas. Hence, none of the carrier momentum is lost in such a process.
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imaginary part of the dielectric function for the optical phonons alone and the
imaginary part of the total dielectric function, and which follows naturally from our
description. The phonon dissipation weight factor characterizes how strongly
scattering with a coupled excitation of a certain wave vector and energy contributes
to degrading an electric current - on a scale from zero to one. Zero - no degradation
of the current - corresponds to the conventional description of carrier–carrier
scattering, and one characterizes the LO-phonon scattering limit.
It has long been known that LO-phonons and plasmons in doped polar
semiconductors are coupled, but the effect of this coupling on momentum relaxation
has been less clear. Varga [30] gave the frequencies of the resulting coupled
excitations in the long-wavelength limit, and also defined their phonon content - the
part of the total kinetic energy which is due to atomic motion. Ridley used the
phonon content to derive the scattering rate of the coupled modes in the long
wavelength limit [26]. He also commented that this was equivalent to the expression
of Kim et al. [36], where the scattering rate is calculated from the dielectric function
of the coupled plasma-lattice system. While Kim’s long-wavelength expression is
satisfactory for a description of energy relaxation, this is not true for momentum
relaxation. A calculation of the momentum relaxation time for carrier–coupled modes
scattering in strict analogy to the calculation of the momentum relaxation time for
carrier–LO-phonon scattering, cf. [37], leads to inaccurate results in most parameter
ranges.
Fischetti et al. [1] alleviated this issue by taking into account what they called “an
approximate treatment of Landau damping”.3 They used the long-wavelength limit
expression for the coupled mode momentum relaxation rate only up to a certain
cut-off wave vector, and the LO-phonon momentum relaxation rate for larger wave
vectors. This provided a patch to the problem, and was suitable for the realistic
device-physics application they studied. Incidentally, the desire to fully understand
the reasons behind, and the validity of this approximation by Fischetti et al. [1] was
one of the major motivations for this work originally. We will carefully analyse this
approximation, apply it to polar semiconductors in the simplest conceivable case, and
then carry out a careful comparison with our own approach.
Kim et al. [36] describe the energy relaxation of a carrier due to scattering with a
coupled mode in terms of the imaginary part of the inverse dielectric function [38].
Unlike the approaches by Varga and Ridley, which are based on discrete modes
characterising the long wavelength limit rather than a spectrum of excitation
frequencies, Kim et al.’s approach can be applied to nonzero wave vectors directly –
simply by using a wave vector dependent dielectric function. Using the
zero-temperature random-phase approximation (RPA) [39, 23, 40] dielectric
3Note that Landau damping was originally introduced in the classical limit [2] and not in the
extreme quantum limit, as used in [1].
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function [41] for the electronic dielectric function and a
Lyddane-Sachs-Teller [42] type lattice dielectric function as suggested by Varga [30],
Kim et al. [36] could calculate the changes in the coupled mode excitation frequencies
as a function of wave vector [36]. Kim el al. [36] did not calculate the energy
relaxation time for this case, but other authors have, using this method, e.g., [43, 44].
Drawing on work by Maslov[45] and Stern [46], we can apply Kim et al.’s treatment of
the carrier-coupled mode scattering in terms of the imaginary part of the dielectric
function to carrier–interface phonon scattering. This requires solving a Poisson
equation to find an effective scalar dielectric function for the investigated
semiconductor heterostructure.
Sanborn [47] expands on the method by Kim et al. [36] by using scattering rates
calculated from the dielectric function in a Boltzmann transport equation to calculate
momentum relaxation rates. A variety of scattering mechanism enter Sanborn’s
numerical calculations of momentum relaxation rates in GaAs [48], and Sanborn’s aim
was not to track the effect of carrier-coupled mode scattering specifically. However,
her carrier–carrier collisional integral reproduces the textbook result [49] that
carrier–carrier scattering in parabolic bands does not degrade an electric current (in
the absence of Umklapp processes). Sanborn’s carrier–carrier scattering model can be
extended to the case of carrier - coupled mode scattering. Yet, Sanborn did not do
this, and instead used an approximate treatment of the carrier coupled mode
scattering in another collisional integral in the Boltzmann equation. The present work
generalizes Sanborn’s approach to include carrier-coupled mode scattering.
Our contribution, the critical step for the generalization of the description of
momentum relaxation due to carrier–carrier scattering to momentum relaxation due
to carrier-coupled mode scattering, is to emphasize the importance of the collective
mode decay mechanism for momentum relaxation. We formulate a Boltzmann
equation for the carriers - including a term due to the external electric field, and a
Boltzmann equation for the coupled excitations, including the anharmonic decay of
the LO-phonons. All these terms are expressed through dielectric functions. We find
that the details of the anharmonic phonon decay determines how far the coupled
excitations are out of equilibrium. 4 This in turn affects the carrier contribution to
the momentum relaxation, and hence the carrier mobility. The same non-equilibrium
term in the Boltzmann equation is responsible for the “phonon drag effect” [25] on
the thermal conductivity and the Seebeck coefficient [50].
We first apply our approach to a series of bulk polar semiconductors where
electron–LO-phonon scattering is well described with electrons in a single spherical,
parabolic conduction band interacting with a single LO-phonon resonance. We
investigate in detail how our approach compares to other treatments, and how the
4Sanborn [47] implicitly assumed that the LO-phonon distribution function, not the coupled mode
distribution function, is in equilibrium.
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(a) (b)
Figure 1.4: (a) Band structure of monolayer MoS2. (b) The hexagonal lattice spanning
the reciprocal space of monolayer MoS2. The first Brillouin zone is shaded. The K-
points are at the vertices of the hexagons. The six K-points shared between the first
and subsequent Brillouin zones are marked with circles. Reprinted figure (a) with
permission from [T. Cheiwchanchamnangij and W. R. L. Lambrecht, Phys. Rev. B,
vol. 85, p. 205302, 2012.] Copyright 2012 by the American Physical Society [52]
inclusion (screened LO-phonon scattering) or neglect (unscreened LO-phonon
scattering) of the carrier gas affects the mobility. We also explain in detail how we
iterate the solution of the coupled Boltzmann equations to self-consistency, and how
the self-consistent solution differs from relaxation time approximation (RTA) solution.
The comparatively simple case of carrier-coupled mode scattering in bulk polar
semiconductors allows us to develop qualitative understanding of momentum
relaxation due to coupled collective mode scattering, which we can carry over to our
investigation of screened interface phonon scattering (also called “remote phonon” or
“surface optical phonon” scattering)[51, 1] in polar semiconductor heterostructures.
MoS2 has attracted great interest in the last few years, because single atomic layers of
it can be exfoliated and manipulated [15]. As a semiconductor, a gap is already
present in its band structure [53, 52], (Figure 1.4a shows a quasi-particle GW
calculation of the band structure of monolayer MoS2 [52]) and does not have to be
painstakingly introduced before it comes suitable for electronic applications. Field
effect transistors with one or few layers of MoS2 as the channel material have already
been realised [16, 17]. Such devices have the advantage (at least in principle) of
eliminating carrier scattering due to surface roughness, cf. [54].
The conduction band minima in MoS2-monolayers lie at the K-points,
cf. Figure 1.4a [52]. Figure 1.4b shows the six equivalent K-points within the first
Brillouin zone. As each K-point is shared equally between three hexagonal cells, MoS2
has two equivalent K-points per cell, and hence two equivalent valleys in the band
structure governing low-field transport, e.g. [24, 25]. Due to the two equivalent valleys
with quite high effective mass in monolayer MoS2, screening effects are
important [52, 5, 54]. If defects in the MoS2 layers, which presently limit the carrier
mobility through large charged impurity scattering[55, 56], can be decreased, higher
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carrier mobilities could be reached. Therefore a careful investigation of dynamically
screened interface polar phonon scattering is of interest, since this scattering might
ultimately limit the carrier mobilities that can be achieved in certain ideal
heterostructures. We will discuss this in chapter 6.
As the conduction band minima in monolayer MoS2 are well described by spherical
parabolic bands and well separated in energy from the next lowest conduction band
extrema,[52, 57], we will follow [54, 57, 57, 55] in treating transport in MoS2 with
effective mass theory.
At a computational level, transport in semiconducting monolayers is simpler than in
traditional MOSFET channels [58], because it can reasonably be approximated as
truly two-dimensional. This relieves us from worrying about carrier wave functions in
the directions perpendicular to the direction of transport, and the associated
eigenvalues, which give rise to so-called subbands, e.g. [3], which, in turn would affect
the carrier dielectric function. Finally, heterostructures with polar dielectrics
surrounding a non-polar or weakly polar semiconductor like MoS2 (Imagine the
MOSFET from Figure 1.1 with a MoS2-monolayer as the semiconductor and various
dielectrics as the gate oxide and substrate.) are ideal to study the effects of screening
on carrier-optical phonon scattering, because changing the dielectrics allows us to
change the background dielectric function in a way that would be impossible in a bulk
polar semiconductor.
The rest of this thesis is organized as follows: In chapter 2, we review the dielectric
functions for the phonons, plasmons and coupled collective modes. In chapter 3, we
discuss how carrier-coupled mode scattering can be expressed in terms of these
dielectric functions. In section 3.1, we focus on bulk polar semiconductors, and in
section 3.2 on polar semiconductor heterostructures. In chapter 4, we lay out our
method of treating the momentum relaxation due to carrier-coupled mode scattering.
We apply this method to the momentum relaxation in bulk polar semiconductors in
chapter 5 and to the momentum relaxation in polar semiconductor heterostructures,
consisting of sandwiches of various dielectrics around a monolayer of MoS2, in
chapter 6. The material presented in section 3.2, chapter 4, chapter 5 and chapter 6
has been submitted for publication. We summarize and give a brief outlook in
chapter 7.
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Chapter 2
Dielectric functions
In this chapter, we discuss the dielectric functions which we need to describe the
collective excitations throughout this thesis. As discussed in chapter 1, the zeros of
the dielectric functions correspond to the natural oscillation frequencies, and we
describe the collective excitations in terms of the imaginary part of the inverse
dielectric function. We start by deriving the dielectric functions in the long
wavelength limit from the equations of motions for the normal coordinates of the
phonons or plasmons, because this gives some intuitive insight. These dielectric
functions will be used for the LO-phonons throughout this thesis, and we give
material parameters for the various polar semiconductors and polar dielectrics we
treat in this thesis at this point.
In section 2.2, we discuss the carrier dielectric function. In subsection 2.2.2 we treat
this dielectric function in the random phase approximation (RPA) [39, 23, 40], which
we will use to describe the dielectric response of the plasma excitation in this thesis.
The RPA captures certain important properties, like the existence of two clearly
divided regimes where plasmons are either damped, or undamped at zero
temperature. In general, we will use temperature dependent RPA dielectric functions
with a full wave vector and frequency dependence [59, 60].
Landau damping [2] is reviewed in detail in Appendix A. Besides providing an
illuminating picture of the damping of collective oscillations in a classical electron gas,
this appendix provides background information on the Landau contour and how it
relates to the computation of the real and imaginary part of the dielectric functions in
section 2.2.
As mentioned in chapter 1, the imaginary part of the inverse dielectric function will
prove to be an important quantity for this thesis. In subsection 2.2.3, we discuss some
of its properties, its temperature dependence, and how it differs in two and in three
dimensions.
10
2. Dielectric functions
2.1 Lattice dielectric function for a polar
material in the long-wavelength limit
In section 2.3, we piece the phonon and the carrier dielectric function together to
form the total dielectric function, which we can then use to describe the collective
excitation in a polar semiconductor.
2.1 Lattice dielectric function for a polar material in the
long-wavelength limit
In our derivation of the dielectric function of the lattice, we follow [3, section 6.4].
Polar materials are optically active, because there is an ionic contribution to the
bonds. Say there are two ions of different polarity in the unit cell, as in Gallium
Arsenide, which crystallizes in the rock salt structure. As the two ions oscillate, the
charge distribution changes, giving rise to an electric field. In the center of mass
reference frame we can describe the coupled oscillation of the two ions as an
oscillation of a single oscillator which has their reduced mass M , their effective charge
Q, and their relative displacement, u:
M u¨−Mγu˙+Mω2TOu = QE. (2.1)
Here, ωTO is the transverse natural oscillation frequency of the coupled ionic
oscillators and γ is their damping rate. E is an external electrical field.
The Fourier components of the displacement and the electric field obey
uω =
Q
M
Eω
ω2TO − ω2 − iωγ
. (2.2)
The polarization due to the motion of the ions is
Pω
ion = N
V
Quω =
NQ2
VM
Eω
ω2TO − ω2 − iωγ
, (2.3)
when there are N unit cells in the sample of volume V.
Our model does not take electronic motion into account yet. The contribution to the
polarization and displacement field from the electrons in filled bands is usually treated
as a constant and lumped into the ionic dielectric function. As the ionic polarization
vanishes in the high frequency limit, this so-called valence electron polarization is the
only high-frequency contribution. Therefore, the valence electron contribution to the
dielectric function is called ε∞. The polarization field due to the valence electrons is
P e-valenceω =
ε∞ − 1
4pi Eω. (2.4)
The displacement field due to the ionic motion and the valence electrons hence follows
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as
Dphω = Eω + 4pi
(
P e-valenceω + P ionω
)
= εphω Eω (2.5)
with the dielectric function
εphω = ε∞ +
4piNQ2
VM
1
ω2TO − ω2 − iωγ
(2.6)
We marked the displacement and the dielectric function with a superscript “ph” for
“phonon”, to stress that the dielectric response is due to the optical phonons in the
polar material.
Lyddane-Sachs-Teller relations It is customary to express the ionic dielectric
function through its high- and low-frequency limit
εphω=0 = ε∞ +
4piNQ2
VMω2TO
= ε0, (2.7)
and the longitudinal natural oscillation frequency, ωLO in the undamped limit. The
latter is the frequency for which the dielectric function
εphωLO,γ=0 = ε
∞ + 4piNQ
2
VM
1
ω2TO − ω2LO
= 0 (2.8)
so that
ω2LO = ω2TO +
4piNQ2
VMε∞
. (2.9)
It can be verified easily that the longitudinal and the transverse natural oscillation
frequencies are connected to the high and low frequency dielectric constants by the
Lyddanne-Sachs-Teller relation [42]
ω2LO
ω2TO
= ε
0
ε∞
. (2.10)
Replacing N,V,Q and M by ωLO, ωTO and ε∞, we can write
εphω = ε∞ +
ε0 − ε∞
1− ω2
ω2TO
− i ωγ
ω2TO
. (2.11)
2.1.1 Dielectric functions for polar semiconductors
We use the model lattice dielectric function Eq. (2.11) for all the bulk semiconductors
discussed in this thesis. The parameters in Eq. (2.11) are given for room temperature
GaAs in Tab. 2.1, and for the other bulk semiconductors considered, InAs, InP, InSb,
ZnSe, PbTe and ZnS in Tab. 2.2. The assumption of constant optical phonon
frequencies is well justified on the length scales of an inverse Fermi wave vector (See
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Table 2.1: Material parameters for GaAs [3]. me is the electron mass. For simplicity, we
assume that these parameters do not change with temperature or carrier concentration.
Quantity symbol value
LO-phonon energy ~ωLO 36.14 meV
TO-phonon energy ~ωTO 33.25 meV
High frequency dielectric ε∞ 11.1
Static dielectric constant ε0 13.1
Optical phonon damping rate γ 0.007 ωTO
Conduction band effective mass m∗ 0.067 me
LA phonon scattering Volume deformation potential ac 6 eV
crystal density ρ 5.31 g
cm3
LA phonon velocity vs 5.22×105 cms
Table 2.2: Material parameters for coupled collective mode scattering. Parameters
from [3] unless indicated otherwise.
GaAs InAs1 InP InSb2 ZnSe PbTe3 ZnS4
~ωLO(meV) 36.14 30.2 43.1 23.6 31.9 13.65 36.9
~ωTO(meV) 33.25 27.1 38.1 22.2 26.2 3.97 28.40
ε∞ 11.1 11.8 9.52 15.7 5.9 32.8 4.9
m∗/me 0.067 0.026 0.073 0.014 0.134 0.038 0.34
γ/ωTO 0.007 0.01 0.01 0.016 0.01 0.65 0.01
nC(1017cm−3) 7.04 2.02 9.36 0.89 5.82 1.68 16.5
definition in section 2.2), which is relevant for mobility calculations. Even for very
highly doped GaAs at n = 5× 1019cm−3, the Fermi wave vector kF = 1.14× 107cm−1
is still about a factor of five smaller than pia = 5.56× 107cm−1, the width of the
Brillouin zone in [100] direction.
The real and imaginary part of the dielectric function Eq. (2.11) were already plotted
in chapter 1 for GaAs, using the parameters in Table 2.1, see Figure 1.3.
2.1.2 Dielectric functions for polar materials
We use a phenomenological model for the ionic dielectric response of the different
dielectric materials surrounding the MoS2-monolayer in our calculations of the carrier
mobility in (dielectric 1)-MoS2-(dielectric 2) structures. We account for two damped
optical phonon modes.
εω = ε∞ +
(ε0 − εi)ω2TO,1
ω2TO,1 − ω2 + iωγ1
+
(εi − ε∞)ω2TO,2
ω2TO,2 − ω2 + iωγ2
(2.12)
1Experimental value for γ is an upper limit
2Effective mass from [61]
3Effective mass from [36], other parameters from [62]. PbTe bands are highly anisotropic and
anisotropic, but have been approximately described with a single effective mass before [36].
4Parameters from [61], set γ = γZnSe due to lack of γZnS in the literature.
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A dielectric response of this kind can be parametrized in many equivalent ways
(compare [8] with Eq. (2.12)) - we use a parametrization of the scattering strength in
terms of an intermediate dielectric constant εi, as [1], but with nonzero damping rates
for the optical modes. Here, ε0 is the static and ε∞ the high-frequency dielectric
constant, ωTO,1 is the lower frequency transverse optical mode frequency and γ1 the
corresponding damping rate, and ωTO,2 is the lower frequency transverse optical mode
frequency and γ2 the corresponding damping rate. Setting εi = ε0 or εi = ε∞ recovers
Eq. (2.11) a dielectric response with just one optical resonance.
Some of the polar materials discussed here have strongly anisotropic dielectric
functions [8, 7]. These are layered materials, where the in-plane dielectric function
differs strongly from the out-of-plane dielectric function. As the structures discussed,
if anisotropic at all, are stacks of monolayers, the crystal axes of the various materials
align with the interfaces between the layer (x-y-plane) and the axes perpendicular to
it (z-axis, see Fig. 3.4). Consequently, the dielectric function parallel to the hexagonal
c-axis, ε‖ as used by [8, 7], is equal to εzz, and the dielectric function perpendicular to
the c-axis, ε⊥ is the same as εxx.
All parameters relative to ionic dielectric response used can be found in Tab. 2.3.
Table 2.3: Material parameters for model dielectric functions
Material ε∞ εi ε0 ωTO,1 (meV) γ1(meV) ωTO,2(meV) γ2(meV)
MoS25 εxx 15.2 15.4 47.61 0.12
εzz 6.2 6.23 58.27 0.29
BN6 εxx 4.95 6.82 7.04 95.10 4.34 169.49 3.60
εzz 4.10 4.56 5.09 97.08 0.99 187.22 9.92
SiO27 εxx = εzz 2.5 3.05 3.9 55.6 0.56 138.1 1.38
HfO28 εxx = εzz 5.03 6.58 22.0 12.4 0.124 48.35 0.4835
2.2 Carrier dielectric functions
2.2.1 Electronic dielectric function in the long wavelength limit
We discuss the carrier dielectric function in great detail in section 2.2. The present
treatment serves only to give an intuitive understanding of its short wavelength limit.
In that case, the only conceptual difference between the plasma oscillation and those
of the ions is the lack of a restoring force and a damping in the former. Hence, we
5Ref. [7]
6Ref. [8]
7Dielectric constants and TO mode frequencies from Ref. [1].Ref. [9] has a review of
measurements of these TO modes and their damping rates. The damping rates vary between
measurements, but all have roughly γ1/ωTO,1 = γ2/ωTO,2 = 0.01, which we use.
8Dielectric constants and TO mode frequencies from Ref. [1]. Damping rates set to
γ1/ωTO,1 = γ2/ωTO,2 = 0.01, because we could not find these values extracted previously.
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skip the equation of motion for the electrons and jump straight to the polarization P e
(We use the superscript “e” for “electron”) due to the plasma oscillations,
Pω
e = neueω = −
nq2
m∗
Eω
ω2
(2.13)
where m∗ and e are the effective mass and charge of an electron, n is the electron
concentration, and ueω is the displacement of an electron. We see that this equation
bears a strong similarity to Eq. 2.3.
The contribution P eω to the polarization is only from the free carriers in the
conduction bands. Corresponding expressions can be found for the hole plasma in
p-type semiconductors, in particular for the polarization P h due to the free holes of
concentration p in the highest valence band. We will not give explicit expressions for
the hole plasma, because we treat n-type semiconductors throughout this thesis,
which are usually better described by parabolic bands. In principle, however, the
formalism developed in this thesis applies to the holes in parabolic valence bands just
as well as to the electrons in parabolic conduction bands, and we will use the term
carrier throughout the remainder of this thesis to account for both scenarios.
The polarization due to the electrons in all the lower lying bands, the valence band
electrons, is already taken into account, see Eq. 2.4. The total polarization for a
non-polar n-type semiconductor therefore is the sum of the two, and its total
displacement field is
Deω = Eω + 4pi
(
P valence electronsω + P eω
)
= εeωEω (2.14)
with the dielectric function
εeω = ε∞ −
4pine2
m∗ω2
(2.15)
Plasma frequency The plasma frequency ωP , the natural oscillation frequency of
the plasma excitations in the long wavelength limit, is the frequency at which the
dielectric function εeω vanishes:
εeωP = ε
∞ − 4pine
2
m∗ω2P
= 0 (2.16)
This determines ωP as
ω2P =
4pine2
m∗ε∞
. (2.17)
Similarly to the ionic case above, we will replace the material parameters n, e and m∗
by the plasma frequency ωP , and we can write the electronic dielectric function in the
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long wavelength limit as
εeω = ε∞ − ε∞
ω2P
ω2
= ε∞
(
1− ω
2
P
ω2
)
. (2.18)
Again, keep in mind that we have included the contribution from the valence band
electrons in the electronic dielectric function.
2.2.2 Dielectric function in the random phase approximation
We use carrier dielectric functions in the random phase approximation (RPA)
throughout this thesis. The name RPA stems from a sum over exponential terms
which are neglected in the derivation with the argument that the phases in the
exponentials vary randomly [32]. The RPA has historically been derived in different
equivalent ways, see the discussion in [32, 22, 63]. Originally, the focus was to
understand the behaviour of the collective excitations of an electron liquids, or
plasmons [39, 23, 40].
In 1957, the ground state energy of the electron liquid was calculated from a sum over
certain pertubation theoretic terms [64, 65], in an approximation which was later
proved to be equivalent to the RPA [66, 67]. There are a multitude of equivalent
derivations of the RPA [68, 69], including a quantum-mechanical equivalent of
Landau’s derivation (cf. appendix A)[70].
The radius rS of a sphere whose volume contains on average one carrier, measured in
units of the Bohr radius a0 [63],
rs =
(4pi
3 na0
)− 13
(2.19)
has been used as a measure for the applicability of the RPA. The RPA holds better
for high-density carrier gases, or smaller rS , and is quite accurate for rS  1 [22].
Pines puts the breakdown of the RPA at densities with rS ≈ 1 [22, Chapter 3].
When we apply the RPA to semiconductors, the effective Bohr radius
a∗0 =
~2ε∞
e2m∗
= ε∞me
m∗
a0, (2.20)
which is much larger than a Bohr radius for many semiconductors, because the high
frequency dielectric function usually fulfills ε∞  1 and the effective mass m∗ is
usually much smaller than the electron mass me, enters into the effective r∗S
r∗s =
(4pi
3 na
∗
0
)− 13
= rs
m∗
ε∞me
. (2.21)
Momentum relaxation in doped polar
semiconductors
16 Anna Miriam Hauber
2. Dielectric functions 2.2 Carrier dielectric functions
This means that the RPA has higher applicability for semiconductors than for metals,
and can even be applied at quite low carrier concentrations [63, 36]. In GaAs at
n = 5× 1017cm−3, r∗S ≈ 0.89 with the parameters from Tab. 2.1 but rs ≈ 150.
We employ a Lindhard-type or RPA carrier dielectric function [41, 22], but for
nonzero temperatures [59, 60]. The nonzero temperature dielectric functions allow us
to consider any point of the sliding scale between the classical and the extreme
quantum limit.
The real part of the temperature dependent RPA dielectric functions has to be
evaluated numerically, but its imaginary part can be expressed analytically. See, for
example, [63, chapter 5.5] for the imaginary part of the three-dimensional
temperature dielectric function. Arista and Brandt [59] calculated the real part of the
temperature dependent dielectric function in three dimensions numerically, and
Flensberg and Hu [60] calculated its two-dimensional equivalent.
The zero and high temperature limits of the real and imaginary parts of the dielectric
function can also be expressed analytically. The three-dimensional zero temperature
dielectric function was found by Lindhard [41]. The high temperature expressions for
the three-dimensional dielectric function is discussed in the context of Landau
damping in appendix A.
Stern gives an analytical expression for the zero temperature limit of the
two-dimensional dielectric function [46]. There are also analytical expressions for the
high temperature limit [71]. Maldague gives a semi-analytical formula for the
temperature dependence of the static susceptibility [72], which is commonly used for
capturing static screening.
All these expressions for the dielectric functions depend on a parabolic dependence of
carrier energy on wave vector, because they were originally envisioned with either free
electrons or effective mass theory in mind. We will assume thoughout this thesis that
the kinetic energy of a carrier of wave vector p
Ep =
~2p2
2m∗ (2.22)
unless it is explicitly specified otherwise. Here m∗ is the effective mass, and ~ is the
reduced Planck constant.
In this section, we derive the expressions for the 2d and 3d dielectric functions
alongside each other. In the process, we also introduce important quantities which
will be used throughout this thesis, like the Fermi-Dirac distribution function, and the
carrier density, and the Fermi wave vector and energy.
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Distribution functions and carrier concentration We are interested in the
dielectric function for a system with N carriers, which are all in equilibrium. Such a
carrier is described by the Fermi-Dirac distribution function
f0p =
1
1 + eEpβ−µ˜β (2.23)
where µ˜ is the chemical potential. β = 1kBT with the Boltzmann constant kB. Ep is
the energy of a carrier of wave vector p, cf. Eq. (2.22).
The carrier concentration nd=3 in three dimensions is
nd=3 =
∑
p,σ
f0p =
2
(2pi)3
∫
d3p f0p =
8pi
(2pi)3
∫
dp p
2
1 + exp
[
(~2p22m − µ˜)β
]
=
√
2
pi2
(
m
~2β
) 3
2
Γ(32)F 12 (µ˜β) = 2
(
mkBT
2pi~2
) 3
2
F 1
2
(µ˜β)
(2.24)
The summation over the spin σ can be carried out, because f0p does not depend on
spin. We also used the Fermi-Dirac integrals Fj
Fj(x) =
1
Γ(j + 1)
∞∫
0
dt t
j
et−x + 1 , with the Gamma-function Γ(x), (2.25)
and Γ(32) =
√
pi
2 [4].
Similarly, the carrier concentration nd=2 in two dimensions is
nd=2 =
∑
p,σ
f0p =
2
(2pi)2
∫
d2p f0p =
4pi
(2pi)2
∫
dp p
1 + exp
[
(~2p22m − µ˜)β
]
=
(
m
pi~2β
)
Γ(1)F0(µ˜β) =
(
m
pi~2β
)
ln(1 + eµ˜β)
(2.26)
Here we used the analytic expression for the F0 Fermi-Dirac integral, and Γ(1) = 1.
Fermi wave vector and energy The chemical potential at zero temperature is
called the Fermi energy EF . At T = 0, all states with Ep < EF are occupied, and all
states with Ep > EF are unoccupied. In the present case, where we have a spherical,
parabolic band of effective mass m∗, the Fermi wave vector is defined by
EF =
~2k2F
2m∗ . (2.27)
This means that the T = 0 Fermi-Dirac distribution reads
f0p =
1 Ep < EF0 Ep > EF . =
1 |p| < kF0 |p| > kF . (2.28)
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This carrier configuration is sometimes called the “Fermi-sea”. It is sketched in
Fig. 2.1.
Eh
EF
Ee
ph kF pe
Q
ua
sip
ar
tic
le
en
er
gy
E
Quasiparticle wave vector p
Fermi sea
Ep
Figure 2.1: Energy Ep (Eq. (2.22)) as a function of wave vector p. The region marked
Fermi-sea indicates all occupied states at T = 0. Ee and Eh are the quasi-particle and
hole energy, pe and ph are the quasi-particle and hole wave vector. The Fermi energy
and wave vector, EF , kF are also marked.
The carrier concentration at T = 0 thus becomes9
nd =
∑
p,σ
f0p =
2
(2pi)d
∫
|p|<kF
ddp = k
d
F
pid−1d
(2.29)
Fermi-Energy scaling In order to investigate the effects of temperature on the
dielectric functions, scales for both energy and wave vector which are independent of
temperature can be useful. We will use the Fermi wave vector and energy as a wave
vector or energy scale, even when the temperature is nonzero:
kd=2F =
√
2pind=2 kd=3F =
3√3pi2nd=3 (2.30)
The Fermi wave vector kF is only determined by the density of carriers. Using
Eq. (2.26) and Eq. (2.24), we can express how the Fermi energy is connected to the
9In chapter 5 and chapter 6, we will not include the superscript, because chapter 5 only deals
with the 3-d case and chapter 6 only with the 2-d case. However, we explicitly use nS ≡ nd=2 for the
two-dimensional sheet density in chapter 6 to distinguish it from a volume density.
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chemical potential at a given temperature kBT = 1β : For three dimensions, we have
Ed=3F β =
[
3
√
pi
4 F 12
(
µ˜d=3β
)] 23
=
3
2
∞∫
0
dx x
1
2
1 + ex−µ˜d=3β
 23 (2.31)
and for two dimensions the analytical expression
Ed=2F β = ln
(
1 + eµ˜d=2β
)
(2.32)
holds. Figure 2.2 shows that the Fermi energy is positive for all chemical potentials,
with EFβ → 0 as µ˜β → −∞. This makes it useful for scaling energies with it. One
can also see that for low temperatures, µ˜ kBT , EF → µ˜ as expected.
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Figure 2.2: Fermi energy EF as a function of chemical potential µ˜ in two and three
dimensions, both in units of the thermal energy kBT = 1β . The limit for T = 0, where
µ˜→ EF is also shown.
Dielectric function and polarizability in two and three dimensions In this
section, we derive the RPA carrier dielectric function
εck,ω = ε∞ + χck,ω (2.33)
with the susceptibility χck,ω.10 In the literature, the dielectric function is often defined
as ε = 1 + χ, when the context is a free electron model, so that ε∞ = 1. As we apply
the RPA to semiconductors described with effective mass theory, we always have
ε∞ 6= 1. As the carrier susceptibility χck,ω is the same in both cases, we focus on this
10The polarizability and susceptibility are not defined consistently throughout our references. If in
doubt, the reader should work back to the dielectric function for comparisons with the literature.
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quantity. We also drop the superscript “c” in this section, to make room for a
superscript indicating the dimension d.
The carrier susceptibility is
χdk,ω = νdkαdk,ω (2.34)
in a 3-d or 2-d system, where d marks the number of degrees of freedom.
νk =

2pie2
k d = 2
4pie2
k2 d = 3
(2.35)
is the Fourier transform of the Coulomb potential and αdk,ω is the polarizability.
In the random phase approximation (RPA), the polarizability is [22]
αdk,ω = − lim
γ→0
∑
p,σ
np+k,σ − np,σ
Ep+k − Ep − ~ω − i~γ . (2.36)
γ is a positive damping rate used for regularizing the summation and will be discussed
further later. np,σ is the occupation density of a state with wave vector p and spin σ
The dielectric function is defined by Eq. (2.34) through Eq. (2.36) in two and in three
dimensions [46]. The definitions of the polarizability change between authors.
Stern [46], e.g., includes part of the Fourier transform of the Coulomb potential in his
definition of the polarizability. Our definition of the polarizability differs from Stern’s
in order to highlight the similarities between the 2d and the 3d case. These different
exact definitions of the polarizability yield the same dielectric function.
At this point, we can already directly derive the expression for the imaginary part of
the dielectric function in the RPA, which will be of use extensively latter in this
thesis. Using
lim
γ→0 Im
{ 1
x− iγ
}
= lim
γ→0
γ
x2 + γ2 = piδ(x), (2.37)
where δ(x) is the Dirac delta function, and exchanging the order of the summation
and the limit in Eq. (2.36), we find
Im {εk,ω} = piνk
∑
p,σ
(np,σ − np+k,σ) δ (Ep+k − Ep − ~ω) (2.38)
After substituting np,σ =
f0p
Ld
where, L2 = A is the area of the 2d system, and L3 = V
is the volume of the 3d system, into Eq. (2.36), we can carry out the spin summation.
Moreover turning the summation over p into an integration, we find
αdk,ω = −2 lim
γ→0
∫
p
f0p+k − f0p
Ep+k − Ep − ~ω − i~γ . (2.39)
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Here, we have used the notation
∫
p
≡ 1(2pi)d
∫
ddp (2.40)
for wave vector integrals which hold for both two and three dimensions. This notation
will prove particularly useful in chapter 4, where many long equations will be
discussed. The imaginary part of the RPA dielectric function thus now reads
Im {εk,ω} = 2piνk
∫
p
(
f0p − f0p+k
)
δ (Ep+k − Ep − ~ω) . (2.41)
It will turn out to be advantageous to make the substitution p→ p′ = p− k2 , so that
Eq. (2.39) will take on the symmetric form
αdk,ω = −2 lim
γ→0
∫
p
f0
p+k2
− f0
p−k2
Ep+k2
− Ep−k2 − ~ω − i~γ
. (2.42)
We assume that the carriers are all in one spherical, parabolic band characterized by
the effective mass m∗, cf. Eq. (2.22). We scale all wave vectors with the Fermi wave
vector kF and all energies with the Fermi energy EF from Eq. (2.27). We use capital
letters for the scaled wave vectors P and K and the scaled frequencies and damping
rates Ω and Γ:
P = p
kF
K = k
kF
and Ω = ~ω
EF
Γ = ~γ
EF
(2.43)
The carrier energies fulfill Ep = EFP 2. In this notation, Eq. (2.42) becomes
αdk,ω = − limΓ→0
2kdF
(2pi)dEF
∫
ddP
f0
P+K2
− f0
P−K2
2PxK − Ω− iΓ . (2.44)
In the last step, we aligned the x-axis of the P-coordinate system with K, so that
P ·K = PxK. We can now simplify Eq. (2.44) by carrying out the integration over
the other d− 1 Cartesian axes. Defining the quantities
F dP =

∞∫
−∞
dPy f0P=Pxex+Pyey d = 2
∞∫
−∞
dPy
∞∫
−∞
dPz f0P=Pxex+Pyey+Pzez d = 3,
(2.45)
which will be evaluated explicitly shortly, Eq. (2.44) can be written as a scalar
integral,
αdk,ω = −
2kdF
(2pi)dEF
1
2K limΓ→0
∞∫
−∞
dP
F d
P+K2
− F d
P−K2
P − Ω2K − i Γ2K
. (2.46)
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Finally, introducing the dimensionless quantities z = K2 and u =
Ω
2K used by
Lindhard [41] for easy reference, we write
αdk,ω = −
Ad
2pi
1
4z limΓ→0
∞∫
−∞
dP
F dP+z − F dP−z
P − u− iD , (2.47)
with the additional constant Ad = 2k
d
F
(2pi)(d−1)EF and D =
Γ
2K .
Real and imaginary part of α The real and imaginary parts of αdk,ω from
Eq. (2.47) read
Re
{
αdk,ω
}
= A
d
4z limD→0
∞∫
−∞
dP
2pi
P − u
(P − u)2 +D2
(
F dP−z − F dP+z
)
(2.48)
Im
{
αdk,ω
}
= A
d
4z limD→0
∞∫
−∞
dP
2pi
D
(P − u)2 +D2
(
F dP−z − F dP+z
)
(2.49)
When we exchange the limit and the integration, we find
Re
{
αdk,ω
}
= Ad4zP
∞∫
−∞
dP
2pi
F dP−z−F dP+z
P−u (2.50)
Im
{
αdk,ω
}
= Ad4z
1
2(F du−z − F du+z) (2.51)
Here, we have used the Poisson representation of the Dirac delta function,
δ(P − u) = lim
D→0
1
pi
D
(P − u)2 +D2 . (2.52)
We denote the Cauchy principal value of an integral with P.
Note that Eq. (2.50) and Eq. (2.51) can equivalently be obtained from
αdk,ω =
Ad
2pi
1
4z
∫
ΓL
dP
F dP−z − F dP+z
P − u , (2.53)
with a Landau Contour ΓL for real valued singularities u. Such a Landau Contour is
shown in Fig. A.2 in appendix A. The Cauchy principal value yielding the real part of
the polarizability is the contribution from the integration along the real axis. The
imaginary part of the polarizability stems from the integration off the real axis, the
residue contribution in Landau’s formalism.
After defining the Cauchy principal values
Idx =
1
pi
P
∞∫
−∞
dy
y
F dx+y =
1
pi
lim
ε→0
∞∫
ε
dy
y
(
F dx+y − F dx−y
)
, (2.54)
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we can write the real part of the polarizability as
Re
{
αdk,ω
}
= A
d
4z
1
2
(
Idu−z − Idu+z
)
, (2.55)
similar to Eq. (2.51).
The integral Ix Eq. (2.54) has certain properties independent of the precise choice of
distribution function. As the energy only depends on the magnitude, and not one
direction of the wave vector, Eq. (2.22), the expressions Fx Eq. (2.45) have to be even
functions of x, and the Ix are consequently odd functions of x. This entails Ix=0 = 0.
The integrand of Idx fulfills
lim
y→0
1
pi
F dx+y − F dx−y
y
= 2
pi
∂
∂x
F dx , (2.56)
i.e., the singularity in the integrand of Idx is removed.
The polarizability α, and hence the carrier dielectric function ε can be evaluated
explicitly in the classical limit and in the degenerate limit. The classical limit yields
the expression due to Landau [2] discussed in appendix A. We will now discuss the
general case for nonzero temperature, and afterwards the degenerate, or T = 0 limit.
2.2.2.1 Nonzero temperature dielectric function
For the evaluation of the nonzero temperature dielectric functions, we first evaluate
the quantities F dP , Eq. (2.45). In 2d, this yields
F d=2P =
√
pi
EFβ
F− 12
(
µ˜β − P 2EFβ
)
, (2.57)
with the Fermi-Dirac-integral from Eq. (2.25). In 3d, an integration best carried out
in polar coordinates yields,
F d=3P =
pi
EFβ
F0
(
µ˜β − P 2EFβ
)
= pi
EFβ
ln
(
1 + eµ˜β−P 2EF β
)
, (2.58)
which can even be expressed in closed form. Consequently, the imaginary part of the
three dimensional dielectric function is expressed through the simple expression [63,
chapter 5.5]
Im
{
εd=3k,ω
}
= ν
d=3
k A
d=3
8z
pi
EFβ
ln
(
1 + eµ˜β−(u−z)2EF β
1 + eµ˜β−(u+z)2EF β
)
(2.59)
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The imaginary part of the two-dimensional dielectric function still features
Fermi-Dirac integrals:
Im
{
εd=2k,ω
}
= ν
d=2
k A
d=2
8z
√
pi
EFβ
[
F− 12
(
µ˜β − (u− z)2EFβ
)
− F− 12
(
µ˜β − (u+ z)2EFβ
)]
(2.60)
We do not give the real part of the dielectric functions explicitly, because there is no
closed form expression for them. They are obtained by substituting the expressions
F dP Eq. (2.45) into into the Cauchy Principal integrals IdP Eq. (2.54), evaluating the
Cauchy Principal integrals numerically and substituting them into the polarizability
Eq. (2.55). The dielectric function is determined by Eq. (2.34).
Numerical evaluation of εd=3k,ω As an example, we give some detail of the
numerical evaluation of the three dimensional dielectric function εd=3k,ω .
Using Eq. (2.33), Eq. (2.34) and Eq. (2.55), we find
Re
{
εd=3k,ω
}
= ε∞ + ν
d=3
k A
d=3
8z
(
Id=3u−z − Id=3u+z
)
(2.61)
with
Id=3x =
1
EFβ
lim
δ→0
∞∫
δ
dy
y
ln
(
1 + eµ˜β−(x+y)2EF β
1 + eµ˜β−(x−y)2EF β
)
(2.62)
Id=3x will have to be calculated numerically and tabulated for every value of µ˜β (i.e.,
0.001
0.01
0.1
1
10
0.01 0.1 1 10
pi
I
d
=
3
x
x
Approximation x 1
Numerical evaluation
Figure 2.3: Plot of piId=3x from Eq. (2.62) against x for µ˜β ∈ {−5,−1, 1, 5, 10} from
bottom to top. Also plotted are the approximations for large x for the same values of
µ˜β.
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every carrier density) and x. However, the asymptotic behavior for large x can be
calculated more easily. For x 1 , e−2EF βyx  e2EF βyx, so that
Id=3x ≈ −
∫∞
0
dy
y ln
[
1 + exp
(
µ˜β − EFβ(y − x)2
)]
. If, moreover, the width of the
Gaussian is much smaller than x we can approximate further
Id=3x ≈ −
1
x
∞∫
0
dy ln
[
1 + exp
(
µ˜β − EFβ(y − x)2
)]
= − 2√
EFβx
∞∫
0
dy ln
[
1 + exp
(
µ˜β − y2
)]
.
The last expression has the advantage that it only contains an integral which is
independent of x. Figure 2.3 shows the numerically calculated Id=3x for several choices
of µ˜β, and the approximation for large x.
2.2.2.2 Highly degenerate or zero temperature dielectric function
The expressions for the polarizability αk,ω above can be evaluated explicitly in the
zero temperature limit. The corresponding dielectric function in three dimensions was
first found by Lindhard [41], and is hence called the Lindhard dielectric function. The
two-dimensional zero temperature electronic dielectric function was later calculated
by Stern [46].
The zero temperature dielectric functions have one very striking difference with the
classical dielectric functions: They are real for a large region of the wave-vector vs
frequency region, while the classical dielectric functions are generally complex valued
for nonzero wave vectors. This means that the natural oscillation frequencies of the
carrier plasma will be real, i.e., undamped, for certain wave vectors and frequencies at
zero temperature, where they were damped due to Landau damping at higher
temperature. That means that Landau damping at T = 0 is restricted to certain
regions of k − ω space, the single pair excitation region.
2.2.2.2.1 Single pair excitation region The single pair excitation region is the
region in a wave vector – energy plane where energy and quasi-momentum
conservation allow the plasma excitation to decay into an electron-hole pair. Due to
energy conservation, the plasmon energy has to be the difference between the
electronic energy Ep at the electron wave vector pe, Epe = Ee, and at the hole wave
vector ph, Eph = Eh. The former has to lie above the Fermi sea, the latter below.
This is is illustrated in Fig. 2.1. Momentum conservation means that pe = ph + k,
where k is the plasmon wave vector. We hence find
~ωk =
~2
2m∗
[
p2e − p2h
]
= ~
2
2m∗
[
(ph + k)2 − p2h
]
= ~
2
2m∗
[
k2 + 2k · ph
]
(2.63)
Momentum relaxation in doped polar
semiconductors
26 Anna Miriam Hauber
2. Dielectric functions 2.2 Carrier dielectric functions
As −kph ≤ k · ph ≤ kph, and ph < kF , we get
~2
2m∗k [k − 2kF ] ≤ ~ωk ≤
~2
2m∗k [k + 2kF ] (2.64)
for the single pair excitation regime. The phrase is used to distinguish from a regime,
in which multiple pairs can be excited, see, e.g., [32]. When expressed in terms of
Fermi energy and wave vector, the long-wavelength boundary of the single pair
excitation regime is at EEF =
k
kF
( kkF + 2).
Natural oscillations are undamped outside the single pair excitation region, because
they do cannot fulfill energy and momentum conservation for the decay into an
electron-hole pair. At higher temperatures, the Fermi-sea is smeared out, so that the
decay of a plasmon into an electron-hole pair is always possible (if unlikely), and the
natural oscillations are always Landau-damped (if only by a small amount).
Imaginary part of the zero temperature polarizability At zero temperature,
the Fermi-Dirac distribution function Eq. (2.23) becomes
f0P =

1 |P | < 1
1
2 |P | = 1
1 |P | > 1
(2.65)
with the wave vector P = p/kF . Consequently, the quantity Eq. (2.45) is
F 2P =
2
√
1− P 2 |P | < 1
0 |P | ≥ 1
(2.66)
in the 2d case and
F 3P =
pi
(
1− P 2) |P | < 1
0 |P | ≥ 1
(2.67)
in the 3d case. Using the notation
D± =
1 |z ± u| < 10 |z ± u| ≥ 1 (2.68)
introduced by Stern [46], we can write the imaginary part of the polarizability as
Im
{
αdk,ω
}
= A
d
4z
D−
√
1− (u− z)2 −D+
√
1− (u+ z)2 d = 2
pi
2
{
D−
[
1− (u− z)2]−D+ [1− (u+ z)2]} d = 3 (2.69)
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This expression contains the claim we made above, that the imaginary part of the
dielectric function is only nonzero in the single pair excitation region. To make this
point clearer, we define the matrix
Sgn =
(
sgn(1 + z − u) sgn(−1 + z − u)
sgn(1− z − u) sgn(−1− z − u)
)
, (2.70)
which can have 9 different values for ±1± z − u 6= 0.
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1
2
-2 -1 0 1 2
u
=
~ω
k
F
2E
F
k
z = k2kF
1 + z − u = 0
−1 + z − u = 0
1− z − u = 0
−1− z − u = 0
(
− −
+ −
)
(
− −
+ +
)
(
+ −
+ +
)
(
− −
− −
)
(
+ −
+ −
)
(
+ +
+ +
)
(
+ −
− −
)
(
+ +
− −
)
(
+ +
+ −
)
Figure 2.4: The nine different values of the matrix Eq. (2.70) in a plan spanned by the
quantities z and u. The lines ±1± z− u = 0 where sign changes in one of the elements
in the matrix Eq. (2.70) occurs are also included.
These values are plotted as a function of z and u in Fig. 2.4. If the signs in the upper
row of the sign matrix are equal, D− = 0. If the signs in the lower row of the sign
matrix are equal, D+ = 0. If both of these conditions apply, D± = 0, and hence
Im
{
αdk,ω
}
= 0. That means the dielectric function is entirely real in those regions.
If the signs in the upper row of the sign matrix are not equal, D− = 1. If the signs in
the lower row of the sign matrix are not equal, D+ = 1. If one of these conditions
applies, Im
{
αdk,ω
}
is nonzero, and the dielectric function is complex-valued.
Fig. 2.5 is similar to Fig. 2.4, but it shows the sign matrix Eq. (2.70) for wave vectors
k > 0 and frequencies ω > 0. We see that the borders of the region where
Im
{
αdk,ω
}
6= 0, are the parabolas u = z ± 1, or ~ω/EF = k/kF (k/kF ± 2), i.e., the
borders of the single pair excitation region Eq. (2.64).
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Figure 2.5: Values of the sign matrix defined in Eq. (2.70) in the part of the wave
vector–frequency plane where the wave vector k > 0 and the frequency ω > 0. The
T = 0 dielectric function in 2d and 3d only has imaginary contributions in the shaded
areas, and is real elsewhere for k > 0 and ω > 0.
Real part of the zero temperature polarizability The real part of the zero
temperature polarizability in 2d is [46]
Re
{
αd=2k,ω
}
= A
d=2
4z
[
2z −D−sgn(z − u)
√
1− (u− z)2 −D+sgn(z + u)
√
1− (u+ z)2
]
.
(2.71)
and in 3d is [41]
Re
{
αd=3k,ω
}
= A
d=3
8z
{
4z + ln |1 + z − u||1− z + u|
[
1− (u− z)2
]
− ln |1− z − u||1 + z + u|
[
1− (u+ z)2
]}
for 1± z ± u 6= 0. (2.72)
This means the real part of the Lindhard dielectric function is
Re
{
αd=3k,ω
}
= ε∞
+ ν
d=3
k A
d=3
8z
{
4z + ln |1 + z − u||1− z + u|
[
1− (u− z)2
]
− ln |1− z − u||1 + z + u|
[
1− (u+ z)2
]}
for 1± z ± u 6= 0. (2.73)
See [73] for a step by step derivation. Re
{
αd=3k,ω
}
has singularities at the arguments of
the logarithms, see Fig. 2.5 and Fig. 2.4.
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2.2.3 Im
{ −1
εk,ω
}
and the f-sum rule
As mentioned in chapter 1 the imaginary part of the inverse dielectric function is a
crucial quantitiy in this thesis. In this section, we discuss some features of the
imaginary part of the inverse carrier dielectric function.
2.2.3.1 Im
{
−1
εk,ω
}
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Figure 2.6: Im
{
−ε∞
εk,ω
}
as a function of wave vector and energy E = ~ω. The left
column, (a) and (b) show the three-dimensional dielectric function for electrons in
GaAs. The right column, (c) and (d) show the two-dimensional dielectric function for
electrons in the z = 0 plane in GaAs. In first row, (a) and (c), the temperature is T = 0.
In second row, (b) and (d), the temperature is T = 300K. In the three-dimensional
case, the electron density n = 5× 1017cm−3. In the two-dimensional case, the electron
sheet density nS has been chosen so that the Fermi-wave vector is the same as in the
three-dimensional case: nS = 12pi (3pi2n)
2
3 ≈ 9.6 × 1011cm−2. All subplots have the
zeros of the real part of the dielectric function and the boundaries of the T = 0 pair
excitation region marked Eq. (2.64).
In this section, we discuss some properties of the imaginary part of the inverse
dielectric function. The quantity
Im
{
−1
εk,ω
}
= Im {εk,ω}
Im {εk,ω}2 + Re {εk,ω}2
(2.74)
is a measure of the strength of the collective excitations described by the dielectric
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function depending on their wave vector and frequency, e.g.[63].
This is particularly evident for excitations where Im {εk,ω} is zero, or very small. As
Im
{
−1
εk,ω
}
is proportional to the Poisson representation of the delta function,
Eq. (2.52),
Im
{
−1
εtotk,ω
}
−→ piδ
{∣∣∣Re{εk,ω}∣∣∣} = pi∑
i
δ
{
ω − ωik
}∣∣∣ ∂∂ωRe{εk,ω}∣∣∣ for Im{ε} → 0, (2.75)
where ωik are the zeros of the dielectric function. When Im {εk,ω} vanishes, Im
{
−1
εk,ω
}
is proportional to a delta function. This behavior is the signature of an undamped
collective excitation. In the case of carrier dielectric function, this excitation is an
undamped plasma excitation. We can observe this in Fig. 2.6(a) and (c), which show
Eq. (2.74) in the three- and two-dimensional case, respectively. Im {εk,ω} = 0 outside
the single pair excitation region Eq. (2.64). Consequently, outside the single pair
excitation region, Im
{
−1
εk,ω
}
is a delta-peak at the zeros of Re {εk,ω}. As delta-peaks
are invisible in our color plot, we have marked the line with Re {εk,ω} = 0 in Fig. 2.6.
Inside the excitation region, there is a broad peak, which is associated with the decay
of the collective excitations into quasi-electron and quasi-hole pairs, as discussed in
paragraph 2.2.2.2.1. Hence, the plasma excitation is damped inside the single pair
excitation region. Note that the line where Re {εk,ω} = 0 extends into the single pair
excitation region, but there is no delta peak, because Im {εk,ω} > 0 inside that region.
For nonzero temperatures, the boundary between damped and undamped plasma
excitations is blurry. As in the classical limit (cf. appendix A), all plasma excitations
are damped. However, the magnitude of the damping depends strongly on the wave
vector and frequency. As can be seen in Fig. 2.6(b) and (d), Im
{
−1
εk,ω
}
has a sharp
peak for small wave vectors, and broadens strongly for higher wave vectors.
In the long-wavelength limit, the imaginary part of the dielectric function vanishes for
all temperatures, and Im
{
−1
εk,ω
}
is a delta-peak at ωP , the plasma frequency. In the
3d case, the plasma frequency Eq. (2.17) is independent of wave vector k. In the 2d
case, the plasma frequency is proportional to k for small wave vectors k.
2.2.3.2 The f-sum rule
Sum rules [63, 32] make statements about integrals of the imaginary part of the
inverse dielectric function times a power of frequency over frequency The derivation of
the so-called f-sum rule can be seen in [63], for example. As the f-sum rule is exact,
we can use it to test if our numerical evaluations of Im
{
−1
εk,ω
}
, and especially the real
part of the dielectric function, are correct. For carriers in a vacuum, i.e., ε∞ = 1, the
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f-sum rule can be written as [74]
∞∫
0
dω ωIm
{
−1
εk,ω
}
= piν
d
kn
dk2
2m (2.76)
with d = 2 for two dimensions and d = 3 for three dimensions. For carriers in a
medium, this has to be changed to
∞∫
0
dω ωIm
{
− ε
∞
εk,ω
}
= piν
d
kn
dk2
2m∗ε∞ (2.77)
In 3d, this is
∞∫
0
dω ωIm
{
− ε
∞
εk,ω
}
= pi2ω
2
P (2.78)
i.e., the integral over ωIm
{
−1
εk,ω
}
is proportional to the square of the plasma
frequency Eq. (2.17).
Eq. (2.78) also holds in 2d, when we take into account that the two-dimensional
plasma frequency depends linearly on the wave vector k:
(
ωd=2P
)
k
= 2pin
d=2e2
m∗ε∞
k (2.79)
Zero temperature dielectric functions in two and three dimensions In the
case of the zero temperature dielectric functions, there are two distinct contributions
to the sum-rule integral:
The first is from the undamped part of the dielectric function, ~ωEF <
k
kF
(
k
kF
+ 2
)
,
where the imaginary part of the dielectric function is identically zero. With
Eq. (2.75), the delta-contribution to the f-sum rule integral is
∫
dω ωIm
{
− ε
∞
εk,ω
}
= pi(ωP )k∣∣∣ ∂∂ωRe{εk,(ωP )k}∣∣∣ for all k with
~ω
EF
<
k
kF
(
k
kF
+ 2
)
. (2.80)
The second contribution to the sum rule integral is from the damped part of the
dielectric function. The damping broadens the peak, making
∫
~ω
EF
> k
kF
(
k
kF
+2
)dω ωIm
{
− ε
∞
εk,ω
}
(2.81)
numerically integrable. Figure 2.7 shows how the two contributions add up to the
result predicted by the f-sum rule in 2d.
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Figure 2.7: f-sum rule integral
∞∫
0
dω ωIm
{
− ε∞εk,ω
}
for the T = 0 dielectric function of
electrons in a two-dimensional plane in GaAs as a function of wave vector. The sheet
density is nS = 9.6× 1011cm−2, as in Fig. 2.6c. We give the contributions from inside
and outside the single pair excitation region, i.e., for the damped and the undamped
plasma excitation separately.
Nonzero temperature dielectric function For the nonzero temperature case of
the RPA dielectric function, we calculate the sum rule integral entirely numerically.
In the wave vector - frequency region without sharp peaks in the energy loss function
∝ Im {1/ε} this is not problematic, but for small wave vectors or low temperatures,
there are almost delta-shaped peaks. Approximating them as actual delta-peaks
positioned at the zeros of the real part of the dielectric function can be the easiest
way to integrate them.
2.3 Total carrier and lattice dielectric functions in bulk
semiconductors
In a polar semiconductor, we have to take into account the polarization due to the
motion of the ions, and the electrons in the valence and the conduction bands. This
yields the total displacement field
Dtotk,ω = Eω + 4pi
(
P e-valenceω + P ck,ω + P phω
)
= εtotk,ωEω (2.82)
with the polarization P ph due to the polar phonons, P e−valence due to valence
electrons. and P c due to free carriers, which might be electrons or holes. The
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Table 2.4: Important energies in GaAs for the electron concentration n = 5×1017cm−3
~ωLO ~ωTO ~ωP ~ω+ ~ω− EF
Energy (meV) 36.14 33.25 30.45 39.84 25.41 34.29
Energy/EF 1.05 0.97 0.88 1.16 0.74 1
Phonon content (%) 70.12 29.88
corresponding total dielectric function is
εtotω = 1 + χe-valenceω + χck,ω + χphω
= 1 + (ε∞ − 1) +
(
εck,ω − ε∞
)
+
(
εphω − ε∞
)
= εphω + εck,ω − ε∞
(2.83)
Note that the carrier and phonon susceptibilities are χc/ph = εc/phω − ε∞, because both
the phonon and the carrier dielectric function above include the contribution from the
valence electrons. This is not always the case in the literature. In discussion of the
carrier dielectric functions [41, 59] , especially for the carrier dielectric function of a
single parabolic band, it is natural not to include the response of the valence
electrons, because they are not part of the model. In discussion of the lattice
dielectric function, the valence electron response is often included. It is thus
important to be aware of the convention when combining dielectric functions.
2.3.1 Total dielectric function for a polar semiconductor in the
long-wavelength limit
We discuss the k → 0 limit of the total dielectric function in bulk semiconductors first.
εtotk=0,ω = ε∞
(
ω2LO − ω2 − iωγ
ω2TO − ω2 − iωγ
− ω
2
P
ω2
)
. (2.84)
See Fig. 2.8 for an example of the long wavelength dielectric functions in a polar
semiconductor.
Coupled modes in the long-wavelength and low damping limit In many
polar semiconductors, the damping rate γ is small compared to ωTO and ωLO, see [3,
Tab. 6.5]. In room temperature GaAs, e.g., γ = 0.007ωTO. Hence, it is often assumed
that the ionic motion is entirely undamped. In this case,
εtotω,γ=0 = ε∞
(
ω2LO − ω2
ω2TO − ω2
− ω
2
P
ω2
)
, (2.85)
Momentum relaxation in doped polar
semiconductors
34 Anna Miriam Hauber
2. Dielectric functions
2.3 Total carrier and lattice dielectric functions
in bulk semiconductors
0
ε0
ωP ωLO
0
ε∞
ωTO
D
ie
le
ct
ric
fu
nc
tio
n
Frequency
εph
εc
εtot
Figure 2.8: Long wavelength dielectric functions in GaAs for an electron concentration
of n = 4× 1017cm−3 in the absence of damping, as a function of frequency. The solid
blue line is the total dielectric function Eq. (2.84), the purple line with dots is the lattice
dielectric function Eq. (2.11) with γ = 0, and the green line with crosses is the carrier
dielectric function Eq. (2.18). Also marked are the high and low frequency limits of
the dielectric function ε∞ and ε0, and the LO-, TO- and plasma frequencies, ωLO, ωTO
and ωP .
the natural oscillation frequencies ω±, the zeros of εtotω,γ=0, obey the bi-quadratic
equation
ω4± − ω2±
(
ω2LO + ω2P
)
+ ω2Pω2TO = 0 (2.86)
or ω2± =
1
2
(
ω2LO + ω2P
)
± 12
√(
ω2LO + ω2P
)2 − 4ω2Pω2TO (2.87)
We will call these oscillation frequencies coupled collective mode frequencies, because
they are hybridized plasmon-phonon excitations. Fig. 3.3 shows them in GaAs for a
range of conduction band electronic density and hence a range of plasma frequencies.
We can see that when the plasma frequency is much smaller than the optical phonon
frequency, the coupled collective mode frequencies almost coincide with the plasma
and the LO-phonon frequency. When the plasma frequency is much larger than the
optical phonon frequencies, the coupled collective mode frequencies are almost
identical to the TO phonon frequency and the plasma frequency. Only when the
plasma frequency and the optical phonon frequencies are of the same order of
magnitude do the coupled collective mode frequencies differ significantly from ωP ,
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ωLO or ωTO. We will call the parameter range in which this happens the strong
coupling regime. To quantify this, we introduce the strong coupling density nC , with
nC =
ω2LOm
∗ε∞
4pie2 . (2.88)
In GaAs, the strong coupling regime is roughly 1017cm−3 ≤ n ≤ 1018cm−3, with
nC = 7.04× 1017cm−3.
2.3.2 Total dielectric function of a polar semiconductor in the RPA
For the total dielectric function in the RPA in three dimensions, we use Eq. (2.83)
with the ionic dielectric function εphω Eq. (2.11), discussed in section 2.1, which is
independent of wave vector altogether. In general, we use a temperature dependent
RPA carrier dielectric function for εck,ω as discussed in great detail in section 2.2. Its
real part is described by Eq. (2.61) and its imaginary part by Eq. (2.59). To
emphasize the differences between the dielectric functions, we also discuss the zero
temperature total dielectric function in the RPA, where the carrier dielectric function
is the Lindhard dielectric function discussed in subsubsection 2.2.2.2. Its imaginary
part is described by Eq. (2.69), and the real part by Eq. (2.73).
In subsubsection 2.2.3.1, we established that the imaginary part of the inverse
dielectric function Eq. (2.74) can be used as a measure for the strength of the
collective excitation. In this section, we investigate the imaginary part of the inverse
total dielectric function in the RPA, Im{ −1
εtot
k,ω
} depends on temperature and the
anharmonic damping rate. We can identify three different effects:
Firstly, the delta-peaks in the plots for T = 0 start to blur abruptly as soon as they
move into the single pair excitation regime. This can be seen in the plots of the
imaginary part of the inverse dielectric function for T = 0 (Fig. 2.9a-c). Fig. 2.9a
shows Im
{
− ε∞εc
}
, and Fig. 2.9b, shows Im
{
− ε∞εtot
}
, where the electronic dielectric
function is the T = 0 RPA dielectric function, and the lattice dielectric function is the
undamped (γ → 0) limit of Eq. (2.11). This shows that the excitation of
quasi-electron-hole pairs is captured by the RPA dielectric function, as expected.
Secondly, the damping rate in the lattice dielectric function broadens the LO-phonon
peak from a delta-peak to a Lorentzian, and also has an effect on the width of the
coupled peaks before they reach the single pair excitation regime, see Fig. 2.9(b)
and (e).
Thirdly, the temperature dependence in the electronic part of the dielectric function
again broadens both coupled peaks. Moreover, it causes the boundaries of the single
pair excitation limit to blur. For an example, compare Fig. 2.9a-c with Fig. 2.9d-f,
which show Im
{
− ε∞εtot
}
for T > 0. This blurring occurs, because of the thermal
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Figure 2.9: Imaginary part of the inverse dielectric function Im{− ε∞εk,ω } in GaAs with
n = 5 × 1017cm−3 at T=0 (a-c) and T=300K(d-f) as a function of wave vector k and
energy E = ~ω. The dielectric function in each of the subplots is the electron dielectric
function in (a) and (d), the total dielectric function with an anharmonic optical phonon
damping rate γ = 0 (b) and (e), and the total dielectric function with an anharmonic
optical phonon damping rate γ = 0.007ωTO (c) and (f). As the delta peak at the
zeros of Re
{
εtotk,ω
}
is infinitely sharp at zero temperature, it does not show in the color
plot. To make up for this, lines with Re
{
εtotk,ω
}
= 0 are also marked.
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excitation of quasi-electrons and quasi-holes from the Fermi sea. In the classical limit,
this contribution to the damping of the modes is referred to as Landau damping[2].
In the long wavelength limit k = 0, we can make out the two peaks in Im
{
− ε∞
εtot
k=0,ω
}
at ω = ω± discussed in subsection 2.3.1, independent of temperature, see
Fig. 2.9(b),(c),(e) and (f) at k = 0.
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Chapter 3
Carrier scattering by coupled
polar phonon and plasmon modes
In this chapter, we review how carrier–coupled phonon-plasmon collective mode
scattering is calculated. We start with the description of the energy relaxation rate as
given by Kim et al. [36]. We are not interested in energy relaxation as such, but in
the carrier-coupled mode scattering matrix element squared (we will refer to it a
“scattering rate” for the sake of brevity from here on) as described by Fermi’s golden
rule [75], because this quantity will be used throughout this thesis. This scattering
rate is determined by the imaginary part of the inverse total dielectric function. We
examine the scattering rate more closely for carrier scattering with damped and
undamped LO-phonons, and see that our approach of describing the scattering in
terms of continuous modes with the damping expressed through the imaginary part of
the dielectric function is equivalent to a description with discrete modes, where the
damping is accounted for explicitly as the imaginary part of the mode frequency
which enters into the expression for energy conservation in Fermi’s golden rule. We
show explicitly that carrier–plasmon scattering can be expressed equivalently as
carrier–carrier scattering.
In section 3.2, we extend a calculation by Maslov [45] to polar heterostructures with
anisotropic dielectric functions to be able to describe the scattering between carriers
and interface polar optical modes in terms of the imaginary part of the inverse of an
effective dielectric function of a polar semiconductor heterostructure involving the
anisotropic material MoS2.
In section 3.3, we discuss why momentum relaxation due to carrier–coupled mode
scattering is more difficult to capture than energy relaxation, and analyse one
approximate treatment of momentum relaxation.
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3.1 Carrier-coupled plasmon-phonon mode scattering:
energy relaxation
Kim et al. [36] give the energy relaxation time τEp for a carrier scattering with a
coupled plasmon-phonon mode. For our case, where the carrier wave functions are
described by plane waves, and we only have one band present, this is
1
τEp
=
∞∫
−∞
d~ω
∫
k
f0p
(
1− f0p−k
) (
1 +N0ω
)
δ (Ep−k − Ep + ~ω)W 0k,ω (3.1)
in our notation.1 We use the notation∫
k
= 1(2pi)d
∫
ddk (3.2)
for wave vector integrals in d dimensional semiconductors. Here, the superscript “E”
stands for energy, to distinguish the energy relaxation time τE from the momentum
relaxation time τ , which will be discussed later. N0ω is the Bose-Einstein distribution
function
N0ω =
1
e~ωβ − 1 , (3.3)
where β = 1kBT , the inverse of the thermal energy, was introduced in subsection 2.2.2,
as was the Fermi-Dirac distribution f0p for carriers of wave vector p. The quantity
W 0k,ω =
2νk
~
Im
{
− 1
εtotk,ω
}
(3.4)
gives the probability of a carrier being scattered by a coupled plasmon–LO-phonon
mode, given that the mode is occupied, per unit time and reciprocal space volume.
We will use the expression carrier-coupled mode scattering rate for Eq. (3.4). Note
that we use a convention, where ω can be negative [49]. Consequently, the energy
relaxation rate Eq. (3.1) contains a contribution from the emission of a coupled mode
(ω > 0) and a contribution from the absorption of a coupled mode (ω < 0).
The scattering rate formally becomes negative for ω < 0, because W 0k,−ω = −W 0k,ω,
yet the product W 0k,−ω
(
N0k,−ω + 1
)
= W 0k,ωN0k,ω is always positive, because
N0k,−ω + 1 = −N0k,ω. We use this convention for the sake of brevity. However, it is
important to keep in mind that both the emission and absorption contributions
matter. (Compare [44], which stresses this issue in a correction to [43].)
Kim et al. [36] discuss this result in the cases where the total dielectric function εtot is
made up of the Lindhard dielectric function for the electrons and an undamped lattice
dielectric function of the type Eq. (2.11). We will apply it to the total RPA dielectric
1We think Kim et al. [36] are missing a factor 2 in their equation 12, which we corrected.
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function Eq. (2.83) discussed in subsection 2.3.2, where the carrier dielectric function
is temperature dependent and the lattice dielectric function is damped.
The expression Eq. (3.4) can be derived by evaluating the probability for a scattering
event with Fermi’s Golden rule [75] (or, equivalently, in the Born approximation), in
terms of the dynamic form factor [38]. With the dissipation-fluctuation
theorem [76, 77, 78], the scattering probability can be cast in terms of the dielectric
function and distribution function of the collective excitation. This derivation has
been given on a fairly abstract level [47], or with more detail [36]. We will roughly
sketch out the derivation, but then motivate it extensively by discussing the
scattering rates for the more familiar limiting cases of carrier–carrier scattering and
carrier–LO-phonon scattering.
Derivation In the Born approximation, the probability Pk,ω per unit time that a
carrier transfers energy to collective excitations with wave vector k and frequency ω
through inelastic scattering, can be expressed through the dynamical form factor Sk,ω
of the system,
Pk,ω =
2pi
~
ν2kSk,ω (3.5)
see [32, chapter 2.6],[47]. The νk were introduced in Eq. (2.35). If the system is in
equilibrium, the dynamical form factor can in turn be expressed through the
imaginary part of the density-density response function χ˜
Im {χ˜k,ω} = −pi
(
1− e−βω
)
Sk,ω or Sk,ω = − 1
pi
(
N0ω + 1
)
Imχ˜k,ω (3.6)
through the fluctuation-dissipation theorem[32, 77, 76]. The density-density response
function is related, but not identical to the susceptibility discussed in chapter 2.
Using [32, chapter 4]
1
εk,ω
= 1 + νkχ˜k,ω (3.7)
yields an expression for the dynamical form factor in terms of the imaginary part of
the inverse dielectric function
Sk,ω =
1
piνk
Im
(
−1
εk,ω
)(
N0ω + 1
)
. (3.8)
The zero temperature limit (with N0ω = 0, and the T=0 or Lindhard dielectric
function [41]) of this expression is more commonly cited (cf. [79, 63, 22]). With
Eq. (3.5), we find
Pk,ω =
2νk
~
Im
(
−1
εk,ω
)(
N0ω + 1
)
. (3.9)
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Similarly, the probability per unit time that a carrier absorbs energy from a collective
excitation is
P−k,−ω =
2νk
~
Im
{
−1
εk,ω
}
N0ω. (3.10)
In our discussion, it is useful to isolate the occupation factor from the probability, and
writing
Pk,ω = W 0k,ω
(
N0ω + 1
)
(3.11)
leads to Eq. (3.4).
3.1.1 Carrier–carrier scattering
In this section, we show the connection between carrier–carrier scattering, and
carrier–plasmon scattering. We follow the presentation in [22] and [32], but we give
expressions which also hold for nonzero temperatures.
According to Eq. (3.1), the energy relaxation time for an electron due to the
interaction with a plasmon is
1
τEp
=
∫
~ω
∫
k
2νk
~
Im
{
εck,ω
}
|εck,ω|2
f0p
(
1− f0p−k)(1 +N0ω
)
δ (Ep−k − Ep + ~ω) (3.12)
Here, we have substituted the carrier-plasmon equilibrium scattering rate Eq. (3.4)
W 0k,ω =
2νk
~
Im
{
−1
εk,ω
}
= 2νk
~
Im
{
εck,ω
}
|εck,ω|2
(3.13)
with the carrier dielectric function εck,ω. Using the definition Eq. (2.41) of the
imaginary part of the dielectric function, Eq. (3.12) becomes
1
τEp
=
∫
~ω
∫∫
k q
4piν2k
~|εck,ω|2
δ (Ep−k − Ep + ~ω) δ (Eq+k − Eq − ~ω)
×f0p(1− f0p−k)
(
f0q − f0q+k
) (
N0ω + 1
)
(3.14)
Using the equation of detailed balance Eq. (C.3b) discussed in appendix C.1, we can
eliminate the plasmon distribution N0ω for carrier distribution functions. Moreover, we
can carry out the integral over ω, thus eliminating the plasmon frequency from the
equation. The resulting energy relaxation rate only contains carrier quantities.
1
τEp
=
∫∫
k q
4piν2k
~
∣∣∣∣εck,(Ep−Ep−k)/~
∣∣∣∣2 δ (Ep−k − Ep − Eq+k − Eq) f
0
p
(
1− f0p−k
)
f0q
(
1− f0q+k
)
(3.15)
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To highlight that this describes an interaction of two carriers with the initial
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Figure 3.1: Schematic explaining wave vector transfer between carriers in carrier carrier
scattering. The blue circle stands for the carrier–carrier interaction with a matrix
element < I >.
momentum p and q, and final momentum p′ = p− k and q′ = q + k for all possible
sets of k and q, we express Eq. (3.15) as
1
τEp
=
∫
p′
∫∫
q′ q
4piν2k
~
∣∣∣∣εck,(Ep−Ep′)/~
∣∣∣∣2 f
0
p
(
1− f0p′
)
f0q
(
1− f0q′
)
(3.16)
×δ (p′ + q′ − p− q) δ (Ep′ − Ep − Eq′ − Eq)
This is also a proof that Eq. (3.1) with Eq. (3.4) describes the energy relaxation time
for a carrier interaction with a carrier gas. Note that the carrier–carrier scattering is
mediated by the screened Coulomb interaction, νk/εc, rather than the bare Coulomb
interaction νk.
The energy relaxation time discussed here is related to the lifetime of a quasi-particle
in the RPA electron gas, which was first expressed by Quinn and Ferrell [80]. We
show how this expression is evaluated explicitly in appendix C.2.1.
3.1.2 Carrier–longitudinal optical–phonon scattering
According to Eq. (3.1), the energy relaxation time for an electron due to the
interaction with an longitudinal optical phonon is
1
τEp
=
∫
~ω
∫
k
2νk
~
Im
{
εphω
}
|εphω |2
f0p
(
1− f0p−k
) (
1 +N0ω
)
δ (Ep−k − Ep + ~ω) (3.17)
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Here, we have substituted the carrier-plasmon equilibrium scattering rate Eq. (3.4)
W 0k,ω =
2νk
~
Im
{
−1
εphω
}
= 2νk
~
Im
{
εphω
}
|εphω |2
. (3.18)
With the lattice dielectric function εphk,ω, Eq. (2.11), this can be written explicitly as
W 0k,ω =
2νk
~
ω2LO − ω2TO
ε∞
ωγ(
ω2LO − ω2
)2 + ω2γ2 . (3.19)
3.1.2.1 Carrier–longitudinal optical–phonon scattering without damping
If the anharmonic damping rate γ is vanishingly small, the scattering rate becomes a
delta-function
W 0,γ=0k,ω =sgn(ω)
2piνk
~
ω2LO − ω2TO
ε∞
δ
(
ω2LO − ω2
)
=2piνk
~
ω2LO − ω2TO
2ωLOε∞
[δ (ωLO − ω)− δ (ωLO + ω)] . (3.20)
Here, we have used Eq. (2.52), the Poisson representation of the Dirac delta function.
Introducing the unscreened Fröhlich scattering strength
F uk = νk
ωLO
2
( 1
ε∞
− 1
ε0
)
. (3.21)
the energy relaxation time can be expressed as
W 0,γ=0k,ω =
2pi
~
F uk [δ(ωLO − ω)− δ(ωLO + ω)] (3.22)
Consequently, the energy relaxation rate [33] is 1
τEp
= 1
τ+p
+ 1
τ−p
with
1
τ±p
= 2pi
~
(
N0ωLO +
1± 1
2
)∫
k
F uk δ
(
Ep−k − Ep
~
± ωLO
)
f0p
(
1− f0p−k
)
, (3.23)
compare the expressions by Ehrenreich [33] and Kim et al. [36] derived from the
Fröhlich Hamiltonian [81].
3.1.2.2 Carrier–longitudinal optical–phonon scattering with damping
For nonzero anharmonic damping γ, the frequencies where εphk,ω′ = 0 are
ω′ = ±
√
ω2LO −
γ2
4 − i
γ
2 with ωLO >
γ
2 (3.24)
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Figure 3.2: Scaled imaginary part of the inverse dielectric function Im{− 1
εphω
}/( 1ε∞ −
1
ε0 ) from Eq. (3.26), and the scaled Lorentzians that make it up, for a very large
damping rate γ = ωLO2 as a function of frequency ω. The frequency-axis is scaled by
the LO-phonon frequency ωLO. The imaginary part of the inverse dielectric function
1
50Im{− 1εphω }/(
1
ε∞ − 1ε0 ) is also plotted against frequency for γ = ωLO100 – note the scaling
factor 50.
and we can write
Im
{
− 1
εphω
}
= ω
2
LO − ω2TO
ε∞
1
2
√
ω2LO − (γ2 )2
[
γ
2(
ω −
√
ω2LO − (γ2 )2
)2
+ (γ2 )2
−
γ
2(
ω +
√
ω2LO − (γ2 )2
)2
+ (γ2 )2
]
(3.25)
or
Im
{
− 1
εphω
}
=
( 1
ε∞
− 1
ε0
)
ωLO
pi
2 [L(ω)− L(−ω)] (3.26)
with the scaled Lorentzian L(ω) defined as
L(ω) = 1
pi
ωLO√
ω2LO − (γ2 )2
γ
2(
ω −
√
ω2LO − (γ2 )2
)2
+ (γ2 )2
(3.27)
Fig. 3.2 shows how the antisymmetric function Im{− 1
εphω
} is made up of the two
Lorentzians Eq. (3.27) at positive and negative frequency. With Eq. (3.26), we can
write Eq. (3.18) as
W 0k,ω =
2pi
~
F uk [L(ω)− L(−ω)] (3.28)
Momentum relaxation in doped polar
semiconductors
45 Anna Miriam Hauber
3. Carrier scattering by coupled polar
phonon and plasmon modes
3.1 Carrier-coupled plasmon-phonon mode
scattering: energy relaxation
in complete correspondence to Eq. (3.22). Comparing the scattering rates for
undamped phonons Eq. (3.28) with the one for damped phonons Eq. (3.22), we see
that delta function at ω = ±ωLO in the undamped case is replaced by a Lorentzian at
ω = ±
√
ω2LO − γ
2
4 of with
γ
2 . These two are of course the same in the limit γ → 0.
We can now write the energy relaxation time as
1
τ±p
= 2pi
~
∫
k
F uk f
0
p
(
1− f0p−k
)N0∣∣∣Ep−k−Ep~ ∣∣∣ + 1± 12
L(±1
~
(Ep − Ep−k)
)
(3.29)
which means that the energy-conserving delta function in Eq. (3.23) has been
replaced by a scaled Lorentzian in Fermi’s Golden rule. This can be interpreted as
energy conservation being smeared out, because the energy of an excitation is only
defined exactly when the lifetime is infinitely long (cf, e.g. [26]).
In the cases where we are concerned, the damping rates are much smaller than the
excitation frequencies, a typical value being γωTO ≈ 0.01, compare Tab. 2.2.
Eq. (3.29) and Eq. (3.17) with the scattering rate Eq. (3.19) are equivalent.
Eq. (3.29) expresses the energy relaxation in terms of the single, damped mode
described by Eq. (3.24). The scattering strength F uk is always the same, but energy
conservation is smeared out.
Eq. (3.17) involves an integral over a all possible frequencies ω. The scattering rate
Eq. (3.18), which depends on the real frequency ω, is proportional to Im
{
−1
εphω
}
,
which is a measure for the strength of damped LO-phonon excitation at each
frequency. Energy conservation is explicitly enforced at each frequency.
In the long wavelength limit, and with only a single mode present, these two
approaches are equally useful. In general however, where both the frequency and the
damping rate of an excitation depend on wave vector, and where several modes might
be important, energy-conservation would not be smeared out by a simple Lorentzian,
but by a complicated function Dik,ω:
W 0k,ω =
2pi
~
∑
i
F ik[Dik,ω −Dik,−ω] (3.30)
We adopt the approach, where the damping is accounted for in the scattering rate,
rather than in the energy conservation, for the rest of this thesis.
An example for a more complicated scenario is Eq. (3.12), where the energy
relaxation of the carrier is due to a single plasma excitation which is damped through
Landau damping. In the energy relaxation due to carrier–coupled phonon-plasmon
mode scattering Eq. (3.1), the damping of the plasmon mode is caused by Landau
damping, and the damping of the phonon mode is due to anharmonic damping. This
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reflects in the scattering rate Eq. (3.4), where the finite width of the peaks in W 0k,ω,
cannot, in general, be attributed to either Landau or anharmonic damping, but only
to a mixture of the two. (Compare the discussion of plot of Im{ 1εk,ω } in Fig. 2.9 in
subsection 2.3.2.)
3.1.3 Common approximate treatments of carrier–coupled
phonon-plasmon mode scattering
We now briefly discuss a few common limiting cases of Eq. (3.4), which can be
expressed in terms of discrete scattering strengths, because the collective excitations
are undamped (cf. subsubsection 2.2.3.1). As our approach contains all the relevant
information about the system in the dielectric function, this means making the
appropriate approximations for the dielectric function. These approximations often
are that the imaginary part of the dielectric function vanishes in a certain region. As
the scattering rate W 0k,ω from Eq. (3.4) has the form of the Poisson representation of
the delta function for small Im
{
εtot
}
, we see that when the imaginary part of the
dielectric function vanishes, W 0k,ω becomes a delta function at the zeros of the real
part of the dielectric function,
1
pi
Im
{
−1
εtotk,ω
}
−→ δ
(∣∣∣Re{εtotk,ω}∣∣∣) = ∑
i
δ
(
ω − ωik
)∣∣∣ ∂∂ωRe{εtotk,ω}∣∣∣ for Im{ε
tot} → 0, (3.31)
where ωik are the zeros of the total dielectric function. Consequently, the treatment of
the problem is now in terms of discrete modes rather than a continuous spectrum,
and it will be convenient to describe the scattering in terms of the scattering strength
F i of each mode i than in terms of the continuous scattering rate W 0k,ω,
W 0k,ω =
∑
i=+,−
2pi
~
F ik [δ(ω − ωi)− δ(ω + ωi)] (3.32)
with the scattering strengths
F ik =
νk∣∣∣ ∂∂ωRe (εtotk,ω)∣∣∣ω=ωi
k
. (3.33)
This reproduces the unscreened Fröhlich scattering strength F uk in Eq. (3.21) if we set
εtotk,ω = εphω with εphω from Eq. (2.11) with γ = 0.
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Figure 3.3: (a) Coupled mode energies ~ω± from Eq. (2.87) in n-type GaAs in the
long wavelength limit (thick lines) as a function of carrier concentration n in three
dimensions. Additional horizontal grid lines mark the LO- and TO-phonon energy. The
thin line indicates the plasmon energy ~ωP (n) in the long wavelength limit . (b) Carrier
scattering strength F±, Eq. (3.34) of the coupled modes (thick lines), the plasma mode
F p Eq. (3.35)(thin), as a function of the carrier concentration n in three dimension. All
scattering strengths are divided by the LO-phonon scattering strength F u. Both plots
have a vertical grid line marking the critical density nC where ωP = ωLO. The more
phonon-like of the two coupled modes is marked with open squares.
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3.1.3.1 Carrier–coupled phonon-plasmon mode scattering in the
long-wavelength limit
In subsection 2.3.1, we described how the coupling of the long wavelength plasmon
and LO-phonon excitation gives rise to the two coupled natural oscillation frequencies
ω± in Eq. (2.87). The scattering strength for each coupled mode follows from
Eq. (3.33) with the long wavelength and undamped limit of the total dielectric
function, Eq. (2.85),
F± = νk
ω±
2ε∞
ω2± − ω2TO
ω2± − ω2∓
. (3.34)
(Compare Kim et al. [36]’s screened Fröhlich scattering strengths F ss (ω±) in their
Eq. 33.) The last fraction in Eq. (3.34) is always positive. For comparison with
carrier-plasmon scattering, we introduce the plasmon scattering strength
F p = νk
ωP
2ε∞ . (3.35)
These quantities are useful for comparisons between expression in terms of a
continuous mode frequency and a discrete mode number. We show these different
scattering strengths for a range of carrier concentrations in n-type GaAs in Fig. 3.3b.
Equivalent expressions for the long-wavelength scattering strength Eq. (3.34) have
been derived by Ridley [26] and Fischetti et al. [1]. We will demonstrate this
equivalence explicitly in appendix B.
3.1.3.2 Carrier–longitudinal optical phonon scattering with
Thomas-Fermi screening
This section discusses Thomas-Fermi-screening of LO-phonon modes, which holds for
high carrier densities and nonzero wave vectors. In cases where ωP  ωLO, the carrier
dielectric function is often approximated by the Thomas-Fermi limit
εck = ε∞ +
k2TF
k2
, (3.36)
where kTF is the Thomas-Fermi wave vector, e.g. [24]. Whenever we take this to hold
in a medium, where ε∞ 6= 1, a little caution is necessary. The term k2TF
k2 is the
Thomas-Fermi limit of the susceptibility of the free carriers, so kTF does not depend
on ε∞. It can be useful to write the Thomas-Fermi limit of the dielectric function in
terms of a scaled Thomas-Fermi wave vector k∗TF =
kTF√
ε∞
εck = ε∞
[
1 +
(
k∗TF
k
)2]
(3.37)
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The scaled Thomas-Fermi wave vector, k∗TF =
√
4
pikF a
∗
0
kF can be expressed through
the effective Bohr radius a∗0 from Eq. (2.20), with a∗0 ∝ ε∞.
Assuming that the lattice dielectric function is undamped, γ = 0, this yields zeros of
the total dielectric function at the frequency [36]
ωTFk =
√√√√√√ω2TO +
(
k
k∗TF
)2
ω2LO
1 +
(
k
k∗TF
)2 (3.38)
with the scattering strength [33, 36]
F TFk =
νk
2ε∞ωTFk
[(ωTFk )2 − ω2TO]2
ω2LO − ω2TO
. (3.39)
In this approximation, the frequency of the single relevant mode goes from ωTO at
k = 0 to ωLO at k →∞, while the scattering strength goes from zero to the
LO-phonon value Eq. (3.21). Note that it is the scaled Thomas-Fermi wave vector
k∗TF , and not the Fermi wave vector kTF itself which determines the length scale on
which ωTFk moves from ωTO to ωLO. (ωTFk and F TFk are shown in Fig. 5.1c and
Fig. 5.3 in the context of chapter 5.)
3.2 Screened interface phonon scattering
In this section, we show that the expression Eq. (3.4) also holds for two-dimensional
semiconductor heterostructures, as long as we find the appropriate dielectric functions
for these composite structures. Specifically, we show that this holds when the carriers
are confined to a single interface, i.e., we consider them as truly two-dimensional.
Maslov [45] did this to describe the Coulomb drag between a 2d electron gas (2DEG)
in interaction with a 3d electron gas. His approach has been applied to Coulomb drag
in various heterostructures, e.g. [82, 60], and also to remote phonon scattering, the
interaction of a 2DEG with the surrounding optical phonons[83]. We will refer to this
as screened interface phonon scattering.
Following Maslov [45], we use the fluctuation-dissipation theorem to describe interface
scattering with the scattering rate
W 0k,ω ∝
∫
dz 1
∫
dz 2ψ2n(z1)ψ2n(z2)Im {ϕk,ω(z1, z2)} (3.40)
where the z-axis is perpendicular to the interface and k is the wave vector component
parallel to the interface and ω the frequency of the relevant excitation. ϕk,ω(z1, z2) is
the electrostatic potential at point z1 introduced by a point charge at z2. ψn(z) is the
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transverse wave function of the carriers in the nth subband.
If we take the interface to be infinitely thin and situated at z = 0, ψn(z) ∝ δ(z)2, so
that
W 0k,ω ∝ Im {ϕk,ω(z1 = 0, z2 = 0)} (3.41)
and we only have to determine the electrostatic potential ϕk,ω(0, 0) at z1 = 0 due to a
point charge at z2 = 0. We will drop the argument z2 = 0 on ϕ in the subsequent
discussion.
3.2.1 Solution of the Poisson equation in a heterostructure of
anisotropic dielectrics
As Maslov [45] discusses a case with isotropic dielectrics, we show the solution to the
Poisson equation for a heterostructure of anisotropic, dispersive media, and a sheet
charge density in an interface at z = 0. We need a solution of the Poisson equation
which captures anisotropy, because we want to treat materials with anisotropic
dielectric constants such as hexagonal boron nitride (BN) or MoS2, cf. chapter 6.
The potential ϕ(r, t) fulfills the Maxwell equation, [6, 31]
∇D(r, t) = 4piρ(r, t) or
∑
i
∂iDi(r, t) = 4piρ(r, t) (3.42)
where the sum runs over the Cartesian axes. The dielectric displacement D has the
Fourier components
Dik,ω =
∑
j
εijωE
j
k,ω (3.43)
with the dielectric tensor εijω , which we assume to be independent of wave vector k.
The electric field E has the components
Ej(r, t) = −∂jϕ(r, t). (3.44)
In the absence of external charge ρ, and for a constant or sufficiently slowly varying
dielectric tensor, the Laplace equation
∑
i,j
εij(t)∂i∂jϕ(r, t) = 0 (3.45)
holds. If we assume that the interface is aligned with one of the principal axes in the
crystal, εij = δijεii becomes diagonal. We also assume that the two principal axes
parallel to the interface have the same dielectric constant, εxx = εyy. If ϕk,ω(z) is the
Fourier transform of ϕ(r, t) in the x and y coordinates, and in time, the Laplace
2δ(z) is the Dirac delta function.
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equation becomes (
∂2
∂z2
− ε
xx
εzz
|k|2
)
ϕk,ω(z) = 0. (3.46)
We can introduce the scaled wave vector K
Kk,ω = k
√
εxxω
εzzω
(3.47)
in order to write the anisotropic Laplace equation the same way as the isotropic one.
We plugged in explicitly that the dielectric functions are independent of wave vector,
which makes K ‖ k. (
∂2
∂z2
−K2
)
ϕk,ω(z) = 0 (3.48)
In general, all dielectric functions, and hence K, are complex. We choose the root in
Eq. (3.47), to lie in the right half plane, Re{K} > 0. Hence, we know that the term
∝ e−Kz in the solution to the differential equation of second order Eq. (3.48)
ϕk,ω(z) = αe−Kz + βeKz (3.49)
corresponds to an exponentially decreasing oscillatory term, whereas the term ∝ eKz
corresponds to an exponentially growing one. Eq. (3.49) requires two boundary
conditions to determine the complex coefficients α and β. For convenience, we
introduce the quantity,[31]
ε′ω ≡ εzzω
√
εxxω
εzzω
, (3.50)
an effective scalar dielectric function. Again, we take the root in the right half-plane.
Boundary conditions
In a system with a series of homogeneous dielectrics changing along the z-axis,
between interfaces z = zn (Fig. 3.4), there are three kinds of boundary
conditions: [6, 31]
1. The potential on the edges of the relevant domain needs to be known.
ϕk,ω(za) = ϕa ϕk,ω(zb) = ϕb (3.51)
We use the requirement lim
z→±∞ϕk,ω(z) = 0 that the potential vanishes far away
from the interface.
2. The potential has to be continuous at the interfaces.
lim
δ→0
ϕk,ω(zn − δ) = lim
δ→0
ϕk,ω(zn + δ) (3.52)
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3. The component of the dielectric displacement Dz perpendicular to the interface
on either side of the interface has to differ by the surface charge σk,ω: This
follows from Gauss’s law in its integral form :
lim
δ→0
Dzk,ω(zn + δ)− lim
δ→0
Dzk,ω(zn − δ) = 4piσk,ω (3.53)
With the dielectric displacement Dz defined as
Dzk,ω = εzzEzk,ω = −εzzω
∂
∂z
ϕk,ω(z), (3.54)
this can be written as
εzzn+1 lim
δ→0
∂
∂z
ϕk,ω(zn + δ)− εzzn lim
δ→0
∂
∂z
ϕk,ω(zn − δ)
= −4piσk,ω (3.55)
Where εn is the dielectric to left of the interface at zn and εn+1 the dielectric to
the right of the interface at zn. Both these dielectric functions can depend on
frequency.
For a system with n interfaces, and n + 1 different layers, this will yield 2n +2
equations for the 2(n+1) variables αn and βn. For heterostructures with a large
number of interfaces, it is convenient to apply a transfer matrix model [84], which
solves the this system of equations step by step. In this thesis, we only treat systems
with up to two interfaces (cf. Fig. 3.4b), and it is still tractable to solve the six
equations for six variables by hand.
3.2.2 Effective scalar dielectric function εinterface for the
heterostructure
Imagine a 2d test sheet charge density at z=0, which is constant as a function of wave
vector and frequency, σk,ω = σ, surrounded by a uniform medium with the dielectric
function εω. This gives rise to a potential
ϕuniformk,ω (z = 0) =
2piσ
kεuniformω
(3.56)
at z=0. We define an effective dielectric constant εinterfacek,ω due to a test charge
density σ at z = 0 in the composite system as
εinterfacek,ω ≡
2piσ
kϕinterfacek,ω (z = 0)
(3.57)
so that Eq. (3.56) for the uniform background holds for the the case with the
interface. With Eq. (3.57), we can express the scattering rate in terms of the
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imaginary part of the inverse dielectric function
W 0k,ω =
2νk
~
Im
{
−1
εinterfacek,ω
}
. (3.58)
Effective dielectric function for a infinitely thin interface between two
different dielectrics
For the example in Fig. 3.4a, an interface between two different dielectrics, we get
• α1 = 0, β2 = 0 due to the boundary condition Eq. (3.51) at z = ±∞
• β1 = α2 = ϕ(0) due to the boundary condition Eq. (3.53) at z = 0
• Eq. (3.55) at z = 0 lets us fix the last variable,
ϕ(0) = 4piσ
K1εzz1 +K2εzz2
= 4piσ
k (ε′1 + ε′2)
.
This yields
εinterface 1a = 12
(
ε′1 + ε′2
)
(3.59)
We can retrieve Hess and Vogl’s[51] case of remote polar phonon modes at the
interface between a non-polar semiconductor and an oxide if we set ε′1 = ε∞S and
ε′2 = εox to Eq. (2.11) with γ = 0.
Effective dielectric function for a thin layer with dielectric εL between two
different dielectrics
For the example in Fig. 3.4b, a thin layer with dielectric ε′L between two different
dielectrics, the same procedure yields
εinterface 1b = ε′L
B −A
(1 +A)(1 +B) (3.60)
with A = ε
′
L − ε′1
ε′L + ε′1
e−KLa, B = ε
′
L + ε′2
ε′L − ε′2
eKLa.
In the examples, we indexed the effective dielectric functions ε′, Eq. (3.50) and the
scaled wave vector K, Eq. (3.47) with the indices 1 and 2 for the left and right side of
the interface and with an “L” for layer in the case where there is a small interface
layer of thickness a (See Fig. 3.4b).
The static limit of Eq. (3.60) is shown as a function of layer thickness in Fig. 3.4c. It
is equal to Eq. (3.59) for zero wave vector k, and goes towards the low-frequency
dielectric function of the layer material, ε′0L as k →∞.
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Figure 3.4: Interface layer with the dielectric function ε′L between two dielectrics with
the dielectric functions ε′1 and ε′2 on the left and right, respectively. (a) Assuming the
interface is infinitely thin. (b) The interface has a finite thickness a. (c) Static interface
dielectric εinterfacek,ω=0 , Eq. (3.60), as a function of wave vector k and layer thickness a. The
example is for a structure as shown in subplot b, at ω = 0, where material 1 is SiO2,
the layer consists of MoS2 of a thickness a=6.145Å, and the “material” 2 is vacuum.
ε′L, ε′1 and ε′2 are all evaluated at ω = 0.
3.2.3 Dielectric response of carriers – screening of polar interface
modes
As we assume that all free carriers are localized in the plane at z = 0, we can use
purely two-dimensional expressions for the dielectric response of the carrier gas.
We derived the expression Eq. (2.33),
εck,ω = ε∞ + χd=2k,ω (3.61)
for the dielectric function of a two-dimensional electron gas surrounded by a
-homogeneous- dielectric medium [46] in section 2.2. Here χd=2k,ω is the susceptibility of
the two-dimensional electron gas in the RPA, and ε∞ is the high frequency dielectric
constant of the background medium. Following Maslov [45] we use Eq. (3.61)
replacing the dielectric constant for the homogeneous surrounding medium with the
dielectric function of our composite structure, εinterface. This yields the total dielectric
function (phonon and plasmon response) of the composite structure
εtotk,ω = εinterfacek,ω + χd=2k,ω = εinterfacek,ω + ε
c,d=2
k,ω − ε∞ (3.62)
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This expression is formally identical to the expression for the total dielectric function
in section 2.3, Eq. (2.83), with εinterface, the dielectric response of a polar composite
structure replacing εph, the dielectric function of a polar bulk material. Hence, the
expression Eq. (3.4) discussed for bulk materials in section 3.1 can be applied to
composite structures:
W 0k,ω =
2νk
~
Im
{
−1
εtotk,ω
}
= 2νk
~
Im
{
−1
εinterfacek,ω + χd=2k,ω
}
(3.63)
As various materials are involved in composite structures, the calculations become
more complex than those for bulk materials. Even when neglecting the dielectric
response of the carriers, the multiple optical modes from different constituents of the
composite structures will couple. To avoid confusion with the coupled collective
phonon-plasmon modes in the simpler bulk case, we will call these coupled optical
modes unscreened interface modes. When we take the carrier response into account,
we obtain screened interface modes. In general, we treat this screening dynamically.
As static screening is a common approximation, we also consider this limit.
3.2.4 Screened interface polar phonon scattering in pseudo-2d vs
truly 2d heterostructures
In this thesis, we only treat carrier scattering with interface polar phonons in strictly
two-dimensional systems. Explicitly, this means that the carriers are confined to
exactly one plane in three-dimensional space. This criterion goes beyond what is
often used to specify as a two-dimensional electron gas (2DEG) in semiconductor
physics [85, 58], where a step-like density of states is essentially the criterion for
two-dimensionality. We will call this type of two-dimensionality “pseudo-2d”, whereas
we call the carriers “truly-2d”, if they are confined to a single plane.
The truly 2d carriers will have delta-functions as wave functions in the direction of
the confinement, whereas the pseudo-2d carriers will extend into the confinement
direction, and have finite transverse wave functions in this direction (which is
perpendicular, or transverse to the direction of transport). We illustrate this for an
n-type MOSFET:
Transverse wave function in an n-MOSFET If we consider an n-MOSFET in
inversion, the substrate is p-doped. Hence, with no gate voltage applied, electrons
would be minority carriers in the substrate. However, applying a gate voltage causes
the bands to bend - eventually strong enough to cause inversion. An n-conducting
region, the channel, will emerge at the oxide-semiconductor interface, see, e.g.,[58].
In order to determine the band banding, a Poisson equation must be solved, where
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Figure 3.5: Schematic sketch of the band bending at a semiconductor-oxide interface in
a MOSFET in the z-direction, the direction of confinement, cf. [85, 58] . A triangular
well approximation to the potential (blue line) is also included.
the charge that determines the potential depends on the potential. The charge
distribution follows from the transverse wave functions, which are the solution of a
Schrödinger equation with the potential determining the Hamiltonian. This
inter-dependency means that the Poisson and Schrödinger equations have to be solved
self-consistently. In practice, the potential is often approximated, for example as a
triangular well like in Fig. 3.5.
The confinement in the z-direction gives rise to so-called subbands. The solution to
the Schrödinger equation in the transverse direction z has discrete eigenvalues En, so
that the energy of a pseudo-2d carrier is
Epx,py ,n = En +
~2(p2x + p2y)
2m∗ (3.64)
This energy dependence has to be taken into account in the calculation of the
dielectric function and the mobility. The presence of subbands also means that not
only intra-subband scattering, but also inter-subband scattering needs to be taken
into account. Moreover, the extension of the wave function also affects the scattering
rate Eq. (3.63), as mentioned at the beginning of section 3.2. Furthermore, if the
confinement region is sizable, the interaction of the pseudo-2d carriers with confined
polar optical modes cannot be neglected [86], see the section on LO-phonon scattering
in appendix E.2.
None of these complications apply for truly-2d carriers. Therefore, we approximate
the carriers in MoS2-monolayers as truly-2d.
Historically, most treatments of interface phonon scattering or “remote phonon
scattering” has been for pseudo-2d structures, mainly MOSFETS. [51, 1, 87, 88, 83]
Only recently has remote phonon scattering in MOSFETs with truly-2d channels
–such as graphene– been treated [89, 90, 91].
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Originally, Hess and Vogl [51] applied remote phonon scattering to the
silicon–silicon oxide interface in a MOSFET. As mentioned briefly in subsection 3.2.2,
this can be described as a limiting case of Eq. (3.59). We will discuss here how Hess
and Vogl’s expressions follow from our expression in subsection 3.2.2 explicitly, but
the procedure is the same for obtaining the long-wavelength, zero-damping limits for
the descriptions of remote phonon scattering in MOSFETs, e.g. [1, 92].
The interface dielectric function for Hess and Vogl’s Si-SiO2-interface is
εHVω =
1
2
[
ε∞Si + ε∞ + ω2TO
ε0 − ε∞
ω2TO − ω2
]
, (3.65)
where the quantities ε∞, ε0, ωTO all refer to the SiO2. This means the natural
oscillation frequency is at
ωHV = ωTO
√
ε∞Si + ε0
ε∞ + ε∞ (3.66)
The scattering strength FHVk follows from Eq. (3.33) as
FHVk =
νk
4 ωHV
ε0 − ε∞
(ε∞Si + ε0)(ε∞Si + ε∞)
= νk4 ωHV
[
1
ε∞Si + ε0
− 1
ε∞Si + ε∞
]
, (3.67)
compare [51, Eq. 2b]. Note the formal similarity between the difference of the two
inverse dielectric function in the Hess and Vogl scattering strength Eq. (3.67) and the
Fröhlich scattering strength Eq. (3.21).3
3.3 Approximate treatment of momentum relaxation for
carrier–phonon-plasmon scattering
Naively, one could expect to be able to treat the momentum relaxation due to a
carrier scattering with a coupled plasmon-phonon mode similar to energy relaxation,
so that the momentum relaxation rate would be described by
1
τp
=
∞∫
−∞
d~ω
∫
k
f0p
f0p−k
(
1 +N0ω
)
δ (Ep−k − Ep + ~ω)W 0k,ω (1− cos θp,p−k) (3.68)
for quasi-elastic scattering processes4 with the scattering rate Eq. (3.4). θp,p−k is the
angle between the vectors p and p− k.
This assumption has two main problems: Firstly, carrier-coupled mode scattering will
3Compare also the expression for the scattering strength of the coupled modes in Fischetti et al.
notation, appendix B.
4This is a textbook expression, e.g.,[3]. We will obtain Eq. (3.68) as a limiting case from our
discussion in chapter 4.
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in general be inelastic. Secondly, momentum relaxation in carrier–carrier scattering
and carrier–LO-phonon scattering are vastly different, but Eq. (3.4) treats the
momentum relaxation through carrier–carrier scattering in them same way as it does
carrier–LO-phonon scattering. We will discuss this point in great detail in chapter 4.
Here, we only try to give some intuitive understanding for the problem. In
carrier–LO-phonon scattering carrier momentum is relaxed (colloquially: lost),
because it is transferred to the LO-phonons, which, in turn, transfer it to other
phonons through anharmonic decay.
In carrier–carrier scattering no momentum is lost, because momentum is only
transferred between carriers and plasmons. The plasmons do not have an anharmonic
decay mechanism like the LO-phonons, and any damping of the plasmons is
Landau-damping, i.e, decay into an quasi-electron and quasi-hole pair, and this decay
mechanism transfers the momentum back to the carrier distribution. The momentum
relaxation rate must thus fulfill 1τp = 0, but it is quite clear that Eq. (3.68) will in
general be nonzero.
Coupled phonon-plasmon modes can decay through both of these scattering
mechanisms. Hence, the momentum relaxation of carriers through these coupled
modes cannot be described by either the carrier–carrier scattering limit or the
carrier–LO-phonon scattering limit. The formalism we develop in this thesis to treat
carrier–coupled mode scattering is presented in chapter 4.
3.3.1 Approximate treatment of carrier-coupled mode scattering by
Fischetti et al. [1]
Here, we review the approximate treatment of carrier–coupled mode scattering by
Fischetti et al. [1]. Their approximation is based on the zero temperature dielectric
function, where the regions in the wave vector–energy plane in which the plasmons
are damped (single pair excitation region or SPER) and undamped, are strictly
divided, cf. subsubsection 2.2.2.2. Hence, when the plasmon is undamped, on the
long-wavelength side of the SPER, the coupled modes only have anharmonic decay
available as a decay mechanism. This makes the momentum relaxation mechanism
the same as for carrier-LO-phonon scattering only. In a quasi-elastic approximation,
the momentum relaxation rate would indeed obey Eq. (3.68).
When the plasmon is damped, inside the SPER, the plasmons are neglected entirely,
and the momentum relaxation rate, in the quasi-elastic approximation, is described
by Eq. (3.68) with the carrier–LO-phonon scattering rate W 0,phω Eq. (3.22). This can
be interpreted as treating the plasmons and the LO-phonons separately, and adding
the carrier–carrier momentum relaxation rate and the carrier–LO-phonon momentum
relaxation rate – the carrier–carrier relaxation rate being zero.
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3.3.2 Approximate treatment of Landau damping at zero
temperature by Fischetti et al. [1]
Fischetti et al. [1] additionally approximate the boundaries of the SPER and the
plasmon dispersion. This is because they applied this treatment to MOSFET
structures with a poly-silicon gate, so that they have a gate plasmon and a substrate
plasmon, and therefore a gate-SPER and a substrate SPER. Their approximate
treatment of “Landau damping at T = 0”5 simplifies the computation of the
momentum relaxation time. In our case, where only one SPER is present, this
additional approximation is not strictly necessary, but we still present it, because it
has merit in yielding the simplest possible expressions for the momentum relaxation
time due to carrier–coupled mode scattering. We will investigate its validity carefully
later on in this work, see chapter 5.
In their approximation of Landau damping, Fischetti et al. [1] treat the plasma modes
as damped out entirely as soon as they hit the single pair excitation regime in the
degenerate limit, see Fig. 3.6a. Figure 3.6a sketches the situation with only the
plasma mode present: The plasmon has constant frequency and is undamped on the
long-wavelength side of the single pair excitation limit, and damped out entirely on
the short-wavelength side of it.
Applied to the case of coupled carrier–LO-phonon modes in bulk semiconductors,
Fischetti et al. [1]’s method only uses the coupled modes for wave vectors shorter
than the wave vector where the plasmon-like mode enters the single pair excitation
regime. The plasmon-like mode, with the frequency ωc at k = 0, is defined by
ωc =
ω+ S+ ≤ S−ω− S− < S+ . (3.69)
To determine which of the two modes ω± is more plasmon-like or phonon-like,
Fischetti et al. use Varga’s “phonon content” [30, 36] S±, which is discussed in
section B.1. In the case of only two coupled modes in the 3d case, the plasmon like
mode is the lower mode if n < nC and the upper mode if n > nc. (See Fig. 3.3). This
makes the wave vector where ωc enters the single pair excitation region
kc = kF
(√
~ωc
EF
+ 1− 1
)
. (3.70)
For k > kc, only the LO-phonon mode is considered. This means that the
plasmon-like mode disappears when it reaches the single pair excitation regime. The
5 This approach is called an approximate treatment of “Landau damping” by the authors of [1].
The reader should not be confused by the fact that Landau damping [2] is indeed the classical limit of
the process that is described here in its “extreme quantum limit” [1]. This is explained in great detail
in Appendix A.
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Figure 3.6: Model dispersion in GaAs for n = 5× 1017cm−3 as suggested by Fischetti
et al. [1]. (a) Plasma frequency as a function of wave vector: A constant frequency
plasma excitation is Landau-damped out as soon as it would have to cross the border
into the single pair excitation limit. (b) Coupled plasmon-LO-phonon mode frequency
as a function of wave vector: The plasmon like mode, Eq. (3.60)(thick solid line) is
damped out as soon as it enters the single pair excitation region, at k = kc, Eq. (3.70).
The phonon like mode (open squares) jumps from ω+ to ωLO at k = kc.
Momentum relaxation in doped polar
semiconductors
61 Anna Miriam Hauber
3. Carrier scattering by coupled polar
phonon and plasmon modes
3.3 Approximate treatment of momentum
relaxation for carrier–phonon-plasmon
scattering
frequency of the phonon-like mode jumps from ω± to ωLO at k = kc (Fig. 5.2). The
scattering strengths for the Fischetti approximation F±Fischetti consequently jump from
the long-wavelength expression Eq. (3.34) to the Fröhlich expression Eq. (3.21) at
k = kc.
F±k,F ischetti =

F± k ≤ kc
F u k > kc and ω± 6= ωc
0 elsewhere
(3.71)
The scattering strengths F±k,F ischetti will then be substituted in the scattering rate
Eq. (3.32), and finally into Eq. (3.68). The approximate dispersion of the coupled
modes is plotted for GaAs at n = 5× 1017cm−3 in Fig. 3.6b. The parameters used are
in table 2.4.
Approximate treatment of Landau damping at zero temperature by
Fischetti et al. [1] in more complex structures
The approximation due to Fischetti et al. [1] discussed in subsection 3.3.1 can be
applied directly to more complicated structures, say the two-dimensional
semiconductors described in section 3.2, or bulk semiconductors with several optical
phonon modes. However, the additional approximate treatment of T = 0 Landau
damping from subsection 3.3.2 will not be applicable, because there will generally be
more than two coupled modes, and the phonon content of these modes will not be
defined any more.
In this thesis, we will only discuss Fischetti et al.’s approximate momentum relaxation
for bulk GaAs, see section 5.2.1.
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Coupled carrier–collective mode
Boltzmann equations
This chapter is the main part of this thesis. Here, we develop our model for the
momentum relaxation due carrier–coupled collective mode scattering in polar
semiconductors. The treatment here is formulated to apply to bulk polar
semiconductors and polar semiconductor heterostructures equally. The only difference
is that the corrsponding two- or three-dimensional scattering rates, dielctric functions
and integrals need to be substituted. Morover, even though the examples which will
be discussed in latter chapters of this thesis are all semiconductors with spherical
parabolic bands, we formulate the equations in this chapter for semiconductors with
parabolic bands which do not necessarily have to be spherical. We do this to stress
the point that pure carrier–carrier scattering in semiconductors within parabolic
bands does not contribute to the momentum relaxation rate.
We present coupled linearized Boltzmann equations, for the carriers and for the
collective modes. The crucial terms in the Boltzmann equation are due to the
non-equilbrium contribution to the distribution function of the collective modes,
caused by their interaction with equilibrium carriers on the one hand (“drag term”)
and due to anharmonic decay on the other hand. In the limiting case of
carrier–plasmon scattering, there is no anharmonic decay, so that the momentum
transfer between the plasmon and carriers compensates each other. The “plasmon
drag” is just such that the total transferred momentum equals zero. In the limiting
case of carrier–LO-phonon scattering, the anharmonic decay dominates so strongly
that the LO-phonon distribution function can be considered pinned at the equilibrium
value. This means that the phonon drag term vanishes, and thus the total transferred
momentum is nonvanishing. In the general case of carrier–coupled mode scattering,
the coupled-mode drag term will vary between these two extremes, depending of wave
vector and frequency.
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4.1 Linearized Boltzmann equations for the weak
field limit
Describing the momentum relaxation accurately involves iterating the coupled
Boltzmann equations to self-consistency. We also discuss the relaxation time solution
(RTA) to the coupled Boltzmann equations.
The coupled Boltzmann equations for carriers and phonons can be found in many
textbooks. We follow the description by Peierls [49, chapter 6], using the notation
in [22, chapter 5].1 However, we apply Peierl’s phonon Boltzmann equation to all
collective modes of the coupled phonon-plasmon system.
Our model incorporates three distinct effects: Firstly, the carriers and the collective
excitations interact with each other. Secondly, the carriers are accelerated by an
external electric field. Thirdly, the collective excitations can decay. The decay will be
different for phonons, plasmons and coupled phonon-plasmon excitations.
We find the mobility of the carriers by solving the coupled Boltzmann equations
self-consistently for both the distribution function fp of a carrier of wave vector p and
the distribution function Nk,ω of a collective mode of wave vector k and frequency ω.
We do this in the weak field approximation.
4.1 Linearized Boltzmann equations for the weak field
limit
The issue in solving the coupled Boltzmann equations is that both the distribution
functions Nk,ω and fp and the scattering rate Wk,ω are unknown. All we have are
their equilibrium values. In the case where the field is small enough to drive the
system only slightly out of equilibrium, we can linearize the Boltzmann equations
around the equilibrium expressions. This gives us equations featuring the familiar
equilibrium values N0k,ω, f0p and W 0k,ω, which we subsequently solve for the small
deviations g and G of the distributions from their equilibrium values. All first order
terms will be denoted by the superscript 1, and all equilibrium, or zeroth order terms
by the superscript 0.
We use Peierls’s notation [49] for the linearized distribution functions:
f1p = f0Ep − gp
∂f0Ep
∂Ep
= f0Ep + f
0
Ep
(
1− f0Ep
)
βgp (4.1)
and
N1k,σ = N0ωσ
k
−Gk,ωσ
k
∂N0ωσ
k
∂~ωσk
= N0ωσ
k
+N0ωσ
k
(
1 +N0ωσ
k
)
βGk,ωσ
k
, (4.2)
where we assume that βGk,ωσ
k
 N0ωσ
k
and βgp  f0Ep . ~ωσk is the energy of a mode
1The description in [22] is more pedagogical, whereas the one in [49] has fewer typographical errors.
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(k, σ), Ep is the kinetic energy of a carrier with wave vector p, and β = 1kBT is the
inverse of the temperature T times the Boltzmann constant kB. N0ω is the equilibrium
distribution function of the collective mode, the Bose-Einstein distribution function
first introduced in Eq. (3.3). f0E is the equilibrium distribution function of the
carriers, the Fermi-Dirac distribution function, first introduced in Eq. (2.23)
4.2 Collective mode Boltzmann equation
The stationary Boltzmann equation for the collective excitations requires that the
change of the distribution Nk,σ due to collisions with carriers is balanced by the decay
due to anharmonic coupling.(
∂Nk,σ
∂t
)
coll
+
(
∂Nk,σ
∂t
)
decay
= 0 (4.3)
The collective mode index is |σ| ∈ {1, . . .Σ}, where Σ is the number of discrete modes.
We assume that the rate of decay of the collective mode (k, σ) due to anharmonic
processes is proportional to the deviation ∆Nk,σ of the distribution function from its
equilibrium value. We will allow the constant of proportionality, the relaxation time
τk,σ to depend on (k, σ). We will specify its exact form of τk,σ in subsection 4.2.2.(
∂Nk,σ
∂t
)
decay
= −∆Nk,σ
τk,σ
(4.4)
We make this relaxation time approximation for the collective modes to account for
their anharmonic decay in a simple model. 2 As we will discuss shortly, we will
express this relaxation time in terms of dielectric functions, which, in turn, accounts
for anharmonic damping phenomenologically. This collective mode RTA must not be
mistaken with the RTA for the carriers. While we always employ the RTA for the
anharmonic decay rate of collective modes throughout this thesis, we do not, in
general, make use of the RTA for the carriers.
To first order, the deviation of the distribution function of the collective excitation
from its equilibrium value is ∆Nk,σ = N0k,σ
(
1 +N0k,σ
)
βGk,ωσ
k
, so that
(
∂Nk,σ
∂t
)1
decay
= −
N0k,σ
(
1 +N0k,σ
)
βGk,ωσ
k
τk,σ
. (4.5)
As we discuss in appendix C.1, the collisional integral for the collective mode σ to
2The alternative would be to account for the interaction of these collective modes with different
collective modes (cf. three-phonon processes in thermal transport) explicitly and to formulate another
Boltzmann equation for these other collective modes. This would lead too far afield for this thesis.
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first order is
(
∂Nk,σ
∂t
)1
coll
= 2
∫
p
2piF σk δ(Ep+k − Ep − ~ωσk)
(
f0Ep − f0Ep+k
)
βN0k,σ
(
N0k,σ + 1
)
×
(
gp+k − gp −Gk,ωσ
k
)
. (4.6)
(See, e.g., Peierls [49],[22]). The factor 2 accounts for the spin degeneracy. The
symbol
∫
p
signifies a d-dimensional integration over all carrier states p. We show how
this is parametrized in practice for two and three dimensional semiconductors in
appendix C.3. The scattering strength F σk of a discrete mode with index σ and wave
vector k has been discussed in chapter 3. We also assume that F σk only depends on
the transferred wave vector k, and not on the initial and final wave vectors p and
p+ k. The validity of this assumption will be discussed in chapter 5.
4.2.1 Solution to collective mode Boltzmann equation
We now solve the collective mode Boltzmann equation Eq. (4.3) in its linearized form
for the non-equilibrium distribution Gk,ωσ
k
,
Gk,ωσ
k
=
4piF σk
∫
p
δ(Ep+k − Ep − ~ωσk)(f0Ep − f0Ep+k) (gp+k − gp)
1
τk,σ
+ 2F
σ
k
νk
Im
(
εck,ωσ
k
) (4.7)
We simplified the second term in the denominator of Eq. (4.7) by using Eq. (2.41),
the definition of the imaginary part of the carrier dielectric function Im
(
εck,ω
)
in the
random phase approximation (RPA), cf. section 2.2, [22, chapter 3].
We interpret the second term in the denominator of Gk,ωσ
k
, Eq. (4.7),
1
τ coupled−ck,σ
= 2F
σ
k
νk
Im
(
εck,ωσ
k
)
(4.8)
as the inverse of the lifetime τ coupled−ck,σ of the coupled mode (k, σ) due to interaction
with the carriers (marked c in the superscript). This lifetime can be understood from
the decay of the coupled modes into pairs of quasi-electrons and quasi-holes in the
carrier gas in the conduction or valence band.
4.2.2 Anharmonic decay of the coupled modes
Let us now consider the first term in the denominator of Gk,ωσ
k
, Eq. (4.7), the inverse
of the lifetime τk,σ of the coupled excitation due to anharmonic damping of the
coupled modes. If we assume that the plasma excitations have no anharmonic decay
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channel, the anharmonic decay of the coupled plasmon-phonon modes is solely due to
the anharmonic decay of the phonons. We stress this by adding superscripts to this
effect to τ : τk,σ = τ coupled−phk,σ .
The imaginary part of the dielectric function is a measure for the dissipation rate of
energy when an external electric field is applied to a dielectric. Eq. (4.8) shows
explicitly that this holds for τ coupled−ck,σ . We construct τ
coupled−ph
k,σ , the lifetime of a
coupled mode due to decay into phonons, such that it depends on the imaginary part
of the dielectric function of the optical phonons, Im
(
εphk,ωσ
k
)
, in the same way,
τ coupled−phk,σ
τ coupled−ck,σ
=
Im
(
εck,ωσ
k
)
Im
(
εphk,ωσ
k
) , (4.9)
This means that the contribution to the lifetime of a coupled mode due to decay into
phonons obeys
1
τ coupled−phk,σ
= 2F
σ
k
νk
Im
(
εphωσ
k
)
. (4.10)
The imaginary part of the phonon dielectric function, Im
(
εphω
)
is shown for bulk
GaAs in the long-wavelength limit in Figure 1.3.
In the limit where the collective modes are just LO-phonons, F σk will be replaced by
the Fröhlich scattering strength Eq. (3.21), and the lifetime of the LO-phonon mode
can be written as 1
τph−phLO
= γ
(
1− ε∞
ε0
)2(
1− ε∞
ε0
)2+ γ2
ω2
LO
. Typically γωLO ≈ 0.01, and 1− ε
∞
ε0 ≈ 0.1,
cf. Table 2.2, so that 1
τph−phLO
≈ γ, i.e., the lifetime of the LO-phonons due to
anharmonic decay is roughly equal to the phenomenological damping rate parameter
in Eq. (2.11).
The total lifetime of the coupled modes can be calculated from Eq. (4.10) and
Eq. (4.8) and consequently equals
1
τ coupledk,σ
= 2F
σ
k
νk
Im
(
εtotk,ωσ
k
)
, (4.11)
where Im
(
εtotk,ωσ
k
)
is the imaginary part of the total dielectric function. This finally
gives us the expression for the “coupled mode drag term” G,
Gk,ωσ
k
= 2piνk
Im
(
εtotk,ωσ
k
) ∫
p
δ (Ep+k − Ep − ~ωσk)
(
f0Ep − f0Ep+k
)
(gp+k − gp) (4.12)
Note that the scattering strength F σk cancels in G. This is the only term which
depends explicitly on σ, and we will describe G through its dependence on frequency
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directly from now on:
Gk,ω =
2piνk
Im
(
εtotk,ω
) ∫
p
δ (Ep+k − Ep − ~ω)
(
f0Ep − f0Ep+k
)
(gp+k − gp) (4.13)
G is called the drag term, because the coupled modes are dragged out of equilibrium
due their interaction with the carriers. This will be discussed more in subsection 4.4.3.
4.3 Carrier Boltzmann equation
As we are interested in a stationary, homogeneous solution to the carrier Boltzmann
equation, only the field term and the collision term are non-vanishing. Hence, the
Boltzmann equation for the carriers states that the change of the distribution fp of
carriers of wave vector p due to the electric field is balanced by its change due to
collisions with collective excitations.(
∂fp
∂t
)
field
=
(
∂fp
∂t
)
coll
(4.14)
The field term (
∂fp
∂t
)
field
= ∂f
∂p
· dpdt (4.15)
can be expressed in terms of the force eE caused by the external electric field E [93,
appendix E]. As the external force driving the distribution function out of equilibrium
is already of first order, the field term can only be of first order if the gradient of the
carrier distribution function is of zeroth order. Hence, to first order the field term is
(
∂fp
∂p
· eE
~
)1
=
∂f0Ep
∂p
· eE
~
= −βf0E
(
1− f0E
)
vp · eE (4.16)
where vp = 1~
∂Ep
∂p is the group velocity.
Peierls’s carrier collision term in the Boltzmann equation [49] is
(
∂fp
∂t
)1
coll
= 2pi
∫
k
∑
σ
F σk δ (Ep+k − Ep − ~ωσk) f0Ep+k
(
1− f0Ep
)
β
(
N0k,σ + 1
)
×
(
gp+k − gp −Gk,ωσ
k
)
(4.17)
to first order in our notation. We demonstrate this in detail in appendix C.1. Note
that the integrand on the r.h.s. of Eq. (4.17) is identical to the integrand on the r.h.s.
of Eq. (4.6) for the rate of change of the collective mode distribution function. We use
Peierl’s short convention [49], where negative values of σ mean a negative transferred
energy ~ωk,−|σ| = −~|ωk,|σ||.
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4.3.1 Broadening and continuous modes
As we take damping of the modes into account, the modes will, in general, be
broadened. This means that energy-conservation is smeared out as discussed in
section 3.1. We can take this into account by including the function Dσk,ω and an
integral over wave vector.
(
∂fp
∂t
)1
coll
= 2pi
~
∫∫
k ~ω
∑
σ
F σkD
σ
k,ωδ (Ep+k − Ep − ~ω) f0Ep+k
(
1− f0Ep
)
β
(
N0k,σ + 1
)
×
(
gp+k − gp −Gk,ωσ
k
)
(4.18)
In this sense, Dσk,ω is the density of states of the collective excitation of wave vector k.
Employing Eq. (3.30), we can write the collision term as
(
∂fp
∂t
)1
coll
=
∫∫
k ~ω
W 0k,ωδ (Ep+k − Ep − ~ω) f0Ep+k
(
1− f0Ep
)
β
(
N0ω + 1
)
× (gp+k − gp −Gk,ω) (4.19)
This gives the scattering rate due to collisions in the usual form, except that the
summation over discrete modes at each wave vector k is replaced by an integral over
mode energy ~ω.
Our non-equilibrium Boltzmann equations do not contain a non-equilibrium
scattering-rate term, because if it was combined with the first order distribution
functions, the whole term would be second order, and if it was combined with the
equilibrium distribution function, they fulfill an equation of detailed balance and the
collision term would cancel.
4.4 Solution of coupled Boltzmann equations
We can now solve the coupled carrier Boltzmann equation and collective mode
Boltzmann equation in first order for the non-equilibrium distribution functions g and
G. With the first order field term Eq. (4.16) and collision term Eq. (4.19) we get the
first order Boltzmann equation for the carriers
−vp · eE =
∫∫
k ~ω
W 0k,ωδ (Ep+k − Ep − ~ω)
f0Ep+k
f0Ep
(
N0ω + 1
)
(gp+k − gp −Gk,ω) (4.20)
where Gk,ω is determined from Eq. (4.13), which is also a function of the
non-equilibrium carrier distribution functions g. Note that Eq. (4.20) is not defined
for all p as the temperature goes to zero and the Fermi-Dirac distribution in the
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denominator becomes zero for Ep > EF . Consequently, for Ep > EF ,
f0Ep+k
f0Ep
(
N0ω + 1
)
has to be replaced with
1−f0Ep+k
1−f0Ep
N0ω which holds because the equilibrium distribution
functions fulfill the equations of detailed balance Eq. (C.3).
4.4.1 Iterative solution
We find the solution of the coupled Boltzmann equations by solving Eq. (4.20) for g
and iterating the resulting equation to self-consistency:
vp · eE
gn+1p
=
∫∫
k ~ω
W 0k,ωδ (Ep+k − Ep − ~ω)
f0Ep+k
f0Ep
(
N0ω + 1
)(
1− g
n
p+k
gnp
+
Gnk,ω
gnp
)
(4.21)
Here, the n in gn stands for the nth step in the iteration process. Gn means that G
was calculated with g = gn in Eq. (4.13). As the g and G depend on the magnitude of
the applied field, one usually introduces “lifetimes”
τp =
gp
vp · eE , (4.22)
which only depends on the direction of the field. We also define a corresponding
lifetime
Tk,ω =
Gk,ω
vk · eE (4.23)
for the non-equilibrium collective mode. The remaining equation can be expressed as
a function of τp only, and can be solved iteratively for the latter:
1
τn+1p
=
∫∫
k ~ω
W 0k,ωδ (Ep+k − Ep − ~ω)
f0Ep+k
f0Ep
(
N0ω + 1
) [
1− τ
n
p+k
τnp
vp+k ·E
vp ·E +
Tk,ω(τnp )vk ·E
τnp vp ·E
]
(4.24)
The self-consistent momentum relaxation time, τp = lim
n→∞ τ
n
p fulfills the equation
1
τp
=
∫∫
k ~ω
W 0k,ωδ (Ep+k − Ep − ~ω)
f0Ep+k
f0Ep
(
N0ω + 1
) [
1− τp+k
τp
vp+k ·E
vp ·E +
Tk,ω(τp)vk ·E
τp vp ·E
]
(4.25)
with
Tk,ω =
2piνk
Im
(
εtotk,ω
) ∫
q
δ (Eq+k − Eq − ~ω)
(
f0Eq − f0Eq+k
) [τq+kvq+k − τqvq] ·E
vp ·E . (4.26)
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In chapter 5 and chapter 6, we will evaluate the equation for semiconductors with
spherical parabolic conduction bands. This lets us simplify the expression for τp
significantly. For details on the evaluation of these and all following integrals for
spherical parabolic bands, refer to appendix C.3 and C.4.
4.4.2 Initial step and the relaxation time approximation
The iteration processes converges the faster the better the initial step is. We use an
approximate solution to the coupled Boltzmann equation as an initial “guess”.
For this, we assume a parabolic band structure
Ep =
~2
2 p ·M
−1 · p (4.27)
where M is the constant effective mass tensor. This means that the group velocity is
vp = ~p ·M−1 (4.28)
Let us furthermore set τ0p = τ0, a constant, for the initial step to the coupled mode
solution Eq. (4.13). As this means that g0p+k − g0p = g0k, we find
G0k,ω = g0k
Im
(
εck,ω
)
Im
(
εtotk,ω
) or T 0k,ω = τ0Im
(
εck,ω
)
Im
(
εtotk,ω
) . (4.29)
The superscripts “0” on τ , g, G and T mark the initial step n = 0 in the iteration
process. Substituting Eq. (4.29) into Eq. (4.24) yields
1
τ1p
=
∫∫
k ~ω
W 0k,ω
Im
(
εphk,ω
)
Im
(
εtotk,ω
)δ (Ep+k − Ep − ~ω) f0Ep+k
f0Ep
(
N0ω + 1
) [
1− (p+ k) ·M
−1 ·E
p ·M−1 ·E
]
(4.30)
for the first step in the iteration. This expression takes the form of the relaxation
time approximation, and τ1p can be referred to as the relaxation time solution to the
coupled Boltzmann equation. It is important to understand that our fully
self-consistent solution to Eq. (4.24) goes beyond the relaxation time approximation.
The non-relaxation time τp from Eq. (4.22) are sometimes called “effective
momentum relaxation times” [26] to stress this point. We will demonstrate the
difference between the fully self-consistent effective momentum relaxation time and
the momentum relaxation time in section 5.3 and in section 6.4.
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Quasi-elastic approximation It is clear that the square bracket in Eq. (4.30) can
become negative for certain p, k and ω. If these negative values have enough weight,
τ1p itself can become negative, which is non-physical. If one makes the approximation
of quasi-elastic scattering |p+k| ≈ p in the square bracket in Eq. (4.30), however little
this might be justified physically, this problem is circumvented, see appendix C.3.
1
τ1p
=
∫∫
k ~ω
W 0k,ω
Im
(
εphk,ω
)
Im
(
εtotk,ω
)δ (Ep+k − Ep − ~ω) f0Ep+k
f0Ep
(
N0ω + 1
)1− k+p|k+p| ·M−1 ·Ep
p ·M−1 ·E

(4.31)
In all calculations of the relaxation time τ1p in the results of chapter 5 and chapter 6,
we use the quasi-elastic approximation Eq. (4.31).
4.4.3 Phonon dissipation weight factor
The scattering rate W 0k,ω in Eq. (4.30) and Eq. (4.31) is multiplied by the scalar factor
Ck,ω =
Im
(
εphk,ω
)
Im
(
εtotk,ω
) , (4.32)
which we will call the phonon dissipation weight factor. In a non-polar material,
carrier–coupled mode scattering reduces to carrier–plasmon scattering. This solution
has Ck,ω ≡ 0, giving an infinite relaxation time. We discuss this limit in detail in
subsubsection 4.4.4.1. In an undoped semiconductor with low intrinsic carrier
concentration, Landau damping is weak compared to the anharmonic decay rate of
the optical phonon, the drag term G vanishes, and only the carrier–LO-phonon
scattering need be considered. This solution has Ck,ω ≡ 1, reducing Eq. (4.30) to the
usual expression for the relaxation time for carrier–phonon scattering (Discussed in
subsubsection 4.4.4.3).
We call Ck,ω the phonon dissipation weight factor, because it equals one when the
coupled excitations decay infinitely fast, as in the usual approximate treatment of
carrier–phonon scattering [94] and zero when the coupled excitations are infinitely
long-lived, as in the approximate treatment of carrier–carrier scattering [25]. In
general, the intermediate decay rate of the coupled excitations at given wave vectors
and frequencies will result in
0 ≤ Ck,ω ≤ 1. (4.33)
This mapping of the decay mechanism onto a scale between 0 and 1 makes the
phonon dissipation factor Ck,ω useful for developing an intuition for the character of
the coupled modes. Moreover, Ck,ω can be evaluated analytically within the
temperature dependent RPA.
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We also define an effective scattering rate
W 0,effk,ω = Ck,ωW
0
k,ω, (4.34)
which will be illustrated in section 5.1. Through the phonon dissipation weight factor,
the effective scattering rate reflects not only how strongly a coupled mode scatters
carriers, but also how long-lived it is. Therefore, it is a better measure of momentum
relaxation than the scattering rate alone.
4.4.4 Solution of the coupled Boltzmann equation in limiting cases
As our approach treats LO-phonons and plasmons on an equal footing, it contains
carrier–carrier scattering and carrier–LO-phonon scattering as limiting cases. In this
section, we discuss these limiting cases in some detail.
4.4.4.1 Infinite mobility in the absence of anharmonic decay
In the absence of an external field, and if the collective excitations are infinitely
long-lived, any set of g and G satisfying
gp+k − gp −Gk,ω = 0 (4.35)
are a solution to the coupled system of Boltzmann equations Eq. (4.20) and
Eq. (4.12).
Peierls discusses different sets of g and G which fulfill the above in [49]. With
constant relaxation times Eq. (4.22) and Eq. (4.23)
τp+k ≡ τp ≡ Tk,ω ≡ τ, (4.36)
Eq. (4.35) becomes
vp+k − vp − vk = 0 (4.37)
for any field direction. If the band structure is parabolic Eq. (4.27) the group velocity
Eq. (4.28) fulfills Eq. (4.37). The reason Eq. (4.35) is fulfilled for a parabolic
bandstructure is the conservation of quasi-momentum. In particular, it is important
that no Umklapp processes occur, i.e., no momentum is transferred to the lattice:
p′ = p+ k (4.38)
If all wave vectors need to be small compared to the dimensions of the Brillouin zone,
the absence of Umklapp processes is a reasonable assumption.
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This solution allows an electric current to flow without an applied external field,
which means infinite carrier mobility. Equivalently, one can see that the momentum
relaxation time has to be infinite directly by substituting the phonon dissipation
weight factor Ck,ω ≡ 0 into Eq. (4.30).
This shows that in materials with a parabolic band structure, any relaxation time
solution to the coupled first order Boltzmann equation yields infinite mobility as long
as the collective excitations are infinitely long-lived.
Drag term The solution to Eq. (4.35) requires that
Gk = gk = eτvk ·E, (4.39)
that is, the collective excitations are dragged out of equilibrium by their interaction
with the carriers. When the collective excitations are phonons, this term is known to
contribute to the lattice thermal conductivity [25], and the Seebeck coefficient [50] ,
and is referred to as “phonon drag”. We will discuss the drag term in more detail in
the following section.
4.4.4.2 Carrier-carrier scattering vs carrier–plasmon scattering
When the collective modes are infinitely long-lived, i.e, τk,ω →∞, G (Eq. (4.3)) is
determined by carrier quantities alone:
Gk,ω =
∫
p
δ (Ep+k − Ep − ~ω)
(
f0Ep − f0Ep+k
)
(gp+k − gp)∫
p
δ (Ep+k − Ep − ~ω)
(
f0Ep − f0Ep+k
) (4.40)
and we see that Gk,ω = gk if gp+k − gp = gk, i.e., in a parabolic band without
Umklapp processes, as discussed above. See Eq. (4.39).
Substituting G into the carrier–plasmon collision term to first order, Eq. (4.19) yields
the first order carrier–carrier collision term (see [49, chapter 6.5], [48, appendix]). We
demonstrate this explicitly in appendix C.2. This shows that our description of
carrier–plasmon scattering with two coupled Boltzmann equations, one for the
carriers and one for the bosonic plasmons, and the description with one Boltzmann
equation for carrier–carrier scattering [49, chapter 6.5] are equivalent.
4.4.4.3 Carrier–phonon scattering
Carrier–phonon scattering is the other limit of our approach. Here, it is commonly
and often implicitly assumed that G = 0, i.e., that the phonon distribution is the
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Bose-Einstein distribution function. The physics behind this is that the phonons are
taken to equilibrate, through phonon–phonon interaction, on a faster time-scale than
through carrier–phonon interactions.
We will illustrate this in the relaxation time approximation with parabolic bands.
Eq. (4.29) states the momentum relaxation time for the phonons, T is much smaller
than the momentum relaxation time for the carriers τ ,
T 0k,ω = τ0
Im
(
εck,ω
)
Im
(
εtotk,ω
)  τ0 or Gk,ω  gk (4.41)
if Im
(
εck,ω
)
 Im
(
εphk,ω
)
As we have assumed that Im
(
εck,ω
)
Im
(
εph
k,ω
) determines the ratio of
the lifetime of phonon modes due to anharmonic decay compared to decay into
electron-hole pairs, Eq. (4.9), this is the same as saying the phonon modes equilibrate
too fast due to interaction with other phonons to contribute to phonon drag.
The momentum relaxation time solution for carrier–phonon scattering, in the
quasi-elastic limit, and in parabolic bands, becomes
1
τ1p
=
∫∫
k ~ω
W 0ωδ (Ep+k − Ep − ~ω)
f0Ep+k
f0Ep
(
N0ω + 1
)1− k+p|k+p| ·M−1 ·Ep
p ·M−1 ·E
 (4.42)
We give this expression explicitly, because it is often used for the electron-phonon
momentum relaxation time, often with the additional assumption of spherical bands.
The scattering rate for carrier–LO-phonon scattering Eq. (3.22) has been discussed
already in section 3.1.
For the fully self-consistent carrier–phonon effective momentum relaxation rate,
Eq. (4.41) means setting Gk,ω ≡ 0 in Eq. (4.20) or Tk,ω ≡ 0 in Eq. (4.24), yielding the
expression used in the literature.[94, 95, 96]
1
τn+1p
=
∫∫
k ~ω
W 0k,ωδ (Ep+k − Ep − ~ω)
f0Ep+k
f0Ep
(
N0ω + 1
) [
1− τ
n
p+k
τnp
vp+k ·E
vp ·E
]
(4.43)
We will discuss the differences between the effective momentum relaxation rate for
carrier–LO-phonon scattering and that for carrier–coupled mode scattering in
chapter 5 and chapter 6.
Momentum relaxation in doped polar
semiconductors
75 Anna Miriam Hauber
Chapter 5
Coupled collective mode
scattering in bulk polar
semiconductors
The formalism developed in chapter 4 is applicable to polar semiconductors in
general. The level of approximation manifests itself in the expressions used for the
dielectric functions. In principle, one could use expressions for the carrier and lattice
dielectric functions extracted from electron and phonon band structure calculations.
In practice, we expect our assumptions to work best, and to be most consistent with
each other, for screened electron–LO-phonon scattering in semiconductors with a
parabolic conduction band: We consider n-type semiconductors, because conduction
bands are usually better described with parabolic approximations than valence
bands [3]. We take the doping concentrations to be low enough that higher bands are
not significantly occupied and that the conduction band can be described as
parabolic. Consequently, we can use model carrier dielectric functions for parabolic
bands [41, 59]. Moreover, the wave vectors at the bottom of the conduction band
relevant for intra-valley scattering will be small on the scale of the Brillouin zone, so
that the assumption that the scattering rate only depends on the transferred wave
vector and not the initial or final wave vector should be good. This also justifies the
use of the long wavelength limit of the lattice dielectric function. All these
approximations are common for the calculations of electron–LO-phonon scattering in
bulk semiconductors, see, e.g., [94]. Our phenomenological account of the lifetime of
the coupled plasmon–LO-phonon modes is new, but nontheless consistent with
previous treatments of electron–LO-phonon scattering and electron-electron scattering
in the appropriate limits (See appendix 5.2 and [47, 48, 97, 94]).
In section 5.1 we illustrate coupled collective mode scattering in GaAs with the help
of carrier-coupled mode scattering rates. In section 5.2, we connect back to important
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limiting cases of coupled collective mode scattering, which were discussed in
Appendix B. In section 5.3, we discuss the effect of carrier collective mode scattering
on the effective momentum relaxation times and carrier mobilities in GaAs. In
section 5.4, we explore how the screened LO-phonon limited mobility depends on
material parameters, by calculating mobilities for a selection of polar semiconductors.
5.1 Scattering rate, effective scattering rate and the
phonon dissipation weight factor
5.1.1 Phonon dissipation weight
The phonon dissipation weight factor Eq. (4.32) (See Fig. 5.1(b) at zero and (e) at
room temperature) introduced in subsection 4.4.3, which provides a measure of the
decay mechanism of the coupled modes, can be evaluated analytically with the carrier
dielectric function discussed in section 2.2 and the lattice dielectric function
Eq. (2.11). Using the analytic expression Eq. (2.59), we find the phonon dissipation
weight factor
CK,Ω =
{
1+
2
[(
Ω2TO − Ω2
)2 + Ω2Γ2]
EFβkFa∗0
(
Ω2LO − Ω2TO
)
ΓΩK3 ln
[
1 + eβµ˜−.5EF β(Ω/K−K)2
1 + eβµ˜−.5EF β(Ω/K+K)2
]}−1
(5.1)
where the capital letters all stand for dimensionless quantities, defined by the same
lower case letter scaled by the Fermi wave vector or energy, cf. Eq. (2.43). a∗0 = ε
∞~2
m∗e2
is the effective Bohr radius with the effective mass m∗. Note that the phonon
dissipation factor only makes sense when the damping of the optical phonons is finite,
i.e., Γ > 0.
In the zero temperature limit, Im(εc) vanishes outside the single-pair excitation
region (See the discussion in section 2.2). Consequently, CT=0k,ω = 1 everywhere except
the single pair excitation region, see Fig. 5.1b. As the imaginary part of the carrier
dielectric function is antisymmetric in K, CK,Ω → 1 as K → 0, see Fig. 5.1(b) and (e).
This ensures that our effective scattering rate (Fig. 5.1c and f), and the scattering
rate (Fig. 5.1a and d) have the same long-wavelength behavior.
5.1.2 Effective scattering rate
The effective scattering rate Eq. (4.34) governs the momentum relaxation time τ1p
from Eq. (4.30). As plotted in Fig. 5.1c for T = 0 and (f) for T = 300K, the effective
scattering rate is the product of the scattering rate (Fig. 5.1a) and the phonon
dissipation weight factor (Fig. 5.1b). Consequently, the phonon dissipation weight
factor, which is small throughout the single pair excitation regime (except for
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Figure 5.1: (a) and (d) Im
(
− ε∞
εtot
k,ω
)
∝ W 0k,ω/νk, the scattering rate
Eq. (3.4), (b) and (e) phonon dissipation weight factor Ck,ω, Eq. (4.32), and
(c) and (f) Ck,ωIm
(
− ε∞
εtot
k,ω
)
∝W 0,effk,ω /νk effective scattering rate Eq. (4.34) as a func-
tion of wave vector k and energy E = ~ω, for GaAs at n = 5 × 1017cm−3. The
temperature is T = 0K (a-c) and T = 300K (d-f)
frequencies close to ωTO) suppresses the large, dispersive features seen in the single
pair excitation region in Fig. 5.1(a) and (d). As we can see in Fig. 2.9(a) and (d), this
blurred feature is characteristic of electron-plasmon scattering. We can ascribe it to
Landau damping in the classical picture [2], or to the excitation of single pairs of
quasi-electrons and holes in the Fermi sea in the quantum mechanical picture [32, 63]
(See appendix A). Crucially for our purpose, these features characterize scattering of
the carriers amongst themselves, which does not contribute to momentum relaxation.
Consequently, the effective scattering rate is only, if at all, significant close to the
zeros of the real part of the dielectric function (Fig. 5.1(c) and (f)).
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5.2 Treatment of carrier–coupled mode scattering in
limiting cases
5.2.1 Recovery of descriptions in the literature as limiting cases of
our approach
In this section, we show that the method presented in chapter 4 contains previous
descriptions of the long-wavelength-limit of carrier–coupled mode
scattering [26, 36, 30] as its long-wavelength limit. We also demonstrate how the
approximate treatment of Landau damping by Fischetti et al. [1] compares to our
approach, which has Landau damping built in. We discuss these limits in the
three-dimensional case of bulk polar semiconductors, rather than the 2d case
(interface or remote phonon scattering) because its comparative simplicity gives a
clearer view of the basic physics involved.
Long wavelength limit As mentioned in subsection 5.1.1, the phonon dissipation
weight factor goes to 1 in the long-wavelength limit, so that the scattering rate and
the effective scattering rate show the same long-wavelength behavior. Consequently,
we only have the behavior of the scattering rate as k → 0 left to consider. If the
lattice dielectric function is undamped, the scattering rate follows Eq. (3.32) and can
be described through a discrete set of F ik. We discuss these scattering strengths F ik
Eq. (3.34) in the long wavelength limit for carrier LO-phonon scattering and
carrier-coupled mode scattering in Appendix B. They can be derived in several
different ways, and we show, that they lead to equivalent expressions to Eq. (3.33).
Static screening Carrier scattering with coupled plasmon-LO-phonon modes is
sometimes described as statically screened LO-phonon scattering, especially when the
carrier concentration is high. The assumption behind static screening is that for high
carrier concentrations, optical phonon frequencies are very small compared to the
plasma frequencies ωLO  ωP . Consequently, the carrier dielectric function might as
well be approximated by its zero frequency value on a scale determined by the optical
phonon frequencies.
We obtain the static screening limit from our expressions by setting ω = 0 in the
carrier dielectric function εck,ω=0. Obviously, we have to retain the frequency
dependence in the lattice dielectric function. As the static, i.e. ω = 0 carrier dielectric
function is real (cf. section 2.2), the phonon dissipation weight factor equals one, and
we have the same scenario as in the long wavelength limit, insofar as the effective
scattering rate and the scattering rate are identical.
In the case where the lattice dielectric function is undamped, we can describe static
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Figure 5.2: Phonon dissipation factor Ck,ω, Eq. (4.32), for GaAs at T = 0, n = 5 ×
1017cm−3 as a function of wave vector k and energy E = ~ω. The legend for the color
plot is the same as in Fig. 5.1. Also shown are the coupled modes in the approximation
by Fischetti et al. [1], subsection 3.3.1.
screening by a discrete scattering strength, Eq. (3.32). We give the scattering
strength F TFk , Eq. (3.39), for static screening in the Thomas-Fermi limit in
subsubsection 3.1.3.2.
Fischetti et al. approximate treatment of Landau damping The long
wavelength approximation discussed above gives simple convenient expressions, but it
neglects the dispersion and the damping of the modes. The latter issue is addressed
by Fischetti et al. [1]. Their approximation was developed for two-dimensional
structures, but it can be applied to three-dimensional cases. They approximately
treat the plasma modes as damped out entirely as soon as they enter the single pair
excitation regime in the degenerate limit. We discussed this in detail in
subsection 3.3.1.
In Fig. 5.2, we plot the coupled modes in this approximation for GaAs with an
electron density of n = 5× 1017cm−3, together with the phonon dissipation factor at
zero temperature, CT=0k,ω . Ck,ω=1 on the long-wavelength side of the single-pair
excitation limit, indicating that there, the carrier-coupled mode scattering is fully
dissipative, just as for electron-phonon scattering. Fischetti’s approximation
incorporates this, only the cutoff for the single-pair excitation regime is chosen
somewhat more simply. Hence, it is the only approximation discussed which reflects
the importance of the lifetime of the coupled modes for the scattering rate, although
indirectly. Fischetti’s approximation, however, does not capture the situation inside
the single pair excitation region accurately. We will discuss this in more detail in the
Momentum relaxation in doped polar
semiconductors
80 Anna Miriam Hauber
5. Coupled collective mode scattering in
bulk polar semiconductors
5.2 Treatment of carrier–coupled mode
scattering in limiting cases
following section.
5.2.2 Discretization of continuous effective scattering rate
(a)
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Figure 5.3: Discretized scattering strengths Eq. (5.2) and scattering strengths from
subsection 3.3.1 for n = 5 × 1017cm−3 as a function of wave vector k, (a) at zero
temperature and (b) at room temperature. All scattering strengths are plotted as
multiples of the carrier-LO-phonon scattering strength F u, Eq. (3.21).
In order to compare the limiting cases from appendix B with the relaxation time
approximation to the full solution from subsection 4.4.2 on the level of the scattering
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strengths, we define the discretized effective scattering strength
F±k =
~
2pi
ω±
k
+∆ω∫
ω±
k
−∆ω
dω′W 0,effk,ω (5.2)
with W 0,effk,ω from Eq. (4.34). The exact width ∆ω of the integration interval is not
crucially important, as the effective scattering rate has two well-defined peaks –see
Fig. 5.1(c) and (f) – but it must be large enough to capture each peak. Fig. 5.3 shows
the discretized scattering strengths calculated in this manner. Also shown are
F u Eq. (3.21), F TFk Eq. (3.39) , and F
±
k,F ischetti Eq. (3.71).
F+Fischetti is equal to F u throughout the single pair excitation regime, while F
+
k is very
small at the low k side of the single pair excitation region and only grows towards F u
as it leaves the single pair excitation region again. The Thomas-Fermi scattering
strength F TFk , however, shows good qualitative agreement with the F± in the single
particle excitation regime.
An approximation similar to Fischetti et al. [1], but with the scattering strength
inside the single pair excitation region described by F TFk Eq. (3.39) rather than
F u Eq. (3.21), would improve the qualitative behavior while retaining much of the
simplicity of the approximation. The resulting scattering strengths would be defined
as
F±k,F ischetti =

F± k ≤ kc
F TFk k > kc and ω± 6= ωc
0 else ,
(5.3)
similar to Eq. (3.71).
5.3 Carrier momentum relaxation and mobility in bulk
GaAs
In this section, we calculate the effective momentum relaxation time and mobility due
to carrier-collective mode scattering in bulk GaAs. All relevant parameters are in
Tab. 2.1. We compare these results for unscreened and statically screened
carrier–LO-phonon scattering. We also investigate what difference it makes to use the
relaxation time approximation (RTA) or the fully self-consitent solution to the
coupled Boltzmann equations. We conclude this section with a calculation of the total
carrier mobility in GaAs, which can be used for a comparison with experiment.
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5.3.1 Notation
In chapter 4, we derived the effective momentum relaxation time Eq. (4.25) from a
self-consistent solution to the coupled Boltzmann equations for the carriers and
coupled modes. In appendix C.3, we give the explicit expression for the effective
momentum relaxation time Eq. (C.42) for carrier–coupled collective mode scattering,
in materials with a spherical, parabolic conduction band.
• We call the τp satisfying Eq. (4.25) with the scattering rate Eq. (3.4) the
dynamically screened effective momentum relaxation time. This calculation is
our best description of carrier–coupled mode scattering, and we will judge all
other approximate treatments of carrier–coupled mode scattering on its
accordance with this one.
• To stress the importance of the drag term on the momentum relaxation time,
we calculate the momentum relaxation time without the drag term, i.e.,
Tk,ω = 0 in Eq. (4.25). This will be tagged “dynamical screening no drag”.
• As discussed in subsubsection 4.4.4.3, carrier–LO-phonon scattering yields an
effective momentum relaxation time Eq. (4.43) without a drag term. The
difference to dynamical screening without drag is that here, we use the
electron-LO-phonon scattering rate W 0k,ω, Eq. (3.22) We tag this with the term
“unscreened” in the figures below.
On top of the self-consistent effective momentum relaxation times discussed above, we
also calculate actual relaxation times. All these will receive the tag "RTA".
• The dynamically screening momentum relaxation time is calculated from
Eq. (4.31) with the scattering rate Eq. (3.4)
• The unscreened momentum relaxation time "unscreened RTA" is calculated
from Eq. (4.42), with the scattering rate Eq. (3.22)
• We also calculate the momentum relaxation time for carrier–LO-phonon
scattering, when screening is taken into account in the Thomas-Fermi model.
Therefore we plug the scattering rate Eq. (3.32) with the Thomas-Fermi
scattering strength Eq. (3.39) into equation Eq. (4.42). This is tagged
“Thomas-Fermi RTA”.
• We calculate the momentum relaxation time for the Fischetti et al.
approximation discussed in subsection 3.3.1 and section 5.2.1. Here, we plug the
scattering rate Eq. (3.32) with the scattering strength Eq. (3.71) into equation
Eq. (4.42). This is tagged “Fischetti RTA”.
• Finally, we calculate the momentum relaxation time for the mixture between
the Fischetti et al. approximation and Thomas-Fermi screening which we
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defined in section 5.2. Here, we plug the scattering rate Eq. (3.32) with the
scattering strength Eq. (5.3) into equation Eq. (4.42). We will tag this
“Fischetti-Thomas-Fermi RTA”.
For the explicit evaluation of these relaxation times in a spherical, parabolic
conduction band, see Eq. (C.44) in appendix C.3.
We calculate the carrier drift mobility, the proportionality factor between the applied
external field and the velocity component in field direction using
µ = e
m∗
∞∫
0
dp p3
(
∂
∂pf
0
p
)
τp
∞∫
0
dp p3
(
∂
∂pf
0
p
) , (5.4)
which holds if all the carriers are in a spherical parabolic conduction band, e.g., [98].
Here f0 is the Fermi-Dirac distribution function. We do not assume that f0 is a
Boltzmann distribution, as is often done [3, 26]. We give a derivation of Eq. (5.4) in
appendix C.5, including its corresponding expression in the Maxwell-Boltzmann limit.
We obtain mobilities in the different approximations discussed above by substituting
the corresponding momentum relaxation times into Eq. (5.4).
The derivative of the Fermi-Dirac distribution function is shown in the momentum
relaxation time plots Fig. 5.4 and Fig. 5.5, to give an idea in what energy range τ
contributes most to mobility.
5.3.2 Iteration of momentum relaxation time to self-consistency
It is evident that Eq. (4.25) in general cannot be solved analytically for τp, because it
involves both τp and integrals over τ at different wave vectors. As mentioned in
chapter 4, we therefore find a solution iteratively. Specifically, we write Eq. (4.25) as
1
τp
= R1p −R2p{τ}/τp +R3p{τ}/τp (5.5)
where R1p, R2p{τ} and R3p{τ} are the first, second and third terms in Eq. (4.25)
multiplied by τp. The curly braces indicate that R2p{τ} and R3p{τ} are functionals of
τp.
In principle, the iteration of Eq. (4.25) to self-consistency can be carried out as
indicated in Eq. (4.24), i.e.,
1
τn+1p
= R1p −R2p{τn}/τnp +R3p{τn}/τnp (5.6)
However, we have found that the iteration procedure Eq. (5.6) is not very numerically
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stable for the examples discussed in this thesis. Fortunately, we have found that
rewriting Eq. (5.5) as
τp =
1
R1p
(
1 +R2p{τ} −R3p{τ}
)
(5.7)
yields an iteration procedure
τn+1p =
1
R1p
(
1 +R2p{τn} −R3p{τn}
)
, (5.8)
which is very numerically stable even for undamped iteration. If τnp → τp, it will fulfill
Eq. (4.25) – and the equivalent expressions Eq. (5.7) and Eq. (5.5) .
Fig. 5.4 shows how the momentum relaxation time changes as it is iterated towards
self-consistency for dynamically screened LO-phonon scattering. The initial iteration
τ1 is the RTA and all subsequent ones are calculated from Eq. (5.8).
The examples are for GaAs with n = 5× 1019cm−3, n = 5× 1017cm−3 and
n = 5× 1015cm−3 at T = 300K, corresponding to the highly degenerate limit, the
concentration where the optical phonon frequencies are close to the plasma frequency,
and the classical limit, respectively. We can see that for the first few steps in the
iteration, there are notable differences between τn and τn+1, but these differences
become smaller as the iteration converges. We also observe that the iteration process
smooths the curve, and makes it flatter.
When comparing the iteration steps for different carrier concentrations, we have to
keep in mind that the energy axis is scaled with the Fermi energy, which is different
for each carrier concentration. Therefore ∂∂pf0Ep is only significant close to the Fermi
energy for n = 5× 1019cm−3, while it is broadened for lower carrier concentrations,
and a larger energy range is important for mobility calculations. We mark the
LO-phonon energy ~ωLO in each of the plots for orientation. We see that for
n = 5× 1015cm−3 and n = 5× 1017cm−3, the step at the LO-phonon energy is clearly
visible in the initial iteration and flattens out for subsequent ones. This also occurs at
n = 5× 1019cm−3, but is hardly visible, because ~ωLO  EF .
The smoothing of the self-consistent momentum relaxation time does not happen
throughout the energy range in the case of unscreened LO-phonon scattering, which is
discussed in appendix C.3.2.1. Instead, the unscreened effective momentum relaxation
times in Fig. 5.5, and Fig. C.4 show sharp steps at multiples of the LO-phonon energy
for carrier energies small compared to the thermal energy [94].
We can gain operational understanding of the structure of the curve by considering
how the carrier–LO-phonon momentum relaxation time Eq. (4.43) is iterated to
self-consistency. This calculation can be carried out analytically, and the relevant
expressions are given in appendix C.3.2.1. We find that the iteration relation links the
momentum relaxation τE at one energy, and τ√E+~ωLO , at the energy plus or minus
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Figure 5.4: Momentum relaxation time τn, Eq. (5.8), at different steps n in the iteration
process as a function of energy E, in GaAs at T = 300K for n = 5×1019, 1017, 1015cm−3.
The initial and final curves of the iteration τ1 and τ are thick lines. The first five iter-
ations are the dashed lines. We only plot every tenth step after the τ10. The derivative
of the distribution function (dash-dotted, in arbitrary units) gives an indication how
the momentum relaxation time contributes to mobility. The vertical dotted line marks
~ωLO.
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the LO-phonon energy. The steps in the momentum relaxation time τ1 in the first
iteration occur when the carrier has enough energy to emit an LO-phonon, at
E = ~ωLO. The next iteration, τ2E is a weighted sum of the τ1E±~ωLO , and will
consequently feature another step at E = 2~ωLO, and so on. Hence, we see that the
sharp peak structure critically depends on the constant frequency of the LO-phonon,
which only couples energies which are ~ωLO apart in the iteration process.
As the coupled mode frequencies do depend on wave vector, τn+1E depends on τnE in a
more complicated way than when we are concerned with LO-phonon scattering alone.
Roughly speaking, the less the coupled mode dispersion resembles an LO-phonon, the
more will the LO-phonon-like steps be washed out.
5.3.3 Comparison of momentum relaxation times in different
approximations
0
0.5
1
0 1 2 3 4 5
M
om
en
tu
m
re
la
xa
ti
on
ti
m
e
τ
(p
s)
Energy E/EF
no screening RTA
no screening
Thomas-Fermi RTA
dynamic screening
dynamic screening RTA
dynamic screening no drag RTA
Fischetti RTA
∂
∂pf
0
Ep (a. u.)
Figure 5.5: Momentum relaxation times τ for carrier–coupled mode scattering in dif-
ferent approximations for GaAs at n = 5×1017cm−3 at T = 300K, as a function of the
carrier energy. The lines marked “RTA” are relaxation times Eq. (4.31), the others
are effective momentum relaxation times, solutions to Eq. (4.25). Details on the cal-
culations are given in subsection 5.3.1. The derivative of the Fermi-Dirac distribution
function with respect to wave vector is shown in arbitrary units.
In this section, we compare the effective momentum relaxation time for dynamically
screened LO-phonon scattering to those calculated in other approximations. We plot
the derivative of the Fermi-Dirac distribution function in Fig. 5.5. For the energies for
which it is large, the momentum relaxation time contributes significantly to mobility
Eq. (5.4). Thus, this curve marks the energy ranges which interest us most.
We can associate the kinks in the momentum relaxation lines with scattering
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processes which are allowed as soon as the carrier has enough energy. As we can see
in Tab. 2.4, the dip in all the effective momentum relaxation times at E = 1.05EF is
due to the ability of the carrier to emit an LO-phonon.
We see that the curve for dynamic screening does not show sharp kinks at multiples
of the LO-phonon frequency, as all the other curves do. We explained in
subsection 5.3.2 that this is due to the fact that coupled LO-phonon–plasmon modes
have dispersion, while we assumed that uncoupled LO-phonons have a constant
frequency for all wave vectors. The difference between the dynamic screening curve
and its RTA version are striking. It suggests that the RTA underestimates scattering
for low energies and overestimates it for high carrier energies. However, as carrier
mobilities are proportional to energy averages of the momentum relaxation time
(specifically Eq. (5.4)), the difference between the RTA and the fully self-consistent
mobilities will not be as striking.
The Thomas-Fermi RTA curve lies quite close to the one for dynamic screening, but
the unscreened RTA curve underestimate the momentum relaxation time drastically.
Moreover, the momentum relaxation times in the unscreened and Fischetti et al.
approximation are virtually identical at this carrier concentration.
At this point, it is illustrative to reexamine Fig. 5.3(b), which shows the scattering
strengths corresponding to the Fischetti RTA, the unscreened RTA and the
Thomas-Fermi-RTA curves for n = 5× 1017cm−3 at room temperature.
The momentum relaxation times shown in Fig. 5.5 are characteristic of the scattering
strengths in Fig. 5.3(b) for wave vectors k > kc (Eq. (3.70)): For k > kc, the Fischetti
scattering strength F+k,F ischetti (Eq. (3.71)), is equal to the unscreened scattering
strength F u (Eq. (3.21) ). Moreover, the Thomas-Fermi scattering strength Eq. (3.39)
is similar to F+k . The behavior of the scattering strengths for k < kc cannot be
important for the momentum relaxation time, otherwise, the momentum relaxation
times would show different trends.
When we compare the dynamic screening RTA curves with and without drag, it helps
to look back to Fig. 5.1(d) and (f), which show the scattering rate Eq. (3.4) and
effective scattering rate Eq. (4.34), respectively. As explained in subsection 5.3.1,
dynamic screening in the RTA without drag is calculated from an integral over the
scattering rate, whereas dynamic screening in the RTA is calculated from the same
integral, except that the scattering rate is replaced by the effective scattering rate.
Hence, as the scattering rate is much larger than the effective scattering rate, the
dynamic screening momentum relaxation time with drag is much smaller than the
dynamic screening momentum relaxation time without drag.
To investigate if these observations about the different approximations of screened
carrier–LO-phonon scattering carry over to other parameter ranges, we next consider
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carrier mobility.
5.3.4 Comparison of carrier mobilities in different approximations
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Figure 5.6: Dependence of carrier-collective mode scattering limited mobility µ on
the electron density n, at room temperature, in different approximations. How the
mobilities are calculated in detail is described in subsection 5.3.1. Different curves are
plotted to highlight (a) the accuracy of the RTA for dynamic screening, signatures of
anti-screening (b) the Fischetti et al. approximation discussed in section 5.2.1 and
subsection 3.3.1.
In Fig. 5.6, we plot mobilities from the momentum relaxation times which we showed
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for n = 5× 1017cm−3 in Fig. 5.5, over a range of electron densities. Mobility curves
calculated in different approximations are named in the same way as the (effective)
momentum relaxation times they are calculated from – see subsection 5.3.1.
Fig. 5.6(a) shows that the dynamical screening curve with and without the RTA show
the same qualitative behavior throughout the electron density range. The curve for
dynamical screening without drag underestimates the mobility significantly compared
to the curve with drag. This is exactly what we expect, because when we neglect the
drag term, we treat the momentum relaxation of carriers due to coupled modes
exactly like momentum relaxation of carriers due to phonon modes. The magnitude of
the discrepancy is a measure for the importance of the drag term. For low carrier
concentrations around n = 1015cm−3, this discrepancy is small, but for intermediate
and high carrier concentration, it is large, such that, for n = 1018cm−3, the
dynamically screened mobility with drag is almost three times as high as the one
without drag. As the calculation of the dynamically screened mobilities without drag
differs from the calculation of the unscreened mobilities only in the scattering rate
–see subsection 5.3.1– and as the scattering rate is larger in the presence of carriers
than in their absence, it is no wonder that the mobilities of dynamic screening
without drag are typically smaller than the unscreened mobilities. The usual effect of
screening, i.e., of taking carriers into account, is to increase the mobility. When
taking carriers into account leads to lower mobilities, we speak of anti-screening [26].
The dynamically screened mobility is slightly smaller than the unscreened mobility up
to about n < 2× 1016cm−3 (anti-screening regime), and becomes up to around twice
as large as the unscreened mobility for higher carrier concentrations (screening
regime). Roughly speaking, the anti-screening regime is dominated by an increased
scattering rate compared to the case without carriers, and in the screening regime,
this effect is overcompensated due to the drag term.
Thomas-Fermi screening yields higher mobilities than dynamical screening at carrier
concentrations up to around n < 2× 1017cm−3, and lower mobilities for higher carrier
concentrations. The agreement between Thomas-Fermi screening and dynamic
screening is generally poorer than between dynamical screening with and without the
RTA. Nonetheless, Thomas-Fermi screening captures the general carrier
density-mobility behavior much better than dynamic screening without drag or the
unscreened case.
We plot the mobility calculated according to the approximation by Fischetti et al. [1]
in Fig. 5.6b, which shows a section of Fig. 5.6a. This mobility curve differs very little
from the unscreened mobility curve. This makes it a poor approximation to the
dynamically screened mobility for intermediate and high carrier concentrations. At
low carrier concentrations, the agreement between the Fischetti et al. and the
dynamically screened mobility are good. In fact, the Fischetti curve captures
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anti-screening to a certain extent: We can see that when we compare it to the curve
for the unscreened mobility in the RTA. The Fischetti curve is about the same as the
unscreened mobility curve without the RTA, but significantly lower than the
unscreened mobility curve with the RTA. As the Fischetti curve itself is calculated in
the RTA, this is the signature of anti-screening.
In section 5.2 above, we suggested combining the Thomas-Fermi with the Fischetti et
al. approximation to a model which hopefully had the advantages of both. We plot
the resulting mobility curve in Fig. 5.6(b). It behaves as the Thomas-Fermi curve for
intermediate and high carrier concentrations. For low carrier concentrations, it lies
between the Fischetti and the Thomas-Fermi curve and is quite similar to the curve
for dynamic screening in the RTA.
The differences between the RTA and the fully self-consistent mobilities are only large
when the drag term is taken into account. Therefore, the RTA version of the dynamic
screening without drag curve was excluded from the plots. The RTA curve for the
unscreened mobility only differs slightly from the fully self-consistent one. We
included this curve in Fig. 5.6(b), so that we can disentangle the effects of
anti-screening on mobility from the effects of self-consistency on mobility.
5.3.5 Total carrier mobility in bulk GaAs
The mobility in n-GaAs is dominated by polar scattering in the high temperature
limit and by charged impurity scattering in the low temperature limit [94]. Other
scattering mechanisms, like neutral impurity, piezoelectric or deformation potential
scattering usually contribute less [94, 35], and we include only carrier LO and LA
phonon scattering and charged impurity scattering in the present discussion.
Appendix E.1 gives computational details on the two latter scattering mechanisms.
5.3.5.1 Calculation of total mobility
There are three conceivable methods to calculate the total mobility:
1. Substitute the momentum relaxation times τi for each scattering mechanism i in
Eq. (5.4). This yields individual mobilities µi, and the total mobility is
calculated from Matthiessen’s rule [25, chapter 7][99].
µ−1tot,1 =
∑
i
1
µi
(5.9)
2. Iterate the polar contribution τpolar (i.e., coupled mode scattering in one of the
approximations discussed in subsection 5.3.1) to self-consistency according to
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Eq. (5.8). Calculate the total momentum relaxation time τtot from the
self-consistent τpolar, τLA and τCI .
τ−1p,tot =
∑
i
τ−1p,i , (5.10)
Calculate the total mobility µtot,2 from substituting τp,tot in Eq. (5.4). This
procedure is usually adopted when one is mainly interested in polar scattering
mechanisms, e.g. [94].
3. In general, an expression of the structure Eq. (5.5) must hold for the total
momentum relaxation time, not just for its polar contribution. Rode [100] used
this approach, listing the “avoidance of Matthiessen’s rule” as an advantage.
Obviously, the coefficients Ri have to be different to include the additional
scattering mechanisms. The present case is quite simple, because the additional
scattering mechanisms, charged impurity and acoustic phonon scattering, are
well described by elastic scattering (appendix E.1), so that for charged impurity
(CI) and acoustic phonon (LA) scattering, Eq. (5.5) becomes
1
τp,CI
= R1p,CI and
1
τp,LA
= R1p,LA. (5.11)
The total momentum relaxation time due to charged impurity, acoustic and
polar phonon scattering consequently is
1
τp,tot
=R1p,CI +R1p,LA +R1p,polar −R2p,polar{τtot}/τp,tot +R3p,polar{τtot}/τp,tot
= 1
τp,CI
+ 1
τp,LA
+R1p,polar −R2p,polar{τtot}/τp,tot +R3p,polar{τtot}/τp,tot
(5.12)
This allows us to iterate τp,tot to self-consistency using
τn+1p,tot =
1
R1
p,polar+ 1
τp,CI
+ 1
τp,LA
(
1 +R2p,polar{τntot} −R3p,polar{τntot}
)
. (5.13)
We can then calculate the total mobility µtot,3 from substituting
τp,tot = lim
n→∞ τ
n
p,tot in Eq. (5.4). This approach has been used by Sanborn [48],
for example, and should yield the most accurate total mobilities.
5.3.5.2 Electron density dependence of the electronic mobility
Fig. 5.7a shows that at room temperature, LO-phonon scattering is the most
important scattering mechanism for low carrier densities up to around n ≈ 1017cm−3,
and charged impurity scattering is the most important scattering mechanism at
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Figure 5.7: Electron density dependence of the mobility in GaAs at T = 300K. In
(a) and (b) the mobility is plotted against the electron density in the Γ valley, in (c),
mobility is plotted against the total electron density in all valleys (See appendix C.5.4).
(a) Mobility limited through carrier scattering with charged impurity scattering µCI ,
LA phonon scattering, and screened and unscreened LO-phonon scattering. (b) The
three different methods of calculating the total mobility from charged impurity scat-
tering, LA phonon scattering and screened LO-phonon scattering is marked “total,
screened” – see subsubsection 5.3.5.1. (c) Exp a is the total mobility for low carrier
concentration [94]. Exp b is from [101] and c from [102]. The total mobility from
charged impurity scattering, LA phonon scattering and screened LO-phonon scattering
is marked “total, screened”. The total mobility from charged impurity scattering, LA
phonon scattering and unscreened LO-phonon scattering is marked “total, unscreened”.
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carrier densities higher than around n ≈ 1018cm−3. The difference between the
screened and the unscreened LO-phonon limited mobility is not large in the electron
density region where LO-phonon scattering is dominant. Acoustic phonon scattering
is significantly less important than LO-phonon scattering and charged impurity
scattering for all carrier densities at room temperature.
The three methods to obtain the total mobility from charged impurity, acoustic
phonon and screened polar phonon scattering are compared in Fig. 5.7b. We find that
methods 1 through 3 yield successively smaller mobilities. However, the difference
between method 2 and 3 is quite small for all considered electron densities. The
difference between methods 1 and methods 2 and 3 does not exceed 30%, and is very
small for low carrier concentrations and high carrier concentrations. That the precise
method of calculating the total mobility is not too important in parameter regions
where it is dominated by a single scattering mechanism should not be surprising.
In Fig. 5.7c, the total mobility was calculated with the third method, and the
notation µscreened is the total mobility where the polar contribution was screened
LO-phonon scattering, whereas µscreened is the total mobility where the polar
contribution was pure LO-phonon scattering.
The population of the L-valley and X-valleys becomes significant at higher carrier
concentrations, so that the total carrier concentration is not identical to the carrier
concentration n in the lowest conduction band. We treat this approximately in
appendix C.5.4. Note that the horizontal axis in Fig. 5.7c marks the total carrier
concentration ntot, and not the carrier concentration n in the Γ valley, like Fig. 5.7(a)
and (b).
The total mobilities with screened and unscreened carrier LO-phonon scattering
µscreened and µunscreened are plotted against some experimental values. As charged
impurity scattering dominates in the “strong coupling regime” around
n = 5× 1017cm−3, where screened and unscreened polar phonon scattering differ most
(Fig. 5.7a), the screening effect is not very striking. Polar phonon scattering is the
dominant scattering for small carrier concentrations, so that Fig. 5.7c reveals
anti-screening (µscreened < µunscreened), which is hardly perceptible in Fig. 5.6.
Comparison with experiment In Fig. 5.7c, we show our calculated total
mobilities compared to experiment for room temperature GaAs against the total
electron density ntot in the occupied conduction bands (See appendix C.5.4 for an
account of the occupation of the relative occupation of these bands and its effect on
mobility).
Our calculated total screened mobility is higher than the experimental values (a[101],
b[102]) for all electron concentrations. Our calculation of the total unscreened
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mobility agrees somewhat better with experimental values for intermediate carrier
concentrations of about 1016cm−3 ≤ n ≤ 1018cm−3.
Piezoelectric scattering is not thought to be important for the mobility in room
temperature GaAs [100, 35], and therefore our neglect of piezoelectric scattering
cannot explain the deviations between our calculations and experiment. The same
holds for neutral impurity scattering [35].
A more elaborate account of charged impurity scattering [98, 102] might improve
agreement with experiment at intermediate and high carrier concentrations, but is
unlikely to be significant at lower carrier concentrations.
We have assumed that the deformation potential is 6eV (See Tab. 2.1 [3]), but values
of 7eV have also been used, e.g., [35, 100]. This would lead to a reduction in the
mobility due to acoustic phonon scattering by (6/7)2 ≈ 27% (See appendix E.1 for
how we calculate acoustic phonon scattering). For n = 5× 1014cm−3, this decreased
the total mobility calculated in the Matthiessen method (Method 1 in
subsubsection 5.3.5.1) by only 1.6%. Consequently, this alone cannot explain our
deviation from experiment either.
We attribute the deviation of our calculations from experiment largely to our neglect
of non-parabolicity of the lowest conduction band, the Γ band. Rode [100] calculated
the mobility due acoustic phonon scattering, piezoelectric scattering and unscreened
polar phonon scattering and found an effect of several percent for undoped (i.e., low
electron density) GaAs at room temperature[100, Fig. 3]. The effects of
non-parabolicity would certainly not be smaller for room temperature GaAs at higher
carrier concentrations than at lower carrier concentrations. We do not carry out
calculations with non-parabolic bands in this thesis, but such calculations are possible
within the framework developed in chapter 4, and we will discuss them in our outlook
section 7.2.
5.3.5.3 Temperature dependence of the carrier mobility
For Fig. 5.8, we calculated mobilities over a range of temperatures for a carrier
density of n = 5× 1017cm−3. At this electron concentration, the room temperature
mobilities for screened and unscreened polar phonon scattering differed strongly. We
now investigate how these two mobilities behave as a function of temperature. We
assume that the GaAs parameters in Tab. 2.1 do not depend on temperature.
Temperature is an easy variable to change experimentally, and therefore the
dependence of mobility on temperature is often used to characterize and distinguish
different scattering mechanisms, e.g. [35]. Doubly logarithmic plots of mobility
against temperature are useful, as power laws µ ∝ Tα, with real numbers α will be
straight lines in such plots. We show the mobility due to screened and unscreened
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Figure 5.8: Mobility due to screened and unscreened polar phonon scattering in GaAs
at the carrier concentration n = 5 × 1017cm−3 for a range of temperatures. (a) The
mobility is plotted against temperature. Both axis are logarithmic. (b) The mobility
is plotted on a log scale against inverse temperature.
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polar phonon scattering in GaAs at the carrier concentration n = 5× 1017cm−3 in the
doubly logarithmic Fig. 5.8(a). We fit a power law line µ ∝ T− 12 to the unscreened
mobility curve for high temperatures. This is the high temperature behavior for
LO-phonon scattering, where it can be described as quasi-elastic, cf. Eq. (C.53) [26].
Yet, the polar phonon limited mobility does not have a power law dependence on
temperature throughout the plotted temperature range.
In Fig. 5.8(b), we plot the screened and unscreened polar phonon mobilities in GaAs
at the carrier concentration n = 5× 1017cm−3 against the inverse temperature. A fit
shows that the unscreened polar phonon mobility roughly behaves as logµ ∝ T−1
through a large temperature range, as long as the temperatures are not too high.
Unfortunately for the purpose of distinguishing experimentally between screened and
unscreened polar phonon scattering, the temperature signatures of both curves are
very similar.
Fig. 5.9(a) shows the temperature dependence of the electron mobility due to charged
impurity and acoustic phonon scattering (See section E.1), and screened and
unscreened polar phonon scattering in GaAs at the carrier concentration
n = 5× 1017cm−3. With growing temperature, coupled mode scattering increases and
charged impurity scattering decreases. Therefore, carrier-coupled mode scattering
becomes the dominant scattering mechanism at higher temperature. While charged
impurity scattering dominates at low temperatures, coupled-collective excitation
scattering is the most important scattering mechanism at high temperatures, starting
from T ≈ 400K.
The difference between the “total screened” and the “total unscreened” mobility curve
are vanishingly small at T < 50K. At higher temperatures, the difference between the
curves is intelligible: As shown in Fig. 5.9, the ratio µtot,screened/µtot,unscreened is 1.28
at most, the room temperature value.
We did not find T − µ curves in the experimental literature for n = 5× 1017cm−3 in
particular. However, we included the value of µ = 3500 cm2V s at room temperature from
the collection of experimental values in Sze and Irvin [101], with the 25% deviation
they report.
We also calculated the Seebeck coefficient in room temperature GaAs, but found it to
be very insensitive to the effects of screening, cf. appendix D.
5.4 Magnitude of effect in different polar materials
Whether explicit treatment of coupled collective mode scattering is important in a
material depends on two factors. Firstly, coupled collective mode scattering has to
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Figure 5.9: (a) Temperature dependence of total mobility due to charged impurity,
acoustic phonon and screened or unscreened polar phonon scattering in GaAs with an
electron concentration kept constant at n = 5 × 1017cm−3. The total mobility curves
are calculated with method 3 from subsubsection 5.3.5.1. The line marked µLittot is
the total measured mobility at T = 300K from [101]. (b) Ratio of the two mobility
curves marked “total, screened” and “total, no screening” in subplot(a) as a function
of temperature.
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differ significantly from LO-phonon scattering for a certain density. Secondly, polar
scattering mechanisms have to be an important scattering mechanism at that density.
This depends on the other relevant scattering mechanisms in the material.
In this section, we address the first factor for some polar semiconductors similar to
GaAs. We also describe them with a single spherical parabolic conduction band, and
compare the mobility limited by coupled collective mode scattering (“µscreened”) to
the mobility due to LO-phonon scattering (“µunscreened”) . Appendix C.3 describes
the evaluation of the momentum relaxation time in detail. The mobilities are
calculated from Eq. (5.4). The parameters used for these calculations are given in
Tab. 2.2, and the ratio of the screened to the unscreened LO-phonon mobility
µscreened
µunscreened
is plotted for some n-type materials at room temperature in Fig. 5.10a.
In the long-wavelength limit, the coupling between LO-phonons and plasmons is
strongest when the plasma frequency and the LO-phonon frequency are similar (See
Fig. 3.3 in appendix 5.2), or n ≈ nC , with the strong coupling density nC from
Eq. (2.88). We see that µscreenedµunscreened is slightly smaller than one for low carrier densities
(“anti-screening”), and larger than one (“screening”) for high carrier densities across
all materials. The ratio µscreenedµunscreened has a broad peak around n = nC , and decreases
towards one again for larger n.
The curve for InP, which has very similar m∗, 14% lower ε∞ and higher optical
phonon frequencies than GaAs, is very similar to the GaAs curve. InAs, which has a
much smaller m∗ than GaAs or InP, similar ε∞ to GaAs and smaller optical phonon
frequencies, has smaller maximal µscreenedµunscreened . InSb, which is even lighter, and has
higher ε∞, has even lower µscreenedµunscreened . PbTe has the smallest maximal
µscreened
µunscreened
of all
considered materials. It has quite a low effective mass, and the highest ε∞ of all
considered materials. Moreover, its optical phonon frequencies are very small, with
ωTO only a fraction of ωLO.
We see much larger µscreenedµunscreened in ZnSe, which has roughly twice the GaAs effective
mass and half its ε∞, and whose optical phonon frequencies are similar to InAs. ZnS,
which has even higher m∗ and lower ε∞ than ZnSe, shows the largest µscreenedµunscreened of the
investigated materials.
To investigate how µscreenedµunscreened depends on the parameters, we consider hypothetical
materials which have:
• ZnSe parameters, but a GaAs effective mass
• ZnSe parameters, but a GaAs ε∞
• ZnSe parameters, but GaAs ε∞ and m∗
When we change ε∞, we leave ωLO and ωTO constant, but adjust ε0 to satisfy the
Lyddane-Sachs-Teller relation.
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Figure 5.10: Fraction µscreenedµunscreened at T = 300K (a) for n-type GaAs, InAs, InP, InSb,
ZnSe, PbTe and ZnS depending on electron density. (b) for n-type GaAs, ZnSe, and
hypothetical materials with mixed GaAs and ZnSe parameters, depending on electron
density normalized by their respective characteristic density nC .
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Fig. 5.10b shows that µscreenedµunscreened grows with increasing m
∗ and falls with increasing
ε∞. Changing the ZnSe effective mass and ε∞ to their GaAs value results in a
µscreened
µunscreened
which is very similar to the GaAs curve.
Extrapolating from the comparison between GaAs and ZnSe, and the trend observed
in Fig. 5.10a, we expect the relative difference between screened and unscreened
LO-phonon mobility to be largest in materials with large effective mass and low high
frequency dielectric constant. We explain this as follows: The Thomas-Fermi wave
vector kTF is proportional to the effective mass, and the static free carrier
susceptibility proportional to kTF for small k. That means that the free carrier
susceptibility will be the more important compared to the valence band susceptibility
ε∞ if the latter is small, or if m∗ is large. In materials which are very strongly polar,
like PbTe, ε0 is much larger than ε∞, and the free carrier susceptibility plays an even
smaller role.
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Chapter 6
Screened interface phonon
scattering in polar MoS2
heterostructures
We calculate the carrier mobility due to interface phonon-plasmon scattering for
MoS2-sandwiches, that is, for a single layer of MoS2 between dielectric 1 on the one
side and dielectric 2 on the other side (Fig. 3.4b). We first calculate the effective
momentum relaxation time from Eq. (4.24). We discuss how this expression is
calculated in detail in appendix C.4, yielding Eq. (C.61) for the fully self-consistent
effective momentum relaxation time. We discuss the treatment of screening in detail
in section 6.3. In the second step, we then calculate the carrier mobilities from the
momentum relaxation times using Eq. (C.106).
In order to assess the mobility which could be achieved in a device which is not
dominated by charged impurity scattering, we include acoustic deformation potential
scattering, piezoelectric scattering and optical deformation potential scattering in the
calculation of the total mobility, using the parameters calculated by Kaasbjerg et
al. [57, 5]. In appendix E, we describe how to calculate the momentum relaxation
times due to acoustic and optical deformation potential scattering and piezoelectric
scattering [57, 5, 54]. Like Kaasbjerg et al. [57], but unlike Ma and Jena [54], we do
not think longitudinal optical phonon scattering in the layer of MoS2 itself contributes
significantly to the scattering. See appendix E for details.
We then calculate a “total” momentum relaxation time τtot due to these scattering
processes, and screened interface phonon scattering from
τtot =
1∑
i
1
τi
(6.1)
where the sum is over the different scattering processes above. We put quotes around
102
6. Screened interface phonon scattering
in polar MoS2 heterostructures 6.1 Modeling of channel material: MoS2
total here, because in realistic structures, the mobility is often dominated by charged
impurity scattering caused by a large number of defects [56, 55], which we do not
include here. The corresponding “total” mobility µtot due to acoustic and optical
deformation potential scattering, piezoelectric scattering and screened interface
phonon scattering is calculated by substituting τtot in Eq. (C.106).
6.1 Modeling of channel material: MoS2
Hexagonal molybdenite in its bulk form has been long known and characterized (see
Fig. 1.2, or Ref [7] for its crystal structure). Bulk MoS2(2H) consists of weakly
bonded layers with a gap between layers that is similar to the layer thickness. All
layers are identical, but they are offset to each other, so that a primitive unit cell has
to contain atoms from two layers [7]. The individual layers are not completely planar,
because the sulfur atoms, which are strongly chemically bonded to each molybdenum
atom, are offset in the direction of the c-axis, cf. [7], Fig. 1.2. The microscopic details
- c-axisS Mo S S Mo S S
ﬀ -
c
-ﬀ d -ﬀ d
ﬀ -a
Figure 6.1: Projection of the MoS2(2H) primitive unit cell onto the c-axis, to scale.
Lines perpendicular to the c-axis mark the planes in which the marked atoms sit. The
length of the unit cell is c=12.29Å, the inter-atomic distance is d=2.96Å. [7] The size
of a unit cell of a monolayer a=c/2=6.145Å.
of the crystal structure are not necessary for our transport calculations, and, as far as
electrostatics are concerned, we treat monolayer MoS2 as a slab of bulk MoS2 of
width a=c/2=6.145Å, cf. Fig. 6.1. While this is quite crude a description of the
atomic structure of MoS2, it offers the chance to investigate the effects of dynamic
screening in these 2d structures.
We treat the electrons in the MoS2 conduction band minima as truly two-dimensional
(cf. subsection 3.2.4), that is, we take their wave functions to be delta functions at
z=0 in Fig. 3.4b, in the middle of the monolayer. Monolayer MoS2 has two equivalent
conduction band minima at the K points (cf. Fig. 1.4). Kaasbjerg et al.[57, Fig. 2] fit
a parabola to the K-point minimum with good agreement, and comment that the
closest conduction band valley lies about 200meV higher, so that low field transport is
well described by effective mass theory. The effective masses in the longitudinal and
transverse directions are almost identical [52, 57]. We will use m∗ = 0.35me, which
Cheiwchanchamnangij and Lambrecht [52] determined with a self-consistent
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GW-method rather then the value of m∗ = 0.48me which Kaasbjerg et al. [57]
obtained with density functional theory and the local density approximation.
6.2 Influence of surrounding dielectrics
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Figure 6.2: (a) Mobility limited by dynamically screened interface phonon scattering
(b) Total mobility due to dynamically screened interface phonon scattering, deformation
potential and piezoelectric scattering (appendix E) in different structures, at T=300K,
as a function of carrier sheet density nS .
We calculate both µ, the dynamically screened interface phonon scattering, and µtot
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Figure 6.3: High frequency interface dielectric function εinterfacek,ω→∞ as a function of the
wave vector times the interface layer thickness a. (See Eq. (3.60)) for different structures
discussed in chapter 6. The lines are marked with the materials which make up the
heterostructure described in Fig. 3.4(b), in the order “left dielectric”-“interface layer
material”-“right dielectric”. In this plot, the interface layer is always MoS2, with a
thickness of a=6.145Å, as discussed in section 6.1.
for MoS2 surrounded by different dielectrics. A free-standing MoS2-monolayer, a layer
of MoS2 between layers of hexagonal boron nitride BN, a layer of MoS2 on SiO2, and
a MoS2-monolayer between SiO2 and HfO2. This is shown in Fig. 6.2(a) and (b).
Hexagonal boron nitride (BN) is mildly anisotropic with ε′∞ = 4.5 and ε′0 = 6,
compared to the strongly anisotropic but barely polar MoS2 with ε′∞ = 9.71 and
ε′0 = 9.79. SiO2 and HfO2 are isotropic oxides. SiO2 has ε∞ = 2.5 and ε0 = 3.9,
HfO2, with ε∞ = 5.03 and ε0 = 22.0 is very strongly polar. Details of the dielectric
functions are in Tab. 2.3, and the high-frequency interface dielectric function for each
of the four sandwiches are plotted in Fig. 6.3.
The structures SiO2-MoS2-vacuum and SiO2-MoS2-HfO2 were investigated
experimentally in [17], the freestanding MoS2 case is useful as a reference and relevant
for studies of the intrinsic, phonon-limited mobility of MoS2 such as [57, 5]. The
BN-MoS2-BN structure is interesting because hexagonal BN has a layered structure
similar to MoS2 and its optical phonon frequencies are very high.
Fig. 6.2 shows that the most strongly polar sandwich, SiO2-MoS2-HfO2, has the
lowest room temperature mobility. HfO2 also has the lowest TO-phonon energy
~ωTO = 12.4meV of the considered dielectrics.
The SiO2-MoS2-vacuum structure has the next lowest mobility, which is still roughly
a factor of 10 larger than that of the SiO2-MoS2-HfO2 structure throughout all carrier
concentrations. This is because SiO2 is much less polar than HfO2 and its lowest
TO-phonon energy ~ωTO = 55.6meV is much higher, even larger than the thermal
energy of 25meV.
As the lowest TO-phonon energy in BN is around four times the thermal energy, the
mobility of the BN-MoS2-BN structure is higher still, and very similar to mobility of
Momentum relaxation in doped polar
semiconductors
105 Anna Miriam Hauber
6. Screened interface phonon scattering
in polar MoS2 heterostructures 6.3 Treatment of screening
the free-standing MoS2.
Fig. 6.5(c) and (f) show the effect of the different surrounding dielectrics on the
effective scattering rate Eq. (4.34). We can see the hybridized plasmon-phonon modes
at long wavelengths, and the flat LO-phonon-like modes at larger wave vectors. The
low energy HfO2-like mode and the high energy SiO2-like mode are clearly
distinguishable in Fig. 6.5f, unlike the remaining modes around 50meV. We can
qualitatively understand that the scattering will decrease if we remove the HfO2-type
resonances from the effective matrix element in Fig. 6.5f, essentially yielding the
SiO2-MoS2-vacuum W 0,effk,ω in Fig. 6.5c.
6.3 Treatment of screening
In this section, we compare carrier mobilities and momentum relaxation times, where
the screening of interface polar phonon scattering is treated in different
approximations:
1. The tag “dynamic screening” means fully self-consistent τp and Tk,ω from
Eq. (C.61) and Eq. (C.76). The scattering rate in τp is calculated from
Eq. (3.63)
2. The tag “dynamic screening no drag” means fully self-consistent τp from
Eq. (C.61), but the drag term Tk,ω Eq. (C.76) is set to zero. The scattering rate
in τp is calculated from Eq. (3.63)
3. The tag “no screening” applies to calculations where the drag term is equally
zero (See discussion in subsection 4.4.3), but the scattering rate in τp is
calculated from Eq. (3.58), i.e., free carriers have no effect on the scattering rate.
4. The tag “dynamic screening RTA” refers to dynamic screening in the relaxation
time approximation. The relaxation time is calculated in a quasi-elastic
approximation according to Eq. (4.31). The explicit expression is Eq. (C.63) in
appendix C.4. The scattering rate in τp is calculated from Eq. (3.63)
5. The tag “static screening” also refers to a RTA solution. To obtain the static
limit of the relaxation time, we have to replace the scattering rate Eq. (3.63)
with its static limit W 0k,ω=0 and set the phonon dissipation weight factor
Eq. (4.32) to its static limit Ck,ω=0 = 1 in the momentum relaxation time
Eq. (C.63) in appendix C.4.
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Figure 6.4: Im
(
−ε∞
εc+εinterface−ε∞
)
∝W 0k,ω/νk Eq. (3.63) in the SiO2-MoS2-vacuum struc-
ture at T=300K, n = 2×1012cm−2, as a function of wave vector k and energy E = ~ω,
with different treatments of screening: (a) no screening εc = 0 (b) static screening
εc = εck,ω=0
6.3.1 Neglecting screening
If one neglects electronic screening altogether, the scattering matrix rate will look like
Fig. 6.4a, where no hybridization effects occur. Qualitatively, and across all systems
considered, one can say that for medium and high carrier concentrations, this will
overestimate the scattering. We can also see this in plots of the momentum relaxation
rate (Fig. 6.9) or the mobility (Fig. 6.6).
Momentum relaxation in doped polar
semiconductors
107 Anna Miriam Hauber
6. Screened interface phonon scattering
in polar MoS2 heterostructures 6.3 Treatment of screening
6.3.2 Dynamic screening neglecting phonon drag
Let us illustrate the point we made in chapter 4 that not only the change of the
scattering rate on introduction of free carriers is important, but also the lifetime of
the coupled modes the carriers scatter with. Therefore we compare the scattering rate
for the SiO2-MoS2-Vacuum device (Fig. 6.5a), with the corresponding effective
scattering element (Fig. 6.5c), and the scattering rate for the HfO2-MoS2-SiO2 device
(Fig. 6.5d), with the corresponding effective scattering element (Fig. 6.5f). The
respective phonon dissipation factors (Fig. 6.5b and e), capturing the lifetime of the
coupled modes reduces the scattering strength of the striking plasmon-like peaks in
Fig. 6.5(a) and (d) to the peaks of Fig. 6.5(c) and (f). Qualitatively speaking, we can
infer from a comparison of these plots that a neglect of the phonon dissipation factor
would dramatically overestimate the scattering.
On the level of the Boltzmann equation, neglecting the finite lifetime of the coupled
modes means neglecting the phonon drag term Gk,Ω (chapter 4). For a quantitative
analysis, we calculate the fully self-consistent, dynamically screened effective
momentum relaxation rate neglecting the phonon drag term. Kasiyan and Russu [37]
carried out an approximate version of such a calculation. The resulting mobility for
the SiO2-MoS2-Vacuum structure is plotted in Fig. 6.6a. As expected, the mobility is
much lower than for dynamic screening including phonon drag.
Dynamic screening without phonon drag typically (but not always, see
HfO2-MoS2-SiO2-sandwich in Fig. 6.6b) yields so-called anti-screening, the effect that
scattering is increased, not reduced by the introduction of free carriers.
6.3.3 Dynamic screening including phonon drag
Anti-screening in fact exists, but dynamic screening without phonon-drag
overestimates it unless the relevant carrier concentrations are close to the intrinsic
carrier concentration.
For low carrier concentrations, longer wavelength hybridized modes contribute more
to the scattering of carriers. As we can see in Fig. 6.5, the coupling of the plasmon
and phonon modes gives rise to dispersive coupled modes at long wavelengths. The
lowest frequencies of these coupled modes are smaller than the lowest optical mode
frequencies. If these modes significantly contribute to scattering of carriers,
anti-screening can occur. Heuristically speaking, at long wavelengths, the electronic
response is slower than the phonon response, so the electrons cannot screen the
optical phonon interaction. To the contrary, as these modes have a phonon
dissipation factor close to one, they contribute significantly to momentum relaxation.
We can see how anti-screening is captured in the SiO2-MoS2-Vacuum structure in
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Figure 6.5: (a) and (d): Im
(
− ε∞
εtot
k,ω
)
∝ W 0k,ω/νk, Eq. (3.63) as a function of wave
vector k and energy E = ~ω for screened interface phonon scattering in the (a) HfO2-
MoS2-SiO2 structure (d) SiO2-MoS2-Vacuum structure. (b) and (e): Phonon dissipa-
tion weight factor Eq. (4.32) as a function of wave vector k and energy E = ~ω (b)
HfO2-MoS2-SiO2 structure (e) SiO2-MoS2-Vacuum structure. (c) and (f): Eq. (4.32)
Im(εinterface)
|εtot|2 ∝W
0,eff
k,ω /νk, Eq. (4.34) as a function of wave vector k and energy E = ~ω
as a function of wave vector k and energy E = ~ω for screened interface phonon scatter-
ing in the (b) HfO2-MoS2-SiO2 structure (e) SiO2-MoS2-Vacuum structure. All plots
are for T=300K and nS = 2× 1012cm−2.
Fig. 6.6a when we compare the mobility calculated without screening with the
mobility calculated with dynamic screening. Fig. 6.7a shows the ratio µdynamicµno screening
between those mobilities directly. Anti-screening is visible for all the structures except
the HfO2-MoS2-SiO2 sandwich, whose lowest TO energy is only roughly half the
carrier energy at room temperature. This is because the plasmon-like modes which
are still lower in energy, and which would have to contribute for anti-screening to
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happen, are low in intensity (See Fig. 6.5d and f). See also Fig. 6.6b for more detail
on the mobility of the HfO2-MoS2-SiO2 sandwich.
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Figure 6.6: Room temperature mobility limited by interface phonon-plasmon scattering
in the (a) SiO2-MoS2-vacuum (b) HfO2-MoS2-SiO2 structure as a function of carrier
sheet density nS . section 6.3 explains how the mobilities tagged “no screening”, “dy-
namic screening”, “dynamic screening RTA”, “dynamic screening no drag” and “static
screening” are calculated.
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6.3.4 Static screening
By treating screening statically, the hybridization effects for small wave vectors are
neglected and the scattering rate at the long wavelength limit is generally decreased.
(See the statically screened scattering rate in Fig. 6.4b). It is therefore clear that
static screening can never describe the anti-screening effect at low carrier
concentration. Fig. 6.7b, showing the ratio µstaticµunscreened demonstrates this.
At high carrier concentrations, static screening is often a good approximation,
because here, the strongly coupled modes lie at very long wavelengths and hence do
not contribute much to momentum relaxation. For intermediate carrier
concentrations, the effects on the mobility are generally more subtle.
To quantify the mistake one would make by treating screening statically, we plot the
ratio µdynamicµstatic of the mobility with dynamic and static screening in Fig. 6.8. The error
is smaller when one takes all other scattering mechanisms into account, especially for
the sandwiches where the interface-phonon-plasmon limited mobility is quite high.
(Compare Fig. 6.8a and b.) Even so, statically screening the
interface-phonon-plasmon scattering overestimates the total mobility in the
SiO2-MoS2-Vacuum sandwich by up to 15%, and underestimates the total mobility in
the HfO2-MoS2-SiO2 sandwich by up to 75%.
6.3.5 Effect of screening between different sandwiches
In section 5.4, we established that the ratio of the screened to the unscreened mobility
increased with an increased effective mass of the carriers, and a decrease of the high
frequency dielectric constant. In our X-MoS2-Y sandwiches, the effective mass is
always the same, but their interface dielectric differs. Fig. 6.3 shows the high
frequency limit of the interface dielectric functions of the investigated sandwiches. We
see that the rough relation “The higher εinterfacek,ω→∞ , the lower µscreened/µunscreened”, also
holds for the height of the peaks in Fig. 6.7a and b. While static screening (Fig. 6.7b)
gets the order of the peaks right, it underestimates their magnitude somewhat.
In the bulk case, µscreened/µunscreened . 6 (Fig. 5.10a in section 5.4) compared to that
for the X-MoS2-Y sandwiches µscreened/µunscreened . 16 (Fig. 6.7), even though the
effective masses of ZnS, which has the largest such ratio of the considered bulk
materials, and MoS2 are almost identical, and the εinterfacek≈1/a,ω→∞ around ka ≈ 1 and
ε∞ZnS are similar. This difference is due to the difference of the dielectric response of a
three-dimensional compared to a two-dimensional electron gas.
In section 5.4 we introduced a critical carrier density where the optical phonon
frequency and the plasma frequency are roughly equal, and observed that density was
roughly where the peak in µscreened/µunscreened lay. For the interface phonon case, such
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Figure 6.7: Ratio between the screened and unscreened interface phonon scattering
limited mobilities in different structures at room temperature as a function of carrier
sheet density nS : (a) Ratio of the dynamically screened to the unscreened mobility
µdynamic/µunscreened. (b) Ratio of the statically screened to the unscreened mobility
µstatic/µunscreened. Section 6.3 explains how the evaluation of the mobilities with “no
screening”, “dynamic screening” and “static screening” differ.
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Figure 6.8: Ratio of dynamically to statically screened carrier mobility µdynamic/µstatic
in different structures at room temperature as a function of carrier sheet density nS :
(a) Interface phonon scattering limited mobility (b) Total mobility (also including de-
formation potential and piezoelectric scattering, see appendix E).
a critical carrier density would be more difficult to define, firstly, because there are
more optical phonon modes present, and secondly, because the plasma frequency has
a linear, not constant, dispersion in the long wavelength limit. However, we can still
see how the peaks in µdynamic/µunscreened in Fig. 6.7a are ordered along the sheet
density axes roughly according to the position to their optical phonon frequencies:
The HfO2-MoS2-SiO2 sandwich has the lowest TO-phonon frequency and it peaks at
the lowest sheet density. The BN-MoS2-BN sandwich has very high TO-phonon
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frequencies apart from the TO-frequencies of the weakly polar MoS2 which all
sandwiches share.
Note that these shifts are absent in the µstatic/µunscreened in Fig. 6.7b, as static
screening is by construction blind to dynamic effects such as the dispersion of the
plasma excitations.
6.4 Relaxation time approximation compared to
self-consistent solution of the Boltzmann equation
We observed that for the calculations without screening and with static screening, the
relaxation time approximation (RTA) is fairly close to the self-consistent solution for
all investigated structures. 1 This also holds for the calculations with dynamic
screening without the phonon drag term.
However, in general, it does not hold for the calculations with dynamic screening
including the drag term. The agreement between the RTA and the fully
self-consistent solution is good for the mobility calculations in HfO2-MoS2-SiO2
(Fig. 6.6b), but not for the other investigated structures.
In particular, the RTA does not capture anti-screening, as can be seen in Fig. 6.6a.
Explicitly this means, the hybridized modes in W 0,effk,ω in Fig. 6.5(c) and (f) do not
contribute significantly to scattering in the RTA. However, they do contribute
critically in the fully self-consistent solution. One can see that in Fig. 6.9, where the
fully self-consistent effective momentum relaxation rate (marked “dynamic
screening”) is larger than its RTA correspondent (marked “dynamic screening RTA”)
for energies smaller than 60 meV where hybridization occurs, and smaller for energies
over 60 meV, where hybridization is less important. The fully self-consistent effective
momentum relaxation rate shows none of the steps associated with a certain onset of
the emission of optical phonons, seen very strongly in the unscreened curve, and to a
lesser extend in the static screening and dynamic screening in RTA curve. This
flatness is another indication that the coupling to plasmons, which are dispersive and
hence produce less featured momentum relaxation rates, are more important in the
fully self-consistent effective momentum relaxation time than in the RTA.
The iteration to self-consistency is a process to find the right balance between the case
where all the coupled modes relax momentum (no drag term), and the case where all
plasma effects are neglected (no screening case). The RTA is only a rough guess.
Keeping in mind that the effective scattering rate W 0,effk,ω from Eq. (4.34) only strictly
1In all plots, we show the no electronic screening case in the self-consistent solution, but static
screening case in the RTA, because the previous study by Ma and Jena [54] used static screening and
the RTA.
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Figure 6.9: Momentum relaxation rate calculated with different treatments of screening,
as a function of electron energy E, for a (a) SiO2-MoS2-vacuum device. (b) HfO2-MoS2-
SiO2 device at T=300K, n = 2 × 1012cm−2. section 6.3 explains how the momentum
relaxation rates 1τ tagged “no screening”, “dynamic screening”, “dynamic screening
RTA”, “dynamic screening no drag” and “static screening” are calculated.
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has meaning within the RTA, it still conveys some intuition for the qualitative effects
of dynamic screening. However, our calculations show that, in general, the RTA is no
viable shortcut, and it is necessary to find the fully self-consistent effective
momentum relaxation time to capture dynamically screened interface-phonon
scattering correctly.
6.5 Present work compared to previous studies
Simulations of the carrier mobility in MoS2 have mainly been of one of the following
two types: The first kind treat freestanding single layers of MoS2 from first principles,
e.g. [57, 5, 103]. Such calculations aim to predict the “intrinsic” carrier mobility, due
to scattering with the monolayer MoS2-phonons. The second kind focuses on other
scattering mechanisms, which limit the mobility in realistic devices, taking into
account impurities, and the type and dimensions of the surrounding
dielectrics [56, 55, 54]. The methodology there tends to rely on effective mass theory
and macroscopic electrostatics, though the parameters might be obtained from
electron [57, 52] and phonon [18, 19] band structure calculations. Free carrier
screening, present due to the impurity doping of non-ideal samples of MoS2 or due to
gating in FETs, falls into the second type of treatment.
Kaasbjerg et al. [57, 5] calculated the intrinsic mobility in a free-standing layer of
MoS2. They performed first principles electronic structure calculations to obtain the
relevant scattering matrix elements in the low carrier concentration limit. However,
rather than accounting for the free-carriers effects explicitly in another ab-initio
calculation, they take screening into account ad hoc by dividing their n→ 0 matrix
elements by appropriate model dielectric functions [5].
Ma and Jena [54] published a study of the mobility of different structures consisting
of MoS2 surrounded by different dielectrics, using model dielectric functions to
statically screen the matrix elements calculated by Kaasbjerg et al. [5]. While lacking
the detail of a microscopic dielectric function, these numerically cheap model
dielectric functions can capture the electrostatic effects of placing a monolayer of
MoS2 between a large number of permutations of different dielectrics.
This work uses Kaasbjerg et al.’s “screening by hand” approach for composite
structures, as Ma and Jena [54] have. Its methodology is very similar to Ma and
Jena’s in that it also applies single particle transport and macroscopic electrostatics
to MoS2-heterostructures. However, it uses the formalism established in chapter 4
and section 3.2 to focus particularly on the screening of the interface phonon
scattering effect, which is important in polar MoS2-heterostructures.
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Comparison of present work with calculations from Ma and Jena [54] In
this section, we compare some of our results with some results from the literature.
Out of the studies discussed above, [57, 5, 103] give calculation of the carrier mobility
as a function of the sheet carrier density, but only for MoS2 suspended in a vacuum,
and neglecting screening. We therefore compare our results with some presented by
Ma and Jena [54]. In their Fig. 7(b), they present calculations of a mobility due to
statically screened interface phonon scattering, charged impurity scattering, acoustic
and optical deformation potential scattering and LO-phonon scattering, as a function
of carrier sheet density at room temperature. The impurity concentration is fixed at
NI = 1011cm−2. This mobility is plotted against some of our own calculations for a
HfO2-MoS2-SiO2 structure in Fig. 6.10. We choose the HfO2-MoS2-SiO2 structure,
because its mobility is dominated by screened polar interface phonon scattering, the
scattering mechanism we are particularly interested in in this thesis. We include other
scattering mechanisms (acoustic and optical deformation potential scattering and
piezoelectric scattering, as discussed in appendix E), but they have barely any
influence on the total mobility. The effect of neglecting charged impurity scattering,
which we have not included, should also be negligible for NI = 1011cm−2. We can see
this from Ma and Jena’s [54, Fig. 7a] calculations for nS = 1013cm−2 and
NI = 109cm−2, which we included in Fig. 6.10 as a diamond. It lies on the line for the
mobilities with a NI = 1013cm−2 impurity concentrations for the HfO2-MoS2-SiO2
structure.
Fig. 6.10 compares calculations of the total room temperature mobility in a
HfO2-MoS2-SiO2 structure as a function of carrier sheet density by Ma and Jena [54]
to ours. Ma and Jena’s treatment of screened interface polar phonon scattering differ
from ours in several important points. In order to disentangle the effects of these
differences on the mobility from each other, we go step by step: We start with the
calculation which we believe to best describe screened polar interface phonon
scattering in the HfO2-MoS2-SiO2 structure. We then change our treatment to agree
with that by Ma and Jena [54], eliminating one difference at a time. Each change will
be discussed first, and then retained for all subsequent calculations. Incidentally, each
of these changes reduces the mobility by a certain amount, until we finally reproduce
Ma and Jena’s mobilities quite accurately, which are around an order of magnitude
lower than our “dynamic screening” results from Fig. 6.10.
1. Dynamic screening: Our best description of interface polar phonon scattering
involves dynamic screening as discussed in section 6.3. This curve was first
presented in Fig. 6.2(b), and is marked “dynamic screening” in Fig. 6.10.
2. Static screening and the RTA: Ma and Jena [54] employ static screening and the
relaxation time approximation. We include our calculation of with static
screening and the RTA in Fig. 6.10 marked “Static screening RTA”. As shown in
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Figure 6.10: Room temperature mobility in a HfO2-MoS2-SiO2 structure as a function
of carrier sheet density. The thick orange solid line is from a calculation by Ma and
Jena [54]. All other curves are from our calculations. The top red line with the crosses
marked “dynamic screening” is our best description of the mobility in the HfO2-MoS2-
SiO2 structure, and was first presented in Fig. 6.2(b). Each successive curve is marked
with the additional assumption that has been made to calculate it, as explained in
section 6.5.
Fig. 6.8b, using static rather than dynamic screening decreases the mobility by
up to 43%. All calculations described below also employ static screening and
the RTA.
3. MoS2 effective mass: Ma and Jena use the LDA effective mass of
m∗ = 0.48me [57]. We used a GW effective mass of m∗ = 0.35me [52], because
GW band structures compare more favorably with experiment than those
calculated in the LDA (cf. [104] and references therein). From here on, we will
use the LDA value of m∗ = 0.48me, like Ma and Jena. This causes the mobility
to decrease by about 25% to 35% throughout all carrier densities.
4. Isotropic dielectric constant of MoS2: Ma and Jena use an isotropic dielectric
constant of MoS2 of 7.6.2 We use a formalism (subsection 3.2.2) which accounts
for the anisotropic dielectric functions of MoS2. Our effective scalar high
frequency constant for MoS2 ε′∞MoS2 = 9.7, see Tab. 2.3 and Eq. (3.50). Taking
Ma and Jena’s isotropic dielectric constant decreases the mobility by between
38% at low carrier sheet density and 20% at high carrier concentration.
5. Interface layer thickness: Ma and Jena use an expression for the polar interface
phonon scattering limited mobility which only holds if the MoS2-interface layer
2They do not specify if this is supposed to be ε∞ or ε0, but as the LO-TO splitting in MoS2 is
very small [18, 19], this does not matter much.
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is infinitely thin, a = 0. We account for a finite layer thickness a=6.145Å, see
subsection 3.2.2. Fig. 6.11 shows how, according to our continuum model, the
unscreened polar interface scattering limited mobility would vary if it was
possible to change the thickness of a monolayer of MoS2 at will. The inset
demonstrates that the mobility would change drastically if one could vary the
layer thickness by several orders of magnitude. The main figure shows that
changes of the layer thickness by a fraction of an Å around our value of
a=6.145Å, a realistic guess for the uncertainty of a, has much smaller effects on
the mobility. Still, setting a = 0, as Ma and Jena do, reduces the mobility by
more than a factor of two for all the considered nS .
6. Hess and Vogl treatment: Ma and Jena treat the HfO2-MoS2-SiO2 structure
with Hess and Vogl’s expression for interface polar phonon scattering (discussed
in subsection 3.2.2, Eq. (3.67)). Here, this means “switching off” the polar
phonons in SiO2 by fixing the silica dielectric function at its high frequency
limit, ignoring the electrostatics of the MoS2-layer, and only considering the
lowest frequency polar phonon in HfO2. This reduces the mobility further to
give very good agreement with Ma and Jena’s calculation.
Implementing all these changes gives excellent agreement between our mobility
calculations and those by Ma and Jena [54] at low carrier sheet densities. Ma and
Jena’s slightly lower mobilities at high carrier sheet densities could be due to an
inconsistency of their treatment of electrostatics in screening: While they neglect the
MoS2 thickness in their treatment of unscreened interface polar phonon scattering,
they take it into account in their generic treatment of screening of all scattering
processes. Another possible cause for the slight discrepancy are differences in the
treatment of other scattering mechanisms (appendix E). We checked that our
different treatment of the electronic wave functions in the transverse directions (Ma
and Jena have particle in a box wave functions, and we delta functions) amounts to
less than a 3% difference in the mobility at any nS .
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Figure 6.11: Dependence of the mobility µ due to unscreened polar interface phonon
scattering and the total mobility µtot on the thickness a of the interface layer in struc-
tures of the type described in Fig. 3.4b. This plot is for a HfO2-MoS2-SiO2 structure
at room temperature and a carrier sheet density nS = 1011cm−2. The main plot shows
layer thicknesses around the actual thickness of MoS2 of a=6.145Å, while the inset
shows how the mobilities when a is varied over several orders of magnitude.
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Chapter 7
Conclusions and Outlook
7.1 Conclusions
The aim of this thesis was to develop a formalism which describes momentum
relaxation due to carriers scattered by coupled longitudinal-optical phonons and
plasmons. This seems difficult, because the mechanisms for momentum relaxation due
to carrier–LO-phonon modes and carrier–carrier scattering are very different, and
previous authors have struggled with treating momentum relaxation due to carrier
scattering with coupled plasmon-LO-phonon modes in terms of one of those two
mechanisms, or a mixture of the two [37, 1, 47, 48]. We overcame these struggles by
modeling the momentum relaxation mechanism due to carrier–collective mode
scattering, and recognizing that these two different momentum relaxation mechanisms
mentioned above mark two limiting cases of the momentum relaxation mechanism of
coupled LO-phonon–plasmon excitations.
To understand this, we needed to focus on the effect of the non-equilibrium collective
excitations in the coupled Boltzmann equations for collective longitudinal excitations
and carriers. The crucial term in the collective mode Boltzmann equation is known as
the “phonon drag” term in the context of thermal conductivity [25], where phonons
obtain momentum from interaction with carriers, or are, colloquially speaking,
“dragged along”. We improved on previous models [47, 48, 1, 37] by including the
anharmonic lifetime of the coupled collective excitations in the Boltzmann equation
for the collective excitation. This quantity affects the drag term, and consequently
the momentum relaxation rate:
If carriers transfer momentum into a collective mode with an anharmonic lifetime
which is much longer than the carrier-collective mode relaxation time, the collective
mode will likely not decay before it can transfer the momentum back to the carriers.
Conversely, if carriers transfer momentum into a collective mode with an anharmonic
lifetime which is much shorter than the carrier-collective mode relaxation time, it will
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likely decay almost immediately, and the carrier momentum will be lost.
Conventionally, carrier–plasmon scattering has been treated in the infinite lifetime
limit, and carrier–LO-phonon scattering in the zero lifetime limit. Our approach
naturally unites these two limits by assigning a finite lifetime to each of the coupled
collective modes.
Solving the two coupled Boltzmann equations for the carriers and the collective
modes self-consistently requires a certain numerical effort in the most general cases,
and it is not always immediately obvious why the resulting momentum relaxation
times and mobilities behave the way they do. We carefully analyzed these calculations
in order to establish an intuitive understanding for momentum relaxation due to
carrier–collective mode scattering. Studying the relaxation time approximation (RTA)
limit to our self-consistent solution to the coupled Boltzmann equations proved
particularly enlightening in that regard. Our formulas for the RTA momentum
relaxation time are as simple to use as the equations for energy relaxation by Kim et
al. [36]. More importantly, our solution naturally introduced the phonon dissipation
weight factor, the ratio between the imaginary part of the dielectric function of the
phonons alone and the imaginary part of the total dielectric function. This quantity
lets us assess how phonon-like or plasmon-like the coupled excitations behave at a
certain frequency and wave vector when it comes to degradation of an electric
current. We used map plots of the phonon dissipation weight factor in a wave
vector–frequency plane alongside map plots of the scattering rate to help develop an
intuition for momentum relaxation. Map plots of the scattering rate can help to
illustrate energy relaxation by showing at which wave vector and frequency the
collective excitations scatters carriers the most strongly. Map plots of the phonon
dissipation weight factor assign a number between zero and one to the collective mode
corresponding to their decay mechanism – with one meaning LO-phonon-like decay
and zero meaning plasmon-like decay. Combining the scattering rate and the phonon
dissipation factor yields our “effective scattering rate”. Map plots of the effective
scattering rate hence shows peaks at wave vectors and frequencies where the collective
excitations contribute most strongly to momentum relaxation.
When we applied our approach to dynamically screened electron–LO-phonon
scattering in bulk polar semiconductors, we observed that the mobility limited by
coupled collective mode scattering is most increased compared to mobility limited by
pure LO-phonon scattering at a density where the plasma frequency is similar to the
optical phonon frequencies. Calculations for a variety of direct gap polar
semiconductors assuming a single, spherical conduction band indicate that this
increase is strongest for materials with large effective mass and small high-frequency
dielectric constant.
We also investigated the effect of the treatment of screening and the RTA on
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momentum relaxation in bulk polar semiconductors, by comparing our fully
self-consistent, dynamically screened results to such obtained in other methods. These
methods included the RTA limit of our own approach, and the Thomas-Fermi
screening with the RTA, which gave good qualitative agreement with our mobility
calculations in room temperature GaAs for a range of carrier densities.
Finally, we applied our approach to screened polar interface phonon scattering in
structures where a monolayer of molybdenite lies between different polar dielectrics.
We found that the difference between screened interface phonon scattering (i.e.,
coupled collective mode scattering) and unscreened interface phonon scattering is
strongest for heterostructures with a small high frequency interface dielectric function,
which is an insight that carries over from the bulk case. Our fully self-consistent
dynamically screened interface phonon scattering calculation can capture
anti-screening at low carrier concentration, unlike previous calculations of interface
phonon scattering, which used static screening and the RTA. [54] Using static
screening leads to an overestimation of the total mobility by up to 15% at low electron
concentrations around nS = 1011cm−2 in devices with a molybdenite monolayer on
silica, due to the neglect of anti-screening. In devices with a monolayer of molybdenite
between hafnia and silica, static screening can underestimate the mobility by up to
75% at intermediate carrier concentrations around nS = 1012cm−2. At high carrier
concentrations, the agreement between static and dynamic screening is good.
We also demonstrated that taking the thickness of the MoS2 layer into account as far
as electrostatics are concerned is important for the mobility. It changes the mobility
of a structure with a monolayer of MoS2 between hafnia and silica by more than a
factor of two for all considered carrier sheet densities.
Given these findings, we recommend carrying out a fully self-consistent dynamically
screened LO-phonon or interface phonon scattering calculation including phonon drag
if the LO-phonon or interface phonon scattering contributes significantly to the total
mobilities, and the relevant carrier concentrations are in an intermediate regime.
7.2 Outlook
Below are some thoughts on the accuracy of the formalism developed in this thesis
and its applicability beyond the examples discussed in it, in no particular order.
• Our best calculations for the total mobility in n-type GaAs at room
temperature yield larger mobilities than experiment throughout the considered
carrier concentrations. We would need to include non-parabolicity in our
calculations in order to compare our GaAs calculations with experiment in any
meaningful way. The large effect we would expect non-parabolicity to have in
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p-type semiconductors is a major reason why we chose n-type semiconductors
for the calculations in this thesis.
The effects of non-parabolicity on the occupation of the bands is quite easy to
capture within the Kane [105] model, cf. [100, 106], but the effects of
non-parabolicity on the momentum relaxation time itself would require more
significant changes. Rode [100] included non-parabolicity effects in the
fully-self-consistent solution to the carrier-Boltzmann equation. This should
give an indication of what is required to take non-parabolicity into account in
the coupled carrier and collective mode Boltzmann equations.
• The calculations in bulk polar semiconductors were carried out assuming one
perfectly parabolic, spherical conduction band. Neglecting inter-valley
scattering, this could be generalized to materials with several spherical
parabolic bands, and we applied this generalization to transport in monolayer
MoS2, which has two equivalent conduction band valleys.
An extension of our approach to materials with parabolic and elliptical bands
would be conceptionally straightforward, if computationally cumbersome. We
formulated our treatment of momentum relaxation due to carrier-collective
mode scattering such that it also applies to carriers in parabolic, but
non-spherical bands, cf. chapter 4. However, such a treatment would require the
carrier dielectric functions to be recalculated for elliptical bands, and the
explicit evaluation of the Boltzmann integrals (cf. appendix C.3 and
appendix C.4) would differ.
It is possible that a simple re-scaling of the ellipsoidal bands to spherical bands
as discussed by Herring and Vogt [107] would yield expressions similar to the
ones for the spherical bands. However, as this approach should not in general
yield isotropic carrier dielectric functions (cf., e.g., [108]), the resulting
expressions for the momentum relaxation time would be more complicated than
the spherical ones.
• Our formalism relies heavily on the RPA, and cannot capture mechanisms
beyond the RPA, such as the excitation of multiple pairs rather than just single
pairs [32]. There have been attempts to improve on the RPA, e.g., by
introducing correction factors into the dielectric function [109, 110, 63]. Such
corrections could probably be incorporated into our method, but given that
even descriptions in terms of simpler dielectric functions (like the
Thomas-Fermi-limit) can yield reasonable results, the benefits might not justify
the additional effort.
• Our derivation of the effective scalar dielectric function in section 3.2, which we
use to describe the polar semiconductor heterostructures can only be used with
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phonon dielectric functions which do not depend on wave vector in the present
form. This has to do with local field effects and ties in with the question
whether our continuum model gives an accurate description of the electrostatics
of such a small-scale structure. It would be interesting to see dielectric functions
for the composite structures discussed here calculated from first principles,
taking into account the detailed atomistic structure of the heterostructure, and
how mobilities calculated within our method with this dielectric function would
differ from the ones calculated with the continuum model.
• There are indications in this work that the minutia of the dielectric function
influences the carrier mobility due to screened interface phonon scattering,
which we have not explored in this thesis. Plotting the ratio of the screened to
the unscreened mobility for a much denser carrier concentration grid than in
Fig. 6.7 reveals that the peak in Fig. 6.7 really consists of multiple peaks of
smaller width, which are associated with different optical phonon modes in the
dielectric function of the composite structure. This demonstrates a sensitivity of
the carrier mobility to the dielectric function which relates back to the point
raised above about the possibility of calculating the dielectric function from first
principles.
• We already briefly discussed in subsection 3.2.4 what the extension from
truly-2d to what we called “pseudo-2d” systems would entail. This is mainly an
increase in bookkeeping, as we now substitute Eq. (3.64), the carrier energy
which now depends on the subband energies En into the equations for the
carrier dielectric functions in section 2.2 and in all the Boltzmann equations in
chapter 4. The transverse wave functions in pseudo-2d materials would enter
through the scattering rate, and affect the screening. On the level of technical
complexity, a MOSFET with multiple layers of MoS2 as a channel material,
which is an interesting system to study on its own merit, would be an
intermediate step towards pseudo-2d systems.
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Appendix A
Landau damping for
three-dimensional classical
plasmas
In this appendix, we give a derivation of the carrier dielectric function in the classical
limit, as derived by Landau [2]. We then calculate the complex-valued, wave vector
dependent plasma frequency from zeros of this dielectric function. The imaginary
part of the plasma frequency can be seen as the damping rate of the plasma
oscillation. This damping mechanism is now called “Landau damping”, after
Landau’s 1946 paper [2].
A.1 Landau’s article [2]
Landau damping is now textbook material, e.g. [111, 112]. We will largely follow the
presentation and notation of the material in Landau’s original article [2]. This means
that there will be some differences to the notation in the rest of the thesis. For
example, in the classical context, we describe a particle’s energy in terms of its
velocity rather than its wave vector, E = 12mv2. This differences in notation should
not be problematic, because this appendix is a stand-alone part of this thesis.
Let us consider a slightly disturbed plasma. The perturbation f1(r,v, t) is small
compared to the equilibrium distribution function f0(v). The Vlasov equation [113]
∂f
∂t
+ v · ∂f
∂r
+ F
m
· ∂f
∂v
= 0 (A.1)
holds for the total distribution function to first order
f(r,v, t) = f0(v) + f1(r,v, t), (A.2)
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and can be written as
∂f1
∂t
+ v · ∂f1
∂r
+ F
m
·
(
∂f0
∂v
+ ∂f1
∂v
)
= 0. (A.3)
Hence, the Vlasov equation is equivalent to a Boltzmann equation without collision
terms, cf. chapter 4.
We assume a homogeneous ion distribution. In solid state physics this is often called
a jellium model, e.g. [24]. The equilibrium electronic charge e
∫
dv f0(v) cancels out
the background ionic charge |e|NZ, so that the plasma is neutral in the absence of
perturbations.
In general F includes both external fields, and the self-consistent fields of electrons
and ions in the plasma. In our case F = eE is only the self-consistent field due to a
small perturbation of the electrons. Gauss’s law, e.g., [6]
∇ ·E(r, t) = 4piρ(r, t) = 4pie
∫
dv f1(r,v, t) (A.4)
provides the connection between f1 and E, and tells us that E is also a perturbation
of the order of f1. That means that the last term in the Vlasov equation (A.3) is of
second order in the perturbation, so that the linearized Vlasov equation reads
∂f1
∂t
+ v · ∂f1
∂r
+ eE
m
· ∂f0
∂v
= 0. (A.5)
The scenario described has been called a “Vlasov-Poisson” model, for example in the
review article [70]; this becomes more obvious if one uses the electrostatic potential ϕ
such that
E = −∇ϕ (A.6)
in equation (A.5) and (A.4).
Vlasov solved Eq. (A.5) only after Fourier-transforming them. [113] Only Landau
solved the linearized Vlasov equation as an initial value problem, found damped
vibrations, and gloated that “most of [Vlasov’s previous undamped] results turn out
to be incorrect” [2].
Initial value problem
This discussion follows Landau’s original paper[2] quite closely. Some additional
explanations are taken from [114],[111] and [112]. Landau considered how a small
perturbation that was turned on at t = 0 evolves. To that end he took the Fourier
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transform in position of the Vlasov-Poisson-equations
∂f1,k
∂t
+ iv · kf1,k − e∇ϕk
m
· ∂f0
∂v
= 0 (A.7)
k2ϕk = 4pie
∫
dv f1,k(v) (A.8)
and the Laplace transform
gp =
∞∫
0
dt e−ptg(t) p ∈ C, (A.9)
in time. Here, we use Landau’s notation, where p is a complex frequency, whose real
part corresponds to the damping rate, and whose imaginary part corresponds to the
frequency:
p = −iω + γ (A.10)
The Laplace transform, as a one-sided transform, is well suited for initial value
problems, and the Laplace transform of a derivative
∞∫
0
dt e−ptdg(t)
dt
= pgp − g(0) (A.11)
features the value of the function g at the time t = 0.
In order to make the following equations more reader-friendly, we drop the index k,
and we set k = kez without loss of generality. The Laplace-transformed
Vlasov-Poisson equations read
(p+ ikvz)f1,p − ik e
m
ϕp
∂f0
∂vz
= f1,t=0 (A.12)
k2ϕp = 4pie
∫
dv f1,p(v). (A.13)
The first equation can be solved for f1,p, and substituted into the second equation.
This yields
ϕp =
4pie
k2
∫
dv f1,t=0(v)p+ikvz
1− 4piie2km
∫
dv ∂f0(v)∂vzp+ikvz
. (A.14)
To illustrate that the problem is essentially longitudinal, the integrations along the vx
and vy can already be carried out. Defining
F0(vz) =
∞∫
0
dvx
∞∫
0
dvy f0(v) (A.15)
F1,t=0(vz) =
∞∫
0
dvx
∞∫
0
dvy f1(t = 0,v) (A.16)
Momentum relaxation in doped polar
semiconductors
128 Anna Miriam Hauber
A. Landau damping for three-dimensional
classical plasmas A.1 Landau’s article [2]
the previous expression for ϕp becomes
ϕp =
4pie
k2
∫
dvz F1,t=0(vz)p+ikvz
1− 4piie2km
∫
dvz ∂F0(vz)/∂vzp+ikvz
. (A.17)
The denominator of this is
ε(k, p) = 1− 4pie
2
mk2
∫ ∞
−∞
dv
v − ip/k
∂F0(v)
∂v
, (A.18)
the dielectric function of the plasma.
Finally, the time dependence of the potential can be determined using the inverse
Laplace transform
ϕ(t) = 12pii
σ+i∞∫
σ−i∞
dpϕpept, σ > pmax and σ > 0 (A.19)
where the integration path is defined as a line parallel to the imaginary p-axis in the
right half plane, which must lie to the right of all the poles pn of ϕp to ensure
convergence.
That means that the singular point in the integrands in the expressions for ϕp and εp
above, v = i pk lies in the upper half plane, see Fig. A.2(a). As the velocity integration
goes along the real axis, i.e., always below the singular point, the integrands in
eq (A.17) will never be singular.
The potential ϕ(t) can be expressed in a neat way if ϕpept is an analytic function to
the left of the line σ except for isolated poles (meromorphic) 1 That means that we
can use the residue theorem to express ϕ(t) as
ϕ(t) =
∑
n
Res
(
ϕpe
pt, pn
)
, (A.20)
while we have to show that the integral along the path that closes the contour
vanishes, see Fig. A.1.
However, for ϕp to be meromorphic, we have to analytically continue the integrals of
the form ∞∫
−∞
dv g(v)
v − ip/k (A.21)
in Eq. (A.17) into the left half plane, R(p) <= σ. That means that the pole in the
integrand in Eq. (A.21), at v = ipk can move into the lower half plane I(v) <= 0.
1For this appendix, an undergraduate level understanding of complex analysis is helpful, see, for
example [115].
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GΣ
GR
p1
p2
p3=pmax
Σ>0
ÂHpL
JHpL
Figure A.1: Integration path in Eq. (A.19) goes along Γσ. For Eq. (A.20) to hold, the
integral along ΓR in the limit R→∞ needs to vanish.
That means that when you consider the integral as a function of ipk, it can have a
discontinuity at the real axis, because the integration goes across the pole. Landau’s
approach to analytic continuation is to distort the integration path down from the
real axis if necessary to avoid crossing the real axis, see Fig. A.2. We can use the
Cauchy integral theorem to calculate the difference between the integration along the
real axis and this “Landau-contour”:
Consider an integration along the contour as in Fig. A.3, only with the contours
closed at ±∞. If g(v) is an analytic function, the residue
∫
ΓL
dv g(v)
v − ip/k −
∫
ΓR
dv g(v)
v − ip/k = 2piiRes
(
g(v)
v − ip/k , ip/k
)
(A.22)
gives the difference between the integral evaluated at a contour that runs below the
singularity, and one that runs above it along the real axis, in the limit ε→ 0. If the
pole is above the real axis, the two integrals are the same. If the pole lies exactly on
the real axis, the difference is exactly half of 2pi times the residue.
The figures A.4(a) and (b) compare a plot of the imaginary part of the analytically
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(a)
ipk
Ωk ÂHvL
Γk
JHvL
(b)
ipk
Ωk ÂHvL
JHvL
(c)
ipk
Ωk ÂHvL
Γk
JHvL
Figure A.2: Landau contour ΓL for (a) γ>0, (b) γ = 0, (c) γ < 0 in the complex plane
for the velocity v. v = ip/k = ω/k + iγ/k marks the singularity in the integrand of
Eq. (A.18).
continued dielectric function
ε(k, p) = 1− 4pie
2
mk2
∫
ΓL
dv
v − ip/k
∂F0(v)
∂v
(A.23)
to the one calculated along the real axis according to Eq. (A.18), for the
Maxwell-Boltzmann distribution function Eq. (A.30).
Once we have the analytic expressions for both the integrals in the expression
Eq. (A.17), we can see that the poles pn that govern the time dependence of the
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GR
2¶
GLipk
Ωk ÂHvL
Γk
JHvL
Figure A.3: Integration path above and below the pole, infinitesimally close to each
other. If the contour is closed, the integral along this contour yields 2pii times the
residue of the integrand at the pole.
potential ϕ(t) are the zeros of the dielectric function Eq. (A.23). These zeros are in
general complex and wave vector dependent. Per construction, these zeros can only
be found after the analytical continuation of ε. As ϕ(t) has an exponential time
dependence, pmax, the pk with the largest real part determines its long-time
behaviour. If it is real, the plasma oscillations are undamped. If it lies in the left half
plane, they are damped. A pmax in the right half plane corresponds to growing
plasma oscillations, which, however, are not compatible with our assumption of small
perturbations.
Longitudinal waves in a plasma
We have seen that the zeros of the dielectric function determine the oscillation and
exponential growth or decay of the self-consistent potential - and hence the electric
field in a plasma after a perturbation from equilibrium. Yet, we can also read
ε(k, p) = 0 (A.24)
as the requirement for longitudinal waves in a plasma.
We see from Eq. (A.24) that the frequency of these “natural oscillations” in general
depends on wave vector.
The solution p(k) to Eq. (A.24) is complex . With the notation Eq. (A.10), we see
that if γ > 0, the amplitude grows exponentially, if γ < 0 it is damped.
A.2 Classical dielectric function and Landau damping in
three dimensions
The formalism above is valid for every equilibrium distribution function which is
analytic as a function of the complex variable vz as described above.
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It is possible to simplify the expression for the dielectric function Eq. (A.23) further
only using a few reasonable assumptions that will be discussed below.
We use an equilibrium distribution function f0 which is normalized to the number of
electrons per unit cube,2
n0 =
∫
dv f0(v). (A.25)
Before substituting f0 into Eq. (A.23), we have to integrate over vx and vy and
differentiate with respect to vz. It is convenient to do this in cylindrical coordinates -
with ρ =
√
v2x + v2y and z = vz:
dF0(z)
dz
= ∂
∂z
2pi∫
0
dϕ
∞∫
0
dρ ρf0
(√
ρ2 + z2
)
= 2pi ∂
∂z
∞∫
0
dρ ρf0
(√
ρ2 + z2
)
(A.26)
where we have used that f0(v) = f0(v). Now we can use a result from real analysis,
namely that if f0(
√
ρ2 + z2) is uniformly convergent, we can exchange the order of the
differentiation and the integration in Eq. (A.26). 3 Hence, we can continue to equate
dF0(z)
dz
= 2pi
∞∫
0
dρ ρ ∂
∂z
f0
(√
ρ2 + z2
)
= 2piz
∞∫
0
dρ ∂
∂ρ
f0
(√
ρ2 + z2
) (A.27)
having used ∂f0∂z =
∂f0
∂v
∂v
∂z =
∂f0
∂ρ
∂v
∂z
(
∂v
∂ρ
)−1
. Under the additional assumption that
lim
v→∞ f0(v) = 0, this provides us with the formula
dF0(z)
dz
= −2pizf0 (|z|) . (A.28)
Substituting the plasma frequency Eq. (2.17) and Eq. (A.28) in Eq. (A.23) yields
ε(k, p) = 1 + 2piω
2
P
n0k2
∫
ΓL
dz zf0(|z|)
z − ipk , (A.29)
into which we can substitute various equilibrium distribution functions f0(v).
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Figure A.4: Imaginary part of the dielectric function for the Maxwell-Boltzmann dis-
tribution function Eq. (A.30) as a function of W/K and Y/K, the real and imaginary
part of the scaled complex frequency W, divided by the scaled wave vector K, evaluated
(a) along the Landau contour (cf. Eq. (A.32) and Eq. (A.37)) , (b) along the real axis
(cf. Eq. (A.33))
Maxwell - Boltzmann distribution function
In the following section, we will calculate the dielectric function Eq. (A.29), where
f0(v) is the Maxwell-Boltzmann distribution function. That is the distribution
function that Landau had in mind originally, and it is applicable for a large parameter
space in classical plasma physics, where temperatures are usually high and electron
densities small. We see that the Maxwell - Boltzmann distribution function
f0(v) = n0
(
m
2pikBT
) 3
2
e
− mv22kBT (A.30)
2This is different from the normalization in the rest of the thesis, in order to conform with
Landau’s notation.
3Physicists usually don’t worry about uniform convergence of expressions like the
Maxwell-Boltzmann distribution function, which are essentially Gaussians.
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fulfills all the requirements to derive Eq. (A.29). It turns out that the dielectric
function takes a compact form if we use the Debye length
λD =
√
kBT
4pin0e2
(A.31)
as a length scale, the dimensionless wave vector K = kλD and the dimensionless
frequency W = ipωp :
ε(K,W ) = 1 + 1√
2piK2
∫
ΓL
du ue
−u22
u− WK
(A.32)
Next, we have to shift our focus to the integration path ΓL, see Fig. A.2. As discussed
above, integrating along the Landau contour ΓL is a way of finding the analytic
continuation of
ε(K,W ) = 1 + 1√
2piK2
∞∫
−∞
du ue
−u22
u− WK
(A.33)
from the upper half plane ImWK > 0 into the lower half plane Im
W
K < 0. If one just
evaluates Eq. (A.33) for all ImWK , the resulting function will not be analytic at the
real axis, see Fig. A.4(b).
We also described above how the contribution to the integral from the part of the
Landau contour that passes below the pole ImWK < 0 is
2pii Res
(
ue−
u2
2 ,
W
K
)
= 2piiW
K
e−
1
2
W2
K2 (A.34)
Displaying the contribution to the dielectric function from the different parts of the
Landau contour, the contribution from the integral along the real axes and the
contribution from the residue yields
ε(K,W ) = 1 + 1√
2piK2
 ∞∫
−∞
du ue
−u22
u− WK
+ 2piiW
K
e−
1
2
W2
K2
 . (A.35)
The integral in Eq. (A.35) can be transformed into an expression involving the
imaginary error function 4 erfi(z) = 2√
pi
∞∫
0
dt e−t2 , which is well tabulated. Using
∞∫
−∞
du ue
−u22
u− WK
=
√
2pi − piW
K
e−
1
2
W2
K2
[
i+ erfi
(
W√
2K
)]
(A.36)
4A good account of a very similar calculation can be found in [112]- the main difference is that
they use the Dawson function, which is closely related to the imaginary error function.
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yields
ε(K,W ) = 1 + 1
K2
{
1 +
√
pi
2
W
K
e−
1
2
W2
K2
[
i− erfi
(
W√
2K
)]}
for ImW
K
< 0. (A.37)
Its imaginary part is plotted in Fig. A.4(a). The two plots Fig. A.4(a) and (b) are
identical in the upper half plane, but only if we use the Landau contour as integration
path is there no discontinuity at the real axis. This serves as visual evidence for a
correct analytical continuation.
Natural oscillation frequencies Landau gave approximations for the wave vector
dependent plasma frequency ω(k) for small and large k, [2]. To the best of our
knowledge, Eq. (A.37) cannot be solved for ω explicitly. Even Landau’s approximate
solution for large wave vectors K is only an implicit equation. There are some
variations of those approximations in textbooks, e.g.,[111] for the small k
approximation of γ, and [112] for a good treatment of approximations for ω for small
and intermediate wave vectors, but we will constrain ourselves to Landau’s ones. In
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Figure A.5: Numerically calculated frequency ω(k) and damping rate γ(k) of the plasma
oscillations as a function of wave vector. Also shown are Landau’s short and long -
wavelength approximations Eq. (A.38) through Eq. (A.42) .
our notation they are
kλD  1 : ω(k) = ωp
[
1 + 32 (kλD)
2
]
(A.38)
γ(k) = ωp
√
pi
8 (kλD)
−3 exp
{
− 1
2 (kλD)2
}
(A.39)
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for small wave vectors and
kλD  1 : ξeξ22 = (kλD)
2
√
2pi
(A.40)
ω(k) = pi
ξ
(kλD) (A.41)
γ(k) = ξ (kλD) (A.42)
for large wave vectors. Figure A.5 shows those approximations, together with our
numerical calculations.
Discussion of results We find that the plasma oscillations in a
Maxwell-Boltzmann distributed plasma are always damped. The damping factor γ is
very small for small wave vectors, comparable to the oscillation frequency ω at
intermediate wave vectors kλD ≈ 1. At large wave vectors, γ is even larger than ω. It
is worth noting that both frequency and damping factor grow monotonously and
continuously. Hence, it is difficult to specify a maximum wave vector or cutoff kmax,
such that waves with k > kmax can be said to be damped out entirely. It has been
suggested [111] to set this cutoff at γ(kmax) = ω(kmax), which means that the
amplitude of the oscillation decreases to 1e of its initial value after one oscillation.
This definition is obviously somewhat arbitrary.
Experimental verification of collisionless damping Following Landau’s
predictions of collisionless damping, it was a matter of discussion whether it was a
physical effect[111], and the experimental verification of Landau damping came only
20 years later [116, 117].
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Appendix B
Approximate treatments of
carrier–coupled phonon-plasmon
mode scattering in three
dimensions
This appendix deals with some of the concepts and expressions that have been used in
the literature to capture carrier–coupled mode scattering, especially in the
long-wavelength limit. Concepts such as the “phonon content” are not used in the
formalism developed in the main part of this thesis, and only need to be introduced
for the purpose of comparison with other descriptions in the literature.
The phonon content and the scattering strengths can be derived in different ways.
The scattering strengths can be obtained naturally as the low-damping,
long-wavelengths limits of the scattering rate Eq. (3.4), see subsection 3.1.3. To help
readers who are looking to acquaint themselves with the literature, we show that the
scattering strength Eq. (3.34) (used in [36]) is equivalent to expressions given used in
[26], and [1].
The phonon content is not a quantity that arises within our description, but we also
show how different expressions correspond with each other, because some of the
descriptions of the scattering strengths [26] and [1] rely the concept of phonon
content.
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B.1 Phonon content in the long-wavelength,
low-damping limit
Phonon content, roughly speaking, is a measure of how much the ions are moving
when they are a part of a coupled phonon-plasmon oscillation. This is important in
neutron scattering experiments, as neutrons only significantly interact with phonons,
not with plasmons. In Fig. 3.3, we marked the coupled mode with the higher phonon
content with open squares.
There are a number of different expressions for phonon-content used by Varga [30],
Ridley [26], Kim et a. [36] and Fischetti et al. [1]. All apply to the case where the
damping γ = 0. We will show explicitly that the last three expressions are entirely
equivalent, and that the first only differs from the others by a simple factor.
Ridley form
Roughly following Ridley [26], we define the phonon content S of a coupled collective
mode of frequency ω as the kinetic energy of the ions divided by the kinetic energy of
both the ions and the electrons oscillating at frequency ω,
Sω =
Ekin,ionω
Ekin,ionω + Ekin,eω
. (B.1)
The kinetic energy of the ions can be expressed as
Ekin,ionω =
1
2NMω
2|uω|2 = |Eω|
2
2
NQ2
M
ω2(
ω2 − ω2TO
)2 = ε∞ |Eω|28pi ω2 ω
2
LO − ω2TO(
ω2 − ω2TO
)2
(B.2)
using the ionic displacement Eq. 2.2, and Eq. 2.9, cf. [30]. Similarly, we receive
Ekin,eω =
1
2Nm
∗ω2|ueω|2 =
|Eω|2
2
Ne2
m∗ω2
= ε∞ |Eω|
2
8pi
ω2P
ω2
(B.3)
as the kinetic energy of all the conduction band electrons, from using the electronic
displacements ueω and Eq. 2.18.
This yields
SRω =
1
1 + E
kin,e
ω
Ekin,ionω
= 1
1 + ω
2
P (ω2−ω2TO)
2
ω4(ω2LO−ω2TO)
, (B.4)
which is the form which appears in Ridley’s textbook [26, page 334].
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Varga form
Varga [30], Green’s functions are used to find the phonon content
(
SVω,k
)−1
= ω
ωLO
+
[
1− (ω/ωTO)2
]2
2(ε0 − ε∞)
ω2TO
ωLO
∂εeω,k
∂ω
(B.5)
which is wave vector dependent in general. In the long wavelength limit,
εeω,k = ε∞
(
1− ω2P
ω2
)
, so that
(
SVω
)−1 ≡ (SVω,k=0)−1 = ωωLO
1 + ωLOω
[
1− (ω/ωTO)2
]2
(ε0/ε∞ − 1)
ω2TO
ωLO
ω2P
ω3

= ω
ωLO
1 +
[
1− (ω/ωTO)2
]2
(ωLO/ωTO)2 − 1
ω2TOω
2
P
ω4

= ω
ωLO
{
1 +
[
ω2TO − ω2
]2
ω2LO − ω2TO
ω2P
ω4
}
= ω
ωLO
(
SRω
)−1
(B.6)
This means that the phrase “phonon content” is applied to quantities differing by
ωLO/ω by Varga and Ridley:
SVω =
ωLO
ω
SRω (B.7)
Varga also receives a sum rule
∑
m
ωmS
V
ωm,k = ωLO or
∑
m
SRωm = 1 (B.8)
i.e., the Ridley phonon content of the lower and the upper mode add up to one.
Kim et al. form
Guided by the expression Eq. (B.5), we write the kinetic energies as derivatives of the
real part of the dielectric function with respect to frequency, and the phonon content
becomes
Sω =
ω
2
∂
∂ωRe
{
εionω
}
ω
2
∂
∂ωRe {εtotω }
. (B.9)
1− Sω =
ω
2
∂
∂ωRe {εeω}
ω
2
∂
∂ωRe {εtotω }
(B.10)
is the corresponding plasmon content.
We use the form of the plasmon content involving derivatives to arrive at the
expression of the phonon content used by Kim et al. [36]. The derivative of the real
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part of the ionic dielectric function is
∂
∂ω
Re
{
εionω
}
= ε∞ ∂
∂ω
ω2TO − ω2LO
ω2 − ω2TO
= 2ωε∞ ω
2
LO − ω2TO
(ω2 − ω2TO)2
. (B.11)
Writing the real part of the total dielectric function in terms of its poles and zeros,
Re
{
εtotω
}
= ε∞ (ω
2 − ω2±)(ω2 − ω2∓)
ω2(ω2 − ω2TO)
, (B.12)
yields
∂
∂ω
Re
{
εtotω
}∣∣∣∣
ω±
= 2ε
∞
ω±
ω2± − ω2∓
ω2± − ω2TO
(B.13)
As the phonon content is only defined for ω±, it is not necessary to calculate the
derivative everywhere. The plasmon content is
1− SRω± =
1
ω2±
ω2Pω
2± − ω2Pω2TO
ω2± − ω2∓
(B.14)
Using equation (2.87) the plasmon content
1− SRω± =
ω2± − ω2LO
ω2± − ω2∓
= ω
2
P − ω2∓
ω2± − ω2∓
(B.15)
can be written quite elegantly. The phonon content is then
SRω± =
ω2LO − ω2∓
ω2± − ω2∓
= ω
2± − ω2P
ω2± − ω2∓
(B.16)
The last expression is the one used by Kim et al. [36] and Fischetti et al. [1].
B.2 Scattering strength in the long-wavelength limit
Having discussed the phonon content, we now focus on the expressions for the
scattering strength Eq. (3.34) by different authors:
Kim et al.[36] give expressions for the energy relaxation rate, Ridley[26] gives a
closely related so-called scattering rate, which is a modified energy relaxation rate
Fischetti et al.[1] and O’Regan et al.[92] give expressions for the momentum
relaxation rate. The comparison is made more complicated, because different systems
of units are used. We have extracted the different scattering strengths used and
converted them into Gaussion cgs units to facilitate comparison.
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Kim et al. form
We call the scattering strength as presented in Eq. (3.34) the Kim et al. form,
because this form follows straight from their expression for the scattering rate. We
also took the phrase scattering strength from their paper [36] and based our notation
for the Fröhlich- and coupled mode scattering strength on theirs. (They call the
coupled mode scattering strength the screened Fröhlich scattering rate.) However,
Kim et al.[36] actually only define the fraction F±/F u, so that proportionality factors
are somewhat arbitrary. We take this into account in all our plots of scattering rates
by scaling them with the Fröhlich scattering rate Eq. (3.21).
Ridley form
Ridley states in his book [26] that the formulation of carrier–coupled mode scattering
in terms of the imaginary part of the inverse dielectric function as discussed in
section 3.1 is equivalent to his derivation, which calculates how the polarization and
the effective charges are modified through the presence of free carriers, in the
long-wavelength limit. We will discuss the derivation using effective charges first, and
then prove the equivalence.
Change in polarization and effective charge Let us first consider the response
of the ions to an external electric field E. From Eq. 2.3 and Eq. 2.9, we know that
Pω
ion = −Eω ε
∞
4pi
ω2LO − ω2TO
ω2 − ω2TO
, (B.17)
when the damping rate γ is zero. Similarly to the phonon content Eq. B.1, we
compare this to the polarization Pωcoupled due to both the ions and the conduction
band electrons, which is just the polarization due to the coupled collective modes.
Pω
coupled = Pωion + Pωe = Pωtot − Pωvalence−e = Eω4pi
[
εtotω − ε∞ω
]
= −ε
∞Eω
4pi (B.18)
In the last equality we have made explicit use of the fact that εtot vanishes for the
coupled collective modes. This lets us express the ratio between the ionic polarization
and the coupled mode polarization as
Pω
ion
Pω
coupled
= Pω
ion
Pω
ion + Pωe
= ω
2
LO − ω2TO
ω2 − ω2TO
(B.19)
Let us now re-express the coupled polarization analogously to the electronic and ionic
polarization, Eq. 2.3 and Eq. 2.13
Pω
coupled = NQcoupledω ucoupledω (B.20)
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where Qcoupledω is the effective charge of the coupled excitation. We will call ucoupledω
the effective displacement after Ridley [26, chapter 9.4]. We can obtain an expression
for the effective displacement by assuming that the mass of the coupled ion-plasmon
oscillators is the reduced mass of the ions, M . As the kinetic energy of the coupled
excitations is
Ekin,coupledω = Ekin,ionω + Ekin,eω = S−1ω Ekin,ionω , (B.21)
the effective displacement then becomes
|ucoupledω |2Sω = |uionω |2. (B.22)
This enables us to express the effective displacement in terms of known quantities:
(
Qcoupledω
)2
=
∣∣∣P coupledω ∣∣∣2
N
∣∣∣ucoupledω ∣∣∣2 =
∣∣∣P coupledω ∣∣∣2∣∣∣P ionω ∣∣∣2
∣∣uionω ∣∣2∣∣∣ucoupledω ∣∣∣2Q2 =
(
ω2 − ω2TO
ω2LO − ω2TO
)2
SωQ
2
(B.23)
The scattering strength for both carrier collective mode scattering proportional to the
effective charge squared divided by the mode frequency. [26] This holds both for the
LO-phonons and the coupled phonon-plasmon modes. Therefore, the scattering
strength is
F±Ridley =
ωLO
ω±
(
ω2i − ω2TO
ω2LO − ω2TO
)2
SωiF
u (B.24)
where F u refers to Fröhlich scattering strength Eq. (3.21). That Eq. (B.24) is
equivalent to the coupled mode scattering strength in Kim et al’s form, Eq. (3.34),
can be proved by simple algebra:
ωLO
( 1
ε∞
− 1
ε0
)
ωLO
ω±
(
ω2± − ω2TO
ω2LO − ω2TO
)2
ω2± − ω2P
ω2± − ω2∓
= ω±
ε∞
ω2± − ω2TO
ω2± − ω2∓
(B.25)
⇔ 1
ω±
(
ω2± − ω2TO
ω2LO − ω2TO
)(
ω2± − ω2P
)
= ω± (B.26)
The last line is a reformulation of the bi-quadratic equation 2.87 and hence true.
Fischetti et al. form
Fischetti et al.[1] remark that their description of carrier–coupled mode scattering are
equivalent to those by Kim et al. and Ridley. In our notation, this means that the
expressions for the scattering strengths are equivalent:
F±Fischetti =
2pi2e2ω±
q2
[
1
ε∞ − ε∞ω2P /ω2±
− 1
ε0 − ε∞ω2P /ω2±
]
ω2± − ω2P
ω2± − ω2∓
= F±Kim = F
±
Ridley
(B.27)
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Fischetti at al. [1] note that
this agreement has been verified numerically here, although presumably more
efforts could produce a more elegant algebraic proof
The said proof is lengthy, but straightforward, and not particularly elegant:
ω±
[
1
ε∞ − ε∞ω2P /ω2±
− 1
ε0 − ε∞ω2P /ω2±
]
ω2± − ω2P
ω2± − ω2∓
= ω±
ε∞
ω2± − ω2TO
ω2± − ω2∓
⇔
[
1
1− ω2P /ω2±
− 1
ε0/ε∞ − ω2P /ω2±
] (
ω2± − ω2P
)
=
(
ω2± − ω2TO
)
⇔
[
1− 1− ω
2
P /ω
2±
ω2LO/ω
2
TO − ω2P /ω2±
]
ω2± − ω2P
1− ω2P /ω2±
=
(
ω2± − ω2TO
)
⇔
[
ω2LO/ω
2
TO − 1
ω2LO/ω
2
TO − ω2P /ω2±
]
ω2± =
(
ω2± − ω2TO
)
⇔
[
ω2LO − ω2TO
ω2LOω
2± − ω2TOω2P
]
ω4± =
(
ω2± − ω2TO
)
(B.28)
If we now use the bi-quadratic equation to re-express ω2LOω2± − ω2TOω2P as
ω2±
(
ω2± − ω2P
)
⇔
[
ω2LO − ω2TO
ω2LOω
2± − ω2TOω2P
]
ω4± =
(
ω2± − ω2TO
)
⇔
[
ω2LO − ω2TO
ω2± − ω2P
]
ω2± =
(
ω2± − ω2TO
) (B.29)
The last line is again only a reformulation of the bi-quadratic equation 2.87, and
hence true.
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C.1.1 Collision term
Peierls’s carrier collision term in the Boltzmann equation [49] is
(
∂fp
∂t
)
coll
=
∫
k
∑
σ
2piF σk δ (Ep+k − Ep − ~ωσk)
× [(Nk,σ + 1) fp+k (1− fp)−Nk,σfp (1− fp+k)] (C.1)
in the notation introduced in chapter 4. We use the scattering strengths F σk from
section 3.1 because Peierls’s equations were formulated for scattering with discrete
modes. Let us keep in mind that we use Peierls’s short convention [49], where
negative values of σ mean a negative transferred energy ~ω−|σ|k = −~|ωσk |.
According to Peierls [49], the collective mode collisional integral for the mode σ is
(
∂Nk,σ
∂t
)
coll
= 2
∫
p
2piF σk δ (Ep+k − Ep − ~ω)
× [(Nk,σ + 1) fp+k (1− fp)−Nk,σfp (1− fp+k)] . (C.2)
C.1.2 Detailed balance
The collision terms
(
∂Nk,σ
∂t
)
coll
and
(
∂fp
∂t
)
coll
vanish when Nk,ω is the Bose-Einstein
distribution function N0ω, and fp is the Fermi-Dirac distribution function, because
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they fulfill equations of detailed balance:[
N0ω
(
f0Ep+k − f0Ep
)
+ f0Ep+k
(
1− f0Ep
)]
δ (Ep+k − Ep − ~ω) = 0 (C.3a)[
(N0ω + 1)
(
f0Ep+k − f0Ep
)
+ f0Ep
(
1− f0Ep+k
)]
δ (Ep+k − Ep − ~ω) = 0 (C.3b)
As the distribution of the collective excitations is already in equilibrium, the collective
excitation decay term vanishes. Hence, the Bose-Einstein and Fermi-Dirac
distribution function are the solution to the coupled system of Boltzmann equation in
the absence of an external field.
Expressed in terms of the probabilities Pk,ω from chapter 3, the principle of detailed
balance reads
Pk,ωδ (Ep+k − Ep − ~ω) = e~ωβP−k,−ωδ (Ep+k − Ep − ~ω) , (C.4)
see [32], and it requires that
Im
(
−1
ε−k,−ω
)
= −Im
(
−1
εk,ω
)
. (C.5)
C.1.3 Linearization
In order to find the linearized versions of the collisional term in the collective mode
and carrier Boltzmann equations, Eq. (C.1) and Eq. (C.2), we focus on the expression
in square brackets which occurs in both of these equations, and which can be written
as [
Nk,ω
(
fp′ − fp
)
+ fp′ (1− fp)
]
δ(E′ − E − ~ω). (C.6)
We evaluate it under the assumption that the distribution functions are only slightly
out of equilibrium. That means, we will replace the carrier distribution fp in
Eq. (C.6) with its first order correspondent f1p from Eq. (4.1), and the collective mode
distribution Nk,ω with N1k,ω from Eq. (4.2). This results in expressions which only
depend on the equilibrium distribution functions f0 and N0, and the non-equilibrium
terms g and G, which we assume to be small compared to the former, βGk,ω  N0k,ω
and βgp  f0E . (Here and in the following, we abbreviate Ep to E and Ep′ to E′.) All
expressions involving squares of g, G or mixed terms gG are hence very small, and we
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can neglect them. Consequently, we find
[
Nk,ω
(
fp′ − fp
)
+ fp′ (1− fp)
]1
δ(E′ − E − ~ω) =(
N0ω
[
1 + (1 +N0ω)βGk,ω
] {
f0E′
[
1 + (1− f0E′)βgp′
]
−f0E
[
1 + (1− f0E)βgp
]}
+ f0E′
[
1 +
(
1− f0E′
)
βgp′
] {
1− f0E
[
1 +
(
1− f0E
)
βgp
]})
× δ(E′ − E − ~ω) (C.7)
where the superscript 1 indicates that the equation is true to first order. Sorting the
orders of the g, G, using that the 0th order equation vanishes, Eq. (C.3) and
neglecting all second order terms leads to
[
Nk,ω
(
fp′ − fp
)
+ fp′ (1− fp)
]1
δ(E′ − E − ~ω)
=
{
βgp′
(
N0ω + 1− f0E
)
f0E′
(
1− f0E′
)
−βgp
(
N0ω + f0E′
)
f0E
(
1− f0E
)
−βGk,ωN0ω
(
N0ω + 1
) (
f0E − f0E′
)}
δ(E′ − E − ~ω) (C.8)
Using the equations of detailed balance, Eq. (C.3) again shows that the coefficients of
g′,−g and −G are all equal, and equal to
βN0ωf
0
E
(
1− f0E′
)
= βN0ω
(
N0ω + 1
) (
f0E − f0E′
)
, (C.9)
as long as E′ − E = ~ω. Therefore,
[
Nk,ω
(
fp′ − fp
)
+ fp′ (1− fp)
]1
δ(E′ − E − ~ω) =[
gp′ − gp −Gk,ω
]
βN0ωf
0
E
(
1− f0E′
)
δ(E′ − E − ~ω)
(C.10)
and
[
Nk,ω
(
fp′ − fp
)
+ fp′ (1− fp)
]1
δ(E′ − E − ~ω) =(
gp′ − gp −Gk,ω
)
βN0ω
(
N0ω + 1
) (
f0E − f0E′
)
δ(E′ − E − ~ω) (C.11)
both hold, see [49]. Plugging Eq. (C.10) and Eq. (C.11) into Eq. (C.6) yields a first
order term. Consequently, when we substitute Eq. (C.6) for the brackets in the
collisional term of the carrier Boltzmann equation Eq. (C.1) and the collective mode
Boltzmann equation Eq. (C.1) we get second order terms if the scattering rate Wk,σ is
of first order. Setting the scattering rate to its equilbrium term W 0k,σ, yields the
desired collisional terms of the carrier and collective mode Boltzmann equation to
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first order, Eq. (4.19) and Eq. (4.6).
C.2 Equivalence of carrier–carrier Boltzmann equation
with coupled carrier and plasmon Boltzmann
equations
In this appendix, we show that, to first order, the description of carrier–carrier
scattering with a single Boltzmann equation [49, chapter 6.5] and with two coupled
Boltzmann equation, one for the carriers and one for the plasmons, are equivalent.
See also appendix C.2, where we showed that the energy relaxation time for
carrier-plasmon scattering and carrier–carrier scattering are equivalent.
We start with the latter desription. The first order collision term for the carriers thus
is Eq. (4.19)
(
∂fp
∂t
)1
coll
=
∫∫
k ~ω
2νk
~
Im
(
εck,ω
)
∣∣∣εck,ω∣∣∣2 δ (Ep+k − Ep − ~ω) f
0
p+k
(
1− f0p
)
β
(
N0ω + 1
)
× (gp+k − gp −Gk,ω) (C.12)
Here, we have substituted the carrier-plasmon equilibrium scattering rate Eq. (3.13)
Using the definition Eq. (2.41) of the imaginary part of the dielectric function in the
RPA, Eq. (C.12) becomes
(
∂fp
∂t
)1
coll
=
∫
~ω
∫∫
k q
4piβν2k
~
∣∣∣εck,ω∣∣∣2 δ (Ep+k − Ep − ~ω) δ (Eq+k − Eq − ~ω) (C.13)
×
(
f0q − f0q+k
)
f0p+k
(
1− f0p
) (
N0ω + 1
)
(gp+k − gp −Gk,ω)
The Boltzmann equation for the plasmons yields
Gk,ω =
∫
q
δ (Eq+k − Eq − ~ω)
(
f0q − f0q+k
)
(gq+k − gq)∫
q
δ (Eq+k − Eq − ~ω)
(
f0q − f0q+k
) (C.14)
when it is solved for G( Eq. (4.40)). Substituting G in Eq. (C.13) yields
(
∂fp
∂t
)1
coll
=
∫
~ω
∫∫
k q
4piβν2k
~
∣∣∣εck,ω∣∣∣2 δ (Ep+k − Ep − ~ω) δ (Eq+k − Eq − ~ω) (C.15)
×
(
f0q − f0q+k
)
f0p+k
(
1− f0p
) (
N0ω + 1
)
(gp+k − gp − gq+k + gq)
Using the equation of detailed balance Eq. (C.3b), we can eliminate the plasmon
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distribution N0ω for carrier distribution functions. Moreover, we can carry out the
integral over ω, thus eliminating the plasmon frequency from the equation. The
resulting Boltzmann equation only contains carrier quantities. This is indeed the
carrier–carrier scattering Boltzmann equation in first order.
(
∂fp
∂t
)1
coll
=
∫∫
k q
4piβν2k
~
∣∣∣∣εck,(Ep+k−Ep)/~
∣∣∣∣2 δ (Ep+k − Ep − Eq+k + Eq) (C.16)
×f0p+k
(
1− f0p
)
f0q
(
1− f0q+k
)
(gp+k − gp − gq+k + gq)
To highlight that this describes an interaction between two carriers of initial wave
p p2 = q + k
p′ = p+ k p′2 = q
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Figure C.1: Schematic explaining wave vector transfer between carriers in carrier carrier
scattering. The blue circle stands for the carrier–carrier interaction Eq. (C.18).
vector p′ = p+ k and p′2 = q and final wave vector p2 = q + k and p (cf. Fig. C.1)
for all possible sets of k and q, we express Eq. (C.16) as
(
∂fp
∂t
)1
coll
=
∫∫
p′ p2
∫
p′2
4piβν2|p′−p|
~
∣∣∣∣εcp′−p,(Ep′−Ep)/~
∣∣∣∣2 δ
(
Ep′ + Ep′2 − Ep − Ep2
)
δ
(
p′ + p′2 − p− p2
)
×f0p′
(
1− f0p
)
f0p′2
(
1− f0p2
) (
gp′ + gp′2 − gp − gp2
)
(C.17)
This is becomes the expression Peierls gives [49, chapter 6.5] if one takes his matrix
element 〈I〉 to be the screened carrier carrier scattering matrix element:
|〈I〉|2 = 2pi
~
∣∣∣∣∣∣ ν|p′−p|εcp′−p,(Ep′−Ep)/~
∣∣∣∣∣∣
2
δ
(
p′ + p′2 − p− p2
)
(C.18)
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Figure C.2: Map plot of Im
(
− 1kεk,ω
)
inside the single pair excitation region, as a func-
tion of wave vector k and energy E = ~ω, for rs = 2 at zero temperature. Additionally,
the thick black line indicates where Im
(
− 1kεk,ω
)
is a delta peak. The points marked
Kmin and Kmax indicate the limits for the integration of the delta part of the self-
energy integral for an initial momentum P = pkf = 3. The two-dimensional integration
domains for different initial wave vectors lie between the k-axis and the lines in different
colours. The horizontal lines are due to the distribution function, while the parabolas
are due to energy-momentum conservation.
C.2.1 Quasiparticle excitation lifetime in a free electron gas in the
RPA at zero temperature
The lifetime of a quasi-particle excitation of a free electron gas in the
RPA [80, 118, 119] is a quantity which is closely related to the energy relaxation time
Eq. (3.12) discussed in subsection 3.1.1. We discuss its detailed evaluation here,
because it is similar, yet more simple, than some of the integrals we will have to
evaluate in this thesis.
At T = 0, all states with E < EF are occupied, and all others unoccupied, see
Fig. 2.1. An occupied state with E > EF is a quasi-particle excitation, and an
unoccupied state with E < EF is a quasi-hole. Interaction with the electron gas gives
the quasi-particle (and quasi-holes) a finite lifetime. Here, we only evaluate the
quasi-particle lifetime (i.e., p > kF , P > 1), and not the quasi-hole lifetime (P < 1),
because the derivation of the latter is analogous to that of the former.
Quinn and Ferrell[80] originally calculated this lifetime by relating it to Eimcorr, the
imaginary part of the self-energy
τQPp = −
2
~
Eimcorr(p). (C.19)
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This result can also be obtained directly from Fermi’s Golden rule, as described in
subsection 3.1.1 [22]. The only differences are that the term f0p is not present, because
we assume that the state with wave vector p is definitively occupied, and that we only
consider emission processes, ω > 0. (Absorption processes do not occur, because
N0ω = 0 at zero temperature.) This yields
1
τQPp
= 2
~
∫
k
∞∫
0
d~ω νkIm
{
−1
εck,ω
}(
1− f0p−k
)
δ (Ep−k − Ep + ~ω) (C.20)
Expression in 3d
In three dimensions, and with the scaled wave vector and frequencies Eq. (2.43) first
introduced in section 2.2, Eq. (C.20) becomes
1
τQPP
= 2
~
k3F
∫
K
∞∫
0
dΩ νKIm
{
−1
εcK,Ω
}(
1− f0P−K
)
δ
(
(P −K)2 − P 2 + Ω
)
(C.21)
= 2
~
e2kF
pi
∞∫
0
dK
pi∫
0
dθ sin θ
∞∫
0
dΩ Im
{
−1
εcK,Ω
}(
1− f0√
P 2−Ω
)
δ
(
K2 + Ω− 2PK cos θ
)
Evaluating the theta integral using the delta-function yields
1
τQPP
= 2
~
e2kF
2piP
2P∫
0
dK
K
K(2P−K)∫
0
dΩ Im
{
−1
εcK,Ω
}(
1− f0√
P 2−Ω
)
(C.22)
For the ease of comparison with the literature[118, 80] we give the expression in terms
of the imaginary part of the self-energy
Im
{
Ecorrp
}
/EF =
1
pikFa0P
2P∫
0
dK
K
K(2P−K)∫
0
dΩ Im
{
1
εcK,Ω
}(
1− f0√
P 2−Ω
)
(C.23)
As discussed in subsubsection 2.2.2.2, at zero temperature, the wave vector –
frequency plane splits into the single pair excitation region (SPER), Im{εk,ω} 6= 0,
and the rest where Im{εk,ω} = 0 and where the plasma oscillations are undamped.
Consequently, the integral Eq. (C.23) will have a SPER contribution, and an
undamped plasma contribution. much the same way we evaluated the f-sum rule
integral in section 2.2.3.2.
Delta peak contribution For Ω > K(K + 2), we have can use Eq. (2.75) for the
imaginary part of the inverse dielectric function. Hence the imaginary part of the
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self-energy will be
Im
{
Ecorrp
}
/EF =− 1
a0kFK
Kmax∫
Kmin
dK
K
1∣∣∣ ∂∂ΩRe {εK,ΩK}∣∣∣ (C.24)
with Kmin and Kmax from
0 < ΩK < K(2P −K) and (C.25)
0 < ΩK < P 2 − 1 (C.26)
Note that we absorbed the factor (1− f0√
P 2−Ω) into the definition of the domain
Eq. (C.26). The restriction Eq. (C.25) stems from energy and momentum
conservation. We included lines corresponding to Eq. (C.25) and Eq. (C.26) for
several initial wave vectors P in Fig. C.2.
While there is an analytic expression for the real part of the Lindhard dielectric
function ∂∂WRe{ε(Q,Wp(Q)}, cf. Eq. (2.73), Kmin and Kmax have to be determined
numerically, or graphically - see Fig. C.2. Eq. (C.24) can be solved analytically when
we replace εk,ω by its long-wavelength limit. The corresponding approximate delta
peak contribution to Im{Ecorrp } can be compared to the exact numerical solution in
Fig. C.3.
SPER contribution The SPER contribution to Im
{
Ecorrp
}
/EF is
Im
{
Ecorrp
}
/EF =
1
pia0kFP
P+1∫
0
dK
K
Ωmax(K,P )∫
Ωmin(K)
dΩ Im
{
1
εK,Ω
}
(C.27)
with the integration limits (cf. Fig. C.2)
Ωmin(Q) =
0 P ≤ 2K(K − 2) P > 2 Ωmax(K,K) =
K(K + 2) K ≤ P − 1P 2 − 1 K > P − 1 (C.28)
Figure C.3 gives the imaginary part of the self-energy for rs = 2. It includes the
contribution to the imaginary self-energy due to the delta-peak and the finite part of
Im( 1εK,Ω ), the approximations and calculations by Quinn[118], and compares the total
imaginary self-energy to later and more numerically accurate results by
Lundqvist[120].
Momentum relaxation in doped polar
semiconductors
152 Anna Miriam Hauber
C. Explicit evaluation of important
expressions C.3 Integrals for the 3-d Boltzmann equation
0
0.1
0.2
0.3
0.4
0.5
1 2 3 4 5 6 7
Im
ag
in
ar
y
se
lf
en
er
gy
−I
m
{E
co
r
r
}/
E
F
Wave vector p/kF
Delta peak
Quinn: Delta peak in long wavelength limit
SPER
Quinn: SPER
Total: SPER + delta peak
Quinn total
Lundqvist total
Figure C.3: Imaginary part of the self-energy Im
{
Ecorrp
}
for rs = 2 at T=0 as a
function of wave vector p. Our calculations - the first three in the legend- are compared
to the first calculations by Quinn[118], and later ones by Lundquist[120]. The data for
the Quinn and Lundqvist plots was extracted from plots in[120, 118], and is therefore
somewhat inaccurate. We give the contributions from the single pair excitation region
(marked “SPER”) and the delta peak separately, both for our calculations and the
literature curves where available. Also given is the long wavelength limit of delta
contribution as calculated by Quinn [118].
C.3 Integrals for the 3-d Boltzmann equation
The linearized collisional integral has been evaluated explicitly by Sanborn[48] for
pure carrier–carrier scattering and in bulk semiconductors with spherical parabolic
bands. Apart from the scattering rates, our expression is entirely equivalent to hers.
However, we give the expression in terms of transferred energy and wave vector, while
she uses bipolar coordinates [121].
We start by making the approximation of spherical parabolic bands, Eq. (2.22), from
which follows vp = ~m∗p for the group velocity, and τp = τp. We scale all wave vectors
with the Fermi wave vector kF = 3
√
3pi2n and all energies with the Fermi energy EF
from Eq. (2.27), to obtain the dimensionless wave vectors and energies Eq. (2.43)
already used in section 2.2. Assuming all carriers are located in a single band, we can
now specify the wave vector and frequency integrals as
∫
k
= k3F
∫ d3K
(2pi)3 and
∫
~ω
= EF
∫
dΩ . (C.29)
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C.3.1 Collective mode drag term Gk,ω
With these approximation, we can use Eq. (4.12) to write TK,Ω from Eq. (4.23) as
TK,Ω =
8pi2e2/K2
Im
(
εtotK,Ω
) 1
(2pi)3
kF
EF
∫
d3Q δ(|Q+K|2 −Q2 − Ω)
(
f0Q − f0|Q+K|
)
×
[
τ|Q+K|(Q+K)− τQQ
]
·E
P ·E (C.30)
Here, we have used the Fourier transform of the Coulomb potential νk = 4pie
2
k2FK
2 . We
evaluate the integral in Eq. (C.30) in spherical coordinates, with the polar axis
parallel to the K direction and with the vectors K and E spanning the x− z−plane.
That means that in Cartesian coordinates,
Q = Q

sin θ cosϕ
sin θ sinϕ
cos θ
 , E = E

sin θK,E
0
cos θK,E
 , K = K

0
0
1
 (C.31)
where Q, θ and ϕ are the spherical coordinates of Q and θK,E is the polar angle of E,
the angle between K and E. As none of the other factors in the integral depend on
the azimuthal angle ϕ, we can evaluate the ϕ-integral.
1
2pi
2pi∫
0
dϕQ ·E = E ·K Q
K
cos θ (C.32)
We use the energy conservation delta-function to evaluate the θ-integral, which means
we can replace cos θ by Ω−Q22QK , and eventually find
TK,Ω =
1
Im
(
εtotK,Ω
) e2kF
K3EF
∞∫
1
2 | ΩK−K|
dQQ
(
f0Q − f0√Q2+Ω
) τ√
Q2+Ω
(
1 + Ω
K2
)
+ τQ
(
1− Ω
K2
)
2
(C.33)
We split the integral for T into four parts.
TK,Ω =
1
Im
(
εtotK,Ω
) e2kF
K3EF
1
2
[(
1 + Ω
K2
)(
I1K,Ω − I3K,Ω
)
+
(
1− Ω
K2
)(
I2K,Ω − I4K,Ω
)]
(C.34)
with
I1K,Ω =
∞∫
1
2 | ΩK−K|
dQQf0Qτ√Q2+Ω I2K,Ω =
∞∫
1
2 | ΩK−K|
dQQf0QτQ (C.35)
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By making the substitution Q→ √Q2 + Ω, we find that
I3K,Ω =
∞∫
1
2 | ΩK−K|
dQQf0√
Q2+Ω
τ√
Q2+Ω = I
2
K,−Ω (C.36)
I4K,Ω =
∞∫
1
2 | ΩK−K|
dQQf0√
Q2+Ω
τQ = I1K,−Ω (C.37)
We exclusively use the expressions I1K,±Ω and I2K,±Ω, and find
TK,Ω =
1
Im
(
εtotK,Ω
) e2kF
K3EF
1
2
{(
I1K,Ω − I1K,−Ω
)
+
(
I2K,Ω − I2K,−Ω
)
(C.38)
+ Ω
K2
[(
I1K,Ω + I1K,−Ω
)
−
(
I2K,Ω + I2K,−Ω
)]}
(C.39)
which, together with the antisymmetry in Ω of Im
(
εtotK,Ω
)
shows that TK,−Ω = TK,Ω.
C.3.2 Effective momentum relaxation time τp
Let us evaluate Eq. (4.24) for spherical parabolic bands. In the dimensionless
variables from subsection C.3.1, the integral reads
1
τP
= k
3
F
(2pi)3
∫
d3K
∫
dΩW 0K,Ωδ
(
|P +K|2 − P 2 − Ω
) f0|P+K|
f0P
(
N0Ω + 1
)
(C.40)
×
[
1− τ|P+K|
τP
(P +K) ·E
P ·E +
TK,Ω
τP
K ·E
P ·E
]
As in subsection C.3.1, we will solve this integral in spherical coordinates. Alignment
of the coordinate system is identical to that in subsection C.3.1, except for the
naming to the vectors, i.e., Eq. (C.31) and C.32 hold, if we set K → P and Q→K:
1
2pi
2pi∫
0
dϕK ·E = E · P K
P
cos θ (C.41)
We also need to assume that TK,Ω = TK,Ω, which is another way of requiring that
Im(εtotK,Ω) = Im(εtotK,Ω). On inspecting Eq. (4.8), we see that this is consistent with our
assumption of spherical bands. Furthermore, we need W 0K,Ω = W 0K,Ω, which means
that the real part of the dielectric function cannot depend on the direction of the
wave vector either, Re(εtotK,Ω) = Re(εtotK,Ω), see Eq. (3.4).
Hence, we can carry out the integral over the azimuthal and polar angles in
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Eq. (C.40). Using the delta-function in Eq. (C.40), we can set cos θ = Ω−K22PK yielding
1
τP
= k
3
F
(2pi)2
1
2P
∞∫
0
dKK
K(K+2P )∫
K(K−2P )
dΩW 0K,Ω
f0√
P 2+Ω
f0P
(
N0Ω + 1
)
×
[
1− τ
√
P 2+Ω
τP
(
1 + Ω−K
2
2P 2
)
+ TK,Ω
τP
Ω−K2
2P 2
]
(C.42)
From Eq. (C.42) we can read that an infinite mobility solution of the type discussed
in subsection 4.4.3 holds if τP = TK,Ω =const.
Quasi-elastic relaxation time approximation As discussed in subsection 4.4.3,
for the initial step n = 1 in our iteration, we set τ0P = τ =const, and we assume
|P +K| ≈ P in the square bracket in Eq. (C.42), so that it will be replaced by
CK,Ω
[
1− cos θP+K,Ecos θP,E
]
where θA,B is the angle between A and B. This approximation
is only made in this term, that is, Ω is not set to zero anywhere else in Eq. (C.42).
When we integrate over the azimuthal angle,
1
2pi
2pi∫
0
dϕ
[
1− cos θP+K,Ecos θP,E
]
= 1− cos θP+K,P ≥ 0 (C.43)
we see that the quasi-elastic scattering approximation ensures that τ1P is non-negative,
independent of the particulars of the scattering mechanism. Consequently, the
quasi-elastic relaxation time for materials with spherical parabolic bands reads
1
τ1,eP
= k
3
F
(2pi)2
1
2P
∞∫
0
dKK
K(K+2P )∫
K(K−2P )
dΩ
f0√
P 2+Ω
f0P
(
N0Ω + 1
)
×W 0K,Ω
[
1− P√
P 2 + Ω
(
1 + Ω−K
2
2P 2
)]
. (C.44)
C.3.2.1 Example: Momentum relaxation due to carrier–LO-phonon
scattering
We discuss carrier–LO-phonon scattering in the case of undamped LO-phonons
explicitly, because all the integrals in the Boltzmann equation can be solved
analytically in that case. As the LO-phonon frequency is independent of wave vector,
Eq. (4.43) can be turned into a system of linear equations and solved without
iteration [95, 94, 96]. We will not follow this path, because it is not straightforward to
generalize to the more general cases treated in this work.
To calculate the momentum relaxation rate, we have to evaluate Eq. (C.42) with the
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Figure C.4: Effective momentum relaxation rate τ as a function of carrier energy for
GaAs at 300K and an electronic concentration of 1014cm−3. τ is plotted in units
of W−10 from Eq. (C.53) [26, 96]. For GaAs, W0 ≈ 7.6GHz. The first six steps of
the iteration are shown. The benchmarks have been calculated with a code [122],
which uses the Maxwell-Boltzmann distribution function. Our calculations use the
Fermi-Dirac distribution function, which, however for GaAs at 300K and an electronic
concentration of 1014cm−3, at µ˜β ≈ −8.4 is far in the Maxwell-Boltzmann regime.
scattering rate Eq. (3.22). This scattering rate reads
W 0K,Ω =
2pi
EF
F ukF
1
K2
[δ(Ω− ΩLO)− δ(Ω− ΩLO)] (C.45)
in dimensionless units. We split up the integral Eq. (C.42) in two terms as in
Eq. (5.5) which is described in subsection 5.3.2.
1
τP
= R1,+P +R
1,−
P −R2,+P {τ}/τP −R2,−P {τ}/τP (C.46)
The first term R1±P is
R1,±P =
k3F
4piEF
F ukF
P
f0√
P 2±ΩLO
f0P
[
±
(
N0±ΩLO + 1
)]
ln(K±max/K±min)Θ(P 2 ± ΩLO), (C.47)
where Θ is the Heaviside stepfunction. This means that emission processes (“-”sign)
only occur when P 2 > ΩLO, i.e., the kinetic energy has to be larger than the
LO-phonon energy to emit an LO-phonon. The Bose-Einstein distribution function in
R1,−P is −(N0−ΩLO + 1) = N0ΩLO , so that R1,± are both positve.
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The quantities K±min and K±max stem from energy-momentum conservation, and are
K±max = P +
√
P 2 ± ΩLOΘ(P 2 ± ΩLO) (C.48)
K±min =
∣∣∣P −√P 2 ± ΩLOΘ(P 2 ± ΩLO)∣∣∣ (C.49)
The second term R2,±P can be evaluated similarly to the first, yielding
R2,±P =
k3F
4piEF
F ukF
P
f0√
P 2±ΩLO
f0P
[
±
(
N0±ΩLO + 1
)] τ√
P 2±ΩLO
τP
Θ
(
P 2 ± ΩLO
)
×[
ln(K±max/K±min)
(
1± ΩLO2P 2
)
−
√
P 2 ± ΩLO
P
]
(C.50)
We see that if we solve equation Eq. (C.46) by iterating it to self-consistency
1
τn+1P
= R1,+P +R
1,−
P −R2,+P {τn}/τnP −R2,−P {τn}/τnP , (C.51)
each subsequent iteration τn+1P only depends on its previous iteration value τn√P±ΩLO
at the energy plus or minus the LO-phonon energy. This is why Ridley has called his
way of solving this equation the ladder method [96]. As there are no integrals to
evaluate within each iteration, equation Eq. (C.51) can be iterated to self-consistency
without large numerical effort.
Elastic limit of the LO-phonon momentum relaxation time For ease with
comparison with the literature, e.g. [26, 106], we give the elastic limit of the
carrier–LO-phonon momentum relaxation time, τ elasticp i.e., for when the LO-phonon
energy is much smaller than the carrier energy E ΩLO  P 2, or ~ωLO  E.
1
τ elasticp
= k
4
F
4piEF
F ukF
p
=
(
1− ε
∞
ε0
)
ωLO
pa∗0
(
2N0ωLO + 1
)
(C.52)
The momentum relaxation time is often given as a function of the carrier energy
scaled by the LO-phonon energy [26],
τ elasticE =
2
W0(2N0ωLO + 1)
√
E
~ωLO
with W0 =
( 1
ε∞
− 1
ε0
)
e2
~
√
2m∗ωLO
~
, (C.53)
where we introduce the frequency W0 used by Ridley [26, 96].
We show the momentum relaxation times obtained after a small number of iterations
in Fig. C.4.
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C.4 Integrals for the 2-d Boltzmann equation
C.4.1 Transport and screening due to multiple valleys
As we want to describe transport and screening in MoS2, which has two equivalent
conduction band minima, we have to account for multiple equivalent valleys in our
equations for the coupled Boltzmann equations, and the carrier dielectric functions.
Being able to capture this was one of the reasons why we wrote the integrals over the
carrier wave vector symbolically as
∫
p
. If we now write these integrals as
∫
p
=
Mv∑
i=1
∫ d2pi
(2pi)2 = Mv
∫ d2p
(2pi)2 (C.54)
we automatically obtain equations that hold for the case of Mv equivalent conduction
band valleys. Explicitly, this means, that nd=2 = Mvmd=2i , i.e., that only a fraction of
the total carrier sheet density is present in each valley, and that each of the valleys
contributes to the susceptibility of the carrier gas. χck,ω = Mvχ
c,valley i
k,ω
As discussed in subsection C.5.3, we only need to consider the carriers in one of the
valleys to calculate the total mobility due to all valleys. This means that all the
carrier quantities (f0p , Ep and n) in the integrals for the momentum relaxation time
only pertain to one valley (We do not include a valley index for brevity, and because
the equations are identical in all valleys.), but the dielectric functions and the
integrals for the collective modes are sums over all valleys.
C.4.2 Integrals for momentum relaxation time
In two dimensions, the expression for the effective momentum relaxation time τp of a
carrier due to interaction with coupled collective modes obeys
1
τp
= 1(2pi)2
∫
d2k
∫
d~ωW 0k,ωδ (Ep+k − Ep − ~ω)
(
N0ω + 1
) f0Ep+k
f0Ep
×
[
1− τp+k
τp
(p+ k) ·E
p ·E +
Tk,ω
τp
k ·E
p ·E
]
(C.55)
if we assume that all carriers are located in the z = 0 plane and hence all transferred
wave vectors k are truly two-dimensional. We also neglect inter-valley scattering.
Here, Wk,ω is the equilibrium scattering rate between the carrier and the coupled
collective mode, and k and ~ω are the transferred wave vector and energy in the
scattering process. Ep is the energy of a carrier of wave vector p, which we assume to
be in a spherical, parabolic band, and f0E is their equilibrium distribution function,
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the Fermi-Dirac distribution. N0ω is the distribution function of the coupled collective
modes, the Bose-Einstein distribution. Tk,ω is the lifetime due to drag between the
carriers and the coupled collective modes. We now scale all wave vectors with the
Fermi wave vector kF = 2
√
2pinS (cf. Eq. (2.30)) , where nS is the two-dimensional
electron density, and all energies with the Fermi energy EF from Eq. (2.27) to obtain
the dimensionless wave vectors K = kkF , P =
p
kF
and Q = qkF , and the dimensionless
energy Ω = ~ωEF .
In the dimensionless variables, the integral reads
1
τP
= k
2
F
(2pi)2
∫
d2K
∫
dΩW 0K,Ω
(
N0Ω + 1
)
δ
(
|P +K|2 − P 2 − Ω
) f0|P+K|
f0P
×
[
1− τ|P+K|
τP
(P +K) ·E
P ·E +
TK,Ω
τP
K ·E
P ·E
]
(C.56)
The quantities WK,Ω, fP , τP and TK,Ω have the same value (and unit) as Wk,ω, fEp ,
τp and Tk,ω. As τ appears on both sides of Eq. (C.56), we will solve it iteratively. In
the following, we will discuss the evaluation of the integral for each iteration step. We
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Figure C.5: Coordinate system for (a) K integral in τP , Eq. (C.56)f (b) P integral in
TK,Ω, Eq. (C.70)f
carry out the integral over K in two-dimensional cylindrical coordinates with the
x-axis aligned with P , as in Fig. C.5a. The angle between P and K is the integration
variable θ, and the angle between P and E is θPE .
∫
d2K =
∞∫
0
dKK
pi∫
−pi
dθ (C.57)
Let us write the integrand in Eq. (C.56) in terms of K and θ. As in the
three-dimensional case, we assume that WK,Ω = WK,Ω. The delta-function reads
δ
(
|P +K|2 − P 2 − Ω
)
= δ
(
K2 + 2PK cos θ − Ω
)
= 12PK δ
(
cos θ − Ω−K
2
2PK
)
,
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and
|P +K| =
√
P 2 +K2 + 2PK cos θ.
So far, all terms have been symmetric in the angle θ. The terms
K ·E
P ·E =
K
P
cos(θPE − θ)
cos θPE
= K
P
cos θ + K
P
tan θPE sin θ (C.58)
and
(P +K) ·E
P ·E = 1 +
K
P
cos θ + K
P
tan θPE sin θ (C.59)
have an antisymmetric contribution. Fortunately, the azimuthal integral over the
antisymmetric summand vanishes:
pi∫
−pi
dθ h(θ) =
pi∫
0
dθ [h(θ) + h(−θ)] =

0 h(−θ) = −h(θ)
2
pi∫
0
dθ h(θ) h(−θ) = h(θ) (C.60)
Eventually, this yields
1
τP
= k
2
F
(2pi)2
∞∫
0
dKK
K(K+2P )∫
K(K−2P )
dΩ
2W 0K,Ω
(
N0Ω + 1
)√
Ω−K(K − 2P )√K(K + 2P )− Ω f
0√
P 2+Ω
f0P
×
[
1− τ
√
P 2+Ω
τP
(
1 + Ω−K
2
2P 2
)
+ TK,Ω
τP
Ω−K2
2P 2
]
(C.61)
Here we used that the integral over θ
2
pi∫
0
dθ 12PK δ
(
cos θ − Ω−K
2
2PK
)
= 1
PK
pi∫
0
dθ 1sin θ δ
[
θ − arccos
(
Ω−K2
2PK
)]
=

2√
Ω−K(K−2P )
√
K(K+2P )−Ω K(K − 2P ) ≤ Ω ≤ K(K + 2P )
0 else
(C.62)
For the quasi-elastic momentum relaxation time from Eq. (4.31), we have to replace
the square bracket in Eq. (C.61) with its quasi-elastic, RTA limit. This bracket turns
out to be identical to its 3d equivalent, so that Eq. (4.31) becomes
1
τP
= k
2
F
(2pi)2
∞∫
0
dKK
K(K+2P )∫
K(K−2P )
dΩ 2
(
N0Ω + 1
)√
Ω−K(K − 2P )√K(K + 2P )− Ω f
0√
P 2+Ω
f0P
(C.63)
×
[
1− P√
P 2 + Ω
(
1 + Ω−K
2
2P 2
)]
W 0K,ΩCK,Ω
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C.4.3 Integration of the singularities
As the reader might have noticed, the integrand of the Ω integral in Eq. (C.61) has
inverse square root singularities at both the upper and the lower integration limits.
However, integrals of the type
I =
Ωmax∫
Ωmin
dΩ g(Ω)√
Ω− Ωmin
√
Ωmax − Ω
(C.64)
are integrable unless the function g(Ω) introduces difficulties. (See, e.g.,[123].) To see
this, we start by splitting I at some Ωmid with Ωmin < Ωmid < Ωmax. For the lower
part of the integral, we make the substitution t =
√
Ω− Ωmin
I1 =
Ωmid∫
Ωmin
dΩ g(Ω)√
Ω− Ωmin
√
Ωmax − Ω
=
√
Ωmid−Ωmin∫
0
dt 2 g
(
Ωmin + t2
)
√
Ωmax − Ωmin − t2
. (C.65)
Our choice of Ωmid guarantees that the remaining inverse square root in Eq. (C.65)
does not become singular.
Similarly, we make the substitution t =
√
Ωmax − Ω for the upper part of the integral:
I2 =
Ωmax∫
Ωmid
dΩ g(Ω)√
Ω− Ωmin
√
Ωmax − Ω
=
√
Ωmax−Ωmid∫
0
dt 2 g
(
Ωmax − t2
)
√
Ωmax − Ωmin − t2
. (C.66)
The integral I is the sum of I1 and I2. 1
C.4.3.1 Example: Integrals for carrier–LO-phonon-scattering
In the case of LO-phonon scattering, WK,Ω in Eq. (C.61) is a delta function at the
constant dimensionless LO-phonon frequency Ω0, and hence g±(Ω) = g±δ(Ω− Ω0).
Ω0 > 0 and g+ stand for absorption, and Ω0 < 0 and g− for emission. Using the delta
function, we can carry out the Ω integral in Eq. (C.61) directly, yielding
R1,±P =
Kmax∫
Kmin
dKK g
±√
Ω0 −K(K − 2P )
√
K(K + 2P )− Ω0
(C.67)
for the first term in Eq. (C.61), compare Eq. (C.46). The integration domain is
defined by the Kmin/max from Eq. (C.49). This integral also has inverse square root
singularities at both the upper and the lower integration limit. Some elementary
1 In principle, it would be possible to choose Ωmid halfway between Ωmin and Ωmax, and combine
I1 and I2 conveniently. However, as the integrand is also singular at Ω = 0 because N0Ω is, and
Ωmin < 0 for K < 2P , this is not very helpful in general.
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algebra helps to make this more evident, yielding
R1,±P =
Kmax∫
Kmin
dKK g
±√
(K −Kmin)(Kmax −K)
1√
(K +Kmin)(Kmax +K)
(C.68)
This is again an integral of the type Eq. (C.64) and can be solved in the same way as
the former. Fig. C.6 shows how an integral of this type takes many more evaluations
when done crude force rather than using a substitution of the type discussed here.
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Figure C.6: Numerical evaluation of
∞∫
0
dx 11−x2 with square root singularities at x =
±1 divided by the exact result, depending on the number of function evaluations.
This corresponds to LO-phonon scattering as discussed in subsubsection C.4.3.1 with
P =
√
Ω0, which makes Eq. (C.68) R1± = g±
∫ 1
0
dx√
1−x2 . Numerical evaluation after
substitution requires a lot fewer steps to achieve the same accuracy.
C.4.4 Integrals for phonon drag term
The phonon drag Eq. (4.23) defined in chapter 4 reads
Tk,ω =
2piνk
Im(εtotk,ω)
Mv
(2pi)2
∫
dp2 δ (Ek+p − Ep − ~ω)
(
f0Ep − f0Ek+p
)
× τp+k(p+ k) ·E − τpp ·E
k ·E (C.69)
Here, νK = 2pie
2
kFK
is the Fourier transform of the Coulomb integral in two-dimensional
space, which we can use because we assume all carriers are located in the z = 0 plane.
The factor Mv is a scalar accounting for the possibility of multiple degenerate valleys.
With several degenerate valleys, there are nS/Mv carriers in each valley, and the
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carrier susceptibility is Mv times the contribution from a single valley. With the
dimensionless variables from subsection C.4.2, this reads
TK,Ω =
2piνKk2F
Im(εtotK,Ω)EF
Mv
(2pi)2
∫
dP 2 δ
(
|K + P |2 − |P |2 − Ω
) (
f0|P | − f0|K+P |
)
× τ|P+K|(P +K) ·E − τ|P |P ·E
K ·E (C.70)
We orient the coordinate system with K ‖ ex, see Fig. C.5b. This means that
P ·E
K ·E =
P
K
(cosϕ+ sinϕ tanϕE)
with ϕ and ϕE defined in Fig. C.5b. Consequently,
TK,Ω =
2piνKk2F
Im(εtotK,Ω)EF
Mv
(2pi)2
∞∫
0
dP P
pi∫
−pi
dϕ δ
(
K2 + 2KP cosϕ+ Ω
) (
f0P − f0√P 2+Ω
)
×
{
τ√P 2+Ω
[
1 + P
K
(cosϕ+ sinϕ tanϕE)
]
− τP
[
P
K
(cosϕ+ sinϕ tanϕE)
]}
(C.71)
As the terms with sinϕ cancel due to antisymmetry, we can write
TK,Ω =
2piνKk2F
Im(εtotK,Ω)EF
2Mv
(2pi)2
∞∫
0
dP P
pi∫
0
dϕ
δ
(
ϕ− arccos Ω−K22KP
)
|2KP sinϕ|
(
f0P − f0√P 2+Ω
)
×
[
τ√P 2+Ω
(
1 + P
K
cosϕ
)
− τP P
K
cosϕ
]
(C.72)
or
TK,Ω =
2piMvνKk2F
Im(εtotK,Ω)EF
1
(2pi)2K
∞∫
|Ω−K22K |
dP P
f0P − f0√P 2+Ω√
P 2 − (Ω−K22K )2
× 12
[
τ√P 2+Ω
(
1 + Ω
K2
)
+ τP
(
1− Ω
K2
)]
(C.73)
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We define
I1K,Ω =
∞∫
|Ω−K22K |
dP P
f0P τ
√
P 2+Ω√
P 2 −
(
Ω−K2
2K
)2 (C.74a)
I2K,Ω =
∞∫
|Ω−K22K |
dP P f
0
P τP√
P 2 −
(
Ω−K2
2K
)2 (C.74b)
I3K,Ω =
∞∫
|Ω−K22K |
dP P
f0√
P 2+Ωτ
√
P 2+Ω√
P 2 −
(
Ω−K2
2K
)2 (C.74c)
I4K,Ω =
∞∫
|Ω−K22K |
dP P
f0√
P 2+ΩτP√
P 2 −
(
Ω−K2
2K
)2 , (C.74d)
With the substitution P → P ′ = √P 2 − Ω, one can see that I3K,Ω = I2K,−Ω and
I4K,Ω = I1K,−Ω. Using νK = 2pie
2
k =
2pie2
KkF
yields
TK,Ω =
1
Im(εtotK,Ω)
e2MvkF
EFK2
1
2
[(
I1K,Ω − I2K,−Ω
)(
1 + Ω
K2
)(
I2K,Ω − I1K,−Ω
)(
1− Ω
K2
)]
(C.75)
With e2kFEF =
2
kF a0
and after rearranging TK,Ω to stress its symmetry, we get
TK,Ω =
Mv
kFa0K2Im(εtotK,Ω)
(C.76)
×
{
I1K,Ω − I1K,−Ω + I2K,Ω − I2K,−Ω +
Ω
K2
[
I1K,Ω + I1K,−Ω −
(
I2K,Ω + I2K,−Ω
)]}
The IiK,Ω are all integrals of the type of Eq. (C.65), that means the singularity at
P = Pmin = |Ω−K22K | is integrable. Explicitly,
I1K,Ω = 2
∞∫
0
dt Pmin + t
2
√
2Pmin + t2
τ√(Pmin+t2)2+Ωf
0
Pmin+t2 (C.77)
I2K,Ω = 2
∞∫
0
dt Pmin + t
2
√
2Pmin + t2
τPmin+t2f
0
Pmin+t2 (C.78)
When implementing the numerical evaluation of these integrals, the value of TK,Ω for
constant τ ,
TK,Ω|τ=const =
Im
(
εeK,Ω
)
Im
(
εtotK,Ω
)τ (C.79)
can be helpful as a test.
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θ
ez ‖ E
k
ex
Figure C.7: Visualization of important angles for the three-dimensional drift velocity
and mobility. We have chosen to depict the x-z plane. In the three-dimensional case,
there is azimuthal symmetry, so that this picture could be rotated around the z-axis
arbitrarily. In the two-dimensional case, there are only two axes present, the x- and
the z-axis.
C.5 Calculation of carrier mobility
The calculation of the carrier mobility is textbook material. However, often only the
expressions for the mobility in the Maxwell-Boltzmann limit are given, cf. [26]. We
recommend, e.g., the brief description of the mobility in [98].
In weak field transport, where the perturbation in the distribution function is
proportional to the applied field, the drift velocity also proportional to the applied
field. The proportionality constant between the drift velocity and the applied field is
called mobility.
Drift velocity in isotropic parabolic bands
We are only interested in longitudinal transport, i.e., along the field direction. The
drift velocity arises from an average of the group velocity over the distribution
function. For isotropic parabolic bands, v(k) = ~mk. The component of the average
drift velocity in field direction E, is
〈vE〉k = 〈v · eE〉k =
∑
k
fk
~
mk · eE∑
k
fk
(C.80)
This way of defining averages is useful, because they are insensitive to scaling factors
in the distribution function.
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Table C.1: The four lowest order Legendre polynomials, see [4]
n Pn(x)
0 1
1 x
2 12(3x2 − 1)
3 12(5x3 − 3x)
We transform the sum into an integral using the notation first introduced in
Eq. (2.40), which holds for 2d- and 3d-integrals equally. Moreover, we write the
integral in terms of scaled, dimensionless wave vectors. With the vector K = kkF , a
dimensionless wave vector scaled by the Fermi wave vector, the drift velocity now
reads
〈vE〉k =
~
m
∫
dk fkk · eE∫
dk fk
= vF
∫
dK fKK · eE∫
dK fK
. (C.81)
The evaluation of this integral will be different but similar in three or two dimensions.
C.5.1 Carrier mobility in semiconductors with spherical parabolic
bands in three dimensions
Let us use a spherical coordinate system with the z-axis aligned with the field
direction eE = ez, so that the angle between k and E is the polar angle θ, see
Fig. C.7. If our system is isotropic the distribution function is independent of the
azimuth angle ϕ.
〈vE〉k = vF
∞∫
0
dK
pi∫
0
dθK3 sin θfK cos θ
∞∫
0
dK
pi∫
0
dθK2 sin θfK
(C.82)
We can expand the distribution function into Legendre polynomials[4]:
fK =
∞∑
n=0
fnKPn (cos θ) (C.83)
The zeroth and first order coefficients of this expansion are the distribution functions
f0K and f1K , cf. chapter 4. Legendre polynomials obey the orthogonality relation[4]
1∫
−1
dxPi(x)Pj(x) =
2
2j + 1δij or
pi∫
0
dθ sin θPi (cos θ)Pj (cos θ) =
2
2j + 1δij (C.84)
The lowest order Legendre polynomials are listed in table C.1. Taking advantage of
P1(cos θ) = cos θ and P0(cos θ) = 1, we can apply the orthogonality relation to the
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drift velocity
〈vE〉k = vF
∞∑
n=0
∞∫
0
dK
pi∫
0
dθK3 sin θfnKPn(cos θ)P1(cos θ)
∞∑
n=0
∞∫
0
dK
pi∫
0
dθK2 sin θfnKPn(cos θ)P0(cos θ)
= vF3
∞∫
0
dKK3f1K
∞∫
0
dKK2f0K
(C.85)
This shows that the drift velocity only depends on the first two coefficients of the
distribution function when expanded into Legendre polynomials. Explicitly, this
means that, as long as the proportionality between the applied field and the
distribution function holds, the drift velocity only depends on the linear contributions
to the distribution function, and no higher terms are necessary.
Mobility The longitudinal mobility is the proportionality constant between the
drift velocity in field direction and an applied electric field |E|.
〈vE〉k = µ|E| (C.86)
The first term of the expansion into the Legendre polynomials from our calculations
above is
f1K cos θ = f0K
(
1− f0K
)
gkβ = vF eβf0K
(
1− f0K
)
τKK|E| cos θ, (C.87)
see Eq. (4.1).
This gives the expression
µ = eβv
2
F
3
∞∫
0
dKK4f0K
(
1− f0K
)
τK
∞∫
0
dKK2f0K
(C.88)
for mobility, or, equivalently,
µ = − e3m∗
∞∫
0
dKK3
(
∂
∂K f
0
K
)
τK
∞∫
0
dKK2f0K
(C.89)
After a partial integration of the integral in the denominator, we find
µ = e
m∗
∞∫
0
dKK3
(
∂
∂K f
0
K
)
τK
∞∫
0
dKK3
(
∂
∂K f
0
K
) = em∗
∞∫
0
dKK4f0K
(
1− f0K
)
τK
∞∫
0
dKK4f0K
(
1− f0K
) . (C.90)
This makes it clear that the mobility is proportional to an average over the
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momentum relaxation time,
µ = e
m∗
〈τ〉 (C.91)
with
〈τ〉 =
∞∫
0
dKK3
(
∂
∂K f
0
K
)
τK
∞∫
0
dKK3
(
∂
∂K f
0
K
) . (C.92)
Note that mobility is usually given in units of cm2V s , which is neither cgs nor SI. As
mentioned in the preliminary, all the equations in this thesis are in Gaussian cgs
units. This means that Eq. (C.90) yields a mobility in cm2statV s , which then has to be
converted as described in the preliminary.
Mobility from integration over energy While the formula above is useful when
the effective momentum relaxation time τE is calculated as a function of momentum,
transforming the integrals into integrals over energy allows the denominator integral
to be evaluated semi-analytically. From Eq. (C.90), we find
µ = e
m∗
∞∫
0
dE E 32
(
∂
∂E f
0
E
)
τE
∞∫
0
dE E 32
(
∂
∂E f
0
E
) = em∗
∞∫
0
dE E 32 f0E
(
1− f0E
)
τE
∞∫
0
dE E 32 f0E
(
1− f0E
) (C.93)
The integral in the denominator is proportional to a Fermi-Dirac integral
F 1
2
(µ˜β) = 1
Γ(32)
x
1
2
exp (x− µ˜β) + 1 with Γ
(3
2
)
=
√
pi
2 (C.94)
and the chemical potential µ˜, and can be found tabulated, along with the Gamma
function, see [4].
This yields,
µ = e
m∗
4β 32
3
√
piF 1
2
(µ˜β)
∞∫
0
dE E
3
2 f0E
(
1− f0E
)
τE (C.95)
3-d mobility in the Boltzmann limit
In the classical limit, i.e., µ˜β → −∞
f0E =
1
1 + exp (Eβ − µ˜β) ≈ exp (−Eβ + µ˜β) and 1− f
0
E =
exp (Eβ − µ˜β)
1 + exp (Eβ − µ˜β) ≈ 1
(C.96)
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so that the mobility Eq. (C.93) can be expressed as
µ ≈ e
m∗
∞∫
0
dE E 32 τEf0E
∞∫
0
dE E 32 f0E
= e
m∗
∞∫
0
dE E 32 τEe−Eβ
∞∫
0
dE E 32 e−Eβ
= e
m∗
1
Γ
(
5
2
) ∞∫
0
dxx
3
2 τx/βe
−x = e
m∗
4
3
√
pi
∞∫
0
dxx
3
2 τx/βe
−x
(C.97)
Thus, the mobility in the Boltzmann limit is proportional to an average over the
effective momentum relaxation time weighted with the Boltzmann distribution times
the energy to the 32 , cf., e.g. [26, page 129].
C.5.2 Carrier mobility in semiconductors with spherical parabolic
bands in two dimensions
Expanding Eq. (C.81) in polar coordinates with the z direction aligned with the
electric field yields
〈vE〉k = vF
∞∫
0
dK
2pi∫
0
dθK2fK cos θ
∞∫
0
dK
2pi∫
0
dθKfK
(C.98)
θ is the angle between the wave vector k and the field, see Fig. C.7. As we assume
f−K = fK and fK,θ+2pi = fK,θ, we can express fK through a Fourier-Cosine expansion
fK =
∞∑
n=0
fnK cos(nθ). (C.99)
The zeroth and first order coefficients of this expansion are the distribution functions
f0K and f1K , cf. chapter 4. The drift velocity thus becomes
〈vE〉k = vF
∞∫
0
dK
∞∑
n=0
fnKK
2
2pi∫
0
dθ cos(nθ) cos θ
∞∫
0
dK
∞∑
n=0
fnKK
2pi∫
0
dθ cos(nθ)
(C.100)
Evaluating the θ integral in the denominator yields
2pi∫
0
dθ cos(nθ) = 1
n
sin(2pin) = 2piδn,0. (C.101)
Using cos(nθ) cos(θ) = 12 {cos [(n− 1)θ] + cos [(n+ 1)θ]} and the denominator integral
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yields the numerator integral as
2pi∫
0
dθ cos(nθ) cos θ = 12

2pi∫
0
dθ cos [(n− 1)θ] +
2pi∫
0
dθ cos [(n+ 1)θ]
 (C.102)
= pi (δn,1 + δn,−1) . (C.103)
Consequently,
〈vE〉k = vF
∞∫
0
dKK2f1K
2
∞∫
0
dKKf0K
(C.104)
With Eq. (C.86) and Eq. (C.87), which also holds in the 2-d case, we can express the
mobility as
µ = − e2m∗
∞∫
0
dKK2
(
∂
∂K f
0
K
)
τK
∞∫
0
dKKf0K
(C.105)
which which partial integration can be written as
µ = e
m∗
∞∫
0
dKK2
(
∂
∂K f
0
K
)
τK
∞∫
0
dKK2
(
∂
∂K f
0
K
) = em∗
∞∫
0
dKK3f0K
(
1− f0K
)
τK
∞∫
0
dKK3f0K(1− f0K)
(C.106)
Note that the only formal difference to Eq. (C.90) is the exponent of K.
Mobility from integration over energy When the momentum relaxation time
τE is given as a function of energy, we can express the mobility as
µ = e
m∗
∞∫
0
dE E
(
∂
∂E f
0
E
)
τE
∞∫
0
dE E
(
∂
∂E f
0
E
) = em∗
∞∫
0
dE Ef0E
(
1− f0E
)
τE
∞∫
0
dE Ef0E
(
1− f0E
) (C.107)
As the denominator integral
∞∫
0
dE E
(
∂
∂E
f0E
)
= −
∞∫
0
dE f0E = kBT ln
(
1 + eµ˜β
)
, (C.108)
we can write the mobility as
µ = e
m∗
β2
ln (1 + eµ˜β)
∞∫
0
dE Ef0E
(
1− f0E
)
τE (C.109)
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2-d mobility in the Boltzmann limit In the classical limit Eq. (C.96), the
mobility can be written as
µ = e
m∗
∞∫
0
dE Ee−EβτE
∞∫
0
dE Ee−Eβ
= e
m∗
∞∫
0
dxxe−xτx/β (C.110)
C.5.3 Carrier mobility in semiconductors with multiple equivalent
valleys
If the conduction bands of n-type semiconductors (or valence bands of p-type
semiconductors) have Mv equivalent minima (maxima), low-field transport in that
semiconductors takes place in Mv so-called valleys in reciprocal space. This scenario
occurs for the n-type transport in MoS2, which has two equivalent valleys at the
K-points, cf. Fig. 1.4.
We take this into account for the mobility calculation by considering the fraction 1Mv
of the carriers concentration ni = nMv in each of the valleys. The total drift velocity
will be
〈vE〉k =
~
m
∑
i
∑
ki
fkiki · eE∑
i
∑
ki
fki
= ~
m
∑
ki
fkiki · eE∑
ki
fki
. (C.111)
This expression is formally identical to Eq. (C.80), we only sum over one of several
equivalent valleys rather than multiple ones [107]. In the classical limit, where the
mobility does not depend on the chemical potential, the distribution of the carriers
into multiple valleys has no effect on the mobility. This of course assumes that the
effect of the multiple valleys on the momentum relaxation time is already taken into
account.
C.5.4 Approximate account of the effect of the occupation of
satellite valleys on the carrier mobility
This section discusses the occupation of satellite valleys in semiconductors with
parabolic bands. The phrase comes from situations like in bulk GaAs, where the
lowest lying conduction band is at the Γ point, and the next higher conduction band
minima are in the 8 equivalent L points on the edges of the Brilloin zone. In a 3d plot
of the occupied states in reciprocal space, the electrons in the L point ellipsoids
resemble stellites in an orbit around the electrons at Γ, cf., e.g., [24].
In chapter 2, we calculated the occupation of a parabolic conduction band with a
minimum at E = 0, compare Eq. (2.24) and Eq. (2.26). These formulas still holds for
the situation with multiple valleys present, but we have to include the energy at the
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bottom of each band for reference, and we must account for the fact that the satellite
valleys are not necessarily spherical.
The occupation of the bands i at the energy Ei consequently is
ni ∝Mi
(
mDOSi
) d
2 F d
2−1 (µ˜β − Eiβ) (C.112)
Here, d ∈ {2, 3} is the dimension of the semiconductor, and Fn is the Fermi-Dirac
integal. Mi is the valley degeneracy of the satellite valleys. For example, in GaAs,
there are conduction band valleys in 8 equivalent [111] directions, at the edge of the
Brillouin zone. This yield ML = 8 · 12 = 4 L valley minima per Brillouin zone. So, in
our notation, nL is the carrier concentration in all 4, not only a single L valley, and
equivalently for other valleys.
mDOSi is the density of states effective mass of the conduction band minima. This
accounts for the fact that the equi-energy surfaces for parabolic bands can be
ellipsoids [107]. In our examples, the GaAs L bands, the equi-energy surfaces are
rotationally symmetric ellipsoids along the [111] directions, and hence
mDOSL =
(
mlm
2
t
) 1
3 (C.113)
where ml and mt are the effective masses along and perpendicular to the rotational
axis.
We can express the relative occupation in the conduction bands of type i as
ni
ntot
=
Mi
(
mDOSi
) d
2 F d
2−1 (µ˜β − Eiβ)∑
iMi(mDOSi )
d
2F d
2−1(µ˜β − Eiβ)
(C.114)
In the d = 2 case, the Fermi-Dirac integral can be evaluated analytically, and we have
ni
ntot
|d=2 =
Mim
DOS
i ln
(
1 + eµ˜β−Eiβ
)
∑
iMim
DOS
i ln (1 + eµ˜β−Eiβ)
. (C.115)
Calculating the fraction of the total occupation in the lowest conduction band lets us
see at what point the approximation that only the lowest conduction band is occupied
starts to fail. This is important, because unoccupied bands cannot contribute to
transport, but occupied ones might.
Maxwell Boltzmann limit In the Maxwell Boltzmann limit, µ˜β → −∞, the
relative occupation is independent of the chemical potential, and in consequence,
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independent of the absolute occupation:
ni
ntot
|µ˜β→−∞ =
Mi
(
mDOSi
) d
2 e−Eiβ∑
iMi
(
mDOSi
) d
2 e−Eiβ
(C.116)
This limit holds for low carrier concentrations or high temperatures.
Degenerate limit For high carrier concentrations, or low temperatures, the
degenerate limit can be applied,
ni
ntot
|µ˜β→∞ =
Mi
(
mDOSi
) d
2 (EF − Eiβ)
d
2∑
iMi
(
mDOSi
) d
2 (EF − Eiβ)
d
2
(C.117)
where, the relative occupation of the bands is independent of temperature.
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Figure C.8: Relative occupation of the lowest conduction bands in room temperature
GaAs, as a function of the total carrier concentration. For the multiply degenerate L
and X valleys, ni is the carrier concentration in all equivalent L or X valleys.
Relative occupation of parabolic conduction bands in 3d GaAs For this
calculation, we take the 4 equivalent L valleys and the 3 equivalent X valleys into
account. We set the energy to zero at the bottom of the Γ valley. The parameters for
this calculation are given in Tab. C.5.4. The relative occupation of these three
different types of bands is plotted against the total carrier concentration in all three
bands in bulk GaAs in Fig. C.8.
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Table C.2: Effective masses, valley degeneracy number M and energies of the satellite
conduction bands in bulk GaAs relative to the lowest conduction band at Γ. All
constant energy surfaces are rotational ellipsoids and the corresponding effective masses
are given in multiples of the electron mass me.
E (meV) M mt/me ml/me mDOS/me mopt/me
Γ 0 1 0.067 0.067 0.067 0.067
L 330 4 0.13 1.54 0.30 0.19
X 440 3 0.23 1.98 0.47 0.33
C.5.4.1 Effect of satellite valley occupation on the total mobility
When satellite valleys are occupied, they open up a new channel for transport. The
total mobility becomes
µtot =
∑
i
ni
ntot
µi (C.118)
with the µi calculated with in each satellite band according to section C.5. As
discussed by Herring and Vogt [107], in materials with ellipsoidal equi-energy
surfaces, a coordinate transformation can be made, so that the expressions for
spherical bands can be used for the calculation of the momentum relaxation time,
except for the fact that the density of states effective mass Eq. (C.113) has to be
substituted for the scalar effective mass.
The mobility in each valley is, averaged over reciprocal space,
µi =
e
mopt i
〈τ〉i (C.119)
where mopt is the optical, or conductivity effective mass [107]. In a 3d material like
GaAs, where the equi-energy surfaces of the satellite valleys are rotational ellipsoids,
the optical effective mass is
mopt = 32
mt
+ 1ml
, (C.120)
see Tab. C.5.4.
Approximate treatment of the effect of the satellite valleys on the carrier
mobility in GaAs If we make certain assumptions, we can estimate the effect on
the satellite valleys on the total mobility without calculating the mobility in the
satellite valleys explicitly. These approximations can be quite good if the occupation
of the satellite valleys is not too high.
If we assume that the mobility in the Γ valley is much higher than in the L or X
valleys, µΓ  µL, µΓ  µX , Eq. (C.118) simplifies to
µtot ≈ nΓ
ntot
µΓ. (C.121)
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Another possible approximation is that the averaged momentum relaxation time 〈τ〉
is roughly the same in all the valleys: 〈τ〉Γ ≈ 〈τ〉L ≈ 〈τ〉X ≈ 〈τ〉. Consequently, the
mobility becomes
µtot ≈ nΓ
ntot
µΓ
∑
i
ni
nΓ
moptΓ
mopti
, (C.122)
which, again, leads to Eq. (C.121), if the relative occupation of the satellite valleys is
not too high. Fig. C.9 shows the effect of the satellite valleys on the mobility in room
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Figure C.9: Mobility in room temperature GaAs as a function of the total carrier con-
centration, see chapter 5. (a) Neglecting the effect of satellite valleys, i.e., assuming all
carriers are in the Γ valley. (b) Treating the effect of the satellite valleys approximately
with Eq. (C.121)
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temperature GaAs. Up until n = 1018cm−3, the approximation that all carriers are in
the Γ valley is excellent, see Fig. C.8. We only consider total carrier concentrations up
to about ntot = 2× 1019cm−3, where still more than 70% of the carriers are in the Γ
band. Treating the occupation of the satellite bands approximately with Eq. (C.121),
gives improved agreement with experiment over the case where the satellite bands are
ignored.
C.6 Numerical implementation
This section gives some information on the numerical implementation of the
expressions which need to be evaluated in order to calculate the momentum relaxation
due to carrier –coupled collective mode scattering. Some of the choices concerning the
numerical implementation were already made in appendix C.3 and appendix C.4, e.g.,
explicitly using the energy-conservation delta-function to eliminate the integral over
the polar angle rather than the integral over the transferred wave vector.
The numerical calculations in this thesis, and also the data to create plots of dielectric
functions and scattering rates were created with two codes, which were written for
this purpose. One code treats bulk semiconductors (3d-code) and one the
semiconductor heterostructures (2d-code). These codes have a largely identical
structure, and share certain modules and data structure, though the expressions
which had to be implemented differ somewhat.
These codes were written in C and have been run on Linux operating systems.
Workhorse functions for root-finding and integrations, or for special functions were
either taken from the Gnu Scientific Library [124] or modified from Numerical
Recipes [123]. An implementation of the derivatives of certain Fermi-Dirac integrals
written in FORTRAN was also used [125, 126, 127, 128].
The codes are most easily run with an input file, but can be run interactively. The
code takes options for what type of bulk material (3d-code) or heterostructure
(2d-code) is to be used, and what approximations are to be used (concerning the
treatment of screening, neglecting either the LO-phonons or the plasmons, RTA or
iteration to self-consistent solution, etc.). Other options set the temperature and the
carrier concentration, and a maximal number of iterations to be used for the iteration
to self-consistency, and the neglect or inclusion of other scattering mechanisms beside
screened carrier–polar phonon scattering. The codes can be run in different modes,
calculating some or all of the following quantities: the dielectric functions, zeros of the
real part of the dielectric functions, sum rule integrals, energy relaxation times,
momentum relaxation times with or without drag term (including carrier mobilities
and the Seebeck coefficient).2
2Not all permutations of these options and parameters are implemented in the codes. The codes
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The codes discussed here were not written with distribution in mind. At the time of
the publication of this thesis, they are hosted in a private bitbucket.org repository.
Should they be distributed in the form they were in at the time of publication of the
thesis, they would have to be distributed under the GNU general public license
(GPL) [124], due to their use of GSL library functions.
For the calculations in this thesis, the codes were run with parameter ranging from
the classical limit to the degenerate limit, and choosing appropriate grid sizes, target
accuracies for adaptive integrations and integrations was challenging. We generally
carried out convergence tests for certain parameters and then erred on the side of
over-convergence for subsequent calculations. For the 2-d code, the convergence
criteria were relaxed carefully in order to allow faster calculations.
We will give details for the numerical parameters used to numerically determine the
quantities discussed below for one 2-d example and one 3-d example. The 3-d
example is room temperature GaAs with a carrier concentration of n = 5× 1017cm−3.
The 2-d example is for a HfO2-MoS2-SiO2-heterostructure at room temperature and a
carrier concentration of nS = 2× 1012cm−2. In both cases we calculate the fully-self
consistent momentum relaxation time for carrier–coupled plasmon–LO-phonon
scattering, including the drag term.
Initial wave vector grid Each of the steps in the iteration of the momentum
relaxation time to self-consistency involved calculating the momentum relaxation τp
depending on the previous step, cf. Eq. (4.24). To this end, integrals of the form
K2(P )∫
K1(P )
dK
Ω2(K,P )∫
Ω1(K,P )
dΩ Im
(
1
εK,Ω
)
f(K,Ω, P ){τ}, (C.123)
where f is some function of the scaled frequency Ω, the scaled wave vectors P and K
(cf. Eq. (2.43)) and a functional of the momentum relaxation time τ , have to be
evaluated. We calculated τ on a uniform wave vector grid. As each step in the
iteration involves an integral over a previous iteration of τ cf. Eq. (4.24), we have to
interpolate between the tabulated values as necessary.
We carried out calculations with widely varying temperatures and carrier densities,
putting us in the classical limit, the highly degenerate limit, or anywhere in between.
Consequently, there are multiple length scales determining the size and spacing of the
wave vector grid. We chose the maximal wave vector in the grid to be several times
the maximum of Fermi-wave vector or the Debye wave vector, and the spacing to be a
fraction of their minimum. Consequently, this approach fails when one goes very far
into either the degenerate or the classical limit. In the 3-d example, we used a grid
have not been tested extensively beyond the examples presented in this thesis.
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with 0 < P < 10 with 100 points for the scaled initial wave vector P (cf. Eq. (2.43)).
In the 2-d example, we used a grid with 0.026 < P < 5.2 with 200 points for the
scaled initial wave vector P.
Dielectric functions As discussed in chapter 2, the imaginary parts of the carrier
dielectric functions can be expressed in terms of Fermi-Dirac integrals. In the 2-d
case, this involves a Fermi-Dirac integral which has to be evaluated numerically, but
which has been implemented previously. [125, 126, 127, 128]. The real parts of the
carrier dielectric functions cannot in general be expressed analytically, or even in
terms of special functions. We tabulate the functions Idx from Eq. (2.54) on a fine grid
to calculate the polarizability Eq. (2.55) and eventually the real part of the dielectric
function in two or three dimensions. The functions implementing the real parts of the
dielectric functions call the tabulated values and return an interpolated value. The
grid size is determined by the values at which the dielectric function will have to be
evaluated later in the code. See subsubsection 2.2.2.1 for some details on the integral
Id=3x from Eq. (2.62) which determines the carrier dielectric function in the 3d-case.
In the 3-d example, Id=3x is tabulated on a 0 < x < 26.353 grid with 52707 points. In
the 2-d example, Id=2x is tabulated on a 0 < x < 20 grid with 400000 points.
Zeros of the dielectric functions We calculate the -in general- multiple roots of
the real part of the dielectric function by first looking for sign-changes on a dense
frequency grid for each wave vector, and subsequently bisecting the interval with the
sign change. We check the amplitude of the real part of the dielectric function and
the imaginary part of the inverse dielectric function to distinguish between zeros and
poles.
In the 2-d example, we used a 0 < Ω < 40.38 grid with 4038 points for the initial
discretization for the scaled frequency Ω (cf. Eq. (2.43)). In the 3-d example, we used
a 0 < Ω < 10 grid for with 1000 points the initial discretization.
Frequency integrals We carried out the frequency integrals needed to calculate
the f-sum rule, quasi-particle lifetimes and energy momentum relaxation times as
described in appendix C.3, appendix C.4 and appendix C.2.1. We split the frequency
integration domain between the sign changes of the real part of the dielectric
function. In each of these domains, we carry out the integration with an adaptive
open Simpson’s rule [123]. This integration function increases the number of equally
spaced grid points until the integral reaches a target relative accuracy. In the 3-d
example, the target relative accuracy was 10−3. In the 2-d example, the target
relative accuracy was 10−2.
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If these integrals do not converge in this way, we treated sections of the integrand
around the zeros of the real part of the dielectric function (which are delta peaks for
undamped oscillations, and can be very sharp peaks if the anharmonic damping is
small) explicitly as delta-functions, cf. Eq. (2.75). This allows us to calculate the
T = 0 or k = 0 limits of sum rule integrals, energy and momentum relaxation time,
but becomes rather cumbersome for the 2-d case, where the effective dielectric
function is quite a complicated function, cf. subsection 3.2.2. Consequently, this
explicit treatment of delta-peaks has not been implemented for the general 2-d case,
and we always assumed sufficiently large anharmonic damping for the frequency
integrals to converge. As discussed in appendix C.4.3, it helps to use a certain
substitution to remove inverse square root singularities from the integrands of the 2-d
integrals for the momentum relaxation and drag term.
The f-sum rule described in subsection 2.2.3 can be used as a test of the
implementation of the frequency integrals.
Transferred wave vector integrals The wave vector integrals for the momentum
relaxation time in the 3-d case were calculated on a uniform grid. We used a grid
with the same spacing as the initial wave vector grid, but with twice the number of
points, to allow for back-scattering. In the 3-d example, we used a grid with
0 < K < 20 with 200 points for the transferred wave vector K (cf. Eq. (2.43)).
We found that in the two-dimensional case, wave vector integrals needed a much
denser wave vector grid to converge than in the three-dimensional case. We
consequently implemented an adaptive integration in the wave vector domain, using
the gsl qag function [124]. In the 2-d example, we calculated the wave vector integrals
with a target relative accuracy of 5%. As the 2-d calculations were carried out after
the 3-d calculations, the adaptive wave vector integration was not implemented for
the bulk case, though, in hindsight this would be beneficial.
Evaluation of drag term The calculation of the drag term TK,Ω, Eq. (C.39) in
3-d, and Eq. (C.76) in 2-d can be a bottleneck if the integrations are carried out
explicitly within the wave vector and frequency integral. Therefore we tabulated TK,Ω
on a two-dimensional grid, and wrote a function which interpolated from this table on
each call. This two-dimensional wave vector grid is determined by the largest relevant
wave vector as described in the paragraph on wave vector integration above. The
largest relevant frequencies follow from the larges zeros of the real part of the
dielectric function. In the 2-d example, we used the Ω-grid discussed above, with
0 < Ω < 40.38 with 4038 points, and a transferred wave vector grid with
0.0026 < K < 10.41 with 400 points. The drag term integral was calculated as on a
grid with 0 < Q < 5.2 with 200 points. In the 3-d example, we used the K- and
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Ω-grids discussed above, with a 0 < Ω < 10 grid for with 1000 points and a grid with
0 < K < 20 with 200 points, and the drag term integral was calculated as on a grid
with 0 < Q < 10 with 1000 points.
Convergence criteria for iterating the momentum relaxation time to
self-consistency We used the carrier mobility as a convergence criterion when we
iterated the momentum relaxation to self-consistency. We broke off the iteration when
the mobility changed less than a certain value for a set number of iterations. For the
2-d calculations, the iteration was considered converged if the mobility had changed
by less than 10−5 for 10 iterations. This meant that the 2-d example took 56
iterations to converge. For the 3-d calculations, the iteration was considered
converged if the mobility had changed by less than 10−4 for 10 iterations. This meant
that the code considered the 3-d example converged after 30 iterations.
Iterations in the bulk case, and without a drag term typically needed only a couple of
tens of iterations, while calculations with a drag term could require many hundreds of
iterations, especially in the classical or degenerate limits.
Parallelization We parallelized the calculation of the momentum relaxation time
over initial wave vector points within each iteration. These calculations are
independent, so that the parallelization is very efficient. The 3-d example took 57min
to run on 8 processors. The 2-d example took 51min to run on 8 processors.
Calculations without a drag term run much faster.
Outlook It was not the aim of this thesis to develop efficient code for distribution,
and all the code written for this thesis is for proof of concept. The methods in this
thesis could doubtlessly be implemented to allow the examples discussed in this
section to run within a couple of minutes on a single processor. We recommend
integrating on adaptive grids throughout. For the calculation of carrier mobilities on
a dense grid of carrier densities, or temperatures, we discourage iterating the
relaxation time approximation momentum relaxation time to self-consistency
independently for each point. Instead, one should iterate from the self-consistent
momentum relaxation time for the previous point.
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Appendix D
Seebeck coefficient
We only give a crude introduction into the Seebeck coefficient here, closely
following [24].
Applying a voltage to a material can not only give rise to an electric, but also a
thermal current. The latter effect is called Thomson effect (or Peltier effect under
certain conditions)[24]. The inverse effect is know as the Seebeck effect and the
proportionality constants between the applied fields and currents are related to each
other.
Starting from the thermodynamic relation for the change in heat,
dQ = TdS = dU − µ˜dN (D.1)
with the chemical potential µ˜, the temperature T and the change in entropy dS and
number N , we write
jQ = TjS = jE − µ˜jN (D.2)
for the heat current jQ. In an isotropic electron gas, its two contributions are from
the particle current jN
jN =
2
(2pi)3
∫
d3k nvkfk = nµE, (D.3)
with the mobility µ and the applied external field E (see section C.5, Eq. C.88), and
from the energy current
jE =
2
(2pi)3
∫
d3k nvkEkfk = ncE, (D.4)
where we have introduced the shorthand c. This means that the electronic
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contribution to the heat current is
jQ = n(c− µ˜µ)E. (D.5)
The Peltier coefficient connects the heat current with the electric current je = ejN
which is proportional to the particle current:
jQ = Πje (D.6)
Hence we can express it as
Π = 1
e
(
c
µ
− µ˜
)
. (D.7)
The Seebeck coefficient is connected to the Peltier coefficient by
S = Π
T
= 1
eT
(
c
µ
− µ˜
)
. (D.8)
Here we have only considered the contribution from electrons to the Peltier and
Seebeck coefficients. In semiconductors, there is also a contributions from holes, with
opposite sign due to its opposite charge. As we consider highly n-doped
semiconductors, it should be permissible to neglect the hole contribution.
As the expression for the heat current only differs by the one for the particle current
by a factor of Ek in the integral, we can get the expression for c by comparison with
the one for µ from Eq. C.89
µ = − e3m∗
∞∫
0
dKK3
(
∂
∂K f
0
K
)
τK
∞∫
0
dKK2f0K
c = −eEF3m∗
∞∫
0
dKK5
(
∂
∂K f
0
K
)
τK
∞∫
0
dKK2f0K
(D.9)
and their quotient is
c
µ
=
∞∫
0
dKK5
(
∂
∂K f
0
K
)
τK
∞∫
0
dKK3
(
∂
∂K f
0
K
)
τK
EF =
∞∫
0
dKK6f0K
(
1− f0K
)
τK
∞∫
0
dKK4f0K
(
1− f0K
)
τK
EF (D.10)
Limits In the case of high degeneracy the derivative of the distribution function will
be a delta function at the Fermi wave vector K = 1, so that cµ → EF as the degenerate
limit is reached, and the Peltier coefficient Π→ 1e (EF − µ˜)→ 0 will go to zero.
If we assume a constant momentum relaxation time, the Peltier coefficient will be
independent of the momentum relaxation time, and hence any details of the
scattering process.
In the classical limit, with constant momentum relaxation time, we can evaluate cµ
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analytically
c
µ
=
∞∫
0
dKK6f0K
∞∫
0
dKK4f0K
EF = kBT
Γ(7/2)
Γ(5/2) =
5
2kBT (D.11)
(see, e.g., [25, chapter X]) and find
Πclassical =
1
e
(5
2kBT − µ˜
)
. (D.12)
We use the momentum relaxation times calculated in section 5.3 above to calculate
the Seebeck coefficient in room temperature GaAs Eq. D.8 with Eq. D.10. In
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Figure D.1: Seebeck coefficient in n-GaAs at T = 300K as a function of carrier con-
centration. The line marked “constant τ”is calculated total momentum relaxation time
Eq. D.8 with Eq. D.10 with a constant momentum relaxation time, and is hence inde-
pendent of the momentum relaxation time. The line marked “unscreened” is calculated
from the total momentum relaxation time due to unscreened LO-phonon scattering,
charged impurity scattering and LA-phonon scattering. The line marked “screened”
is calculated from the total momentum relaxation time due to unscreened LO-phonon
scattering, charged impurity scattering and LA-phonon scattering. Experimental values
are taken from [129].
Fig. D.1, we show the room temperature Seebeck coefficient as a function of the
carrier concentration. The Seebeck coefficient is calculated from the total momentum
relaxation times calculated in section 5.3, which were plotted in Fig. 5.7c. The
Seebeck coefficient is not suitable for experimental testing of the effect of screening on
the momentum relaxation time, because the Seebeck coefficients calculated with and
without screening differ barely from each other. In fact, we see that these two
calculations for the Seebeck coefficient do not even differ strongly from the Seebeck
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coefficient for an arbitrary constant momentum relaxation time.
Our calculation shows that drag between coupled plasmon–LO-phonon modes and
carriers is not important for the Seebeck coefficient of room temperature GaAs.
Phonon drag can however strongly affect the Seebeck coefficients, especially at low
temperatures – compare calculations by Mahan et al. [50] which explained some
striking peaks in the experimental data for the Seebeck coefficient in silicon [130] by
taking phonon drag into account.
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Appendix E
Other scattering mechanisms
E.1 Other scattering mechanisms in bulk GaAs
E.1.1 LA phonon scattering
We include scattering due to longitudinal accoustic phonon with the momentum
relaxation time [3, chapter 5]
1
τLAp
=
√
2 (ac)2 (m∗)3/2 kBT
√
Ep
pi~4ρv2s
(E.1)
and the parameters are given for GaAs in Tab. 2.1.
E.1.2 Charged impurity scattering
Charged impurity scattering is calculated in the Brooks-Herring model, as described
in[98, chapter IIIB]. In the Brooks-Herring model, the Coulomb potential screened by
the carriers is assumed to have to form of a Yukawa potential, with the inverse
screening length
βs =
1
lDebye
√√√√F−1/2(ν)
F1/2(ν)
. (E.2)
Here, lDebye is the Debye screening length, Fi(ν) are the Fermi-Dirac integrals and ν is
the chemical potential. The factor involving the Fermi-Dirac integrals takes into
account that the screening length varies depending on the degree of degeneracy of the
carrier distribution [98].
We use the relaxation time τBH from [98, Eq. 34], but calculate the mobility using the
proper Fermi-Dirac distribution function (Eq. (5.4)), not the non-degenerate
Boltzmann distribution function in [98, Eq. 36]. This is necessary, because we
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consider rather high electron concentrations.
We make the assumption that the carrier density equals the impurity concentration,
n = NI , i.e., firstly, all donors are ionized, secondly, there are many more donors than
acceptors, and thirdly, the impurity concentration is much larger than the intrinsic
carrier concentration. In order to get a better estimation of the carrier density, we
would need not only the donor and acceptor concentration, but also the impurity
energy levels. That means that we can only make a more accurate mobility
calculation if we know which and how many dopants were used for each sample. We
will forgo such a detailed description and only show that the mobilities we calculate
are in accordance with existing measurements, and that, in principle, one should be
able to distinguish carrier coupled mode scattering from carrier-LO-phonon scattering
in certain parameter ranges.
E.2 Other scattering mechanisms in
MoS2-heterostructures
Other than interface phonon-plasmon scattering, we consider scattering mechanisms
which are intrinsic to the investigated structure, that is, acoustic and optical
deformation potential scattering (ADP and ODP) and piezoelectric scattering (PE).
We use parameters for relaxation times Kaasbjerg et al. [57, 5] calculated for a
monolayer of MoS2 in a vacuum.
E.2.1 Acoustic deformation potential scattering and piezoelectric
scattering
We treat ADP scattering and PE scattering as elastic processes. We also neglect
interference term between ADP and PE, so that each process has an independent
momentum relaxation time [5, appendix C2]. For a carrier with momentum p, the
momentum relaxation rate is[57, 5]
1
τp
= Ξ
2m∗kBT
~3ρc
1
pi
pi∫
0
dϕ 1− cosϕ∣∣∣ε˜k(ϕ),ω=0∣∣∣2 (E.3)
where k(ϕ) =
√
2p (1− cosϕ) is the magnitude of the transferred wave vector if the
angle between the initial and final wave vector is ϕ. m∗ and ρ are the effective mass
and ion mass sheet density of MoS2 c is the speed of sound of the TA or LA phonon,
and Ξ is the corresponding ADP, or effective long wavelength piezoelectric potential.
(See [5, Eq. (15)]).
ε˜k,ω is the free carrier contribution to the static dielectric function of the structure.
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The screening due to the valence electrons is already taken into account in the
deformation potential [5, appendix C2]. Hence
ε˜k,ω=0 = 1 +
χfreek,ω=0
εinterfacek,ω=0
(E.4)
where εinterfacek,ω is the static dielectric function of the structure, Eq. (3.57) and χ
free
k,ω
is the free electron susceptibility Eq. (3.61). As εinterfacek,ω enters, the screening is
different for different structures, see Fig. E.1b. Ma and Jena, Kaasbjerg et al., and
Bogulsawski et al. [54, 5] agree that the TA ADP should have ε˜ = 1. Kaasbjerg et al.
make the argument that this is because TA ADP scattering is dominated by Umklapp
processes, which should be unscreened by free carriers. Bogulsawski et al.[131, 132]
argue that in the long wavelength limit, this result follows from the symmetry of the
TA ADP matrix element in a semiconductor with multiple spherical valleys like MoS2.
E.2.2 Optical deformation potential scattering
ODP scattering is an inelastic process. The momentum relaxation time is[57, Eq. 31]1
1
τp
= m
∗D2
2~2ρω
[
N0ω +
(
N0ω + 1
)
Θ (Ep − ~ω)
]
(E.5)
Here D is the zeroth order ODP due to the LO or homopolar mode of constant
frequency ω. The Heaviside step function Θ makes sure the emission term vanishes
when the electron energy is smaller than the phonon energy.
First order ODP and intervalley ADP has been found to be insignificant for low field
transport [57] and will be neglected.
E.2.3 LO-phonon scattering
The scattering due to the Fröhlich interfaction Kaasbjerg et al.[57] is of an interface
phonon type, not of a confined phonon type, as can be seen from their discussion in
[57, appendix B].
Ma and Jena [54] include Frölich scattering of the interface or remote phonon type
and of the confined phonon type (which they refer to as LO-phonon scattering).2 This
is not double counting. In fact, the Poisson equation has solutions of confined and of
interface type [86, 133]. However, we think that the confinement in a slab of MoS2
with a thickness of a=6.145Åis so strong that confined solutions do not contribute to
1ODP is not screened by free carriers in MoS2 due to the symmetry of the ODP [131].
2However, despite the confined nature of these modes, Ma and Jena [54] screen them as if they
were interface type modes.
Momentum relaxation in doped polar
semiconductors
188 Anna Miriam Hauber
E. Other scattering mechanisms
E.2 Other scattering mechanisms in
MoS2-heterostructures
Table E.1: Material parameters for MoS2, from Ref. [5] unless a different reference
is given. me is the electron mass. The effective acoustic deformation potential for
piezoelectric scattering was calculated with [5, Eq. (15)].
Quantity symbol value
Effective mass m∗ 0.35 me (Ref. [52])
Ion mass sheet density ρ 3.17× 10−7 g
cm2
LA speed of sound cLA 6.7×105 cms
TA speed of sound cTA 4.2×105 cms
LA ADP ΞLA 2.4 eV
TA ADP ΞLA 1.5 eV
PE effective ADP ΞPE 2.39 eV (Ref. [57])
LO-phonon energy ~ωLO 47.9 meV (Ref. [7])
Homopolar phonon energy ~ωHP 50.0 meV
LO ODP DLO 2.6×108 eVcm (Ref. [57])
HP ODP DHP 4.1×108 eVcm (Ref. [57])
low-field transport. The discretized wave vectors allowed for the confined modes
would be kn = npia ≈ n 5.1× 107cm−1, which means that even k1 is roughly three
times larger than the Fermi wave vector for the largest carrier concentrations
considered, kF (ns = 1014cm−1) ≈ 1.8× 107cm−1.
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Figure E.1: Room temperature mobility as a function of carrier sheet density with all
intrinsic scattering mechanisms considered, except for interface phonon-plasmon scat-
tering. (a) Room temperature mobility due to acoustic deformation potential scattering
of the LA and TA modes, piezoelectric scattering of the LA and TA modes, and zero
order optical deformation potential scattering, and the total mobility resulting from
all these scattering mechanisms for the HfO2-MoS2-SiO2-structure. (b) Total room
temperature mobility due to acoustic and optical deformation potential scattering and
piezoelectric scattering in the different investigated structures marked.
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