Introduction
In this paper we study two types of wave equations, whose elliptic parts exhibit conformal invariance in R 2 .
In the first part, we study the wave equation
ffl S 2 e 2u − 1 on S 2 , where ∆ g denotes the (negative semidefinite) Laplace operator with respect to the standard round metric g on S 2 , ffl S 2 is a shorthand for the average 1 4π´S 2 dvol g with respect to the standard surface measure, and α is some real constant. The stationary (elliptic) analog of this equation is closely connected to the prescribed Gaussian curvature equation in conformal geometry, or Liouville's equation in mathematical physics. In fact, when α = 1, if u solves the equation (2) − ∆ g u = e 2u − 1 with ffl S 2 e 2u = 1, then the metric e 2u g is another metric on S 2 , conformal to g, that has Gaussian curvature equal to 1 everywhere, and that has area equal to 4π. Via the stereographic projection that identifies S 2 minus a point with R 2 , (2) can also be written as −∆u = e 2u on R 2 , where now ∆ is the standard Laplacian on R 2 . If one replaces u by u/2 + log 2, this becomes Liouville's equation on R 2 , namely
The above stationary equations have been studied by many authors; see for instance the work of Aubin [1] , Chang-Yang [4] and Han [9] on equation (2) , and work of Liouville [12] , Chanillo-Kiessling [5] Chen-Li [6] and Chou-Wan [8] 
on equation (3).
Our first theorem is the following local existence result: Theorem 1. Suppose α ∈ R. For any u 0 ∈Ḣ 1 (S 2 ) and u 1 ∈ L 2 (S 2 ) that satisfý
x that solves (1) with initial data u(0) = u 0 , ∂ t u(0) = u 1 , where T > 0 depends only on A, u 0 Ḣ1 and u 1 L 2 . Furthermore,ˆS 2 u(t) =ˆS S.C. is supported by NSF grant DMS-0855541. We would like to thank Carlos Kenig and Andrea Malchiodi for encouragement, interest in this work and useful discussions.
Here and in the sequel,´S 2 refers to integrals with respect to the standard surface measure dvol g , and
where ∇ is the gradient with respect to the standard round metric g.
In fact, it also follows from the proof of Theorem 1 that the initial value problem for (1) is locally well-posed inḢ 1 × L 2 , and that the energy E(u(t)) = S 2 |∂ t u| 2 + |∇u| 2 − α log of the solution u(t, x) is conserved as t varies as long as the solution exists.
Next we have the following result for global existence:
Theorem 2. The solution u(t, x) in Theorem 1 exists for all time if α < 1.
The main tool in proving this second theorem is the Moser-Trudinger inequality [13] on the sphere, which says if u is a function on S 2 satisfying´S 2 |∇u| 2 ≤ 1, then
This inequality is sharp in that one cannot replace 4π in the exponent by anything that is strictly bigger. Note that this inequality can also be stated as
What we will usually use is the following corollary of the above inequality, namely
which holds because pointwise
Equivalently, inequality (4) can be stated
A celebrated result of Onofri [15] says that the constant C can be taken to be 1 in (5), but we will not need this in the sequel.
Using (5) and conservation of energy, one can then control, as long as the solution exists, the quantity
uniformly in t, and this will prove Theorem 2.
In fact Moser [14] has also proved the following inequality, which says that if u is an even function on S 2 satisfying´S 2 |∇u| 2 ≤ 1, then
It follows that for such functions,
From this, we deduce Theorem 3. The solution u(t, x) in Theorem 1 exists for all time if both u 0 and u 1 are even functions and if α < 2.
Lin-Zhang [11] and Chipot-Shafrir-Wolansky [7] studied the profile of bubbling solutions of the following system of equations on R 2 , which was introduced in [5] and generalizes the Liouville equation (3):
Here (a ij ) is a (constant) N by N symmetric matrix, and (M j ) is a vector. We now turn to a study of the wave analog of this equation, namely
This system will be written succintly as
ffl S 2 e 2u − M where we think of u as a column vector and write A for the matrix (a ij ). The bracket on the right hand side is a column vector whose j-th entry is
S 2 e 2uj − M j . We then have the following result, generalizing Theorem 1:
It is also easy to show that (8) is locally well-posed inḢ 1 × L 2 , and that the following energy is conserved over time as long as the solution exists:
Here (a ij ) is the inverse of the matrix (a ij ), and (·, ·) g is the inner product of two tangent vectors on S 2 with respect to the metric g.
To study global existence for (8), we need a generalization of the Moser-Trudinger inequality to systems, which was proved by Shafrir-Wolansky [16] (see also Wang [17] ). To state this, let
for all non-empty subsets J of {1, . . . , N }. These polynomials in M were first introduced in [5] , where the symmetry of solutions of (7) was studied. Now suppose A is positive definite and has non-negative entries (in addition to being N by N symmetric). Suppose also that M j > 0 for all j. Then the generalized MoserTrudinger inequality says the following: the quantity (10) Next we return to the scalar equation (1), and study blow up of that equation when α ≥ 1. An important notion here is the center of mass of the measure e 2u dvol g for functions u defined on S 2 . Given such a function, we define its center of mass to be
, where x is the position vector in R 3 . Thus CM (u) ∈ R 3 ; in fact its length satisfies |CM (u)| ≤ 1 by the triangle inequality. This center of mass played a crucial role in the work of Chang-Yang [4] and Han [9] . There they used the following improved Moser-Trudinger inequality when the center of mass is bounded away from S 2 , which was first proved by Aubin [1] . The improved inequality says that if |CM (u)| ≤ 1 − δ for some δ > 0, then for any µ > 1/2, there exists a constant C = C(µ, δ) such that (11) log
One should compare this with (6) , since when u is even, CM (u) = 0.
We have the following blow-up criteria.
Theorem 6. Let 1 ≤ α < 2. Suppose the solution u in Theorem 1 exists on a time interval [0, T 0 ) for some T 0 < ∞, and fails to continue beyond T 0 . Then there is a sequence of times
and lim
where CM (u, t) is the center of mass of u(t). Furthermore, if α = 1, then there is some point p ∈ S 2 such that for any ε > 0,
2 that is centered at p and of radius ε.
In other words, when α = 1, if one renormalizes the measures e 2u(ti) dvol g so that their integral over S 2 is 1, then the measures concentrates around one single point on S 2 (i.e. there is only one bubble). This is proved using a concentration lemma of Chang and Yang, which we recall in the following section. We do not know whether the same conclusion is true when α > 1.
Finally, we turn to a study of the following system of wave equations on R 2 :
, ∆ is the Laplacian on R 2 acting componentwise on the three components of u, and u x ∧ u y is the cross product of the two vectors u x and u y in R 3 . The stationary analog of this equation is
This is an interesting equation because if u solves ∆u = 2Hu x ∧u y for some function H on R 2 and satisfies the conformal conditions |u x | = |u y | = 1 and u x · u y = 0 everywhere, the the image of u is a surface with mean curvature H in R 3 . (13) is the special case of the above equation when H ≡ 1, and is conformally invariant. As a result, we call (12) the wave constant mean curvature (CMC) equation. (13) is an energy critical equation, in that if u is a solution, then a dilation of u preserving itsḢ 1 norm is also a solution. Its (entire) solutions inḢ 1 (R 2 ) were classified by Brezis-Coron; in [2] they showed that if one writes z for the complex coordinate of the domain R 2 ≃ C of u and writes π : C → S 2 ⊆ R 3 for the stereographic projection, then all the solutions of (13) inḢ 1 are of the form
where P , Q are polynomials of z and C is a constant vector in
It follows that the energy of the (entire) solutions to (13) are quantized; they are always non-negative integer multiples of 8π. Now let W (z) be a ground state solution to (13) ; in other words, W (z) is a nonconstant solution to (13) of the form
where max{deg P, deg Q} = 1 and ∇W 2 L 2 = 8π. These will play an important role in our blow up analysis of the wave equation (12) . They enter via the following Sobolev inequality. First, it is easy to show, using compensated compactness (aka Wente's inequality) that for all functions v ∈Ḣ 1 (R 2 ) taking values in R 3 , we have
In fact if v is inḢ 1 (R 2 ), then v x ∧v y has components in the Hardy space H 1 (R 2 ) by compensation compactness, while v itself has components in BM O. Thus we have the above inequality. The relevance of W is that the above W 's are precisely the minimizers of this inequality; see Caldiroli-Musina [3] , Lemma 2.1 (and also [2] ). We note also that W is a stationary solution to (12) , with initial data
The non-linearity occuring on the left hand side of the above Sobolev inequality also arises in the conserved energy of the wave equation (12) . In fact if u(t) is a smooth solution to (12) that has compact support on each time slice, then
is conserved, as one can show by differentiating under the integral. As a result, E(u(t)) depends only on the initial data, and it is equal to
for all t. Our main result is the following:
is a smooth solution to (12) with initial data u(0) = u 0 , u t (0) = u 1 , and that u has compact support at each time slice t. Suppose also that
Then T is finite; in fact u(t) L 2 (R 2 ) cannot remain finite for an infinite amount of time.
In fact E(W, 0) = 4π/3 (c.f (24) below) and ∇W L 2 = √ 8π, so the conditions in the above theorem can also be written as
This theorem should be compared to the finite time blow up result of Kenig-Merle [10] for the energy critical semi-linear focusing wave equation
Preliminaries
Before we move on to the proofs of these theorems, we present some relevant background material.
First, Aubin [1] proved the following improved Moser-Trudinger inequality:
See also Lemma 1 of Han [9] . If one takes k = 3 and Next, Shafrir-Wolansky [16] proved the following Moser-Trudinger inequality for systems:
Proposition 2 (Shafrir-Wolansky). Suppose A = (a ij ) is a positive definite N by N symmetric matrix and has non-negative entries. Suppose also that M j > 0 for all j. Then the quantity
is bounded below by some finite constant when v varies over all R N valued maps iṅ H 1 (S 2 ), if and only if
for all non-empty subsets J of {1, . . . , N }.
See Theorem 2 in [16] . Now (14) can also be written as
, and under the same notation, (15) is equivalent to
where Λ J is defined as in (9). Thus we recover the generalized Moser-Trudinger inequality (10) stated in the Introduction. From this we deduce the following:
Proposition 3. Suppose A is as in the previous Proposition, and M j > 0 for all j. Suppose also that Λ J (M ) > 0 for all non-empty subsets J of {1, . . . , N }. Then there are some constants ε > 0 and C (both depending only on A and M ) such that
In fact, the condition Λ J (M ) > 0 for all non-empty J ⊂ {1, . . . , N } is an open condition. Thus one is led to define A ′ = A − 2εId where Id is the identity matrix and ε > 0 is some small constant. Suppose ε is sufficiently small. Then A ′ is still positive definite symmetric with non-negative entries, and if Λ 
. Thus if ε is sufficiently small, (16) follows.
We also need the following concentration lemma of Chang-Yang [4] (see Proposition A there). Let
Proposition 4 (Chang-Yang). Suppose u j ∈Ḣ 1 (S 2 ) a sequence of functions with ffl S 2 e 2uj = 1 and sup j S[u j ] = C < ∞, we have either
or there exists a point p ∈ S 2 and a subsequence of u j (which we still denote by u j ) such that for any ε > 0, we have
Here B(p, ε) is the geodesic ball on S 2 centered at p and of radius ε.
Finally, we need the following elementary result about the solution of wave equations on the sphere. To state this, first recall that every L 2 function on S 2 can be decomposed as a convergent sum of eigenfunctions of the Laplacian ∆ g on S 2 . Using this, one can define the spectral multiplier cos( −∆ g ) on L 2 functions on S 2 , as well as
on L 2 functions on S 2 whose integral is zero. These operators solve the initial value problem
2 via the following Duhamel formula:
Furthermore, the solution v(t, x) satisfies
All these hold as well if u 0 , u 1 and f (s, ·) all takes value in R N for some N .
Liouville's equation
It is clear that Theorem 1 follows from Theorem 4. So it suffices to prove Theorem 4.
Proof of Theorem 4. The proof proceeds by a standard fixed point argument. Suppose the initial data u 0 and u 1 are given as above. Let
For u ∈ B T , one can solve the initial value problem
2 , since both u 1 and the right hand side of the first equation have integral zero on S 2 . Now we claim v ∈ B T if T is sufficiently small: in fact by Proposition 5,
ds where β is the operator norm of A. The last integral is bounded by
where I j =ū j is the j-th component of I, since
But for s ∈ [0, T ],
The second to last inequality follows from the Moser-Trudinger inequality on the sphere. Hence
If T is sufficiently small, depending only on β, |M | and the norms of the initial data, then the above is bounded by R. Also, ffl S 2 v(s) = I for all s ∈ [0, T ]. Thus v ∈ B T if T is as such. This defines a map F : B T → B T given by u → v. We show that by further shrinking T if necessary, this map is a contraction.
Suppose u (1) , u (2) are in B T , and
But for s ∈ [0, T ] and j = 1, . . . , N ,
The first term is bounded by e −2Ij (2u
(1)
Using Sobolev inequality for the first factor (since´S 2 (u
j (s)) = 0 for all s) and use for the second factor, we bound this by
For the second term, we bound that by
by (18), and we can use Sobolev inequality for the last term. It follows that
Hence if T is sufficiently small with respect to β, |M | and the norms of the initial data, then the map F we defined above is a contraction map. The contraction mapping principle then says that F has a fixed point, which gives the desired solution to the initial value problem in the theorem.
It is now a standard matter to modify the above proof and show that the initial value problem in Theorem 1 or Theorem 4 is locally well-posed, whose detail we omit. Thus to check conservation of energy for the solution u in Theorem 4, we may assume without loss of generality that u is smooth, in which case one can differentiate
and get
The first integral is equal to
by equation (8) , since
by Theorem 4. This cancels with the second term, and thus ∂ t E(u(t)) = 0. Similarly one proves conservation of energy for the solution u in Theorem 1.
Proof of Theorem 2. Fix α < 1. We only need to show that if for some T > 0,
for some number B that depends only on α, u 0 Ḣ1 and u 1 L 2 (because if this is true, then one can extend the solution for a fixed amount of time beginning at any t ∈ [0, T ), which in particular says that the solution extends beyond time T ).
Now we need only conservation of energy and the Moser-Trudinger inequality (more precisely, its corollary as in (5)) to accomplish this. Recall that
is conserved over time. But (5) implies
at any time t. Hence if α ∈ [0, 1), then at every time t ∈ [0, T ), we have
the last inequality following from conservation of energy. The left-hand side is bounded below by a constant times
On the other hand, if α < 0, since Jensen's inequality implies
In both cases,
is bounded by a constant that depends only on α and the norms of the initial data. This completes the proof.
Proof of Theorem 3. The proof of Theorem 3 is the same as that of Theorem 2, except one uses the improved Moser-Trudinger inequality (6) in place of (5), which is possible since if u 0 and u 1 are even, then u(t) remains even as long as the solution exists. We omit the details.
Proof of Theorem 5. This time we need the Moser-Trudinger inequality for systems apart from conservation of energy. Suppose A and M are as in the statement of the theorem. We only need to show that if for some
for some number B that depends only on A, M , u 0 Ḣ1 and u 1 L 2 . Now conservation of energy says that
is conserved over time. But by Proposition 3, there exists some ε > 0 and C, depending only on A and M , such that at any time t ∈ [0, T ),
Since A (and hence A −1 ) is positive definite, this implies
for some ε ′ > 0. By conservation of energy, this proves that
is bounded uniformly in t by some constant that depends only on A, M and the norms of the initial data. This completes our proof.
Proof of Theorem 6. Suppose 1 ≤ α < 2. First, if the solution u in Theorem 1 fails to exist globally in time, say u only exists on the time interval [0, T ) where T > 0 is finite, then
where CM (t) is the center of mass of u at time t. This is because otherwise one can find a sequence of times t i < T , t i → T such that lim i→∞ |CM (t i )| < 1, which implies via Aubin's result that equation (11) holds along this sequence of times t i for some 
is independent of t i , this shows that
has a uniform upper bound independent of t i . Since 1 − αµ > 0, the same holds for
, and by Theorem 1 this proves that the solution extends past t i for a fixed amount of time for all i. This contradicts that T is the maximal time of existence of the solution, and this proves (19).
Next, fix for the moment on a sequence t i → T from below such that
We claim that by passing to a subsequence, which we still denote as t i , we have
This is because otherwise we have
by conservation of energy and conservation ofū, so one can extend the solution beyond T , contradicting the maximality of T . Thus we have the second assertion of the theorem. From this and the Moser-Trudinger inequality (5) we obtain the third assertion, namely lim
Finally, suppose α = 1, and t i is the above chosen subsequence. Let
and let v i (x) = u(x, t i ) − 1 2 log m i . We will apply Chang-Yang's concentration lemma (Proposition 4) to this sequence of functions v i . First we observe that
for all i by definition of v i . Next we check that
But since u(t i ) and v i differ by only a constant, this is true by the analogous property of u(t i ). Finally we check that
The second equality holds because now α = 1. As a result, Chang-Yang's concentration lemma applies. But we already knew previously that lim i→∞ ∇v i L 2 = lim i→∞ ∇u(t i ) L 2 = ∞. Thus we get the existence of some p ∈ S 2 and a subsequence of t i (which we still denote by t i ) such that for any ε > 0,
Writing out the definition of v i , we get the last assertion in Theorem 6.
Wave CMC equation
We now turn to the wave CMC equation (12). 4.1. Time-independent variational estimates. In this subsection u will be a map from R 2 into R 3 independent of time. The script E will be the stationary energy, i.e.
Here we wrote dx for the Lebesgue measure on R 2 (instead of dxdy), and we will adapt this notation throughout. We have the following Sobolev inequality:
Furthermore, any ground state solution W to (13) (as described in Section 1) is a minimizer of this Sobolev inequality.
See [2] and [3] . From now on we write C for the best constant of the above inequality. Then
Also, from the equation
one easily deduces (by multiplying both sides by W and integrating by parts) that
Together with (21) we see that
Now let
Then the critical points of f are λ = 0 and
The function value of f at the critical points are f (0) = 0 and
Note incidentally that this also shows
The graph of f is thus as follows:
Lemma 2. For each δ > 0, there existsδ > 0 such that if u is aḢ 1 function on R 2 taking values in R 3 , with E(u)
Proof. The assumption E(u) ≤ (1 − δ)E(W ) says
this is because the Sobolev inequality (20) implies
which by our hypothesis is bounded by (1 − δ)E(W ) = (1 − δ)f ( ∇W L 2 ). Hence by continuity of f , one can find someδ such that
which implies the desired conclusion since f is strictly increasing from 0 to ∇W L 2 , and strictly decreasing from ∇W L 2 to +∞. 
for all t ∈ [0, T ).
Proof. Recall that ∇u(t, x) L 2 (dx) is a continuous function of t, E(W, 0) = E(W ), and by energy conservation, for any time t ∈ [0, T ), we have E(u(t), u t (t)) ≤ (1 − δ)E(W )
for some δ > 0 independent of t. If ∇u(t, x) L 2 (dx) ≤ ∇W L 2 (dx) for some t ∈ [0, T ), let t 0 be the smallest value of t that verifies this. Then t 0 > 0, and for any t < t 0 , we have ∇u(t, x) L 2 (dx) ≥ ∇W L 2 (dx) +δ whereδ > 0 is as in Lemma 2. Letting t → t − 0 , we arrive at a contradiction.
Proof of Theorem 7. Let u be as in Theorem 7, and let
for t ∈ [0, T In particular, y ′ (t) > 0 for all sufficiently large t, say for all t > t 1 . Then for all t > t 1 ,
which implies (since y ′ (t) > 0) that
y ′ (t) y(t) .
It follows that
(log y ′ (t)) ′ ≥ 5 4 (log y(t)) ′ , which implies that y ′ (t) ≥ Cy(t)
5/4
for all t > t 1 where C > 0. Hence y(t) becomes infinite in finite time, and therefore T cannot be infinite.
