In this paper we consider the real-valued mass-critical nonlinear Klein-Gordon equations in three and higher dimensions. We prove the dichotomy between scattering and blow-up below the ground state energy in the focusing case, and the energy scattering in the defocusing case. We use the concentration-compactness/rigidity method as R. Killip, B. Stovall, and M. Visan [Trans. Amer. Math. Soc. 364 (2012)]. The main new novelty is to approximate the large scale (low-frequency) profile by the solution of the mass-critical nonlinear Schrödinger equation when the nonlinearity is not algebraic.
INTRODUCTION
In this article, we consider the scattering problem for the mass-critical nonlinear Klein-Gordon equations (NLKG) on R d :
where u ∶ R × R d → R, d ≥ 3, in both the defocusing case (µ = 1) and focusing case (µ = −1). The NLKG equation is a fundamental model in mathematical physics and has been extensively studied in a large amount of literatures, for example, see [52, 58, 61] and references therein. A major effort was recently devoted to the scattering problem.
An important class of nonlinearity is the power type nonlinearity µ u p−1 u, where p > 1. There are two critical indices for p: mass-critical index p = 1 + 4 d and energy-critical index p = 1 + 4 d−2 when d ≥ 3. On the global dynamics there are many studies: for defocusing intercritical cases 1 + 4 ( [19, 20, 46, 47] ), defocusing energy-critical cases ( [45] ) and focusing inter-critical and energy-critical cases ( [21-23, 25, 35, 50-54, 59] ). For mass critical cases, energy scattering was studied by R. Killip, B . Stovall, and M. Visan [31] in the two dimensional case and recently in [24] for the one dimensional case. The two works used the concentration-compactness/rigidity method developed by Kenig-Merle [27, 28] . On the existence of the minimal non-scattering element, a key ingredient in [31] (then used in [24] ) is to approximate the mass-critical NLKG equation by mass-critical nonlinear Schrödinger equation (NLS) in the low frequency limit so that one may apply the recent scattering results on mass-critical NLS. In particular, the mass-critical NLS serves as a resonant system in the approximation. The relation between NLKG and NLS has been previously studied, for example by K. Nakanishi [49] .
The purpose of this paper is to study the mass-critical NLKG in higher dimensions. The mass-critical NLKG equation (1.1) has a conservation of energy
and also a conservation of momentum
Thus a natural space for NLKG is the energy space H 1 × L 2 . In the defocusing case, global well-posedness in energy space follows easily. On the other hand, in the focusing case, Q(x) is an easy example of the non-scattering solution to (1.1), here Q is the ground state of
Global well-posedness vs blow-up for the solutions under E(u, u t ) < E(Q, 0) was given essentially in [57] , where the functional K 0 (ϕ) ∶= ∇ϕ
is used to discriminate the solutions. The main result of this paper is to show the scattering for the global solutions.
We have (i) if µ = 1, then the global solution to (1.1) scatters in energy space in both time directions, that is, there exist u ± ∈ C 0 t H 1 x ∩ C 1 t L 2
x be the solution of the linear Klein-Gordon equation such that
x → 0, as t → ±∞. (ii) if µ = −1, we assume further E(u 0 , u 1 ) < E(Q, 0), then the solution u to (1.1) exists globally and scatters in the energy space when K 0 (u 0 ) ≥ 0; and it blows in finite time when K 0 (u 0 ) < 0.
It is convenient for us to rewrite (1.1) into the first order case.
3)
We will work on these two equivalent form without illustrating according to the specific circumstances.
To prove the above theorem, we mainly use the ideas in [31] and [27, 28] . First we established the linear profile decomposition in higher dimensions. To do this, we prove a refined Strichartz estimates by utilising a bilinear restriction estimate proved recently by Candy and Herr [4] , then follow the argument in [31] , we can establish the inverse Strichartz estimate and therefore give the linear profile decomposition after applying the inverse Strichartz estimate inductively. For one dimensional case, the linear profile decomposition was proven in [24] , but we give a shorter proof using a bilinear restriction estimate obtained by similar arguments in [56] .
Another key new difficulty is to approximate NLKG by NLS since the power of nonlinearity is not algebraic. To deal with the large scale (low frequency) profile, which is the solution of the NLKG equation, we need to consider the low frequency limit of the NLKG equation. Firstly, for the linear Klein-Gordon propagator, by the approximation relation (1.4) we see heuristically that the low frequency limit of the linear Klein-Gordon equation is the linear Schrödinger equation, which is stated rigorously in Lemma 2. 16 . Inspired by the work of K. Nakanishi [49] , who proved the scattering of the NLKG equation imply the scattering of the corresponding NLS equation, R. Killip, B . Stovall, and M. Visan [31] work in the contrary way in that they use the solution of the mass-critical NLS equation to approximate the large scale profile in two dimensional case, this idea also applies to the mass-critical and -subcritical generalized Korteweg-de Vries equation in [30, 39] . In the higher dimensions, there is one difficulty that the power of the nonlinear term is fractional order, and we cannot write the limit system clearly as in one and two dimensional case. Fortunately, by the technique developed by the third author and his collaborators [37] [38] [39] [40] [41] [42] , we can give the limit system at least formally, which is still the mass-critical NLS. Thus we can still use the solution of the mass-critical NLS equation to approximate the large scale profile. To prove the approximation, there are two different ways to estimate the errors terms. One way is inspired by the work of the nonrelativistic limit of the NLKG equation in [36, 43, 48] , and we deal with the nonlinear term by using some generalized integration by parts formula. The other way is to follow the argument in [37] [38] [39] [40] [41] [42] , and especially [40, 41] . In these works, they developed a very powerful tools to deal with the nonlinear dispersive equations with non-algebraic nonlinearity. They introduce an expansion of the nonlinear term and pick up the resonant term from the non-algebraic nonlinear term. In this article, we will mainly use the first way, but give a sketch of the second way in the appendix. Although the first way is simple to carry out, we contend the second way is more delicate. We useṽ
as the approximate solution of the mass-critical NLKG equation, where w n is the solution of the mass critical NLS. On the middle interval, we see the above transformation takes solutions to the linear Schrödinger equation to approximate solutions of the first order linear Klein-Gordon equation. The behaviour of the nonlinearities on this interval is a bit more mysterious, but some specific factor which depends only on the dimension appearing before the nonlinear term of the mass-critical NLS equation will ensure that certain resonant error terms cancel, while Duhamel propagator of the the oscillatory error terms can be proven to be small by using a generalized integration by parts in [43] . As t tends to infinity, the differences in the two dispersion relations become amplified and the approximation breaks down, so for large time interval, we use the solution of the linear equation to approximate.
Organization of the rest of this paper: After introducing some notations and preliminaries, we give the well-posedness theory and the variational estimate in the focusing case in Section 2. We also include some important results to be used in Section 4 and Section 5 in this section. In Section 4, we establish the profile decomposition in H 1 of the first order Klein-Gordon equation. We show the large scale profile can be approximated by the solution of the mass-critical NLS equation in Section 5. At last, we collect the existence and exclusion of the critical element without proof in Section 3.
1.1. Preliminary and notation.
We also introduce the L 2 −preserving scaling transform.
We define the space-time norm
In the article, we will use u to denote solution of (1.1) and v the corresponding solution of (1.3), and the energies and scattering sizes are defined to be
dx.
WELL-POSEDNESS AND VARIATIONAL ESTIMATE
In this section, we will present the well-posedness theory and the variational estimate of the focusing NLKG equation (1.1) without proof.
2.1. Variational estimate. In this subsection, we restrict to the focusing NLKG equation. We need the variational estimate when studying the focusing case. The variational estimate in this subsection can be proven with similar argument in [21, 53] . We also refer to [26, 55, 64] . For
In particular, we denote K 0 (ϕ) ∶= K 1,0 (ϕ), and (1.2) . We also have the sets K ± α,β are independent of (α, β).
In addition, we also have ∀ t ∈ I,
As a direct consequence of the second part of the above proposition, the blow-up part of Theorem 1.1 in the focusing case can be proven by showing the strict concavity of u(t)
x . We will omit the details of the proof but refer to [21, 31, 52, 57] .
We recall the following sharp Gagliardo-Nirenberg inequality:
holds, where Q is the ground state of (1.2). The equality holds if and only if f is a Q up to scaling and translation.
As a consequence, if u 0 L 2 < Q L 2 , we have
On the other hand, if K 1 (u 0 ) ≥ 0, and E (u 0 , u 1 ) < E(Q, 0), then by
x . Therefore, together with Lemma 2.1, we have Theorem 2.4 (Equivalence of K ≥ 0 and the mass below the threshold). If E(u 0 , u 1 ) < E(Q, 0),
Remark 2.5. As a result, we see if the energy of the solution u is strictly less than the threshold E(Q, 0), the solution u with initial data u 0 satisfies K 0 (u 0 ) ≥ 0 is equivalent to u 0 L 2 < Q L 2 , and we will use the two assumptions indiscriminately in the article.
2.2.
Well-posedness theory. Before presenting the well-posedness theory, we first review the Strichartz estimate and the Poincaré group.
Definition 2.6 (Klein-Gordon admissible pair). We say that a pair (q, r) is Klein-Gordon ad-
. The Strichartz estimate of the Klein-Gordon equation has been invested by many people, we refer to [3, [18] [19] [20] [21] 53] and the references therein.
here the implicit constant is independent of λ.
As a consequence, we have 
and
for each t 0 ∈ I and any sharp Klein-Gordon admissible pairs (q, r) and (q,r).
The symmetry group of the NLKG equation is constituted of the spatial translation and the Lorentz transform. The spatial translation is
For any ν ∈ R d , we have the Lorentz boost of the space-time:
An easy computation yields that if u(t, x) = e −it⟨ξ⟩+ix⋅ξ , we have
We have that u is a solution of the linear or nonlinear Klein-Gordon equation if and only if u ○ L −1 ν is a solution of the corresponding linear or nonlinear Klein-Gordon equation. We can define the action of Lorentz boost on any function as follows, which still use the notation L ν :
(
which is equivalent to 
For any s ∈ R, we have
By the Strichartz estimate and Banach fixed-point theorem, we can establish the well-posedness theory for (1.3), which can also be rewritten for (1.1). We refer to [6, 33, 61] for the argument. 
where (q, r) is sharp Klein-Gordon admissible.
In the defocusing case and in the focusing case when E(v 0 ) < E(Q, 0), K 0 (Rv 0 ) ≥ 0 (by Proposition 2.2), energy controls the H 1 norm of the solution, then we have Theorem 2.11 (Global well-posedness in H 1 ). For any v 0 ∈ H 1
x , the solution v of (1.3) exists globally in the focusing case when E(v 0 ) < E(Q, 0) and K 0 (Rv 0 ) ≥ 0 or in the defocusing case.
To prove the scattering, we need the following stability theorem, which is used in the proof of Theorem 3.2(the approximation of the large scale profile) and Theorem 3.5(the existence of the critical element). 
Arguing as in [31] , by the finite speed of propagation, we have
Before finishing this section, we would like to give two important results without proving, which are useful in the proof of the linear profile decomposition in Section 4. The proofs of the two lemmas are familiar to the argument in [31] with some slight modification.
uniformly for any g ∈ K.
By the refined Fatou lemma together with the local smoothing effect of the semigroups e it⟨∇⟩ and e it∆ , we also have
x and λ n → λ ∈ (0, ∞), as n → ∞, then after extracting a subsequence, we have
and furthermore, we have the convergence in the operator norm
(2) Let g n ⇀ g in L 2
x and λ n → ∞, as n → ∞, and take some 0 < θ << 1, then there exists a subsequence such that
and we also have the convergence in the operator norm
PROOF OF THE MAIN THEOREM
In this section, we give the proof of the main theorem, that is Theorem 1.1, conditional on two theorems which will be proven in the remaining part of the article. To prove Theorem 1.1, we use a contradiction argument. Under the failure of Theorem 1.1, there would exist a minimal energy counterexample, which is almost periodic modulo symmetry groups. This is given in Theorem 3.5 with similar argument as in [7, 21, 23, 31] , which turns out to be disproved by using a virial type argument given in Theorem 3.6.
Let
where the supremum is taken over
To prove Theorem 1.1, we only need to show E c = ∞ when µ = 1 or E c = E(Q, 0) when µ = −1. When µ = −1, by (2.1), we see small energy yields small H 1 norm if K 0 (u(0)) ≥ 0. Thus, we have E c > 0 by the small data scattering in Proposition 2.10 for µ = ±1. If Theorem 1.1 were to fail, we have E c < ∞ when µ = 1 and E c < E(Q, 0) when µ = −1. Suppose we have the linear profile decomposition in H 1 and also the approximation of the large scale profile in the following two theorems:
x (R d ) and fix some sufficiently small positive number θ. Then, up to a subsequence, there are
For any J ≥ 1, we have the decomposition
We also have for any j ≠ j ′ , the orthogonality relation
, and also assume
Let φ n ∶= T xn e itn⟨∇⟩ L νn D λn P ≤λ θ n φ, where θ is some sufficiently small positive number, there exists a global solution v n of (1.3) with v n (0) = φ n for n large enough satisfying
If we assume the above two theorems hold, then by Proposition 2.2, Theorem 3.1, Theorem 3.2, Proposition 2.12, and Lemma 2.14 with similar argument as in [21, 23, 31] , we can give the following result. 
and also
Then (u n (0), ∂ t u n (0)) converges in H 1 × L 2 modulo translations up to a subsequence.
The proposition can be shown in the same spirit as in [31] . Let us give a brief outline of the proof to see how the tools we have developed by now are used.
and we will show v n (0) converges in H 1 modulo translations after passing to a subsequence.
Thus, for both defocusing and focusing cases, we get
We can then apply Theorem 3.1 to the sequence v n (0), and have for any
For any 1 ≤ j ≤ J 0 , we can make sure that φ j n L 2 and E(φ j n ) converge after passing to a subsequence. By (3.1), we also have
In the sequel, let us restrict ourselves to the case J 0 = 1. The preclusion of the case J 0 ≥ 2 is standard. In this case, the identity
follows also by a standard argument. By (3.5) and (2.1), we have
We now divide the analysis to the following three cases. Case 1. λ 1 n = 1 and t 1 n = 0; Case 2. λ 1 n = 1 and t 1 n → ±∞; Case 3. λ 1 n → ∞. In the first case, we have the desired conclusion. The second case is precluded by a standard argument. We omit the details.
Let us show that the third case can also be precluded. We will apply Theorem 3.2, but when µ = −1, we need to verify the following result first:
Proof. Using (3.6) together with Lemma 2.9, we obtain
This together with 2E c < 2E(Q) = Q 2 L 2 implies the result.
n is a global solution to (1.3) and S R (v 1 n ) ≲ Ec 1 for n large enough. Let us remind us that the mass assumption of Theorem 3.2 in the focusing case is
which is fulfilled for all d ≥ 1 since the estimate C d < 1 2 is true. Using (3.7) and Proposition 2.12, we can conclude S R (v n ) < ∞, this is a contradiction and therefore completes the proof of Proposition 3.3.
As a consequence, we obtain 
Here,
By a virial type argument, we can exclude the almost periodic solution, thus concluding the proof of Theorem 1.1 in the following theorem. We refer to [21, 23, 31] for a proof. In this section, we will establish a linear profile decomposition in H 1 of the Klein-Gordon equation. To prove Theorem 3.1, we only need to prove an inverse Strichartz estimate, then we can establish the linear profile decomposition of the first order Klein-Gordon equation by applying the inverse Strichartz estimate inductively. We refer to [21, 31] for similar argument. We will divide the proof of the inverse Strichartz estimate into two cases: the d ≥ 2 case and d = 1 case separately.
We now turn to the proof of the inverse Strichartz estimate when the dimension d ≥ 2. We
norm of the free evolution is nontrivial, one of its Littlewood-Paley pieces must play an important role. This is given in the following lemma as a consequence of the Littlewood-Paley square function estimate and Strichartz inequality (2.2). x , we have
We can further show that a nontrivial linear evolution is attributed to some tube in the Littlewood-Paley piece. Before doing this, we need to introduce the way to divide the dyadic annulus into tubes. . For any dyadic number N ≥ 2, and we consider the dyadic annulus ξ ∈ R d ∶ N 2 ≤ ξ ≤ 99 98 N , we take a equally spaced set of points with grid length N −1 on S d−1 , that is, we fix a collection {ξ k N } k of unit vectors, ξ k N = 1, that satisfy
We can construct an associated partition of unity {χ k N } k , with χ k N is homogeneous of degree 0 in ξ and supported in Γ k N . Furthermore, for any N,
When N = 1, we can take similar collection, which consists of only one element − 99 98 , 99 98 d .
For any tube T ∈ T ∶= ⋃ N T N , its center can be defined to be
In addition, for each T ∈ T N , we define the Fourier projector P T by the Fourier transform to be
when N = 1.
By Lemma 2.9, we can give the following lemma with the proof as in [31] , which will be used in the proof of Theorem 4.7. 
holds uniformly in T and N.
To get a further refine Strichartz estimate, we turn to the following bilinear restriction estimate given by T. Candy and S. Herr [4] . 
As a consequence, we get Corollary 4.5 (Refined Strichartz, tubular case). For any N ∈ 2 Z with N ≥ 1, and f ∈ L 2
x (R d ), we have
Proof. By the Minkowski inequality and (4.1), we have
By the Hölder and Young inequalities, we get
Thus,
which completes the proof.
By applying the argument for the Schrödinger equation in L 2 in [1, 2, 5, 44] , see also the fractional Schrödinger equation in [8, 9] , we can apply the bilinear restriction estimate in [60] , and obtain the following refined Strichartz estimate. We also refer to [31] for the argument of the Klein-Gordon equation in 2 dimensional case. 
, where the supremum is taken over all dyadic cubes Q with side length no more than 2 d+1 , and P Q f is the Fourier restriction of f to Q.
We can now turn to the inverse Strichartz estimate. where A and ǫ are some positive constants. Then up to a subsequence, there exist {(λ n , t n ,
Furthermore, if λ ∞ < ∞, we have λ n = 1 and ν n = 0. There also exists φ ∈ L 2
x which belongs to
Here 0 < c 1 (A, ǫ) < 1 is some small constant depending only on A and ǫ.
Proof. Step 1. Construction of profile. By Lemma 4.1, Corollary 4.5 and Bernstein's inequality, we can take some tubes T n ∈ T Nn , so that
By the Strichartz inequality and (4.2), we have
thus by (4.9) and (4.10), we also have N n ≲ A 
By Lemma 2.9, we have
together with Lemma 4.6, we see there exists a dyadic cube Q n , with side length λ −1 n ≤ 2 d+1 , such that
By extracting a subsequence, we have λ n → λ ∞ ∈ [2 −1−d , ∞], as n → ∞. We also let the center of Q n be ξ n , which is a bounded sequence. Thus there is ξ ∞ ∈ R d such that ξ n → ξ ∞ as n → ∞ after passing to a subsequence. Furthermore, we have
Combining (4.11), Hölder's inequality and the Strichartz inequality, we obtain
Therefore, there exists t n ,x n ∈ R × R d such that
.
(4.13)
Since Lemma 2.9 implies that
is a bounded sequence in L 2
x ; furthermore, if λ n is bounded, together with (4.12), we have the sequence in (4.14) is bounded in H 1
x . Thus after passing to a subsequence, there isφ ∈ L 2 , such that
We now showφ has nontrivial norm. Letĥ(ξ) = χ [− 1 2 , 1 2 ] d (ξ) and denote h n ∶= D −1 λn L −1 ξn m ξn 0 (∇) −1 e ixξn D λn h, where m ξn 0 (∇) is as in Lemma 2.9. By Lemma 2.15, we have h n L 2 ≲ 1 and h n → h ∞ in L 2
x after passing to a subsequence. Then by Lemma 2.9, the unitarity of the other symmetries, and (4.13), we have the nontriviality ofφ:
Let (−t n , −x n ) = Lν n (−t n , −x n ), then by (2.5), we have the sequence (4.14) can be rewritten as
There exists a rotation R n ∈ SO(d) such that L −1 ξn L −1 νn = R n L −1 νn for some ν n . We may assume R n → R ∈ SO(d) after passing to a subsequence. Denote φ = R −1φ , by (4.15) and (4.2), we have
, and φ L 2
By the construction of ν n and (4.12), we have
Up to a subsequence, we get (4.3).
Step 2. Decoupling of the L 2 , H 1 norms and energy. We now consider (4.5), and we only consider the case λ n → ∞ since the case λ ∞ < ∞ is similar. By
We now turn to proving (4.19) . By Lemma 2.9, (4.17), together with the fact
The argument in above proof can also deduce
x → 0, as n → ∞, which is exactly (4.4) . We now turn to (4.6), by (4.5), it enough to prove
We will show (4.20) according to λ ∞ < ∞ and λ ∞ = ∞.
Case I. λ ∞ < ∞. We start by considering the case when λ n = 1, in this case φ n = T xn e itn⟨∇⟩ φ, with φ ∈ H 1 x , and either t n → ±∞ or t n = 0. First, we consider the case t n → ±∞, by approximating φ in H 1
x by Schwartz functions and applying the dispersive estimate, we see that
then (4.20) now follows easily. Next we consider the case t n = 0. By (4.17), we have T −xn (f n − φ n ) ⇀ 0 in H 1
x . Thus, by the Rellich-Kondrashov theorem, after extracting a subsequence, we have T −xn (f n − φ n ) → 0, a.e., and (4.20) follows by applying the refined Fatou Lemma.
Case II. λ ∞ = ∞.
By Bernstein's inequality, Lemma 2.9, the fact ∂ ξ j l νn (ξ) ≲ ⟨ν n ⟩, ∀ ξ ∈ R d , and the boundness of ν n , we see
Step 3. Proof of (4.7) and (4.8).
We consider (4.7) first, and only treat the case λ ∞ = ∞ because the argument for the case λ ∞ < ∞ is similar. By Lemma 2.9,
We now consider (4.8), and we assume λ ∞ < ∞ since the case λ ∞ = ∞ is similar. By changing of variables, Lemma 2.16, the refined Fatou Lemma and changing of variables again, we have
We now turn to the estimate of e −iλ 2
. From (4.16), we have
where 0 < c(A, ǫ) < 1 depending on A and ǫ. By Lemma 2.15, we see h ∞ inherits the estimates (2.8) of h n . Together with (4.18), we have
, and χ is a smooth cutoff to { x ≤ r}, with M, r ∼ c(A, ǫ) − 1 2 . By the Mikhlin multiplier theorem and construction ofh, we have
uniformly in λ ∞ and s ∈ [−1, 1]. By Hölder's inequality and (4.22), we get
where c 1 (A, ǫ) is some positive constant less than 1 and depending only on A and ǫ. This together with (4.21) implies (4.8).
Step 4. Normalization of the parameters. After passing to a further subsequence in n, suppose λ n → λ ∞ ∈ [2 −1−d , ∞). We may replace φ by D λ∞ φ and set λ n = 1, while retaining the conclusions of (4.4)- (4.8) . Similarly, we can replace φ by L ν φ and take ν n = 0.
For the normalization of t n , by passing to a subsequence, we assume tn
we can take φ replaced by e iτ∞⟨∇⟩ φ when λ n = 1 and ν n = 0; otherwise, if λ ∞ → ∞, there is t ∞ ∈ [0, 2π) such that e i⟨νn⟩ −1 tn → e it∞ , and we may replace φ by e it∞ e −iτ∞ ∆ 2 φ, set t n = 0, and replace x n by x n − νn ⟨νn⟩ t n .
For the one-dimensional case, that is when d = 1, we use a different argument to show Theorem 4.7. Motivated by the argument in [56] , we have for any f ∈ L 2 (R),
where for ξ 2 ≥ ξ 1 , we have
, which is equivalent to
Thus arguing as in [5, 29] , by the Cauchy-Schwarz inequality and the Fefferman-Phong weighted inequality in [15] , we have for p 0 > 1,
Combining the interpolation inequality and the Strichartz estimate, we have In this section, we will prove Theorem 3.2. We study the large scale profile, and using the solution of the mass-critical nonlinear Schrödinger equation to approximate the large scale profile. Throughout this section, we write f (z) = z 4 d z. Before presenting the main result in this section, we first review the global well-posedness and scattering result of the mass-critical nonlinear Schrödinger equation
where µ = ±1 and the constant C d is defined to be
In particular, we see C 1 = 5 16 , and C 2 = 3 8 . For d ≥ 3, we have
by the computation in [38] . For reader's convenience, we give the computation in Appendix A.1. We also have Remark 5.1.
1 2π
Remark 5.2. The integral (5. 2) also appears in the work of the third author and his collaborators [39] [40] [41] [42] .
When µ = −1, the ground state solution associated to (5.1) is
where Q is the ground state of (1.2). For the mass-critical nonlinear Schrödinger equation, we have the following result: Theorem 5.3 (Global well-posedness and scattering of the mass-critical NLS, [11-14, 32, 34, 63] ). For any w 0 ∈ L 2
x (R d ) and when µ = −1, we also assume w 0 L 2
x , there exists a unique global solution w to (5.1) with w(0) = w 0 , and
for some continuous function C. Moreover, w scatters in L 2 ,
We now turn to the proof of Theorem 3.2. Proof. By (2.5), we have φ n = L νn Tx n e itn⟨∇⟩ D λn P ≤λ θ n φ.
We will take x n = νntn ⟨νn⟩ by the spatial translation invariance, we may choose x n = νntn ⟨νn⟩ , which leads tox n = 0 andt n = tn ⟨νn⟩ . Case I. ν n = 0. In this case, once
is proven, (3.3) follows. Before giving the approximate solutions to (1.3), we first define the solutions to (5.1), which will be the building block.
When t n = 0, let w n be the solution to (5.1) with w n (0) = P ≤λ θ n φ, and correspondingly, we let w ∞ be the solution to (5.1) with w ∞ (0) = φ.
In the case when tn λ 2 n → ∞ (respectively tn λ 2 n → −∞), we denote by w n the solutions to (5.1), that scatter backward (respectively forward) in time to e it ∆ 2 P ≤λ θ n φ. In the same time, We define w ∞ to be the solution to (5.1) that scatters backward (respectively forward) in time to e it ∆ 2 φ. By Theorem 5.3, we have
We also have the following space-time boundedness of the sequence w n by direct computation, which will be useful later in this section. 
d . Moreover, we also have the approximation
We can now construct the following approximate solutions to (1.3) :
where T is a sufficiently large positive number to be specified later. We will show this sequence approximately solves (1.3), and by invoking Proposition 2.12 to deduce that the resulting solutions v n obey (3.3). By the Strichartz estimate and Lemma 5.4, we have ṽ n
By the definition of φ n and also (5.6) , we can get Lemma 5.5 (Approximation of the initial data).
Arguing as in [31] , we haveṽ n are approximate solutions to (1.3) on the large time intervals, by using the solution of the free Schrödinger equation to approximate the nonlinear solutions w n and also the free first order Klein-Gordon propagator is asymptotic small in the Strichartz space. We refer to [31] for similar argument. 
By Plancherel's identity, the asymptotic estimate (1.4), Hölder's inequality and (5.5), we have e 1,n
≲ λ 2 n ⟨λ −1 n ξ⟩ 1 2 ξ 4 λ 4 n P ≤λ 2θ n w n (t, ξ)
x → 0, as n → ∞.
By the Mikhlin multiplier theorem, we obtain
Similarly, by the Bernstein inequality, one has
We now turn to e 3,n , and show t 0 e −i(t−s)⟨∇⟩ e 3,n (s) ds
For simplicity, we denote P ≤λ 2θ n w n by w n in what follows. This will not cause any difference because we do not use the equation for w n to show (5.11) . We would point out that we do not have the upper bounds on the regularity parameter s in the bounds (5.5) and (5.6) any more as long as θ is replaced by 2θ. By Remark 5.1, we have
where E 3,n (τ, y) = e −iλ 2 n τ f w n (τ, y) + e 2iλ 2 n τ w n (τ, y) − 1 2π
2π 0 f w n (τ, y) + e iθ w n (τ, y) dθ .
By changing of variables and by the L 2 -unitary property of e −it⟨λ −1 n ∇⟩ , we have t 0 e −i(t−s)⟨∇⟩ e 3,n (s) ds
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A computation gives us
Combining the above identities, we have t 0 e −i(t−s)⟨∇⟩ e 3,n (s) ds
We now use the following identity
to get the estimate (5.12) t 0 e −i(t−s)⟨∇⟩ e 3,n (s) ds
where we have used the Minkowski inequality and the uniform boundedness of ⟨λ −1 n ∇⟩ − 1 2 in L 2 to obtain the last line. By direct computation, we have (5.13) g τ (τ, θ) = (δ(τ ) − δ(τ − t)) e iλ 2 n τ (⟨λ −1 n ∇⟩−1) f w n (τ ) + e 2πiθ w n (τ )
Thus, by Hölder, the estimate λ 2 n (⟨λ −1 n ξ⟩−1) ≤ λ n ξ , the fact that w n stands for P ≤λ 2θ n w n which satisfies (5.5) and (5.6) for all s ≥ 0 with the doubled θ, and Sobolev, we finally obtain
Arguing as in (5.12), we also have t 0 e −i(t−s)⟨∇⟩ e 3,n (s) ds
We now estimate each term contributed by g τ . By the Strichartz estimate and Sobolev embedding, the contribution from the first line of the right hand side of (5.13) is bounded by
We now turn to the contribution from the other part of g τ . Remark that one can apply inhomogeneous Strichartz estimate and then the estimate becomes essentially same as the previous case: It is bounded by
Thus, we have t 0 e −i(t−s)⟨∇⟩ e 3,n (s) ds
After the above computation, we have Proposition 5.7. For any ǫ > 0, there exist sufficiently large positive constants T and N, such that for any n ≥ N,ṽ n satisfy (−i∂ t + ⟨∇⟩)ṽ n = −µ⟨∇⟩ −1 f (Rṽ n ) +ẽ 1,n +ẽ 2,n +ẽ 3,n , with the error termsẽ 1,n ,ẽ 2,n ,ẽ 3,n small in the sense that
Proof. On the interval [−λ 2 n T, λ 2 n T ], we can takẽ e 1,n = e 1,n ,ẽ 2,n = e 2,1,n + e 2,2,n + e 2,3,n ,ẽ 3,n = e 3,n .
By (5.7), (5.8), (5.9) and (5.10), we have
Together with (5.14) , ∀ T > 0, we can take N large enough, such that for each n ≥ N,
We now turn to the time intervals (−∞, −λ 2 n T ) ∪ (λ 2 n T, ∞). In this case, we chooseẽ 1,n =ẽ 2,n = 0 andẽ 3,n = µ⟨∇⟩ −1 f (Rṽ n ). By Proposition 5.6, (5.14) and the Strichartz estimate, for T and n sufficiently large, one has t 0 e −i(t−s)⟨∇⟩ẽ 3,n (s) ds
This completes the proof of the Proposition.
By Lemma 5.5, Proposition 5.7, and Proposition 2.12, we can obtain a solution v n to (1.3) with v n (0) = φ n , for n large enough. Moreover, v n (t) −ṽ n (t − t n )
→ 0, as n → ∞. (5.15) We now turn to the proof of (5.4). By density, we can take
By the definition ofṽ n , the triangle inequality, Proposition 5.6, (5.6), the dominated convergence theorem, we have by taking T sufficiently large and then n large enough,
Combining this with (5.15) and (5.16), we get (3.3) when ν n = 0. Case II. ν n → ν ∈ R d , as n → ∞. By the proof in Case I, there is a global solution v 0 n to (1.3) with v 0 n (0) = Tx n e itn⟨∇⟩ D λn P ≤λ θ n φ, for n large enough. Moreover, S R (v 0 n ) ≲ φ L 2 x 1 and for any ǫ > 0, there exists ψ 0 (5.17) when n ≥ N 0 ǫ . Before continuing, we first prove the following result. Proposition 5.8 (Matching initial data). For n large enough, the global solution
Proof. We have the decomposition Rv 0 n = u 0,l n +ũ 0 n , where u 0,l n is the solution of the free Klein-Gordon equation with 1 + i⟨∇⟩ −1 ∂ t u 0,l n (0) = v n (0) = L −1 νn φ n . By (2.4), we have 1 + i⟨∇⟩ −1 ∂ t u 0,l n ○ L νn (0) = φ n , we can then obtain v 1 n (0) − φ n H 1 x = ũ 0 n ○ L νn (0, ⋅) H 1 x . We haveũ 0 n obeys ∂ 2 tũ 0 n − ∆ũ 0 n +ũ 0 n = −µ Rv 0 n 4 d Rv 0 n , u 0 n (0, x) = ∂ tũ 0 n (0, x) = 0. By Lemma 2.13 and the Strichartz estimate, we have ũ 0 n L q t L r x (Ω) + ∇ t,xũ 0 n L ∞ t L 2
x (Ω) < ∞, for any Klein-Gordon admissible pair (q, r). Since Rv 0 n satisfies (2.7), and the analogous estimate for u 0,l n follows from finite speed of propagation and energy conservation, this yields sup t ≤ǫR x >R ∂ tũ 0 n (t, x) 2 + ∇ũ 0 n (t, x) 2 + ũ 0 n (t, x) 2 dx → 0, as R → ∞. (5.19) Let T be the stress energy tensor ofũ 0 n , its components are T 00 = 1 2 ∂ tũ where j, k ∈ {1, ⋯, d}. Let the vector p n with components defined by p α n = ⟨ν n ⟩T 0α + ν n,1 T 1α + ν n,2 T 2α + ⋯ + ν n,d T dα , α ∈ {0, 1, 2, ⋯, d}. By direct computation, we have ⟨ν n ⟩p 0 n + ν n,j p j n ○ L νn (t, x) dx
where dS is the surface measure times the unit normal vector. We now consider the estimate of the nonlinearity in Ω n = {(t, x) ∶ 0 < ⟨ν n ⟩t < −ν n ⋅ x} ∪ {(t, x) ∶ −ν n ⋅ x < ⟨ν n ⟩t < 0} .
Let φ ∶ R + → [0, 1] be a cut-off function with φ(r) = 1, 0 ≤ r < 1, 0, r > 2.
by applying the divergence theorem together with (5.19) , (5.20) , and Lemma 2.13, we have We now estimate the right hand side of (5.21). We can see ∀ ψ ∈ C ∞ c ,
x −x n λ n 2(d+2) d dxdt ≲ λ −1 n ψ L ∞ t,x → 0, as n → ∞.
This together with (5.17) and the triangle inequality, we get for n sufficiently large, Rv 0 n L 2(d+2) d t,x (Ωn) → 0, as n → ∞. (5.22) By the triangle inequality, (2.6), S R (v 0 n ) ≲ φ L 2 x 1, and Strichartz, we get
By (5.21), (5.23), and (5.22), we can finish the proof of (5.18).
Since v 0 n is a solution of (1.3), R (v 0 n ○ L νn ) solves (1.1) by Lemma 2.14. In general, v 0 n ○ L νn is not a solution of (1.3), and also v 1 n ∶= 1 + i⟨∇⟩ −1 ∂ t R v 0 n ○ L νn solves (1.3) with S R (v 1 n ) = S R (v 0 n ), which equals to v 0 n ○ L νn only when ν n = 0. Thus it is necessary to pass through real solutions here. By Proposition 5.8, the difference between v 1 n (0)
and v n (0) is small. By Proposition 5.8 and Proposition 2.12, there exists a global solution v n to (1.3) with v n (0) = φ n and S R (v n ) ≲ φ L 2 x 1 for n large enough. Moreover,
This together with Rv 0 n = R v 1 n ○ L −1 νn and (5.17) shows (3.3).
APPENDIX A.
In this appendix, we give the detail of the computation of (5.3) and another proof of the important estimate (5.11).
A.1. The computation of (5.3). We now compute the integral
We will use the results in the appendix of [38] . We see , where we use the Proposition A. 1 in [38] . Thus, we obtain
Remark that C d < 1 2π ∫ 2π 0 cos 2 θ 2 dθ = 1 2 for any d ≥ 1. A.2. Another proof of (5.11). In this subsection, we give another proof of (5.11) in Theorem 3.2 motivated by the argument in [39] . We also refer to the recent works [40] [41] [42] on the quadratic NLKG equations, where a similar argument is used. A main ingredient is the Fourier series expansion 
