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Abstract
Many animals, including humans, rely on visual input to guide their behaviour and
interact with their environment. The study of the visual system is prevalent in
neuroscience, however, given the highly complex nature of the brain, we are yet to
understand the full functionality of the system. In this study, we set out to explore
different aspects of visual processing in the mouse early visual pathway, and how
they compare to those in other mammals.
In this thesis, we study two major brain structures in the early visual pathway,
the dorsal lateral geniculate nucleus (dLGN) in the thalamus, and the primary
visual area (V1 or area 17) in the cortex. We aim to explore 3 different aspects
of visual information processing in these areas. Firstly, the functional response
characteristics of single neurons in the visual thalamus. Secondly, whether additional
communication channels are used in thalamo-cortical interactions in the mouse. And
lastly, the correlation of behaviour within neuronal population activity in visual
cortex.
We use data from two different experimental paradigms. One involves an anaes-
thetised preparation, recording extracellular potentials from the visual thalamus
in isolation, or from the visual thalamus and the primary visual cortex simultane-
ously. The second involves an awake preparation in which animals were trained on
a ‘Go’/‘NoGo’ discrimination task and extracellular potentials were recorded from
the primary visual cortex during behaviour.
This project combines time-series analysis and information theoretical methods to
analyse high dimensional multi-electrode array recordings. In addition to the anal-
ysis of experimental data, we also explore the practical and methodological impli-
cations of measuring communication through cross-frequency coupling and propose
an alternative method to measure this phenomenon.
i
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The mouse visual cortex is like the
smartphone of neuroscience,
everyone feels the need to get one
to play with, but it still remains to
be seen if it’s merely a convenience,
a colossal distraction, or the
greatest thing since the discovery
of electricity.
Andrew Huberman
1. Introduction
1.1. Overview
Sensory representations of the world contribute to a framework in the nervous system
from which animals make interactions with their environment. Many animals, in-
cluding humans, rely heavily on their sense of vision to guide the behaviours through
which these interactions are performed. The study of vision is therefore one of the
most prominent tracks in neuroscience and we seek not only to understand how the
visual system works, but to use this knowledge to treat visual processing deficits
and improve quality of life.
The laboratory mouse is nocturnal in nature and not generally considered to be
a strongly visual animal (Wong and Brown, 2008) and yet, since Niell and Stryker
(2008) demonstrated that neurons in the mouse primary visual cortex share many
functional characteristics with those of other species, the mouse has rapidly become
a common model for studying the neuroscience of mammalian vision. This is owed
in no small part to its accessibility and convenience for laboratory work, and the
powerful toolbox of genetic manipulations available, which make it possible to probe
neural circuit function in new ways. The mouse visual system therefore provides a
smaller, more accessible model than the primate or cat, from which vision can be
studied at the single cell and system level, in both function and connectivity.
The work by Niell and Stryker (2008) has been followed by other studies aimed
at characterizing different excitatory and inhibitory neuronal populations in terms
of function, using optogenetic techniques (Adesnik et al., 2012; Atallah et al., 2012).
Recent work on the lateral geniculate nucleus (LGN) - the region in the thalamus
responsible for providing visual input to V1 - is beginning to shed new light on func-
tional connectivity and classical models of the visual system. Directionally-selective
retinal ganglion cells were not previously thought to project to LGN, requiring di-
rectional features of visual motion to be extracted again in the primary visual cortex
from convergent, untuned thalamic inputs Hubel and Wiesel (1968). However, it
appears that directional-selectivity does exist in LGN, and this model of both thala-
mic and cortical computations of vision needs revision (Grubb and Thompson, 2003;
1
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Marshel et al., 2012; Piscopo et al., 2013; Scholl et al., 2013; Zhao et al., 2013).
The full extent of the functional characteristics of many cell types involved thus
remains to be probed. There are open questions about how single elements respond
to visual input and the signal processing capabilities of otherwise simple elements of
the visual system. In Chapter 2 we provide further characterization of the functional
properties of neurons in the LGN of mice.
How do local populations of these cell-types respond to the same visual input? A
heterogeneous ensemble of units does not respond in the same manner as its individ-
ual components, due to differences in tuning, or response, to any single parameter.
Is the aggregated population response more informative, or is information about a
visual stimulus lost by averaging?
These questions are investigated in Chapters 3 and 4 by making use of local
field potentials as a measure of population activity under two different experimental
paradigms. In Chapter 3 we investigate how information is conveyed by thalamic
and cortical populations, using simultaneous recordings from the two visual areas in
anaesthetised animals. The internal constraints which shape the encoding strategies
in communication between the two areas are also explored. In Chapter 4, we con-
centrate on cortical circuits and how they are shaped by visually driven behaviour.
In Chapter 5 we consider communication strategies resulting from cross-talk be-
tween single band oscillations, commonly referred to as cross-frequency coupling
(CFC) (Jirsa and Mu¨ller, 2013). This phenomenon may subserve mechanisms such
as multi-sensory integration, and top-down control. Here we propose an alternative
method based on information theory for measuring CFC within LFP recordings,
and compare this with other methods.
1.2. Background
In this work we address sensory processing at different levels: from single cell prop-
erties to local cortical circuits during behaviour. This section provides a brief sum-
mary of background information as a primer for understanding the context of this
work. Further details of specific methods and relevant studies are introduced in the
relevant individual chapters.
1.2.1. The visual system
Visual processing begins with light entering the eye and photons hitting the retina
being converted to electrical signals. After initial processing within the retina, vi-
sually evoked electrical signals are transmitted by retinal ganglion cells to several
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sub-cortical structures, including the thalamus. Projections from the thalamus then
transmit visual features to the cortex where perceptual processing is thought to
take place. This sequence of processing stages that visual responses undergo, up to
the primary visual cortex, is referred to as the early visual pathway. Some of the
elements along this pathway which are relevant to the current work are described in
more detail here.
Figure 1.1.: The mouse visual system. Solid arrows show direct retinal projections to the lateral
geniculate nucleus (dLGN) and the superior culliculus (SC). Dashed arrows show thalamo-cortical
projections. Ipsi-lateral and contra-lateral projections from the retina are shown in dark and light
shades of orange. Binocular and monocular areas in the primary visual cortex. Adapted from
Huberman and Niell (2011)
Stage 1: Periphery
Retinal ganglion cells (RGCs) are the main output cell type in the retina. Most
axons of RGCs project to sub-cortical structures in the contra-lateral hemisphere
after crossing at the optic chiasm. The percentage of ipsilateral and contralateral
projections varies greatly between species due to the location of the eyes. In mice, the
RGCs project to a set of sub-cortical structures which includes the lateral geniculate
nucleus and the superior colliculus. The superior colliculus is thought to subserve
multisensory coordination of fast response actions (Zhao et al., 2014), while the
lateral geniculate nucleus provides the main source of visual input to the cortex.
Other sub-cortical structures which receive input from RGCs are thought to be
involved in regulating circadian rhythms, using ambient luminance instead of visual
image features (Leamey et al., 2008).
There are several types of RGCs. They can be classified broadly as ON and OFF,
and as linear and non-linear. ON and OFF refer to changes in luminance, while
linearity is defined by the capacity to process spatial summations.
On average, mouse RGCs have receptive fields (RF) - the region of the visual field
in which stimuli evoke cell responses - of 2◦ to 10◦ in diameter, with a center-surround
organization. They also have a relatively low visual acuity compared to other
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mammals, with a maximum spatial frequency cutoff of approximately 0.2 cycles/◦
(Leamey et al., 2008). Some mouse RGC subtypes have more complex functional
response properties similar to those of primates, computing features such as direc-
tion selectivity (Gao et al., 2010), and non-linear spatial summations (Leamey et al.,
2008).
Stage 2: Sub-cortical
The lateral geniculate nucleus (LGN) is a structure located in the dorsal lateral
section of the thalamus. It is one of a handful of structures in the thalamus and
mid-brain that receive inputs from RGCs. Given its location and the link it forms
between the retina and neocortex, it is the principal sub-cortical area along the early
visual pathway, (Grubb, 2008). In addition to projecting to primary visual cortex,
the LGN also receives return projections from neocortex. The LGN of mice, as with
that of other mammals, is organized retinotopically: neurons in neighbouring regions
of LGN respond to stimuli in neighbouring regions of the visual field. Neurons in
the mouse LGN have approximately circular antagonistic center-surround RFs of
approximately 11◦ in diameter (Grubb and Thompson, 2003). RFs display both ON-
and OFF-center responses corresponding those of their RGC afferents (Grubb and
Thompson, 2003; Tang et al., 2016). On average, they exhibit maximal responses
to drifting grating stimuli at a temporal frequency of 4 Hz, and can resolve spatial
frequencies up to approximately 0.2 cycles/◦, preserving the resolution of the RGCs
(Grubb and Thompson, 2003). Most neurons in the LGN have been shown to display
linear response properties (Grubb and Thompson, 2003; Tang et al., 2016). Signal
processing by neurons in the LGN was shown to be basic, so it has largely been
thought of as a passive structure conveying data from the RGCs to the primary
visual cortex (Grubb and Thompson, 2003). In recent years, however, the function
of the LGN has been re-evaluated primarily due to results by Piscopo et al. (2013),
Marshel et al. (2012), and Krahe et al. (2011). These studies suggested that neurons
in the LGN display a wider array of functional properties than had previously been
demonstrated. In Chapter 2 we explore responses in LGN with the aim of providing
further understanding of this structure’s function.
Stage 3: Cortex
V1, or primary visual cortex, is the first in a sequence of cortical areas dedicated
to visual processing. V1 receives visual inputs from the LGN, and transmits them
to higher cortical areas. Hubel and Wiesel (1968) first characterized the functional
properties of V1 neurons in monkeys. They found that V1, like LGN, is retinotopi-
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cally organized. This organization is consistent across species, including mice (Mice:
(Wang and Burkhalter, 2007), monkey: (Mineault et al., 2013), cat: (Kitano et al.,
1994)). V1 shares the characteristic layered structure of the neocortex. The six
laminae are differentiated by cell type and granularity. Interactions between cells
in each layer form local cortical circuits known as cortical columns. Neurons in the
thalamo-recipient layer 4 (granular layer) receive inputs of visually evoked signals,
although projections from the thalamus are not exclusive to this layer (Constantino-
ple and Bruno, 2013). The projections from LGN target specific layers of primary
visual cortex - most axons terminate in layer 4, with some reaching layers 3, 5 and
6 (Xing et al., 2012). From layer 4, signals are then relayed to layers 2/3 which
either project to further cortical regions or deeper within V1, to layers 5 and 6.
About 30% of layer 6 neurons project back to the thalamus, reaching either LGN or
the thalamic reticular nucleus (Sillito et al., 2006). The thalamic reticular nucleus
(TRN) is the main source of inhibitory signals to the LGN.
Figure 1.2.: Schematic of LGN-V1 connectivity in primates. Functional and anatomical connec-
tions. The lines interconnecting the areas and layers indicate anatomical connections, dotted lines
indicate secondary projections. Where functional data exist to indicate which local field potential
frequency bands mediate the synaptic interactions, the corresponding frequencies are indicated.
Pyramidal-interneuron network gamma, PING. Adapted from Bastos et al. (2014) with data from
Buffalo et al. (2011), and Xing et al. (2012)
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1.2.2. Mice and vision
One of the main difficulties in studying sensory systems is the complex interconnec-
tivity of the brain. The numerous connections can be local or cross areas and struc-
tures, forming large-scale circuits that are difficult to disentangle. In humans, indi-
vidual neurons are estimated to make some 1014 (Herculano-Houzel, 2009) synapses
in the cerebral cortex. In mice, this number is around a thousand times lower
(Herculano-Houzel, 2009) and, with this lower level of complexity to its brain, the
mouse has become one of the main animal models used in neuroscience. Close to
99% of mouse genes have a human homolog, and the potential of the mouse as a
model for human disease is great, and already yielding insight (Prusky and Douglas,
2004; Rosenthal and Brown, 2007). However, given the relatively poor visual acuity
and reliance on other senses to guide behaviour, the mouse as a model of mammalian
vision does have its detractors. The mouse shares many standard features of visual
processing with humans and other vertebrates (Huberman and Niell, 2011), but ap-
pears to differ in some respects. Because the study of the mouse visual system has
become widespread only recently, the capabilities of many aspects of the system are
yet to be established. Further characterization of the mouse visual system will allow
us to better judge its validity as a model for visual processing in mammals.
The lateral position of the eyes in the mouse skull result in a small area of binocular
overlap and a large monocular region, as shown in Figure 1.3. This arrangement is
different from that of classical animal models of mammalian vision (i.e. monkeys
and cats) whose eyes are positioned frontally in the skull. Structural characteristics
are also known to differ between these models. Almost all RGC subtypes identified
in primates have been identified in mice (Coombs et al., 2006; Sun et al., 2002),
however the mouse LGN lacks the layer organization present in diurnal animals.
The layer structure arises from ipsilateral and contralateral projection from the two
eyes that are segregated in the laminae in the LGN. The independent contributions
from each eye project to V1 in a similar fashion, resulting in ocular dominance
columns (Priebe and McGee, 2014), which are lacking in mice.
Visual acuity is low: primates are typically able to resolve gratings with spa-
tial frequencies of above 30 cycles/◦ (Merigan and Katz, 1990), whereas mice resolve
around 0.6 cycles/◦ (Prusky and Douglas, 2004). A similar measure for cats is around
7 cycles/◦ (Timney et al., 1978). However, populations of cells with all of the main
receptive field types described in cats and primates have been observed with similar
proportions in the mouse primary visual cortex (Me´tin et al., 1988), including ori-
entation and non-orientation selective neurons (Leamey et al., 2008). An estimated
30% to 48% of the cells in V1 are classified as orientation selective (Gao et al., 2010;
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Figure 1.3.: Comparison of the rodent and primate visual system. Left, a schematic of the rodent
visual pathway. Laterally positioned eyes resulting in a narrow central binocular zone (purple)
surrounded by monocular regions (red an blue). Minor ipsilateral projections to the LGN target
a specific area in the LGN (blue). The predominant input to the LGN comes from RGCs in the
contralateral eye. These two contributions project onto a small binocular area in V1. Right, a
schematic of the human visual pathway. Forward facing eyes result in a larger binocular area. RGCs
send similar projections to the LGN that are distributed to eye-specific laminae. Thalamocortical
projections converge similarly on V1 (purple) with areas of ocular dominance. Adapted from
Priebe and McGee (2014)
Niell and Stryker, 2008), and both simple and complex cells have been identified
(Hu¨bener, 2003). Extrastriate visual areas receive direct input from V1 and further
visual computations are performed, such as increasing selectivity. These areas are
also fewer, but are still not well-studied (Marshel et al., 2011).
1.2.3. State dependence of neuronal responses
Behaviour
Behavioural state is a key element to consider in sensory processing in the visual
system (Harris and Thiele, 2011). Studies by Andermann et al. (2010), and Niell
and Stryker (2010) both showed the effects of behavioural state on modifying the
individual response properties of cells in the primary visual cortex. While both
these studies observed an overall increase of activity, Andermann et al. (2010) also
reported a temporal tuning shift toward higher temporal frequencies. This effect has
also been observed in other animals, including zebrafish and flies (Longden et al.,
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2014; Yokogawa et al., 2012). Behaviour-based experimental paradigms, implement-
ing freely moving or head fixed animals combine behaviour and electrophysiology
are starting to address questions of state-dependence of visual processing at the level
of individual cells and local circuits as they pertain to decision-making, behaviour,
and motor control (Huberman and Niell, 2011; Szuts et al., 2011).
A recent study by Keller et al. (2012) found that in behaving mice, activity in
layers 2/3 is driven by locomotion more so than by visual inputs. They also found
that contradicting visual input and motor-related expectations evoked responses in
a subset of motor-related cells. Based on this, they hypothesized that feedback
from other cortical areas could be the source of motor related information in V1.
In Chapter 3 we use a simple visual behavioural paradigm to follow a similar line
of enquiry, and ask whether population activity in V1 is correlated to behavioural
outcome, which involves motor control. By using multi-electrode arrays we further
explore the response profile of the cortical circuits that are active during the task.
Sleep and wakefulness
Neuronal populations in the brain generate spontaneous activity independent of
external stimuli. The patterns of this spontaneous activity change with different
behavioural states. Intrinsic signals appear to be responsible for indicating these
changes in the operating state of the network to suit current behavioural demands
(Constantinople and Bruno, 2011; Kelly et al., 2010; Li et al., 1999; Luczak et al.,
2007; Spacek and Swindale, 2015). Thus, behavioural state defines the dynamics of
the network and affects the way in which external stimuli are processed and directed
(Harris and Thiele, 2011; Saleem et al., 2013). Two brain states are investigated in
this thesis, which can be broadly split into the categories: sleep and wakefulness.
The effects of these states on neuronal activity have been investigated in both rodents
and primates (Constantinople and Bruno, 2011; Kelly et al., 2010; Steriade, 1993),
showing a distinct modulation of single cell responses by way of hyper-polarization
of membrane potentials.
Signals from local processes reflecting non-spiking population activity are likely
to reflect communication strategies beyond the spike rate and phase-of-firing. Com-
bined population activity can be measured from the extracellular space by making
use of the local field potentials (LFPs). Many studies have used features of the LFP
to quantify brain state (Ecker et al., 2014; Goard and Dan, 2009; Li et al., 1999;
Spacek and Swindale, 2015). Observed oscillatory patterns in distinct frequency
bands, for example, have been well characterized. Studies have shown that par-
ticular frequency channels are activated by sensory inputs (Buzsa´ki, 2006; Buzsa´ki
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and Andreas, 2004; Buzsa´ki and Wang, 2012; Buzsa´ki et al., 2012; Ray and Maun-
sell, 2011), and that internal network dynamics, also know as brain state, produce
very low frequency oscillations (Harris and Thiele, 2011). More recently, interest has
shifted to communication strategies resulting from cross-talk between single band os-
cillations, more commonly referred to as cross-frequency coupling (Jirsa and Mu¨ller,
2013). The potential uses of this communication strategy are numerous, and it may
subserve mechanisms such as multi-sensory integration and top-down control.
Oscillatory changes of neuronal populations and LFP rhythms are ubiquitous in
the brain. In the thalamus, state changes were reported and characterized more
than 30 years ago (Bal et al., 1995; Fourment et al., 1985; Steriade, 1993). These
first results suggested that the origin of brain state lies in the centrally located
sub-cortical structure, and that thalamo-cortical connections convey the signal to
cortex. Intrinsic fluctuations of spiking activity in V1 of macaque monkeys have
indeed been show to be correlated with fluctuations of the LFP (Kelly et al., 2010;
Nauhaus et al., 2009). The results by these two studies show that some of the
variability of neuronal responses can be accounted for by the state of the network,
and suggest that the LFP signal may be used to quantify brain state.
An early study by Steriade (2001) showed that spontaneous oscillations show
distinct sets of oscillatory patterns during sleep and wakeful states. In general,
the sleep state is characterized by high amplitude, slow fluctuations in population
activity. LFPs show three main sleep rhythms: slow < 1 Hz, delta rhythms in
the 1 Hz to 4 Hz frequency band (delta band), and sleep spindles in the 7 Hz to
14 Hz frequency band. In wakeful states population activity fluctuates weakly, low-
frequency LFP power is comparatively low, and power and coherence increase in the
gamma band (30 Hz to 100 Hz) (Harris and Thiele, 2011).
Similarities exist between the sleep state and deep anaesthesia, and as the latter
is easily inducible under experimental conditions it is commonly used as a model
for sleep Clement et al. (2008). Chauvette et al. (2011) recorded LFP from the cat
cortex under anaesthesia and during natural sleep, and observed similar patterns of
activity under the two conditions (Chauvette et al., 2011). They reported that all
types of sleep waves (slow, delta, and spindles) were exhibited in both conditions,
which lends support to the use of this model in cats. In Chapter 3 we investigate
whether the model of sleep is valid in mice under anaesthesia using isoflurane. We
then observe how changes in brain state affect how neuronal populations in LGN
and V1 process visual stimuli.
2. Characterization of visual
response properties of the
mouse visual thalamus
In this chapter, I present a study of response properties of neurons in the lateral
geniculate nucleus (LGN). This work was done in collaboration with Dr. Jiaying
Tang. Dr. Tang and I worked closely in defining the requirements for the experi-
mental paradigm and set-up. During the experimental phase I provided technical
support from an engineering perspective (i.e. defining stimulus presentation param-
eters, producing the stimulus, and setting up the stimulus presentation protocol)
while she provided the biological perspective and performed the experimental pro-
cedures. Throughout the analysis phase I produced all of the formatting and analysis
scripts. A subset of the data was used in a jointly first-authored publication: Visual
receptive field properties of neurons in the mouse lateral geniculate nucleus (Tang
et al., 2016).
Here, I present a combination of unpublished (1005 single unit data set) and
published data (185 single unit data set). Taken together, these two sets represent
the full array of single units retrieved during this LGN study, moving towards a
comprehensive picture functional characteristics of LGN neurons.
2.1. Introduction
The lateral geniculate nucleus (LGN) provides the main visual input to primary
visual cortex. However, the function of this sub-cortical structure has been thought
to be no more than that of an intermediate signal relay station between the retina
and the cortex. The LGN receives feed-forward inputs from the retinal ganglion
cells (RGCs) and feedback inputs from the primary visual cortex. Interestingly,
single neurons in both afferent structures are capable of resolving visual features
like direction and orientation, and have complex receptive fields. Heterogeneous
response properties have been observed in retinal ganglion cells (RGCs) (Kay et al.,
10
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2011; Niell and Stryker, 2008), and excitatory pyramidal cells in primary visual
cortex (Hochstein and Shapley, 1976; Hubel and Wiesel, 1968; Me´tin et al., 1988).
Neurons in the LGN, on the other hand, were thought to have only basic receptive
fields with circular-surround organization, and to be unable to resolve direction or
orientation features (Grubb and Thompson, 2003).
Anatomical and functional studies of the LGN and of its feed-forward efferents
(RGCs) have challenged this view and provide an alternate perspective on the vi-
sual processing capabilities of the LGN (Field and Chichilnisky, 2007; Masland and
Martin, 2007). These studies, however, have been carried out in species thought
to be more visually driven than the mouse. These studies provide evidence of the
ability of individual neurons in the LGN of mammals can resolve both direction and
orientation. Direction selective retinal ganglion cells have been shown to project to
the LGN in mice (Kay et al., 2011). These RGC sub-types were previously thought
to project exclusively to other sub-cortical structures and not to the LGN. However,
the supposed lack of direction and orientation selectivity of LGN neurons meant
that neurons in primary visual cortex had to recalculate orientation and direction
features independently (Hubel and Wiesel, 1968). Additional evidence has accumu-
lated in recent years regarding the presence of direction selective neurons (Marshel
et al., 2012; Piscopo et al., 2013; Zhao et al., 2013), and of the diversity of neu-
ronal morphology in the LGN of mice (Krahe et al., 2011). These results suggest a
more complex function of the thalamic structure, which we sought to study in this
research.
Until recently, the only study of visual response characteristics of LGN cells in
mice was that by Grubb and Thompson (2003). By first identifying a neuron’s
receptive field, they explored responses to drifting gratings and flashed square stim-
uli. This study provides a limited view of the functional properties of neurons in
the LGN, because the sample of neurons is limited to those whose receptive field
was mapped by reverse correlation. In a later study by Piscopo et al. (2013), LGN
neurons were probed for direction selectivity, along with other classical parameters.
Piscopo et al. observed a richer variety of visual responses in the mouse LGN such
as direction and orientation selectivity. They also observed a subgroup of ‘slow’
response cells.
Piscopo et al.’s study coincided with that by Zhao et al. (2013) who also ob-
served orientation selective cells in LGN. Zhao et al. (2013) additionally identified
two possible origins of this property: inherited from direction selective RGCs, or
as a result of spatial filtering by the neuron’s elongated receptive field. They also
provided evidence against orientation/direction selectivity in LGN derived from re-
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current cortical feedback from V1. An additional feature reported by Zhao et al.
(2013) was non-circular receptive field properties with multiple peaks.
We sought to investigate the full range of visually induced responses of cells in
the LGN. At this stage, studying single cell response characteristics can provide
a better understanding of the computational capabilities of the overall system. In
this study, we present a functional description of the neurons in the dorsal lateral
geniculate nucleus. For this purpose we used extracellular multi-electrode array
recordings from the mouse LGN under anaesthesia to identify visually evoked single
cell spiking activity. After mapping the receptive fields we identified two distinct
groups and proceeded with investigating additional functional properties, including
spatial frequency tuning, temporal frequency tuning, linearity of spatial summations,
contrast response and direction selectivity.
2.2. Materials and methods
2.2.1. Experimental paradigm and data collection
All experiments were performed in adult (2 to 4 months of age) female C57Bl/6 (Har-
lan, UK) mice. All experimental procedures were approved by the Imperial College
Animal Welfare Ethical Review Board, and performed during the dark phase of their
controlled 12 hour light/dark cycle - when mice are naturally active. Animals were
kept under anaesthesia for the entire duration of the experiment using isoflurane.
All details on surgical preparation are presented in Tang et al. (2016). Anaesthetized
animals were presented with unilateral visual stimuli designed to probe both classi-
cal and non-classical visual response properties (Full stimuli description in section
2.2.2). Signals were simultaneously recorded from the contra-lateral LGN using a
linear multi-electrode array (A1x16-Poly2-5mm-50s-177-A16, NeuroNexus). Signals
were amplified using a Lynx-8 system (Neuralynx, USA), and recorded using a CED
1401 in combination with Spike 2 software v.7 from Cambridge Electronic Design.
2.2.2. Stimulus and stimulus presentation
Stimuli were selected and designed to probe both classical and non-classical visual
response properties. Mono-chromatic sinusoidal moving gratings were used with
varying parameters to assess a neuron’s response to changes in spatial frequency,
temporal frequency, direction and orientation of the grating, and contrast (Grubb
and Thompson, 2003; Piscopo et al., 2013). A contrast-modulated noise movie was
used for receptive field mapping (Niell and Stryker, 2008; Piscopo et al., 2013).
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Full-field flicker stimuli of either white (maximum luminance) or black (minimum
luminance) were used to assess transient versus sustained responses. A mean lumi-
nance (i.e. grey) full-field stimulus was used to assess spontaneous activity. Stimuli
were interleaved with a full grey screen stimulus and presented in a pseudo random
order to avoid response adaptation (Grubb and Thompson, 2003). A wide range of
parameters was presented to scan the space of response preferences to each param-
eter. Detailed specifications of the parameters used for each grating stimulus are
presented in Table 2.1.
The selection of a contrast-modulated noise movie (CNM) for receptive field map-
ping over other stimuli, such as sparse noise Grubb and Thompson (2003) or discrete
stochastic or white noise (Schwartz et al., 2006; Simoncelli et al., 2004), was driven
by the need to effectively stimulate as many neurons as possible to increase the
likelihood of stimulating those cells closest to the recording sites. With sparse noise,
small areas of the visual field are probed at a time, stimulating only a small subset
of neurons. This procedure requires more time to cover the full section of the visual
field being probed. The two alternative methods to CNM tested are more suited for
experiments where a single cell is being targeted and recorded each time.
The CNM stimulus uses a wide range of spatial and temporal parameters that
combined with changes of intensity efficiently evoke action potentials from a large
group of neurons. The stimulus is generated as a band-limited noise movie in the
frequency domain with spatio-temporal parameters selected based on previously
reported maximal tuning preferences of mouse LGN cells (Grubb and Thompson,
2003), and was then converted to the spatial domain. The maximum spatial fre-
quency content of the movie was set to 0.16 cycles/◦, and the maximum temporal
content set to 10 Hz (Niell and Stryker, 2008). The CMN movie stimulus was ren-
dered using a customized MATLAB script.
Stimuli presentation
All stimuli were presented using a customized MATLAB-based interface produced
specifically for this project named Flymouse. It was adapted from the interface
developed by the Motion Vision Group formerly at Uppsala University (http:
//www.flyfly.se/about.html). For stimulus presentation, a gamma corrected
Samsung SyncMaster 2233RZ 22” LCD monitor was used with a refresh rate of
120 Hz (Wang and Nikolic, 2011). The monitor was placed at 25 cm from the an-
imal’s eyes, and at a 45◦ angle off-center to cover as much one eye’s visual field
as possible. Stimuli were presented using a 256 grey-level scale covering the full
extent of the monitor. The mean luminance level of the monitor was measured at
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46.93 cd/m2.
(a) (b)
Figure 2.1.: Stimulus-electrophysiology synchronization using a photodiode. (a) Block diagram
and sample of the digital output signal of the stimulus cue detector. (b) Final hardware with the
battery removed. The photodiode (lower left corner) is attached directly to the screen so that the
only source of light is the target or visual cue on the screen.
The onset and offset of stimuli were synchronized with a visual cue built into the
stimulus. This visual cue was detected using a photodiode-based threshold detector
hardware designed for this study, and converted into a digital pulse signal. The
binary pulse that was used as the input to the data acquisition system was recorded
along with the electrophysiology data. The block diagram and final battery1 powered
device are shown in Figure 2.1.
Table 2.1.: Stimulus parameters
Spatial Temporal Contrast Direction
Parameter Frequency Frequency Response Tuning
Tuning Tuning
Spatial 0.02; 0.03; 0.04;
Frequency 0.06; 0.08; 0.12; 0.03 0.03 0.03
(cycles/◦) 0.16; 0.32; 0.64; 0.94
Temporal 0.3, 0.4, 0.6
frequency 1 1.2, 1.6, 2.4 1 1
(Hz) 3.2, 4.8, 6.4, 9.6
Contrast 0.98 0.98 0.1, 0.2, 0.39 0.98
Response 0.58, 0.78, 0.98
Direction 0, 45, 90
Response 0 0 0 135, 180
(◦) 225, 270, 315
Number of 60 40 60 48
trials
Single trial
duration 7 14 7 7
(s)
1Batteries were used to avoid electrical noise sources inside the Faraday cage.
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2.2.3. Data analysis
A linear multi-electrode array with 16 sites was used to collect raw extracellular
potentials using a sampling rate of 20 kHz. After collection, data was processed
in two stages. In the first stage, individual cell responses were isolated from the
extracellular recordings. After putative single units were isolated, spike trains were
used for visual response characterization.
Identification of single cell responses
To recover putative single-units responses, the broad-band signal was processed in-
dependently in three stages: spike identification, automatic clustering, and manual
cluster verification. Each electrode was processed separately. In the first stage
of spike identification, an automatic spike identification algorithm was used to ex-
tract both the spike time relative to the start time of the experiment and the spike
shape, or waveform, using a customized MATLAB script. In stage two, features
retrieved for all putative spikes were used as inputs to an unsupervised clustering
algorithm (Klusta-Kwik: Harris et al., 2000). Finally, in the third stage the un-
supervised results, or putative single units, were checked manually to ensure that
each cluster complied with standard single cell spike-train characteristics. At this
stage, noise and noisy clusters were also discarded. Well-isolated clusters consisting
of action potentials (spikes) from a single cell show a clear refractory period - the
period following an action potential during which the neuron is unable to produce
another. In addition to a characteristic cross-correlogram shape, and small variabil-
ity of waveform shapes over time (Figure 2.3, panel C). After manual verification,
clusters were checked with standard measures of cluster quality, including Lratio and
Isolation Distance (Schmitzer-Torbert et al., 2005).
Single cell visual response characterization
Once the putative neurons were isolated, spike-trains were then used for further
analysis. All stimuli were presented at least four times to account for spike-time
variability of neuronal responses over trials. For each parameter tested, all trials
were pooled to obtain a peri-stimulus time histogram (PSTH), and to calculate
both evoked and spontaneous firing rates. Finally, average evoked firing rates were
fitted to well known characteristic functions using least-square error minimization.
The visual response functions used are detailed below.
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Receptive field (RF) Receptive fields indicate the region in the visual field in
which a stimulus elicits an action potential. RFs were obtained by reverse correla-
tion, or spike-triggered averaging (STA), and then fitted to a 2-dimensional Gaussian
function (Equation 2.1) to obtain the coordinates of the center of the RF center and
the radius as measured by the standard deviation in both cardinal directions (Grubb
and Thompson, 2003).
RF (x, y) = Ae
−
[(
x−xc
2σ2x
)2
+
(
y−yc
2σ2y
)2]
(2.1)
where A is the intensity of the response, (xc, yc) are the coordinates for the peak,
and σx and σy correspond to the standard deviation of the Gaussian function in the
x and y directions. σx and σy were used as estimates of the radii of the receptive
field in each direction (x for right-left, and y for top-bottom).
Spatial frequency Spatial frequency is defined as how rapidly a stimulus changes
across space, and is measured in units of cycles per degree (cycles/◦ or cycles/deg).
For grating stimuli, spatial frequency refers to the frequency with which the grating
repeats itself per degree of visual angle (Wong and Brown, 2008). Spatial frequency
response properties were assessed by presenting vertical gratings of various spatial
frequencies ranging from 0.02 cycles/◦ to 0.96 cycles/◦ drifting horizontally at 1 Hz.
Gratings were presented at a constant contrast level of 0.98. The spatial frequency
response (firing rate versus spatial frequency) was fitted to the difference of Gaussian
(DoG) function in Equation 2.2 (Rodieck, 1965).
R(v) = b+ (kc − b)
(
e−(pircv)
2 − kse−(pirsv)2
)
(2.2)
where R is the firing rate, v is spatial frequency, b is the baseline firing rate, kc is
the area under the receptive field’s centre Gaussian function, ks is the relative area
under the receptive field’s surround Gaussian function, and rc and rs are the radii
of the centre and surround Gaussian functions at the point where each mechanism
reaches 1/e of its peak. The preferred spatial frequency was taken as the frequency
where the fitted function reached its peak amplitude, and the spatial frequency high
cutoff was defined as the spatial frequency at which the response amplitude reached
1% of its peak amplitude (Grubb and Thompson, 2003).
Linearity of spatial summations Gratings of varying spatial frequencies were
also used to assess linearity of spatial summations. The response of linear cells is
modulated by the temporal frequency of the stimulus grating, as only one half of
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the grating cycle evokes a response from the cell. Linearity was calculated as the
ratio between the response of the first harmonic (F1) to the DC response (F0) (Gao
et al., 2010; Piscopo et al., 2013). Linearity was calculated once the preferred spatial
frequency of the cell was identified. The F1 and F0 components of the response were
estimated by performing a Fourier analysis of the PSTH and calculating the F1/F0
ratio at 1 Hz.
Temporal frequency Temporal frequency refers to the drifting speed of the visual
stimulus. Vertical gratings drifting horizontally at various drift speeds were used
to assess temporal frequency response properties. Gratings were presented with a
spatial resolution of 0.03 cycles/◦ and a contrast level of 0.98. Temporal frequency
responses were fitted to the two half-Gaussian function in Equation 2.3.
R(ω) = b1 + (a− b1)e−(
p−ω
s )
2
, for ω < p
R(ω) = b2 + (a− b2)e−(
p−ω
s )
2
, for ω > p (2.3)
where R is the firing rate, ω is the temporal frequency, b1 and b2 are the baselines
for each half of the function, a is the response amplitude at the preferred temporal
frequency, p is the preferred temporal frequency, and s is the standard deviation of
the Gaussian which is fixed for both halves of the function.
Contrast Contrast response curves were obtained by presenting moving gratings
of varying contrast levels with fixed temporal frequency (1 Hz) and fixed spatial
frequency (0.03 cycles/◦). Responses were fitted with the hyperbolic function in
Equation 2.4 (Albrecht and Geisler, 1991; Grubb and Thompson, 2003).
R(c) = b+ (Rmax − b) c
α
cα + cα50
(2.4)
where R is the firing rate, c is the contrast level, Rmax is the maximum response,
c50 is the contrast at which the response reaches 50 % of its value at full contrast, b
is the spontaneous activity, and α defines the steepness of the response function, in
other words, how quickly the maximum response is reached.
Orientation and direction selectivity Orientation selectivity and direction se-
lectivity were estimated from responses to gratings of varying directions drifting at
a fixed temporal frequency (1 Hz) and a fixed spatial frequency (0.03 cycles/◦), and
presented at a constant contrast level of 0.98. Orientation and direction selectivity
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are measured by the following weighted averages:
OS =
∑
F (θ)e2iθ∑
F (θ)
(2.5)
DS =
∑
F (θ)eiθ∑
F (θ)
(2.6)
where F (·) is the firing rate, and θ is the direction. The selectivity indices are
obtained by extracting the magnitude of the complex values in Equations 2.5 and
2.6 for orientation and direction, respectively.
Transient and sustained modes A full-field flicker stimulus was used to deter-
mine whether a cell’s response was transient or sustained. In a sustained response,
the firing rate increases or decreases as the stimulus is turned on and remains at a
relatively constant level while the stimulus is present. A transient response returns
to the baseline firing rate shortly after it reaches the initial peak response. A suc-
cession of white and black full-field stimuli were used to characterize this property.
The transient/sustained index (TSI) is calculated as the ratio of the average firing
rate during the first 50 ms of the response, to the average firing rate of the remaining
response duration. A transient/sustained ratio below 1 is considered as sustained,
while TSI values above one are considered transient.
Latency The delay between the stimulus onset and the response onset of a cell is
a result of synaptic connectivity and input integration time. Latency was estimated
by calculating the variance of the spike train in a moving time window of the same
duration as the stimulus. The variance versus time response is then fitted to the
quadratic function in Equation 2.7.
V (τ) = a(τ − τ0)2 + b (2.7)
where V is the variance, τ is the window lag, τ0 is the time for which the signal
variance is maximum, a is the growth pace of the function, and b is the baseline
variance. τ0 was used as the estimate of the latency. Proof of the validity of the
algorithm is presented in Appendix A.
Functional grouping using unsupervised clustering
An unsupervised clustering algorithm was used to assess possible functional group-
ings of LGN neurons based on the visual response properties defined above. Each
neuron was characterized by a vector or set of response parameters. These vectors
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were used as inputs to a k-means algorithm (Bishop, 2006). The aim of the k-means
algorithm is to partition a set of n observations into k clusters, where k is predefined.
For this study different numbers of output clusters were tested (from 3 to 7).
Statistical analysis
Tests for normality were made using a Jarque-Bera test which requires no a priori
assumptions regarding the mean or the variance of the data. The majority of the
parameters were not normally distributed, and summary statistics in the form of
median and quartiles were used. A Wilcoxon signed rank test was used to assess dis-
tribution differences for non-normal paired data, and for unpaired data a Wilcoxon
rank sum test. Significance at p < 0.05 (*), p < 0.01 (**), and p < 0.001 (***) are
shown in figures where appropriate.
2.3. Results
We used multi-electrode probes to record responses to a set of visual stimuli designed
to allow a complete characterization of visual responses of the mouse LGN. We
began by studying the visual receptive field, a key feature of visual processing,
and proceeded with the characterization of standard and non-standard response
properties. In total, we recorded from 1190 single cells, from 20 animals under
anaesthesia. A maximum of 4 penetrations, 2 penetrations on average per animal,
were performed. Multiple penetrations were preformed only where the integrity of
neuronal tissue and eye condition were preserved.
2.3.1. Visually evoked responses and receptive field
mapping
First, we measured visually evoked responses to identify possible neurons suppressed
by visual stimuli. The evoked firing rate was measured as the maximum firing rate
over all grating stimuli, and the spontaneous firing rate was obtained during inter-
stimuli presentations of a full-field mean-luminance stimulus. We found that 2% of
cells did not respond to, or were inhibited by visual stimuli (i.e. where the evoked
firing rate was below the spontaneous firing rate). Other response parameters could
not be estimated for these cells. Spontaneous activity of cells in the LGN has been
shown to be 1.0 spike/s to 3.25 spike/s on average, for non-suppressed cells (Grubb
and Thompson, 2003; Piscopo et al., 2013). The median spontaneous firing rate of
the population was 2.09 spikes/s (0.92, 4.58), while the median evoked firing rate
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Figure 2.2.: Comparison between evoked and base firing rate responses. (a) Correlation between
spontaneous and evoked firing rates. Grey circles indicate all putative cells in the dataset whose
RF were not mapped. Grey circles indicate cells with unmapped receptive fields, and blue asterisks
indicate cells with mapped receptive fields. Fits for the the two populations are indicated by the
dashed lines: in black (1.8 + 2.1x, where x refers to spontaneous firing rate), and blue for cells
with mapped receptive fields (1.6 + 4.2x). (b) Distributions of spontaneous and evoked firing
rates for both mapped RF and unmapped RF groups. Jittered scatter plots overlayed with the
corresponding box plot are presented where the red crosses are the outliers of the distribution.
Statistical significance shown for different groups * p < 0.05, ** p < 0.01, and *** p < 0.001.
was 5.75 spikes/s (2.65, 11.52). These values align with those reported earlier by
Grubb and Thompson (2003), and Piscopo et al. (2013). Figure 2.2a shows the
correlation between spontaneous and evoked firing rates for all cells.
Receptive fields are one of the principal filtering properties of cells in the visual
system and a hallmark of visual processing. The receptive field defines the region of
interest within the visual field. We mapped receptive fields using reverse correlation
by presenting subjects with four repetitions of the contrast-modulated noise movie
stimulus (Niell and Stryker, 2008). In total, 15.54% (185 out of 1190 cells) of the
population displayed a clear single peak receptive field. Receptive fields in this group
had a peak amplitude of at least three times the standard deviation of the noise in
the RF estimate (3σRFest). The raw estimates were then fitted to the 2-dimensional
Gaussian function in Equation 2.1.
Figure 2.3, shows samples of the receptive-fields mapped. Classical center-surround
RFs are shown in panel B for seven cells recorded from the same penetration (panel
A) and the corresponding action potential waveforms (result of single cell isolation)
are shown in panel C. The location of the receptive field centres within the monitor
is presented in panel D, and show that the data spans the entire visual field covered
by the monitor, with a higher sampling on the lower-half of the visual field. The
estimated radii of the receptive field in both cardinal directions, used to determine
the shape of the receptive field, is presented as a scatter plot in panel E. The ma-
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Figure 2.3.: Receptive field characterization of LGN neurons. A) Confocal image of a coronal section
of a brain slice (200µm thickness). The slice is stained with DAPI (Diamino-2-phenylindole, green)
and the electrode track stained Dil/DMSO appears in red. The LGN boundary and electrode
locations for the RFs presented in (B) are highlighted in white, while the track itself is delineated
in purple. B) Spatial profiles of receptive field from seven units reconstructed with using reverse
correlation. The grey scale colour bar indicates the normalized intensity of the response to the
contrast-noise movie stimulus. C) Corresponding spike waveforms for the neurons shown in (B).
Vertical scale bars indicate 25 mv. D) Receptive field centre location for all 185 units in the subset.
The main panel displays the receptive field location on the visual field covered by the monitor.
Histograms show the distributions of receptive field locations on the vertical and horizontal axis
respectively. E) Correlation between receptive field radius vertical and horizontal components.
Three representative examples of receptive fields vertically oriented RF (1), circular RF (2), and
horizontally oriented RF (3). Adapted from Tang et al. (2016)
jority of the mapped receptive fields had a circular shape consistent with previous
findings by Grubb and Thompson (2003).
In Tang et al. (2016) we explored the array of visual response properties of this
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subset of neurons. Those findings confirmed properties such as center-surround
organization, and size of the receptive fields, spontaneous firing rate and linear-
ity of spatial summations reported by Grubb and Thompson (2003). Our results
also showed a broader variety of temporal frequency responses beyond the standard
bandpass tuning, as well as higher median contrast gain. In contrast with Piscopo
et al. (2013), we only found a few cells that showed a distinct direction or orientation
selectivity.
Once cells were identified as visually responsive, we divided the population into
two groups based on whether or not the receptive fields could be mapped with the
chosen methodology. In this chapter, I will refer to these groups as mapped RF or
unmapped RF.
2.3.2. Spatial and temporal frequency profiles
Spatial frequency tuning
Additional spatial response properties were assessed using a sinusoidal grating of
varying spatial frequencies (Table 2.1). By fitting the response to a DoG function
(Equation 2.2) we were able to estimate the preferred spatial frequency and the
spatial frequency cutoff. These two parameters define the spatial filtering properties
of a neuron. Where the least mean squares fit accounted for more than 95% of the
data variance, cells were kept for subsequent analysis. Out of the 1190 putative
units, 648 conformed with this criteria.
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Figure 2.4.: Spatial frequency tuning properties. (a) Distribution of the preferred spatial frequency
for bandpass cells. (b) Distribution of spatial frequency high cutoff parameter for both populations.
Conventions remain as in Figure 2.2b.
The most prominent characteristic of this group of spatially-tuned cells was that
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over half (56.5 %) had a very low preferred spatial frequency, lower than the mini-
mum parameter tested (0.02 cycles/◦) showing a predominant spatial low-pass filter
response. The distribution of preferred spatial frequency for the band-pass cells is
presented in Figure 2.4a (additional figures showing the results including low-pass
and band-pass cells are presented in Appendix A). After assessing mapped RF and
unmapped RF groups, cells with band-pass-like spatial tuning profile were exam-
ined. No statistical difference preferred spatial frequency was found between the
mapped and unmapped groups. In terms of preferred or peak spatial frequency, the
median for the unmapped RF group was 0.038 cycles/◦ (0.030, 0.053) while the me-
dian for the mapped RF group was 0.035 cycles/◦ (0.030, 0.045). In terms of spatial
frequency cutoff the median for the unmapped RF group was 0.199 cycles/◦ (0.128,
0.323) - similar to the median of the mapped RF group, 0.189 cycles/◦ (0.118, 0.338).
Temporal frequency tuning
Temporal frequency response parameters were obtained using drifting sinusoidal
gratings of varying drift speeds (Table 2.1). The data were fitted to a 2-half-Gaussian
function (Equation 2.3). Cells for which the fit accounted for 95% of the data
variance were kept for subsequent analysis, a total of 396 cells out of 1190. According
to the preferred or peak temporal frequency there were three different temporal
filtering responses in the data set. The majority of the cells exhibited a characteristic
temporal band-pass filtering response. 39 cells showed temporal high-pass filtering
properties, and 46 cells displayed temporal low-pass filtering properties.
Band-pass filtering was the predominant temporal frequency filtering response.
The mapped RF group showed a statistically higher preferred temporal frequency
to the unmapped RF group (p < 0.001), along with higher corresponding cutoff
frequencies of the band-pass filtering response (high (p < 0.01), low (p < 0.001)).
No significant difference was found in the bandwidth (Figure 2.5). These two groups
appear to be processing temporal inputs at different ranges.
High-pass filtering properties, not documented until recently (Tang et al.,
2016), were found in a subset of cells in both groups: 32 (9.47%) in the unmapped
RF and 5 (8.64%) in the mapped RF group. These cells remained responsive (above
50% of their peak response) at the maximum temporal frequency tested 9.6 Hz. The
preferred temporal frequency for this group is presented in the insets in Figure 2.5a.
Low-pass filtering properties were observed for 42 (12.84%) cells and 4 (7.01%)
cells in the unmapped RF and mapped RF groups, respectively. In these cells, the
response to low temporal frequencies was above 50% of the maximum, and decreased
after reaching the peak response at the preferred temporal frequency.
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Figure 2.5.: Temporal frequency parameter distributions. (a) Preferred temporal frequency distri-
bution. Insets show the preferred temporal frequency for the subset of cells that were identified as
low-pass and high-pass filtering in each group. (b) Temporal bandwidth. (c) Low temporal cutoff
at 50 % of the preferred temporal frequency. Insets show the low cutoff of the high-pass filtering
cells. (d) High temporal cutoff at 50 % of the preferred temporal frequency. Insets show the high
cutoff of the low-pass filtering cells. Conventions remain as in Figure 2.2b
.
2.3.3. Contrast sensitivity, linearity, and
transient/sustained responses
Contrast sensitivity
In general, cells in the visual system are sensitive to changes in stimulus contrast. To
assess contrast sensitivity we varied the contrast level of drifting gratings between
0.1 and 0.98. Responses were then fitted to a hyperbolic function which describes
the contrast sensitivity (Albrecht and Geisler, 1991). We used the same threshold as
for spatial and temporal tuning fits, and kept only well fitted cells for further anal-
ysis. One of the main characteristics of the data was the higher contrast-induced
gain compared to previous reports (Grubb and Thompson, 2003). The higher com-
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parative gain was evident in both the mapped RF and unmapped RF groups. The
hyperbolic function used to fit the data is able to fit flat responses (interpreted as
a lack of contrast sensitivity), as well as contrast evoked responses. Very high C50,
together with low alpha values (corresponding to how quickly the cell response sat-
urates) characterize low or no contrast sensitivity. We found that 41.47 % of the
unmapped cells and 29.92 % mapped RF cells displayed low or no contrast sensitiv-
ity. For contrast sensitive cells, there was no statistical difference in terms of gain,
C50, or alpha for the two groups (Table 2.2 for summary statistics).
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Figure 2.6.: Contrast tuning. (a) Distribution of maximum gain for the contrast response, maxi-
mum firing rate. (b) Distribution of C50 values. Contrast at which the response reaches half of its
maximum response. (c) Distribution of alpha values, which correspond to how quickly the cells’
responses saturate. Conventions remain as in Figure 2.2b.
Linearity of spatial summations, and transient/sustained responses
Different processing strategies of cells in the LGN were tested by estimating both
their linearity and their transient/sustained response capabilities. Linear cells re-
sponses are modulated by the frequency of the stimulus, and respond to periodic
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stimuli only during half of the stimulus cycle. We estimated the linearity of spa-
tial summations as the ratio of the the F1 and F0 components of the peri-stimulus
time histogram at the preferred spatial frequency. The F1 and F0 components were
estimated using Fourier analysis.
Transient responses cease a short time after the stimulus onset, while sustained
responses persist and only cease after stimulus offset. We measured this property
as the ratio of the mean firing rate during the first 50 ms after stimulus onset to the
mean firing rate during the remainder of stimulus duration (TSI).
The data show a low proportion of non-linear cells (6.81 %), while the vast ma-
jority of the population (93.18 %) displayed a linear response. Non-linear cells were
more frequent in the unmapped RF group (unmapped: 26, mapped: 1).
**
unmapped RF mapped RF
0.1
1
10
100
1000
10000
L
in
ea
ri
ty
o
f
sp
a
ti
a
l
su
m
m
a
ti
o
n
s
(a)
unmapped RF mapped RF
0.1
1
10
100
T
ra
n
si
en
t/
S
u
st
a
in
ed
in
d
ex
(b)
Figure 2.7.: Response modalities of LGN cells. (a) Linearity of spatial summations measured as
the F1/F0 ratio. The black dotted line indicates the threshold for linearity. Above the threshold
responses are highly modulated by the temporal frequency of the stimulus. (b) Transient/sustained
index (TSI). The black dotted line indicates the threshold for classification. Above the threshold
responses are sustained or increased for the during of the stimulus presentation. Conventions
remain as in Figure 2.2b.
In total, 69 cells were classified as having sustained responses (TSI ≤ 1), which
accounts for 5.9 % of the population. The number of cells with sustained responses
was 6 and 63 in the mapped RF and unmapped RF groups, respectively.
2.3.4. Direction and orientation selectivity, and latency
Direction and orientation
Direction and orientation selectivity are not features conventionally associated with
the LGN, however there is increased evidence that these features might be present
in the response of LGN neurons (Marshel et al., 2012; Piscopo et al., 2013; Zhao
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et al., 2013). We explored direction and orientation selectivity by presenting drifting
gratings moving in different directions. From the responses, we estimated two selec-
tivity indices, one for direction (DSI), calculated as the magnitude of the direction
selectivity in Equation 2.6, and one for orientation (OSI), calculated as the magni-
tude of the orientation selectivity in Equation 2.5. We followed the definition given
by Piscopo et al. (2013) and Gao et al. (2010) to classify direction selective cells
(0.33 < DSI). We found a total of 68 out of 924 cells tested for directional responses
that could be classified as direction selective (7.36 %). The majority of these cells
belonged to the unmapped RF group (60) and only 8 to the mapped RF group.
However, due to the difference in size between the two groups, the proportions are
similar: 7.67 % of the unmapped group and 5.83 % of the mapped RF group.
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Figure 2.8.: Direction and orientation selectivity. (a) Distribution of direction selectivity over the
two groups. (b) Distribution of orientation selectivity over the two groups. Conventions remain as
in Figure 2.2b.
Latency
Latency was measured as the time lag between stimulus onset and the cell’s response,
using the maximum variance algorithm (see Appendix A). The latency was estimated
for 238 cells and 45 cells in the unmapped and mapped groups, respectively. The
data show latencies from 11 ms to 246 ms. Latencies below 10 ms were removed
as responses are unlikely to occur on a shorter time scale, due to synaptic delays
between retina and LGN. Latencies in the mapped RF group were found to be
significantly longer than those in the unmapped RF group (p < 0.05). Grubb and
Thompson (2003) report the average latency of LGN cells to be anywhere from 75 ms
to 125 ms, but reported latencies as large as 250 ms.
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Figure 2.9.: Response latency. Conventions remain as in Figure 2.2b.
2.3.5. Summary of LGN response properties
In the previous sections, we established the visual response properties of two dis-
tinct sub-populations based on receptive field mapping. A summary of the results
is presented in Table 2.2. We found that various parameters showed statistically
significant differences between the two sub-populations, suggesting that these may
represent distinct functional pathways.
Table 2.2.: Parameter comparison for mapped versus unmapped RF populations.
Parameter Unmapped RF Mapped RF
Spontaneous firing rate (Spikes/s) 2.07 (0.92, 4.58) 1.89 (0.86, 4.12)
Evoked firing rate (Spikes/s) 5.75 (2.65, 11.52) 7.56 (3.80, 12.98) **
Latency (ms) 46.5 (20 ,110) 63.5 (49.8, 70.1) ***
Spatial tuning
Preferred (cycles/◦) 0.038 (0.030, 0.053) 0.035 (0.030, 0.045)
Cutoff (cycles/◦) 0.199 (0.128, 0.323) 0.189 (0.118, 0.338)
Temporal tuning
Preferred (Hz) 2.7 (2.3, 3.3) 3.2 (2.9, 3.6) ***
High cutoff (Hz) 5.3 (4.4, 6.3) 6.0 (5.3, 6.9) **
Low cutoff (Hz) 1.0 (0.5, 1.4) 1.4 (1.0, 1.7) *
Bandwidth (Hz) 4.4 (3.3, 5.4) 4.7 (4.1, 5.6)
Contrast
Gain 0.96 (0.61, 1.19) 1.0 (0.72, 1.19)
C50 0.54 (0.31, 0.66) 0.53 (0.38, 0.64)
alpha 2.31 (1.49, 4.01) 2.08 (1.53, 3.95)
Direction and Orientation
DSI 0.091 (0.052, 0.163) 0.071 (0.037, 0.126) **
OSI 0.156 (0.089, 0.269) 0.133 (0.082, 0.205) *
Linearity 13.14 (4.759, 35.21) 23.74 (7.520, 57.04) **
Transient/Sustained 3.123 (1.803 , 5.246 ) 3.002 (1.791, 5.273)
2.3. Results 29
2.3.6. Sub-populations of neurons in the LGN
Following the full characterization of visual response properties in the LGN, and
the initial grouping based on RF properties, we asked whether there were other
functional subgroups based on these properties. We used an unsupervised clustering
algorithm, the k-means algorithm, to classify cells into putative functional subgroups
based on the response properties presented in the previous sections. For this purpose,
we selected cells whose feature vectors were well characterized. In other words, we
only used those cells where all parameters were estimated with less than a 5% error of
the corresponding least mean squares fit. The total number of cell that complied with
this criteria was 208. The final number of sub-populations was obtained heuristically
by calculating the maximum intergroup correlation for a given k. The number of
sub-groups, k, was changed between 2 and 7, assuming that there should be at least
2 distinct functional groups (as presented in previous sections). The upper bound, 7
sub-populations, was selected based on a similar assessment by Piscopo et al. (2013).
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Figure 2.10.: Functional grouping of LGN neurons based on visual response properties. Correlation
coefficient of response features across units, sorted according to class. Four blocks with high
correlation along the diagonal represent groups with similar visual responses.
We used a 15 feature parameter vector for each neuron. Each parameter was
normalized (zero mean and unit variance) over the population. We found the number
of clusters that best described the data by calculating the maximum correlation
within groups for each group setting. The maximum correlation within groups
was achieved with four groups (Figure 2.10). These groups may be described as:
high spontaneous firing rate, ‘slow’ response, high preferred spatial frequency, and
mapped RF.
The presence of multiple functional groups within the mapped RF group was
reported by (Piscopo et al., 2013). Two of the groups found in the current study are
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Table 2.3.: Parameter description for functional groups.
Parameter high firing slow broad SF RF
n = 60 n = 83 n = 43 n = 22
Evoked FR (Spikes/s) 17.1 ± 0.68 5.7 ± 0.36 8.3 ± 0.74 12.1 ± 1.49
Spontaneous FR (Spikes/s) 9.3 ± 0.45 3.4 ± 0.24 3.5 ± 0.34 5.7 ± 0.97
Spatial tuning (cycles/◦)
Preferred 0.008 ± 0.002 0.020 ± 0.003 0.048 ± 0.023 0.016 ± 0.003
Cutoff 0.221 ± 0.01 0.171 ± 0.01 0.428 ± 0.02 0.173 ± 0.02
Linearity 1 1 1 1
Temporal tuning (Hz)
Preferred 2.8 ± 0.12 2.3 ± 0.09 3.6 ± 0.21 3.5 ± 0.27
Low cutoff 0.95 ± 0.06 0.67 ± 0.05 1.56 ± 0.104 1.40 ± 0.22
Contrast
C50 0.58 ± 0.04 0.73 ± 0.03 0.51 ± 0.04 0.63 ± 0.05
Direction and Orientation
DSI 0.113 ± 0.02 0.109 ± 0.01 0.133 ± 0.03 0.115 ± 0.03
OSI 0.166 ± 0.02 0.238 ± 0.02 0.187 ± 0.02 0.175 ± 0.05
TSI 1 1 1 1
Latency (ms) 48 ± 6 125 ± 8 32 ± 3 89 ± 9
RF 0 0 0 1
similar to functional groups reported by Piscopo et al.’s study. Mainly, the ‘slow’
group and the mapped RF group. For each group, the mean and standard error of
each parameter are presented in Table 2.3, where RF stands for receptive field, and
it was defined as a binary variable where 1 indicates that all cells in the group were
part of the mapped RF group, and linearity and TSI are also binary variables where
1 stands for linearity and transient response, respectively. We should note that the
set of features used for classification differs in both studies. This is mainly due to
the receptive field specific features which cannot be estimated for the majority cells
in our dataset. Nonetheless, when combining both the mapped RF and unmapped
RF groups we found similarities in the functional grouping. For example, most
of the mapped RF group defined above were grouped together. At this point, we
cannot discard any further subdivision within the mapped RF group, as described
by Piscopo et al. (2013). Evidence of a slow response pathway, on the other hand,
was found across the population. Two additional groups were identified as ‘high
firing’, and ‘broad spatial frequency tuning’. These different sub-groups could be
used as alternate pathways for conveying signals from the retina to V1.
2.4. Discussion
Our results show that orientation and direction selectivity are present in the LGN,
but not in the same proportion as previously reported by Piscopo et al. (2013).
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Additionally, by not constraining our sample to cells where the RF was estimated,
we found that putative functional pathways common that may be used as alternate
channels for information processing in the early visual system. In particular, the
‘slow’, ‘mapped RF’, and the ‘high firing’ groups could provide information about the
visual stimulus using different strategies while maintaining heterogeneity of spatial
and temporal preferences within the groups.
Hubel and Wiesel’s model of visual processing in the early visual pathway, has de-
fined the classical view on visual processing capabilities of the thalamus and primary
visual cortex. In this model, receptive fields (RF) of cells in the lateral geniculate
nucleus are exclusively circular center-surround structures with no orientation or
direction preferences. Orientation and direction tuning properties in cortex are
thought to be derived from the elongated shape of the receptive field. New evidence
of more complex functional properties of neurons in LGN (Marshel et al., 2012;
Piscopo et al., 2013; Zhao et al., 2013) called for a re-evaluation of the model, but
not without first providing a comprehensive characterization of cell responses in this
structure.
Studies by Tang et al. (2016), Piscopo et al. (2013), and Grubb and Thompson
(2003), are partial descriptions of visual response features of cells in the mouse LGN.
They limit their sample to cells for which receptive fields could be mapped. On the
other hand, studies by Zhao et al. (2013) and Marshel et al. (2012) focus only on
direction and orientation selectivity, without characterizing other visual response
properties. To provide a better understanding of the array of functional classes in
the LGN we present a full description of the visual response parameters of these
cells, attempting to include as many units as possible. We recorded from 20 mice
and retrieved single unit activity of 1190 individual cells. Response parameters were
estimated using well described functions, and were fitted using a least-means square
algorithm.
After studying the response properties of receptive fields (Tang et al., 2016),
we present a comparison between this group (the mapped RF group) and the un-
mapped RF group. The two groups showed similar characteristics in terms of spatial
frequency tuning and contrast responses. Mice are known to have poor spatial res-
olution with visual acuity limited by the size of the eye (Leamey et al., 2008). It is
not surprising, then, that spatial frequency responses are consistent throughout the
population - with either low-pass or band-pass response properties - with a low (<
0.338 cycles/◦) spatial frequency cutoff. Similar response properties were reported
by Grubb and Thompson (2003). We found contrast response properties to be sim-
ilar in both mapped RF and unmapped RF groups, but contrast gain was higher in
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both groups than previously reported (Grubb and Thompson, 2003).
In terms of temporal frequency, the data show that neurons in the LGN are capable
of resolving higher temporal frequency in primary visual cortex (Gao et al., 2010)
where optimal temporal frequency was reported at around 2 Hz (median 1.67 Hz)
with a difference in bandwidth between layers L4 (broader) and L2/3 (narrower).
It was especially high for cells in the mapped RF group: 3.2 Hz (2.9, 3.6), and
significantly higher (p<0.001) than the median preferred temporal frequency in the
unmapped RF group: 2.7 Hz (2.3, 3.3).
In terms of parallel processing, we explored the possibility of linear and non-
linear channels. Unlike primates and other mammals, mice do not appear to have
a laminar distribution within the LGN. This distribution is closely related to two
parallel pathways of X and Y cells. The low number of non-linear cells present in this
study is not enough to support the parallel pathway hypothesis, at least in terms of
response linearity. An alternate parallel pathway explored in this study based on the
temporal profile of the response was investigated. The vast majority of cells were
found to respond in a sustained manner, with few cells in the transient response
category. In both cases, the small proportion of cells characterized as displaying the
alternative modality makes it unlikely that they could represent a parallel channel.
An important property of visual cells is their capacity to integrate linearly or
non-linearly over space. This property has been linked to morphological diversity,
particularly for RGCs in other mammals (Leamey et al., 2008). LGN cells in our
data set were mostly linear, confirming the assertions made by Grubb and Thompson
(2003) of its function being more akin to that of primates than of carnivores, such
as cats and ferrets.
The study by Piscopo et al. (2013) explored the presence of direction and orien-
tation selectivity in the mouse LGN. Our findings show the presence of direction
selective cells in a smaller proportion than their study: 7.36% compared to 13.08%.
After initially looking at the mapped RF group where we found 5.83% of the cells
to be direction selective, we expected to find a higher incidence of this response
type in the unmapped group. However, a small proportional increase (7.67%) was
found. Marshel et al. (2012) reported a high number of direction selective cells in
the superficial layers of the LGN (63%), which are not representative of the entire
population of LGN cells.
The origin of the direction selectivity reported in LGN (Marshel et al., 2012;
Piscopo et al., 2013; Tang et al., 2016; Zhao et al., 2013) appears to be an inherited
feature from direction selective retinal ganglion cells (Gao et al., 2010; Zhao et al.,
2013), as they have been shown to project to LGN (Huberman et al., 2009). The
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existence of a parallel direction selective retino-cortical pathway through LGN is
considered by Piscopo et al. (2013), Marshel et al. (2012), and Zhao et al. (2013).
Piscopo et al. (2013) and Marshel et al. (2012) confine their finding of DS cells to
a specific area in LGN. In this study, we mapped cell locations for the mapped RF
group only (Tang et al., 2016), and due to the low frequency of DS/OS cells in this
group we cannot accurately identify the regional specificity of the DS/OS cells.
The results of unsupervised functional grouping, however, suggest the existence of
alternative pathways within the LGN. Some of our results match those by Piscopo
et al. (2013), but two new functional groups are identified. Taken as a whole, our
findings support a model in which alternate functional pathways exist in the mouse
LGN.
OS/DS cells are not abundant in this dataset, and the analysis is inconclusive in
this area. The current results favour Hubel and Wiesel’s hypothesis of the emergence
of direction and orientation selectivity in cortex.
For cells in the unmapped RF group, the RFs obtained using reverse correlation
were too noisy to be used as an accurate estimate of single peak center-surround
receptive fields. Further analysis of the spatio-temporal receptive field estimate of
these cells may provide more insight on functional response properties that could
not be explored here. An alternative method for estimating receptive fields was pro-
posed recently by Katz et al. (2016) which may be suited to studying non-canonical
receptive fields.
bias
3. Visual stimulus information in
the mouse early visual pathway
3.1. Introduction
Oscillations in the form of local field potentials (LFP) reflect population activity
of local neuronal networks by measuring summed dendritic activity (Buzsa´ki et al.,
2012; Katzner et al., 2009; Varela et al., 2001). Population responses in sensory
systems are known to depend on external stimuli, local network activity, and global
brain state (Belitski et al., 2008; Constantinople and Bruno, 2011; Magri et al.,
2009; Ruiz-Mejias et al., 2011; Saleem et al., 2010). In sensory systems, the bulk of
sensory processing is thought to be performed in the cortex, and the visual system is
no exception. Hence, much research has been devoted to understanding how cortical
populations encode stimulus information.
Visual input, however, arrives in the primary visual cortex through a thalamic
pathway, with the lateral geniculate nucleus being the primary contributor of exter-
nal input to the cortex. We are interested in investigating how neuronal populations
in the visual thalamus and primary visual cortex use the different communication
channels available to encode sensory stimuli, and assess the possible effects of brain
state in the encoding strategies.
Studies in monkey have addressed the question of how stimulus information is
conveyed by local field potentials at different frequencies (Belitski et al., 2008, 2010)
in primary visual cortex and primary auditory cortex. These studies report two
main information-carrying bands in primary visual cortex, a low frequency band,
1 Hz to 8 Hz, and a high frequency band, 60 Hz to 100 Hz. In the mouse, gamma
band activity (20 Hz to 80 Hz) has been observed both during the spontaneous and
stimulus driven conditions (Saleem et al., 2016; Welle and Contreras, 2015).
Brain state also plays a key role in sensory processing. State is an internal pa-
rameter that reflects the animal’s behavioural demands (Harris and Thiele, 2011),
changing constantly and allowing the neuronal populations to adapt to these de-
mands (Lee and Dan, 2012). Changes in population responses, neuronal synchrony,
34
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and spiking patterns occur as a result of changes in brain state (Maris et al., 2013).
Changes in local brain activity are a result of the combined activity of sensory in-
puts and state. It is therefore necessary to account for state when studying stimulus
processing in neural networks, particularly when many experiments are performed
on animals under anaesthesia. In cortex, brain state has been shown to affect single
cell properties, such as resting membrane potential during non-REM sleep and some
types of anaesthesia (Steriade, 2001), and spatial filtering properties, affecting the
structure of the neuron’s receptive field (Wo¨rgo¨tter et al., 1998).
The state shift between sleep and wakefulness is one that may be controlled ex-
perimentally, as opposed to others, for example the shift between inattentive and
vigilant states. In anaesthetised preparations, the level of anaesthesia mimics the
naturally occurring changes associated with sleep and wakefulness (Constantino-
ple and Bruno, 2011; Ruiz-Mejias et al., 2011; Saleem et al., 2010). By chang-
ing the level of anaesthesia, we can produce sustained changes in LFP consistent
with synchronised/sleep-like (DEEP anaesthesia level) and desynchronised/awake-
like (LIGHT anaesthesia level) states.
We propose that stimulus information encoded i the LFP of LGN and V1 is mod-
ulated by global states of synchronized and desynchronized activity. Furthermore,
visual stimulus in cortex may be encoded using nested oscillations which could indi-
cate feedforward of feedcak dominated activity. To investigate how neuronal popula-
tions in LGN and V1 of mouse encode visual information, we recorded from the two
structures simultaneously. In addition, we presented the stimulus twice to each ani-
mal and varied the level of anaesthesia used during each presentation. This allowed
us to compare information encoding strategies under two different brain states. We
used multi-electrode arrays to record evoked local field potentials in anaesthetized
mice, while presenting a stimulation protocol based on natural scenes. We charac-
terized both brain state and the stimulus information conveyed in the LFP power,
or information spectrum. We find that the LGN and V1 use different frequencies
to convey visual stimulus information, and that the information spectrum in both
areas is highly modulated by brain state.
3.2. Materials and methods
3.2.1. Experimental paradigm and data collection
All experiments were performed in adult female C57Bl/6 (Harlan, UK) mice that
were 2 to 4 months of age. All experimental procedures were approved by the Impe-
rial College Animal Welfare Ethical Review Board, and performed during the dark
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phase of a controlled 12 hour light/dark cycle. Animals were kept under anaesthesia
for the entire duration of the experiment using isoflurane. Procedures were per-
formed by Dr. Jiaying Tang. The details of the surgical preparation are presented
in Tang (2015).
Anaesthetized animals were presented with unilateral visual stimuli. Signals were
simultaneously recorded using two multi-electrode arrays (MEA). Each MEA tar-
geted one structure, LGN or V1, in the contra-lateral hemisphere. Experiments were
done in two stages, using a different concentration of the anaesthetic in each stage.
The DEEP anaesthesia condition was induced with a relatively high concentration
of isoflurane (1.5 % to 2.0 % of isoflurane in O2). A lower concentration was used
for the LIGHT anaesthesia condition (0.3 % to 0.5 % isoflurane in O2).
The recordings were made simultaneously from two separate 32-channel multi-
electrode arrays (A1x32-5mm-25s-177 for the LGN and A4x8-5mm-100s-200-177 for
primary visual cortex, NeuroNexus). Signals were amplified and acquired using the
Grapevine Ripple acquisition system with the NazoZ Front End connector (Ripple
LLC, Salt Lake City, UT). Signals were filtered from 0.3 KHz to 7.5 KHz, with a
sample rate of 30 KHz.
Histological imaging was used to identify electrode location both for the linear
probe inserted in LGN (Figure 3.1a), and the 4-shank probe inserted in cortex
(Figure 3.1b).
(a) (b)
Figure 3.1.: Histology samples from LGN and V1 electrode penetrations. Confocal image of a
coronal section of a brain slice (200µm thickness). The slice is stained with DAPI (blue), and the
electrode track is stained with DiL/DMO is shown in red. (a) and (b) correspond to the slices
from LGN and V1 respectively. Scale bars indicate 500µm.
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3.2.2. Stimulus and stimulus presentation
The stimulation protocol was designed with two constraints: Firstly, to minimize
the duration of the experiment to allow two different levels of anaesthesia to be
tested in a single experiment; secondly, to maximize the number of trials in order to
estimate accurate probability distributions for analysis. The protocol consisted of
50 trials of a 30 s movie segment. To maximize responses in the two areas we used a
natural stimulus movie (Baddeley et al., 1997). The video depicts movement through
outdoor natural scenes, recorded from a camera mounted on a cat and allowed
to roam freely in a field (Betsch et al., 2004). All stimuli were presented using
a customized interface named Flymouse adapted from the interface developed by
the Motion Vision Group formerly at Uppsala University (http://www.flyfly.se/
about.html). For stimulus presentation, a gamma corrected Samsung SyncMaster
2233RZ 22” LCD monitor was used with a maximum refresh rate of 120 Hz (Wang
and Nikolic, 2011). The monitor was placed 25 cm from the animal’s eyes, and at a
45◦ angle off-center to cover as much the eye’s visual field as possible. The stimulus
was presented using a 256-level grey scale covering the full extent of the monitor.
The mean luminance level of the monitor was measured at 46.93 cd/m2. The movie
of natural scenes was presented at a frame rate of 20 Hz.
3.2.3. Data analysis
Local field potentials were obtained by filtering the broad-band data using a 250 Hz
low-pass filter and down-sampled to 1 kHz. After acquisition, power line noise con-
tamination was still present in signals recorded from the cortical MEA. Cortical
LFPs were de-trended and power line noise removed using a 2nd order IIR notch
filter (with a 50 Hz center frequency and a bandwidth of 1.25 Hz).
Power spectral density
Power spectral density (PSD) was estimated using the multi-taper method (Chronux
toolbox: Mitra and Bokil www.chronux.org). It uses Slepian data-tapers to control
the bias and the variance of the power estimate. The tapers are defined by two
parameters: length (L) and frequency bandwidth (W ). The selection of bandwidth
reduces the bias in the time domain by concentrating the power to a [−W,W ]
frequency window. The variance is minimized by averaging over more than one taper
with the same band-limited frequency response. PSD was calculated for windows
of either 1 s or 30 s, with 5 tapers used in both cases. These parameters allowed a
spectral resolution of less than 1 Hz.
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Brain state
State defines the dynamics of network activity. In general brain state is a function of
behaviour. It can be broadly classified into sleep and wakefulness (Harris and Thiele,
2011; Lee and Dan, 2012). These two states are also known as synchronized and
desynchronized states, because of the characteristic oscillatory activity of neuronal
populations associated with each one. During sleep, patterns of oscillatory activity
are predominantly slow oscillations in the 1 Hz to 4 Hz range or delta frequency
band, very slow oscillations below 1 Hz, and spindles which occur in the 7 Hz to 14 Hz
range. This is referred to as the synchronized state since the high-amplitude, slow
oscillations seen in this state result from a large number of neurons with synchronized
activity patterns. In the asynchronous state, neuronal oscillations are weaker and
faster. This is usually associated with the activity in the 30 Hz to 100 Hz frequency
range or gamma-band, and in the 15 Hz to 30 Hz frequency range or beta-band. The
anaesthetic protocol used in this study aimed to emulate these naturally occurring
changes.
Brain state is typically measured as the ratio of the power in two frequency bands.
There is no unique definition, thus the selection of these bands changes throughout
the literature (Goard and Dan, 2009; Li et al., 1999; Spacek and Swindale, 2015).
For this reason, we calculated two variations of the power ratio: the ratio between
the delta band and gamma band power, and the ratio between the theta band and
gamma band power.
Information theoretic analysis
An information theoretic framework was used to study how the power of different
oscillatory components of the local field potential convey visual stimulus information.
Shannon’s mutual information measures the amount of information shared by two
random variables. It provides an absolute measure that can be compared across
experiments.
Mutual information between a random variable S and a random variable R is
given by Equation 3.1,
I(S;R) =
∑
s
p(s)
∑
r
p(r|s) log p(r|s)
p(r)
(3.1)
where p(s) is the probability of observing the stimulus s, p(r) is the probability of
observing response r, and p(r|s) is the conditional probability of observing response
r given the stimulus s (Cover and Thomas, 2006).
For this analysis, the 30 s stimulus was divided into non-overlapping segments
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of length T and each segment was considered as a different stimulus s (Basalyga
et al., 2013; Belitski et al., 2008; de Ruyter van Steveninck and Laughlin, 1996;
Montemurro et al., 2008). A window of length T = 1 s was used. For each stimulus
s, the corresponding population response in the form of LFPs was assumed to be
specific to that stimulus. In other words, the LFPs recorded in a given window were
considered a consequence of the unique sequence of images in the movie up to that
time.
The power spectral density of the LFP in each window was calculated to estimate
the amount of stimulus information encoded by a specific frequency component,
resulting in a function known as the information spectrum. To facilitate the esti-
mation of the mutual information, the cubic root of the PSD is taken, producing a
distribution of the power variable that is close to a Gaussian distribution1. Having
Gaussian distributed variables allowed the use of the Gaussian approximation for
the mutual information estimate (Cover and Thomas, 2006). Equation 3.2 defines
the expression of the Gaussian method for calculating mutual information, where
|σ2(R)| and |σ2s(R)| are the determinants of the matrices of covariance, computed
across all trials and stimuli, and across trials for a single stimulus, s, respectively
(Magri et al., 2009). The Gaussian approximation has two advantages over other
methods. First, the inherent bias of the Gaussian estimate is completely character-
ized by an analytical expression (Equation 3.3). Second, the estimate it does not
rely on discretization of the data which introduces further bias.
I(S;R) =
1
2
log2
[
(2pie)|σ2(r)|]− 1
2
∑
s
p(s) log2
[
(2pie)|σ2s(r)|
]
(3.2)
bias[I(R;S)] = −gbias(N tottr ) +
∑
s
p(s)gbias
(
Ntr(s)
)
(3.3)
where N tottr is the total number of trials and Ntr(s) is the number of trials for
stimulus s, and the function gbias defined in 3.4 (ψ is the digamma function).
gbias(N) =
1
2 log 2
[
p · ln 2
N − 1 +
L∑
j=1
ψ
(N − j
2
)]
(3.4)
Two different cases were considered: First, a one-dimensional case r = [rf1 ] where
the response was taken as the power at a single frequency, and second, a two-
dimensional case r = [rf1 , rf2 ] where the response was taken as the power of two
1“The reason for applying the cubic root transformation is that multitaper power estimates are
asymptotically chi-square distributed (Percival and Walden, 2006), thus their cubic root is
approximately Gaussian (Wilson and Hilferty, 1931).” (Magri et al., 2012)
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different frequencies.
Coefficients of variation of signal and noise
The response at each frequency was separated into a signal component and a noise
component rf = r¯f + nf . The degree of variability attributed to each component
is measured by the coefficient of variation (CV). Response variability provides an
indirect measure of the potential of the signals to encode information about the
stimuli. The signal CV was defined as the trial-averaged power across the stimulus
windows (Equation 3.5),
SignalCV =
stdstim(r¯f )
〈r¯f〉 (3.5)
where 〈. . . 〉 and stdstim denote the mean and standard deviation over stimuli
(Belitski et al., 2008).
Trial variability was measured by the noise CV, and was averaged over stimuli
(Equation 3.6).
NoiseCV =
〈stdtr(nf )
r¯f
〉
stim
(3.6)
Statistical analysis
Tests for normality were made using both a Jarque-Bera and one sample Kolmogorov-
Smirnov test. A Wilcoxon signed rank test was used to assess distribution differences
for non-normal paired data. A Kruskal-Wallis test was used for comparison across
groups. Significance at p < 0.05 (*), p < 0.01 (**), and p < 0.001 (***) are shown
in figures where appropriate.
3.3. Results
We recorded local field potentials from four mice under two distinct levels of anaes-
thesia. We used two multi-electrode arrays to simultaneously record visual responses
from the lateral geniculate nucleus (LGN) and primary visual cortex (V1). In each
experiment, animals were presented with the same stimulation protocol under two
different levels of anaesthesia. This allowed us to use an information theoretic frame-
work to investigate encoding strategies in the early visual pathway.
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3.3.1. Brain state characterization
Distinct behavioural conditions are linked to changes in cortical activity, and are
characterized by specific activity patterns. Large-amplitude, low-frequency oscilla-
tions dominate LFP activity during sleep and quiet wakefulness. Sleep-like states
are dominated by a combination of two characteristic slow oscillations, mainly a
very slow oscillation <1 Hz and delta waves (1 Hz to 4 Hz oscillations) (Steriade,
1993). On the other hand, during active behaviour, local field potentials in cortex
are dominated by small-amplitude high-frequency oscillations (Poulet and Petersen,
2008; Steriade, 2001). Slow rhythms are replaced by beta-band (14 Hz to 25 Hz) and
gamma-band (30 Hz to 80 Hz) oscillations.
To confirm that by varying the level of anaesthetic the responses emulated the
desired state-like responses, we first inspected the raw LFP signals and the cor-
responding PSD. We then used the power spectral density to estimate the power
ratio.
State in cortical LFP
We sought to assess state from cortical activity. Raw LFPs are shown in Figure
3.2 under the two anaesthesia levels. The LFP responses under the two anaesthesia
conditions show marked differences. To better understand these differences we cal-
culated the spectral content of the signals. Figure 3.3 shows the PSD of the LFP
signals under the two anaesthesia conditions. The differences in the power spectra
were apparent in the lower frequency range <10 Hz. For experiments 3 and 4 it was
evident that the power in the 1 Hz to 2 Hz range decreased and that the power in the
theta band increased in the LIGHT condition versus the DEEP. This shift in power
was what we expected to find. The change, if any, was not as clear for experiments
1 and 2.
The next step was to measure the power ratio and how it is correlated with the
changes in anaesthesia. There is not a single definition of the power bands used in
calculating the power ratio (Ecker et al., 2014; Goard and Dan, 2009; Li et al., 1999;
Spacek and Swindale, 2015). For this reason, we calculated two different power
ratios: the ratio of the delta-band power to the gamma-band power, and the ratio
of the theta-band power to the gamma-band power.
We found that both power ratios captured the dynamics of each anaesthesia level,
but no discernible thresholds could be identified from which the state could be in-
ferred. Under the deep anaesthesia condition, the delta to gamma state ratio (PR δ
γ
)
was found to be significantly higher for all experiments (Figure 3.4a). Conversely,
the theta to gamma ratio (PR θ
γ
) was higher under the light anaesthesia condition
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Figure 3.2.: Cortical LFP under different anaesthesia levels. Traces of LFP from 50 trials and one
electrode in V1 under the two anaesthesia conditions.
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Figure 3.3.: Changes in power spectral density in V1 under two anaesthesia conditions. Average
power spectrum over trials. Standard error of the mean is shown for all traces. Deep and light
anaesthesia conditions are shown in dark and light colours, respectively. Panels (a)-(d) correspond
to experiments 1-4.
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Figure 3.4.: Cortical state estimate. (a) Power ratio PR δγ (b) Power ratio PR
θ
γ . Comparison
of the state variable under the two levels of anaesthesia. Grey markers show the power ratio for
each trial. Box plots show the median and quartiles in each group, and the red crosses mark data
outliers. The four panels in each sub-figure correspond to the four experiments 1-4, in order, from
left to right. Statistical significance shown for different groups * p < 0.05, ** p < 0.01, and ***
p < 0.001.
(Figure 3.4b). Although there were significant differences between the state ratios
in the two conditions for all four subjects (p < 0.01), the distribution of the power
ratios showed considerable overlap between states.
State in sub-cortical LFP
We have shown that cortical state may be manipulated through changes in the level
of anaesthesia in experimental procedures. The next question we asked was whether
the changes in LFP oscillatory patterns associated with brain state were also present
in sub-cortical populations. For this, we repeated the analysis used for the cortical
LFPs to assess whether the state ratio estimated from sub-cortical LFPs could be
used as a measure of the level of anaesthesia.
The trial average PSD of LFPs in the LGN (Figure 3.5) shows a markedly lower
power in the LIGHT condition, specifically in the 1 Hz to 2 Hz range. For frequencies
in the 2 Hz to 10 Hz range, the opposite was observed: the power was higher in the
LIGHT condition than the DEEP. Unlike in cortex, this result holds true for all
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subjects. These observations are consistent with previously established definitions
of sleep-like and awake-like states (Lee and Dan, 2012). At this stage, we expected
that the shift of power from lower to higher frequencies in the LGN would result in
a similar distribution of the sub-cortical state ratio.
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Figure 3.5.: Changes in power spectral density in LGN under the two anaesthesia conditions.
Average power spectrum over trials. Standard error of the mean is shown for all traces. Deep
and light anaesthesia conditions are shown in dark and light colours, respectively. Panels (a)-(d)
correspond to experiments 1-4.
In LGN, we again calculated the two power ratios defined above. After calculating
the PSD, we expected the power ratio parameters to display differences between
states, similar to those calculated from cortical recordings. For experiment 1, we
found that the theta/gamma power ratio failed to produce significantly different
values. Nonetheless, the expected effect was observed in the other three experiments
(Figure 3.6).
Anaesthesia level is better predicted by sub-cortical LFP
The previous results indicated that the anaesthetic affected the responses of both
brain structures in a similar fashion to naturally occurring internal state changes.
We then asked whether the power of different frequency bands and the two different
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Figure 3.6.: Sub-cortical LFP and state estimate. (a) Power ratio PR δγ (b) Power ratio PR
θ
γ .
Grey markers show the power ratio for each trial. Box plots show the median and quartiles in each
group, and the red crosses indicate data outliers. The four panels in each sub-figure correspond
to experiments 1-4 in order from left to right. Statistical significance shown for different groups *
p < 0.05, ** p < 0.01, and *** p < 0.001.
power ratios estimated could be used to infer the level of anaesthesia. For this,
we used the parameters estimated from both areas to train a classifier and assess
its performance at predicting the level of anaesthesia: deep or light. In addition
to the two power ratios described previously, we used the total power in each of
the frequency bands considered, as well as the power ratio between delta and theta
bands, as features for the classifier. All of the parameter combinations used are
shown in Table 3.1 along with the performance of the classifiers. The classifier with
the highest performance was the one which included every parameter available.
Surprisingly, the second highest-performing classifier tested was based on only three
features estimated exclusively from LGN. Classifiers which were based on cortical
features alone had some of the poorest performance. From this, the conclusion was
drawn that the thalamus, and specifically the power ratio parameters estimated for
the thalamic LFP, were better predictors of anaesthesia level (i.e. state) in the
experiments performed here than the commonly used cortical parameters.
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Table 3.1.: Predictors of anaesthesia level.
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3 50.7% • • •
3 60.8% • • •
1 63.5% •
2 66.5% • •
2 77.0% • •
3 81.0% • • •
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3 84.8% • • •
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3.3.2. Encoding strategies in the early visual pathway
After establishing the effect of different anaesthesia levels, and characterizing the
responses of the cortical and sub-cortical populations, we asked what strategies
are used by each neuronal population to encode a visual stimulus. To study how
these two neuronal populations use different frequency channels to convey stimulus
information, we presented the subjects with 50 repetitions of a 30 s long movie of
movement through natural scenes. The stimulation protocol was designed to allow
an information theoretic analysis of the data to be conducted. The stimulus was
divided into non-overlapping 1 s long segments. Each one of these segments was
considered as a separate stimulus (s1, s2, ..., sN). LFP responses were then segmented
in the same fashion as the stimulus, so that the response within a given segment could
be considered a result of the stimuli presented up to, and including, the segment.
The first 500 ms of each trial were discarded to avoid the use of any transient onset
effects in the response. The result was a total of 29 stimuli treated individually. For
each stimulus window, we calculated the PSD to obtain the response power at each
frequency, rf .
Signal and noise variability
The first parameter we measured was response variability. Stimulus evoked variabil-
ity is an indirect measure of the ability of the response to encode information about
the stimulus. For this, we separated the response, rf , into a signal component and a
noise component: rf = r¯f +nf , where r¯f is the mean response to a stimulus s across
trials, and nf is the trial by trial response variation. The term ‘noise’ is used here
3.3. Results 47
1 10 100
frequency (Hz)
0
0.2
0.4
0.6
C
V
signalV 1DEEP
signalV 1LIGHT
signalLGNDEEP
signalLGNLIGHT
noiseV 1DEEP
noiseV 1LIGHT
noiseLGNDEEP
noiseLGNLIGHT
(a) Experiment 1
1 10 100
frequency (Hz)
0
0.2
0.4
0.6
C
V
(b) Experiment 2
1 10 100
frequency (Hz)
0
0.2
0.4
0.6
C
V
(c) Experiment 3
1 10 100
frequency (Hz)
0
0.2
0.4
0.6
C
V
(d) Experiment 4
Figure 3.7.: Variation of the LFP responses, disaggregated by signal and noise contributions, under
the two anaesthesia levels. Solid lines represent the average signal CV and the dashed lines the
average noise CV in each area. Colours indicate areas: gray for V1 and blue for LGN. Shades rep-
resent anaesthesia level: dark for higher levels and light for lower levels. Panels (a)-(d) correspond
to experiments 1-4.
to refer to every contribution to the LFP power that cannot be directly attributed
to the stimulus. This could be physiological signals as well as stray electrical noise
from nearby equipment.
Based on the components for r¯f and nf , we measured the coefficient of variation
using Equations 3.5 and 3.6. We did this for the two different anaesthesia con-
ditions. Figure 3.7 shows the coefficient of variation for both the signal and the
noise contributions. In all experiments we found that the noise was a greater source
of variability. Even after using a notch filter to remove the 50 Hz electrical noise
signal and its harmonic at 100 Hz, there was an increase in the noise CV at these
frequencies.
In both the LGN and V1, the noise CV was reduced under the LIGHT anaesthesia
condition (two-sample Kolmogorov-Smirnov test p < 0.05). Both the signal and the
noise variations were smaller in LGN. For all experiments, the signal CV was lowest
in the LIGHT condition. Interestingly, the signal CV in LGN showed no signs
of frequency dependence, illustrated by the relatively flat plots in Figure 3.7. In
terms of noise variations, an increase can be seen in the 10 Hz to 100 Hz range in all
experiments. An additional peak in noise CV is apparent in experiments 1, 3, and
4 in the 7 Hz to 10 Hz range, or the alpha-band.
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In V1, the variance of the noise and the signal have different frequency profiles.
The frequency profile of the noise varied in all experiments. Profiles can be seen to
range from relatively flat to low-pass and band-pass profiles. A peak at 50 Hz, and in
some cases at 100 Hz, was present in all experiments even after filtering the original
data. Possible noise components appear only in the frequency profile of the noise
variance. On the other hand, the signal CV showed a more consistent frequency
response across experiments for each anaesthesia condition. For experiments 1-3,
there was a peak in the lower, gamma-band (30 Hz to 50 Hz) in the LIGHT state.
The plots for experiments 1 and 3 show a similar increase in stimulus driven variance
in V1 for the DEEP condition ((a) and (d) in Figure 3.7).
Visual stimulus information spectrum
Once we had identified the stimulus as a source of variability in the neuronal re-
sponse, we tried to understand more specifically what information is encoded by the
frequency response oscillations of the population. First we asked which frequencies
are used by each population to convey visual stimulus information.
Throughout this chapter we have treated each frequency as an independent chan-
nel of communication. To assess how these communication channels convey infor-
mation about visual stimuli, we used the PSD for each stimulus segment s, as we
did for the variation analysis, and estimated the amount of information encoded
by the power at each frequency. We used a mutual information estimate which as-
sumes that the continuous variables rf are from Gaussian distributions (Equation
3.2). Multi-taper estimates of the PSD are not typically drawn from a Gaussian
distribution, and this was also found to be the case for these data (Jarque-Bera test
with 5% significance level). To achieve the desired distribution for the mutual infor-
mation estimate, we manipulated the power signal by taking the cubic root of the
power, thus obtaining normally distributed variables (Magri et al., 2012). We then
estimated the mutual information, I(R;S), between the stimulus and the response.
In LGN, we found that stimulus information was highest for frequencies < 5 Hz
and > 60 Hz (Figure 3.8). For the classical LFP range, < 100 Hz, stimulus informa-
tion was found to be close to zero for the LIGHT condition. For the DEEP condition,
mutual information was also low over the 4 Hz to 70 Hz range. The change in anaes-
thesia level from DEEP to LIGHT resulted in an overall reduction in the amount
of stimulus information present in the response (1 Hz to 120 Hz) (note the vertical
scales used in Figure 3.8 (a) and (b) are not equal). For all experiments, stimulus
information in LGN decreased during the LIGHT condition (Kruskal-Wallis test 5%
significance level), or had no significant change between the two conditions; in no
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Figure 3.8.: Stimulus information spectrum in LGN under both anaesthesia levels. Mutual infor-
mation between the power of the LFP signal and the visual stimulus. Mean and standard error of
the mean of the information spectrum for each experiment. Shades of blue indicate different ex-
periments. Right panels show the information spectrum for each experiment. (a) Deep anaesthesia
level. (b) Light anaesthesia level.
case did the stimulus information conveyed by the frequency channel increase.
In V1, we observed a clear difference in the use of frequency channels between the
two condition, Figure (3.9). In the DEEP anaesthesia condition, the magnitude of
the stimulus information was higher and distributed over a wider frequency range,
approximately 10 Hz to 120 Hz. In contrast, we observed that stimulus information
under LIGHT anaesthesia was higher in a much narrower frequency band, from
30 Hz to 60 Hz, corresponding to the gamma or low-gamma range. Experiment 4
showed a significantly different response profile to the other experiments for both
anaesthesia conditions in V1 (p < 0.05), with a flat response conveying no significant
stimulus information.
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Figure 3.9.: Stimulus information spectrum in V1 under both anaesthesia levels. Mutual infor-
mation between the power of the LFP signal and the visual stimulus. Mean and standard error
of the mean of the information spectrum for each experiment. Shades of gray indicate different
experiments. Left panels show the information spectrum by experiment. (a) Deep anaesthesia
level. (b) Light anaesthesia level.
Two-dimensional stimulus information response
Interactions across frequency components have been proposed as one of the principal
mechanisms used for communication in the central nervous system (Varela et al.,
2001). To explore possible interactions between frequency components we extended
the analysis to the two-dimensional case. By using a two dimensional response vector
we assessed whether more than one frequency component was involved in encoding
visual information. In this analysis, the amount of information increases additively
as I(S;Rf1)+I(S;Rf2)+ρ, where ρ is the mutual information between Rf1 and Rf2 .
The two-dimensional profiles for both LGN and V1, shown in Figures 3.10 and
C.5, further confirmed the findings presented in the previous section, but revealed
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Figure 3.10: Stim-
ulus information
encoded by the
combined observa-
tions of two distinct
oscillations (Ex-
periment 1). Left,
two-dimensional
mutual information
for each electrode
in the LGN (linear
probe) under the
two anaesthesia
conditions. Right
panels show samples
at different depths
(1150µm, 1350µm,
1550µm). The
scale remains the
same for all panels.
DEEP and LIGHT
anaesthesia condi-
tions are shown in
the left and right
halves of the panels
respectively.
no additional structure over the one-dimensional information spectra.
3.4. Discussion
Using the mouse as a model for mammalian vision is a highly debated subject. The
mouse is nonetheless one of the most commonly used animal models of sensory sys-
tems in general. It is of interest to study how neuronal populations in the mouse con-
vey information about a visual stimulus, and how these strategies compare to those
used by other mammals that rely more heavily on vision to guide behaviour. We used
a combination of electrophysiological recordings of population activity (LFP), ex-
perimental manipulation of brain state, and information theoretic analysis to study
encoding strategies in the early visual pathway of mice. We found, by calculat-
ing the stimulus information spectra, that cortical and sub-cortical structures use
different frequency channels to convey stimulus information, and furthermore, that
these profiles are dependent on brain state. Our data showed no evidence of nested
oscillations. In particular, we found no evidence of phase-amplitude cross-frequency
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coupling2 in the PSD of either structure.
State The effects of anaesthetics, both opioid and non-opioid, are known to induce
slow wave activity consistent with sleep-like oscillatory activity (Steriade, 1993). We
used a power ratio method to measure this activity. As calculated from local field
potentials, the power ratio in visual cortex was a less reliable estimate of the level
of anaesthesia than the power ratio in LGN (around 60% correct versus over 80%
correct for our data). Although the PSD decomposition of the LFP showed the
expected changes in oscillatory activity in the delta band that confirm a sleep-like
state, further comparisons with recordings from awake animals would be necessary
to confirm that the LIGHT anaesthesia condition is a suitable model for awake-like
states.
Noise variability Internal brain signals are the main contributors to local popula-
tion activity. Not surprisingly, the noise, as defined in our model as the non-stimulus
evoked activity, was responsible for most of the power variability in both conditions.
A similar proportion of noise and stimulus-evoked activities were also observed in
monkey (Belitski et al., 2008); at least half of the power variance appears to be
explained by the noise in both animals.
Noise CV in LGN and noise CV in V1 showed different frequency profiles sug-
gesting no common internal signal. It is interesting that the two populations do not
have any common frequency peaks in the noise CV, other than the obvious 50 Hz
electrical noise contamination, and its harmonic at 100 Hz.
We expected to find a low frequency component of noise CV (4 Hz <) in both
areas, representing a global oscillation similar to a state variable. Although there
was no peak at the expected frequency range, we did observe a peak in the alpha
band in LGN that could resemble a low-frequency state signal. No such signal
was evident in V1, suggesting that the mechanisms for state control vary between
structures. From this analysis we were unable to identify the source of this signal,
although a possible source is feedback signals from V1. Alpha activity has been
identified as a feedback signal in cortex in humans (Voytek et al., 2010).
Signal variability As with the noise CV, the two areas showed distinct frequency
profiles for the signal CV. In LGN, the signal CV showed a broad spectrum, with an
increase in the higher frequency range (> 80 Hz). In V1, the narrow-band stimulus-
evoked variability in the lower gamma band was consistent with previous reports
2More information on phase-amplitude cross-frequency coupling see Chapter 5 where we present
a thorough study of the phenomenon and how to measure it from experimental data.
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of stimulus-evoked activity (Carmeli et al., 2013; Saleem et al., 2016; Welle and
Contreras, 2015).
Information spectrum State, as a function of the level of isoflurane, had a
considerable impact on the information spectrum. In general, we observed larger
amounts of information conveyed by the power of the LFP signal in the DEEP
anaesthesia condition, or sleep-like state. Changes in state have also been linked to
changes in noise correlations between neurons and are known to have an effect in
population coding (Cohen, 2008; Ecker et al., 2014). We observed this behaviour in
three out of the four animals in the data set. One possible explanation for this is
that under the DEEP level of anaesthesia there is a decrease in overall inhibition.
The lack of internal constraints may then lead to an increase in the transmission
capacity of the population.
In V1, a clear difference was seen in the encoding strategies used under the DEEP
and LIGHT conditions. As expected from the variance analysis, we found that infor-
mation was preferentially encoded in the lower gamma band. Gamma band activity
has been observed in a variety of systems in the brain, including the hippocampus
(Bragin et al., 1995), neocortex (Engel and Singer, 2001; Saleem et al., 2016), and
thalamus (Saleem et al., 2016), and has been linked to a diverse array of functions.
In sensory systems in particular, gamma band is considered an information carrying
band (Fries, 2005, 2009).
Interestingly, we found that almost no information was conveyed in the gamma
band power in LGN. The peaks in mutual information were below 1 Hz and above
100 Hz (Figure 3.8). The lack of gamma oscillations in LGN seems to support the
hypothesis that gamma band activity emerges as a result of lateral connections in
cortex (Bastos et al., 2014; Buzsa´ki and Wang, 2012; Katzner et al., 2009; Ray and
Maunsell, 2011). Neurons in the mouse LGN lack the lateral connectivity of V1,
and project on neurons in cortex.
The stimulus driven oscillations we observed above 100 Hz could be attributed to
contamination from spiking activity. Higher frequency LFP components are likely
to be contaminated by spiking activity (Buzsa´ki et al., 2012; Scheffer-Teixeira et al.,
2013). The lack of stimulus-evoked gamma activity together with the evidence
of stimulus driven oscillations above 100 Hz suggest that the LGN favours spiking
over oscillations to convey stimulus information. Importantly, Belitski et al. (2008)
showed that in monkey V1 the information carried by the LFP and the spike trains
are independent, so any contribution from spiking activity in our data should be
analysed separately.
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Unlike in the study by Belitski et al. (2008), in which two-dimensional information
spectra revealed interactions across frequencies, we found no evidence of such com-
plex activity in the mouse. On first inspection there appear to be layer-dependent
structures which require further investigation.
Sub-cortical estimate of cortical state In conclusion, thalamus and the power
ratio parameters estimated for the thalamic LFP were better predictors of anaesthe-
sia level (i.e. state) than the commonly used cortical parameters. We would suggest
using thalamic LFP to assess global state. However it is uncommon and currently
impractical to measure thalamic LFP under most experimental paradigms.
4. Behavioural responses in
primary visual cortex
In this chapter I present a study on the role of primary visual cortex during a vi-
sual discrimination task. This work was done in collaboration with Dr. Aleksandra
Berditchevskaia, who performed the experiments. After an independent investiga-
tion of behaviour and motivation (Berditchevskaia et al., 2016), we sought to in-
vestigate the correlates performance and the population activity (LFP) in primary
visual cortex.
4.1. Introduction
Behaviour, in many cases, consists of a stimulus driven action. It is generated in
three steps: sensing external stimuli, processing information to aid decision-making,
and producing a motor response. Primary visual cortex plays a pivotal role in the
first stage by processing visual information. As the first visual area in the cortex,
it is the only cortical area which receives visual input from the thalamus, and is
responsible for conveying this information to higher cortical areas (Leamey et al.,
2008). Interestingly, activity in the mouse primary visual cortex has been shown
to convey more than visual information. In addition to visual features, neurons in
V1 show specific tuning to running speed (Saleem et al., 2013). Visual responses in
this area have been shown to be modulated by locomotion and internal state, and
physiological requirements (Harris and Thiele, 2011; Niell and Stryker, 2010; Xing
et al., 2012; Yang et al., 2013).
In rats, a recent study showed that spiking activity in primary visual cortex could
be used to predict and drive future motor actions during a visually cued behaviour
task (Namboodiri et al., 2015). They demonstrated that local recurrent connections
contributed to this activity. These results suggest that neural responses in V1 may
have a more prominent role in behaviour than previously thought.
V1, as part of the neocortex, is characterized by its laminar organization and its
specific interconnectivity patterns (Me´tin et al., 1988). A wide range of connections
55
4.2. Materials and methods 56
are made throughout the cortex: local synaptic connections with neurons in the
same layer (Ko et al., 2011), inter-layer connections that span the depth of cortical
tissue (Olivas et al., 2012), and long range connections to other areas and structures
(Glickfeld et al., 2013). The combined activity of these connections gives rise to
specific rhythmic activity within each area. Population activity, observed as LFP
oscillations, reflects the combined interactions of feedforward and feedback activity
(Bastos et al., 2015; Yang et al., 2013). Classically, feedforward signals convey
information about sensory inputs through thalamocortical efferents, while feedback
signals convey state and behavioural requirements through intra-cortical connections
(Bastos et al., 2015).
These oscillations are particularly important as they have been linked to both
sensory processing and higher functions, such as memory, working memory, and
attention (Fries, 2009; Fries et al., 2001; Lisman and Idiart, 1995; Schroeder and
Lakatos, 2009; Yamamoto et al., 2014). Coupling between gamma band oscilla-
tions and lower frequency oscillation in the beta, alpha, and theta bands, have also
been linked to perception in monkeys, rats and humans (Lisman and Idiart, 1995;
Lundqvist et al., 2015; van Kerkoerle et al., 2014; Voytek et al., 2010).
Primary visual cortex may have access to information about behavioural decisions
during a visually driven ‘Go’/‘NoGo’ task. Our hypothesis is that performance is
mediated by feedback signals from higher cortical areas. To investigate the relation-
ship between behavioural outcome and population activity in primary visual cortex,
we recorded local field potentials using multi-electrode arrays to sample from differ-
ent cortical layers. We began by characterizing LFP responses of individual layers
in terms of their oscillatory components. We assessed the capability of population
responses in primary visual cortex to encode stimulus information, behavioural out-
come, and motor response. Finally, we measured lag in the LFP to assess the local
cortical circuitry associated with the behaviour.
4.2. Materials and methods
4.2.1. Experimental paradigm, stimuli, and data collection
Subjects All experiments were performed in female C57BL/6 (Harlan or Charles
River Laboratories) mice that were 4-6 weeks of age at head-plate surgery. The head-
plate was used to restrain head movements during the experiment. All experimental
procedures were approved by the Imperial College Animal Welfare Ethical Review
Board, and performed during the dark phase of a controlled 12 hour light/dark cycle.
Details of the surgical procedures are presented by Berditchevskaia (2014).
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Task The animals were trained on a visual ‘Go’/‘NoGo’ discrimination task. An
immersive virtual reality environment covered the full visual field of the mouse
(Figure 4.1a). Two moving gratings with different orientation, temporal- and spatial
frequency parameters were used as positive and negative stimuli. They were selected
to facilitate the discrimination and the acquisition of the task by the mouse, taking
into account the tuning range of V1 cells for each parameter in order to effectively
drive activity in the targeted area (Gao et al., 2010; Haider et al., 2013; Niell and
Stryker, 2008, 2010; Prusky and Douglas, 2004). To this end, the orientation of the
two gratings were set 90◦ apart (shown in Figure 4.1b), as responses are higher to
cardinal directions in V1 neuronal populations (Berditchevskaia, 2014; Frenkel et al.,
2006; Roth et al., 2012; Stroud et al., 2012). Different drift speeds or temporal
frequencies were used to ensure that the two stimuli were sufficiently salient for
discrimination. The spatial frequency of the gratings was selected from the lower
and upper range of preferred spatial frequencies of neurons in mouse V1, 0.02 cycles/◦
to 0.09 cycles/◦ (Gao et al., 2010).
Task flow After stimulus presentation, the animal was allowed a 500 ms window
to make a decision whether to lick or to withhold the lick. The initial buffer window
was followed by a window in which the animal’s action triggered the next stage in
the trial. The possible outcomes of the task and the specific task flow is outlined
below and presented in Figure 4.1b. In all cases the trial ended with an inter-trial
interval (ITI), consisting of a grey screen of variable duration, between 3 s and 6 s.
After this, a new trial commenced immediately. A session was terminated by the
experimenter when the animal stopped participating in the task.
Hit: The mouse licked when the positive stimulus was presented. A water reward
was triggered by the lick, and was available during a 1.75 s window. During
this time the animal was free to drink without restrictions while the stimulus
was presented continuously. After this, the trial ended with the ITI.
Miss: The mouse incorrectly withheld the lick until the end of the stimulus pre-
sentation, 2 s after onset. No additional stimulus was given for positive or
negative reinforcement and the trial ended after the ITI.
Correct rejection: The mouse successfully withheld the lick until the end of the
stimulus presentation, 2 s after onset. No reward or punishment was given
and the trial ended after the ITI.
False alarm: The mouse incorrectly licked before the stimulus was turned off. The
lick triggered a short air puff and a change of stimulus to a black screen. The
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combination of the air puff and the 5 s long full-field visual stimulus served as
negative reinforcement. After this, the trial ended after the ITI.
(a) (b)
Figure 4.1.: Experimental Paradigm. (a) Virtual reality environment. (b) Time-line of the be-
havioural task. Adapted from Berditchevskaia (2014)
Electrophysiology Extracellular electrophysiological recordings were carried out
using one of two 32-channel linear multi-electrode array (MEA) configurations (Neu-
roNexus Technologies): four shanks, with 8 electrodes on each shank (A4x8: 5mm-
100-200-177), or two shanks, with 16 electrodes on each shank (A2x16: 10mm-50-
177). All recording sites on the MEA were referenced to a single grounding point
located on the skull at a distant location from the insertion site. Electrophysiological
recordings were synchronized to the behaviour through a digital pulse signal issued
at the start of the trial.
In cases that the tissue integrity of the brain was not compromised after MEA
removal the subject was kept for further recording on the following day.
Data acquisition Signals were filtered and digitised using the Grapevine Rip-
ple acquisition system with the NazoZ Front End connector (16 bit resolution and
0.2µV/bit). From each channel we recovered a broad band signal filtered between
0.3 Hz - 7.5 kHz (3rd order Butterworth) and sampled at 30 kHz, as well as a lo-
cal field potential (LFP) signal (< 250 Hz, 4th order Butterworth filter) sampled at
1 kHz.
4.2.2. Data analysis
Noise and artefacts
After acquisition, LFPs were de-trended and electrical power line noise was removed
using a 2nd order IIR notch filter (with a 50 Hz center frequency and a bandwidth of
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1.25 Hz). Licks, and the air puffs used for punishment in the case of a false alarm,
were identified as alternative sources of LFP contamination. Outliers resulting from
these sources were identified by their uncharacteristic high amplitude voltage values
above 800µV. Artefacts correlated to licks could not be removed without altering
the structure of the data LFP data. These transient contamination signals were
within the LFP frequency range. Trials that contained artefact or outliers were
discarded from further analysis. In the case of lick-related artefacts, only trials
where the lick occurred within the analysis window, 500 ms after stimulus onset,
were discarded.
Layer assignment
The location of each of the shanks and the depth of the electrodes on each shank
were initially assigned by the experimenter based on histological imaging or anatom-
ical insertion coordinates. Shanks were labelled as in or out of visual cortex, and
each electrode was labelled as lying either in the supra-granular, granular, or infra-
granular layers, or outside of V1. Labelling was based on layer granularity.
Current source density (CSD) analysis was used as confirmation of the histological
assignment of layers. CSD allowed the identification of the granular layer from LFP
recordings using equidistant electrodes spanning the depth of the neocortex (Chen
et al., 2011; Mitzdorf, 1985; Pettersen et al., 2006, 2008). By identifying current sinks
and sources in the extracellular space, the underlying physiological information is
revealed. The appearance of current sinks and sources is directly related to the
activation of neuronal ensembles.
Two different CSD estimators were used: the traditional Laplacian method or
second derivative of the voltage (Mitzdorf, 1985), and a kernel based method (Pot-
worowski et al., 2012). The second derivative estimate is presented in Equation
4.1, where φ is the scalar potential along the perpendicular direction of the laminae
(z-axis), σz is the conductivity, ∆z is the distance between adjacent electrodes, and
n defines the differentiation grid (usually taking the distance between 2 electrodes
on the shank). In this case, a conductivity value of 0.1 S/m was assumed (Mitzdorf,
1985; Pettersen et al., 2008). This implies an assumption of homogeneity of the
conductivity within the tissue. The derivative was taken in single steps (n = 1) to
use all the data available which improves the layer estimate.
− Im = σz · ∂
2φ
∂z2
≈ σz · φ(z + n∆z)− 2φ(z) + φ(z − n∆z)
(n∆z)2
(4.1)
This method was a coarse approximation, and for this reason we also used an alter-
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native kernel based current source density (kCSD) estimation method (Potworowski
et al., 2012). The kCSD method is a non-parametric method, and a generalization
of the widely used inverse CSD method (for which the source code is available on-
line (Pettersen et al., 2006)). This provides a finer estimate than the traditional
approach.
Latency of stimulus response
The timing of population response onset was measured by the latency of the LFP
response after stimulus onset. Latency was measured as the time after stimulus
onset, when the amplitude of the LFP signal exceeded the standard deviation of the
spontaneous activity by a factor of 4. Spontaneous activity was assessed from the
activity measured during the inter-trial interval which immediately preceded a trial.
Spectral estimation
Power spectral density (PSD) was estimated using the multi-taper method (Mitra
and Bokil, 2008). Unless explicitly stated otherwise, a window of 500 ms and 2
tapers were used in spectral analysis, resulting in a spectral resolution of 1 Hz.
Information theory
Primary visual cortex, as all cortical areas, has a structured connectivity across
layers and cell types. These features define the local cortical circuitry, and cross-
layer interactions. Mutual information, defined in Equation 4.2, measures how much
information is shared by two random signals, x and y (Cover and Thomas, 2006).
A continuous signal estimate of mutual information was used to assess interactions
across cortical layers (Kraskov et al., 2004). Although this estimate has a bias, the
bias is well characterized and is taken into account in the final measure.
I(X;Y ) =
∫ ∫
p(x, y) log
p(x, y)
px(x)py(y)
dxdy (4.2)
Behaviour assessment
Behaviour was assessed using principals from signal detection theory. The mouse’s
performance in a single session of the discrimination task was captured with the
d-prime statistic, d′, which indicates how well the positive stimulus (signal) was
discriminated from the negative stimulus (noise) (Macmillan and Creelman, 1991).
d′ is a dimensionless parameter, where higher values indicate better discrimination:
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d′ = Z(HR)− Z(FAR) (4.3)
where HR is the hit rate, FAR is the false alarm rate, and Z(·) is the inverse
cumulative distribution function of the normal distribution. HR is defined as the
ratio of hit trials to positive stimulus (‘Go’) trials. FAR is defined as the ratio of
false alarm trials to negative stimulus (‘NoGo’) trials.
Statistical analysis
Tests for normality were made using a Jarque-Bera test with no a priori assumptions
regarding the mean or the variance of the data. Where data was found to be
normally distributed, the mean values are reported. Where the parameters were not
normally distributed, the summary statistics are presented in the form of median
and quartiles. A Wilcoxon rank test was used to assess distribution differences for
non-normal paired data.
4.3. Results
We used multi-electrode probes to record local field potentials from primary visual
cortex of behaving mice performing a visual discrimination task. We began by
analysing the behavioural performance of the animals, then proceeded to study the
neural responses and cortical circuitry associated with the behavioural outcomes.
Behavioural outcome
We recorded a total of 17 sessions from 8 different animals. We discarded sessions
where the MEA did not span all granular layers (supra-granular, infra-granular,
and granular) in the primary visual cortex, as assessed through histology. In the
remaining sessions we counted the number of trials resulting from each possible
outcome (Hit, False Alarm, Miss, and Correct Rejection), and used these results to
estimate the discrimination capacity of the animal for each session using the d-prime
statistic, d′.
The discrimination performance ranged from very poor (experiments 1.1b, 9.1a,
and 9.1b) to good (experiments 4.2 and 9.2) - higher values of d′ indicate better
discrimination. On average the performance over sessions was low. A summary of
the behavioural outcome for all sessions is presented in Table 4.1.
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Table 4.1.: Summary of experimental sessions.
Experiment Hit False Miss Correct Performance
ID Alarm Rejection d′
1.1b 3 5 56 70 -0.1363
1.1c 12 5 56 70 0.5720
2.1 39 17 122 153 0.5823
4.1 17 15 72 96 0.2283
4.2 71 27 78 124 0.8610
8.1a 75 67 60 74 0.2020
9.1a 27 32 52 43 -0.2227
9.1b 80 96 116 107 -0.1641
9.2 20 3 103 106 0.9350
10.1 82 76 74 82 0.1118
4.3.1. Characterization of visually evoked potentials
We first confirmed the initial localization of electrodes across the depth of V1 by
using current source density analysis (CSD). Initial layer assignment was done based
on histological imaging and the recorded depth of the electrode. In the majority of
the cases, both methods coincided in labelling the same layers. In the cases where
the two methods did not match, we used the assignment from the CSD analysis.
Samples of CSD estimates for three different shanks are shown in Figure 4.2c. Due
to the natural curvature of the brain and the penetration angle of the probe, the
laminar structure retrieved for each shank is slightly different. We found that, in
general, the infra-granular layer was over represented. Supra-granular and infra-
granular layers were under sampled - in some cases only one electrode recorded from
each. Only experiments with electrodes lying in all layers were kept for analysis. To
provide a single sample from each layer for further analysis, we either averaged over
all channels in each layer, or selected a single electrode: the electrode lying furthest
from the boundary of the layer. We did not observe any difference in the results
using the two approaches. In the following sections, we will present the results
obtained by using a single electrode in each area.
To further understand the population response in each layer, we measured the
LFP response latency. A sample of the median LFP traces recorded from the MEA
across cortical layers shows the activation of V1 at a fixed latency (Figure 4.3a
and 4.3b). The median latency of the data was 67 ms with quartiles at 57 ms and
74 ms. We estimated the latency of the response separately for ‘Go’ and ‘NoGo’
trials (Figure 4.3c). There was no significant difference between the latency for the
two stimuli. Lastly, we grouped latency by trial outcome: hit (HI), miss (MS),
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Figure 4.2.: Current source density analysis. Estimate of current sources and sinks for three shanks
in session 4 1. The vertical axis represents depth from the most superficial electrode in the shank.
The thick black line indicates the stimulus duration. The corresponding layer assignment is shown
on the right, where L2/3 are the supra-granular layers (SG), L4 the granular layer (GR), and L5/6
the infra-granular layer (IG).
correct rejection (CR), and false alarm (FA). After disaggregating over behavioural
outcome, we found that LFP response onset was significantly shorter for outcomes
where the animal performed a motor action i.e. hit and false alarm. The latency
distributions for the behavioural outcomes are shown in Figure 4.3d. There was
no significant difference between hits and false alarms, or between miss and correct
rejection outcomes. As there was no difference in latency due to the stimulus we
could disregard any bias resulting from stimulus design.
In addition to the response latency, the raw LFP signals showed a distinct oscil-
latory pattern after the onset of the response (Figure 4.3a). We decomposed the
LFPs into the frequency domain. A sample of the multi-taper estimate of the PSD
for all layers is shown in Figure 4.4 (left column).
Results of the PSD analysis revealed three distinct peaks in the power spectrum:
one in the slow delta/theta band, one in the beta band, and one in the gamma
band. The increase in the lower gamma band power (35 Hz to 70 Hz) is the main
component of the signal, and is present in all layers. The reduction in power in the
middle of the gamma band peak is a result of the 50 Hz notch filter. The peak in
the beta band (≈20 Hz) is persistent across layers and outcomes, as well as the peak
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Figure 4.3.: Stimulus evoked potentials and response latency. (a) Median LFP responses for one
animal grouped by putative layer assignment (n = 149). Dashed line at t = 0 indicates stimulus
onset. (b) Median LFP responses for one animal grouped by putative layer assignment (n = 123).
(c) Distribution of latency of LFP response onset for the two stimuli. Box plots show median and
quartiles (25%, and 75%). (d) Distribution of latency of LFP response onset over behavioural
outcome. Statistical significance shown for different groups * p < 0.05, ** p < 0.01, ** p < 0.001.
at low frequencies (<10 Hz).
The median PSD showed a clear difference between outcomes. For hit (HI) and
false alarm (FA) outcomes, the power in the lower gamma band was consistently
higher than for the other two possible outcomes, miss (MS) and correct rejection
(CR). Statistical differences were found between the power of hit and false alarm
trials, and miss and correct rejection trials in the gamma band (p < 0.05). These
results suggest that an increase in gamma power may be correlated with the intention
or initiation of a motor response i.e. licking.
Across sessions, the infra-granular layer exhibited significant changes only in the
gamma band (Figure 4.4e). However, for some individual sessions there were also
significant differences in the lower frequency bands - mainly the alpha and beta
bands. The increased power in these lower frequency bands may be a result of
feedback signals that depend on session or animal specific behavioural demands.
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Figure 4.4.: Power spectral density across layers and by behaviour. PSD of the LFP signal over
layers: supra-granular layer (top row), granular layer (middle row), and infra-granular (bottom
row). Left panels: the sample of the PSD for one session. Right panels: the median over all
sessions. Each panel shows the median and standard error of the median of the PSD. Different
colours indicate behavioural outcome: hit (HI) in blue, miss (MS) in red, correct rejection (CR)
in yellow, and false alarm (FA) in purple. Shaded areas indicate ranges with significant difference
(at p < 0.05) between HI and FA, and MS and CR.
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The differences in power in the granular layer span a broader frequency spectrum
across sessions. Some of these differences were also apparent for individual sessions.
The supra granular layer showed the least number of significant differences across
sessions.
These results suggest that power in the gamma band may indicate the intention
of a motor response, and potentially the behavioural outcome.
4.3.2. LFP power of primary visual cortex as predictor of
behavioural outcome
In light of the previous results, we sought to investigate whether specific features of
LFP power were able to predict behavioural response. To achieve this, we binned
the power in four distinct frequency bands, and calculated the total power in each
band: theta (4 Hz to 8 Hz), alpha (8 Hz to 15 Hz), beta (15 Hz to 30 Hz), and lower
gamma (35 Hz to 67 Hz). This was done for each layer separately. As before, we
considered only the 500 ms period, or buffer period, before the motor response (lick)
activated the next stage in the task flow.
Predicting behavioural outcome of a visual discrimination task from
LFP power in cortical layers of primary visual cortex
A maximum of 12 features (power in the theta, alpha, beta, and lower gamma fre-
quency range for each of the cortical layers) were used to train a linear discriminant
classifier with each trial labelled according to the behavioural output. We considered
classifiers trained with different subsets of these features, resulting in the following
classifiers: using all 12 features, using the power in a specific layer (x3), and using
the power in a specific band for all layers (x4).
The accuracy of the classifier that considered all features was 31.7% - above chance
level (25%, given the four possible outcomes). Using features from a specific layer
led to a better prediction of behavioural outcome. Based on the results presented
in the previous section we expected an increase in accuracy by using the power
in the granular or infra-granular layer alone, since most statistical differences were
observed in these layers. We found that for these two layers the accuracy of the
classifier did not increase. The accuracy of these classifiers was 28.5% and 26.0% for
the granular and infra-granular layers, respectively. Surprisingly, power in the supra-
granular layer was a better predictor of behavioural outcome (the accuracy of the
classifier to 32.8%). The four classifiers trained using the power in a single frequency
band across all layers were less informative (theta power accuracy at 29.2%, alpha
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power accuracy at 26.6%, beta power accuracy at 28.8%, gamma power accuracy at
29.2%). Regardless of the relatively small improvement in accuracy resulting from
the specific selection of features, the overall error remained high, and a satisfactory
classification across outcomes was not achieved.
Decoding visual stimuli from LFP power
We further investigated whether population activity encoded stimulus information.
Using the same feature-set, we again trained eight linear classifiers to discriminate
between the two stimuli. The accuracy of the classifiers was near chance levels for
all cases (50.9% accuracy using all features). 51.1%, 50.3%, and 51.4% accuracies
were achieved using power in the supra-granular, granular, and infra-granular layers,
respectively. Similar accuracies were achieved using the power in the theta, alpha,
beta, and gamma frequency bands (50.8%, 51.4%, 50.6% and 48.0%, respectively).
Again, a reliable estimation was not found, implying in this case that simple grating
stimulus information is conveyed through an alternative pathway.
Decoding the intention of a motor response
The differences in the PSD indicated a correlation between the LFP power and
those outcomes resulting in a lick (motor response). We investigated whether we
could decode the intention of a motor response using a linear discriminant classifier.
Making no other prior assumptions, we used the 12 features (i.e. total power across
frequency bands and across cortical layers) to train the classifier. The accuracy of
the classifier was above chance level at 61.2%. Interestingly, specific layers taken
independently were more informative about the intention of motor response, in
particular the power in the granular layer where accuracy increased to 67.7%. The
accuracy of classifiers trained on supra-granular and infra-granular power were also
higher at 66.7% and 67.0%, respectively. Finally, we considered the power in specific
frequency bands, and again we found increased accuracy for all combinations (66.1%,
65.1%, 67.0% and 66.9% accuracy using power in the theta, alpha, beta, and gamma
frequency bands, respectively.).
4.3.3. Evidence of feedforward and feedback interactions
during a visual discrimination task
After studying layer specific responses during a visual discrimination task, we turned
to interactions across layers. By investigating functional synchronization across lay-
ers we may infer whether they were dominated by feedforward or feedback interac-
4.3. Results 68
HI
S
G
-G
R
S
G
-I
G
G
R
-I
G
-100 0 100
lag (ms)
MS
-100 0 100
lag (ms)
CR
-100 0 100
lag (ms)
FA 0.2 Bits
-100 0 100
lag (ms)
Figure 4.5.: Average interactions between layers during a visual discrimination task. Mean mutual
information and standard error of the mean calculated over outcomes (columns), and layers (rows).
SG-GR indicate supra-granular versus granular layer interactions, peaks at negative lags indicate
that activity in the supra-granular layer is correlated to earlier activity of the granular layer. Peaks
at positive lags indicate that activity in the supra-granular layer is correlated to later activity of
the granular layer. Similarly, SG-IG indicate supra-granular versus infra-granular, and GR-IG
indicate granular and infra-granular.
tions. We measured interactions between the three layers by calculating the lagged
mutual information for all layer combinations: supra-granular and granular (SG-
GR), supra-granular and infra-granular (SG-IG), and granular and infra-granular
(GR-IG).
Mutual information measures how much information about the activity in one
layer may be explained by the activity in another layer, capturing both linear an
non-linear interactions. When considering the lag, it is the time delay at which
mutual information increases that indicates the directionality of the interactions. If
the lagged mutual information function between layer A and layer B has a peak at
a positive lag, then activity in layer A precedes that in layer B. If there are peaks
at a negative lag, then the converse is true.
In all cases, the mutual information peaked at zero-lag indicating cross-layer co-
activation (Figure 4.5). Higher mutual information between the supra-granular and
granular layers can be seen, which could indicate higher synchrony between the
two layers. Smaller peaks at either positive or negative lags were present in some
cases. They were most evident between hits and false alarms, and miss and correct
rejection outcomes. Additionally, an oscillation at a frequency of approximately
100 Hz can be seen in trials resulting in a motor outcome (HI and FA). The broad
error in the estimates may be explained by the differences in performance over the
sessions (Table 4.1).
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Figure 4.6.: Feedforward interactions during a visual discrimination task. (a) Mean mutual infor-
mation and standard error of the mean calculated over outcomes (columns), and layers (rows).
Session performance, d′ = 20.20. (b) Diagram of suggested feedforward functional connectivity as
a result of (a).
Feedback and feedforward dominated activity as a function of
discrimination performance
Over individual sessions, we observed two patterns consistent with feedforward, and
feedback connectivity in V1. Figure 4.6a suggests the mutual information analysis
for session 8.1a. In this session, activity in the supra-granular layer preceded activity
in the infra-granular layer, while activity in the infra-granular layer preceded activity
in the granular layer. This sequence implies predominantly feedforward interactions.
The performance during this session was typical within the dataset. (d′ = 0.2020.
Mean d′ for the dataset was 0.3002 ± 0.1149).
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Figure 4.7.: Feedback interactions during a visual discrimination task. (a) Mean mutual information
and standard error of the mean calculated over outcomes (columns), and layers (rows). Session
performance, d′ = 93.50. (b) Diagram of the suggested feedback functional connectivity as a result
of (a).
On the other hand, we observed sessions for which the mutual information analysis
suggested predominantly feedback interactions. Figure 4.7a shows that activity in
the supra-granular layer is correlated with activity in the infra-granular layer for up
to 20 ms, whereas activity in the infra-granular layer precedes activity in the granular
layer. Granular and supra-granular layers appear to be highly synchronized with no
phase lagged interactions. The performance in this session was the highest observed
in the dataset.
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4.4. Discussion
Measuring activity in visual cortex during a visual discrimination task revealed a
number of behaviour-dependent properties. First, we characterized the visually
evoked potentials for each cortical layer. We found evidence that sub-populations
in primary visual cortex have shorter activation latencies - activation time after
stimulus onset - when linked with trial outcomes that resulted in motor outputs.
On average, latencies were similar across stimuli, suggesting that response latency is
task related, rather than stimulus dependent or purely a constraint due to synaptic
connectivity.
Shorter response latencies may be a consequence of attentional demands or moti-
vation during a session (Berditchevskaia et al., 2016).
During this study, trials were discarded if the animal licked during the decision
period following stimulus onset. This procedure reduced the number of trials in
which the animal was operating in an over-motivated state. On the other hand,
it resulted in an over representation of trials with passive outcomes (i.e. correct
rejection and miss). To correct the over representation, we suggest a change in the
experimental paradigm for future experiments.
The power in the lower gamma band (35 Hz to 70 Hz) increased for hit and false
alarm trials. These results are consistent with stimulus driven responses in macaque
V1 (Xing et al., 2012). Unlike layer specific responses in monkey, where power is
higher in L4, we found no difference in the magnitude of the power in different layers.
The activation of different frequency bands was consistent across layers, with peaks
in the gamma and beta bands. The gamma band peak across all layers suggests
that stimulus driven activity is not confined to the granular layer.
Lower frequency bands were also consistently active across layers, with peaks in
the beta and theta bands. The presence of beta band oscillations may be explained
by feedback interactions which can potentially be linked to motor response. In
monkeys, beta band oscillations have been linked to sensory-motor function (Engel
and Fries, 2010), and to feedback influences in cortical visual areas (Bastos et al.,
2015). In the pre-frontal cortex, beta band activity is thought to subserve working
memory (Lundqvist et al., 2015).
Decoding stimulus information and behavioural outcome from V1
oscillatory activity
Specific visual stimulus information, such as grating motion direction, spatial fre-
quency or temporal frequency could not be identified from LFP power alone. This
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is not surprising due to the aggregated nature of the LFP. LFP power in V1 was
not informative in terms of behavioural outcome in a visually driven discrimination
task. This may be explained by the poor performance of the animals during the task
(Table 4.1). It is likely, given the consistent frequency response that any information
in V1 related to trial outcome is small.
However, we did find that LFP power in V1 is predictive of motor intent, to lick
or to withhold a lick. We also found that activity in a specific layer was a better
predictor of motor intent than the aggregated activity from all layers. Out of all the
combinations considered, the power in the granular layer was the most informative
about motor intent. These results are consistent with other studies in rats and mice
linking motor response to activity in primary visual cortex (Saleem et al., 2013;
Yang et al., 2013).
Feedback and feedforward interactions in V1 cortical circuitry
In the laminar structure of the neocortex, both feedforward and feedback signals
interact and enable information processing and transmission. We measured connec-
tivity across layers by measuring time delayed mutual information between the LFP
of different layers in V1. This way, we were able to investigate whether there was
functional synchronization linked to behavioural outcome over layers, and whether
cross-layer synchronization was influenced by bottom-up or top-down contributions
(Palus, 1997; Wilmer et al., 2012).
We found that LFP in the three layers had a higher synchronization at zero lag,
which may be a result of stimulus evoked activity. We also found two different
states in the cortical circuitry: one dominated by feedforward contributions, and a
second dominated by feedback contributions. These response modes appear to be
associated with the discrimination performance, through the parameter d′. Feedfor-
ward dominated activity was linked to poor discrimination in the visual task, while
feedback dominated activity was linked to better discrimination during a session.
Taken together, these results suggest that primary visual cortex contributes to
behaviour not just through perception, but also by signalling intent of motor action
execution. Additionally, they suggest that activity dominated by feedback signal
propagation modulates the ability of the mouse to perform during a visual discrim-
ination task.
5. An information theoretic
measure of cross-frequency
coupling
Local field potentials are a result of transmembrane currents, and reflect combined
contributions of sub-threshold processes within a volume of brain tissue (Kelly et al.,
2010; Nauhaus et al., 2009). The activity measured by local field potentials provides
a window into neuronal population dynamics. In Chapter 3, we used these principles
to investigate encoding strategies of neuronal populations in the LGN and V1 and
how they are modulated by global parameters such as brain state. We also began to
explore the combined responses of oscillation at two different frequencies and how
they may encode stimulus information. In this chapter, we continue exploring the
potential of cross-frequency talk as a functional mechanism for communication.
5.1. Introduction
Measures of nerve cell population activity and dynamics have been recorded for
decades in every area in the brain at different spatial scales. One of these measures
is the local field potential (LFP). LFPs have been used to study sub-threshold mech-
anisms involved in sensory processing, motor planning, attention, working memory,
and perception (Belitski et al., 2008; Einevoll et al., 2007; Katzner et al., 2009; Mon-
temurro et al., 2008; Nauhaus et al., 2009; Pesaran, 2009; Rasch et al., 2008). The
LFP is normally divided into frequency bands -groups of oscillations in a defined
frequency range that tend to occur together. The classical subdivision of the LFP
includes the following bands: delta (1 Hz to 4 Hz), theta (4 Hz to 8 Hz), alpha (8 Hz
to 12 Hz), beta (12 Hz to 30 Hz), and gamma (>30 Hz). An overwhelming amount of
evidence suggests synchronized activity in these bands is relevant for the function of
neuronal networks (Canolty and Knight, 2010; Young and Eggermont, 2009). The
power and the coherence of distinct oscillations can change over distant regions due
to task demands. Hence, single band oscillations are well understood. This is not
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the case for cross-frequency interactions.
The coupling and decoupling dynamics of brain networks may subserve different
communication strategies. Because each rhythm is associated with a different time
scale corresponding to a single cycle of the oscillation, and a different population size,
the interactions between rhythms provide a plausible mechanism of long-range syn-
chronization, memory, feature binding, and top-down control (Canolty and Knight,
2010).
The coexistence of various rhythms has been widely reported across structures
and species (Bastos et al., 2015; Canolty et al., 2007; Igarashi et al., 2013; Popov
et al., 2012). An example of the coexistence of two rhythms is theta and gamma
activity in the hippocampus. In the hippocampus, theta and gamma rhythms not
only occur together but also interact with each other (Bragin et al., 1995; Lisman,
2005; Lisman and Jensen, 2013). Bragin et al. (1995) observed that the phase
of the theta oscillation modulated the amplitude of the gamma oscillation, and
that the frequency of the two oscillations also co-varied over a significant frequency
range. These results suggest that the two oscillations are likely to be part of a single
process, rather than being generated by two independent processes. Interactions
between these two frequency bands have also been reported in the neocortex and
the hippocampus, both in humans and rodents during behaviour (Canolty et al.,
2007; Igarashi et al., 2013).
Phase amplitude cross-frequency coupling
Coupling between oscillations can take different forms: amplitude to amplitude,
phase to phase, phase to frequency, and phase to amplitude (Jensen and Colgin,
2007; Jirsa and Mu¨ller, 2013). Coupling between neuronal populations may oper-
ate under different modalities which could allow further pathways for information
(signals) to be transmitted.
Phase-amplitude cross-frequency coupling (PA-CFC) has received the most atten-
tion because it is believed to be the most physiologically plausible. In communica-
tion theory, phase-amplitude interactions are used in AM communications where a
slow-oscillating “information” signal is encoded in the amplitude of a fast-oscillating
carrier-signal. In brain networks, the fast oscillation is not merely a means for the
low-frequency information to be transmitted, but it may convey independent infor-
mation, as a result of the way in which each of these oscillations originates. Fast
oscillations, in the gamma band for example, result from activity of small local net-
works (Buzsa´ki et al., 2012), while slow oscillations result from activity of networks
acting over larger areas (Canolty and Knight, 2010). The hypothesis is that PA-
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CFC is the mechanism by which neuronal populations integrate information across
different temporal and spatial scales.
This is currently a lively field of study and further evidence in favour of the theory
is reported regularly. An effective method for measuring the nested interactions
involved is important, and a number of methods have been proposed to measure
PA-CFC. In this chapter we propose an alternative measure of PA-CFC, and use
theoretical models to test the accuracy against other methods. We also present the
practical considerations to avoid potential misclassification of PA-CFC.
5.2. Metrics
Several methods have been proposed for measuring phase-amplitude cross-frequency
coupling Bruns and Eckhorn (2004); Canolty et al. (2007); Cohen (2008); Lakatos
et al. (2012); Onslow et al. (2011); Osipova et al. (2008); Penny et al. (2008); Tort
et al. (2008, 2010).
In all cases the phase time series of the slow oscillation (SO) and the amplitude
envelope time series of the fast oscillation (FO) need to be extracted from the raw
signal, xraw. This is usually done by first filtering the signal in the specific frequency
range that is being considered for both oscillation (SO and FO), and then taking
the phase, φ, and the amplitude, A, from the analytical signal obtained from the
Hilbert transform. The resulting phase time series, φSO, and amplitude time series,
AFO, are then used to measure the modulation index.
Envelope to signal correlation (ESC) This value is a measure of the correlation
coefficient between the filtered SO signal and the amplitude envelope of the FO, AFO.
There are differences between the definitions proposed by Bruns and Eckhorn (2004),
and Penny et al. (2008). Here, the ESC was defined as the Pearson correlation
following Penny et al. (2008).
The mean vector length (MVL) This is measured by the average vector length
of a complex time series constructed with the instantaneous amplitude of the FO,
AFO, and the instantaneous phase of the SO, φSO. The absolute value of the av-
erage (over time) of the resulting time series is taken as the modulation index,
|〈AFO exp(iφSO)〉|. The modulation index is approximately zero if there is no phase-
amplitude coupling. For coupled signals, the amplitude changes as a function of the
phase and, if the amplitude change of the FO is consistent at a particular phase of
the SO, the resulting MVL modulation index is non-zero (Canolty et al., 2007).
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The phase locking value (PLV) To calculate the PLV, the phase of the FO
amplitude was calculated from its Hilbert transform to obtain φAFO (Tass et al.,
1998). The PLV is defined as:
PLV =
〈
ei(φSO−φAFO )
〉
(5.1)
where 〈·〉 is the average over the time series.
The height ratio (HR) To calculate the HR, the amplitude time series (AFO)
is averaged over binned values of the phase (φSO). From the resulting function
(Figure 5.5a), the maximum and the minimum height are measured (hmax and hmin,
respectively), and the modulation index is calculated as the ratio between hmax−hmin
hmax
(Lakatos et al., 2012).
Kullback-Leibler Modulation Index (KLMI) The modulation index (we will
call it KLMI) was proposed initially by Tort et al. in 2008, and reformulated in (Tort
et al., 2010). It is one of the most widely used methods due to its robustness. In
this method, the phase time series is discretized into N equal bins, and the average
amplitude over phase bins is used to produce a discrete amplitude-phase function.
This function is normalized by dividing the mean amplitude in each bin by the sum
over all bins (Equation 5.2).
Q(j) =
〈AFO〉φSO(j)∑N
k=1〈AFO〉φSO(k)
(5.2)
The resulting phase-amplitude function has the properties of a discrete distribu-
tion. If there is no phase-amplitude coupling then the amplitude of the FO does
not change with the phase of the SO and the resulting distribution is uniformly dis-
tributed. The modulation can be obtained from the distance between the observed
amplitude-phase distribution and a uniform distribution. The proposed measure
of the distance between two distributions is the Kullback-Leibler divergence. The
modulation index is defined by:
KLMI =
DKL(P,Q)
log(N)
(5.3)
where P ∼ U , Q is the observed distribution, and N is the number of bins. KLMI
takes values from 0 to 1, where zero implies no difference between the two dis-
tributions and hence no modulation, and values close to 1 imply phase-amplitude
modulation.
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The general linear model (GLM) The FO amplitude is modelled by a multiple
regression AFO = Xβ + e where β are the regression coefficients, e is additive
Gaussian noise, and X is a three column matrix of predictors (cos(φSO), sin(φSO),
and ones) (Penny et al., 2008). The modulation index is defined by the proportion
of variance explained by the model. An extended GLM that captures other forms
of coupling, such as the amplitude of the SO to the amplitude of the FO (van Wijk
et al., 2015).
Coherence value (CV), and power spectral density (PSD) CV is defined
by the coherence spectrum between the amplitude of the fast oscillation (AFO) and
the original signal (xraw) (Osipova et al., 2008). The PSD is the power spectral
density of the AFO (Cohen, 2008).
The metrics mentioned above have been reviewed by Onslow et al. (2011), Penny
et al. (2008), and Tort et al. (2010). None proposed thus far stands out as a preferred
method (Canolty and Knight, 2010). A shortcoming of a subset of the methods, in-
cluding CV, PLV, ESC, PSD, and GLM, is that they are only capable of determining
whether or not the phenomenon is present in the data, and cannot assess the inten-
sity of the coupling (Tort et al., 2010).
In their review, Penny et al. (2008) recommend the use of the GLM, but this
method is ruled out if the intensity of the coupling is a variable of interest. In 2011,
Onslow et al. reviewed three methods, ESC, MVL, and CV, and found that they
perform similarly, independent of the number of samples and noise in the data. MVL
has been shown to work well where the amplitude-phase distribution has a single
peak in the frequency domain, however, bimodal distributions produce inaccurate
MVL values (Tort et al., 2008), and potentially fail to classify real PA-CFC events.
In the following section, we propose an alternative method for detecting phase-
amplitude cross-frequency coupling.
5.2.1. Mutual information as a measure of cross-frequency
coupling
As we have seen, phase amplitude CFC requires at least a linear correlation between
the phase and the amplitude time series. This dependence can be measured using the
mutual information, I(φSO, AFO), since mutual information captures both linear and
non-linear interdependencies which might emerge due to complex dynamics between
the phase, φSO, and the amplitude, AFO.
Although the KLMI method appears to stand out against previously proposed
methods, we hypothesized that using mutual information could provide a better
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estimate of the phenomenon. Not only is it able to capture complex, non-linear
interaction, but it is also measured on an absolute scale. Measuring PA-CFC using
mutual information could provide a better metric to compare across studies.
5.3. Modelling phase amplitude cross-frequency
coupling
We used three different models to test our hypothesis, (i) a simple amplitude mod-
ulation model, (ii) a two-coupled oscillator model, and (iii) a biologically realistic
neural mass model. The first model is based on the principle of AM communication:
a simple model where we could control the intensity of the modulation. We used
this to test the basic principles of the metrics used to measure the intensity, and
existence, of the phenomenon. The second model is a simplification of a full brain
network model where the parameters selected followed no biological constraints. In
essence, this yielded a system of two non-linearly coupled oscillators Jirsa and Mu¨ller
(2013). The third model, a Jansen-Rit neural mass model of a cortical column, is
a biologically realistic model with parameters corresponding to observed biological
events (Jansen and Rit, 1995; Jansen et al., 1993).
5.3.1. Model (i): Amplitude modulation
Starting with a simple model allowed us to control the modulation parameter, thus
providing a solid understanding of the cross-frequency coupling phenomenon.
The linear coupling we considered was amplitude modulation, as defined in signal
processing:
xSO(t) = ASO cos(2pifSOt+ φSO)
xFO(t) = (C +MxSO)AFO sin(2pifFOt+ φFO)
(5.4)
where XSO is the slow oscillation time series and XFO is the fast oscillation, or
the phase-amplitude modulated signal. For each signal, AFO,SO, fFO,SO and φFO,SO
are the amplitude, frequency, and phase of each of the signals, respectively, and M
is the intensity of the modulation.
5.3.2. Model (ii): Coupled oscillators
Two non-linearly coupled oscillators with state variables X1(t) and X2(t) decom-
posed into their corresponding amplitude r1(t) and r2(t), and phases φ1(t) and
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φ2(t). The following equations are the Taylor decomposition of the amplitudes and
the Fourier decomposition of the phases for the two systems, so that the amplitude
modulations in the higher frequency depend on the phase of the smaller frequency
(Jirsa and Mu¨ller, 2013).
r˙1(t) = r1(t)− r31(t)−M sin(φ2(t))r1(t)
r˙2(t) = r2(t)− r32(t)
φ˙1,2(t) = φ1,2
(5.5)
where r and φ correspond to the amplitude and frequency of each oscillator.
5.3.3. Model (iii): Jansen-Rit neural mass model
The third model implemented was a Jansen-Rit neural mass model. This model is
based on two interconnected cortical columns Figure 5.1. Each column is modelled
by “a population of ‘feedforward’ pyramidal cells, receiving inhibitory and excitatory
feedback from local interneurons” within the same column, and excitatory external
inputs (Jansen and Rit, 1995). The external inputs are modelled by a random white
noise, p(t).
Figure 5.1.: Jansen-Rit two cortical column model. Adapted from Jansen and Rit (1995)
The two columns are interconnected through an intermediate neuronal population
modelled by hd(t).
hd(t) =
Aadte−adt if t ≥ 00 if t < 0 (5.6)
where ad is the decay time, and A the amplitude of the post-synaptic excitatory
potentials.
The population within each column is modelled by a two block cascade. Block one
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performs a linear transformation of the average pulse (or action potential) density
into an average post synaptic membrane potential. The impulse response functions
of the excitatory and inhibitory populations are defined in Equation 5.7 and 5.8
respectively.
he(t) =
Aate−at if t ≥ 00 if t < 0 (5.7)
hi(t) =
Bbte−bt if t ≥ 00 if t < 0 (5.8)
A and B define the amplitude of the excitatory and inhibitory post-synaptic
potentials, and a and b define the time decay resulting from the excitatory and
inhibitory post-synaptic potentials. The second block transforms the post synap-
tic membrane potential into an average pulse density as described by the sigmoid
Sigm(v) = 2e0
1+er(v0−v) where e0 is the maximum firing rate of the population, v0 is the
post-synaptic potential for which a 50% firing rate is achieved and r is the steepness
of the sigmoidal transformation. The interactions between the populations within
the column are defined by the feedback connectivity parameters C1, C2 and C3, C4
for the excitatory-excitatory and the excitatory-inhibitory populations, respectively.
5.4. Results
5.4.1. Mutual information estimator
Firstly, we tested the convergence of the estimator used to calculate the mutual
information. We used an implementation of the Kraskov estimator (Kraskov et al.,
2004). We used 100 iterations of surrogate data for which the theoretical mutual
information was known. For correlated Gaussian-distributed random variables, the
mutual information is given by Equation 5.9 (Cover and Thomas, 2006).
Ith(X, Y ) = −1
2
log 1− ρ2 (5.9)
where X and Y have a N (µ, σ) distribution and are correlated, with correlation
ρ.
Figure 5.2 shows the mutual information estimate as a function of samples for
two correlated Gaussian random variables X and Y , with µ = 0 and µ = 0.3,
respectively, and with various degrees of correlation.
We calculated the maximum error of the estimator to be 11% for short time
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Figure 5.2.: Performance of the Kraskov estimator for mutual information I(X,Y ). Where X and
Y are correlated Gaussian variables. The theoretical mutual information Ith(X,Y ) is shown in red
dashed lines. The shaded area indicates the standard error of the mean.
series of 200 samples. The error is reduced as the correlation increases between the
variables. The maximum error with a length of 10000 samples is less than 1%.
5.4.2. Measuring PA-CFC
We compared the mutual information modulation index against two other methods
that have been shown to detect both the presence and intensity of phase amplitude
cross-frequency coupling: the Kullback-Leibler modulation index (KLMI) and the
height ratio (HR). We conducted several tests to compare the performance of the
three methods.
Classifier performance Misidentification of PA-CFC may occur due to system-
atic errors in the analysis or spurious coupling in the data. We tested the accuracy
of classification for 2000 repetitions of the experiment and considered varying levels
of signal to noise. We classified the performance of each of the measures using type
I error and type II error. The type I error is the ratio of trials wrongly identified
as containing no PA-CFC, when the two oscillations are actually coupled. On the
other hand, type II error is the ratio of falsely detected PA-CFC events or trials
when the oscillations are not coupled.
Intensity of modulation To test the intensity of the modulation, we varied the
parameter M in model (i) from 0 to 1, in increments of 0.1. In the model, the LFP
is modelled by a linear combination of xSO(t), xFO(t), an additional non-modulated
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oscillation xconf (t), and white noise. The engineered PA-CFC was set between 5.5 Hz
and 40 Hz. The frequency for the non-modulated oscillation xconf (t) was set at 80 Hz.
Noise level Local field potentials show a variable signal-to-noise ratio. We mod-
elled different levels of signal-to-noise ratio by changing the variance of the noise
added to the simulated LFP from 0 to 2.
Data length The length of the available signal is a constraint when working with
real data. Additionally, at least one cycle of the low-frequency oscillation is needed
to provide an estimate.
Phase difference PA-CFC has been shown across cortical areas (Saalmann et al.,
2012; Scheffzuk et al., 2011; Voytek et al., 2010). Long range connections between
distant areas imply transmission delays and potential directed connectivity (Maris
et al., 2013; Wilmer et al., 2012). Certain measures of CFC are more susceptible to
PA-CFC misidentification due to phase delays. The ESC measure is one such case,
since it has two null positions at ±pi
2
(Canolty and Knight, 2010). The correlation
between the filtered SO and the amplitude envelope of the FO is zero at these two
phase delays (see Figure 5.3).
-pi 0 pi
phase
-1
0
1
E
S
C
No PA-CFC
Figure 5.3.: Effect of phase delay on ESC measure. The mean and standard error of the mean for
the ESC PA-CFC estimate are shown in solid black and grey shaded area respectively. The inset
shows the zoomed version of the zero-crossing at φ = pi2 . The black dashed line represents the zero
level equivalent to no coupling detected.
Model (i) simulation
We used model (i) to test the robustness of the measures. The signals xSO(t), xFO(t),
and the modelled LFP from model (i) are shown in Figure 5.4a as traces A, B and
C respectively. In the simulation, the frequency of the phase oscillation was 5.5 Hz
and the frequency of the amplitude oscillation was 40 Hz. Figure 5.4b shows the
corresponding normalized power spectral density. With the PSD, we can observe a
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characteristic feature of phase amplitude CFC, the two side lobes around the 40 Hz
peak. The side lobes are introduced by the phase amplitude modulation and occur
at ± the frequency of the phase signal. In this example the side lobes are located at
40 Hz ± 5.5 Hz. It is important to not discard the side lobes in the filtering stages
(Aru et al., 2015). Filtering these components from the amplitude signal with an
excessively narrow band filter tampers with the effect that we are trying to capture,
and renders any subsequent measure inadequate.
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Figure 5.4.: Simulated PA-CFC data. (a) Sample of the time series for xSO(t), xFO(t), and LFP,
A, B, and C respectively. (b) Power spectral density of the time series in (a).
To extract the phase and amplitude time series, we followed the standard algo-
rithm used in previous studies (section 5.2). First, the simulated LFP signal was
filtered using a 6th order Kaiser filter. The filter was selected to produce a small
ripple, less than 1%, in the pass-band and avoid any artificially induced oscilla-
tions that may result in CFC misidentification. For the slow oscillation we used a
4 Hz bandwidth filter centred at 5.5 Hz, and for the fast oscillation we used a 28 Hz
bandwidth filter centred at 40 Hz. The filtered signals were Hilbert-transformed to
extract the phase and amplitude time series.
Classifier performance
The performance of the classifiers was based on only two possible outcomes: PA-CFC
or no PA-CFC. Positive PA-CFC was defined as values higher than the statistical
threshold at p<0.01. All values below the threshold ware classified as no PA-CFC.
The threshold was calculated using a surrogate set of 200 values calculated from
shuﬄing the amplitude and the phase of 200 trials and calculating the corresponding
PA-CFC measure. For this analysis we implemented and tested six methods - the
KLMI, HR, Mutual Information, MVL, PLV, and ESC.
The performance of the classifiers is presented in Table 5.1. All methods were
able to identify PA-CFC regardless of the noise level (not disaggregated). However,
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Table 5.1.: Classification performance.
Measure Type I Type II
max error max error
KLMI 0% 4.0%
HR 0% 3.9%
MI 0% 4.3%
MVL 0% 4.3%
PVL 0% 4.1%
ESC 0% 4.1%
all methods have a type II error of approximately 4 %. One explanation for this is
that the distributions from uncorrelated phase and amplitude oscillations result in
low threshold values, which are sensitive to outliers and type II misclassification.
The type II error reported here is slightly lower than the error reported by Onslow
et al. (2011) of 5%. In that study they found no statistical difference between the
methods tested (i.e. ESC, MVL, and GLM). We found no statistical difference
between the methods tested by Onslow et al. (2011), or between those and the
methods we emphasize in this study (i.e. KLMI, HR, and MI). Phase-amplitude
mutual information compares well with other methods in terms of classification,
although it has the highest type II error at 4.3%.
Intensity of modulation and signal to noise ratio
We also tested the capacity of each index to measure the intensity of the modulation.
Figure 5.5a shows the distribution of the average amplitude over each phase bin for
three different levels of modulation: no modulation (M = 0), 50% modulation
(M = 0.5), and full modulation (M = 1). In the absence of noise the peak, in this
case at zero phase, increases with the modulation, M . At M = 0 the distribution of
the mean amplitude is uniform this is measured by all methods as zero modulation
or independence of the two signals.
Figure 5.5 shows how the MI, KLMI, and HR measures behave when the true
modulation intensity changes in the model. The different shades of gray indicate
the variance of the noise used in each simulation. KLMI and mutual information do
not scale linearly with the level of modulation as they are a logarithmic by definition.
The HR measure more closely scales with the actual modulation index, except for
signals with low modulation (M < 0.2).
The signal to noise ratio affects all measures, which is expected. However, small
increases in noise result in a considerable decrease in the reported modulation mea-
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Figure 5.5.: Modulation index behaviour as a function of real modulation intensity and SNR. (a)
Normalized mean amplitude over phase bins for three different cases. (b) Mutual information, (c)
Kullback-Leibler modulation index, KLMI, and (d) Height ratio, HR. Varying levels of noise are
shown in grey.
sured with mutual information (MI). The comparison of phase-amplitude coupling
intensity is challenging even when the noise is well characterized. If the noise level is
constant then statistical analysis should allow the discrimination between PA-CFC
and no modulation. It is necessary to include a statistical threshold as opposed to
absolute threshold.
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Convergence of the PA-CFC estimators
Figure 5.6 shows the behaviour of the estimators with varying sample size. The MI
estimator tends toward a steady value for large sample sizes. For shorter sample
lengths the difference in intensity compared to the steady state value (taken at 10000
samples) is considerably large, over estimating the intensity of the modulation. HR
and KLMI, on the other hand, do not converge to a steady state value in the range
tested.
The behaviour of the other two methods KLMI and HR was more complex. KLMI
diverges initially to then converge towards the larger sample sizes. The small error
over realizations, measured as the standard error of the mean and shown in gray in
Figure 5.6b indicate has a systematic bias between 200 samples and 6000 samples.
The HR estimate, on the other hand, appears to initially converge, but then diverges
with sample sizes larger than 2000.
We did not test longer data lengths as it is unlikely that any functional coupling
of neuronal populations would be sustained for extended periods of time. The choice
of shortest sample tested was based on the typical sampling frequency LFP signals
are recorded at, 1000 Hz. At that sampling rate coupling could be tested a 200 ms
window.
If the differences in intensity introduced by the size of the sample are in fact
systematic, a requirement of any PA-CFC analysis using these metrics is constant
sample size. In other words, a constant epoch length.
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Figure 5.6.: Dependence on data length. Mean is shown in black and standard error of the mean
is shown in gray.
Phase behaviour
So far all of the simulations have assumed zero phase delay between the modulat-
ing signal and the amplitude-modulated signal. However, synchronization across
structures and long range communication inevitably results in transmission delays.
5.4. Results 87
-pi 0 pi
phase
0.335
0.34
0.345
0.35
0.355
0.36
B
it
s
(a)
-pi 0 pi
phase
0.0185
0.019
0.0195
0.02
K
L
M
I
(b)
-pi 0 pi
phase
0.555
0.56
0.565
0.57
0.575
0.58
H
R
(c)
Figure 5.7.: Phase response. The red line show the average measure at zero phase difference.
This scenario was modelled by introducing a phase delay between the two signals in
model (i).
The effect of phase delay in the estimates of PA-CFC are relatively small (Figure
5.7). The largest error was reported from the three measures was 1.8% for MI,
while HR had the lowest error at 1.2%. The error of the KLMI estimator was 1.7%,
similar to MI. These errors are unlikely to have any effect on the performance of the
classifiers.
5.4.3. Scanning for unknown PA-CFC
When the interacting frequencies are known, the analysis is reduced to selecting
the appropriate band-pass filters in order to extract the phase and the amplitude
signals. This is rarely the case when analysing real data. As presented before, a
good indication of the presence of phase amplitude cross-frequency coupling is the
modulation peaks around the fast oscillation frequency, accompanied by a peak at
the slow frequency.
We searched for modulation peaks in the two data sets we worked with, and found
no clear indication of this effect. For this reason, we implemented two alternative,
biologically realistic neural mass models. We used these data to further test the
KLMI, HR, and MI methods.
In order to assess phase amplitude cross-frequency coupling in real data, both
the slow frequency oscillations and the high frequency oscillations are scanned. The
bands scanned vary across studies. Onslow et al. (2011) scan both low and fast
bands with the same filtering strategy which uses a small 4 Hz bandwidth, which is
not ideal. On the other hand, Tort et al. (2010) use a more effective approach by
scanning low frequencies with a 4 Hz bandwidth and high frequencies with a 10 Hz
bandwidth. In this study, we used a similar approach to Tort et al. (2010), scanning
from 3 Hz to 14 Hz for slow oscillation and from 30 Hz to 120 Hz for fast oscillations.
A common method used to visualize the results is comodulogram plot in which all
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the resulting combinations of these frequencies are presented as an intensity value.
An example of such a plot is presented in Figure 5.9.
Table 5.2.: Filtering parameters for CFC analysis.
Study and Frequency range Step Increment Bandwidth
Oscillation type (Hz) (Hz) (Hz)
Current study
slow 3-14 0.5 4
fast 30-120 2 24
Onslow et al. (2011)
slow 1-101 5
fast 1-101 5
Tort et al. (2010)
slow 1-20 2 4
fast 25-100 5 10
Model (ii) simulation
We used model (ii) to produce an LFP signal in which the phase amplitude cross-
frequency coupling is produced by the interaction of two coupled oscillators. The
resulting LFP-like time series is shown in Figure 5.8. The power spectral density of
the signal shows power peaks at 8 Hz, 56 Hz, 65 Hz, and 73 Hz. With the modulation
peaks of relatively lower power at 56 Hz, and 73 Hz. We used this signal to further
test the performance of the KLMI, MI, and HR methods.
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Figure 5.8.: Model (ii). Right, simulated LFP. Left, power spectral density, mean in solid black
and standard error of the mean in shaded gray.
Figure 5.9 shows the performance of the three methods. All non-zero values are
statistically significant as all values are above the threshold (p<0.01). On first
inspection, we observed that at lower noise levels, all methods identified PA-CFC.
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Figure 5.9.: PA-CFC for two coupled oscillators model (model ii). Comodulograms for the three
measures: KLMI (top), MI (middle), and HR (bottom). The vertical axis indicates frequencies
scanned for amplitude (Fast oscillations, FO), and the horizontal axis indicates frequencies scanned
for phase (Slow oscillations, SO). All non-zero values are statistically significant (p<1%).
There is a degree of uncertainty in the identification of the specific frequencies
interacting, due to the bandwidth used in the filtering process.
We also found that with the HR method there were more type I errors over the
whole spectrum of combinations considered. Frequency combinations misidentified
as real PA-CFC are predominantly near the lower bound of the fast oscillations
considered in this study. Regardless of the misclassification issues, the coupled
frequencies are identified regardless of the noise level in the signal (Figure 5.9 bottom
row).
Mutual information identified the correct PA-CFC pair for low levels of noise. As
the signal to noise ratio decreased this measure failed to classify the correct PA-CFC,
but did flag up other frequency pairs instead.
In this test on model data, the KLMI out performed the other two measures.
KLMI correctly identified PA-CFC under all levels of noise tested. Furthermore,
this measure resulted in the least number of misclassified events.
Model (iii) simulation
In model (iii), the LFP signal with phase amplitude cross-frequency coupling is
produced by the interaction of two coupled oscillators. The resulting time series
is shown in Figure 5.10. The power spectral density of the signal shows several
peaks, with none as prominent as in the previous two cases. Nevertheless, we ran
the algorithm with this signal and tested the performance of the KLMI, MI, and
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HR methods in an uncertain situation.
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Figure 5.10.: Model (iii). Left, simulated LFP. Right, power spectral density.
Unlike the results in the previous section, the comodulograms show no clear ev-
idence of PA-CFC. Figure 5.11 shows that all methods reported sparse coupling.
The lack of structure is evidence that these are cases of misclassification (type II
error).
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Figure 5.11.: Model (iii). Scanning through the signal for PA-CFC.
5.4.4. Discussion
Neuronal processing at a population level involves simultaneous oscillations in var-
ious frequency bands. Studies have suggested an oscillatory hierarchy with faster
oscillations being locked to preferred phases of underlying slower waves (Buzsa´ki,
2006; Canolty et al., 2007; Tort et al., 2008). Phase amplitude cross-frequency cou-
pling has been proposed as one of the mechanisms underlying communication in this
oscillatory hierarchy.
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We proposed a new measure of phase-amplitude cross-frequency coupling by using
a the mutual information between the phase of a slow oscillation and the amplitude
envelope of the fast oscillation. We also assessed its performance against other
available methods, specifically KLMI which is based on the kullback-Leibler diver-
gence, and HR height ratio. These three methods are, in theory, able estimate the
magnitude of the coupling as well as the existence of the phenomenon.
We showed that mutual information is able to detect PA-CFC with classification
errors comparable to those reported by other measures, around 4%. The main source
of misclassification was false positives or type II errors. The statistical threshold
used for classification assumed an underlying normal distribution of the surrogate
data. Where this assumption did not hold, the threshold may have been lower than
intended, resulting in misclassification.
The robustness to sample size and noise level was also quantified for the three
measures. Both of these parameters proved to considerably affect the measures.
Mutual information was particularly sensitive to noise, while KLMI was particularly
sensitive to sample size. We initially concluded that height ratio (HR) could be the
better measure of the three, based on these preliminary results.
When tested on data from more physiologically realistic models of population
activity, we found that the KLMI outperformed the other two measures. PA-CFC
was correctly identified with KLMI for all noise levels tested with almost no false
positives. Mutual information, as we showed, is highly affected by noise and as the
signal to noise ratio in the data decreased, MI failed to detect PA-CFC. In some
cases with high noise levels, MI reported only false positive results. HR, although
robust to noise, also reported a considerable number of false positives. Alternative
ways to generate LFP-like activity from this model should be considered in future
analysis. This would allow a better understanding of the phenomenon as the LFP
does not originate as a single point activity but is a function of distance and electric
fields.
When tested on data from model (iii), none of the measures identified PA-CFC.
In this case, the PSD of the data did not show any of the characteristic peaks of
PA-CFC, as there were many other frequencies at similar power levels. Although
the parameters on model (iii) are derived from observations of neuronal tissue, the
LFP estimate derived from is less informative about the phenomenon we were trying
to investigate.
The three methods performed well when a phase delay was introduced in the
simulations. Low errors and no zero crossings in the responses make them suit-
able for assessing long range synchronization. Phase, or lag, can also be considered
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to indicate directionality (as shown in Section 4.3.3) and although all three mea-
sures showed small deviations from the zero-phase value, these were not statistically
significant and no direction information could be derived from them.
The number of cycles of the slow oscillations in the sample is a fundamental
consideration in the selection of analysis parameters. Low frequencies with larger
periods require longer observation windows. These longer window sizes, however,
lead to lower temporal precision, while coupling of any type is a transient event
and its precise timing might play an important role in the communication scheme.
An important question, therefore, is to ask what the temporal resolution is of the
experimental cross-frequency coupling events. The assumption for quantifying cross-
frequency interactions is that the coupling remains constant for at least one cycle
of the modulating frequency, otherwise it cannot be quantified by the methods
available. Epoch length tested in other studies has typically been higher than 2 s
(Onslow et al., 2011; Penny et al., 2008). Although data length depends solely on
experimental constraints, it is an important consideration in experimental design
when PA-CFC is to be investigated.
The PSD is important for the interpretation of data containing CFC. Clear peaks
at the frequency of the slow oscillation are necessary to provide any meaningful
interpretation of the results (Aru et al., 2015). Additional caveats for measuring
PA-CFC have been highlighted by Aru et al. (2015), and Hyafil (2015). There is
a possibility of misidentifying PA-CFC for other forms of coupling, such as phase
to frequency or amplitude to amplitude. This possibility may be accounted for by
filter selection, meaning that the parameters used for analysis need to be considered
thoroughly to avoid confounds. Non-stationary signals and transient activation of
coupling mechanisms are characteristics that cannot be disaggregated through this
analysis. A time-frequency decomposition is required to assess the time scale of
coupling.
The alternative method we proposed to measure PA-CFC, mutual information,
performed at the same level as other measures considered, but was highly sensitive to
noise and was not found to outperform other methods. In this study, we concluded
that KLMI had the best performance overall.
6. Summary and future directions
This thesis presents the study of visual responses in two brain areas in the mouse
early visual pathway. We used a variety of analysis techniques to investigate func-
tional response properties in the visual thalamus (LGN) and primary visual cortex
(V1). Responses were studied at spatial scales ranging from single cell responses (≈
1µm) to local populations (≈ 100µm), and across local populations (≈ 500µm).
Chapter 2
In this chapter we characterized visual response properties of the mouse lateral
geniculate nucleus under anaesthesia. In recent years, the classical theory explaining
the origin of orientation selectivity in primary visual cortex, proposed by Hubel and
Wiesel (1968), has been challenged by several reports of orientation selective cells in
visual thalamus (Marshel et al., 2012; Piscopo et al., 2013; Zhao et al., 2013). While
previous studies reported on only a subset of cells in LGN, we report findings for
all well-isolated, visually responsive cells. As a result, in Chapter 2 we provided a
comprehensive characterization of single cell response properties in the mouse LGN.
The incidence of direction and orientation selective cells in our data was not high,
which favours the classical theory whereby direction selectivity is recalculated in
primary visual cortex. Functional characteristics that are typical of other mammals
were also found in small numbers in this study. Interestingly, we found a functional
grouping that may provide alternate information pathways in the mouse visual sys-
tem. Our results contribute a large scale characterization of functional responses of
cells in the LGN that will serve as a base for computational modelling of sub-cortical
visual processing.
As we show in Chapter 3, anaesthesia modulates population responses in the
LGN. It would be interesting to investigate the role of the LGN in active visual
processing, as opposed to ‘passive’ (i.e. under anaesthesia). Locomotion has been
shown to affect functional responses in primary visual cortex (Ayaz et al., 2013; Niell
and Stryker, 2010; Saleem et al., 2013), and it may also play a role in modulating
responses in LGN.
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Chapter 3
In Chapter 3 we considered the effects of anaesthesia on sub-cortical and cortical
populations. In particular, we studied simultaneous information processing strate-
gies in LGN and V1. We observed stark differences in the way each population
conveys information about the same stimulus. We found that stimulus representa-
tions in the mouse primary visual cortex differ from those in the monkey primary
visual cortex (Belitski et al., 2008). In the monkey, two distinct frequency bands
are used simultaneously to convey information about the stimulus. In the mouse,
stimulus information appears to be encoded in a single band, the gamma band.
We also showed that anaesthetic level had a considerable effect on information
encoding strategies. Under deeper levels of isoflurane anaesthesia, the informa-
tion spectrum broadened recruiting, more frequency channels to convey information
about the stimulus. We suspect that higher levels of anaesthesia result in damp-
ened inhibitory feedback signals, which normally constrain the activity in both areas
(Andolina et al., 2007, 2013). It is unclear how these strategies would change when
the animal is awake.
In addition to the information spectrum, we were able to decode LFP activity to
estimate the level of anaesthesia used in the preparation. We identified the relevant
features of the LFP that encode anaesthesia level, and were able to estimate it with
a relatively simple classifier. Surprisingly, we found that activity in LGN was more
informative as a predictor of the level of anaesthesia applied during the preparation.
This appears to support the hypothesis that the thalamus may be responsible for
coordinating or relaying state signals to cortex (Lee and Dan, 2012).
These results provide initial insight which enable us to implement an improved
experimental paradigm, through which we could assess the information encoding
strategies under anaesthesia and in an awake preparation. This would allow us to
validate the light anaesthesia level we used here, as a potential model for wakeful
states. We would also need to increase the sample size (currently n = 4), and probe
the effects of feedback in the two visual areas. This could be aided by the use
of optogenetic techniques to explore the effects of top-down feedback by inhibiting
higher cortical areas, as well as the effect of V1 feedback on LGN activity.
Chapter 4
In this chapter we explored cortical circuits in the context of behaviour. In general,
our results suggest that primary visual cortex in the mouse contributes to behaviour
not just through perception, but also by signalling intent of motor execution Nam-
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boodiri et al. (2015); Saleem et al. (2013). A similar effect has been shown in the
medio-temporal area of the monkey visual system (Liu and Newsome, 2006). Our
results additionally suggest that activity dominated by feedback signal propagation
is linked to increased performance during a visual discrimination task, however these
results are preliminary and require validation.
The results presented in this chapter are all from highly trained animals. By
establishing a baseline in naive animals we could investigate the effect of learning
on cortical circuits. Future work could include optogenetic manipulation to investi-
gate the mechanisms that underlie motor performance and motor intention during
visually guided behaviour.
When revisiting the experimental paradigm, we will need to redefine the definition
of the buffer period - the time between stimulus onset and decision making. Perhaps
by including a cue at the end of this period, non-visual preferably, to indicate to
the animal when it should execute a motor response. As it is define currently, it
introduces a confound that cannot be accounted for.
Chapter 5
In Chapter 5 we discussed different methods used to measure phase-amplitude cross-
frequency coupling as a biological mechanism for long and short range communica-
tion. We also proposed a novel method for measuring the phenomenon in real data
by using the Mutual Information between the instantaneous phase of a slow oscilla-
tion and the instantaneous amplitude of a fast oscillation. The Mutual Information
measure performed at the same level as other widely used methods in terms of de-
tecting the phenomenon. It displayed a robust response to changes in sample size
and phase relations. Additionally, mutual information is measured on an absolute
scale that would allow simple comparisons. However, there was one aspect which
compared unfavourably with other methods: mutual information as a measure of
cross-frequency coupling is highly susceptible to noise. When tested with surro-
gate data from two different models, it was clear that low level noise considerably
increased the occurrence of type I errors (false negatives) with this method. Over-
all, the highest performing method was one based on the Kullback-Liebler distance
(KLMI).
One of the main restrictions of all the methods tested for measuring phase-
amplitude cross-frequency coupling, including KLMI, is the assumption of stationar-
ity. If coupling is not sustained for a certain length of time it is practically impossible
to measure with the methods available.
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Concluding remarks
Anatomical differences between the mouse and the monkey visual systems necessar-
ily result in functional differences between the underlying components. It is impor-
tant, if we are to use the mouse as a model for investigating features of more complex
visual systems, that we are aware of these functional differences. Our results provide
an insight into the mouse visual system at different scales. In some cases they con-
firm and build upon results presented by earlier studies. This is the case for Chapter
2 and Chapter 4. In Chapter 3 we showed clear differences in information encoding
strategies between the mouse and the monkey primary visual cortex. The results
presented in this thesis show functional properties of single neurons, populations,
information encoding, and effects of state in the mouse early visual pathway, which
further our understanding of the mouse as a model for mammalian vision.
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A. Latency estimate
An important and necessary parameter in assessing sensory response properties is
response latency. Stimulus evoked neuronal activation is trivial to measure when
individual neurons are being recorded using the patch clamp method, for example.
In our case, measuring latency was more challenging. After recovering spike trains
from well isolated single units, it was difficult to time a neuron’s response latency
in an accurate way. We hypothesized that, for excitatory cells, the variance of the
spike train would be maximal in a window of the same duration as the stimulus,
shifted by a delay τ .
More specifically, the increase in spiking activity resulting from the onset of the
stimulus would increase the variance of the spike train, since it introduces more
spikes per unit of time. After the stimulus ceased, the spiking activity should return
to its baseline.
The assumptions for the spike generation process are: 1) the process can be
sampled at regular intervals, 2) the process is driven by an external stimulus, 3)
there is a delay in the response to stimulus onset.
Proof. Let X = (x0, x1, x2, . . . , xm) be the spike train sampled at regular intervals
0, 1, 2, . . . ,m, where m is the maximum number of observations. Let X change
between the spontaneous and stimulus driven regimes. Let N be the duration of a
moving window.
There are then four possible scenarios:
i. x0 = 0 and xN+1 = 1
ii. x0 = 1 and xN+1 = 1
iii. x0 = 0 and xN+1 = 0
iv. x0 = 1 and xN+1 = 0
X¯0 and σ
2
0 are the mean and variance of the spike train in a window of length N
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starting at time 0:
X¯0 =
N∑
i=0
xi
N
σ20 =
N∑
i=0
(xi − X¯0)2
N
when the window is moved by one sample. The mean of the new spike train, X¯1,
is then:
X¯1 =
N+1∑
i=1
xi
N
=
N+1∑
i=0
xi
N
+
x0
N
− x0
N
=
N∑
i=0
xi
N
+
xN+1
N
− x0
N
Assuming scenario (i), the mean is:
X¯1 = X¯0 +
1
N
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and the variance is:
σ21 =
N+1∑
i=1
(xi − X¯1)2
N
=
N∑
i=1
(xi − X¯1)2
N
− X¯1
2
N
+
(xN+1 − X¯1)2
N
=
N∑
i=1
((xi − X¯0)− 1N )2
N
− X¯1
2
N
+
(xN+1 − X¯1)2
N
=
N∑
i=1
(xi − X¯0)− 2N (xi − X¯0)− 1N2
N
− X¯1
2
N
+
(xN+1 − X¯1)2
N
= σ20 +
1
N2
−
N∑
i=1
2
N2
(xi − X¯0)− X¯1
2
N
+
(xN+1 − X¯1)2
N
= σ20 +
1
N2
−
N∑
i=1
2
N2
(xi − X¯0)− X¯1
2
N
+
xN+1
N
− 2xN+1X¯1
N
+
X¯1
2
N
= σ20 +
1
N2
−
N∑
i=1
2
N2
(xi − X¯0) + 1
N
− 2X¯1
N
= σ20 +
1
N2
+
1
N
− 2X¯1
N
The variance therefore increases if X¯1 <
1
2N
+ 1
2
, in other words, if the output of
the process is sparse. From this result, the outcome for cases (ii) and (iii) are clear;
the variance remains constant. For case (iv) the variance decreases.
Algorithm and simulation
In the stimulation protocol visual stimuli were interleaved with periods of no stimu-
lation. The stimulus was a drifting sinusoidal grating with varying spatial, temporal,
and orientation parameters. During the no stimulation period a full-screen gray im-
age was presented. This period allowed neurons to return to baseline spontaneous
activity.
We simulated the neuron’s response to stimulation protocol using a non-homogeneous
Linear-Nonlinear-Poisson model. A fixed response latency of 200 ms was included in
the model. The resulting spike trains are presented in FigureA.1a. In the simulation
the duration of the stimulus was 1 s, and was followed by 1 s of spontaneous activity.
Two scenarios were explored with the simulation to estimate the latency of a
neuron from its spike train. In scenario A, the average over trials was calculated
first, and from this averaged spike train the variance function was calculated. In
scenario B, the variance was calculated from each trial, then averaged. In both cases
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Figure A.1.: Latency estimate simulation. (a) Shows 30 trials of the LNP neuron simulation. Solid
black lines at the top indicate the times when the stimulus was on. (b) Traces of the variance
estimated in the different scenarios. stim. 1-3 show the variance for three different presentations
of the stimulus. A and B show the variance calculated for each scenario. The dotted black line
corresponds to the true latency. (c) Variance functions and the corresponding fits for the two
scenarios. Filled triangles indicate the locations of the maximum of the variance function. Hollow
triangles indicate the locations of the maximum of the fitted function.
113
the variance function was fitted to the following quadratic function:
V (τ) = a(τ − τ0)2 + b (A.1)
where V is the variance, τ is the window lag, τ0 is the time for which the signal
variance is maximum, a is the growth pace of the function, and b is the baseline
variance. The latency was obtained as the time to the maximum variance of the
fitted function or τ0.
The result of both scenarios is presented in FigureA.1b, and A.1c. In scenario
A, the magnitude of the variance is lower. This is because averaging results in a
less sparse spike train. Interestingly, we found that fitting the data to a quadratic
function consistently produced a low estimate of the latency. For scenario A in
the example, the latency estimated from the raw variance was 201 ms, while the
estimated latency from the the fit was 89 ms. In scenario B, the results were similar
200 ms and 107 ms.
B. Supplemental figures for
chapter 2
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Figure B.1.: Distribution of preferred spatial frequency including units with very low estimated
preferences. Preferred spatial frequencies below the minimum tested could not be confidently
characterized due to lack of data. The fits tend to underestimate the amplitude of the center
Gaussian in the DoG model (equation 2.1). Very low spatial frequency preferences were therefore
removed from the distribution.
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Figure B.2.: Spatial frequency tuning properties of mouse LGN cells. A) Examples of spatial
frequency tuning of three single cells. Open circles indicate mean firing rates and error bars
indicate SEM across six repeated presentations of the drifting gratings. Black curves show the
best fits of these raw data to a DoG function. The grey area indicates the SEM of spontaneous
activity, with thinner lines indicating mean values. Note: logarithmic scale of x-axis. Top left, a
typical cell showing a low-pass tuning response. Middle panel: a band-pass cell. Bottom left, a
bandpass cell preferring higher spatial frequencies. B) Distribution of preferred spatial frequency
for bandpass cells (45 cells of 92). Median (arrow) = 0.035 c/deg. C) Distribution of cut-off spatial
frequency for bandpass cells. Median (arrow) = 0.16 c/deg.
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indicate mean firing rates, and error bars the SEM across four drifting grating repeats (see Table
1). The black curve shows the best fit of a two-half-Gaussian function. The grey area indicates
the SEM of spontaneous activity, with the thinner dark line indicating the mean value. Panels
B-E present additional parameters measured from the band-pass subtype that represent 84.5%
(49/58) of neurons in the data set. In all cases, the arrows show the median of the distribution. B)
Distribution of high50 cut-off, with median 6.0 (5.3, 7.0) Hz. C) Distribution of low50 cut-off, with
median 1.40 (1.07, 1.60) Hz. D) Distribution of tuning bandwidth, calculated as the difference
between high50 and low50 (range illustrated in red in the inset) with median 4.70 (4.07, 5.60) Hz.
E) Distribution of preferred temporal frequency with median 3.2 (2.9, 3.6) Hz.
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Figure B.4.: Low-pass and high-pass temporal frequency tuning. A) An example of a cell showing
low-pass temporal frequency tuning. Open circles indicate mean firing rates across four repeated
presentations of drifting gratings (high50 1.1 Hz). Black curves show the best fits of a two-half-
Gaussian function. Grey areas represent SEM of spontaneous activity, with thinner lines indicating
mean. Inset: high50 of all low-pass cells. B) An example of a cell showing high-pass temporal
frequency tuning (low50 1.4 Hz). Inset: low50 of all high-pass cells.
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Figure B.5.: Linearity of LGN neuronal responses. Activity of a single linear (A) and non-linear
(B) classified cell across a 7 second presentation of a sinusoidal grating at the preferred spatial
frequency of the cell with 1 Hz temporal frequency (average of 6 trials). The top trace represents
the time course of the stimulus. The Linearity Index for the linear cell was 1.03 and for the
non-linear cell was 0.05. C) Distribution of the Linearity Index across the population of cells.
Note logarithmic scale of X-axis. The red dotted line shows the threshold for demarcating linear
and non-linear responses. Four cells responded in a non-linear fashion and the remaining 88 were
classified as linear in their responses.
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Figure B.6.: Contrast sensitivity of neurons in mouse LGN. Examples of single cell response tuning
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(average of 10 repetitions). Black curves show the best fits to a hyperbolic function. Red rhomboid
indicates C50 value. Note logarithmic scale of X-axis. Four types of responses were observed. A)
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almost linear increase in response amplitude with increasing contrast. D) A cell displaying a linear
increase only at higher contrast. E) Distribution of contrast gain across the population. Mean
(arrow) SEM = 0.98 ± 0.04 spikes/sec. F) Distribution of C50 across mouse LGN cells. Mean
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orientation (B). Radial units are spikes/sec. The red dashed line indicates the spontaneous activity
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Figure B.8.: Transient/sustained responses of mouse LGN neurons. A) An example of a cell that
responded transiently to a flicker stimulus. The top bar represents stimulus onset, with full-field
white stimulation starting at time 0 ms and changing to a black stimulation starting from 600 ms
and persisted for another 600 ms. The middle panel shows the raster plot of the cells response
for all trials represented in the Y-axis against time in the X-axis. The bottom panel shows the
PSTH of the same response in 50 ms. bins. B) A cell that responded in a sustained manner to
the same stimulus. All parameters as in A. C) Distribution of the transient/sustained index across
the population of cells. The red dashed line indicates the threshold for classifying cells as either
sustained (<1) and transient (>1). The majority of the cells in our dataset (121 out of 127, 95.3%)
responded transiently.
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Figure B.9.: Different response properties of ON- and OFF-centre cells. A) ON-centre cells show
significantly higher mean contrast gain than OFF-centre cells (t-test, p < 0.01). ON-centre cells:
1.10±0.05 spikes/sec; OFF-centre cells: 0.87±0.06 spikes/sec. B) ON-centre cells show significantly
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frequencies than OFF-centre cells (t-test, p < 0.01). ON-centre cells: 3.1±0.1 Hz; OFF-centre cells:
3.6 ± 0.2 Hz. D) ON-centre cells have significantly lower mean temporal frequency bandwidths
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Figure C.1.: Stimulus information encoded by the combined observations of two distinct oscilla-
tions (Experiment 2). Left, two-dimensional mutual information for each electrode in the LGN
(linear probe) under the two anaesthesia conditions. Right panels show samples at different depths
(1100µm, 1300µm, 1500µm). DEEP and LIGHT anaesthesia conditions are shown in the left and
right halves of the panels respectively.
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Figure C.2: Stimulus in-
formation encoded by the
combined observations of
two distinct oscillations
(Experiment 3). Left, two-
dimensional mutual infor-
mation for each electrode
in the LGN (linear probe)
under the two anaesthesia
conditions. Right panels
show samples at different
depths (100µm, 300µm,
500µm). DEEP and
LIGHT anaesthesia condi-
tions are shown in the left
and right halves of the
panels respectively.
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Figure C.3: Stimulus in-
formation encoded by the
combined observations of
two distinct oscillations
(Experiment 4). Left, two-
dimensional mutual infor-
mation for each electrode
in the LGN (linear probe)
under the two anaesthesia
conditions. Right panels
show samples at different
depths (100µm, 300µm,
500µm). DEEP and
LIGHT anaesthesia condi-
tions are shown in the left
and right halves of the
panels respectively.
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Figure C.4.: Two-dimensional stimulus information in V1. Two-dimensional stimulus information
by depth and state in V1. Each column corresponds to a shank in V1. The left and right sides of
each column represent the two different anaesthesia levels. Panels (a)-(b) show correspond to the
experiments 1 and 2 respectively.
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Figure C.5.: Two-dimensional stimulus information in V1. Two-dimensional stimulus information
by depth and state in V1. Each column corresponds to a shank in V1. The left and right sides of
each column represent the two different anaesthesia levels. Panels (a)-(b) show correspond to the
experiments 3 and 4 respectively.
