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For the 2mth order Lidstone boundary value problem,
y2mt = f yt y ′′t     y2it     y2m−1t t ∈ 0 1
y2i0 = y2i1 = 0 0 ≤ i ≤ m− 1
where −1mf 
 m → 0∞ is continuous, growth conditions are imposed
on f which yield the existence of at least three symmetric positive solutions.
This generalizes earlier papers which have applied Avery’s generalization of the
Leggett–Williams theorem to Lidstone problems. We then prove the analogous
result for difference equations. © 2000 Academic Press
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1. BACKGROUND
First, we are concerned with the existence of multiple solutions for the
2mth order Lidstone boundary value problem (BVP)
y2mt = f yt y ′′t     y2it     y2m−1t t ∈ 0 1 (1)
y2i0 = y2i1 = 0 0 ≤ i ≤ m− 1 (2)
where −1mf 
 m → 0∞ is continuous. We will impose growth condi-
tions on f which ensure the existence of at least three symmetric positive
solutions of (1), (2).
There is much current attention focused on questions of positive solu-
tions of boundary value problems for ordinary differential equations, as well
as for ﬁnite difference equations; see, to name a few, [5, 6, 9, 11, 13–15,
19–24]. Much of this interest is due to the applicability of certain ﬁxed point
theorems of Krasnosel’skii [17] or Leggett and Williams [18] to obtaining
positive solutions or multiple positive solutions which lie in a cone. The
recent book by Agarwal et al. [1] gives a good overview of much of the
work which has been done and the methods used.
In [2], Avery imposed conditions on g which yield at least three positive
solutions to the second order conjugate BVP
y ′′t + gyt = 0 0 ≤ t ≤ 1 (3)
y0 = 0 = y1 (4)
using the Leggett–Williams ﬁxed point theorem. Henderson and
Thompson [16] improved these results by using the symmetry of the
associated Green’s function and then Avery and Henderson [5] established
similar results by applying the ﬁve functionals ﬁxed point theorem [3]
(which is a generalization of the Leggett–Williams ﬁxed point theorem) to
obtain the existence of three positive solutions of certain BVPs. After that,
Davis et al. [9] imposed conditions on f to yield at least three positive solu-
tions to the 2mth order Lidstone BVPs by applying the Leggett–Williams
ﬁxed point theorem. Note that [9] is the only work which has allowed f to
depend on higher order derivatives of y. This paper is in the same spirit
as [5, 9] since we apply the ﬁve functionals ﬁxed point theorem and also
allow f to depend on all even order higher derivatives of y. This deriva-
tive dependence generalizes [10] as well. A natural question to ask here
is whether these results can be obtained when f depends on all order
derivatives—both even and odd. This question is completely open.
In Section 2, we provide some background results and state the ﬁve func-
tionals ﬁxed point theorem. In Section 3, we impose growth conditions on
f which allow us to apply this theorem in obtaining three symmetric pos-
itive solutions of (1), (2). In Section 4, we prove discrete analogs of the
results in Section 3.
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2. THE FIVE FUNCTIONALS FIXED POINT THEOREM
We assume the reader is familiar with the theory of cones in Banach
spaces. However, we will need the following deﬁnitions before stating the
ﬁxed point theorem used in Sections 3 and 4.
Deﬁnition 1. The map α is a nonnegative continuous concave functional
on  provided α
  → 0∞ is continuous and
αtx+ 1− ty ≥ tαx + 1− tαy
for all x y ∈  and 0 ≤ t ≤ 1. Similarly we say the map β is a nonnegative
continuous convex functional on  provided β
  → 0∞ is continu-
ous and
βtx+ 1− ty ≤ tβx + 1− tβy
for all x y ∈  and 0 ≤ t ≤ 1.
Let γ, β, θ be nonnegative continuous convex functionals on  and let
α, ψ be nonnegative continuous concave functionals on  . Then for non-
negative numbers h, a, b, d, and c, we deﬁne the following convex sets:
Pγ c = x ∈   γx < c
Pγ α a c = x ∈  a ≤ αx γx ≤ c
Qγβ d c = x ∈  βx ≤ d γx ≤ c
Pγ θ α a b c = x ∈  a ≤ αx θx ≤ b γx ≤ c
Qγβψ h d c = x ∈  h ≤ ψx βx ≤ d γx ≤ c
In obtaining multiple symmetric positive solutions of (1), (2) the follow-
ing so-called ﬁve functionals ﬁxed point theorem will be fundamental.
Theorem 1[3]. Let  be a cone in a real Banach space . Suppose α
and ψ are nonnegative continuous concave functionals on  and γ, β, and θ
are nonnegative continuous convex functionals on  such that, for some pos-
itive numbers c and m,
αx ≤ βx and x ≤ mγx for all x ∈ Pγ c
Suppose further that 
 Pγ c → Pγ c is completely continuous and there
exist constants h d a b ≥ 0 with 0 < d < a such that each of the following
is satisﬁed:
(C1) x ∈ Pγ θ α a b cαx > a =  and αAx > a for x ∈
Pγ θ α a b c,
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(C2) x ∈ Qγβψ h d cβx < d =  and βAx < d for
x ∈ Qγβψ h d c,
(C3) αAx > a provided x ∈ Pγ α a c with θAx > b,
(C4) βAx < d provided x ∈ Qγβ d c with ψAx < h.
Then A has at least three ﬁxed points x1 x2 x3 ∈ Pγ c such that
βx1 < d a < αx2 and d < βx3 with αx3 < a
3. THREE SYMMETRIC POSITIVE SOLUTIONS:
THE CONTINUOUS CASE
In this section, we will impose growth conditions on f which allow us
to apply Theorem 1 in regard to obtaining three symmetric positive solu-
tions of (1), (2). We will use Theorem 1 in conjunction with a completely
continuous operator whose kernel, Gt s, is the Green’s function for
v′′ = 0 v0 = 0 = v1
In particular,
−Gt s =
{
t1− s 0 ≤ t ≤ s ≤ 1,
s1− t 0 ≤ s ≤ t ≤ 1.
If we let G1t s 
= Gt s, then for 2 ≤ j ≤ m we can recursively deﬁne
Gjt s =
∫ 1
0
Gt rGj−1r sdr
As a result, Gjt s is the Green’s function for the BVP
y2jt = 0 0 ≤ t ≤ 1
y2i0 = y2i1 = 0 0 ≤ i ≤ j − 1
for each 1 ≤ j ≤ m. One can verify this directly; see [7, p. 192; 12].
For each 1 ≤ j ≤ m− 1, deﬁne Aj
 C0 1 → C0 1 by
Ajvs =
∫ 1
0
Gjs τvτdτ
By the construction of Aj we see that, for each 1 ≤ j ≤ m,
Ajv2jt = vt 0 ≤ t ≤ 1
Ajv2i0 = Ajv2i1 = 0 0 ≤ i ≤ j − 1
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Therefore (1), (2) has a solution if and only if the BVP
v′′t = f Am−1vtAm−2vt    A1vt vt 0 ≤ t ≤ 1
v0 = v1 = 0
has a solution. If y is a solution of (1), (2), then v = y2m−1 is a solution
of the second order BVP. Conversely, if v is a solution of the second order
BVP, then y = Am−1v is a solution of (1), (2).
For our main result, we will need to make use of various properties of
Gt s, namely
∫ 1
0
Gt sds = t1− t
2
 0 ≤ t ≤ 1
∫ 1/r
0
G1/2 sds =
∫ 1
1−1/r
G1/2 sds = 1
4r2
 2 < r (5)
∫ 1/2
1/r
G1/2 sds =
∫ 1−1/r
1/2
G1/2 sds = r
2 − 4
16r2
 2 < r (6)
∫ t2
t1
Gt1 sds +
∫ 1−t1
1−t2
Gt1 sds = t1t2 − t1 0 < t1 < t2 < 1/2 (7)
max
r∈0 1
G1/2 r
Gt r =
1
2t
 0 < t ≤ 1/2 (8)
min
r∈0 1
Gt1 r
Gt2 r
= t1
t2
 0 < t1 < t2 ≤ 1/2 (9)
Let  = C0 1 be endowed with the maximum norm,
v = max
t∈0 1
vt
and for 0 < t3 < 1/2 deﬁne the cone  ⊂  by
 =
{
v ∈   vt = v1− t −1m−1vt ≥ 0 −1m−1vt
is concave on 0 1 and min
t∈t3 1−t3
vt ≥ 2t3v
}

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Finally, we deﬁne the nonnegative continuous concave functionals α, ψ and
the nonnegative continuous convex functionals β, θ, γ on  by
γv = max
t∈0 t3∪1−t3 1
vt = vt3
ψv = min
t∈1/r 1−1/r
vt = v1/r
βv = max
t∈1/r 1−1/r
vt = v1/2
αv = min
t∈t1 t2∪1−t2 1−t1
vt = vt1
θv = max
t∈t1 t2∪1−t2 1−t1
vt = vt2
where t1, t2, and r are nonnegative numbers such that
0 < t1 < t2 <
1
2
and
1
r
≤ t2
For notational convenience, we shall also let
D = t1 t2 ∪ 1− t2 1− t1
and
R =
[
1
r
 1− 1
r
]

We observe here that for each v ∈  ,
αv = vt1 ≤ v1/2 = βv (10)
v = v1/2 ≤ vt3
2t3
= 1
2t3
γv (11)
In light of these preliminaries, we are now ready to present the main
result of this section.
Theorem 2. Suppose there exist 0 < a < b < t2/t1b ≤ c such that f
satisﬁes each of the following growth conditions:
(G1)
f um−1 um−2     u1 u0 <
(
8r2
r2 − 4
)(
a− c
r2t31− t3
)
for all um−1 um−2     u1 u0
∈
0∏
j=m−1
[
2a
r
∫
R
Gjs tdt a
∫
R
Gjs tdt +
c
2t3
∫
01\R
Gjs tdt
]

⊂
0∏
j=m−1
[
0
(
a+ c
2t3
)
1
8j
]

where s ∈ R;
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(G2)
f um−1 um−2     u1 u0
≥ b
t1t2 − t1
for all um−1 um−2     u1 u0
∈
0∏
j=m−1
[
b
∫
D
Gjs tdt
t2
t1
b
∫
D
Gjs tdt +
c
2t3
∫
0 1\D
Gjs tdt
]
⊂
0∏
j=m−1
[
0
(
t2b
t1
+ c
2t3
)
1
8j
]

where s ∈ D;
(G3)
f um−1 um−2     u1 u0
≤ 2c
t31− t3
for all um−1 um−2     u1 u0
∈
0∏
j=m−1
[
0
c
2t3
∫ 1
0
Gjs tdt
]
⊂
0∏
j=m−1
[
0
c
2t38j
]

where s ∈ 0 1.
Then the Lidstone BVP (1), (2) has at least three symmetric positive solu-
tions y1, y2, y3, such that
max
t∈0 t3∪1−t3 1
∣∣y2m−1i t∣∣ ≤ c for i = 1 2 3
min
t∈D
∣∣y2m−11 t∣∣ > b
max
t∈1/r 1−1/r
∣∣y2m−12 t∣∣ < a
and
min
t∈D
∣∣y2m−13 t∣∣ < b with max
t∈1/r1−1/r
∣∣y2m−13 t∣∣ > a
for some v1, v2, v3 ∈  satisfying
yit = Am−1vit =
∫ 1
0
Gm−1t τviτdτ i = 1 2 3
534 davis, henderson, and wong
Proof. Recall the completely continuous operators Aj
 C0 1 →
C0 1 deﬁned earlier by
Ajvs =
∫ 1
0
Gjs τvτdτ 1 ≤ j ≤ m− 1
and let
vt =
∫ 1
0
Gt sf Am−1vsAm−2vs    A1vs vsds
We seek three ﬁxed points v1 v2 v3 ∈  of  which satisfy the conclusion of
the theorem. We note ﬁrst that if v ∈  , then from the properties of Gt s
we see −1m−1vt ≥ 0, −1m−1+jAjvt ≥ 0, −1m−1v′′t ≤ 0,
t ∈ 0 1, vt3 ≥ 2t3v1/2, and vt = v1 − t, t ∈ 0 1/2.
Consequently, 
  →  .
Also, for all v ∈  , by (10) we have αv ≤ βv and by (11), v ≤
1/2t3γv. If v ∈ Pγ c, then v ≤ 1/2t3γv ≤ c/2t3. Using this we
can conclude that if s ∈ 0 1 then vs ∈
[
0 c/2t3
]
and so
A1vs ∈
[
0
c
2t3
∫ 1
0
G1s tdt
]
⊂
[
0
c
2t3
· 1
8
]

Inductively (compare with, [4, 9]), if s ∈ 0 1, then for 2 ≤ j ≤ m− 1,
Ajvs ∈
[
0
c
2t3
∫ 1
0
Gjs tdt
]
⊂
[
0
c
2t3
· 1
8j
]

We may now use condition (G3) to obtain
γv= max
t∈0t3∪1−t31
∫ 1
0
Gtsf Am−1vsAm−2vsA1vsvsds
=
∫ 1
0
Gt3sf Am−1vsAm−2vsA1vsvsds
≤
(
2c
t31−t3
)∫ 1
0
Gt3sds=c
Therefore, 
 Pγ c → Pγ c.
It is immediate that{
v ∈ P
(
γ θ α b
t2
t1
b c
)∣∣∣∣αv > b
}
= 
{
v ∈ Q
(
γβψ
2a
r
 a c
)∣∣∣∣βv < a
}
= 
and thus the ﬁrst parts of (C1) and (C2) are satisﬁed.
general lidstone problems 535
In order to show that the second part of (C1) holds, let v ∈ Pγ θ α b,
t2/t1b c. It follows that s ∈ D implies vs ∈
[
b t2/t1b
]
, and thus
A1vs ∈
[
b
∫
D
G1s tdt
t2
t1
b
∫
D
G1s tdt +
c
2t3
∫
01\D
G1s tdt
]
⊂
[
0
(
t2
t1
b+ c
2t3
)
1
8
]

Inductively, as before, if s ∈ D, then for 2 ≤ j ≤ m− 1,
Ajvs ∈
[
b
∫
D
Gjs tdt
t2
t1
b
∫
D
Gjs tdt +
c
2t3
∫
01\D
Gjs tdt
]
⊂
[
0
(
t2
t1
b+ c
2t3
)
1
8j
]

Applying condition (G2) and (7) we have
αv = min
t ∈D
∫ 1
0
Gt sf Am−1vsAm−2vs    A1vs vsds
=
∫ 1
0
Gt1 sf Am−1vsAm−2vs    A1vs vsds
>
∫ t2
t1
Gt1 sf Am−1vsAm−2vs    A1vs vsds
+
∫ 1−t1
1−t2
Gt1 sf Am−1vsAm−2vs    A1vs vsds
≥
(
b
t1t2 − t1
) ∫ t2
t1
Gt1 sds +
(
b
t1t2 − t1
) ∫ 1−t1
1−t2
Gt1 sds
=
(
b
t1t2 − t1
)
t1t2 − t1 = b
To verify the second part of (C2), let v ∈ Qγβψ 2a/r a c. If s ∈ R
then vs ∈ 2a/r a and hence
A1vs ∈
[
2a
r
∫
R
G1s tdt a
∫
R
G1s tdt +
c
2t3
∫
01\R
G1s tdt
]
⊂
[
0
(
a+ c
2t3
)
1
8
]

Inductively, as before, if s ∈ R, then
Ajvs ∈
[
2a
r
∫
R
Gjs tdt a
∫
R
Gjs tdt +
c
2t3
∫
01\R
Gjs tdt
]
⊂
[
0
(
a+ c
2t3
)
1
8j
]

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Thus, by condition (G1) and the calculations in (5) and (6),
βv = max
t ∈R
∫ 1
0
Gt sf Am−1vsAm−2vs    A1vs vsds
=
∫ 1
0
G1/2 sf Am−1vsAm−2vs    A1vs vsds
= 2
∫ 1/r
0
G1/2 sf Am−1vsAm−2vs    A1vs vsds
+2
∫ 1/2
1/r
G1/2 sf Am−1vsAm−2vs    A1vs vsds
<
c
r2t31− t3
+
(
8r2
r2 − 4
)(
a− c
r2t31− t3
)(
r2 − 4
8r2
)
= a
To show that (C3) holds, suppose v ∈ Pγ α b c with θAv > t2/t1b.
Using (9), we get
αv = min
t ∈D
∫ 1
0
Gt sf Am−1vsAm−2vs    A1vs vsds
=
∫ 1
0
Gt1 sf Am−1vsAm−2vs    A1vs vsds
=
∫ 1
0
∣∣∣∣Gt1 sGt2 sGt2 sf Am−1vsAm−2vs    A1vs vs
∣∣∣∣ds
≥ t1
t2
∫ 1
0
Gt2 sf Am−1vsAm−2vs    A1vs vsds
= t1
t2
θAy > b
Finally, to show (C4), we take v ∈ Qγβ a c with ψAv < 2a
r
.
Using (8), we have
βAv = max
t∈R
∫ 1
0
Gt sf Am−1vsAm−2vs    A1vs vsds
=
∫ 1
0
G1/2 sf Am−1vsAm−2vs    A1vs vsds
=
∫ 1
0
∣∣∣∣G1/2 sG1/r sG1/r sf Am−1vs
Am−2vs    A1vs vs
∣∣∣∣ds
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≤ r
2
∫ 1
0
G1/r sf Am−1vsAm−2vs    A1vs vsds
= r
2
ψAy < a
Therefore the hypotheses of Theorem 1 are satisﬁed and there exist three
positive solutions y1, y2, and y3 for the Lidstone BVP (1), (2). Moreover,
these solutions are of the form
yit = Am−1vit =
∫ 1
0
Gm−1t τviτdτ i = 1 2 3
for some v1 v2 v3 ∈  .
Remark. We have chosen to perform the analysis when f is autonomous.
However, if f = f t um−1 um−2     u1 u0 and for each um−1 um−2    
u1 u0, the function f t um−1 um−2     u1 u0 is symmetric about t = 12 
then an analogous theorem would be valid with respect to the same cone  .
4. THREE SYMMETRIC POSITIVE SOLUTIONS:
THE DISCRETE CASE
Let c d d > c be integers and let c d be the discrete interval given
by c d = c c + 1     d. In this section we consider the discrete ana-
log of (1), (2),
%2myt −m = f yt %2yt − 1     %2iyt − i    
%2m−1yt − m− 1 (12)
%2iya+ 1−m = %2iyb+ 1+m− 2i = 0 0 ≤ i ≤ m− 1 (13)
where t ∈ a+ 1 b+ 1, m ≥ 1, and −1mf 
 m → 0∞ is continuous.
We derive growth conditions on f so that there are three symmetric
positive solutions to (12), (13). By a symmetric solution y of (12), (13), we
mean
ya+ 1−m+ t = yb+ 1+m− t t ∈ 
[
0
⌊
b− a+ 2m
2
⌋]

We use · to denote the greatest integer function.
Let gjabt s ≡ gjt s denote the Green’s function of the BVP
%2jyt − j = 0 t ∈ a+ 1 b+ 1
%2iya+ 1− j = %2iyb+ 1+ j − 2i = 0 0 ≤ i ≤ j − 1
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For j ≥ 2 it is known that (see [8])
gjt s=
b+2∑
τ=a
gj−1t τg1τ s
t s ∈ a+ 1− j b+ 1+ j × a+ 1 b+ 1
(14)
where
g1t s =
−1
b+ 2 − a
{ b+ 2 − st − a t ≤ s,
b+ 2 − ts − a s ≤ t. (15)
We remark that g1t s is the Green’s function of the BVP
%2vt − 1 = 0 f t ∈ a+ 1 b+ 1
va = vb+ 2 = 0
It is obvious from (14) and (15) that
−1jgjt s ≥ 0 t s ∈ a+ 1− j b+ 1+ j × a+ 1 b+ 1 (16)
Deﬁne Gjt s = gja−1b+1t s; i.e., Gjt s is the Green’s function of
the BVP
%2jyt − j = 0 t ∈ a b+ 2
%2iya− j = %2iyb+ 2 + j − 2i = 0 0 ≤ i ≤ j − 1
Clearly, corresponding relations (14)–(16) hold for Gjt s. Moreover,
Gja+ t a+ s = Gjb+ 2 − t b+ 2 − s
t s ∈ −j b+ 2 + j − a × a b+ 2
Let Cj = vv
 a− j b+ 2+ j → . For each 1 ≤ j ≤ m− 1, deﬁne
the operator Aj
 Cj → Cj by
Ajvt =
b+2∑
s=a
Gjt svs t ∈ a− j b+ 2 + j
By the construction of Aj it is clear that
%2jAjvt − j = vt t ∈ a b+ 2
%2iAjva− j = %2iAjvb+ 2 + j − 2i = 0 0 ≤ i ≤ j − 1
Hence, we see that (12), (13) has a solution if and only if the following
BVP has a solution:
%2vt − 1 = f Am−1vtAm−2vt    A1vt vt
t ∈ a+ 1 b+ 1 (17)
va = vb+ 2 = 0 (18)
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Indeed, if y is a solution of (12), (13), then vt = %2m−1yt − m− 1 is a
solution of (17), (18). Conversely, if v is a solution of (17), (18), then yt =
Am−1vt is a solution of (12), (13). In fact, we have the representation
yt =
b+2∑
s=a
Gm−1t svs
where
vs =
b+1∑
τ=a+1
g1s τf Am−1vτAm−2vτ    A1vτ vτ
It is also noted that a symmetric solution v of (17), (18), i.e.,
va+ t = vb+ 2 − t t ∈ 
[
0
⌊
b+ 2 − a
2
⌋]

gives rise to a symmetric solution y of (12), (13). Moreover, y is positive if
and only if −1m−1v is positive.
The following lemmas are needed for the main result.
Lemma 1. Let z ∈ 
[
1
⌊
b+4−a
2
⌋]
. For t s ∈ a− 1+ z b+ 3− z ×
a b+ 2, we have
Gjt s ≥ Ljzφj−1z
b+ 3− ss − a+ 1
b+ 4− a  j ≥ 1 (19)
where
Lz =
z
b+ 3− a and φz =
b+3−z∑
τ=a−1+z
b+ 3− ττ − a+ 1
b+ 4− a 
Proof. Noting G1t s = g1a−1b+1t s and expression (15), we see that
inequality (19)j=1 holds provided
Lz ≤ min
{
min
t≤s
t − a+ 1
s − a+ 1 mins≤t
b+ 3− t
b+ 3− s
}
= z
b+ 3− a
Thus, we take Lz = zb+3−a .
Next, assuming that (19) is true, from (14) we have for t s ∈ a− 1+
z b+ 3− z × a b+ 2,
Gj+1t s =
b+3∑
τ=a−1
Gjt τG1τ s
≥
b+3−z∑
τ=a−1+z
Gjt τG1τ s
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≥
b+3−z∑
τ=a−1+z
Ljzφ
j−1
z
b+ 3− ττ − a+ 1
b+ 4− a
× Lz
b+ 3− ss − a+ 1
b+ 4− a
= Lj+1z φjz
b+ 3− ss − a+ 1
b+ 4− a 
Hence, by induction the proof is complete.
Lemma 2. For t s ∈ a− j b+ 2 + j × a b+ 2, we have
Gjt s ≤ φj−10
b+ 3− ss − a+ 1
b+ 4− a  j ≥ 1 (20)
where φ0 =
∑b+3
τ=a−1
b+3−ττ−a+1
b+4−a = b+3−ab+5−a6 .
Proof. The inequality (20)j=1 is obvious. The proof is by induction as
in that of Lemma 1.
The next lemma is readily derived from expression (15).
Lemma 3. Let tm =
⌊
b+2+a
2
⌋
and ti ∈ 
[
a+ 1 a+
⌊
b+2−a
2
⌋]
, 1 ≤ i ≤ 3,
with t1 ≤ t2. For s ∈ a+ 1 b+ 1, we have
g1t1 s
g1t2 s
≥ t1 − a
t2 − a
and
g1tm s
g1t3 s
≤ tm − a
t3 − a

Let C0 = vv
 a b+ 2 →  be the Banach space equipped with the
norm
v = max
t∈ab+2
vt
For a ﬁxed k0 ∈
[
1
⌊
b+2−a
2
⌋]
, deﬁne the cone  ⊂ C0 by
 =
{
v ∈ C0 va+ t = vb+ 2 − t t ∈ 
[
0
⌊
b+ 2 − a
2
⌋]

−1m−1vt ≥ 0 t ∈ a b+ 2
−1m−1%2vt − 1 ≤ 0 t ∈ a+ 1 b+ 1
min
t ∈a+k0 b+2−k0
vt ≥ v k0
tm − a
}

where tm =
⌊
b+2+a
2
⌋
. Let ki ∈ 
[
1
⌊
b+2−a
2
⌋]
, 1 ≤ i ≤ 3, be ﬁxed and let
k1 < k2. We let ti = a+ki 0 ≤ i ≤ 3. Clearly, t1 < t2 and ti ≤ tm 0 ≤ i ≤ 3.
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Now, deﬁne the nonnegative continuous concave functionals αψ and the
nonnegative continuous convex functionals β θ γ on  by
γv = max
t ∈aa+k0 ∪b+2−k0b+2
vt = vt0
ψv = min
t ∈a+k3 b+2−k3
vt = vt3
βv = max
t ∈a+k3 b+2−k3
vt = vtm
αv = min
t ∈a+k1 a+k2 ∪b+2−k2b+2−k1
vt = vt1
θv = max
t ∈a+k1a+k2 ∪b+2−k2b+2−k1
vt = vt2
We observe that for any v ∈  ,
αv = vt1 ≤ vtm = βv (21)
v = vtm ≤
tm − a
t0 − a
vt0 =
tm − a
t0 − a
γv (22)
We are now ready to present the main result of this section. We will use
the notation
φz = φ1 −φz =
∑
τ ∈a b+2\a−1+z b+3−z
b+ 3− ττ − a+ 1
b+ 4− a 
Theorem 3. Suppose there exist
0 < a′ < b′ <
t2 − a
t1 − a
b′ ≤ c′
such that f satisﬁes each of the following growth conditions:
(H1)
f um−1 um−2     u1 u0 < 2
(
a′ − c′k23 − k3
[t0 − ab+ 2 − t0]−1
tm − ab+ 2 − tm + k3 − k23
)
for all um−1 um−2     u1 u0 in
1∏
j=m−1
[
a′t3 − a
tm − a
L
j
k3+1φ
j
k3+1 a
′φj−10 φk3+1 +
c′tm − a
t0 − a
φ
j−1
0
φk3+1
]
×
[
a′t3 − a
tm − a
 a′
]

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(H2)
f um−1 um−2     u1 u0 >
b′
k1k2 + 1− k1
for all um−1 um−2     u1 u0 in
1∏
j=m−1
[
aj bj
]× [b′ b′t2 − a
t1 − a
]

where
aj = b′Ljk1+1φ
j−1
k1+1φk1+1 −φk2+2
bj =
b′t2 − a
t1 − a
φ
j−1
0 φk1+1 −φk2+2 +
c′tm − a
t0 − a
φ
j−1
0 φ¯k1+1 +φk2+2
(H3)
f um−1 um−2     u1 u0 ≤
2c′
t0 − ab+ 2 − t0
for all um−1 um−2     u1 u0 in
1∏
j=m−1
[
0
c′tm − a
t0 − a
φ
j−1
0 φ1
]
×
[
0
c′tm − a
t0 − a
]

Then the Lidstone BVP (12), (13) has at least three symmetric positive solu-
tions y1, y2, y3, such that
max
t ∈a a+k0 ∪b+2−k0 b+2
%2m−1yit − m− 1 ≤ c′ for i = 1 2 3
min
t ∈a+k1 a+k2 ∪b+2−k2b+2−k1
%2m−1y1t − m− 1 > b′
max
t ∈a+k3b+2−k3
%2m−1y2t − m− 1 < a′ and
min
t ∈a+k1 a+k2 ∪b+2−k2b+2−k1
%2m−1y3t − m− 1 < b′ with
max
t ∈a+k3b+2−k3
%2m−1y3t − m− 1 > a′
Further, for some v1; v2, v3 ∈  we have
yit = Am−1vit =
b+2∑
s=a
Gm−1t svis i = 1 2 3
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Proof. Deﬁne the completely continuous operator 
 C0 → C0 by
vt =
b+1∑
s=a+1
g1t sf Am−1vsAm−2vs    A1vs vs (23)
It is obvious that a ﬁxed point of  is a solution of the BVP (17), (18).
We seek three ﬁxed points v1 v2 v3 ∈  of . First, we show that

  →  . Let v ∈  . Clearly, −1m−1vt ≥ 0 for t ∈ a b + 2,
and −1m−1%2vt − 1 ≤ 0 for t ∈ a+ 1 b+ 1. Further, since Gja+
t a+ s =Gjb+ 2− t b+ 2− s we see that Ajva+ t = Ajvb+ 2− t,
1 ≤ j ≤ m − 1, for t ∈ [0 ⌊ b+2−a2 ⌋]. Hence, it follows that va + t =
vb+ 2− t for t ∈ [0 ⌊ b+2−a2 ⌋]. Also, noting that va = 0 = vb+
2 and v = vtm, we have
min
t ∈a+k0 b+2−k0
vt = min
t ∈a+k0 tm
vt
≥ min
t ∈a+k0 tm
t − a
tm − a
v = k0
tm − a
v
Thus, 
  →  .
Next, for all v ∈  , by (21) and (22), respectively, we have αv ≤ βv
and v ≤ tm − a/t0 − aγv. To show that 
 Pγ c′ → Pγ c′, let
v ∈ Pγ c′. This implies v ≤ tm − a/t0 − ac′. Using Lemma 2, we
ﬁnd for 1 ≤ j ≤ m− 1 and t ∈ a− j b+ 2 + j,
Ajvt =
b+2∑
s=a
Gjt svs
≤ c
′tm − a
t0 − a
b+2∑
s=a
Gjt s
≤ c
′tm − a
t0 − a
φ
j−1
0
b+2∑
s=a
b+ 3− ss − a+ 1
b+ 4− a
= c
′tm − a
t0 − a
φ
j−1
0 φ1
We may now use condition (H3) to obtain
γv = vt0
=
b+1∑
s=a+1
g1t0 sf Am−1vsAm−2vs    A1vs vs
≤ 2c
′
t0 − ab+ 2 − t0
b+1∑
s=a+1
g1t0 s = c′
Therefore, 
 Pγ c′ → Pγ c′.
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We ﬁrst verify that condition (C1) of Theorem 1 is satisﬁed. It is obvi-
ous that {
v ∈ P
(
γ θ α b′
b′t2 − a
t1 − a
 c′
)∣∣∣∣αv > b′
}
= 
Next, let v ∈ P(γ θ α b′ b′t2 − a/t1− a c′). Denote the set D = a+
k1 a+ k2 ∪ b+ 2 − k2 b+ 2 − k1. It follows that
vs ∈
[
b′
b′t2 − a
t1 − a
]
 s ∈ D (24)
vs ∈
[
0
c′tm − a
t0 − a
]
 s ∈ a b+ 2\D (25)
Using (24), (25), Lemma 1, and Lemma 2, and writing
Ajvs =
∑
τ∈D
Gjs τvτ +
∑
τ ∈a b+2\D
Gjs τvτ 1 ≤ j ≤ m− 1
we ﬁnd that, for s ∈ D,
Ajvs ≤
b′t2 − a
t1 − a
∑
τ ∈D
Gjs τ +
c′tm − a
t0 − a
∑
τ ∈ab+2\D
Gjs τ
≤ b
′t2 − a
t1 − a
φ
j−1
0 φk1+1 −φk2+2 +
c′tm− a
t0− a
φ
j−1
0 φk1+1 +φk2+2
and
Ajvs ≥
∑
τ∈D
Gjs τvτ
≥ b′ ∑
τ∈D
Gjs τ
≥ b′Ljk1+1φ
j−1
k1+1φk1+1 −φk2+2
Now, we may apply condition (H2) to get
αv = vt1 =
b+1∑
s=a+1
g1t1 sf Am−1vsAm−2vs    A1vs vs
≥ ∑
s∈D
g1t1 sf Am−1vsAm−2vs    A1vs vs
>
b′
k1k2 + 1− k1
∑
s∈D
g1t1 s = b′
Next, we show that (C2) is fulﬁlled. Clearly,{
v ∈ Q
(
γβψ
a′t3 − a
tm − a
 a′ c′
)∣∣∣∣βv < a′
}
= 
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Let v ∈ Q(γβψ a′t3 − a/tm − a a′ c′). Deﬁne the set E = a +
k3 b+ 2 − k3. Clearly,
vs ∈
[
a′t3 − a
tm − a
 a′
]
 s ∈ E (26)
vs ∈
[
0
c′tm − a
t0 − a
]
 s ∈ a b+ 2\E (27)
Writing
Ajvs =
∑
τ∈E
Gjs τvτ
+ ∑
τ∈a b+2\E
Gjs τvτ 1 ≤ j ≤ m− 1
and employing (26), (27), Lemma 1, and Lemma 2, we see that for s ∈ E,
Ajvs ≤ a′
∑
τ∈E
Gjs τ +
c′tm − a
t0 − a
∑
τ∈a b+2\E
Gjs τ
≤ a′φj−10 φk3+1 +
c′tm − a
t0 − a
φ
j−1
0
φk3+1
and
Ajvs ≥
∑
τ∈E
Gjs τvτ
≥ a
′t3 − a
tm − a
∑
τ∈E
Gjs τ
≥ a
′t3 − a
tm − a
L
j
k3+1φ
j
k3+1
Thus, by conditions (H1) and (H3) we obtain
βv = vtm
=
b+1∑
s=a+1
g1tm sf Am−1vsAm−2vs    A1vs vs
= ∑
s ∈E
g1tm sf Am−1vsAm−2vs    A1vs vs
+ ∑
s ∈a+1b+1\E
g1tm sf Am−1vs
Am−2vs    A1vs vs
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< 2
[
a′ − c
′k23 − k3
t0 − ab+ 2 − t0
][tm − ab+ 2 − tm + k3 − k23]−1
× ∑
s ∈E
g1tm s +
2c′
t0 − ab+ 2 − t0
× ∑
s ∈a+1 b+1\E
g1tm s = a′
To see that (C3) is satisﬁed, let v ∈ Pγ α b′ c′ with θv > b′t2 −
a/t1 − a. Using Lemma 3, we get
αv = vt1
=
b+1∑
s=a+1
∣∣∣∣g1t1 sg1t2 sg1t2 sf Am−1vs
Am−2vs    A1vs vs
∣∣∣∣
≥ t1 − a
t2 − a
b+1∑
s=a+1
g1t2 sf Am−1vs
Am−2vs    A1vs vs
= t1 − a
t2 − a
θv > b′
Finally, we show that (C4) holds. Let v ∈ Qγβ a′ c′ with ψv <
a′t3 − a/tm − a. In view of Lemma 3, we have
βv = vtm
=
b+1∑
s=a+1
∣∣∣∣g1tm sg1t3 s g1t3 sf Am−1vsAm−2vs    A1vs vs
∣∣∣∣
≤ tm − a
t3 − a
b+1∑
s=a+1
g1t3 sf Am−1vsAm−2vs    A1vs vs
= tm − a
t3 − a
ψv < a′
We have proved that all the conditions of Theorem 1 are satisﬁed and
so there exist three positive symmetric solutions v1 v2 v3 ∈ Pγ c′ for the
BVP (17), (18). Therefore, the Lidstone BVP (12), (13) has three positive
symmetric solutions y1 y2 y3 of the form
yit = Am−1vit =
b+2∑
s=a
Gm−1t svis i = 1 2 3
This completes the proof of the theorem.
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Remark. We have chosen to perform the analysis when f is autonomous.
However, if f = f t um−1 um−2     u1 u0 and for each um−1 um−2    
u1 u0, the function f t um−1 um−2     u1 u0 is symmetric about t =
tm =
⌊
b+2+a
2
⌋
, then an analogous theorem would be valid with respect to
the same cone  .
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