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РАЗРАБОТКА СИСТЕМЫ ТЕХНИЧЕСКОГО ЗРЕНИЯ 
ДЛЯ СЕРВИСНОГО МОБИЛЬНОГО РОБОТА, 
ФУНКЦИОНИРУЮЩЕГО ВНУТРИ ПОМЕЩЕНИЙ 
 
Л.А. ХОДАСЕВИЧ 
(Объединенный институт проблем информатики НАН Беларуси, Минск) 
 
Введение. Сервисные мобильные роботы служат для облегчения жизни чело-
века. В условиях быстро растущих городов появляется проблема нехватки обслуживаю-
щего персонала. Чтобы это предотвратить, многие компании занимаются разработкой 
сервисных автономных мобильных роботов (АМР). Однако большинство разрабатывае-
мых АМР созданы для функционирования вне помещений. Методы, используемые для 
навигации АМР вне помещений, не подходят для их навигации внутри помещений по 
ряду причин: 1) невозможность использования GPS из-за отсутствия прямого сигнала 
спутника, а также из-за недостаточной точности позиционирования; 2) проблематич-
ность построения карты: её необходимо строить до начала функционирования АМР для 
каждого нового помещения либо строить во время автономной работы АМР, что влечёт 
высокие финансовые затраты при установке необходимых датчиков. 
Для решения этих проблем в лаборатории робототехнических систем ОИПИ НАН 
Беларуси с целью разработки системы задания команд АМР на основе ЕЯ был создан 
прототип АМР, способный двигаться по центру вдоль коридоров [1]. 
В качестве следующего шага для достижения поставленной цели была выбрана 
разработка программного комплекса для распознавания характерных элементов поме-
щений в видеопотоке, для чего нужно решить следующие задачи: 1) выбор характерных 
элементов для ориентирования АМР; 2) выбор методов распознавания; 3) подготовка 
обучающей выборки; 4) реализация методов распознавания; 5) проведение численных 
экспериментов. 
1 Выбор характерных элементов. Анализируя изображения помещений, были 
выявлены следующие характерные элементы помещений: коридоры, повороты, двери, 
окна, элементы освещения, элементы декора. Для распознавания были выбраны двери, 
так как они встречаются во всех помещениях, а также могут являться конечной целью 
движения АМР. 
2 Выбор методов распознавания. Существует пять основных методов решения 
задачи распознавания: 1) использование цветовых фильтров; 2) выделение и анализ 
контуров; 3) сопоставление с шаблоном; 4) выделение и анализ особых точек; 5) методы 
машинного обучения. 
Так как контуры большинства дверей можно описать чёткой структурой, состоя-
щей из двух вертикальных параллельных линий, «накрытых» третьей горизонтальной, 
то первым для реализации был выбран классический метод выделения и анализа кон-
туров. Основные этапы метода представлены на рисунке 1. 
После проведения экспериментов выяснилось, что данный метод восприимчив к 
шумам и дефектам освещения. Это затрудняет выделение прямых контуров дверей, что 
не позволяет получить удовлетворительные результаты, поэтому было решено перейти 









Рисунок 1. – Основные этапы метода выделения и анализа контуров 
 
После проведения ряда экспериментов для обучения распознаванию дверей был 
выбран детектор Faster R-CNN, основанный на сверточной нейронной сети Inception V2, 




Рисунок 2. – Архитектура детектора Faster R-CNN 
 
На вход детектора подается изображение, к которому применяется сверточная 
нейронная сеть Inception V2 для получения карты свойств. Карта свойств является вхо-
дом для небольшой полносвязной нейронной сети RPN, служащей для генерации огра-
ничивающих прямоугольников, в которых потенциально содержатся искомые объекты. 
На выходе детектора получаем координаты ограничивающих прямоугольников и вектор 
вероятностей принадлежности классам объектов. 
3 Подготовка обучающей выборки. Как известно, для глубокого обучения тре-
буется огромная обучающая выборка. Для задачи детектирования объектов требуются 
изображения, на которых объекты, поиску которых будет обучаться нейронная сеть, 
выделены ограничивающими прямоугольниками. Это значительно усложняет создание 
обучающего набора данных.  
Из-за непопулярности дверей как объекта детектирования в сети Интернет в базе 
данных ImageNet было найдено около 1000 изображений дверей, сфотографированных 







Проблема обучения детектора на таких данных состоит в том, что в коридорных 
помещениях двери чаще всего расположены не прямо, а слева или справа. Из-за этого 
возникла необходимость преобразования обучающих данных. К каждому изображению 
дважды было применено проективное преобразование для получения дверей, распо-
ложенных слева и справа от направления взгляда, а затем преобразованные изображе-
ния были наложены на размытые исходные изображения.  
Обучение детектора на таких данных не дало удовлетворительных результатов, 
поэтому возникла необходимость подготовить более правдоподобные синтетические 
данные. Для этого было взято несколько видео, на которые было заснято движение 
вдоль коридоров. Чтобы получить из этих видео изображения с ограничивающими 
двери прямоугольниками, для каждого видео для первого кадра выделялись шаблоны 
дверей, по которым на оставшихся кадрах находились ограничивающие прямоуголь-
ники. Для увеличения размера обучающей выборки на место дверей были вставлены 
изображения других дверей с применением проективного преобразования. Для нахож-
дения матрицы преобразования нужно знать четыре координаты исходного изображе-
ния и четыре координаты целевого изображения. Четыре координаты исходного изоб-
ражения известны. Также из координат ограничивающих прямоугольников известны 
две координаты целевого изображения, две оставшиеся координаты необходимо вы-




Рисунок 3. – Проблема нахождения точек матрицы 
проективного преобразования 
 
Было предложено три способа нахождения двух оставшихся координат: 1) посто-
янное проективное преобразование; 2) использование метода выделения и анализа 
контуров; 3) использование свойств линейной перспективы. Для реализации был вы-
бран третий способ. Этот способ основан на использовании свойств линейной перспек-
тивы, при которой горизонтальные линии контуров дверей одинаковой высоты при пер-
спективном искажении находятся на одной прямой линии. Для нахождения параметров 
это линии достаточно двух уже известных координат угловых точек ограничивающих 
прямоугольников.  
В результате были получены весьма реалистичные изображения, которые позво-
лили получить высокую точность детектирования объектов. 
4 Проведение экспериментов. Для проведения численных экспериментов 
использовались следующие данные: 1) изображения базы данных ImageNet; 2) преоб-
разованные изображения базы данных ImageNet; 3) созданные синтетические данные; 







Для распознавания дверей на изображениях первым был реализован и опробо-
ван классический метод выделения и анализа контуров. Однако уже на шаге выделения 
прямых линий метод не показал удовлетворительных результатов. 
Следующий метод – глубокое обучение. Для обучения и тестирования детектора 
была подготовлена выборка из 2180 изображений, на которых изображено 5713 дверей. 
Выборка была разделена на обучающую и тестовую в соотношении 4:1.  
Детектор обучался распознавать двери четырех классов: straightDoor (двери, рас-
положенные прямо), leftDoor (двери, расположенные слева), rightDoor (двери, располо-
женные справа), openDoor (открытые двери). 
Обучение детектора проводились на компьютере с двумя видеокартами 
NVIDIA GeForce 1080 и занимало несколько часов. Параллельно с процессом обучения 
сети запускался процесс тестирования. Когда точность детектирования объектов на те-
стовой выборке возрастала, а затем начинала падать, обучение останавливалось. 
В результате многочисленных экспериментов был получен детектор Faster R-CNN 
Inception V2, способный с высокой точностью за короткое время (менее 1 с на ви-
деокарте NVIDIA GeForce 1080) распознавать двери на изображении (табл.).  
 









Заключение. В результате выполнения работы были созданы правдоподобные 
синтетические данные, на которых был обучен детектор Faster R-CNN Inception V2, спо-
собный с высокой точностью распознавать двери на изображениях. Данные результаты 
позволяют внедрить распознавание характерных элементов помещений в систему тех-
нического зрения АМР для навигации АМР внутри помещений. В дальнейшей работе 
планируется увеличение количества распознаваемых элементов помещений, увеличе-
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