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Abstract 
The volume of scientific papers published annually in the biomedical domain is continuous ly 
increasing. Streamlining the process of identifying the most critical and significant nuggets of 
information (such as hypotheses, observations, interventions, findings) in a given research publicat ion 
is a challenging but worthwhile task. This essential information, known as scientific artefacts, 
underpins the knowledge used by many health professionals in the decision-making process or 
researchers in creating systematic reviews; however most of today’s search engines are unable to 
identify these artefacts.  
Evidence Based Medicine (EBM) represents a framework that encompasses decision-making in 
the healthcare domain, based on providing medical practitioners with the best available evidence so 
they can choose the optimum treatment for individual patients. In order to provide patients with the 
best treatment, health professionals need access to current, timely and reliable evidence retrieved 
from relevant published medical research or previously synthesised evidence. Hence, devising 
mechanisms that can automatically identify, retrieve, consolidate and present scientific artefacts, 
based on a given query, has the potential to greatly facilitate collating related evidence and ultimate ly 
streamline medical decision-making. 
This thesis represents an attempt to define a comprehensive framework for acquiring and 
managing scientific artefacts in the EBM domain – by transforming unstructured publications into 
structured, consolidated, pertinent knowledge. There have been previous attempts to model such 
information (e.g., supporting and contradicting statements), however these approaches have primarily 
focused on providing users with conceptual high-level frameworks and associated manual annotation 
services. The approach proposed in this thesis employs novel, sets of low-level features to unique ly 
identify key scientific information in EBM, and enable knowledge extraction and retrieval. This will 
also lead to automatic creation of networks of scientific artefacts, and eventually the detection of 
effects across diverse artefacts (i.e., new potential drug treatments). This goal will be attained by 
firstly modelling and extracting scientific artefacts from publications (more specifically, abstracts) 
and then consolidating and linking them using Linked Data approaches. 
The first step for pinpointing the best evidence in the published research is to formulate clinica l 
queries and their answers. Hence, a comprehensive and fine-grained model is essential to formula te 
key factors of evidence-based decision making according to various medical cases. The 
Problem/Population, Intervention, Comparison, and Outcome (PICO) framework is a specialised 
model to frame and answer a clinical or health care related question. An extension of PICO formalises 
this fundamental information by classifying it into six classes: Population, Intervention, Background, 
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Outcome, Study Design, and Other (called the PIBOSO model). The PIBOSO model has been used 
as the underlying model throughout this thesis for defining the scientific artefacts in publications. 
Once modelled, the challenge then shifts towards automatically recognising such scientific 
artefacts within a published abstract and detecting similar occurrences across multiple abstracts. 
Machine Learning techniques have been widely applied in this context, especially since the 
recognition task can be formulated as a sentence classification task, and therefore can be addressed 
using classification techniques. This thesis presents a scientific artefact classifier that is trained on a 
novel set of discriminative features. The results indicate that this approach represents a marked 
improvement compared to the state of the art. 
In order to be able to find those related scientific artefacts (or evidence) extracted from a large 
number of published abstracts and then consolidate those that are conceptually similar, this thesis 
proposes an improved semantic similarity quantification approach. A unique set of similar ity 
measures, which examines similarity of sentences from different syntactic, structural, and semantic 
features, is presented and then used to train an ensemble regressor. This ensemble can accurate ly 
predict the semantic similarity of both generic and domain-specific English sentences. The quantified 
similarities of scientific artefacts are then employed to consolidate and link those that are highly 
similar. The resulting Knowledge Base comprises a network of semantically related scientific 
artefacts, abstracts and publications. 
The holistic framework described in this thesis, has the potential to transform large corpora of 
unstructured text into an enriched, consolidated and linked network of scientific artefacts. The 
resulting Knowledge Base (which will evolve, improve and expand over time) enables health 
professionals or researchers to quickly gain a broad and deep understanding of the current state of 
evidence (PIBOSO scientific artefacts) related to a medical topic. 
iii 
 
Declaration by author 
 
This thesis is composed of my original work, and contains no material previously published or 
written by another person except where due reference has been made in the text. I have clearly stated 
the contribution by others to jointly-authored works that I have included in my thesis. 
 
I have clearly stated the contribution of others to my thesis as a whole, including statistica l 
assistance, survey design, data analysis, significant technical procedures, professional editorial 
advice, and any other original research work used or reported in my thesis. The content of my thesis 
is the result of work I have carried out since the commencement of my research higher degree 
candidature and does not include a substantial part of work that has been submitted to qualify for the 
award of any other degree or diploma in any university or other tertiary institution. I have clearly 
stated which parts of my thesis, if any, have been submitted to qualify for another award. 
 
I acknowledge that an electronic copy of my thesis must be lodged with the University Library 
and, subject to the policy and procedures of The University of Queensland, the thesis be made 
available for research and study in accordance with the Copyright Act 1968 unless a period of 
embargo has been approved by the Dean of the Graduate School.  
 
I acknowledge that copyright of all material contained in my thesis resides with the copyright 
holder(s) of that material. Where appropriate I have obtained copyright permission from the copyright 
holder to reproduce material in this thesis. 
 
iv 
 
Publications during candidature 
 
Journal papers: 
 Hamed Hassanzadeh, Tudor Groza, Anthony Nguyen and Jane Hunter, “Consolidating and 
Linking of Scientific Artefacts in Evidence Based Medicine: a Textual Semantic Similar ity 
Quantification Approach”, Journal of Biomedical Informatics [Under review – Submitted 
on 28 March 2016]. 
 Hamed Hassanzadeh, Tudor Groza, Anthony Nguyen and Jane Hunter, “A Supervised 
Approach to Quantifying Sentence Similarity: With Application to Evidence Based 
Medicine”, PLOS ONE. 10(6), 2015. 
 Hamed Hassanzadeh, Tudor Groza and Jane Hunter, “Identifying scientific artefacts in 
biomedical literature: The Evidence Based Medicine use case”, Journal of Biomedica l 
Informatics. 49, 159–170, 2014. 
 Tudor Groza, Hamed Hassanzadeh and Jane Hunter, “Recognizing Scientific Artefacts in 
Biomedical Literature”, Biomedical Informatics Insights, 6(3614), pp. 15-27, 2013. 
 
Conference papers: 
 Hamed Hassanzadeh, Diego Molla-aliod, Tudor Groza, Anthony Nguyen and Jane Hunter, 
“Similarity Metrics for Clustering PubMed Abstracts for Evidence Based Medicine”, The 
13th Australasian Language Technology Association Workshop (ALTA), pp. 48-56, 2015. 
 Shervin Malmasi, Hamed Hassanzadeh, and Mark Dras, “Clinical Information Extraction 
Using Word Representations”, The 13th Australasian Language Technology Association 
Workshop (ALTA), pp. 66-74, 2015. 
 Hamed Hassanzadeh, Tudor Groza, Anthony Nguyen and Jane Hunter, “UQeResearch: 
Semantic Textual Similarity Quantification”, in Proceedings of the 9th Internationa l 
Workshop on Semantic Evaluation (SemEval 2015), pp. 123–127, 2015. 
 Hamed Hassanzadeh, Tudor Groza, Anthony Nguyen and Jane Hunter, “Load Balancing for 
Imbalanced Data Sets: Classifying Scientific Artefacts for Evidence Based Medicine”, in 
Proceedings of The 13th Pacific Rim International Conference on Artificial Intelligence 
(PRICAI 2014), LNAI 8862, pp. 972–984, 2014. 
 
  
  
v 
 
Publications included in this thesis 
 
 Hamed Hassanzadeh, Tudor Groza and Jane Hunter, “Identifying scientific artefacts in 
biomedical literature: The Evidence Based Medicine use case”, Journal of Biomedica l 
Informatics. 49, 159–170, 2014. 
This publication is mainly incorporated as Chapter 4. The statement of contribution is listed in the 
following table: 
 
Contributor Statement of contribution 
Hamed Hassanzadeh (Candidate) Designed experiments (80%) 
Wrote the paper (60%) 
Dr. Tudor Groza Designed experiments (20%) 
Wrote and edited paper (30%) 
Professor Jane Hunter Wrote the paper (10%) 
 
 
 Hamed Hassanzadeh, Tudor Groza, Anthony Nguyen and Jane Hunter, “Load Balancing for 
Imbalanced Data Sets: Classifying Scientific Artefacts for Evidence Based Medicine”, in 
Proceedings of The 13th Pacific Rim International Conference on Artificial Intelligence 
(PRICAI 2014), LNAI 8862, pp. 972–984, 2014. 
This publication is mainly incorporated as Chapter 5. The statement of contribution is listed in the 
following table: 
 
Contributor Statement of contribution 
Hamed Hassanzadeh (Candidate) Designed experiments (80%) 
Wrote the paper (60%) 
Dr. Tudor Groza Designed experiments (10%) 
Wrote and edited paper (15%) 
Dr. Anthony Nguyen Designed experiments (10%) 
Wrote and edited paper (15%) 
Professor Jane Hunter Wrote the paper (10%) 
 
 
vi 
 
 Hamed Hassanzadeh, Tudor Groza, Anthony Nguyen and Jane Hunter, “A Supervised 
Approach to Quantifying Sentence Similarity: With Application to Evidence Based Medicine”, 
PLOS ONE. 10(6), 2015. 
This publication is mainly incorporated as Chapter 6. The statement of contribution is listed in the 
following table: 
 
Contributor Statement of contribution 
Hamed Hassanzadeh (Candidate) Designed experiments (80%) 
Wrote the paper (60%) 
Dr. Tudor Groza Designed experiments (10%) 
Wrote and edited paper (15%) 
Dr. Anthony Nguyen Designed experiments (10%) 
Wrote and edited paper (15%) 
Professor Jane Hunter Wrote the paper (10%) 
 
 
 Hamed Hassanzadeh, Tudor Groza, Anthony Nguyen and Jane Hunter, “Consolidating and 
Linking Scientific Artefacts in Evidence Based Medicine: a Textual Semantic Similar ity 
Quantification Approach”, Journal of Biomedical Informatics, [Under review – Submitted at 
28 March 2016]. 
This publication is mainly incorporated as Chapter 7. The statement of contribution is listed in the 
following table: 
 
Contributor Statement of contribution 
Hamed Hassanzadeh (Candidate) Designed experiments (80%) 
Wrote the paper (60%) 
Dr. Tudor Groza Designed experiments (10%) 
Wrote and edited paper (15%) 
Dr. Anthony Nguyen Designed experiments (10%) 
Wrote and edited paper (15%) 
Professor Jane Hunter Wrote the paper (10%) 
 
 
vii 
 
 Hamed Hassanzadeh, Diego Molla-aloid, Tudor Groza, Anthony Nguyen and Jane Hunter, 
“Similarity Metrics for Clustering PubMed Abstracts for Evidence Based Medicine”, The 13th 
Australasian Language Technology Association Workshop (ALTA), pp. 48-56, 2015. 
This publication is mainly incorporated as Chapter 8. The statement of contribution is listed in the 
following table: 
 
Contributor Statement of contribution 
Hamed Hassanzadeh (Candidate) Designed experiments (80%) 
Wrote the paper (60%) 
Dr. Diego Molla-aliod Designed experiments (10%) 
Wrote the paper (25%) 
Dr. Tudor Groza Designed experiments (5%) 
Wrote and edited paper (5%) 
Dr. Anthony Nguyen Designed experiments (5%) 
Wrote and edited paper (5%) 
Professor Jane Hunter Wrote the paper (5%) 
 
viii 
 
Contributions by others to the thesis  
 
Professor Jane Hunter, Dr. Tudor Groza, and Dr. Anthony Nguyen played an advisory role to the 
author of this thesis. They provided guidance, constructive criticism and helped generate ideas 
throughout the work presented in this thesis. 
 
Statement of parts of the thesis submitted to qualify for the award of another degree 
 
None. 
 
ix 
 
Acknowledgements 
This doctoral dissertation was accomplished with the enormous support of several great people. 
First and foremost, I would like to express my deepest gratitude to my principal supervisor, Prof. Jane 
Hunter, for her boundless generosity, professional guidance, outstanding knowledge, invaluab le 
comments and advice, and for providing excellent environment at the eResearch Lab at the Univers ity 
of Queensland. I would also like to thank her for sparing her precious time and for all her efforts in 
revising and editing this thesis with endless patience and exceptional precision. I owe my utmost 
gratitude to my co-supervisor, Dr. Tudor Groza, who provided the initial inspiration for this research 
and gave me the opportunity to pursue a PhD. Without his generous support, remarkable patience, 
technical expertise, and enthusiastic supervision I would not have been able to complete this research. 
I am sincerely grateful to Dr. Anthony Nguyen, my external co-supervisor, for his ongoing support, 
invaluable comments, constructive criticism, and persistent encouragement. 
Thanks to the University of Queensland, the Australian Research Council, and the Commonwealth 
Scientific and Industrial Research Organisation for their financial support. 
I would like to thank all my classmates and fellow colleagues, Suleiman Odat, Juana Gao, David 
Yu, Razan Paul, Kutila Gunasekera and Rita Pucci for all their support and friendship throughout my 
PhD journey. My special thanks goes to my other fellow colleague, Hasti Ziaimatin, for her friend ly 
companion and her technical support in various phases of my research. I would also like to thank all 
previous and current staff in eResearch Lab, especially Mrs. Carol Owen and Mrs. Wendy Mahon for 
their assistance on the administration side and Dr. Nigel Ward, who has been the chair of my thesis 
committee, and has helped to coordinate several milestones by offering constructive feedback. I 
sincerely acknowledge Dr. Diego Mollá Aliod who supervised me during my internship program at 
the Macquarie University. 
I am blessed with a number of wonderful family and friends, especially, my beloved mother and 
sisters, Afsar, Firoozeh, and Mina, who have unconditionally supported me in every stages of my life 
and without them I would not have been able to continue my studies. I must also thank Mojdeh and 
Omid for their kind support and warm welcome at my arrival to Australia. I sincerely acknowledge 
my in-laws and all my wonderful friends, Babak, Behnam, Ali, Sarah, Zahra, Tahereh, Nima, Ata, 
Parvin, Navid, Keivan, and Pegah, who have always encouraged me to overcome various challenges 
in life. I deeply appreciate all scientists, writers, poets, composers, directors, translators, philosophers 
and all the great people who have remarkably contributed in pinpointing and sharing more worthwhile 
and joyful aspects of life.  
Last but not least, I would like to express my deepest admiration and love to my dearest wife, 
Mahnoosh, who has always been besides me with her love, support, patience and wisdom. I would 
x 
 
like to thank her for constantly encouraging and supporting me from the very first steps to the final 
stages of my PhD study. 
Lastly, I dedicate this thesis to the memory of my father, Ghasem, whose love and appreciation to 
humanity taught me to cherish every moment and to try to cultivate a meaningful life.  
  
xi 
 
 
Keywords 
 
biomedical text mining, information extraction, machine learning, semantic similarity, ontologies, 
knowledge base, evidence based medicine, scientific artefacts, medical informatics. 
 
 
 
Australian and New Zealand Standard Research Classifications (ANZSRC) 
 
ANZSRC code: 080702, Information Engineering and Theory, 50% 
ANZSRC code: 080107, Natural Language Processing, 30% 
ANZSRC code: 080702, Health Informatics, 20% 
 
 
 
Fields of Research (FoR) Classification 
 
FoR code: 0801, Artificial Intelligence and Image Mining, 60% 
FoR code: 0806, Information Systems, 40% 
 
 
  
xii 
 
Table of Contents 
Chapter 1: Introduction .................................................................................................................... 1 
1.1 Introduction ................................................................................................................................ 1 
1.2 Case Study .................................................................................................................................. 4 
1.3 Motivation .................................................................................................................................. 9 
1.4 Hypothesis, Aims and Objectives............................................................................................. 10 
1.5 General Overview of the Research Framework ....................................................................... 11 
1.5.1 Modelling of Scientific Artefacts....................................................................................... 12 
1.5.2 Extraction of Scientific Artefacts....................................................................................... 13 
1.5.3 Quantifying Semantic Similarity of Sentences .................................................................. 13 
1.5.4 Connecting Similar Scientific Artefacts ............................................................................ 14 
1.6 Original Contributions .............................................................................................................. 15 
1.7 Thesis Outline........................................................................................................................... 16 
Chapter 2: Background and Literature Review ........................................................................... 18 
2.1 Introduction .............................................................................................................................. 18 
2.2 General Foundational Aspects.................................................................................................. 18 
2.2.1 Natural Language Processing............................................................................................. 18 
2.2.2 Machine Learning .............................................................................................................. 20 
2.2.3 Ontologies .......................................................................................................................... 21 
2.3 Scientific Artefacts in Scholarly Publications .......................................................................... 23 
2.3.1 Models of Scientific Artefacts ........................................................................................... 23 
2.3.2 Automatic Extraction of Scientific Artefacts..................................................................... 26 
2.3.3 Load Balancing during Scientific Artefact Extraction....................................................... 31 
2.4 Textual Semantic Similarity ..................................................................................................... 33 
2.4.1 Ontology-based Semantic Similarity ................................................................................. 35 
2.4.2 Textual Semantic Similarity for Scientific Artefacts  ......................................................... 36 
2.5 Consolidating and Linking Scientific Artefacts ....................................................................... 38 
2.6 Clustering of Abstracts ............................................................................................................. 40 
2.7 Clinical Decision Support Systems .......................................................................................... 41 
2.8 Discussion................................................................................................................................. 43 
2.9 Conclusion ................................................................................................................................ 45 
Chapter 3: Modelling Scientific Artefacts in EBM....................................................................... 46 
xiii 
 
3.1 Introduction .............................................................................................................................. 46 
3.2 Models of Scientific Artefacts in EBM .................................................................................... 47 
3.3 A Semiotical Approach for Integrating EBM Scientific Artefacts  .......................................... 48 
3.3.1 Semiotical Modelling Definition ....................................................................................... 50 
3.3.2 Implementing Semiotic Model .......................................................................................... 52 
3.4 Knowledge Base Creation and Evolution................................................................................. 55 
3.5 Discussion and Conclusion....................................................................................................... 56 
Chapter 4: Extraction of Scientific Artefacts ................................................................................ 58 
4.1 Introduction .............................................................................................................................. 58 
4.2 Data........................................................................................................................................... 59 
4.3 Methodology: Sentence-oriented Classification....................................................................... 61 
4.3.1 Classification Features ....................................................................................................... 61 
4.3.2 Classification Model .......................................................................................................... 66 
4.3.3 Experimental Setup ............................................................................................................ 66 
4.4 Experimental Results ................................................................................................................ 67 
4.4.1 Classification Results – All Features ................................................................................. 67 
4.4.2 Classification Results – Leave-One-Out............................................................................ 69 
4.5 Evaluation and Discussion ....................................................................................................... 73 
4.5.1 Error Analysis .................................................................................................................... 73 
4.5.2 Comparison against the State of the Art ............................................................................ 76 
4.6 Conclusion ................................................................................................................................ 78 
Chapter 5: Data Load Balancing in EBM ..................................................................................... 79 
5.1 Introduction .............................................................................................................................. 79 
5.2 Data........................................................................................................................................... 82 
5.3 Methodology............................................................................................................................. 82 
5.3.1 Ensemble Classifier for Multi- label Predictions ................................................................ 82 
5.3.2 Combined Ensemble Classifier and Load Balancing Framework  ..................................... 83 
5.3.3 Data Load Balancing Strategies ......................................................................................... 84 
5.3.4 Experimental Setup ............................................................................................................ 88 
5.4 Experimental Results ................................................................................................................ 88 
5.4.1 Ensemble Classifier Results without Balancing ................................................................ 88 
5.4.2 Ensemble Classifier Results using Balancing Strategies  ................................................... 89 
5.5 Proposed Combined Balancing Approach................................................................................ 93 
xiv 
 
5.6 Conclusion ................................................................................................................................ 94 
Chapter 6: Quantification of Semantic Similarities ..................................................................... 97 
6.1 Introduction .............................................................................................................................. 97 
6.2 Data........................................................................................................................................... 99 
6.3 Methodology............................................................................................................................. 99 
6.3.1 Glossary of Technical Terms ........................................................................................... 100 
6.3.2 Syntactic Similarity Measures ......................................................................................... 103 
6.3.3 Structural Similarity Measures ........................................................................................ 105 
6.3.4 Semantic Similarity Measures ......................................................................................... 107 
6.3.5 Regression Models ........................................................................................................... 113 
6.3.6 Experimental Setup .......................................................................................................... 115 
6.4 Experimental Results .............................................................................................................. 117 
6.4.1 Results on the SICK Corpus ............................................................................................ 117 
6.4.2 Results on the Domain-specific Corpus........................................................................... 120 
6.5 Evaluation and Discussion ..................................................................................................... 121 
6.5.1 Error Analysis .................................................................................................................. 121 
6.5.2 Comparison against the State of the Art .......................................................................... 124 
6.6 Conclusion .............................................................................................................................. 127 
Chapter 7: Consolidation and Linking of Scientific Artefacts  .................................................. 129 
7.1 Introduction ............................................................................................................................ 129 
7.2 Data......................................................................................................................................... 132 
7.3 Methodology........................................................................................................................... 132 
7.3.1 Utilising Ontologies for Semantic Similarity Quantification .......................................... 132 
7.3.2 Semantic Similarity Measures for Scientific Artefacts .................................................... 134 
7.3.3 Consolidation and Linking Scientific Artefacts using Semantic Similarities .................. 139 
7.4 Experimental Results .............................................................................................................. 140 
7.4.1 Experimental Setup .......................................................................................................... 140 
7.4.2 Experimental/Evaluation Steps ........................................................................................ 142 
7.4.3 Results for Consolidating Scientific Artefacts................................................................. 143 
7.4.4 Results for Linking Scientific Artefacts .......................................................................... 146 
7.5 Evaluation and Discussion ..................................................................................................... 150 
7.5.1 Error Analysis .................................................................................................................. 150 
7.6 Conclusion .............................................................................................................................. 154 
xv 
 
Chapter 8: Clustering Published Abstracts in EBM .................................................................. 157 
8.1 Introduction ............................................................................................................................ 157 
8.2 Data......................................................................................................................................... 158 
8.2.1 The EBMSummariser Corpus .......................................................................................... 159 
8.2.2 The Retrieved PubMed Corpus........................................................................................ 160 
8.3 Methodology........................................................................................................................... 163 
8.3.1 Quantifying Similarity of Abstracts ................................................................................. 163 
8.3.2 Combining Similarities .................................................................................................... 166 
8.3.3 Hierarchical Clustering Approach ................................................................................... 167 
8.4 Experimental Results .............................................................................................................. 167 
8.4.1 Evaluation Metric............................................................................................................. 168 
8.4.2 Evaluation Scenarios and Results .................................................................................... 168 
8.4.3 Comparison against the State of the Art – using the EBMSummariser Corpus .............. 172 
8.5 Evaluation and Discussion ..................................................................................................... 173 
8.6 Conclusion .............................................................................................................................. 174 
Chapter 9: Contributions, Future Directions and Conclusions................................................. 176 
9.1 Introduction ............................................................................................................................ 176 
9.2 The Envisaged Knowledge Base ............................................................................................ 176 
9.3 Original Research Questions and Objectives ......................................................................... 179 
9.3.1 Research Questions Revisited .......................................................................................... 180 
9.3.2 Research Objectives Revisited......................................................................................... 182 
9.4 Open Challenges and Areas for Further Research ................................................................. 187 
9.5 Summary of Major Contributions .......................................................................................... 189 
References ....................................................................................................................................... 191 
Appendix 1: Annotation Guideline............................................................................................... 204 
  
 
 
  
xvi 
 
List of Figures 
Figure 1.1. The main components of Evidence Based Medicine (EBM) [11] .................................... 2 
Figure 1.2. Search results of the given query in Cochrane library of systematic reviews ................... 6 
Figure 1.3. PubMed Clinical Queries’ search result page for the given query .................................... 7 
Figure 1.4. Two retrieved abstracts (Abstracts A and B) annotated with their scientific artefacts  ..... 8 
Figure 1.5. High- level technical architecture of the framework ........................................................ 12 
Figure 2.1. Simple RDF example ...................................................................................................... 23 
Figure 2.2. High- level overview of the framework and the employed technologies ......................... 44 
Figure 3.1.  Relationships between scientific artefacts extracted from two sample abstracts  ........... 49 
Figure 3.2. Semiotical representation of the “Dog” concept [133] .................................................... 50 
Figure 3.3. A graphical semiotic representation of consolidation and linking  .................................. 52 
Figure 3.4. The SAO ontology for capturing scientific artefacts and their relationships .................. 53 
Figure 3.5. Manchester OWL representation of the sample scientific artefacts relationships  .......... 54 
Figure 3.6. Three-step Methodology for Generating a Scientific Artefact Knowledge Base............ 56 
Figure 4.1. Class/type distribution in the NICTA-PIBOSO corpus................................................... 61 
Figure 4.2. A sample of predicted scientific artefacts and their formalised features ......................... 65 
Figure 5.1. Imbalanced distribution of classes in ART corpus .......................................................... 80 
Figure 5.2. Binary ensemble classification framework in conjunction with the data set balancing .. 84 
Figure 5.3. An overview of the Randomly Sampled Pairwise Balancing strategy ............................ 85 
Figure 5.4. An overview of the Randomly Sampled Smooth Balancing strategy ............................. 87 
Figure 6.1. Parse tree for the sample sentence ................................................................................. 102 
Figure 6.2. Typed Dependencies for the sample sentence ............................................................... 102 
Figure 6.3. Example of parse tree and its reduced version for a sample sentence........................... 106 
Figure 6.4. Reduced parse trees of the two example sentences (i.e. Outcome A and B) listed in the 
Introduction section.......................................................................................................................... 107 
Figure 6.5. Example of role-based semantic similarity measure for two examples sentences. Both 
measures are computed using (Eq. 6-7), with the actual similarity being specific to pre-verb 
component (as defined in (Eq. 6-8)) and predicates (as defined in (Eq. 6-9))................................. 109 
Figure 8.1. A sample query and its three clusters of answers / abstracts ......................................... 160 
Figure 8.2. Statistics on the queried questions and their retrieved documents ................................ 161 
Figure 8.3. Generating gold standard clusters using “Automatic Similarity-based Mapping” ....... 169 
Figure 8.4. Generating gold standard clusters using “Semi-automatic Pooling-based” strategy .... 171 
Figure 9.1. An Overview of the proposed framework and the envisaged knowledge base............. 177 
  
xvii 
 
List of Tables 
Table 2.1 A sample of term-term matrix in the HAL model ............................................................. 35 
Table 3.1. Evidence-based models of scientific artefacts .................................................................. 47 
Table 4.1. NICTA-PIBOSO corpus statistics – The Kappa column lists the Kappa coefficient values 
as reported in [26] .............................................................................................................................. 60 
Table 4.2 Distribution of verb attributes according to the underlying sentence class  ....................... 63 
Table 4.3. Distribution of non-verb features according to the underlying sentence class ................. 64 
Table 4.4. The complete feature vector used within the experiments. ............................................... 66 
Table 4.5. Classification results – CRF all features. .......................................................................... 68 
Table 4.6. Classification results – SVM all features.......................................................................... 68 
Table 4.7. Classification results – Naive Bayes all features. ............................................................. 68 
Table 4.8. Classification results – Multinomial Logistic Regression all features.  ............................ 69 
Table 4.9. LOOF classification results – token-based + statistical + positional features (without 
sequential). ......................................................................................................................................... 70 
Table 4.10. LOOF classification results – positional + sequential + statistical features (without token-
based features).................................................................................................................................... 70 
Table 4.11. LOOF classification results – token-based + sequential + positional features (without 
statistical). .......................................................................................................................................... 71 
Table 4.12. LOOF classification results – token-based + sequential + statistical features (without 
positional features). ............................................................................................................................ 72 
Table 4.13. Classification results – Positional features. .................................................................... 72 
Table 4.14. Confusion matrix – structured abstracts 6-way classification (rows: actual; columns: 
predicted) ........................................................................................................................................... 74 
Table 4.15. Confusion matrix – Unstructured abstracts 6-way classification (rows: actual; columns: 
predicted) ........................................................................................................................................... 74 
Table 4.16. Confusion matrix – structured abstracts 5-way classification (rows: actual; columns: 
predicted) ........................................................................................................................................... 75 
Table 4.17. Confusion matrix – unstructured abstracts 5-way classification (rows: actual; columns: 
predicted) ........................................................................................................................................... 75 
Table 4.18. Comparison against the state of the art (based on F1 scores) – 6-way classification. .... 77 
Table 4.19. Comparison against the state of the art (based on F1 scores) – 5-way classification. .... 77 
Table 5.1. Binary ensemble classifier results – without balancing the data set ................................. 89 
Table 5.2. Ensemble classifier results – random-sampled balancing ................................................ 90 
Table 5.3. Ensemble classifier results – selective sampled balancing ............................................... 91 
xviii 
 
Table 5.4. Combined balancing approach.......................................................................................... 93 
Table 5.5. Comparison against the state of the art (based on F1-scores)........................................... 94 
Table 6.1. Measures used to encode pairwise sentence similarity as a basis for the regression model
.......................................................................................................................................................... 100 
Table 6.2. The SICK corpus statistics.............................................................................................. 116 
Table 6.3. Pairwise inter-annotator agreement. ............................................................................... 116 
Table 6.4. Class-based inter-annotators agreements. ....................................................................... 117 
Table 6.5. Evaluation of regression algorithms by 10-fold cross-validation on the SICK training 
corpus ............................................................................................................................................... 118 
Table 6.6. Analysis of the effects of different similarity measures on the ensemble model—Pearson 
Correlation results for 10-fold cross-validation ............................................................................... 119 
Table 6.7. Evaluation of generic semantic similarity quantification approach over EBM scientific 
artefacts ............................................................................................................................................ 120 
Table 6.8. Analysis of the effects of different similarity measures when the model is trained only on 
the mentioned measures ................................................................................................................... 121 
Table 6.9. Prediction errors from the ensemble model.  ................................................................... 122 
Table 6.10. Evaluation of the ensemble model on the test set, split onto the four score ranges.  .... 122 
Table 6.11. Comparative overview of the features used by existing systems. ................................ 125 
Table 6.12. Experimental results achieved by the proposed approach in comparison to the state of the 
art ..................................................................................................................................................... 127 
Table 7.1. Ranking of NCBO ontologies based on overlap with concepts in the NICTA-PIBOSO 
corpus ............................................................................................................................................... 134 
Table 7.2. An overview of the ontology-based semantic similarity measures ................................ 134 
Table 7.3. Average inter-annotator agreement (IAA) and average standard deviations (ASD) for 
semantic similarity scores assigned to the 5 types of scientific artefact.  ......................................... 141 
Table 7.4. The EBMSASS statistics – number and percentage of instances in each similarity score 
range................................................................................................................................................. 142 
Table 7.5. Results of the Ensemble Regressor and the Baseline approach using the EBMSASS corpus
.......................................................................................................................................................... 143 
Table 7.6. Results of applying Ensemble Regressor to Chapter 6 Test Corpus – trained on generic 
SICK and EBMSASS corpuses – using generic, ontology-based and augmented similarity measures
.......................................................................................................................................................... 145 
Table 7.7. Linear Interpolation results using EBMSASS corpus and Test corpus from Chapter 6, 
compared with the Baseline and Regressor-based approach ........................................................... 145 
xix 
 
Table 7.8. Linear interpolation for linking – Average of similarity scores for the generated pairs  148 
Table 7.9. Distribution of the calculated similarities for pairs of different types from abstracts with 
highly similar Intervention pairs – (Number of pairs and percentage in the ranges) ...................... 150 
Table 7.10. Comparative overview of the CFS selected measures for each Scientific Artefact type in 
the consolidation task....................................................................................................................... 151 
Table 7.11. Ensemble regression and linear interpolation using selected measures – over the 
EBMSASS corpus and previous small test data .............................................................................. 152 
Table 7.12. Selected similarity measures for linking scientific artefacts (linear interpolation) – based 
on similar Interventions ................................................................................................................... 153 
Table 7.13. Distribution of similarities for linking based on similar Interventions – after feature 
selection ........................................................................................................................................... 154 
Table 8.1. Statistics over the more common publication types in EBM domain corpora.  .............. 162 
Table 8.2. Clustering of retrieved PubMed abstracts from 129 questions using Automatic Similarity-
based Mapping ................................................................................................................................. 170 
Table 8.3. Clustering results over retrieved PubMed abstracts using Semi-automatic Pooling-based 
evaluation scenario (Rand Index) .................................................................................................... 172 
Table 8.4. Clustering results over the entire EBMSummariser corpus. ........................................... 173 
Table 9.1. Sample Interventions and Relationships extracted from retrieved abstracts .................. 178 
 
 
 
 
 
 
1 
 
 Chapter 1: Introduction 
 
1.1 Introduction 
An increasing number of scientific publications reporting the results of biomedical studies are being 
published electronically every year. Such publications are typically stored in and made accessible via 
online repositories and digital libraries. Information management technologies are essential in order 
to pinpoint and retrieve the most significant, valuable and relevant information that is encapsulated 
within these large repositories of unstructured publications. However, current information retrieval 
approaches are unable to effectively find, retrieve and present all relevant information within 
collections of publications, to meet the needs of specific user groups - such as clinicians seeking 
specific medical evidence of relevance to challenging patient cases, or researchers collating all 
relevant evidence to generate systematic reviews on a specific topic [1-3]. The difficulty of this issue, 
commonly referred to as the information overload problem [4], is further exacerbated if the key 
information in publications needs to be extracted and linked to other similar information within 
multiple publications [3].  
Typically, the key scientific information is represented in the form of sentences in scholarly 
manuscripts. Such information is typically referred to as Scientific Artefacts – statements which 
capture assertions about Scientific Concepts [5]. However, the notion of scientific artefacts varies 
across domains. From a generic perspective, they can usually be aligned with the common rhetorical 
structure of scholarly publications [6]: the background; the aims and objectives; the methodology; 
the findings. Within the biomedical domain, health professionals typically seek specific information 
about a patient’s condition or symptoms, to assist with diagnosis, and the process and outcomes 
associated with a particular intervention or treatment [7]. This scenario is very common in clinica l 
decision making, and is representative of the widely adopted Evidence Based Medicine (EBM) 
approach [1, 7-10]. 
EBM is a systematic treatment process that is based on the best available evidence according to 
individual medical cases [11]. Figure 1.1 shows the three main components in an EBM treatment 
process. In traditional clinical decision making, health professionals draw on their expert knowledge 
to make a medical decision by examining a patient’s condition and history. However, EBM 
recommends the conscientious, explicit, and judicious use of available research outcomes by health 
practitioners, to help them make more informed decisions [11]. The health professionals are 
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recommended to adopt the following five-step workflow to practice evidence-based decision making 
in a given medical case [7]: 
 Step 1: Convert the information needs regarding different medical cases (e.g., diagnos is, 
prognosis, therapy, prevention, etc.) into clear and answerable questions. 
 Step 2: Efficiently search sources of evidence (e.g., systematic reviews of clinical trials, 
software systems that provide summaries of evidence, journal articles, etc.) for the best 
evidence that helps to answer the questions. 
 Step 3: Critically appraise that evidence for its validity (closeness to the truth), impact (size 
of the effect), and applicability (usefulness). 
 Step 4: Integrate the critical appraisal of the evidence, with clinical expertise and the 
patient’s unique biology (genomics), values, and circumstances. 
 Step 5: Evaluate the effectiveness and efficiency in executing the above-mentioned steps 
and seek ways to improve them. 
 
Figure 1.1. The main components of Evidence Based Medicine (EBM) [11] 
The first step in the EBM practice workflow involves formulating the information needs into 
questions that expedite the search for evidence. A well-known model to formulate this information 
need is called PICO. PICO is based on four main components: Patient-population-problem, 
Intervention-exposure-test, Comparison, and Outcome of clinical importance [12]. An example of a 
clinical question according to the PICO model is provided in Section 1.2. Framing the questions 
according to these essential components enables computerised systems, which are the dominant 
means to pinpoint evidence after the advent of the Internet [1, 7], to retrieve relevant evidence from 
the literature. The evidence can be found in the form of scientific artefacts in (published) reported 
research such as Randomised Controlled Trials (RCTs)1, rigorous observational studies, case 
                                                 
1 RCT is a research study in which the effects of several clinical interventions are investigated on randomly divided 
cohort. 
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studies/reports, or even anecdotal reports from experts2 [7]. However, the quality of the evidence 
(known as levels of evidence) and the degree that the information can be trusted, varies across 
resources [1]. For example, RCTs and systematic reviews of RCTs are the most reliable source of 
evidence, followed by observational studies, case studies, original journal articles and anecdotes [1, 
13]. Although RCTs are considered to be prominent resources for therapeutic decisions (i.e., finding 
effective treatments), they are not usually the best resources for answering diagnosis and prognosis 
questions (i.e., finding helpful tests and predicting outcomes of medical conditions), and hence, 
deeper investigation of all types of studies and published resources is warranted [7, 14]. 
The second step in the EBM workflow involves pinpointing relevant evidence either by using 
decision support systems or manually finding and extracting evidence from publications. Although 
there do exist libraries that provide systematic reviews of publications on a specific topics (known as 
synthesised evidence) (e.g., Cochrane [15] and Campbell libraries [16]), they do not cover all clinica l 
topics or cases. For example, Cochrane mainly focuses on therapeutic interventions and Campbell 
provides reviews related to educational, social interventions, and criminal justice [7, 10]. Due to the 
subject limitation of these libraries and the lack of familiarity of health professionals with synthes ised 
sources, most health professionals still prefer a basic search of MEDLINE/PubMed3 [17] to address 
their clinical information needs [1]. PubMed is one of the most frequently used Internet resources by 
many health professionals [1, 18] because it enables search and access to a large volume of peer-
reviewed biomedical literature. There are also other online tools that assist with pinpointing of 
relevant evidence, such as PubMed Clinical Queries [19] that only searches specific clinical research 
areas, and federated search engines (e.g., TRIP – Turning Research Into Practice [20]) that searches 
multiple resources simultaneously and also provides useful information about the quality of the 
published sources (e.g., in terms of the type of study reported in them). 
The third step of the EBM workflow focuses on appraising the quality, strength, validity, and 
reliability of the evidence or resources. Various quantitative (e.g., sample size, duration of the study, 
etc.) and qualitative (e.g., purpose, grounded theory or phenomenology, etc.) criteria have been 
designed to assist researchers in conducting more informed appraisals [21]. There are also tools and 
worksheets to expedite the appraisal process such as Critical Appraisal Skills Programme (CASP) 
[22] and the Graphical Appraisal Tools for Epidemiological studies (GATE) assessment tool [23]. 
                                                 
2 RCT, case studies, cohort studies, etc. in this thesis refer to the published reports of the outcomes of these types of 
research and not the processes of conducting the research. 
3 MEDLINE is the U.S. National Library of Medicine® (NLM) premier bibliographic database comprises more than 
26 million citations. PubMed is the Web interface that searches and provides access to MEDLINE resources. PubMed 
and MEDLINE terms are usually used interchangeably. 
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The fourth step in the EBM focuses on integrating the collated and appraised evidence with the 
patients’ specific biology, circumstances and values and the clinical knowledge in order to make a 
medical decision.  
In the fifth step, it is recommended that health professionals review and evaluate the overall 
process in steps 1 to 4 to expand their knowledge of evidence-based practice. This assessment helps 
them to identify which steps require further improvement in order to incorporate the evidence-based 
practice in their routine clinical practice as efficiently as possible [24].   
According to the prescribed EBM workflow, a large volume of reported research of clinical cases  
may need to be reviewed by health professionals or researchers when conducting systematic reviews 
and before they can make informed medical decisions [1, 2, 7, 24, 25]. In principle, health 
professional and researchers are interested in scientific artefacts that convey certain types of 
information, such as, patient condition, intervention, methods or results. This thesis hypothesizes that 
providing a network of semantically connected scientific artefacts (extracted from publications) 
would enable health professionals to more easily collate evidence in order to make more judicious 
decisions, and hence, would facilitate the adoption of Evidence Based Medicine in a wide range of 
medical cases. 
In this thesis, two main issues will be addressed in order to automatically provide related evidence 
needed to support EBM: 
 The identification and extraction of scientific artefacts from (unstructured) publications. 
More specifically, scientific artefacts will be identified and extracted from the abstracts 
of publications, because they provide more concise sources of evidence and are more 
readily available and re-usable than full text publications; 
 The discovery and documentation of semantic relationships between scientific artefacts 
within and across multiple publications/abstracts. 
A detailed case study is described in the next section in order to provide an understanding of the 
processes and challenges associated with employing EBM. 
1.2 Case Study 
Since the aim of this thesis is to expedite the identification, extraction and collation of evidence 
from the literature, the following case study focuses on the first two steps of the previously described 
evidence-based medicine workflow, i.e., asking answerable questions and searching for evidence. 
Consider the following clinical scenario4 [24]: 
                                                 
4 This case study is adapted from one of the “Search Examples” in Chapter 3, page 56, of the book “Evidence-based 
practice across the health professions (2nd ed.)” 
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“A physiotherapist has seen two pregnant patients experiencing pelvic and back pain. She wants 
to know if alternative treatment (e.g., acupuncture) is more effective than common treatments.”5 
Following the evidence-based workflow and according to the PICO (Population, Intervention, 
Comparison, Outcome) model for formulating clinical questions, she forms the following question: 
“In pregnant women [Population], is acupuncture [Intervention] more effective than standard 
treatment [Comparison] in relieving pregnancy-related pelvic and back pain [Outcome]?” 
The-above mentioned question covers the main elements of the PICO model, i.e., population 
(pregnant women), intervention (acupuncture), comparison (standard treatment), and outcome (not 
quantitative, effectiveness of acupuncture in relieving pregnancy-related pelvic and back pain). After 
identifying the keywords from the clinical question (i.e., pregnancy, acupuncture, pelvic pain, and 
back pain), the physiotherapist then decides which online resources and/or search engines to use for 
the search. She begins by searching Cochrane library (as it stores highly reliable systematic reviews) 
using the keywords. It is also recommended to use synonyms of the keywords and Boolean operations 
such as AND/OR in the search queries (if applicable) [1, 24]. Hence, one possible query can be 
formulated as follow: 
“pregnant AND acupuncture AND pelvic pain AND back pain” 
This query results in one retrieved document (a systematic review) in Cochrane6. Figure 1.2 shows 
the snapshot of the search results page from the Cochrane library. For a range of reasons, includ ing: 
avoiding potential bias [24], requiring more focused evidence (e.g., studies that only focus on 
acupuncture), and the desire to access more (up to date) publications, the physiotherapist decides to 
expand the search and find more resources (e.g., other systematic reviews, RCTs, or journal articles).  
The physiotherapist searches the PubMed Clinical Queries7, which is a search engine that searches 
publications describing clinical research, with the above-mentioned query. The search results page is 
shown in Figure 1.3.  
                                                 
5 Also a similar scenario can be considered in which a researcher/health professional wants to search the literature in 
order to conduct a systematic review over the effectiveness of acupuncture vs. conventional medicine for the pregnant 
women with pelvic and back pain. 
6 According to the search results in November 2016 
7 For more comprehensive search the main PubMed search engine can be used 
(https://www.ncbi.nlm.nih.gov/pubmed/) that also covers resources retrieved by PubMed Clinical Queries.  
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Figure 1.2. Search results of the given query in Cochrane library of systematic reviews 
The physiotherapist then needs to review the search results and select the most relevant studies, 
by reading the title, authors, journal name, etc., for each publication retrieved by the search engine 
(this step also includes the evidence appraisal process [1], which is outside the scope of this thesis, 
and hence, it is not covered in this case study). She reads the abstracts of the most relevant 
publications in order to find those parts of the abstract that contain the key information. For example, 
to identify those sentences that describe the specific Population, Intervention, Comparison or 
Outcomes.  
Figure 1.4 shows two of the retrieved abstracts for the submitted query. The key information, or 
the scientific artefacts, that the physiotherapist is interested in are highlighted. Each scientific artefact 
is represented as either a whole sentence or as a phrase or clause within a sentence. Generally, the 
physiotherapist has to read the entire abstract in order to locate these scientific artefacts. Identifying 
such information in a large number of abstracts is a very time consuming task, especially if the 
abstract is unstructured (e.g., “Abstract A” in Figure 1.4). However, this process can be expedited if 
the abstract is structured, as required by some journals and as illustrated in “Abstract B” in Figure 
1.4. Unfortunately, the use of unstructured abstracts is much more common than structured abstracts 
[26]. Figure 1.4 also depicts another common characteristic of scholarly abstracts - the imbalanced 
distribution of different types of scientific artefacts. For example, a considerable portion of the text 
in both Abstracts A and B describes the Outcome of the studies but only one concise sentence outlines 
the Intervention, Population or Study Design. This skewness of scientific artefact types affects their 
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efficient identification; greater effort is needed to find those scientific artefacts with lower coverage, 
especially within unstructured abstracts. In addition, this skewness also leads to an overall imbalance 
in a data set of these abstracts (skewed data) [27]. Due to its bias toward the over-represented artefact 
types (e.g., Outcome artefacts in this case), potential techniques for automating scientific artefacts 
extraction task can be affected by such a skewed data set (e.g., it may bias some machine learning 
algorithms (the trained models) to the majority types). Hence data balancing methods are needed to 
reduce the impact of skewed data on the automation of the scientific artefact identification and 
extraction task [28]. In addition, it is possible that a single sentence may contain multiple types of 
scientific artefacts, which also leads to another issue for learning approaches, that are typically 
designed to predict one label for a given instance. This is known as the multi-label problem [29].  
 
Figure 1.3. PubMed Clinical Queries’ search result page for the given query 
After identifying the presence of relevant scientific artefacts within an abstract, the physiotherap is t 
tries to find all the similar studies and their outcomes. For example, she would like to find all the 
abstracts that discuss a similar intervention (e.g., the use of acupuncture as an alternative intervention) 
and the reported outcomes of those interventions across multiple abstracts. The more publicat ions 
that report consistent outcomes, the more confident the physiotherapist will be about her decision. 
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This comparison of outcomes in related studies (e.g., different types/quantities of intervention and 
similar/dissimilar outcomes), allows her to crystalize patterns or trends between interventions, 
populations, and outcomes, to understand the relationships between related publications associated 
with the given medical case, and to apply informed reasoning. Finally, and after collating and 
analysing the required evidence, the physiotherapist employs this gleaned knowledge in conjunction 
with her expert knowledge to make a more informed decision for individual patient cases8. 
 
Figure 1.4. Two retrieved abstracts (Abstracts A and B) annotated with their scientific artefacts 
                                                 
8 The collated evidence also can be used to create systematic reviews of certain clinical case. 
Abstract A 
Abstract B 
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1.3 Motivation 
As discussed in the previous section, large volumes of the literature need to be explored in order to 
collate best evidence required for evidence-based medicine. The literature can be searched by 
researchers to create systematic reviews, or by decision support systems to synthesise evidence, or 
directly by health professionals to find the best evidence.  
The aim of this thesis is to devise innovative methods for delivering a framework that is capable 
of: (i) dynamically identifying and extracting scientific artefacts from published abstracts; (ii) storing 
and linking these extracted scientific artefacts within a knowledge base, such that it can be used to 
expedite the collation of relevant evidence for medical decision making or it can be used to generate 
systematic reviews of the literature, on a specific medical issue.  
Although there are several existing approaches to search the literature and retrieve useful 
resources, there is a lack of a holistic approach that aims to develop a knowledge base of scientific 
artefacts by extracting them from abstracts to identify and associate the findings of semantically-
related studies [25, 30]. Such an approach provides a comprehensive and integrated overview of 
existing evidence and enables improved understanding of the effects and outcomes of different 
medical interventions on different population cohorts. 
In order to produce a framework that achieves this aim, the following challenges or problem issues 
need to be overcome: 
• The number of abstracts of relevance to a particular case, that need to be processed, 
consolidated and linked, may be potentially very large (in the thousands) so, fast, efficient text 
mining and Machine Learning techniques need to be developed, to address this issue; 
• Scientific artefacts are encoded in the form of natural language expressions which can be 
incredibly difficult to process and convert to machine-understandable form; 
• Multiple scientific artefacts can be stated in one expression (i.e., multi- label problem) – so 
methods are needed to split such sentences into individual scientific artefacts; 
• Different types of scientific artefacts or scientific entities may not be evenly distributed or 
given equal weighting across abstracts, so some form of balancing will be needed to prevent 
the introduction of bias in Machine Learning techniques due to skewed training data sets; 
• The similarity of the meaning between different statements needs to be quantified e.g., to 
determine the extent to which studies, populations, interventions and outcomes are the same; 
• A wide range of different terminologies may be used to explain similar medical cases. Hence 
ontologies, which, (unlike thesauri or controlled vocabularies), are capable of capturing 
complex, rich semantic relationships between terms, in a machine processable format 
(Ontology Web Language OWL), will be employed; 
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• The provenance of the scientific artefacts should be preserved, so that the health professiona l 
can go back and read the entire abstract or publication, that was the source of the scientific 
artefact, if required. 
1.4 Hypothesis, Aims and Objectives 
The hypothesis that underpins the research described in this thesis is that:  
The provision of a holistic information systems approach to support the lifecycle of scientific 
artefacts (i.e., modelling, extraction, consolidation, and linking) will enable knowledge bases of new, 
meaningful associations to be dynamically generated. Such knowledge bases will help health 
professionals and researchers to understand the differences between multiple related studies and the 
reasons for different outcomes from similar interventions. 
This thesis focuses on the extraction of scientific artefacts from the abstracts of publications only. 
This is for two main reasons: firstly many abstracts are freely available in online libraries, and 
secondly, the scholarly abstracts, in the majority of cases, are concise summaries of full text 
publications and contain the key, most significant information that is reported in the publications [31-
34].  
In order to formalise, capture, and acquire a knowledge base of scientific artefacts in the EBM 
domain, this thesis addresses the following research questions: 
• How can the key scientific statements in the EBM domain be modelled using a balanced 
granularity? (i.e., one that enables more accurate extraction techniques, while at the same time 
enabling seamless consolidation and linking). 
• How can the scientific artefacts in unstructured text be accurately identified, extracted and 
classified? 
• How can the multi-label problem and the skewness of data in the domain be addressed? 
• How can the semantic similarity of scientific artefacts be quantified in order to consolidate 
them inside and across multiple publications? 
• How can the meaningful relationships between scientific artefacts of different types within 
multiple publications be inferred? 
• How can related publications/abstracts be clustered according to their semantic similarities to 
facilitate proper linking of scientific artefacts of different types? 
• How can the captured relationships between scientific artefacts and their provenance be 
recorded in a machine-processable form of knowledge? 
By targeting the above questions, this research will aim to achieve the following objectives: 
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Objective 1: To achieve a comprehensive and precise model of scientific artefacts in the EBM 
domain and to devise an ontology along with an appropriate model to encode and record semantic 
relationships between scientific artefacts; 
Objective 2: To develop a high-quality sentence-level classification approach in order to annotate 
statements in publications with proper types of scientific artefacts; 
Objective 3: To develop an approach to address the multi- label problem and to devise data set 
load balancing methods to overcome bias introduced in the Machine Learning classification task due 
to skewness of the training data set; 
Objective 4: To devise an approach to accurately quantify the semantic similarity of the extracted 
scientific artefacts in the EBM domain; 
Objective 5: To devise a novel approach to consolidate and link scientific artefacts in order to 
provide semantically connected information. 
Fulfilling these objectives will enable the creation of a consistent environment for finding and 
tracking scientific artefacts in the EBM. This will help health professionals and researchers to extract 
the key concepts from publications, to find and link related studies, and finally to make better 
decisions by providing them with abundant, relevant and correlated information, which would 
otherwise be hard to find. This thesis especially addresses some of the challenges associated with the 
second step in EBM practice (i.e., collating relevant evidence). More concretely, the envisaged 
knowledge base of scientific artefacts can effectively provide summaries of evidence of relevance to 
given medical cases. These summaries can be used either by health professionals to fulfil their 
information needs for making informed decisions (i.e., directly expediting evidence-based practice) 
or can be applied by researchers to support the creation of systematic reviews of relevant studies or 
clinical trials (i.e., indirectly support EBM by providing the resulting systematic reviews as reliable 
sources of evidence to health professionals).   
1.5 General Overview of the Research Framework 
This thesis aims to provide an evidence acquisition framework that facilitates collating required 
evidence during EBM practices. This framework aims to create a knowledge base of semantically-
related scientific artefacts, extracted from abstracts, as mentioned in the hypothesis described in 
Section 1.4. Figure 1.5 provides an overview of the technical components of the framework. The 
following describes the main constituents of the proposed framework (i.e., the four main phases in 
Figure 1.5).  
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Figure 1.5. High-level technical architecture of the framework 
1.5.1 Modelling of Scientific Artefacts 
The first step is to model the key information, or the scientific artefacts, that lie within each abstract 
and that need to be identified and extracted. Two aspects should be considered in modelling the 
scientific artefacts: 1) domain specificity, and 2) granularity. From the domain-specific ity 
perspective, the types of information that need to be modelled should be investigated. For example, 
in the EBM domain, those statements that describe the population of a clinical study, the interventions 
and the outcomes are important [12], whilst in the chemistry domain, those statements about the 
chemical compounds and chemical processes are key aspects of the research [5]. The granular ity 
provides a measure of the span of each scientific artefact. Scientific artefacts can be expressed within 
a whole sentence or a part of a sentence, that is, in a phrase or a clause. In this thesis, the types and 
granularities of the scientific artefacts are investigated in order to define a model capable of precisely 
13 
 
representing them in the EBM domain. Chapters 2 and 3 provide detailed descriptions of the different 
models that have been developed to model the generic and bio-medical aspects of scientific artefacts.  
1.5.2 Extraction of Scientific Artefacts 
1.5.2.1 Identifying Scientific Artefacts in EBM 
After defining the types and the scopes of the scientific artefacts, an approach is devised to 
automatically recognise them within abstract of publications. In this thesis, the scientific artefacts are 
considered as complete natural language (English) sentences. The automatic extraction of scientific 
artefacts is undertaken by applying supervised Machine Learning (ML) approaches, more 
specifically, using classification algorithms. In addition, Natural Language Processing (NLP) 
techniques are used to capture unique features of each scientific artefact type so the supervised 
classification algorithms can learn from these discriminative features. The aim of this phase is to 
employ the available annotated data for this task in the biomedical domain to present an efficient 
scientific artefact classification approach. This approach is trained and evaluated using an expert 
annotated data set and its performance is compared to the state of the art. More details about this step 
are discussed in Chapter 4. 
1.5.2.2 Data Set Load Balancing for Classification 
One of the main issues in the supervised learning approaches is to deal with the quantity and quality 
of the data that is used to train the predictive models (e.g., classifiers). The sample abstracts in the 
above-mentioned case study (shown in Figure 1.4. Section 1.2) explained a typical but problematic 
characteristic of scholarly abstracts – the uneven distribution of types of scientific artefacts. For 
example, those sample abstracts contain more Outcome sentences than that of Intervention, 
Population or Study Design. This leads to unbalanced data sets that tend to bias the trained model 
towards the major scientific artefact types. In addition, as mentioned previously, one sentence can 
convey multiple types of scientific artefacts that is a characteristic that can produce potential hurdles 
in applying Machine Learning-based approaches to scientific artefact extraction. This phase aims to 
address these issues by proposing data set load balancing strategies and an ensemble binary classifier 
in order to achieve more efficient scientific artefact extraction which is better aligned with the 
characteristics of the data in the domain. Similar to the previous step, a proper annotated data set is 
employed in order to evaluate these approaches. Chapter 5 describes the proposed data set balancing 
approach and the binary ensemble classification model in detail and describes their implementat ions 
and evaluations. 
1.5.3 Quantifying Semantic Similarity of Sentences 
As mentioned in the case study in Section 1.2, the similarity of the scientific artefacts needs to be 
quantified in order to collate enough evidence for a given clinical query. This phase aims to devise 
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an approach to automatically estimate the semantic similarity of both general and domain-specific 
sentences. The similarities are quantified by a number of similarity measures that consider different 
syntactic, structural, and semantic aspects of sentences. A new ensemble regression model is 
employed to train over a set of pairs of similar and dissimilar sentences, which is then used to estimate 
the semantic similarity of any given pairs of sentence. The quality of the proposed similarity measures 
and the ensemble regression model is tested using both domain-specific and generic data sets. Chapter 
6 describes and evaluates the semantic similarity quantification approach. 
1.5.4 Connecting Similar Scientific Artefacts 
1.5.4.1 Consolidation and Linking of Scientific Artefacts  
In order to be generate a knowledge base of useful clinical evidence, in the form of scientific 
artefacts, similar scientific artefacts should be consolidated and those that are semantically related 
should be linked together. These consolidation and linking problems can be addressed using semantic 
similarity quantification approaches. Hence, by expanding the similarity measures presented in the 
previous phase, this phase aims to: firstly, identify semantically similar scientific artefacts of the same 
type inside and across published abstracts (i.e. the consolidation task); and secondly, investigate the 
semantic relationships of scientific artefacts of different types (i.e., the linking task). These aims are 
pursued by proposing a novel set of sentence-level ontology-based semantic similarity measures that 
are employed by a regression-based approach and a linear interpolation-based approach to address 
the consolidation and linking tasks. In order to provide a proper data for implementing and evaluat ing 
such approaches, a data set of scientific artefacts in the EBM domain with their manually annotated 
similarity scores has been created. Chapter 7 describes the methodology, implementation details and 
evaluation results associated with the proposed approaches. 
1.5.4.2 Clustering Published Abstracts in EBM 
Due to the inherent differences in the notions of each type of scientific artefacts, it became apparent 
that a sentence-level similarity-based approach is not ideal for recognising semantic relationships 
between scientific artefacts of different types. Hence, an alternative approach is proposed in this phase 
for performing the linking task. The proposed approach comprises a two-step of producing accurate 
clusters of published abstracts and then recognising fine-grained semantic similarities (i.e., concept-
level similarities) between scientific artefacts of different types. Chapter 8 addresses the first step of 
the proposed approach, i.e., clustering published abstracts in the EBM domain, by presenting a novel 
set of document-level similarity measures that are employed by a hierarchical clustering algorithm in 
order to cluster abstracts and identify groups of related abstracts. Detailed discussions of the 
approach, implementation and evaluation results associated with the document clustering are 
presented in Chapter 8. 
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1.6 Original Contributions 
This thesis makes the following original contributions to the current state of the art in scientific 
artefact modelling, extraction, semantic similarity quantification, consolidation and linking: 
1. A comprehensive comparative analysis of the existing models of scientific artefacts in the 
EBM domain and a novel Scientific Artefact Ontology (i.e., SAO). The proposed ontology, 
in conjunction with a three-layer semiotical model [35], enable conceptualising and 
formulating different attributes of scientific artefacts, including their semantic relationships 
and their provenance, in the form of a knowledge base. 
2. An improved classification approach for automatically recognising scientific artefacts from 
abstracts of publications in the EBM domain. The implemented classifier is able to identify 
six types of scientific artefacts according to the PIBOSO scheme (i.e., Population, 
Intervention, Background, Outcome, Study Design, and Other) [26]. A set of discriminative 
features have been proposed to formulate the above-mentioned scientific artefacts. These 
features are then used to train a Conditional Random Fields (CRFs) classifier [36]. The 
resulting prediction model is able to accurately extract scientific artefacts from structured and 
unstructured abstracts, which is an improvement on the state of the art. 
3. Four data load balancing strategies that address the problem of imbalanced distribution of 
types of scientific artefacts in data sets in the EBM domain, as well as an ensemble classifie r 
that deals with the multi- label issue. The proposed balancing strategies are based on the 
general idea of under-sampling of classes with major number of instances. They are 
innovative because they consider underlying similarities and types of data instances to form 
a smoothed data set of evenly distributed classes. Furthermore, in order to address the multi-
label issue, an ensemble of binary classifiers is proposed that allows the assignment of 
multiple tags to a given sentence. Each binary classifier in the ensemble is responsible for 
distinguishing a single class. This ensemble enables a more accurate and realistic approach 
that deals with the multi-label issue of the data in the domain, an aspect which is generally 
ignored in the state of the art. 
4. A novel semantic similarity quantification approach for sentences in both general English and 
biomedical text. A novel set of generic semantic similarity measures are proposed that 
quantifies semantic similarities of sentences from various perspectives. In addition, a new 
ensemble regression model is proposed that utilises the resulting values of the similar ity 
measures to predict accurate degree of semantic similarities of general English sentences. The 
regression model also enables predicting semantic similarity of pairs of scientific artefacts in 
the EBM domain with considerable accuracy. 
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5. Two sentence-level similarity-based approaches for consolidating and linking scientific 
artefacts in the EBM domain: a regression-based approach and a linear interpolation-based 
approach. In addition, a novel set of ontology-based similarity measures is proposed that can 
effectively quantify semantic similarity of scientific artefacts in conjunction with the generic 
similarity measures. The combination of all similarity measures are employed by both 
regression-based and linear interpolation-based approaches to consolidate and link different 
pairs of scientific artefacts. Furthermore, in order to train and evaluate the proposed 
approaches, a corpus is created (i.e., the EBM’s Scientific Artefacts Semantic Similar ity 
corpus – EBMSASS corpus9) by employing ten human annotators (experts in bioinformatics 
and medical terminology).  
6. An accurate clustering approach for creating clusters of semantically related published 
abstracts in the EBM domain. In addition, a new set of document-level similarity measures is 
proposed to quantify the similarity of published abstracts using their comprising sentences as 
a whole. The combination of the similarity measures is used by a hierarchical clustering 
approach to cluster a collection of published abstracts that are the outcome of PubMed 
searches. A comparison of the proposed clustering approach with the state of the art and with 
a strong baseline approach shows that the proposed approach delivers significant 
improvements. The resulting clusters of related abstracts expedite the process of identifying 
linking relationships between scientific artefacts of different types (i.e., the linking task).  
1.7 Thesis Outline 
A brief description of the structure of the remainder of this thesis is provided in this section. 
Chapter 2 introduces the background information related to this research project. It includes an 
overview of related literature on the key topics that underpin this research, i.e., Scientific Artefact 
Modelling, Machine Learning, Natural Language Processing, Dataset Load Balancing and Textual 
Semantic Similarity Quantifications. It also explains how this thesis differs from, builds on, extends 
and improves on the state of the art in the fields of clinical question answering systems, decision 
support systems,  and evidence retrieval, synthesis and summary tools. 
Chapter 3 discusses different scientific artefact modelling approaches from both general and 
domain-specific perspectives. It also explains in detail the model that has been adopted in this thesis. 
Furthermore, a detailed description of the proposed scientific artefacts ontology and the approach 
used to model networks of semantically-related scientific artefacts to form a knowledge base are also 
provided. 
                                                 
9 https://github.com/EBMSASS/EBMSASS 
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Chapter 4 introduces the proposed approach for classifying scientific artefacts in the EBM 
domain. It provides details of the unique set of features that is used for classifying different types of 
artefacts and as input for training an accurate classifier. A comparison of the proposed approach 
against the state of the art and an analysis of the effects of each proposed feature on the overall 
performance of the approach are also included in this chapter. 
Chapter 5 describes the data set load balancing approach for addressing the skewness of data sets 
in the EBM domain and the original ensemble binary classification approach that allows mult ip le 
allocations of target classes to sentences. An evaluation of the ensemble classifier with and without 
the proposed data load balancing approaches and a comparison of its performance with the state of 
the art are also provided in this chapter. 
Chapter 6 presents the textual semantic similarity quantification approach that has been 
developed. Firstly it describes the similarity measures that are devised to quantify the semantic 
similarity of general English sentences. The validation of the accuracy of these measures, which are 
used to train an ensemble regressor, against a number of the best existing approaches is also provided 
in this chapter.  In addition, the outcomes and evaluation of an initial investigation of employing such 
generic similarity measures in a specialised domain, such as EBM, are also described. 
Chapter 7 presents the proposed approach for determining semantic similarity between scientific 
artefacts in the EBM domain, using ontologies. The aim of this chapter is two-fold: firstly, it explains 
the consolidation of scientific artefacts of the same type using domain specific similarity measures; 
secondly the outcomes of applying such similarity measures to determining semantic similar ity 
between scientific artefacts of different kinds are also described. It also presents the experimenta l 
results and performance of the proposed approaches using an expert annotated data set.  
Chapter 8 describes the proposed hierarchical clustering approach that has been devised to cluster 
published abstracts in the EBM domain. The application of a unique set of document-level similar ity 
measures that are used recursively to group the related abstracts is also explained. This chapter 
demonstrates through a set of experiments, how this approach improves the performance and the 
accuracy of clustering medical abstracts over a baseline approach and the state of the art. 
Chapter 9 concludes the thesis by summarising the achievements, novel contributions and 
advancements on the state of the art that the overall framework delivers. It looks back at the research 
questions and hypotheses and summarizes the results that were achieved and the origina l 
contributions made through this research project. It also presents a series of insights gained from this 
research. Finally, the outstanding challenges and areas that require further investigation, improvement 
and development are described.  
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 Chapter 2: Background and Literature Review 
 
2.1 Introduction 
This chapter provides an overview of the background information and the current state-of-the-art 
by describing previous related work which provides the foundations on which the research in this 
thesis builds. The remainder of this chapter is structured as follows: 
 Section 2.2 presents a high level overview of the most significant technologies that are 
used in this thesis, Natural Language Processing, Machine Learning, and Ontologies.  
 Section 2.3 provides details of previous scientific artefacts modelling approaches in the 
biomedical and other domains, previous approaches to the automatic extraction of 
scientific artefacts from natural language sentences, and existing approaches for data set 
load balancing. 
 Section 2.4 describes general textual semantic similarity quantification approaches, 
ontologies and their role in formulating the semantic similarity of natural language 
sentences, and specific approaches for quantifying semantic similarity of scientific 
artefacts in the EBM domain. 
 Section 2.5 details the approaches for consolidating and linking scientific artefacts in 
published literature. 
 Section 2.6 describes the existing approach for clustering published abstracts. 
 Section 2.7 describes the clinical decision support systems. 
 Section 2.8 discusses previous approaches to evidence based medicine and decision 
support systems for health professionals, and their relevance to different phases of this 
thesis. 
 Section 2.9 concludes with a summary of the technologies presented in this chapter.  
2.2 General Foundational Aspects 
2.2.1 Natural Language Processing 
Natural Language Processing (NLP) refers to computational techniques that aim to model and 
analyse elements of natural languages, in order to derive meaning from speech or written documents. 
NLP techniques are being employed across a wide range of applications, from social robots that are 
able to communicate with humans to commercial speech recognition functions in smart phones and 
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text editors. In the following section, the NLP techniques that are employed in different phases of this 
research are summarized.  
The first step to automatically process a textual document typically involves identifying the 
smallest meaningful elements of text, that is, words or tokens. Tokenization algorithms or tokenizers 
perform this task, which aims to correctly recognize the boundaries of words in a given document. 
Generally, these algorithms try to locate white spaces in a text and then split and capture meaningful 
elements using lexical information [37]. A second text processing step involves distinguishing the 
proper boundaries of sentences. Sentence chunker algorithms look for special punctuations, such as, 
full-stops, exclamation marks, question marks, etc., in order to identify the start and end points of 
sentences [38]. Additional text processing steps involve identifying the function of words (e.g., nouns, 
pronouns, verbs, adjectives, etc.) as well as the building blocks of sentences (e.g., subjects, predicates, 
and objects). Identifying the function of words in a sentence is called Part of Speech (POS) tagging 
[39] and the structure of a sentence is recognised by Parsing algorithms. Named Entity Recognition 
(NER) is another NLP technique for identifying proper nouns in documents, namely, the names of 
persons, locations, and organisations, as well as terms that refer to specific entities such as time and 
date, or acronyms [40].  
In natural languages one word can have multiple meanings (or senses according to dictionarie s). 
For instance, the term “glass” may refer to the generic substance used in a windowpane, or a drinking 
glass, or an eye glass. The identification of the correct sense for each ambiguous word is performed 
by another NLP task, called Word Sense Disambiguation (WSD). The main issue in this task is to 
assign a proper meaning to a word in the context of the sentence by referring to lexical databases 
(dictionaries) [41]. WSD techniques play an important role in quantifying the similarity of sentences, 
which is the aim of Chapter 6 of this thesis. 
Another NLP technique that is applied in this thesis is TF-IDF, which is stands for Tem Frequency-
Inverse Document Frequency [42]. TF-IDF is a weight that is calculated for each individual term in 
a document in order to quantify its importance according to all the terms in a collection of documents 
[43]. Term Frequency (TF) is the frequency (number of occurrences) of a term in a document that is 
normalised by the total number of terms in that document. Inverse Document Frequency measures 
the rarity of a term in the whole document collection. Hence, the TF-IDF weight of a given term is 
the product of its TF weight and its IDF weight. 
NLP techniques have been previously employed in biomedical literature [42, 44]. They are widely 
used in addressing various issues in the domain, such as, clinical information extraction, concept 
recognition, clinical question answering, biomedical text summarisation, etc. Generic NLP 
algorithms such as tokenizers, sentence chunkers, PoS taggers and parsers can be usefully employed 
for structural processing of publications from biomedical domain. However, more sophisticated NLP 
20 
 
tasks, such as NER and WSD, require domain-specific knowledge resources, such as, specialised 
dictionaries and domain ontologies, to achieve accurate outcomes [45, 46]. 
2.2.2 Machine Learning 
Machine Learning (ML) is a field of computer science that uses pattern recognition and 
computational statistics to enable the computer to learn from input data and make predictions. ML is 
commonly applied to automate tasks that are too complex or time-consuming to be performed by 
human experts e.g., classification, regression, clustering to detect events in economic data or sensor 
data streams or for object recognition in images and video. The goal of the classification task is to 
predict the correct class for a given unknown data instance. ML algorithms designed to perform 
classification use manually labelled training data (i.e., data tagged with their correct classes) to learn 
the features of each class type. This learning procedure, known as supervised learning, results in a 
predictor model that can subsequently be used to predict the class type for unknown data instances.  
Unsupervised learning, on the other hand, commonly addresses another group of problems, in which, 
the types of data instances are not important. Unsupervised approaches focus on data analysis to 
model the underlying structure or distribution of data in order to identify useful patterns, such as, 
clusters of related data instances or to detect outliers. As mentioned in Section 1.5.2, the extraction 
of the scientific artefacts from sentences of scholarly publications can be considered to be a 
classification problem. Hence, this thesis employs a number of classification algorithms to address 
the extraction problem. In addition, clustering methods are also applied to group related scientific 
artefacts across publications. Brief descriptions of these algorithms are provided in the following 
sections. 
One of the most commonly used ML algorithms to address classification problems is the Support 
Vector Machine (SVM) algorithm [47]. The basic idea of SVM is to represent the data instances in a 
high-dimensional space and then to find the optimal hyperplane that can separate categories of 
instances. SVM is designed for binary classification problems; however, there are extended 
implementations of SVM that can deal with multi-class problems either by using several binary 
classifiers or dealing with all classes in one step [48]. SVM has been widely used in biomedical text 
classification, including EBM scientific artefacts extraction [5, 49, 50]. 
Conditional Random Fields (CRFs) [36] are another widely used ML method described in the 
literature [5, 26, 31, 51]. A CRF classifier consists of a probabilistic framework for labelling and 
segmenting sequential data and has the advantage that, in addition to supporting a large number of 
features, CRFs are also able to intrinsically model the sequential format of the data (e.g., sequences 
of sentences in an abstract). A CRF is an undirected graphical model that calculates the conditiona l 
probability of output values based on given input values. The graphical model may take various 
shapes, such as linear or skip-chain. Linear-chain CRFs capture local (near) dependencies in a given 
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sequence, while skip-chain CRFs cater for dependencies located at arbitrary distances in the sequence 
[52]. In contrast to traditional classification algorithms used in Machine Learning, CRF not only 
considers the attributes of the current element when determining the class, but also attributes of 
preceding and succeeding items. Furthermore, in the context of sentence classification, CRF 
classifiers have been shown to have several advantages over other sequence models such as Hidden 
Markov Models (HMMs) [31] 
Another probabilistic classifier that has been applied in this thesis is Naïve Bayes [53]. Naïve 
Bayes classification is based on Bayes’ theorem and conditional probabilities and it is a simplified 
version of Bayesian Network in which it is assumed that all features are conditionally independent. 
General Bayesian Network, however, is usually computationally intractable and its complex structure 
has high variance because of the inaccurate probability estimation caused by the limited amount of 
training data [54, 55]. Naïve Bayes classifier applies Bayes’ theorem over the features of a given 
instance and calculates the probability of each class. The class with the highest probability is then 
selected as the correct class of this instance. Naïve Bayes classification has been previously applied 
to text retrieval and classification tasks including information extraction from clinical literature [49, 
56, 57]. 
ML approaches can also be applied to solving another group of problems, known as regression 
analysis, which deal with predicting continuous real values for data instances, instead of pre-defined 
nominal classes as in classification problems. Hence, the quantification of the semantic similarity of 
sentences can be considered to be a regression problem. More concretely, the similarity of two given 
sentences can be scaled to a range of continuous values, such as, from 1 (very little similarity) to 5 
(very high similarity). Regression algorithms can map independent values of the features to a real 
value by producing a regression function. Regression functions are generated by analysing training 
samples using different algorithms. Chapter 6 elaborates on the definition and application of various 
regression approaches. 
Clustering or grouping data instances according to their similarity to each other is another group 
of problems that can be addressed using ML techniques. In this thesis, clustering approaches are 
employed to group semantically similar published abstracts that are available in online repositories, 
in order to facilitate evidence-based medicine (EBM) practice by providing clinicians with clusters 
of related publications. This thesis’s innovative approach to clustering of semantically similar 
abstracts is described and evaluated in detail in Chapter 8.  
2.2.3 Ontologies 
In recent years, there have been numerous efforts focussed on making digital information 
understandable to machines. The Semantic Web is a leading initiative that attempts to make online 
content interpretable by machines by augmenting the content with an additional semantic layer 
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represented as formal concepts [58]. The process of transforming information to make it 
understandable by machines is performed by using external formal knowledge resources. Generally, 
this knowledge can be found in the form of ontologies. An ontology can be defined as an explicit 
specification of a conceptualisation [59]. Hence, ontologies define the concepts of a domain and their 
relationships in a declarative formalism. They form semantic networks (or graphs) in which each 
node represents a unique concept. On the World Wide Web (WWW), ontologies are represented using 
the Resource Description Framework (RDF) [60] and the Web Ontology Language (OWL) [61]. RDF 
provides a framework for adding metadata to resources and objects on the Web. RDF uses Uniform 
Resource Identifiers (URIs) and  the linking structure of the Web to connect related concepts via the 
RDF triple schema (i.e., subject, predicate, and object) [62]. OWL is a Semantic Web language that 
can represent more complex and rich knowledge about objects and their relationships. It is based on 
computational logic and hence semantic reasoning engines can exploit OWL’s inference rules to infer 
new knowledge. Figure 2.1 shows an example of an RDF document (represented in RDF-XML 
format) that stores information about two Web resources (two articles). Each resource is identified 
by a URI (i.e., “rdf:about”) and the “rdf:Description” elements contain information about that 
resource (e.g., “article:title”, “article:author”, etc.). 
Significant effort has been expended on developing comprehensive ontologies – that cover both 
generic upper-level concepts (e.g., DOLCE [63]) as well as domain-specific concepts (e.g, the Wine 
ontology [64]). In the medical domain, numerous ontologies have been developed that aim to define 
general medical terminologies (e.g., SNOMED CT [65]) as well as more specialised ontologies that 
focus on specific diseases (e.g,, National Cancer Institute Thesaurus (NCIT) [66]). In this thesis, two 
biomedical ontologies (SNOMED CT and NCIT) are employed to recognise domain concepts that 
occur in medical publications. The semantic similarity between these ontological concepts is then 
used to quantify the overall similarity of scientific artefacts that contain these concepts. Chapter 7 
describes in detail a novel approach that uses biomedical ontologies to more accurately measure the 
semantic similarity between scientific artefacts - in order to inform decision making in EBM. 
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Figure 2.1. Simple RDF example  
2.3 Scientific Artefacts in Scholarly Publications 
Scientific artefacts encapsulate the key findings of research studies within scholarly publications. 
They are represented by rhetorical elements (e.g., sentences, phrases, clauses, etc.) within 
publications. They have been modelled over time using a variety of rhetorical and argumentat ion 
schemes, some of which adopt a coarse structure [67], whilst others adopt a finer-grained structure 
with an emphasis on discourse [68], argumentation [69], or diverse linguistic theories, such as the 
cognitive theory of discourse representation [70] or the rhetorical structure of text theory [71].  
The remainder of this section describes previous approaches to modelling scientific artefacts in 
scholarly publications (Section 2.3.1), methods for identifying and extracting them (Section 2.3.2), 
and approaches for data set load balancing (Section 2.3.3). 
2.3.1 Models of Scientific Artefacts 
There exist a range of models or schemes for defining and structuring scientific artefacts in 
scholarly publications. These schemes, which vary in terms of scope and granularity, are described 
below. 
The simplest model, which has been widely adopted, defines four generic rhetorical types of 
scientific articles (i.e., Purpose, Methods, Results and Conclusion). It was originally developed to 
extract such scientific artefacts from abstracts [72]. These four types of artefact are very common in 
24 
 
the written literature across a wide range of genres, namely, chemistry, anthropology, linguist ics, 
computer science, and biomedicine [73].  
Another common scheme for modelling scientific artefacts is Argumentative Zoning (AZ) of 
documents [74]. AZ is based on the knowledge claims by the authors of the scholarly papers and 
defines seven non-overlapping categories. This scheme enables scientific arguments, meta-discourse 
and comparisons to other published work, to be extracted from publications. Due to its non-
overlapping characteristic, each sentence can be assigned only one of the following seven classes:  
1. Aim: Specific research goal of the current paper;  
2. Textual: Statements about section structure;  
3. Own: (Neutral) description of own work presented in current paper (i.e., methodology, results, 
discussion);  
4. Background: Generally accepted scientific background;  
5. Contrast: Statements of comparison with or contrast to other work;  
6. Basis: Statements of agreement with other work or continuation of other work;  
7. Other: (Neutral) description of other researchers’ work. 
An extension of the AZ scheme (i.e., AZ-II) is later introduced by following similar rhetorical 
structure theory [75]. The new categories are more fine-grained than the initial seven categories and 
they convey more details about each type of statement in a given paper and their connections to other 
cited papers. The AZ-II annotation scheme contains eleven categories: Motivation, Goal, Object, 
Method, Experiment, Observation, Result, Conclusion, Hypothesis, Model and Background. These 
eleven types have been used to model core scientific concepts (CoreSC) in articles from the physical 
chemistry and biochemistry domains [5, 76] and to annotate a corpus of 265 papers (ART corpus) 
[68]. 
A recent approach tries to classify the sentences of scientific abstracts in order to answer specific 
questions about the research described in the publication [77]. Typical information needs of a 
researcher are summarised within the following questions: 
 Which articles tackle a particular problem or have the same motivation as my work? 
 Which articles use a particular approach or method? 
 Which approach performs best for a specific problem? 
 Which authors work in fields related to my own field? 
In order to automatically extract this information from publications, Schmidt et al., introduce eight 
classes of scientific artefacts. These classes consist of Summary, Motivation, Goals, Method, Related 
Work, Solution, Results, and Conclusion. A corpus (i.e., MM corpus) of eighty one abstracts of 
scientific articles in multimedia research domain was annotated using this scheme [34]. 
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Beyond the generic discourse level of scientific artefacts, there have also been a number of 
attempts to tailor existing models of scientific artefacts, specifically for biomedical publications. Guo 
et al. [78] investigated the application of three schemes for modelling scientific artefacts in 
biomedical abstracts, related to cancer risk assessment (CRA). The three schemes are based on 
modelling publications from three different perspectives: (i) Section Names; (ii) Argumentative 
Zones; and (iii) Conceptual Structure. The Section Names scheme divides and classifies abstracts 
into four sections: Objective, Method, Results, and Conclusions [51]. The second and the third 
schemes are borrowed from the above-mentioned argumentation zoning (AZ) and core scientific 
concepts (CoreSC) models. A corpus of 1000 abstracts is annotated using these three schemes. 
Although these generic models help researchers to locate key information encapsulated within 
publications, they will not satisfy the information needs of healthcare professionals looking for 
evidence about specific diseases, observations, interventions and outcomes, by surveying mult ip le 
publications [25]. Hence, a more domain-specific model of scientific artefacts would significantly 
facilitate the extraction of valuable and relevant information from scientific publications [79]. 
 In order to make efficient and effective judgements in EBM, access to comprehensive, reliable, 
pertinent and timely evidence is essential [80]. A robust, well-designed model is required to formula te 
the clinical evidence in publications. Richardson et al. [12] proposed the first model, PICO (i.e., 
Patient/Problem, Intervention, Comparison, and Outcome), for formulating the essential evidence for 
EBM practice. This scheme assists health professionals to form a clinical question, according to a 
given medical case, which can expedite retrieval of relevant resources (e.g., randomized and 
controlled clinical trials (RCTs) or systematic reviews). It covers the following four scientific 
artefacts: 1) the patient or problem being addressed; 2) the intervention or exposure being considered; 
3) the comparison intervention or exposure, when relevant; 4) the clinical outcomes of interest. A 
number of variations and extensions to this scheme have since been proposed, such as the PECODR 
[81], which covers Patient-Population-Problem, Exposure-Intervention, Comparison, Outcome, 
Duration and Results. 
Another extension of the PICO scheme is presented by Kim et al. [26]. Their model, which is 
called PIBOSO, is mainly devised to support the automated extraction of scientific artefacts from 
published abstracts. It covers additional types of scientific artefacts based on the feedback they 
collected from medical experts. The six types of scientific artefacts based on the PIBOSO model are 
as follows: 
• Background: Material that informs and places the current study in perspective, e.g. work that 
preceded the current information about disease prevalence, etc.; 
• Population: The group of individual persons, objects, or items comprising the study’s sample, 
or from which the sample was taken for statistical measurement; 
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• Intervention: The act of interfering with a condition to modify it or with a process to change 
its course (includes prevention); 
• Outcome: The sentence(s) that best summarize the consequences of an intervention; 
• Study Design: The type of study that is described in the abstract; 
• Other: Any sentence that is not falling into one of the other categories and presumed to provide 
little help with clinical decision making, i.e. non-key or irrelevant sentences. 
Kim et al. [26] used this model to annotate a corpus of 1,000 abstracts (i.e., NICTA-PIBOSO 
corpus). Since this corpus has been used as a testbed in this thesis, a detailed description is provided 
in Chapters 4.   
In reviewing the above-mentioned models of scientific artefacts, it can be observed that one of the 
main challenges is optimizing the balance between the granularity of the annotation scheme and the 
usefulness of the rhetorical types. From an information theory perspective, labelling scientific 
artefacts using types defined in the models above, qualifies as a classification task that can either be 
fully automated or used to support manual annotation. Within this thesis, the PIBOSO model is 
adopted, which has been chosen mainly because of its well-defined types of scientific artefacts that 
cover the clinicians’ needs while practicing evidence-based decision making. The modelling details 
are described fully in Chapter 3. The next section provides an overview of the available approaches 
for automatically extracting the scientific artefacts of different types. 
2.3.2 Automatic Extraction of Scientific Artefacts 
Today’s search engines and digital libraries offer little or no support for discovering those 
scientific artefacts (hypotheses, supporting/contradicting statements, findings), that form the core of 
scientific written communication. Given a particular hypothesis, it is extremely difficult to find, 
retrieve and summarize all of the supporting or contradictory statements associated with it, that are 
embedded within publications [82]. For example, consider the hypothesis: “Human apolipoprote in 
E4 alters the amyloid-β 40:42 ratio and promotes the formation of Cerebral Amyloid Angiopathy. ” 
Searching directly for this text in PubMed (which currently hosts over 24 million articles) yields only 
the article that contains this exact hypothesis in its title10. Other publications that might discuss it, 
support it, or contradict it are simply not being found or retrieved. Furthermore, from a scientific 
perspective, knowledge migrates over time along a continuum of varying certainty, that is open to 
interpretation [83]. As more research is undertaken and validated, hypotheses may transform to 
likelihoods (low certainty) and finally to facts (high certainty) or may be disproven. For example, the 
statement “aromatic hydrocarbon receptor (AhR) agonists suppress B lymphopoiesis” represents a 
                                                 
10 Based on the query on December 2016 
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fact, according to Jensen et al. [84], while in the context of the same article, the statement “two 
prototypic AhR agonists, 7,12-dimethylbenz [a]anthracene (DMBA) and 2,3,7,8-tetrachlorodibenzo-
p-dioxin (TCDD) alter stromal cell cytokine responses” is a hypothesis that requires investigat ion 
(according to the annotations of the ART corpus [68]). 
Over the course of the last ten years, the majority of biomedical research on this topic, has focused 
on mining and analysing concepts (or named entities) captured within such scientific artefacts and 
more predominantly on genes, proteins, and their inherent relations [85-88]. Systems like GoPubMed 
[89], for example, can find articles relatively easily that contain concepts mentioned in the example 
hypothesis above. A simple test on PubMed reveals a high number of retrieved documents for the 
individual concepts: 4,4733 documents for Human Apolipoprotein E4; 35,092 documents for 
amyloid-β; and 2,553 documents for Cerebral Amyloid Angiopathy11. However, it is a time 
consuming task to manually go through all of these retrieved documents in order to locate the 
supporting or contradicting statements. To my knowledge, there are currently no means of contrasting 
statements across publications to detect conceptual inconsistencies, gaps in knowledge, newly 
emerging knowledge or paradigm shifts [90], in order to track the evolution of hypotheses from 
incipient phases to maturity or decline. 
Recently, research on discourse analysis, with the goal of automatically recognizing scientific 
artefacts playing a rhetorical role, has become more prominent [91, 92]. As discussed by Liakata et 
al. [5], there are three directions that have emerged in this area: (i) sentence or zone classificat ion 
according to a predefined annotation scheme [5, 74, 75, 93]; (ii) detection and analysis of speculative 
language and hedging (i.e., finding speculative and tentative statements or hedges) [94-96]; and (iii) 
sentence classification according to a multi-dimensional scheme for annotating biological events [97-
99]. 
The text mining field, both within and outside the biomedical domain, consists of a wealth of 
algorithms and methods, which can usually be classified into two main categories: (hand-crafted) 
rule-based methods and ML methods [100, 101]. Rule-based approaches achieve good performance, 
in particular in Bio-NER (Biomedical Named Entity Recognition) tasks such as gene or protein 
mention identification [102, 103]. They rely on dictionaries, thesauri, and manually crafted rules to 
perform exact or partial matching. Although such methods achieve promising performance, they 
require the specification of comprehensive (hand-crafted) rules. This is a complicated task that is 
exacerbated by the ambiguous and complex nature of the structure of scientific artefacts. 
ML techniques have been proven to perform well, both in Bio-NER tasks, as well as in the 
recognition of scientific artefacts [5, 25, 26, 93, 97]. They are fairly robust and versatile, and capable 
                                                 
11 Based on the query on December 2016 
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of detecting patterns that are hard to encode in rules. The main drawback of ML methods is the 
necessity of training data, which should contain, in principle, a significant volume of evenly 
distributed examples for each of the target classes. The majority of the ML based approaches employ 
NLP techniques in order to formulate specific features of each type of scientific artefacts. There are 
also approaches that employs both rule-based and ML methods (known as hybrid approaches) that 
combine these methods from different perspectives [100, 101, 104]. The remainder of this section 
provides details of existing approaches in the biomedical domain. 
Demner-Fushman et al. proposed an approach to automatically identify outcome-related 
information and PICO elements in medical text was [56] and [32]. Their solution employed an 
ensemble of six base classifiers, including rule-based, Naive Bayes, n-gram-based, position, 
document length, and semantic classifiers. The rules required by the rule-based classifier were 
handcrafted, while the rest of the classifiers were trained on their corpus containing 275 abstracts. 
Their method achieved an accuracy of between 88% and 93% at identifying outcome elements. At a 
later stage, the authors again employed the PICO structure and developed a Naive Bayes classifier 
using the features mentioned above, in addition to semantic information derived via MetaMap [105]. 
MetaMap provides a framework to annotate biomedical text with Unified Medical Language System 
(UMLS) Meta-thesaurus [106] concepts. The UMLS features improved the identification of all of the 
PICO elements, except the Outcome statements. This is due to the large variety of possible outcomes 
that make it hard to map them to a particular set of UMLS semantic types [32]. 
Chung [31], on the other hand, combined generic scientific artefacts (or rhetorical roles) in 
conjunction with PICO elements (Intervention, Outcome, Participants) to perform sentence 
classification. Their approach consists of two steps. Firstly, a classifier is trained with the goal of 
recognising generic rhetorical roles such as: Aim, Method, Results, and Conclusions. Secondly, 
standard token-based features are combined with the predicted rhetorical roles (from the first 
classifier) to train and test two classifiers (one CRF and one SVM) that target individual PICO classes. 
More concretely, for every PICO element a new classifier is built by adjoining the four generic roles 
as classes to each individual PICO class, hence resulting in a 5-way classification. The results are,  
however, focused on the actual PICO element and not the rest of the classes and the best F-scores 
vary between 0.80 and 0.88. In addition to the rhetorical roles, the features vector consists of a 
unigram bag-of-words, POS tags, positional information, and windowed features of the previous and 
the following sentences. In terms of classification models, CRF outperforms SVM in their 
experimental results. 
The rhetorical structure of a biomedical abstract has, usually, a fairly well-established flow that 
begins with background information and gradually presents the research before concluding with some 
outcomes. Boudin et al. [49] leveraged this common structure and proposed a solution that uses the 
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location of sentences and the distribution of PICO elements from an Information Retrieval point of 
view. They also applied a weighting model based on the PICO information, which assigned different 
weights to different parts of a document. However, their rigid partitioning of publications into ten 
equal parts, which does not enforce any restrictions on the size of instances (i.e. instances could be 
words, phrases, or sentences), led to an agreement problem between annotators. 
Kiritchenko et al. [107] developed ExaCT, an information extraction tool, that automatica lly 
identifies 21 different key trial characteristics such as eligibility criteria, sample size, drug dosage, 
and primary outcomes fragments in journal articles. They devised a two-stage methodology in order 
to identify such information. They first locate the sentences that have the highest probability of 
describing a trial characteristic using a classifier and then apply hand-crafted rules to extract text 
fragments containing the target answer. This tool was evaluated using 50 articles describing 
Randomized Controlled Trials and achieved 80% precision in locating the candidate sentences (i.e., 
the first stage) and 93% precision in extracting trial characteristics (i.e., the second stage). 
Summerscale et al. [33] dealt with the problem of how to effectively deliver recent research 
outcomes to evidence-based practitioners by developing the ACRES (Automatic Clinical Result 
Extraction and Summarization) tool. They presented a method that automatically extracts information 
about treatment groups and outcomes from abstracts of randomized controlled trial publications and 
creates summary statistics of the research results (i.e., Absolute Risk Reduction (ARR) and Number 
Needed to Treat (NNT)). Their focus was on extracting useful quantities from abstracts of 
publications. This is different from the aim of this thesis which is to identify and extract scientific 
artefacts (in the form of sentences) and determine semantic relationships between scientific artefacts 
within and across publications. Summerscale et al. firstly identify candidate sentences by keeping all 
those that contain numerical values. They then employ a CRF classifier to assign numbers to the 
treatment group size, outcome number etc. They also identify statements referring to treatment 
groups, outcomes, and various associated quantities (such as dates/times) from a Named Entity 
Recognition perspective. After identifying numerical values and mentions, summary statistics are 
computed by considering treatment groups, outcomes, etc. as “events” and defining “templates” to 
keep track of relevant information to each event. The templates are filled with the extracted 
information in previous steps and, if there is enough information, the summary statistics are 
calculated. They evaluated the system performance on a sample corpus of 263 British Medical Journal 
(BMJ) abstracts and achieved F-scores of 76% for identifying groups, 42% for outcomes, 80% for 
group sizes, and 71% for outcome numbers. While Summerscales et al. focused on extracting mostly 
quantitative values from abstracts in order to create summary statistics, this thesis focuses on 
extracting other essential information such as study design, background, and intervention from the 
sentences in the published abstract. 
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Additional, previous research that attempted to identify significant information in the form of 
phrases or clauses was by Lin et al. [108]. Their aim was to automatically extract metadata 
information such as author’s names, emails, and institutions from the title page as well as a number 
of key elements in the reported studies such as age group, database name, data analysis name, 
geographical area, intervention, number of observations, and time periods. A CRF classifier was 
trained on a set of features of lexica, positional, and orthographic characteristics of words. Lin et al. 
evaluated their classifier by performing a 3-fold cross validation on a manually annotated data set of 
185 full-text articles that are freely available in PubMed Central. Their approach achieved average 
F1-scores of 89.9 and 26.1 for metadata extraction and key elements extraction, respectively.  
Huang et el. [57] developed two sets of Naïve Bayes classifiers to detect PICO elements from 
structured abstracts. They addressed PICO detection as a sentence classification task (similar to the 
proposed approach in Chapter 4 of this thesis) and trained two Naïve Bayes classifiers. The first one 
is tuned to classify the first sentences that appear in each section of the structured abstracts and the 
second one deals with classifying all sentences. They collected 19,854 abstracts containing heading 
labels that are associated with Patient, Intervention, and Outcome (P/I/O) components and created a 
mapping table to assign P/I/O labels to sentences under relevant heading labels. They trained the 
classifiers using only bag-of-words features and evaluated them under 10-fold cross validation. The 
first-sentence classifier and the all-sentence classifier achieved 0.71 and 0.73 average F-scores, 
respectively. The first-sentence classifier performed slightly better for detecting Patient elements than 
other elements while the all-sentence classifier was better for Interventions. Although their classifie rs, 
using simple classification features, achieved good performance, it is not clear how this approach 
performed over sentences of unstructured text, which are harder to classify. 
The two approaches closest to the goals and proposed approach of this thesis are those of Kim et 
al. [26] and Verbeke et al. [109]. Kim et al. performed classification in two steps using the refined 
PIBOSO scheme. In the first step, a classifier identifies the sentences that contain PIBOSO concepts. 
While in the second step, a different classifier assigns PIBOSO classes to the sentences found to be 
relevant by the previous classifier. The annotation is performed at sentence level and each sentence 
may have more than one class. They also employed the CRF implementation of MALLET as their 
classifier model, using features derived from the context, semantic relations, structure and the 
sequence of sentences in the text. Domain-specific information was obtained via MetaMap. Their 
final feature vector included a combination of the following features: bag-of-words, bigrams, POS 
tags, semantic information, section headings, sentence position, and windowed features of the 
previous sentences. In contrast to their approach, this thesis does not make use of any external 
resources to solve the scientific artefact extraction problem. 
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Verbeke et al. [109], on the other hand, applied a statistical relational learning approach using a 
kernel-based learning (kLog) framework to perform classification using the NICTA-PIBOSO corpus. 
They exploited the relational and background knowledge in abstracts, but took into account only the 
sequential information at word level. More concretely, their feature set includes a sequence of class 
labels from the four preceding sentences as well as of the two following sentences, the lemma of the 
dependency root of the current sentence and the previous sentence, the position of the sentence, and 
the section information. 
Finally, Sarker et al. [50] used a set of binary SVM classifiers in conjunction with feature sets 
customised for each classification task to attempt the same goal. Using the same NICTA-PIBOSO 
corpus, they used MetaMap to extract medical concepts, and in particular UMLS Concept Unique 
Identifiers (CUIs) and Semantic Types, which are then considered as domain-specific semantic 
features. The additional features they employed consist of: n-grams, POS tags, section headings, 
relative and absolute sentence positions and sequential features adapted from Kim et al. [26], as well 
as class-specific features for the Outcome class only. Their results are comparable to the previous 
approaches, but they outperform them on unstructured abstracts for the Population and Study Design 
classes. 
Compared to these previous approaches, the approach proposed in this thesis for identifying and 
classifying scientific artefacts involves a unique feature generation methodology that combines 
token-level and sentence-level features. Based on this method, a new category of features – statistica l 
features – is introduced that computes sentence-wide tokens statistics from different syntactica l 
perspectives. This approach is novel because it captures the characteristic of each type of scientific 
artefact according to a specific statistical distribution of the types of token composing it. This thesis 
also introduces inferred sequential features that are derived from co-occurrence of similar types of 
scientific artefacts in the context that they appear. The overall combination of all the proposed features 
results in a representative feature vector that enables the training of a more efficient classifier 
comparing with the previous approaches. The precise details of the implementation, the evaluat ion 
results and discussion of the pros and cons of this approach are described in Chapter 4. The next 
section discusses the approaches that deals with the imbalanced data sets problem, which is also the 
issue of the data sets in scientific artefact extraction in the EBM domain.  
2.3.3 Load Balancing during Scientific Artefact Extraction 
In recent years, supervised Machine Learning techniques, such as classification and regression, 
have been extensively applied to address real-word problems. The performance of these approaches 
depends on various factors, including the quality and the quantity of the training data that they use to 
learn the characteristic of each type of instances in the realm of a given problem. Class imbalance is 
one of the main issues that affects the quality of the data. This issue is commonly the result of uneven 
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distribution of the examples of the classes. These data sets contain classes with significantly smaller 
number of instances than the remaining classes. This data characteristic causes difficulties for the 
majority of learning algorithms to obtain high predictive accuracy by getting biased toward the highly 
distributed classes. As demonstrated in Chapter 1, due to the nature of scholarly abstracts, there are 
imbalanced number of scientific artefacts in the data sets of that are generated for scientific artefacts 
classification task [26, 68]. 
Various approaches have been proposed to deal with the imbalanced data set problem. Some of 
these methods try to modify the classification algorithms to cope with data skewness, but many 
approaches manipulate data to create balanced versions of the data sets. Over-sampling of minor 
classes and under-sampling of the major classes are two common techniques that have been applied 
in many of these approaches. In over-sampling, new samples for the minor class are produced using 
the available information from the current instances of the class. The new instances could be a simple 
duplication of the existing instances or could be synthetically created, for example, using the SMOTE 
method [110] or modified versions of it, namely, Safe-Level-SMOTE and LVQ-SMOTE for 
biomedical data [111, 112]. Over-sampling approaches have the advantage of using all the 
information available in a data set by keeping all the instances of the minor and major classes. 
However, due to the considerable increase in the size of the training data by over-sampling, the 
training time on the resulting balanced data would be relatively higher than the initial data. In addition, 
these approaches may produce classifiers that overfit the data set due to training on duplicate 
examples.  
Conversely, under-sampling focuses on sampling instances of major classes. Hence, by only 
keeping a portion of the major class with respect to the size of the minor class, both of the classes 
would have the same level of participation in the balanced copy of the data. These samplings from 
the major classes can be performed by simple random selection of instances or more advanced 
sampling methods such as cluster-based or distance-based under-samplings. The random based 
sampling approaches reduce the number of instances in major classes by randomly selecting some of 
their examples and omitting the remainder. The distance based under-sampling approaches use the 
structure of the data to select and keep the most representative instances. In these approaches, the 
distances between the samples within major and minor classes are calculated and then different 
selection strategies can be applied, usually based on their closeness to the centroids or borders of the 
classes [113]. Contrary to over-sampling, by removing a portion of instances from major classes, 
under-sampling may lead to a loss of valuable information and hence potentially useful instances. To 
deal with this issue, many approaches have been proposed to selectively sample the major class 
instances and keep “informative” examples [114]. 
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This thesis deals with the imbalanced data in the realm of scientific artefacts extraction in the EBM 
domain by proposing four data set load balancing strategies. The proposed strategies rely on the 
under-sampling technique, however, from a novel perspective. They present a similarity criterion for 
filtering informative instances as well as a class-aware sampling approach to reach equilibrium in a 
skewed multi-class data set. These load balancing strategies hypothesised that elitist selection of 
instances, following an under-sampling technique, would result in high quality data sets that contain 
more representative instances of each class. In addition, filtering the instances of each class, 
independently, instead of filtering the instances of an imbalanced data set, with multiple minor 
classes, can result in a smoother data set with equivalent distribution of classes.  
Chapter 5 describes, in detail, the methodology that has been implemented to reduce the adverse 
impact of uneven distribution of types of scientific artefacts across publications. Chapter 5 also 
describes the experimental results and evaluation of this approach. 
2.4 Textual Semantic Similarity 
After extracting scientific artefacts from scholarly publications, the next phase of this thesis shifts 
to the problem of automatically finding semantic relationships between them. Quantifying the 
semantic similarities of scientific artefacts across publications is essential for generating a network 
of related literature, as discussed in Section 1.5.4. Because scientific artefacts exist in the form of 
natural language sentences, various NLP techniques can be used to formulate the meaning, and hence, 
their similarities. 
Semantic similarity is commonly defined as quantification of the closeness of the meaning of two 
or more terms, clauses, sentences, documents, or any text spans. For example, “heart attack” and 
“myocardial infarction” refer to a similar concept (i.e., a single disorder), and hence, they exhibit 
perfect semantic similarity or a score of 5 on a 5-point Likert scale (i.e., 1 means no similarity; 5 
means high similarity). External resources, such as dictionaries and ontologies, are employed in order 
to retrieve the meaning of terms. The semantic similarity of two terms can be calculated using the 
hierarchical distance between two elements as defined in the hierarchical structure of the dictionary 
or ontology being used as a reference. Furthermore, there are also approaches that do not incorporate 
external resources to calculate the differences or similarities of terms. This type of approach usually 
employs the frequency of co-occurrences of words in order to quantify their similarities. This method 
assumes that words that occur in the same context tend to have the same semantic similarity [115]. 
The approaches described above are inherently designed to calculate the similarity of term or entities 
and they cannot provide an estimation of the similarity of sentences. The meaning of phrases and 
sentences can be represented by compositional models of semantics [116]. The rationale behind 
compositional models is that they represent the meaning of a sentence by first representing the 
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meaning of its constituent parts. In the following, a brief explanation of some of these semantic 
similarity techniques as well as an overview of the literature is presented. 
A wide range of methods has been proposed to identify the semantic similarity between terms in 
textual documents. These methods vary from pattern-based extraction and relationship extraction 
methods to distributional methods. They can be categorized into two main groups: spatial models and 
probabilistic models of meaning [117]. In the spatial models, terms are formalised as vectors in high-
dimensional space based on their frequency of occurrences in a context. Hyperspace Analogue to 
Language (HAL) [118], Wordspace [119], and Latent Semantic Analysis (LSA) [120] are well-
known spatial approaches.  Probabilistic models use latent variables to represent semantic content 
learned from distributional data. Three common probabilistic approaches are Probabilistic Latent 
Semantic Analysis (pLSA) [9], Latent Dirichlet Allocation (LDA) [121], and Probabilistic Topic 
Models [122].  
In the HAL model, each word uses the following and the preceding words of a target term as well 
as an appropriate window of further away words as a constraint dimension to define a function of the 
target word in the semantic space. This function is able to characterise the meaning of a word with its 
particular constraints which form a term-term matrix of surrounding terms frequency (i.e. the Global 
Co-occurrence Matrix). As a concrete example, consider the following sentence: “The horse raced 
past the barn” (an example adopted from [118]). The matrix in Table 2.1 shows the constraint 
dimension of five words that occur in the context of the sentence. For each target term in the row 
label, the values in front of it represent the frequency of the co-occurrence of other words that 
preceded it in a specific window size (e.g., window of 5-word in this example). For a given word, the 
words immediately before or after it have the highest impact on formulating its meaning. Consider 
the word barn in the example above i.e., the last word in the example sentence. It can be observed 
that there are two “the” words preceding the word barn. The one that is placed immediately before 
barn is assigned the weight 5 (because there is no word between them), and the other one that is four 
words in front, is assigned the weight 1. Hence, adding 5 and 1 results in the value 6 in the cell in the 
1st row and 5th column of the table. Similarly, for the words barn and horse, this value is 2 due to the 
fact that three words fall between these two items in the window size of 5 words. In addition, the 
columns of this matrix represent co-occurrence values of the words following a given word (the 
column label). Therefore, concatenating its corresponding row and the column values can form the 
meaning vector of a word. Hence, for n unique words in a given corpus, the resulting n  n matrix 
can be used to represent the meaning of each word with a vector of size 2n (i.e., the concatenation of 
corresponding row and column of a given word). Similarity measurements (e.g., in the form of 
distance measures, such as Euclidean distance) can then be applied over the corresponding vectors 
of, for example two given, words in order to quantify their similarities. Also note that, different 
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approaches are used for calculating the matrices and the meaning vectors can be interpreted 
differently. 
Table 2.1 A sample of term-term matrix in the HAL model 
 barn horse past raced the 
barn 0 2 4 3 6 
horse 0 0 0 0 5 
past 0 4 0 5 3 
raced 0 5 0 0 4 
the 0 3 5 4 2 
 
The LSA is another approach for extracting and formalising semantic similarity in text by means 
of statistical techniques [120]. In LSA each document in a corpus is considered as a context. Most 
LSA approaches use Singular Value Decomposition (SVD), which is a linear algebra technique, and 
a factor analysis to reduce the dimensions of the word-by-context matrix of original data [123]. 
Similar to the HAL model, the main notion behind the LSA model is that the co-occurrence of the 
concepts in the documents can be mapped to their semantic similarities. In LSA, the frequencies of 
the occurrences of concepts are encoded in a concept-document matrix. As a result, a document can 
be represented by a column vector that is the frequency of its consisting concepts, while a row vector 
represents the concept frequency across the documents.  
The next subsection presents an overview of another class of similarity measures that incorporate 
external knowledge, such as ontologies, to quantify semantic similarity. 
2.4.1 Ontology-based Semantic Similarity 
Ontology-based semantic similarity approaches typically calculate the difference or similarity of 
two concepts by determining the distance between them using their hierarchical location in an 
ontology. As previously mentioned in Section 2.2.3, each concept can be considered as a node in the 
semantic graph of an ontology. Hence, a range of graph-based distance calculation algorithms can be 
applied to quantify the similarity of concepts. There are two main groups of ontology (or from a 
broader perspective, dictionary) based similarity measures: node-based and edge-based approaches.  
Node-based approaches are generally based on the collected information for concepts based on 
their occurrences within large corpora. One of the most common node-based measures is proposed 
by Resnik [124] (also known as Resnik measure). It is based on the notion of Information Content 
(IC). IC is a probabilistic measure that denotes the frequency of the occurrence of a concept/term in 
a corpus. A unique concept/term would be assigned higher IC value while a less specific (more 
generic) concept has a low value. The Resnik similarity measure can be summarised as the IC of the 
Least Common Subsumer (LCS) of two given concepts, where LCS is the lowest node in the 
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taxonomic hierarchy that is a hypernym of a given pair of concepts. Another node-based measure is 
proposed by Lin [125]. Lin’s measure is based on the Resnik measure, however, it considers both the 
IC of the commonality of two given concepts (i.e., their LCS) as well as the IC of the two concepts 
themselves. On the other hand, edge-based approaches, in general, consider the distance between two 
given concepts according to their position in an ontology. Wu and Palmer [126] proposed a measure 
that calculates the depth of two concepts and their LCS.  
Note that all the similarity measures described above, quantify the similarity between two 
terms/concepts. However, this thesis aims to estimate the similarity of a bigger span of text, that is, 
the similarity between two scientific artefacts that are in the form of sentences. Hence, a 
compositional approach is required to quantify the semantic similarity of sentences by employing 
concept-level similarity measures. Chapters 6 and 7 provide more detail about leveraging these 
measures to form appropriate quantification of semantic similarity of scientific artefacts. 
Furthermore, a brief overview of generic compositional techniques is introduced in the next 
subsection. 
2.4.2 Textual Semantic Similarity for Scientific Artefacts 
This thesis aims to quantify the degree of similarity of scientific artefacts in the form of full English 
sentences. This task is commonly addressed by considering a sentence as a combination of words and 
then quantifying the similarity of a sentence pair by calculating the similarity of the constituent words 
in the pair. A possible framework for achieving this goal is to represent the meaning of phrases and 
sentences in the form of a vector space [115]. Vector-based models of meaning assume a 
distributional point of view i.e., that words that occur in the same context tend to have the same 
semantic similarity. Also, vector-based models have dominantly been used for representing words 
and not for phrases and sentences. One possible way of using them for sentences is to average them. 
Although combining and then averaging vectors can model the phrases and sentences, such an 
approach does not take the words’ ordering into consideration and different phrases with the same 
vocabulary would have the same representations. To address this issue, the meaning of phrases and 
sentences can be represented by compositional models of semantics that use symbolic logic 
representations. The rationale behind compositional models is that they represent the meaning of a 
sentence by the meaning of its constituent parts. Mitchell et al. [115] defined a model for composition 
(p) of two vectors (u and v) assuming a syntactic relation (R) and additional knowledge (K): 
 𝑝 = 𝑓(𝑢,𝑣, 𝑅, 𝐾) 
(Eq. 2-1) 
By relaxing some parameters Mitchell et al. propose additive and multiplicative models in which 
ui means the ith component of vector u: 
 𝑝 = 𝑢𝑖 + 𝑣𝑖 (Eq. 2-2) 
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Or 
𝑝 = 𝑢𝑖  .𝑣𝑖 
The models assume that only the ith components of u and v contribute to the ith component of p. 
So, by relaxing this constraint each uj is allowed to impact on pi within the following model: 
 𝑝𝑖 = ∑ 𝑢𝑗 .𝑣𝑖−𝑗
𝑗
 (Eq. 2-3) 
This compositional model does not consider the order of words or the structure of sentences so 
two different sentences with the same set of words but arranged in a different order, are considered 
the same using this approach. Erk et al. [127] modified this method to be sensitive to the structure of 
sentences. They use a structured vector space model by incorporating the selection preferences for 
argument positions.   
Two of the most dominant approaches to modelling the meaning of language in NLP are 
Compositional Semantics and Distributional Semantics [116]. The compositional approach assumes 
that the meaning of a phrase can be determined from the meanings of its parts. On the other hand, the 
distributional approach tries to understand the meanings of words based on the occurrences of words 
in the context. Comparing these two approaches, distributional models have led to better practical 
predictions in modelling meaning than compositional models [117]. The challenge when using the 
compositional approach is that it does not model the meanings of individual words. The distributiona l 
approach, on the other hand, is concerned with individual word meanings, but has little to say about 
how those meanings combine within a phrase or sentence. A more recent approach that takes 
advantage of both compositional and distributional models is Compositional Distributional Semantics 
(CDS) [128]. This model applies both contextual meaning and grammatical form. A sequence of 
words in CDS can be defined as a function of the tensor product of the meanings of its words. In this 
setting, it is possible to compare the meanings of sentences (which are represented as vectors) in a 
similar way that the syntax of sentences can be measured in distributional models. 
Socher et al. proposed another approach that deals with compositionality in vector-based models 
[129]. To model the meaning of sentences and phrases, they present a recursive neural network model. 
In their method, a combination of multiple pairwise similarities for each two sentences is calculated 
and then the sentences are compared based on these values. The similarity values for the two 
sentences form a matrix (e.g. X) in which the xij element represents the similarity of the ith phrase of 
one sentence and the jth phrase of the other one. To enable the comparison of a pair of sentences of 
different lengths, the size of the similarity matrix is reduced to a pre-defined size.  
Also related to semantic similarity of scientific artefacts is knowledge extraction from text. This 
has attracted research interest since the advent of the Semantic Web. Some approaches in the literature 
address this issue by using a method referred to as Ontology Learning and Population. Ontology 
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learning is described as “the acquisition of a domain model from data” [130]. By adapting this notion, 
Presutti et al. proposed a knowledge extraction approach that relies on Discourse Representation 
Theory (DRT) [131]. They present an online tool for ontology learning and population that is called 
FRED. This tool also aims to integrate unstructured text from natural language sentences with linked 
data by aligning the text with ontological concepts.  
To solve the information overload problem in biomedical publications, Ramakrishnan et al. 
proposed an approach for extracting information from publications and connecting it, by populating 
a biomedical ontology [132]. Their goal is to find the entities that convey the basic concepts in the 
text and find the relationships between these entities to provide enough information to validate or 
refute hypotheses. Their rule-based approach segments the sentences in scientific papers into groups 
of entities or “compound entities” and the relationships between them. They assume that intrins ic 
relationships in documents usually connect a set of entities (“compound entities) to each other rather 
just single tokens. By applying the Stanford Dependency parser, the grammatical dependencies 
between entities are extracted and then each word is tagged as either a “head” or “modifier”. Their 
rule-based approach detects specific dependency types or relationships and then establishes 
connections between heads to form a triple which can then be augmented with modifiers.  
Within this thesis, the approach that will be adopted to quantify semantic similarity of scientific 
artefacts is to provide a comprehensive comparisons of the similarity of scientific artefacts from 
various levels of syntactic, structural, and semantic analyses. This approach is unique and original in 
presenting a series of similarities from new perspectives, such as, window-based syntactic and 
semantic similarity measures and sentence structural similarities. The hypothesis is that the proposed 
approach will improve on existing approaches because it provides a deeper understanding of the 
meaning of the scientific artefacts by combining a wide range of similarity quantification techniques. 
Chapter 6 describes the testbed, implementation, experimental results and evaluation in detail. 
2.5 Consolidating and Linking Scientific Artefacts 
Since providing an approach for consolidating and linking scientific artefacts mainly relies on 
quantifying the semantic similarity among scientific artefacts (as natural language sentences), it can 
be argued that the related work in this section overlaps the already discussed approaches under textual 
semantic similarity topic. However, from another perspective, the aim of consolidation and link ing 
tasks and their outcomes are close to the goal of the approaches that deals with delivering semantic 
networks of publications [5, 133-135]. These approaches commonly focus on finding connections 
among publications following two main ideas: 1) tracking linkage among publications by relying on 
their citations, 2) calculating publications’ relationships based on the similarity of their content [136]. 
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Citation-based approaches usually seek for the links among publications through references to 
other work in the literature [135, 137-139], or by matching bibliography of publications (i.e., 
bibliographical coupling) [140-143]. Both groups of approaches perform poorly, especially for 
applications that seek deep semantic among publications, because the references can be cited in 
publications for various reasons. Although, these co-citations and shared bibliography cannot capture 
reliable conceptual linkage among publications, they have positive impacts on the performance of the 
content-based approaches when employed in conjunction with them [136, 144]. 
Wide range of approaches have been proposed to connect publications based on the similarity of 
their content [145]. These approaches usually employ the bibliography coupling strategies in 
conjunction with their text-based methods to improve the quality of the captured linkages among 
publications. Janssens et al. [146] investigated the performance of several document-level similar ity 
approaches to cluster scientific literature in bioinformatics. They calculate pairwise distances between 
documents by using Vector Space Models of semantic. The similarities between documents were 
computed by the cosine measure of the resulting vectors. They also employed the citations of 
publications (instead of their contents) to estimate their similarities based on the same methodology. 
Following a two-phased strategy, they first clustered the documents using a hierarchical clustering 
method, afterward, they applied a k-Nearest classification algorithm over the best outcome of the 
clustering approach. They evaluated their clustering by relying on the Medical Subject Headings 
(MeSH) that are provided for each publication in PubMed repository. The MeSH thesaurus is a 
controlled vocabulary mainly used for indexing and searching for biomedical and health-rela ted 
information and documents12. MeSH terms have been manually assigned to PubMed articles by 
librarians for more than five decades. However, there are recent efforts to (semi-)automatica lly 
predict MeSH terms for publications, especially by using the information from the abstracts and titles 
of the articles as they are freely available [147, 148]. 
Kostoff [149] dealt with the literature-related discovery problem by examining citation-based 
linkage and text-based linkage in three main directions: 1) matching phrases in contents (text-based 
only); 2) investigating shared references (citation-based only); 3) matching phrases in content and 
references (text-based and citation-based linkages). They performed their experiments over two 
disjoint topics in the literature (i.e., Parkinson’s Disease and Crohn’s Disease). They found that the 
combination of text-based relationships and citation-based linkages strengthens a publication’s 
potential discovery. Cao et al. [150] classified scientific documents by proposing a content-based 
classification that iteratively updates the labelling of unknown documents using papers’ cited 
references. More concretely, a trained content-based classifier firstly categorises a given document 
                                                 
12 https://www.nlm.nih.gov/mesh/ 
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and assigns a single class label to it. Then the category labels of all cited documents inside the given 
document are used to calculate weights of the frequently cited categories, which are then used to 
update the initially assigned category label according to the calculated weights (i.e., by considering 
the category with the largest calculated weight). Similar to the findings of Kostoff [149], Cao et al. 
also found that combining content and citation information significantly improved their system’s 
performance. 
Several other approaches have been presented to investigate the linkages among publicat ions 
following above-mentioned methodologies [151-153]. Although the proposed consolidation and 
linking approach in this thesis also employs semantic similarity techniques to capture relationships 
among publications, the main difference relies on the quantification of the similarities from a fine -
grained sentence-level similarity measures (in the proposed approach) to a coarse-grained document-
level comparisons (the described literature). In addition, the proposed approach takes a step further 
by considering the rhetorical types of sentences (i.e., their scientific artefacts classes based on the 
PIBOSO model) in the comparisons. This type-aware fined-grained analysis can accurately capture 
the relationships among different aspects of a scientific literature and provide a comprehens ive 
network of publications. 
Chapter 7 describes the proposed novel approach for consolidating and linking scientific artefacts, 
in detail, as well it describes the implementation, experimental results and discusses how this 
approach compares with previous approaches. 
2.6 Clustering of Abstracts 
Document clustering is an unsupervised Machine Learning task that aims to discover natural 
groupings of data and has been used in several domains, especially in biomedical literature due to fast 
development of publications repositories in the domain, such as PubMed. The PubMed is a prima ry 
source of abstracts of peer-reviewed biomedical papers [154]. Researchers and clinicians in the 
domain extensively query this repository while conducting health-related research studies. The 
PubMed’s search engines usually present the search results in a generic ranked order (with regard to 
the relevancy of the retrieved abstracts to the submitted query). As mentioned in Chapter 1, current 
ranking strategies are not able to fulfil clinicians’ need while searching and browsing large volumes 
of literature, for example, in order to make evidence-based decisions. Document clustering has been 
widely applied to address the mentioned issue in EBM domain. Demner-Fushman et al. [32] clustered 
MEDLINE citations based on the occurrence of specific mentions of interventions in the document 
abstracts. They used K-Means clustering [155] to group PubMed query search results based on TF-
IDF. Ekbal et al. [156] used genetic algorithms and multi-objective optimisation to cluster the 
abstracts referred in a domain specific corpus that is designed documents summarisation and 
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clustering tasks (i.e., the EBMSummariser corpus [157]). In general, their approach was not able to 
improve over a K-Means baseline, which uses TF-IDF (presented by Shash & Molla [158]). 
There are several approaches to cluster search engine results [159]. A common approach is to 
cluster the documents snippets (i.e., the brief summaries appearing in the search results page) instead 
of the entire documents [160]. The proposed approach in this thesis for clustering search engine 
results is similar to this group of approaches, since only the abstract of publications are used instead 
of the whole articles. The abstracts of scholarly publications should contain the key information that 
is reported in the document. Hence, it can be considered that there is less noise in abstracts compared 
to the entire document (from a document clustering perspective). A number of clustering approaches 
can then be employed to generate meaningful clusters of documents from search results [159, 161]. 
This thesis presents a unique clustering approach for grouping retrieved abstracts from PubMed 
searches. In this approach, the semantic similarity of abstracts is first quantified using an original set 
of document-level similarity measures, and then, a hierarchical clustering technique is adopted to 
incrementally cluster the related abstracts. The approach is evaluated using an expert annotated data 
set as well as a corpus of retrieved abstracts from PubMed. Chapter 8 discusses in details the proposed 
approach and the outcomes of its evaluation. 
2.7 Clinical Decision Support Systems 
Numerous past efforts have attempted to expedite medical decision making by providing essential 
information to health professionals, either prior to the point of care or at the point of care. Although 
these systems collate evidence from various resources (similar to the aim of this thesis), less effort 
has been directed towards quantifying the semantic similarity of the extracted evidence (i.e., scientific 
artefacts) and developing a knowledge base of semantically related scientific artefacts. The rest of 
this section discusses some existing decision support systems from the evidence retrieval perspective.  
Many clinical information systems provide useful links to online resources (e.g., InfoButtons  
[135]) that are related to the specific patient and clinical setting [162]. InfoButtons usually appear as 
small icon adjacent to Electronic Health Records (EHRs) and try to automatically retrieve and embed 
knowledge resources relevant to the specific EHR context. This knowledge can be used by health 
professionals to find answers to some of their questions at the point of care and ultimately to improve 
patient outcomes. However, Cook et al. 2016 have concluded in a recent systematic review that there 
exists little evidence to support the usefulness of InfoButtons in helping health professionals to find 
answers to their questions [162].  
The Turning Research Into Practice (TRIP) database and search engine [163] provides a federated 
search engine for medical evidence. It searches multiple online resources such as PubMed, Cochrane, 
and a variety of summarised sources such as practice guidelines and electronic textbooks. TRIP has 
a primitive search engine and its usefulness to retrieval of evidence has been partially demonstrated 
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[1, 2]. It provides searches according to PICO elements in which users can determine their 
Populations, Interventions, and Outcomes of interest. However, it became apparent that the TRIP 
search engine, at least in its freely available version, does not match the PICO elements in the query 
with the mentioned PICO elements inside the publications, but it only restricts the search to the title 
of documents. Since there is no specific search on the PICO elements, the TRIP search engine returns 
exactly the same results when a set of PICO elements are arbitrary filled in the P/I/C/O fields provided 
in the search engine’s interface. For example, consider the following two sample search queries in 
the PICO section of TRIP: (i) “Pregnant women” (Population) and “Acupuncture” (Intervention), and 
(ii) “Acupuncture” (Population) and “Pregnant women” (Intervention). These two queries resulted in 
exactly the same search results (although the second query does not follow a logical idea)13. A 
knowledge base of scientific artefacts in the EBM domain such as the envisaged knowledge base in 
this thesis will support the identification and retrieval of evidence from specified elements in the 
search query (e.g., the PICO elements in the above-mentioned sample query).  
Another federated search engine is Quick Clinical [164, 165] that comprises specialised user 
interfaces for different classes of queries (e.g., therapeutic, diagnostic, etc.). Quick Clinical searches 
PubMed, MIMS (a pharmaceutical database)14, and a collection of online guidelines. The search 
results comprise a list of evidence that is ranked by their strength. Quick Clinical has been used in an 
RCT study to investigate the effects of an online evidence retrieval system in improving clinica l 
decision making processes in general practice [166].  
Elliott et al. [167] proposed a process of keeping systematic reviews (SRs) of health research up-
to-date as new research becomes available. This process led to high quality, online, evolving 
summaries that are called Living Systematic Reviews (LSRs). There are four fundamental differences 
between LSRs and SRs: publication format, work process, author team management, and statistica l 
methods. The ultimate aim of LSRs is to improve the quality of synthesised evidence and hence,  
enhance the accuracy and utility of evidence-based practice.  
Tsafnat et al. [2] performed a comprehensive systematic review of informatics systems that support 
the automatic creation of systematic reviews. They broke down the process of creating systematic 
review into between 4 and 15 tasks. They determined that a holistic approach is not necessary as it is 
possible to combine multiple “individual-step” tools together to create automatic pipelines that 
perform the complete review [2, 168, 169]. A number of additional systems have also been developed 
that focus on particular steps of systematic review generation, especially the automatic extraction of 
relevant evidence [3, 25]. 
                                                 
13 The generated URLs for the mentioned search queries are the same and are as follows (accessed in November 2016): 
https://www.tripdatabase.com/search?criteria=(title%3apregnant+women)(title%3aacupuncture) 
14 http://www.mims.com.au/ 
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2.8 Discussion 
Previous research efforts have advanced the state of the art in modelling, extracting, comparing, 
consolidating and linking scientific artefacts that exist within biomedical publications. However, 
discovering, retrieving and collating evidence in the EBM domain is still a challenging problem with 
many unresolved issues. In addition, most current approaches that aim to connect related publications, 
perform word-level comparisons that produce limited results because they ignore the wider sentence-
level context of the words. A survey of related work indicates that there is a lack of a complete 
framework to find, compare and connect useful information in the EBM in order to expedite the 
creation of systematic reviews that facilitate evidence-based decision making for health professiona ls. 
This thesis proposes a holistic framework for managing scientific artefacts in the EBM domain, 
over their entire lifecycle. The proposed framework consists of a combination of technologies that 
are developed, integrated, applied and evaluated. Figure 2.2 shows the application of the different 
technologies described in this chapter to the four different phases of the framework.  
The aim of the Modelling Scientific Artefacts phase is to provide a reliable model that covers all 
types of required scientific artefacts by clinicians while they practice evidence-based decision 
making. This thesis proposes a comprehensive comparative analysis over the recent models of 
scientific artefacts in the biomedical domain. The most reliable model, according to the outcome of 
the comparative analysis, is adapted in order to cater a platform for developing succeeding phases of 
the framework. 
The aim of the Extracting Scientific Artefacts phase is to recognise scientific artefacts by 
processing unstructured text of published abstracts. This process is automated by using Machine 
Learning techniques, more specifically, classification. The proposed classification approach is based 
on a sequential technique (i.e., CRF and its implementation in MALLET toolkit [170]) and it employs 
various syntactical and statistical analyses for assigning proper types to sentences of abstracts (i.e., 
recognising scientific artefacts). The processing of these documents consists of: parsing; sentence 
boundary detection; words segmentation; Part of Speech identification; and word sense 
disambiguation. Several NLP algorithms and tools are applied, including Stanford Parser [171] and 
GATE toolkit [172]. 
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Figure 2.2. High-level overview of the framework and the employed technologies 
The Quantifying Semantic Similarity phase aims to develop an effective approach for finding 
relationships between sentences using semantic similarity techniques. These similarity techniques 
include several comparisons of elements of English sentences. The NLP techniques are applied in 
this phase to first recognise different aspects of sentences and then to compare corresponding 
elements of a pair of sentences in order to quantify their similarities. The quantified values of semantic 
similarity of sentences are scaled in a definite, but continuous, range of real values (e.g., in range [1, 
5], with 1 being the lowest and 5 being the highest similarity value). In this phase, a regression 
approach is devised to predict proper similarity values for a given sentence pair. This regression is 
firstly trained over a set of training data (i.e., sentence pairs annotated with their proper similar ity 
scores) to generate a predictive model, and this model is used to predict similarity scores for any 
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given sentence pair. WEKA –  an open source machine learning software – is used to perform the 
regression experiment [173]. 
In the Connecting Scientific Artefacts and Related Documents phase, the first task is to consolidate 
and link scientific artefacts by enhancing the demonstrated semantic similarity quantificat ion 
approach in the previous step. In order to reach a better quantification of similarity of scientific 
artefacts in EBM domain, a new set of similarity measures are devised that use domain ontologies. 
The National Centre for Biomedical Ontology (NCBO) annotator is applied to annotate the abstracts 
text with ontological domain concepts [174]. The similarity measures use the sentences and their 
annotated concepts to quantify their similarity. Those sentences with high similarity are then 
consolidated and linked together. In the second task of this phase, a combination of NLP techniques, 
semantic similarity approaches, and Clustering are employed to connect related abstracts. This 
process is performed by first quantifying similarity of abstracts and then cluster them using a 
hierarchical clustering approach that iteratively group pairs of related abstracts [43]. 
After consolidating and linking scientific artefacts, a mechanism is required to model and store the 
network of related publications. As shown in Figure 2.2, metadata modelling languages such as RDF 
and OWL are applied to materialise this knowledge base of semantically connected scientific artefacts 
and their source publications. 
2.9 Conclusion 
To summarize, this chapter presents previous related research in the following topics that are the 
focus of this thesis: 
 Modelling of Scientific Artefacts; 
 Extraction of Scientific Artefacts; 
 Quantification of Semantic Similarity of Scientific Artefacts; 
 Consolidation and Linking of Scientific Artefacts and Related Documents; 
 Clinical Decision Support Systems 
The next chapter, Chapter 3, describes in detail, the model of the scientific artefacts that has been 
adopted in this thesis as well as a semiotical data model for representing and recording the captured 
semantic relationships between scientific artefacts in the EBM domain.  
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 Chapter 3: Modelling Scientific Artefacts in EBM 
 
3.1 Introduction 
This chapter discusses the first step towards the proposed framework for developing a knowledge 
base of scientific artefacts - extracted from abstracts of high quality publications about clinical trials, 
observational and other types of medical studies. The resulting knowledge base aims to provide a 
systematic review of related publications, to underpin an EBM approach. This chapter focuses on the 
identification of a comprehensive model for representing and collating scientific artefacts extracted 
from Abstracts. As described in the previous chapter, a scientific artefact is an abstract concept that 
refers to the key scientific statements in scholarly publications (e.g., the patients’ characteristics, the 
type of interventions and their effects on different population cohorts). However, such key statements 
within reported research vary widely across domains and disciplines and this leads to numerous 
models for representing scientific artefacts. Chapter 2 provided a preliminary introduction to a 
number of these models in the biomedical domain and beyond. This chapter provides a comparative 
analysis of the existing models of scientific artefacts in the EBM domain and discusses the criteria 
for adapting an appropriate model for the proposed framework described in this thesis. In particular, 
to realize a knowledge base of conceptually interrelated scientific artefacts, it is essential that the 
underlying model is capable of not only representing scientific artefacts but is also capable of 
representing the gleaned relationships between artefacts and their provenance (source publication). 
The remainder of this chapter is structured as follows: 
 Section 3.2 provides an overview of relevant existing models and the reason for choosing the 
(PIBOSO) model that has been adopted in this framework. 
 Section 3.3 introduces a semiotical approach and an ontology that is adapted for modelling 
relationships between scientific artefacts. 
 Section 3.4 details an evolving scheme for developing the target knowledge base within the 
proposed framework. 
 Section 3.5 concludes this chapter by discussing the application of the previously presented 
models. 
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3.2 Models of Scientific Artefacts in EBM 
According to EBM references [1, 7, 175], health professionals need to be able to efficiently locate, 
collate and summarize relevant information (i.e., scientific artefacts) from within large volumes of 
publications (i.e., systematic reviews, RCTs, primary articles, etc.) in order to: (i) obtain a 
comprehensive survey of the current state of the field related to a given medical case; and (ii) to make 
more informed medical decisions. However, scientific artefacts are typically not explicitly indicated 
within publications and their identification and extraction from a large pool of publications is a 
challenging and time consuming task. Hence, a number of previous efforts have focussed on 
information models to enable more efficient retrieval and extraction of scientific artefacts. These 
models also provide the foundation to enable automatic scientific artefact identification, for instance, 
by using Machine Learning approaches. Table 3.1 lists a number of models that have been designed 
for identifying, classifying, retrieving and relating scientific artefacts.  
Table 3.1. Evidence-based models of scientific artefacts 
Model Description 
PICO [12]  Patient, Population or Problem / Intervention / Comparison / Outcomes  
ECLIPSE [176] Expectation / Client group / Location / Impact / Professionals / SErvice 
COPES [8] Client / Oriented / Practical problem / Evidence / Search 
SPICE Setting or context / Population / Intervention / Comparison / Evaluation 
PECODR [81]  Patient-Population-Problem / Exposure-Intervention / Comparison / Outcome / Duration / 
Results 
SPIDER [177] Sample / Phenomenon of Interest / Design, Evaluation / Research type 
PIBOSO [26]  Population / Intervention / Background / Outcome / Study Design / Other 
 
The PICO model was devised to assist health professionals to convert clinical questions into 
searchable keywords [12, 79]. Since PICO was first developed, there have been numerous attempts 
to enrich PICO model by adding more aspects: Timeframe in PICOT [178], Context in PICOC [179], 
Environment and Stakeholders in PESICO [180], Duration and Results in PECODR [81], and Study 
Design and Background in PIBOSO [26]. In addition, there are alternative models that formula te 
information needs from a broader perspective (i.e., these have not been designed specifically for, but 
can be used for, extracting scientific artefacts to support evidence-based medicine), such as ECLIPSE 
[176], COPES [8], and SPIDER [177] (further discussions and comparisons of the above-mentioned 
models can be found in [79, 181]). 
One of the most suitable models for the objectives of this thesis (i.e., modelling and extracting 
scientific artefacts and quantifying their semantic relationships), is the PIBOSO model. The reasons 
for this suitability are: (i) it is essentially designed for the information extraction step (i.e., pinpoint ing 
useful text extracts within publications), as opposed to PICO and most of its other extensions that are 
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designed for information retrieval (i.e., finding publications related to a given query); and (ii) the 
availability of a proper annotated data set based on the PIBOSO model (i.e., the NICTA-PIBOSO 
corpus), which streamlines the investigation and evaluation of the proposed approaches. Hence, the 
remaining phases of the proposed framework in this thesis (i.e., extracting, consolidating and link ing 
scientific artefacts), are performed using the underlying PIBOSO scheme as the model for 
representing scientific artefacts. 
Despite the suitability of the PIBOSO model for the purposes of this thesis, it also inherits some 
general issues associated with scientific artefact modelling. The first issue originates from one of the 
common rhetorical characteristics of scholarly writing. Many scientific publications contain an 
unbalanced distribution of the various types of scientific artefacts. For example, the number of 
sentences that describe Outcomes tend to be greater than other types of statements (e.g., Population, 
Intervention, Background) in published abstracts [5, 26, 182]. This leads to data sets that are skewed 
toward the dominant types of scientific artefact, and that contain insufficient samples of other types. 
These imbalanced data sets can adversely affect the successful identification of those artefact types 
with low coverage, especially for machine learning approaches (e.g., if supervised Machine Learning 
approaches are applied to automate the scientific artefact extraction task).  
The second issue associated with the PIBOSO model, which is again a problem derived from the 
characteristics of scientific writing, is that each sentence may contain multiple types of scientific 
artefacts. For example, the author of an abstract might discuss both the patient details (Population) 
and the Intervention in a single sentence (e.g., “Four male patients, aged 55 to 60, underwent cardiac 
surgery.”). Hence, according to the PIBOSO model, both the Population and Intervention labels can 
be assigned to this one sentence. Although identifying two labels in one sentence is not an overly 
complex task for human readers, this multi- label characteristic is an obstacle for Machine Learning 
algorithms that attempt to extract and model unique, discriminative features for each type of scientific 
artefacts.  
Chapter 5 focuses on novel approaches for overcoming the challenges that these two issues present 
when applying Machine Learning techniques to the identification and classification of scientific 
artefacts, extracted from biomedical abstracts.  
3.3 A Semiotical Approach for Integrating EBM Scientific Artefacts  
In Section 3.2, the reasons for adopting the PIBOSO model for modelling types of scientific 
artefacts are outlined. However, as well as classifying scientific artefacts, the next critical task is to 
identify semantic relationships among scientific artefacts both within and across abstracts. Hence, a 
model is also required to enable the representation and storage of these relationships. This section 
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(Section 3.3) discusses a conceptual model that is employed to represent the semantic relationships 
between scientific artefacts in the resulting knowledge base. 
Figure 3.1 illustrates such relationships between scientific artefacts extracted from two given 
abstracts. It can be observed that the sample abstracts have conceptually similar Interventions. Both 
abstracts are discussing the effects of statins on dementia disorder or Alzheimer’s disease (AD) – 
note that simvastatin and statin refer to the same concept (i.e., HMG-CoA reductase inhibitor) 
according to the SNOMED CT ontology. However, the two abstracts report almost contradictory 
outcomes (i.e., “positive effect of statin in Abstract 12084801” versus “neutral effect of statin in 
Abstract 21795660”). 
 
Figure 3.1.  Relationships between scientific artefacts extracted from two sample abstracts 
It can be argued that, equivalent concepts are encapsulated in two syntactically different 
Interventions in Figure 3.1. Hence, they can be consolidated due to their semantic similarity. In 
addition, each of the reported Outcomes can be linked to the consolidated Intervention because they 
discuss the effects of statins on dementia disorder. Figure 3.1 shows a simple illustration of the type 
of relationships that should be stored in the resulting knowledge base (i.e., Consolidation and 
Linking). However, a formal representation of these emerging consolidated and linked relationships 
needs to be provided in order to develop such knowledge base. Section 3.3.1 discusses a practical 
methodology for organising and modelling these kinds of semantic relationships, that span across 
multiple publications/abstracts. 
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3.3.1 Semiotical Modelling Definition 
The model used for representing conceptual relationships among scientific artefacts in this thesis 
relies on semiotical modelling. Semiotical modelling enables a concrete representation of interrela ted 
knowledge that is captured within scientific artefacts. It is based on the Semiotical Triangle that was 
introduced by Ogden [35]. A semiotical triangle comprises three levels of representations: (i) Referent 
- represents the abstract concept; (ii) Denotation - various sets of connotations that different people 
assign to a particular concept; (iii) Signifier - the individual instantiation of a concept. A simple 
example of the representation of the concept of “Dog” using the semiotical model is shown in Figure 
3.2. It can be observed that, there are different ways to represent and define a single concept, however, 
they all point to the same abstract concept or Referent. 
 
 
Figure 3.2. Semiotical representation of the “Dog” concept [133] 
 
Within the context of biomedical publications, the 3-layer semiotic model above has previous ly 
been adapted by Groza to support the representation and linking of rhetorical artefacts [133]. To be 
specific the 3 layers, Referent, Denotation and Signifier have been mapped to the 3 layers: Concept, 
Representation, and Statement [133].  
SIGNIFIER
Four-legged 
barking animal
Guard
Play
Friend
Pet
DENOTATION
REFERENT
Dog / ﮓﺳ / Dog / ﮓﺳ / 
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The Concept level is a generic interpretation of a statement (i.e., a conceptual concept – or the chief 
meaning – of one or more scientific artefacts). The Representation level contains a unique identifica t ion 
of scientific artefacts that is associated with their syntactical representations. The Statement level (or 
Symbol) points to the individual statements (or scientific artefacts) in particular publications. Figure 
3.3 illustrates graphically how the consolidation and linking of scientific artefacts presented earlier in 
Figure 3.1, can be modelled using the Concept, Representation and Statement Levels described above.  
The left hand side of Figure 3.3 shows a three-level representation of consolidated scientific 
artefacts. The Statement level (or the “Symbol Evidence”) stores two Interventions from two 
published abstracts. Each scientific artefact at the Statement level is assigned a unique evidence ID, 
which consists of the source abstract’s PubMed ID (a unique identifier given by PubMed to each 
published abstract) and the location of that particular scientific artefact inside the abstract (the 
sentence position). For example, the ID of the left hand scientific artefact in Figure 3.3 is 
“12084801_2”, which consists of the PubMed abstract ID (i.e., 12084801) and the location of that 
particular scientific artefact (i.e., sentence position 2). This ID also identifies that a scientific artefact 
is a tailored expression of a global concept (similar to different expressions of the dog concept) by 
storing references to particular documents and sentences within them. In addition, this provides a 
two-level provenance strategy: (i) micro provenance – the sentence location – providing the 
placement of the scientific artefact in its corresponding context; and (ii) macro provenance – the URI 
– providing the generic context of the publication. The ID in the Representation layer can either 
derive from the symbol IDs or it can be generated using a Secure Hash Algorithm (SHA-1)15. Finally, 
the Concept level ID, which is assigned to each “Conceptual Artefact”, is a unique randomly assigned 
identifier. When two symbols/evidence (i.e., two statements from different abstracts) are identica l, 
they are assigned a single Representation ID. However, from a scholarly publications perspective, it 
is highly improbable that identical sentences would be detected either within or across publications. 
Hence, as it is discussed in the next section, the Representation layer is not a necessity when 
modelling conceptual relationships between scientific artefacts. As discussed earlier, the two 
Interventions shown on the left hand side of Figure 3.3 are conceptually similar. The associated high 
level Concept (or “Conceptual Artefact”), is about “the effects of statins on dementia disorder”. In 
other words, these two scientific artefacts, which both have type Intervention, can be consolidated. 
This consolidated relationship is recorded by connecting both of the scientific artefacts (at the 
Statement level) to a single Conceptual Artefact at the Concept level. 
 
                                                 
15 https://www.w3.org/PICS/DSig/SHA1_1_0.html 
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Figure 3.3. A graphical semiotic representation of consolidation and linking 
The right hand section in Figure 3.3 similarly represents two Outcome scientific artefacts which 
occur in the above-mentioned abstracts. However, because they are conceptually different (one states 
that “Statins have a positive impact on dementia” and the other states that “statins have no benefit on 
dementia”, they have two different Concept level statements and cannot be consolidated. Although 
these Outcome scientific artefacts are not similar, each of them can be connected to the same 
consolidated Intervention. The rationale behind this linking is that the represented Outcomes are the 
results of two studies about the effect of statins on dementia, hence, they can be linked to this 
particular Intervention in order to provide a conceptually connected knowledge base over these 
scientific artefacts. Without this knowledge base, such conceptual relationships remain hidden from 
the health professionals and researchers, unless they read all related abstracts thoroughly and discover 
those scientific artefacts that are semantically related. The next section discusses the implementat ion 
of the semiotic model and the representation of the semantic relationships between scientific artefacts 
using ontologies. 
3.3.2 Implementing Semiotic Model 
After capturing and modelling the semantic relationships among scientific artefacts by semiotica l 
modelling, their conceptual connections can be captured in the form of a knowledge base.  Ontology 
languages (e.g., OWL [61] or RDFS [60]) ]) can be used to represent and store these relationships. 
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However, an ontology is required to provide a global, machine-processable definition of scientific 
artefacts (their components and types), their relationships, and their localisation in the context of their 
host documents. This thesis defines a new ontology (i.e., Scientific Artefact Ontology – SAO) which 
builds on and reuses existing ontologies. The two existing ontologies that are employed in this thesis 
are: the Simple Knowledge Organisation System (SKOS) ontology [183] and Provenance Ontology 
(PROV-O) [184]. SKOS has been widely used for linking and sharing knowledge. It is applied in this 
thesis to capture underlying relationships among scientific artefacts. The PROV-O is another common 
ontology that is used to represent and interchange provenance information. It is adopted in this thesis 
to capture the source or provenance of a scientific artefact. Figure 3.4 depicts the overall structure of 
the designed SAO ontology. 
 
Figure 3.4. The SAO ontology for capturing scientific artefacts and their relationships 
As shown in Figure 3.4, a scientific artefact is associated with three main relationship : 
“prov:hasPrimarySource”, “hasType”, and “skos:semanticRelation”. The “prov:hasPrimarySource” 
refers to the source documents that host scientific artefacts. In other words, it records the provenance 
of scientific artefacts and enables the source abstract to be retrieved. The “Abstract” concept is 
derived from “prov:Entity” in PROV-O ontology, which refers to any digital, physical, or imaginary 
entity. The “hasType” refers to the type of scientific artefacts based on a defined model (i.e., PIBOSO 
model in this thesis). And finally, the “skos:semanticRelation” is employed to capture the 
consolidation and linking relationships among scientific artefacts. 
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 Figure 3.5 shows the formulation of the relationships depicted in Figure 3.3 using Manchester 
OWL syntax and the resulting ontology. Manchester syntax is a user-friendly compact syntax for 
OWL ontology language16.  
 
Figure 3.5. Manchester OWL representation of the sample scientific artefacts relationships 
The example in Figure 3.5 illustrates how concepts, their instantiations (symbols or scientific 
artefacts), and their provenance are represented using Manchester OWL. As mentioned in the 
previous section, the “Representation” layer of the semiotical model (which falls between the 
Concept level and the Statement or Symbol level) does not need to be implemented. The “Individuals” 
are the instantiations of the high-level meaning of one or more scientific artefacts (i.e., each Individual 
is an instantiation of the “Conceptual Artefact” in Figure 3.3). Each individual is identified with a 
unique ID that is identical to the defined ID in the “Concept level” of the semiotical model in Figure 
3.3. The “Individuals” also contain information about any consolidated statements (i.e., 
“skos:semanticRelation:isConsolidatedWith”) by storing their “Statement level” IDs, semantic 
relationship to those other different scientific artefacts (i.e., “skos:semanticRelation:isLinkedTo”) 
with their “Concept level” IDs, and the provenance of these scientific artefacts (i.e., 
“prov:hasPrimarySource”). To give a concrete example, the first “Individual” in Figure 3.5 refers to 
the consolidated scientific artefacts in the left hand section of Figure 3.3. The ID of this “Individual” 
is adopted from the concept-level ID (i.e., 321456) and its type is Intervention (stored in “hasType” 
property). The “skos:semanticRelation:isLinkedTo” property for this “Individual” points to two 
Outcomes in the right hand side of Figure 3.3 that are semantically related to that consolidated 
                                                 
16 https://www.w3.org/TR/owl2-manchester-syntax/ 
 
Individual: 321456 
  hasType: Intervention 
  skos:semanticRelation:isLinkedTo: 762321, 765432 
  skos:semanticRelation:isConsolidatedWith: 12084801_2, 21795660_3 
  prov:hasPrimarySource: 
             http://www.ncbi.nlm.nih.gov/pubmed/12084801,              
             http://www.ncbi.nlm.nih.gov/pubmed/21795660 
 
Individual: 762321 
  hasType: Outcome 
  skos:semanticRelation:isLinkedTo: 321456 
  skos:semanticRelation:isConsolidatedWith: 12084801_9 
  prov:hasPrimarySource:  
  http://www.ncbi.nlm.nih.gov/pubmed/12084801 
 
Individual: 765432 
  hasType: Outcome 
  skos:semanticRelation:isLinkedTo: 321456 
  skos:semanticRelation:isConsolidatedWith: 21795660_11 
  prov:hasPrimarySource:  
  http://www.ncbi.nlm.nih.gov/pubmed/21795660 
 
Concept-level ID 
References to other 
concept-level IDs 
Symbol-level IDs 
Provenances 
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Intervention. This link is implemented by storing the “Concept level” IDs of the Outcomes (i.e., 
762321 and 765432). The “skos:semanticRelation:isConsolidatedWith” property for this 
“Individual” refers to the actual Interventions that are consolidated by pointing to their IDs (i.e., 
12084801_2, 21795660_3). Note that, if an “Individual” (i.e., Conceptual Artefact) has been derived 
from a single scientific artefact, the “skos:semanticRelation:isConsolidatedWith” property would 
only contain one single ID, which refers to that specific scientific artefact (e.g., the “Individual” with 
ID 762321 in Figure 3.5, which is the instantiation of one of the Outcomes on the right hand side of 
Figure 3.3). Finally, the “prov:hasPrimarySource” for this “Individual” contains the URIs of the 
published abstracts that contain those Interventions.  
A methodology for implementing a scientific artefact knowledge base that records descriptions of 
scientific artefacts, their relationships and provenance, is described in the next section. 
3.4 Knowledge Base Creation and Evolution 
This section describes a three-step methodology for generating an evolving knowledge base of 
scientific artefacts in the EBM domain – based on the models and the SAO ontology described in 
Sections 3.2 and 3.3. As illustrated in Figure 3.6, the proposed methodology comprises three steps: 
1. Information Extraction; 
2. Knowledge Acquisition; 
3. Knowledge Representation. 
The materialisation of the scientific artefact knowledge base begins with the Information 
Extraction step. The PIBOSO model is used to identify and extract different types of scientific 
artefacts from publications. Within the context of this thesis, different types of scientific artefacts are 
identified and extracted from published abstracts. As mentioned in Section 3.2, PIBOSO model 
provides abundant information associated with scientific artefacts in the EBM domain, from both 
granularity and domain-specificity. In addition, due to its well-established definition, the captured 
scientific artefacts based on this model can be effectively employed in the next two steps.  
During the second Knowledge Acquisition step, conceptual relationships among scientific artefacts 
are recognised through consolidation and linking sub-steps. Firstly, highly similar scientific artefacts 
of the same type are identified and consolidated according to their shared semantics. Next, further 
conceptual relationships are then identified among scientific artefacts of different types (i.e., the 
linking task). These relationships provide additional knowledge about relationships that needs to be 
represented and stored in the knowledge base.  
In the third Knowledge Representation step, the semiotical model in Section 3.3.1 is employed to 
represent the captured conceptual relationships. Following the semiotical representation, extracted 
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scientific artefacts and their semantic interrelations are formally encoded using the Web Ontology 
Languages (OWL).  
If the 3-step process described above is executed iteratively, over result sets returned by submitt ing 
queries to biomedical publication repositories (such as PubMed), the result is a continually evolving 
and expanding knowledge base of semantically-related scientific artefacts – which will provide health 
professionals and researchers with fast, easy access to supportive evidence and which will streamline 
the generation of systematic reviews .  
 
 
Figure 3.6. Three-step Methodology for Generating a Scientific Artefact Knowledge Base 
3.5 Discussion and Conclusion 
This chapter firstly presents a comparative analysis of widely established pre-existing approaches 
for modelling scientific artefacts in the EBM domain (e.g., PICO, PECODR and PIBOSO), and 
clarifies the scope and granularity of these approaches. The analysis demonstrated that the PIBOSO 
model satisfies, to a large extent, the needs of the modelling phase in this thesis. In addition, due to 
the availability of an expert annotated dataset based on this model, which provide appropriate 
benchmark for analysing and evaluating the proposed approach, the PIBOSO model is adopted as the 
basic scheme for scientific artefacts throughout this thesis.  
Next, the chapter discusses the data model for representing conceptual relationships among 
scientific artefacts. Following a semiotical modelling approach, the proposed model adopts a three-
level perspective: Concept level that outlines the abstract or common meaning of a scientific artefact; 
Representation layer, which refers to the syntactic representation of scientific artefacts; Statement (or 
Symbol Evidence) layer, which contains the actual scientific artefacts. This 3-layered model 
facilitates the capture of significant semantic relationships between scientific artefacts extracted from 
different publications or abstracts.  
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Thirdly, this chapter describes a novel ontology (i.e., SAO ontology) that builds on the SKOS and 
PROV-O ontologies to encode the relationships between consolidated and linked scientific artefac ts 
using OWL.  
Finally, a novel three-step methodology for generating the knowledge base is proposed: 
Information Extraction, Knowledge Acquisition, and Knowledge Representation. This methodology 
provides the glue between the different phases of the proposed framework, from modelling and 
extracting PIBOSO-based scientific artefacts to consolidating and linking them according to their 
semantic similarities.  
Given the modelling and knowledge representation decisions described in this chapter and the 
overall three-step methodology, it now becomes possible to investigate and evaluate an innovative 
and automatic approach (based on machine-learning) to identifying and classifying scientific artefacts 
extracted from published abstracts in the EBM domain. This is the topic of the next chapter, Chapter 
4. 
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 Chapter 4: Extraction of Scientific Artefacts 
 
4.1 Introduction 
The previous chapter analysed alternative approaches for modelling, and representing scientific 
artefacts. Based on this analysis, it then described the chosen modelling approach based on PIBOSO, 
that has been adopted within this thesis, to identify, extract and represent scientific artefacts in 
biomedical publication abstracts [26]. From this perspective, PIBOSO elements can be automatica lly 
extracted in order to acquire evidence to inform medical decisions or satisfy researchers information 
needs while creating systematic reviews of special clinical cases. Although most of today’s domain-
specific text mining approaches (e.g., GoPubMed [89] and SKIMMR [185]) are able to identify and 
recognise key concepts in the content of scientific publications (e.g., genes, proteins, chemica l 
elements), they are still unable to capture and retrieve scientific artefacts (e.g., Interventions, 
Populations, Aims, Outcomes).  
This chapter aims to address the second objective of the thesis, which is the automatic extraction 
of scientific artefacts from published abstracts that describe the results of medical interventions  (e.g., 
RCTs, Case Reports, Systematic Reviews, etc.). Research on automatic recognition of scientific 
artefacts in biomedical publications has been reported from the early 2000s, but has only recently 
become more prominent, with most approaches employing Machine Learning techniques guided by 
specific schemes [5, 26, 31, 33, 50, 56, 101, 109, 186-189] (detailed information about the related 
work can be found in Section 2.3.2). The proposed approach in this chapter also employs Machine 
Learning techniques to automate the scientific artefacts extraction as a sentence classification task. A 
set of novel features is proposed that consists of a combination of token-level and sentence-leve l 
features that capture both the positional (e.g., placement in the abstract), as well as the sequentia l 
(e.g., predicted classes of adjacent neighbours) aspects of the target classes. In addition, a new 
category of features – statistical features – is introduced that join the two levels of feature granular ity 
by computing sentence-wide token statistics. The intuition behind these new features is that each 
target class may be characterised by a specific statistical distribution of the types of tokens composing 
it – e.g., based on the verb or on other low-level linguistic information (exact details are provided in 
Section 4.3.1). In addition, inferred sequential features derived from the co-occurrence of similar 
types of sentences are proposed. The overall combination of these features is an original contribution 
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to the research in this field and results in a representative feature vector that enables the training of a 
more accurate classifier (as demonstrated in the analysis of results in Section 4.5). 
The remainder of this chapter is structured as follows:  
 Section 4.2 describes the testbed in which the overall experiments are carried out.  
 Section 4.3 details the proposed Machine Learning methodology, including the novel 
classification features and model. 
 Section 4.4 presents and discusses the experimental setup and the evaluation results 
achieved based on different feature configurations (i.e. the presence or absence of 
particular feature sets in the experiments). 
 Section 4.5 discusses the experimental results and provides a thorough comparative 
analysis with the state of the art.  
 Section 4.6 concludes with a summary of the research achievements described in this 
chapter.  
The work described in this chapter is published in [190]. 
4.2 Data 
The training and testing of classifiers suitable to achieve the aims of the extraction phase, (to 
recognise scientific artefacts according to the PIBOSO scheme) employed the NICTA-PIBOSO 
corpus [26]. Table 4.1 shows a general overview of the corpus statistics. The corpus consists of 1000 
abstracts, 500 retrieved from MEDLINE by querying different aspects related to traumatic brain 
injury and spinal cord injury and 500 randomly sampled by querying for various other medical issues. 
The EBM-focus of the corpus was ensured by considering those publications that report clinica l 
evidence, such as Randomised Controlled Trials, comparative studies, case reports, and systematic 
reviews of the literature.  
The corpus contains two types of abstracts: (i) structured, and (ii) unstructured. The difference 
between the two categories is defined by the presence (or absence) of appropriate section headings 
within the abstracts (i.e., Background, Methodology, Results, etc.). These headings have been created 
(by the authors of the abstracts) to provide a better understanding of the main focus of the sentences 
in a particular section. More specifically, structured abstracts contain labelled sections that are 
separated with headings, while unstructured abstracts are regular abstracts without sections or section 
headings.  
The corpus was annotated manually by a medical student and a bioinformatics scientist with the 
continuous collaboration of a senior medical expert using the Annotex tool, designed especially for 
this task [191]. During the annotation step, each sentence in the corpus was classified into PIBOSO 
classes (defined in Section 2.3.1). An important aspect of the NICTA-PIBOSO corpus is that it is 
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possible for a single sentence to be tagged with multiple PIBOSO classes (e.g., both Intervention and 
Outcome). 
The overall statistics of the corpus as well as the class-based inter-annotator agreement based on 
Cohen’s Kappa values is provided in Table 4.1. It can be observed that the number of the unstructured 
abstracts is almost twice the number of the structured abstracts in the corpus (i.e., 624 unstructured 
abstracts versus 376 structured abstracts). This is due to the fact that the unstructured abstracts are 
typically more common than the structured abstracts in the realm of scientific literature [26, 78]. 
Table 4.1. NICTA-PIBOSO corpus statistics – The Kappa column lists the Kappa coefficient values as 
reported in [26] 
 All Structured Unstructured Distribution (% ) Cohen’s Kappa 
No. abstracts 1000 376 624 – – 
No. sentences 10,379 4774 5605 – – 
Background 2557 669 1888 24.64 0.70 
Intervention 690 313 377 6.65 0.61 
Outcome 4523 2240 2283 43.58 0.71 
Population 812 369 443 7.82 0.63 
Study Design 233 149 84 2.24 0.41 
Other 1564 1034 530 15.07 0.67 
 
As shown in Table 4.1, the distribution of the different classes varies from 2.24% for Study Design 
class to 43.57% for Outcome. A better overview of the class distribution can be seen in Figure 4.1, 
which reveals the imbalanced distribution of the classes. Consequently, from the machine perspective, 
a learning algorithm will train better over the well-represented classes (due to the availability of 
various instances), while it faces difficulties in detecting discriminative patterns over under-
represented classes.  
In addition to the imbalanced issue, there are sentences in the NICTA-PIBOSO corpus that have 
multiple classes according to the PIBOSO model (around 5% of the sentences are in this category). 
This characteristic causes other obstacles for learning approaches because common classificat ion 
algorithms are designed to receive/predict one single class per instance. Hence, addressing this 
ambiguity aspect in a comprehensive manner requires either a series of binary classifiers combined 
with a set of post-processing rules or a chunker that can segment the sentences into the elementary 
components that correspond to the different labels. This chapter does not focus on dealing with 
imbalanced distribution of classes or compound or ambiguous sentences. However, Chapter 5 
addresses the imbalance and multi-label classification problems in detail. 
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Figure 4.1. Class/type distribution in the NICTA-PIBOSO corpus 
4.3 Methodology: Sentence-oriented Classification 
4.3.1 Classification Features 
The approach proposed in this thesis uses four sets of features to build sentence classifiers. The 
actual feature values range from signalling flags (indicating the presence/absence of a feature) to 
discrete encodings of numeric or symbolic values – for example, the position of the sentence in the 
paragraph, or the number of co-occurrences of features of words that characterise a sentence, and then 
transforming the resulting count into a set of discrete pre-established values (e.g., in sequentia l 
features). Features that build on linguistic aspects have been extracted using the GATE Natural 
Language Processing toolkit [172], while the rest have been computed in a direct manner. In the 
context of GATE, the following applications are employed: the ANNIE (A Nearly-New IE system) 
standard pipeline consisting of a Tokeniser, a Part-Of-Speech (POS) Tagger, and a Verb Phrase 
Chunker. The POS tag output of ANNIE contains lexical information as well as the orthographic 
characteristic of each token. In order to retain the corpus consistency and since the sentence 
boundaries are available in the corpus, an external sentence splitter is not used. Morphologica l 
attributes (e.g., lemmas) are extracted using the GATE Morphological Analyser. Verb-related 
attributes (e.g., tense, voice, etc.) used in some of the proposed statistical features are obtained from 
the ANNIE VP Chunker component. Finally, as mentioned above, the rest of the features, such as 
those in the statistical feature set, are computed by counting the frequency of each target attribute 
within a particular sentence. The positional and sequential features are compiled by capturing 
structural specifications and by analysing the prior outcome of a trained model. 
For clarification purposes, throughout the description of the feature sets, a series of statistics on 
different types of tokens present within particular types of sentences is given to justify some of the 
design decisions. These corpus-wide statistics are provided solely for information purposes and are 
not used directly as features in the trained models (as this would create an obvious bias of the resulting 
62 
 
model towards the training corpus). The classification models have been trained using discrete 
features, similar to those used by other relevant approaches [26, 138]. The following subsections 
describe in detail each of the proposed classification features. 
4.3.1.1 Token-based Features 
This set of features is built on the most basic meaning-encoding elements of a sentence to leverage 
distinct, higher- level, valuable patterns (i.e., POS tags, orthographical cases, and lemma of words). 
Part of speech (POS) tags (Also used in [26, 31, 50, 109]): The POS tags of each individua l 
sentence token are maintained as a feature. The tags include nouns, adjectives, adverbs, verbs, 
coordinating conjunctions, determiners, prepositions, and pronouns. The POS tags for each token 
were preserved as provided by GATE ANNIE. For example, “patient” would be assigned an NN tag 
(singular common noun). 
Orthographic case: For each token its orthographic shape is computed and maintained – i.e., 
allCaps (only capital letters), lowerCase (only lowercase letters), mixedCaps (a mixture of capital and 
lowercase letters) and upperInitial (signalling a capitalised token). 
Lemma (also used in [109]): In order to cater for various variants of a token, its lemma (canonica l 
or base form of a word) is also used and is acquired during linguistic pre-processing. 
Although POS tags have been extensively used as training features in Machine Learning 
approaches for sentence classification, the orthographic forms of the tokens and the lemmas have not 
been commonly applied for this task [26, 31, 50, 109]. The only previous solution that makes use of 
lemmas is that of Verbeke et al. [109], however, they only consider the lemma of the dependency 
root (i.e., the root word in a sentence’s dependency parse tree) of any two neighbour sentences, as 
opposed to all sentence tokens, which is the proposed approach in this chapter.  
4.3.1.2 Statistical Features – Distributions of Verb and Non-Verb Attributes 
As mentioned in the previous section, this thesis proposes the use of statistical features to capture 
token-based sentence-wide information. As far as the author of this thesis is aware, no previous 
approaches makes use of sentence-wide statistical features. 
The assumption underlying this approach is that each target class may be characterised by the 
statistical distributions of the types of tokens that compose it. More concretely, detailed verb-related 
information as well as complementary non-verb-related information is taken into account. 
In order to understand the distribution of verb-related and no-verb related attributes in different 
PIBOSO sentence types, a survey was undertaken analysing the distribution of verb-related and non-
verb related attributes in the NICTA-PIBOSO corpus. The results of this survey are described below 
and displayed in Tables 4.2 and 4.3. 
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Verb-related statistics: this data comprises the number of occurrences of different verb tenses, 
types and voices in a particular sentence. It includes a count of verbs of past or present tense, as well 
as a count of verbs having a passive or active voice. In addition, verb negation (i.e., whether the verb 
has been negated or not) is also captured.  
Existing studies show that verb information provides a good indicator of the different types of 
scientific artefacts in biomedical literature [192]. Furthermore, certain patterns emerge from the 
analysis of verb attributes, as shown in Table 4.2. Past tense verbs feature predominantly in 
Population and Intervention sentences, while negation appears mostly in Outcome sentences. From a 
rhetorical perspective, the polarity of expressed opinions usually occurs in argumentative statements 
within publications and may be helpful in finding answers for some clinical questions [193]. Hence, 
including the presence of verb negation may also be beneficial and discriminative in identifying 
certain types of sentences, such as Outcome and Background sentences.  
It is, however, worth mentioning that this set of features is not individua lly representative of types 
of sentences, but rather can be used as a discriminative factor between groups of sentences. For 
example, Table 4.2 shows that 58% of verbs in Background sentences are in the present tense, which 
is considerably higher than in any other type of sentence. Similarly, Intervention and Population 
sentences use passive voice as well as past tense more than the rest of the classes. 
Table 4.2 Distribution of verb attributes according to the underlying sentence class 
 
Background 
(% ) 
Intervention 
(% ) 
Outcome 
(% ) 
Population 
(% ) 
Study Design 
(% ) 
Other (% ) 
Passive 16 44 23 44 25 46 
Negation 8 1 11 1 2 3 
Infinitive 28 21 16 20 20 17 
Present 58 14 32 12 11 11 
Past 25 76 61 79 56 75 
Present perfect 14 3 1 3 1 1 
Future 1 0 0 1 0 0 
 
Non-verb related statistics: This data comprises counts of the nouns and adjectives in each 
sentence, in addition to the total sentence length in tokens. Similar ly to the verb-related information 
(but less selectively), the occurrence of nouns or adjectives is associated more with certain types of 
sentences than with others. Table 4.3 shows the average occurrence (percentage) of non-verb features 
in each type of sentence. Adjectives occur more in Background and Study Design sentences, while 
adverbs are more prominent in Background and Outcome sentences. 
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Table 4.3. Distribution of non-verb features according to the underlying sentence class 
 Background Intervention Outcome Population Study 
Design 
Other 
Noun (% ) 33.1 34.3 31.8 34.0 35.0 36.8 
Adjective (% ) 11.1 8.7 9.1 9.3 11.2 7.7 
Verb (% ) 12.0 10.1 10.3 9.7 9.5 12.4 
Coordinating conjunction (% ) 3.6 3.6 3.4 3.4 2.8 4.5 
Adverb (% ) 2.6 1.3 2.7 1.0 0.7 1.4 
Personal pronoun (% ) 0.8 0.6 0.5 0.8 0.9 0.5 
Average # tokens/sentence 24.98 28.63 26.47 29.66 23.18 20.46 
 
4.3.1.3 Positional Features 
In general, the rhetorical structure of the abstracts of scientific publications in the biomedica l 
domain follows a fairly standard form, which: starts with some background information; continues 
with the problem statement; then describes the core aspects – how to deal with the problem; before 
concluding with a set of outcomes. Each of these levels of the structure can be associated with the 
target classes of the PIBOSO scheme. Consequently, the position of a sentence in the abstract 
represents a good indicator of its associated class. In most cases, a certain level of ambiguity remains, 
however, this is usually lowered to two classes, rather than the entire scheme. In this category, the 
following positional features are proposed: 
Sentence position (Also used in [26, 31, 50, 109]): The position of each sentence relative to the 
beginning of the abstract. 
Section heading (Also used in [26, 50, 109]): In structured abstracts (only), all the sentences 
between two headings are enriched with a feature that comprises the content of the heading under 
scrutiny. 
4.3.1.4 Sequential Features 
Taking the positional information a step further, it is assumed that, in a coherent abstract, sentences 
belonging to the same class are usually adjacent, except for the cases where there is a transit ion 
between classes. Consequently, providing the classifier with the history of the past occurrences of 
specific classes has a positive impact on the classification task. Most of the previous approaches used 
this characteristic as sequential information windows of adjacent instance features [31] or the 
predicted class labels of preceding and subsequent instances [26] and [194]. Similar to these 
approaches, the proposed approach in this thesis uses the predicted labels of the two preceding 
sentences, however, instead of recording them directly, they are compared to the predicted label of 
the sentence under scrutiny. Subject to the level of confidence of the classifier and the result of the 
comparison, the equality between the resulting classes is recorded. For example, if the two preceding 
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sentences are labelled with the same label as the current sentence with a high confidence, the term 
“double previous support” would be recorded as a feature. 
In order to populate this feature, a learner model is first trained on the rest of the feature sets 
(token/word-based, statistical, positional features) and then by performing a selection strategy based 
on the highest probability of the model in predicting target labels, the value of this feature would be 
inferred and attached to each sentence in the data set. As a concrete example, consider the first four 
sentences of a sample abstract (i.e., S1, S2, S3 and S4, respectively) and their predicted labels from 
a previously trained model (i.e., Background, Background, Population, and Intervention, 
respectively) are shown in Figure 4.2. The value of this feature is computed in the following manner : 
 S1: Empty value – since it is the first sentence of the abstract. 
 S2: The label of S2 is the same as S1, hence if the confidence attached to both labels is 
high (relative to a threshold), a “singlePreviousSupport” value is assigned to the feature.  
 S3: Using the same inference as in the previous case, since both previous labels are 
different than the current one, a “different” value is assigned to the feature. 
 S4: The label of its preceding sentence is different than its label (i.e., Population vs. 
Intervention), hence, the associated value of the sequential feature for this sentence is again 
“different”. 
 
Figure 4.2. A sample of predicted scientific artefacts and their formalised features 
Figure 4.2 also shows a summary of the four sets of above-mentioned features. In addition, an 
overview of the entire features vector is presented in Table 4.4. The following subsection introduces 
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the unique classification approach that uses the proposed sets of discriminative features to produce a 
predictive model for accurately classifying scientific artefacts in the EBM domain. 
Table 4.4. The complete feature vector used within the experiments. 
Feature sets Feature vector 
Token-based features POS tags – Orthographic cases – Lemmas – Number of nouns 
– Number of adjectives – Number of tokens 
Statistical features Number different tenses of verbs – Number passive and active 
verbs – Number negative verbs 
Positional features Sentence position – Section headings 
Sequential features Single support/Double support/Different/None 
 
4.3.2 Classification Model 
In this experiment, the effectiveness of four classification algorithms is investigated. Firstly, since 
it has been widely and successfully used in the literature [26, 31, 50, 109], a Conditional Random 
Field (CRF) [36] classifier is trained on the generated features. The detailed definition of a CRF 
classifier is previously described in Section 2.2.2. From a development perspective, a robust 
implementation  of the linear-chain CRF (i.e., its MALLET implementation) with its default settings 
(i.e., Gaussian prior variance) is used for training [170]. 
In order to provide comprehensive experimental comparisons, three additional classifiers using the 
WEKA toolkit [173] are also employed: Support Vector Machines (SVM) [47], Naive Bayes [195], 
and Multinomial Logistic Regression (MLR) [196]. These algorithms were chosen to enable the 
comparison of the behaviour of a wide variety of classifications methods, from probabilistic and 
statistical algorithms to kernel-based algorithms. The following section (4.4) discusses the 
experimental results achieved by employing these classification algorithms and using different 
combinations of the proposed feature sets. 
4.3.3 Experimental Setup 
Using the data and the features previously described, sentence classifiers are trained using 
stratified 10-fold cross-validation – stratification eliminates the possible bias introduced by a skewed 
distribution of the classes in particular folds. The results are reported using the standard class-based 
(or micro) evaluation metrics - Precision, Recall and F1 (F-scores). These scores clearly quantify the 
classifiers’ performance for each class and also enable comparisons of the results achieved here with 
prior approaches. The precision, recall and F1 for a given class are calculated using the following 
equations: 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
∑(#𝑜𝑓 𝑡𝑟𝑢𝑒 𝑎𝑛𝑠𝑤𝑒𝑟𝑠 𝑓𝑜𝑢𝑛𝑑)
∑(#𝑜𝑓 𝑎𝑛𝑠𝑤𝑒𝑟𝑠 𝑔𝑖𝑣𝑒𝑛)
 (Eq. 4-1) 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
∑(#𝑜𝑓 𝑡𝑟𝑢𝑒 𝑎𝑛𝑠𝑤𝑒𝑟𝑠 𝑓𝑜𝑢𝑛𝑑)
∑(#𝑜𝑓 𝑎𝑛𝑠𝑤𝑒𝑟𝑠 𝑒𝑥𝑖𝑠𝑡)
 (Eq. 4-2) 
 
 
𝐹1 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (Eq. 4-3) 
 
The precision is the number of true answers given by the system divided by the total number of 
given answers (both true and false). The recall is the number of true answers given by the system, 
divided by the number of true answers that exist in the test corpus. Finally, the F1 is the harmonic 
average of the precision and recall.  
Furthermore, to gain a deeper understanding of the results, each experiment is carried out on two 
types of abstracts in the corpus (i.e., structured and unstructured) and using both the complete “6-
way” PIBOSO scheme, as well as the “5-way” PIBOS scheme (all the main classes except the “Other” 
class). The Other class emerges from the interpretation of the instances that do not belong to any of 
the meaning-carrier (PIBOS) classes. More concretely, in PIBOSO (Problem–Intervention–
Background–Outcome–Study Design–Other), such instances are considered under the Other class, 
and labelled accordingly. Alternatively, one may also choose to ignore them (from a classificat ion 
perspective – and leave them out of the data set), which leads to classifying sentences according to 
the first five categories of PIBOSO – i.e., PIBOS (this 5-way approach has also been adopted 
previously in the literature [26, 109]). 
4.4 Experimental Results 
4.4.1 Classification Results – All Features 
Table 4.5 lists the results achieved by the CRF classifier covering all feature sets, while Table 4.6, 
Table 4.7 and Table 4.8 present the results achieved by the SVM, Naive Bayes and Multinomia l 
Logistic Regression (MLR) classifiers respectively, using the same configuration. The numbers in 
bold indicate the F1 results which were achieved. They show that CRF out-performed SVM, Naive 
Bayes and MLR.  
It can be observed that in the 6-way classification over structured abstracts, CRF achieved an F1 
of > 95% for three classes (Background, Outcome, Other), with the best result reaching 99.07% for 
the Outcome class. The results on the unstructured abstracts are similar, with an F1 of > 95% achieved 
for Background, Outcome and Other with the best F1 of 97.68% reported for the Outcome class. The 
most problematic classes in both types of abstracts are Intervention and Study Design, which are also 
the most under-represented classes in the corpus. The results in the 5-way classification follow the 
same pattern as in 6-way classification but the F1 scores are slightly higher. Comparing 6-way and 
5-way results for CRF reveals an increase in F1 of around 4-5% in the case of the Population and 
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Intervention classes in both structured and unstructured abstracts. This leads to the conclusion that 
Population and Intervention share discriminative features with Other, and hence the 5-way classifier 
is able to take advantage of this missing sixth (Other) class to improve the classification accuracy of 
the Population and Intervention classes. 
Table 4.5. Classification results – CRF all features. 
 6-way 5-way 
Structured Unstructured Structured Unstructured 
P R F1 P R F1 P R F1 P R F1 
Background 96.62 96.02 96.32 96.51 95.80 96.15 97.68 96.64 97.16 98.08 96.69 97.38 
Intervention 84.74 81.31 82.99 78.61 79.67 79.14 88.18 85.98 87.07 84.62 83.47 84.04 
Outcome 98.84 99.29 99.07 97.43 97.94 97.68 99.33 99.42 99.38 98.60 98.73 98.66 
Population 82.32 84.32 83.31 77.54 81.22 79.34 88.09 85.95 87.00 82.01 86.65 84.27 
Study Design 89.93 84.46 87.11 77.65 77.65 77.65 88.59 89.19 88.89 82.28 76.47 79.27 
Other 95.36 96.01 95.69 95.51 91.23 93.32 - - - - - - 
Micro F1:  90.76  87.22  91.90  88.75 
Table 4.6. Classification results – SVM all features. 
 6-way 5-way 
Structured Unstructured Structured Unstructured 
P R F1 P R F1 P R F1 P R F1 
Background 79.47 92.35 85.43 71.37 79.07 75.02 79.72 93.65 86.13 73.28 79.60 76.31 
Intervention 39.73 18.69 25.42 28.06 12.60 17.41 40.00 18.69 25.47 38.09 11.59 17.77 
Outcome 94.44 97.14 95.77 78.80 90.73 84.34 96.96 96.51 96.76 80.07 92.27 85.74 
Population 34.70 29.64 31.97 30.58 23.27 26.43 44.01 26.81 33.33 26.19 28.94 27.50 
Study Design 45.00 35.76 39.85 40.90 23.17 29.58 50.00 42.85 46.15 40.53 23.96 30.11 
Other 71.46 76.70 73.99 69.31 57.35 62.77 – – – – – – 
Micro F1:  59.56  50.28  58.74  49.35 
Table 4.7. Classification results – Naive Bayes all features. 
 6-way 5-way 
Structured Unstructured Structured Unstructured 
P R F1 P R F1 P R F1 P R F1 
Background 75.90 90.52 82.57 68.13 79.59 73.41 83.66 91.59 87.45 72.24 78.96 75.45 
Intervention 23.71 7.17 11.00 18.91 5.51 8.53 48.11 31.78 38.27 37.18 16.81 23.15 
Outcome 94.22 93.8 94.01 85.18 70.66 77.24 96.42 97.46 96.94 87.17 77.36 81.97 
Population 36.80 33.42 35.03 26.28 47.91 33.94 49.52 56.06 52.59 31.64 60.71 41.6 
Study Design 45.31 39.46 42.18 43.38 25.88 32.42 54.55 44.90 49.25 51.15 29.39 37.33 
Other 60.76 70.15 65.12 50.69 58.98 54.52 – – – – – – 
Micro F1:  55.93  48.41  65.38  54.20 
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Table 4.8. Classification results – Multinomial Logistic Regression all features. 
 6-way 5-way 
Structured Unstructured Structured Unstructured 
P R F1 P R F1 P R F1 P R F1 
Background 79.54 94.50 86.37 68.81 82.48 75.03 86.18 96.33 90.97 72.97 83.11 77.71 
Intervention 43.88 13.40 20.53 39.53 7.39 12.45 50.23 34.58 40.96 46.04 17.68 25.55 
Outcome 94.23 97.63 95.90 78.98 88.39 83.42 97.63 99.11 98.36 84.92 90.03 87.40 
Population 45.81 38.27 41.70 44.39 35.59 39.51 52.75 56.87 54.73 49.24 44.09 46.52 
Study Design 54.95 34.01 42.02 53.76 21.93 31.15 60.75 44.22 51.18 59.46 28.95 38.94 
Other 64.18 72.55 68.11 61.26 53.77 57.27 – – – – – – 
Micro F1:  60.95  52.58  67.82  57.23 
A comparison between the results achieved by all the other classification models (except CRF) 
shows that MLR is superior for most classes in both the 5-way and 6-way classification over both 
structured and unstructured abstracts (Table 4.6-4.8). Although MLR achieves good results for some 
classes, such as Outcome in 6-way and Background and Outcome in 5-way (both over structured 
abstracts), its overall performance is poor in comparison to CRF. The difference in F1 between the 
two classifiers ranges from 1–7 percentage points on the classes mentioned above, to a maximum of 
46.5 percentage points on Study Design in 6-way classification over unstructured abstracts 
(MLR=31.15; CRF=77.65). Naive Bayes (Table 4.7) had a mixed performance as well, achieving 
good results in 5-way classification when compared to SVM and poor results in 6-way classificat ion 
when compared to the same classifier. In conclusion, while most methods demonstrated average 
performance over the well-represented classes, CRF proved to be superior across all classes, 
independent of their distribution or extent of representation. 
4.4.2 Classification Results – Leave-One-Out 
As mentioned above, in order to understand the impact of each feature set on the overall 
performance of the classifier, additional experiments are performed that iteratively leave one feature 
set out (LOOF) from the full best model (i.e. the CRF model). Table 4.9 lists the results achieved by 
leaving the sequential feature set out. CRF intrinsically uses sequential information during the 
training process. However, as can be observed from the results in Table 4.9, discarding the explicit 
sequential feature set has a detrimental effect. All F1 scores have decreased (compared to the full 
model results in Table 4.5), with the under-represented classes being the most affected. For example, 
while Background has suffered an average loss of 4% in F1 across both classification schemes over 
structured and unstructured abstracts, Study Design has an average loss of 40% in the 6-way 
classification and 16% in the 5-way classification over both types of abstracts. The best F1 is achieved 
by the Outcome class in both 6-way (97.95, 93.93) and 5-way classifications (99.35, 96.49); Outcome 
is also the class with a minimum loss of F1 in this setting. 
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Table 4.9. LOOF classification results – token-based + statistical + positional features (without sequential). 
 6-way 5-way 
Structured Unstructured Structured Unstructured 
P R F1 P R F1 P R F1 P R F1 
Background 91.59 91.59 91.59 89.36 89.12 89.24 96.30 95.41 95.85 93.97 93.43 93.70 
Intervention 42.98 47.66 45.20 31.55 33.60 32.55 67.44 72.90 70.06 59.56 58.27 58.9 
Outcome 97.86 98.04 97.95 94.22 93.65 93.93 99.46 99.24 99.35 97.16 95.84 96.49 
Population 45.13 47.44 46.25 35.62 37.64 36.60 77.85 60.65 68.18 66.43 62.36 64.33 
Study Design 52.94 53.64 53.29 25.84 28.05 26.90 76.47 68.87 72.47 54.67 50.00 52.23 
Other 92.17 87.40 89.73 78.14 72.34 75.13 – – – – – – 
Micro F1:  70.69  59.08  81.26  73.14 
Table 4.10 lists the results achieved by discarding the token-based feature set. The trend is largely 
similar to the results in Table 4.9, with the well-represented classes suffering minimal or no F1 losses 
and the poorly-represented classes being heavily affected. As in the case of the previous 
configuration, Study Design experiences a significant drop in F1 when compared to the full model 
results in Table 4.5, especially in the 6-way classification of unstructured abstracts (F1=15.17%). 
Similarly, two other under-represented classes, i.e., Intervention and Population, have also 
experienced considerable loss of F1 in comparison to the full model, especially in 6-way classificat ion 
of unstructured abstracts (F1=28.97 and F1=34.04 respectively). 
Table 4.10. LOOF classification results – positional + sequential + statistical features (without token-
based features). 
 6-way 5-way 
Structured Unstructured Structured Unstructured 
P R F1 P R F1 P R F1 P R F1 
Background 90.23 90.37 90.3 87.73 86.39 87.05 97.34 94.95 96.13 94.9 93.85 94.37 
Intervention 44.63 42.68 43.63 29.49 28.46 28.97 81.06 76.01 78.46 70.62 67.75 69.16 
Outcome 96.81 97.63 97.22 89.31 92.24 90.75 99.64 99.11 99.37 96.97 96.8 96.89 
Population 43.2 47.98 45.47 32.06 36.28 34.04 79.83 77.9 78.85 72.02 71.2 71.61 
Study Design 65.32 53.64 58.91 17.46 13.41 15.17 88.28 74.83 81 73.02 56.1 63.45 
Other 85.34 83.87 84.6 67.21 57.52 61.99 – – – – – – 
Micro F1:  70.13  53.11  86.83  79.26 
Table 4.11 lists the results of leaving the statistical features out. In the 6-way classificat ion, 
Population and Intervention have been affected in both structured and unstructured abstracts, while 
Study Design has been more affected in the case of unstructured abstracts – the average F1 loss for 
these three classes was of around 30 percentage points. Multi-class classification forces a classifier 
to learn discriminative patterns associated with each individual class, with the final model 
representing an optimum across all classes. Consequently, by discarding some features, one may 
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experience an improvement in the classification results in those classes that were disadvantaged by 
the presence of these features. An example of this phenomenon (although at a very low scale) can be 
observed in Table 4.11, where the Outcome class, in the 5-way classification over structured abstracts 
(F1= 99.67%), achieved marginally better results than in the full model configuration (Table 4.5, 
F1=99.38%). Table 4.11 also shows that most of the other classes suffered minimal losses in F1 in 
the 5-way classification over both types of abstracts – <=15 percentage points. Compared to Tables 
4.9 and 4.10 (i.e., without sequential and token-based features, respectively), leaving out the statistica l 
features had a smaller adverse impact on the overall performance of the classification model. This 
leads to the conclusion that including the statistical features does not improve the discrimination 
because the distribution of verb attributes and non-verb attributes that comprise statistical features, 
do not differ significantly between classes. 
Table 4.11. LOOF classification results – token-based + sequential + positional features (without statistical). 
 6-way 5-way 
Structured Unstructured Structured Unstructured 
P R F1 P R F1 P R F1 P R F1 
Background 90.06 92.81 91.42 90.19 91.8 90.99 96.34 96.64 96.49 96.29 95.43 95.86 
Intervention 53.82 50.47 52.09 45.9 40.92 43.27 88.54 79.44 83.74 77.68 72.63 75.07 
Outcome 97.97 99.11 98.54 94.08 95.4 94.73 99.64 99.69 99.67 98.23 97.33 97.78 
Population 54.01 61.73 57.61 43.44 50.34 46.64 80.56 85.98 83.18 71.37 83.67 77.04 
Study Design 76.09 69.54 72.66 48.28 34.15 40 93.02 79.47 85.71 91.11 50 64.57 
Other 93.5 88.18 90.76 87.12 74.55 80.35 – – – – – – 
Micro F1:  77.26  66.29  89.89  83.21 
Table 4.12 lists the results achieved by the last possible LOOF combination, i.e., leaving out the 
positional features. It can be observed that all classes suffer major decreases in F1 across all 
classification options, with the exception of the Outcome class, which is very well represented by the 
rest of the feature sets and has lost only around 10–19 percentage points in F1.  Another observation 
is that the Study Design class is more dependent on this feature set in the context of unstructured 
abstracts than the rest of the under-represented classes. The drop in F1 between structured and 
unstructured abstracts in both 6-way and 5-way classification has been minimal for the Population 
and Intervention classes (i.e., 0–7 percentage points), while Study Design has lost 30 percentage 
points when changing from structured (F1=43.7; F1=42.57) to unstructured abstracts (F1=16.67; 
F1=10.61). This shows that Study Design is highly dependent on the positional features and, 
moreover, it often co-occurs with particular section headings, which support more accurate 
identification. 
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Table 4.12. LOOF classification results – token-based + sequential + statistical features (without 
positional features). 
 6-way 5-way 
Structured Unstructured Structured Unstructured 
P R F1 P R F1 P R F1 P R F1 
Background 67.89 64.98 66.41 78.78 76.46 77.6 73.53 61.16 66.78 80.97 73.1 76.83 
Intervention 36.71 32.71 34.6 33.03 29.54 31.19 47.87 31.46 37.97 34.36 27.1 30.3 
Outcome 82.03 89.02 85.38 76.52 83.39 79.81 85.86 88.31 87.07 77.08 82.52 79.7 
Population 38.86 36.66 37.73 37.16 37.41 37.29 45.31 37.74 41.18 39.85 35.15 37.35 
Study Design 49.58 39.07 43.7 19.35 14.63 16.67 54.08 35.1 42.57 14 8.54 10.61 
Other 76.48 71.53 73.92 59.85 48.7 53.7 – – – – – – 
Micro F1:  57.08  49.53  50.54  47.18 
As an additional side experiment, Table 4.13 shows the results achieved by the model when it is 
trained using only the positional features. It is revealed that the positional feature set is able to achieve 
a high accuracy classification across most classes. For example, as shown in Table 4.13, the F1 for 
the Background and Outcome classes are above 90% in both 6-way and 5-way classification over 
both types of abstracts. The positional uniformity, combined with good representation in the corpus 
appears to be enough for these two classes to be accurately identified. Table 4.13 also shows that the 
F1 for Intervention, Population, and Study Design classes are in the range of approx. 30% to 70%. 
Table 4.13. Classification results – Positional features. 
 6-way 5-way 
Structured Unstructured Structured Unstructured 
P R F1 P R F1 P R F1 P R F1 
Background 90.99 92.66 91.82 91.13 90.7 90.91 97.16 94.19 95.65 95.5 91.49 93.45 
Intervention 45.43 51.09 48.09 36.24 37.13 36.68 69.11 70.4 69.75 55.47 78.32 64.94 
Outcome 98.31 98.8 98.55 95.2 95.66 95.43 99.55 98.84 99.19 97.69 96.23 96.95 
Population 44.58 48.79 46.59 34.62 40.82 37.46 70.05 70.62 70.34 64.55 59.86 62.12 
Study Design 64.29 53.64 58.48 35.85 23.17 28.15 76.38 64.24 69.78 67.5 32.93 44.26 
Other 94.75 88.78 91.67 89.95 78.96 84.1 – – – – – – 
Micro F1:  72.66  62.41  81.02  73.88 
There are a series of general observations that can be derived from the LOOF classificat ion 
experiments. Firstly, as expected the full model outperformed the LOOF models in all experiments, 
with one exception – the LOOF (leaving out statistical feature set) configuration, where a minimal 
increase in performance for one class (Outcome) in one particular setting (5-way classification over 
structured abstracts) has been observed. Secondly, positional features play an important role in 
classifying these scientific artefacts, which strengthens the hypothesis that, at least in the EBM 
domain, abstracts follow a fairly rigid structure (even at this fine-grained level and even when the 
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abstracts do not contain section headings). Thirdly, the 5-way classification setting always yields 
better results than the 6-way classification. The explanation for this is that the Population and 
Intervention classes share features with the Other class. Hence, ignoring the Other class (i.e., PIBOS 
5way classification), has a positive effect on the classification accuracy for the Population and 
Intervention classes. Finally, the Population and Intervention classes are heavily dependent on 
statistical and token-based features. This leads to the conclusion that shallow linguistic patterns seem 
to exist within them, in addition to some key trigger tokens that enable a more accurate classificat ion. 
In practice, as will be discussed in the following section, such trigger tokens are also the cause of 
some of the misclassification errors. 
4.5 Evaluation and Discussion 
As discussed in the previous section, the proposed CRF classifier resulted in more accurate 
classifications than SVM, Naive Bayes and MLR, for all settings and over both structured and 
unstructured abstracts. Furthermore, the 5-way classification (PIBOS) showed slightly better 
performance than 6-way (PIBOSO). The results also indicated that under-represented classes have a 
fairly strong dependency on certain feature sets (e.g., positional). Overall, the results show that 
independently of the approach, better performance is achieved on structured (compared with 
unstructured) abstracts. This may serve as a lesson learned and leads to the conclusion that to achieve 
significant progress in this area, the extraction process should be supported by providing structured 
abstracts for all publications. This experiment is also an example of a situation in which “A small 
amount of effort goes a long way”. The presence of the section headings within the abstracts 
significantly improved the classification accuracy, in particular for the more problematic classes.  
The next section goes a step further by trying to understand some of the common mistakes that led 
to misclassification errors and compare the results achieved against the state of the art. 
4.5.1 Error Analysis 
In order to gain a deeper understanding of the errors made during the classification, corresponding 
confusion matrices are compiled for all possible classification settings, i.e., 6-way and 5-way 
classification over structured and unstructured abstracts (please note that these results are based on 
the best classification model, that is, the CRF model). Table 4.14 and Table 4.15 present the confusion 
matrices for the 6-way classification. In the case of structured abstracts (Table 4.14), it can be 
observed that, in principle, two major types of confusion errors were made by the classifier:  
 Intervention sentences were classified as Population (and vice versa) – 19 out of 313 (6%) and 
12 out of 369 (3.25%)  
 Study Design classified as Population (11 of 149 – 7.38%).  
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These two types of error are significant because the ratio of errors to the total number of sentences 
of these particular types is higher. It can be observed that these errors correlate with low inter-
annotator agreement (the Cohen’s Kappa values presented in Table 4.1) – i.e., they dominate the 
classes for which the human annotators had the highest disagreements. 
Table 4.14. Confusion matrix – structured abstracts 6-way classification (rows: actual; columns: predicted) 
 Background Intervention Outcome Population Study Design Other TOTAL 
Background 649 10 0 3 2 5 669 
Intervention 8 268 6 19 3 9 313 
Outcome 0 0 2231 5 0 4 2240 
Population 2 12 5 337 5 8 369 
Study Design 1 1 0 11 132 4 149 
Other 3 4 7 4 0 1016 1034 
Table 4.15. Confusion matrix – Unstructured abstracts 6-way classification (rows: actual; columns: 
predicted) 
 Background Intervention Outcome Population Study Design Other TOTAL 
Background 1831 24 9 17 2 5 1888 
Intervention 20 299 16 31 3 8 377 
Outcome 4 2 2261 9 1 6 2283 
Population 13 22 15 387 4 2 443 
Study Design 2 2 1 7 72 0 84 
Other 11 0 18 2 0 499 530 
Table 4.15 also shows that some errors are amplified when using unstructured abstracts, because 
some positional features (section headings) are not available to aid the classification. For example, 
Intervention classified as Population changes from (19 of 313) 6.07% for structured abstracts to (31 
of 377) 8.22% for unstructured abstracts, and vice versa, Population classified as Intervention, 
changes from (12 of 369) 3.25% for structured abstracts to (22 of 443) 4.96% for unstructured 
abstracts.  
The 5-way classification retains some of the errors made in the 6-way classification (as seen in 
Table 4.16 and Table 4.17). Similar patterns exist in both structured and unstructured abstracts. For 
example, errors in which Population is classified as Intervention, increases from (14 of 302) 4.6% in 
structured abstracts (Table 4.16) to (21 of 365) 5.8% in unstructured abstracts (Table 4.17) but at a 
lower rate than the 6-way classification. This again shows that by ignoring sentences that are out of 
the scope of EBM (ignoring the Other class), better classification results can be attained. However, 
the specific classification errors made in the 5-way classification are the same as in the 6-way setting. 
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Table 4.16. Confusion matrix – structured abstracts 5-way classification (rows: actual; columns: predicted) 
 Background Intervention Outcome Population Study Design TOTAL 
Background 663 5 0 0 1 669 
Intervention 4 277 2 14 5 302 
Outcome 0 3 2237 0 0 2240 
Population 3 11 7 336 8 365 
Study Design 0 1 0 7 139 147 
Table 4.17. Confusion matrix – unstructured abstracts 5-way classification (rows: actual; columns: 
predicted) 
 Background Intervention Outcome Population Study Design TOTAL 
Background 1870 5 3 9 0 1887 
Intervention 16 316 9 21 2 364 
Outcome 1 2 2272 8 0 2283 
Population 20 9 14 389 11 443 
Study Design 2 2 0 3 75 82 
A closer look at the mis-classified sentences leads to three general observations.  
Firstly, the Population class seems to be discriminated based on a series of trigger tokens, such as 
patient, age, percentage, as well as number tokens. This can be clearly seen in the example sentence 
“These studies cited an 11–13% incidence of low T3 syndrome (LT3S) in SCI patients, with an 
increased incidence in tetraplegics (20–36%)”, which is according to the gold standard a Background 
sentence, but has been classified as Population.  
Secondly, Population and Intervention classes are highly ambiguous from a classificat ion 
perspective, because typically, they carry both roles. For example, “The overall efficacy and tolerance 
of a new skeletal muscle relaxant DS 103–282 was evaluated by treating 10 patients with chronic 
spinal spasticity.” is an Intervention that has been classified as Population. Similarly, “Between April 
1985 and 2005 orthotopic bladder substitution with an ileal low pressure reservoir was performed in 
482 patients (including 40 women) after radical and, if possible, nerve sparing cystectomy.” is a 
Population classified as Intervention. In practice, these sentences should be associated with both 
classes and according to the gold standard they are, however, the classifier is only able to choose one 
single classification result – the one with the highest confidence. Ideally, such compound sentences 
should first be segmented into elementary units and classes are assigned to these units, rather than to 
the entire sentence – as done, for example, by Shatkay et al. [97]. This proposed approach, hence, 
creates a clear and unequivocal association between a single class and a span of text and lowers the 
granularity of the knowledge to sentence fragments (i.e., individual statements within a sentence). 
From a recognition perspective, the classification task is thus transformed from sentence classificat ion 
to chunk or segment classification. 
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Finally, a very small number of classification errors were actually errors in the gold standard. For 
example, “Intraperitoneal or intracerebroventricular injections of agmatine rapidly elicit  
antidepressant-like behavioural changes in the rodent forced swim test and tail suspension test.” is a 
Population sentence according to the gold standard, while the proposed classifier assigned it to the 
Intervention class, which is, in reality, the correct one. 
4.5.2 Comparison against the State of the Art 
As previously outlined in Chapter 2, several other approaches have been proposed to address the 
goal of recognising scientific artefacts according to the PIBOSO scheme (see the detailed literature 
review in Chapter 2, Section 2.3.2). A number of these approaches have followed the same design 
aspects as in the proposed approach in this thesis, i.e., sentence classification using Machine Learning 
[26, 50].  Others employed different techniques such as Statistical Relational Learning [109]. This 
section provides a comparative analysis of the proposed approach with three state-of-the-art 
approaches chosen, because they all rely on the same corpus for training and testing: Kim et al. [26], 
Verbeke et al. [109] and Sarker et al. [50] (the latter only in the context of 6-way classification). 
Table 4.18 and Table 4.19 present comparative summaries comparing the experimental results in 
this chapter, i.e., 6-way and 5-way classifications over structured (S) and unstructured (U) abstracts, 
with the results reported in [26], [109]  and [50]. It can be observed that the proposed approach in this 
chapter outperforms all three other approaches at all levels.  
In the context of structured abstracts (for both classification settings), for the well-represented 
Background and Outcome classes, the difference in F1 values between the proposed solution and the 
next best approach are relatively small, ranging from 3% to 11%. However the other classes 
Intervention, Population and Study Design display significant differences that range from approx. 
39% worse results for Study Design (Kim et al. 43.95% cf. 87.11% for the proposed approach) to 
38% worse results for Population (Sarker et al. 45% cf. 83.31% the proposed approach) – for 
structured abstracts and 6-way classification.  
The major improvements are, on the other hand, better observed in the context of unstructured 
abstracts. In the 6-way classification, the problematic classes (Intervention, Population and Study 
Design) achieved reasonable scores using the proposed approach (77.65% for Study Design) and 
Sarker et al.’s approach (60.3%). However Kim et al. and Verbeke et al. achieved very poor results 
for Study Design: 4.4% Kim et al. and 6.67% Verbeke et al. Similarly for Intervention, the proposed 
approach achieved 79.14%, Sarker et al. achieved 38.9%, Kim et al. 12.68% and Verbeke et al. 
16.14%. 
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Table 4.18. Comparison against the state of the art (based on F1 scores) – 6-way classification. 
 
The proposed approach Kim et al. [26]  Verbeke et al. [109]  Sarker et al. [50]  
S U S U S U S U 
Background 96.32 96.15 81.84 68.46 86.19 76.90 85.4 75.8 
Intervention 82.99 79.14 20.25 12.68 26.05 16.14 29.8 38.9 
Outcome 99.07 97.68 92.32 72.94 92.99 77.69 91.1 81.3 
Population 83.31 79.34 56.25 39.80 35.62 21.58 45.0 59.0 
Study Design 87.11 77.65 43.95 4.40 45.5 6.67 52.6 60.3 
Other 95.69 93.32 69.98 24.28 87.98 24.42 87.7 48.4 
Table 4.19. Comparison against the state of the art (based on F1 scores) – 5-way classification. 
 
The proposed approach Kim et al. [26]  Verbeke et al. [109]  
S U S U S U 
Background 95.65 93.45 87.92 70.67 91.45 80.06 
Intervention 69.75 64.94 48.08 21.39 45.58 22.65 
Outcome 99.19 96.95 96.03 80.51 96.21 83.04 
Population 70.34 62.12 63.88 43.15 63.96 23.32 
Study Design 69.78 44.26 47.44 8.6 48.08 4.50 
 
Table 4.19, a comparison of results from 5-way classification show similar pattern. The 
classification of well-represented classes Background and Outcome achieve the best results for all 
three methods (proposed approach, Kim et al. and Verbeke et al.), but the proposed approach 
outperforms the other two methods by 2-13%. In comparing the results for the other three less well 
represented classes (Intervention, Population and Study Design), results for the structured abstracts 
are better than the unstructured abstracts, for all 3 methods. But the proposed approach outperforms 
the other two by 6-24%. The greatest improvements were made using unstructured abstracts where 
the proposed approach outperformed the other 2 methods by approx. 40% in all three classes. 
Although we have only considered three other methods for comparison (because they also use the 
same PIBOS and PIBOSO schemes and the NICTA-PIBOSO training corpus), the literature also 
describes other approaches that have addressed similar goals i.e., sentence classification in abstracts 
of scientific publications using other annotation schemes. For example, Hirohata et al. [51] classified 
sentences into the four classes of Objective, Methods, Results, and Conclusions. Although some 
similarities exist (e.g., the use of structured abstracts and the use of similar classes (Results and 
Conclusions versus Outcome)), however, it would be almost impossible to directly compare them due 
to the lack of a common foundation. The target classes overlap only partially and the underlying 
training data is different. Nevertheless, there are aspects that are worth noting, for example, similar 
F1 scores were achieved on those classes that could be partly mapped: Hirohata et al. achieved 95% 
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and 94.2% on Results and Conclusions respectively [51], compared with 99.07% achieved for the 
Outcome class using the proposed CRF-based approach described in this chapter. 
4.6 Conclusion 
This chapter proposed a Machine Learning approach for recognising scientific artefacts in 
biomedical abstracts, in order to provide support for Evidence Based Medicine. The proposed solution 
relied on a sentence classification according to the PIBOSO scheme (Population–Intervention–
Background–Outcome–Study Design–Other). It also proposed the use of novel feature sets (token-
based, positional, statistical and sequential features) in conjunction with a CRF classifier. 
Experimental results showed a significant improvement over the state of the art, leading to a micro-
average F1 of 90.74% and 87.21%, respectively, over structured and unstructured abstracts, i.e., an 
increase of 25.48 percentage points and 26.59 percentage points in F1 when compared to best existing 
approaches. 
The results described above demonstrates the proposed Machine Learning approach in conjunction 
with employing a set of discriminative features provided an appropriate mechanism for identifying 
scientific artefacts in the EBM domain. This research component satisfies the second objective of this 
thesis (outlined in Section 1.4): “To develop a high-quality sentence-level classification approach in 
order to annotate statements in publications with proper types of scientific artefacts”. In addition, the 
proposed approach also provides a response to the research question: “How can the scientific artefacts 
in unstructured text be accurately identified, extracted and classified?”   
Unlike some previous related research [26, 50, 109], the proposed approach did not use any 
external resources (e.g., domain-specific concepts, such as concepts IDs or Semantic Types that are 
extracted from domain ontologies for each token) as classification features. The application of 
domain-specific concepts, combined with more specific features for each type of scientific artefact, 
were outside the scope of the work here but are areas worthy of future investigation. 
As previously mentioned, the data sets of scientific artefacts in the EBM domain suffer from 
imbalanced distribution of classes. This characteristic, along with the possibility of finding mult ip le 
classes for a particular scientific artefact based on PIBOSO scheme, affects the overall accuracy of a 
supervised classification approach. The next chapter, Chapter 5, aims to tackle the adverse impacts 
of unbalanced class distribution by investigating the impact of data set load balancing approaches 
prior to training a classification model. In addition, Chapter 5 proposes a novel ensemble binary 
classification framework to address the multi-class classification problem. 
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 Chapter 5: Data Load Balancing in EBM 
 
5.1 Introduction 
The previous chapter presented a novel, improved method for extracting scientific artefacts, as 
defined by the PIBOSO scheme, that employed unique feature sets and a CRF classifier. This chapter 
proposes novel approaches to simultaneously tackle the two problematic issues that arose whilst 
undertaking the research described in Chapter 4. The two issues (that commonly occur within (both 
test and real-world) textual corpuses from which the scientific artefacts are being extracted) are: (i) 
imbalanced distribution of classes; (ii) the occurrence of multiple types of scientific artefact within a 
single sentence (the multi- label issue). 
Supervised Machine Learning approaches, such as classifications, require an adequate number of 
training examples in order to understand discriminative patterns of all the existing classes in a given 
classification problem [53]. However, the majority of available training data sets have an uneven 
distribution of classes [27], that is, some of the classes in these data sets cover a large proportion of 
the data (major classes) while other classes occur within a very small number of instances in the data 
(minor classes). Such imbalanced data sets can be found in various application domains includ ing, 
image processing, fraud detection, and text classification [28]. 
The imbalanced nature of the training data sets reduces the performance of classification methods 
due to an inherent bias towards the major classes. In these cases, classifiers are not provided with 
enough examples of minor classes and hence they tend to produce more classification errors when 
predicting labels for the instances of minor classes. From a performance perspective, this may not 
significantly affect the overall accuracy of a classifier – because minor classes are only a small portion 
of the whole pool of data. However, these minor classes may carry critical information and their 
misclassification can result in serious consequences in the real world. For example, consider the case 
where a classification algorithm is applied to the medical diagnostic problem of identifying cancer 
cases. The classification algorithm is trained and evaluated (e.g., following a 10-fold cross validat ion 
strategy) on a data set with 96% of non-cancer records and only 4% cancer samples. In this case, even 
if the classifier predicts all the samples as non-cancer this would not result in too many classificat ion 
errors (i.e., 96% of accuracy). However, the cost of those 4% misclassifications is high as the impact 
of such misclassifications may result in significantly worse patient outcomes in the real world [197]. 
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As outlined in the previous chapter, data sets of scientific artefacts in medical domain largely 
exhibit the property of imbalanced data. Section 4.2 demonstrated that the NICTA-PIBOSO corpus 
is highly skewed toward two classes of scientific artefacts with 43% (Outcome) and 25% 
(Background) distributions, respectively (the detailed illustration of this imbalanced distribution can 
be found in Section 4.2, Figure 4.1). This results in insufficient number of instances of Intervention 
with only 690 instances (which is 6.65% of the whole data) and Study Design with only 233 instances 
(which is 2.24% of the whole data). To give another example, Figure 5.1 shows the distribution of 11 
types of scientific artefacts in ART corpus [68] (as mentioned in Section 2.3.1, ART corpus contains 
scientific artefacts that are extracted from publications in physical chemistry and biochemis try 
domain). It can be observed that, although there are more fine-grained classes of scientific artefacts 
in the ART corpus compared to the NICTA-PIBOSO corpus (11 types versus 6 types, respective ly), 
the occurrences of three classes are still considerably higher than the rest of the classes (i.e., Result, 
Background and Observation jointly cover 54% of the data). 
 
Figure 5.1. Imbalanced distribution of classes in ART corpus 
In addition to the imbalanced class distribution issue in the NICTA-PIBOSO corpus, the second 
major issue in this corpus is that each sentence can carry multiple types of scientific artefact according 
to the PIBOSO scheme (as discussed in Section 4.2) [29, 50]. Since conventional classificat ion 
algorithms are designed to assign a single label for a given instance, this multi- label characteristic of 
the corpus leads to negative effects in the performance of these algorithms [50, 198, 199]. Other 
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researchers have approached the multi- label problem by first segmenting compound/complex 
sentences into separate atomic sentences (by recognising conjunctions or employing their parse trees) 
and then assigning single labels [200, 201]. But this technique does not work in situations such as the 
following example in which multiple types of scientific artefacts (in this example Population and 
Intervention) are conveyed in a short simple sentence: “Forty-two MS patients [Population] 
underwent brain dual-echo [Intervention].17” 
In order to address the above-mentioned issues (i.e., the multi- label issue and the imbalanced 
problem) concurrently, this chapter proposes a combination of the following two methodologies: 
 It firstly presents an ensemble binary classifier designed to deal with the multi- label issue 
[50]. This ensemble comprises a set of six binary classifiers (one per class) that can assign 
multiple labels to a single scientific artefact by considering the output of each binary 
classifier separately. Each binary classifier is trained on a binary version of the corpus. 
For example, consider the target class Background - the label for Background instances in 
the corpus is Positive and all other class instances are labelled Negative. The trained binary 
classifier on this version of the corpus is able to identify Background instances against the 
rest of the classes. Similarly, the binary classifiers for all of the other PIBOSO classes are 
also trained using a binary version of the corpus. The results from each classifier are 
combined at the end to aggregate the positive labels for each instance/sentence. 
 Four alternative data balancing strategies are proposed and evaluated. The proposed 
strategies are designed to balance the binary version of a data set that originally consisted 
of multiple classes (such as NICTA-PIBOSO corpus). As described above, in the binary 
version of the data set, Positive instances belong to a single target class (e.g., Background) 
and the Negative instances belong to the remainder of the classes. From a balancing 
perspective, the Positive instances form the minor class and the Negative instances form 
the major class. The proposed balancing strategies rely on under-sampling of the major 
class (the set of instances of remaining classes) with respect to a target/minor class - in 
order to reach an equitable distribution of classes in the resulting balanced version of the 
data set. Although the general process of under-sampling is not new, the proposal here is 
to use sampling strategies that: 1) are based on a similarity criterion for finding and 
selecting representative instances whilst under-sampling the major class; and 2) perform 
class-aware balancing by taking into consideration the original class of instances when 
under-sampling the major class.  
                                                 
17 The sentence and its scientific artefact labels are adopted from NICTA-PIBOS corpus. The sentence belongs to the 
following PubMed abstract: https://www.ncbi.nlm.nih.gov/pubmed/10465501 
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The remainder of this chapter is structured as follows:  
 Section 5.2 outlines the testbed in which the overall experiments are carried out. 
 Section 5.3 describes the proposed binary ensemble approach for classifying scientific 
artefacts in the EBM domain as well as the load balancing strategies for dealing with highly 
skewed data sets. 
 Sections 5.4 and 5.5 present and compare the results and discuss the effects of the balancing 
strategies on classification performances. 
  Section 5.6 concludes with a summary of the research achievements accomplished in this 
chapter and identifies potential areas for further research. 
The work described in this chapter is published in [202]. 
5.2 Data 
The NICTA-PIBOSO corpus is employed for training and testing the proposed approaches in this 
chapter. Each sentence/scientific artefact in this corpus is annotated according to the PIBOSO model. 
The experiments in this chapter focus on identifying five main classes of scientific artefacts in EBM 
(i.e., Population, Intervention, Background, Outcome, and Study Design) by training five binary 
classifiers (one for each class). Those sentences that are identified as negative instances by all binary 
classifiers would be considered as Other type. As previously mentioned, the NICTA-PIBOSO corpus 
consists of structured and unstructured abstracts. Structured abstracts are those abstracts in which 
their contents are divided into sections and each section contains a heading. However, the section 
headings and their overall structure may vary across abstracts. Unstructured abstracts are plain text 
abstracts without sectioning, structure or headings. The results in this chapter are presented for both 
structured and unstructured abstracts in the corpus. In addition, the corpus is heavily skewed and the 
highly distributed classes, Outcome and Background, cover 43% and 25% of the dataset, respectively. 
The other classes have considerably lower coverage with 15% for Other, 8% for Population, 7% for 
Intervention, and only 2% for Study Design. The next section describes the proposed methodology 
for addressing the multi- label classification problem and data imbalance issue concurrently. 
5.3 Methodology 
5.3.1 Ensemble Classifier for Multi-label Predictions 
Identifying and classifying rhetorical artefacts is a multiclass classification task. As mentioned in 
Section 4.2, a sentence in an EBM related publication can be assigned multiple rhetorical roles 
according to the PIBOSO criteria. For instance, based on the NICTA-PIBOSO corpus, the sentence 
“A 13-year-old girl who was admitted with a history of back pain underwent surgery, and the cysts 
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were removed, except for one cyst that was hardly exposed” is an instance of both Population and 
Intervention classes. The ambiguity that is caused by this characteristic of the data affects the 
performance of common classification techniques, which are usually designed to predict a single label 
for a given instance/sentence. To address this issue, the multi- label classification task is split into 
multiple binary classification tasks and forming an ensemble classifier which is able to allocate more 
than one target class to each instance [50, 107]. Each of the binary classifiers in the ensemble is 
trained on a copy of the entire training data, but in each copy, the patterns of the target class are 
considered as Positive instances and others as Negative. As a result, each of the classifiers is 
responsible for distinguishing a single class. 
5.3.2 Combined Ensemble Classifier and Load Balancing Framework  
In order to concurrently tackle both the multi- label classification and the skewed data distribution 
problems, the binary classifier ensemble described above is combined with a number of balancing 
strategies. Figure 5.2 shows the overall process of the proposed framework that employs the load 
balancing strategies and the ensemble binary classifier. This framework considers that the data set 
contains “n” different classes (denoted as C1 to Cn). The first phase binarizes the data set and creating 
different copies/versions of the data set (Data Set V1 to Vn), one for each target class. For example, 
consider C1 as the target class, the labels of the C1 instances are changed to positive and the labels of 
all the other instances are changed to negative. However, the original label of each instance is also 
recorded in binarized versions in order to be used by the balancing strategies. The second Dataset 
Balancing phase, deals with the skewness of the data sets by implementing a load balancing strategy 
(the details of the proposed balancing strategies are given in the next subsection, Section 5.3.3). The 
output of this phase is a balanced copy of each version of the data set with respect to a target class. 
Finally, in Phase 3, the binary Classifiers are trained on the resulting balanced and binarized data sets 
and together form the Ensemble classifier. 
Excluding the Other class, there are five key classes of scientific artefact defined in the PIBOSO 
scheme (i.e., PIBOS). The proposed binary ensemble classifier, therefore, consists of five binary 
classifiers in order to classify scientific artefacts according to the PIBOS scheme. Each classifier, for 
a given input instance, produces a positive response if that instance is predicted to belong to the target 
class on which the binary classifier is trained. The final prediction of the ensemble classifier for a 
given instance is the aggregated predictions of each of the binary classifiers. The next subsection 
presents the devised load balancing strategies. 
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Figure 5.2. Binary ensemble classification framework in conjunction with the data set balancing 
5.3.3 Data Load Balancing Strategies 
5.3.3.1 Randomly Sampled Pairwise Balancing 
The first proposed strategy for balancing an imbalanced data set is Randomly Sampled Pairwise 
Balancing approach. As depicted in Figure 5.2, a multiclass data set is converted into a number of 
binary data sets whereby each of them contains Positive instances (the target class) and Negative 
instances (the remaining classes). Based on the conventional under-sampling balancing approach, the 
pool of Negative instances are sampled and a portion of them is kept to form a balanced data set when 
combined with the Positive instances. These approaches do not take into consideration the origina l 
classes of instances that formed the Negative class in the binary version of a multi-class data set. 
However, the Randomly Sampled Pairwise Balancing strategy relies on pairwise comparisons of the 
size of the Positive class and each of the original classes that form the Negative instances. Instead of 
reducing the size of the Negative class as a whole (as it is performed in many under-sampling 
approaches), this strategy considers the number of instances in the Positive class as an imposed limit 
for the reduction of the size of each of the classes that form the Negative instances. That is, all the 
instances of the Positive class are kept and the instances for each of the remaining classes are 
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randomly selected such that the number of instances from each class is equal to or less than that of 
the target or Positive class. Detailed definition of this strategy is described below. 
Let 𝐶 be the set of all the available classes in the data set (𝐶 = {𝑘1, 𝑘2, … , 𝑘𝑛}). If it is considered 
that 𝑘𝑡 is the target (Positive) class, then the set of all other classes is 𝐶 − 𝑘𝑡 and it consists of 𝑘𝑗 
classes (𝑘𝑗 ∈ 𝐶 − 𝑘𝑡). According to the Randomly Sampled Pairwise Balancing strategy, the 
participation sizes of 𝑘𝑡 and 𝑘𝑗 classes, which are shown by 𝜋𝑘𝑡  and 𝜋𝑘𝑗 , respectively, in the resulting 
balanced data set are calculated as follows: 
 𝜋𝑘𝑡 = |𝑘𝑡|
𝜋𝑘𝑗  = min(|𝑘𝑗|, |𝑘𝑡|) (𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑘𝑗 ∈ 𝐶 − 𝑘𝑡)
 (Eq. 5-1) 
Where |𝑘𝑡| and |𝑘𝑗| denote the number of instances (or the size) of 𝑘𝑡 and 𝑘𝑗 classes, respectively. 
Figure 5.3 illustrates an overview of this strategy. As an example, in Figure 5.3 it is considered that 
C1 is the target class; all its examples are kept as Positive instances, then for each of the remaining 
classes, if they have more instances than class C1, random selection of their instances is performed 
until reaching the number of C1 examples, otherwise all of their instances are kept. Although the 
overall number of the Positive and the resulting Negative instances may not be equal in the final 
binary data set following this strategy, it is balanced from a pairwise perspective because the size of 
the target class is balanced against each of the remaining classes. This pairwise load balancing 
approach has the advantage that as many samples as possible from each of the classes are participat ing 
in the resulting balanced data set. This reduces the loss of valuable information that occurs in many 
under-sampling load balancing strategies. 
 
Figure 5.3. An overview of the Randomly Sampled Pairwise Balancing strategy 
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5.3.3.2 Randomly Sampled Smooth Balancing 
In Randomly Sampled Smooth Balancing strategy, the number of samples from the Negative class 
must be equal to that of the target class but each of the classes that comprise the Negative class must 
evenly contribute to the total sample size. Consider  𝑘𝑡  to be the target class and 𝑘𝑗 to be a class in 
the set of the remaining classes (𝑘𝑗 ∈ 𝐶 − 𝑘𝑡), similar to the previous strategy.  The sum of the sizes 
of all the  𝑘𝑗 classes must be equal to or less than the size of 𝑘𝑡 class (i.e., ∑ |𝑘𝑗| ≤ |𝑘𝑡|𝑘𝑗∈𝐶−𝑘𝑡 ). In order 
to ensure equal contribution of each of the non-target classes to the resulting major Negative class, 
the upper boundary for the sample size of 𝑘𝑗 (called 𝑟𝑎𝑡𝑖𝑜𝑠𝑖𝑧𝑒) is defined as the ratio of the size of the 
target class (i.e., |𝑘𝑡|) to the number of classes in the data excluding the target class (i.e., n-1) (5 for 
PIBOSO).  The participation size of 𝑘𝑡 and 𝑘𝑗 classes are denoted by 𝜋𝑘𝑡  and 𝜋𝑘𝑗  , respectively, and 
are calculated as follows: 
 𝜋𝑘𝑡 = |𝑘𝑡|
𝑟𝑎𝑡𝑖𝑜𝑠𝑖𝑧𝑒 =
|𝑘𝑡|
𝑛 − 1
𝜋𝑘𝑗  = min (𝑟𝑎𝑡𝑖𝑜𝑠𝑖𝑧𝑒 , |𝑘𝑗|) 
 
(Eq. 5-2) 
Since 𝐶 is the set of all classes in the data set, 𝑛 in the (Eq. 5-2) means the number of origina l 
classes in the data (𝑛 = |𝐶|). According to the (Eq. 5-2), if the size of the 𝑘𝑗 class is smaller than the 
calculated 𝑟𝑎𝑡𝑖𝑜𝑠𝑖𝑧𝑒 , then all of its instances will be included in the balanced version of the data (i.e., 
its participation size will be 𝜋𝑘𝑗  = |𝑘𝑗|). The overall process is shown in Figure 5.4. Using this 
strategy, if the size of the target class instances is C1, and all of these instances are included in the 
balanced version, then the same number of instances (𝑟𝑎𝑡𝑖𝑜𝑠𝑖𝑧𝑒) are selected from each of the 
remaining classes, where the 𝑟𝑎𝑡𝑖𝑜𝑠𝑖𝑧𝑒  is equal to 
|𝐶1|
𝑛−1
. Since the number of instances in the Positive 
class is approximately similar to the total number of instances in the Negative class in the final 
balanced data set, this leads to a smooth balanced data set. The overall mechanism for this method is 
conceptually similar to many under-sampling strategies in terms of having the same number of 
Positive and Negative samples in the resulting balanced data set. However, in other approaches, the 
Negative class is under-sampled by randomly selecting instances from the pool of negative instances 
(regardless of their original class), while the proposed Randomly Sampled Smooth Balancing  
approach guarantees that there are samples of all classes in the set of Negative instances in the final 
balanced data set by performing a class-aware sampling. 
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Figure 5.4. An overview of the Randomly Sampled Smooth Balancing strategy 
5.3.3.3 Selective Sampled Pairwise and Smooth Balancing 
The two strategies described above, rely on random selection of instances when under-sampling a 
given class. Although the random selection of instances ensures that a variety of instances would be 
selected, there is no guarantee that these selected instances are either representative or informative 
with respect to the semantic meaning of a given class. It is conjectured that selecting informative 
instances of a class would result in a more representative subset of its instances, which would improve 
the overall performance of a classifier trained using the dataset. 
As a result, this chapter proposes a criterion to measure the representativeness of the instances in 
a given class - in order to enable informed selection of instances. This criterion is based on the average 
similarity of a given instance to all its peers in the same class (the higher the average similarity, the 
more likely the given instance is a representative instance of the given class). To give a concrete 
example, consider that x is an instance of class k, the representativeness index, which is denoted by 
ρx, is calculated as follows: 
 𝜌𝑥 =  
1
𝑘𝑠𝑖𝑧𝑒
× ∑ 𝑆𝑖𝑚(𝑥,𝑖)
𝑖∈𝑘
 (Eq. 5-3) 
Where Sim(x,i) is the similarity measure between the instance x and instance i in the same class k. 
In the proposed approach, the Cosine coefficient is used as the measure of the similarity of two given 
instances [203]. The Cosine coefficient calculates the similarity of two input samples by calculat ing 
the Euclidean distance between them (the Cosine similarity is also discussed in detail in Section 
6.3.2.5). Hence, as denoted in (Eq. 5-3), the representativeness index of instance x is the average of 
its similarities to all other instances in that class. The resulting representative indices can then be used 
to first select those that best represent the class that they belong to. By replacing the random sampling 
step in the previous methods (Randomly Sampled Pairwise Balancing and Randomly Sampled Smooth 
Balancing described in Sections 5.3.3.1 and 5.3.3.2) with this selective sampling step, two new 
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balancing strategies can be delivered which are called Selective Sampled Pairwise Balancing and 
Selective Sampled Smooth Balancing. To be more precise, the overall procedures of these two new 
selective-sampled balancing strategies are similar to their random-sampled counterparts but the 
proposed representative index criterion is employed during the selection process whenever a given 
class is under-sampled. 
5.3.4 Experimental Setup 
As discussed in Chapter 4, Conditional Random Field (CRF) has shown promising results in many 
text mining applications, but especially in scientific artefact extraction. Consequently, CRF is 
employed as the main classification algorithm in the experiments described this chapter. More 
specifically, Mallet’s implementation of CRF is used [36, 170]. Since the aim of this experiment is 
to understand the data set balancing behaviour whilst simultaneously addressing the multi- label issue, 
a subset of features introduced in the previous chapter (Chapter 4), is adopted. The subset of features 
(described in Section 4.3.1) comprises token-based and statistical features. Sequential and positiona l 
features are excluded because they cannot be applied in this setting due the binarization of the data 
and the sub-sampling of instances which changes their relative positions. For each of the proposed 
balancing methods, 10-fold cross validation is performed and the results are reported in terms of 
standard evaluation measures: Precision, Recall, and F1-measure (or F-score); for each class of 
scientific artefacts and for structured and unstructured abstracts separately.  
The next section presents the experimental results of the proposed approach. In order to understand 
the impact of imbalanced distribution of the data on the performance of the classifier, it firstly 
provides the results of binary ensemble classifier without using balancing approaches. Secondly, the 
impacts of different proposed balancing approaches are assessed. 
5.4 Experimental Results 
5.4.1 Ensemble Classifier Results without Balancing 
The aim of this experiment is to present the performance of the binary ensemble classifier for 
recognising PIBOS scientific artefacts using the original (imbalance) version of the data set. Table 
5.1 depicts the results of the binary ensemble classifier on the data set without performing any 
balancing strategy. It can be observed that the binary ensemble achieves low F1 for the three under-
represented classes in the data set: Intervention (19.79 and 6.50), Population (17.46 and 7.32), and 
Study Design (34.07 and 0.0) for structured and unstructured abstracts, respectively. It can be 
observed that the F1s for unstructured abstracts are lower than that for structured abstracts. Also, note 
that the ensemble was not able to recognise any of the Study Design examples in unstructured 
abstracts as it is the least represented class in the corpus. Table 5.1 also shows average standard 
deviation of all classes with 5 and 3.08 for structured and unstructured abstracts, respectively. 
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Table 5.1. Binary ensemble classifier results – without balancing the data set 
 Structured Unstructured 
P R F1 P R F1 
Background 84.21 85.11 84.66 83.23 79.28 81.21 
Intervention 22.29 17.79 19.79 8.33 5.33 6.50 
Outcome 96.29 96.44 96.36 88.20 85.45 86.8 
Population 19.44 15.84 17.46 9.04 6.15 7.32 
Study Design 33.70 34.44 34.07 0.0 0.0 0.0 
Micro F1 
(average SD*): 
50.47 (5.00) 36.36 (3.08) 
*Standard Deviation 
5.4.2 Ensemble Classifier Results using Balancing Strategies 
The impact of the random selection balancing strategies (i.e., Randomly Sampled Pairwise 
Balancing and Randomly Sampled Smooth Balancing) on the performance of the binary ensemble 
classifier is shown in Table 5.2. As can be observed in the right hand side of Table 5.2, by performing 
the Randomly Sampled Pairwise Balancing strategy on the data, the ensemble classifier shows better 
results for the majority of under-represented classes (i.e., Intervention, Population, and Study 
Design), especially in the unstructured abstracts. For Intervention and Population, there is an 
improvement of approx. 3-4% on structured data and an improvement of approx. 6-8% on 
unstructured data compared to the results in Table 5.1. Also, by training on the balanced data, the 
ensemble is able to, at least, classify Study Design instances in unstructured abstracts with a 0.07 F1 
(cf. F1 0.0 in Table 5.1). The only decrease of F1 for under-represented classes (compared to Table 
5.1) is occurred for Study Design in structured abstracts (F1=34.07 without balancing; F1= 22.40 in 
pairwise balancing). Although the Recall R for Study Design improves by approx. 11% (F1=34.44 
without balancing; F1= 45.56 for pairwise balancing), the decrease in F1 is mainly due to the reduced 
Precision (P=33.70 without balancing; P=14.86 in pairwise balancing). This increase in Recall but 
decrease in Precision shows that the trained ensemble classifier over the balanced version of the data 
is able to classify a higher number of actual Study Design instances (higher Recall) but it also mis-
classified more instances of other classes as Study Design (lower Precision). In addition, the results 
from pairwise balancing in Table 5.2 also show that this balancing strategy had an overall negative 
impact on the classification of the well-represented classes (i.e., Background and Outcome): approx. 
1-3% decrease in F1 compared to Table 5.1. The only exception is Background in structured abstracts 
that showed a 1.39% improvement (F1=84.66 without balancing; F1=86.05 in pairwise balancing). 
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Table 5.2. Ensemble classifier results – random-sampled balancing 
Pairwise Balancing Smooth Balancing 
 Structured  Unstructured  Structured  Unstructured 
P R F1  P R F1  P R F1  P R F1 
Background 85.16 86.97 86.05  81.62 78.75 80.16  85.24 75.27 79.94  79.09 70.41 74.50 
Intervention 20.50 27.40 23.46  11.95 16.89 14.00  22.37 48.08 30.53  14.73 41.78 21.78 
Outcome 88.71 98.00 93.12  85.91 84.19 85.04  90.53 97.25 93.77  88.41 74.76 81.01 
Population 18.61 23.08 20.61  13.28 13.85 13.56  23.14 25.34 24.19  20.92 22.69 21.77 
Study Design 14.86 45.56 22.40  5.41 9.84 6.98  12.27 58.89 20.31  5.15 19.67 8.16 
Micro F1 
(average SD*): 
 49.13 
(3.82) 
  39.95 
(3.29) 
  49.75 
(5.51) 
  41.44 
(4.82) 
*Standard Deviation 
 
Table 5.2 also shows the impact of smooth balancing on the classification of each of the PIBOS 
classes. It can be observed that the F1s for both Intervention and Population over both structured and 
unstructured abstracts have increased compared to the pairwise balancing. (Note that: since the results 
of pairwise balancing were overall better than without balancing for under-represented classes the 
comparisons for these classes are made against the pairwise balancing results): F1=23.46 (pairwise)  
cf. F1:30.53 (smooth) for Intervention in structured abstracts; F1=14.00 (pairwise) cf. F1=21.78 
(smooth) for Intervention in unstructured abstracts; F1=20.61 (pairwise) cf. F1=24.19 for Population 
in structured abstracts; F1=13.56 (pairwise) cf. F1=21.77 (smooth) for Population in unstructured 
abstracts. This reveals that having a smooth balanced dataset, results in a lower number of instances 
from each of the contributed original classes in the Negative class, and enables the ensemble to better 
discriminate between the Positive and Negative classes for these two scientific artefacts. Although 
Study Design was observed to further improve the F1 measure on unstructured abstracts in smooth 
balancing by 1.18% over pairwise balancing (F1=8.16 cf. F1=6.98), it resulted in a lower F1 than the 
pairwise balancing for structured abstracts (i.e., a reduction of 2.09% in smooth balancing). This 
reduction in F1 is due to a reduction of Precision (F1=14.86 (pairwise) cf. F1=12.27 (smooth)) 
combined with a considerable increase in Recall (F1=45.56 (pairwise) cf. F1=58.89 (smooth)). 
Contrary to the positive effects of the data balancing methods on the classification performances of 
most of the under-represented classes in both types of abstracts, the smooth balancing strategy does 
not perform as well on highly represented classes (as shown by the decreased F1s observed for 
Background and Outcome in Table 5.2 (with balancing) compared with Table 5.1 (no balancing)). In 
addition, Table 5.2 also shows the average standard deviation of all classes for structured and 
unstructured abstracts. The ensemble classifier showed more robustness in different rounds of 10-
fold when the dataset was balanced using pairwise balancing (comparing to smooth balancing) with 
average standard deviation 3.82 and 3.29 for structured and unstructured abstracts, respectively. 
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As described in Section 5.3.3.3, the selective balancing approaches use the average similarity of 
each instance to other peers in the same class (i.e., the representativeness index in (Eq. 5-3)) to select 
the most representative samples first when performing under-sampling. In this experiment, the 
representativeness index of each instance was calculated while the training data was in its initial state 
for each iteration of the 10-fold cross validation. When under-sampling a specific class, instances are 
ranked and selected based on the calculated representativeness indices for the instances in that class 
(the higher the representativeness index, the more likely the given instance to be selected). In addition, 
to preserve the variety of instances available in a class, some instances that are near the boundary of 
the class (i.e., those with the lowest representativeness indices) are also retained. Instances are 
proportionally sampled based on those with the highest and the lowest representativeness indices 
within a class; 70% of those with the highest and 30% of those with the lowest representativeness 
indices are selected.  
Table 5.3 presents the results when the selective sampling mechanism is applied in the pairwise 
and smooth balancing approaches. The results of selective pairwise balancing can be observed in the 
right hand side of Table 5.3. Compared to the random pairwise balancing in the structured abstracts 
in Table 5.2, selective pairwise balancing leads to a lower F1 for the majority of classes (except for 
Intervention that showed a 1.09% improvement (F1=23.46 for random pairwise in Table 5.2 cf. F1= 
24.55 for selective pairwise in Table 5.3). On the other hand, in the unstructured abstracts the selective 
pairwise balancing has a positive impact on the majority of classes with 0.64-3.11% improvements 
for Background, Intervention, Outcome, and Population classes (the only reduction of F1 can be 
observed for Study Design F1=6.98 for random pairwise cf. F1=2.26 for selective pairwise). The 
average standard deviations of all classes in Table 5.3 are between 4.11 to 4.44, except for the 
ensemble model that was trained over pairwise balanced dataset of unstructured abstracts that shows 
a small deviation of 2.44. 
Table 5.3. Ensemble classifier results – selective sampled balancing 
Pairwise Balancing Smooth Balancing 
 Structured  Unstructured  Structured  Unstructured 
P R F1  P R F1  P R F1  P R F1 
Background 85.87 84.04 84.95  82.74 79.10 80.88  88.15 77.13 82.27  80.09 74.89 77.40 
Intervention 23.28 25.96 24.55  13.00 17.33 14.86  20.38 31.25 24.67  15.95 34.67 21.85 
Outcome 89.02 97.55 93.09  86.53 84.86 85.68  91.63 93.47 92.54  90.10 76.32 82.64 
Population 19.80 18.10 18.91  15.75 17.69 16.67  24.85 38.01 30.05  17.48 20.77 18.98 
Study Design 12.32 74.44 21.14  1.72 3.28 2.26  10.50 65.56 18.10  5.99 26.23 9.76 
Micro F1 
(average SD*): 
 48.53 
(4.11) 
  40.07 
(2.44) 
  49.53 
(4.28) 
  42.13 
(4.44) 
*Standard Deviation 
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The left hand side of Table 5.3 shows the results of the selective smooth balancing strategy. 
Compared to the random smooth balancing in Table 5.2, the selective sampling mechanism has a 
positive effect when classifying Background and Population instances in structured abstracts (2.31-
5.86% improvement in F1). For the three remaining classes in structured abstracts (i.e., Intervention, 
Outcome, and Study Design) the selective smooth balancing resulted in a lower F1 (approx. 1-6% 
reduction). In contrast, selective smooth balancing positively effects the classification of the majority 
of classes in unstructured abstracts when compared to the random selection counterparts in Table 5.2. 
There is a 0.07-3.55% improvement in F1 for Background, Intervention, Outcome, and Study Design. 
The only negative effect can be observed for Population in unstructured abstracts (F1=21.77 for 
random smooth cf. F1=18.98 in selective smooth).  
Comparing the four balancing strategies to the without balancing setting, for structured abstracts, 
it can be observed that random pairwise strategy is competitive in terms of F1 for Background 
sentences when compared to all other strategies (F1=86.05 in Table 5.2). For Intervention sentences, 
the best result was gained by performing random smooth balancing: F1=30.53 (Table 5.2). This is an 
improvement of approx. 11% over the corresponding F1 for Intervention without balancing (Table 
5.1). Considerable improvement was also observed for Population. The selective sampled smooth 
balancing strategy (Table 5.3) increased the F1 for the Population class by approx. 13% over the 
unbalanced result (Table 5.1). On the other hand, for the best-represented class in the data, i.e. 
Outcome, all balancing approaches reduced the F1 compared to the without balancing setting. An 
explanation for this phenomenon is that under-sampling leads to a large number of significant 
Outcome instances not being selected for the Negative class, which then adversely affects the overall 
performance. Similarly, for the least-represented class, i.e. Study Design, in structured abstracts the 
highest F1 achieved was for the data set without balancing. Although the balancing strategies reduced 
the F1 for Study Design class, selective sampled pairwise data balancing had high Recall R=74.44 as 
shown in Table 5.3, compared with R=34.44 without balancing in Table 5.1. This shows that the 
majority of instances from this class were correctly classified by the ensemble. However many other 
instances were also mis-classified as Study Design, so the Precision was relatively lower than the 
Recall.  
The results over unstructured abstracts are almost the same as for structured abstracts. On the two 
highly represented classes, Background and Outcome, the balancing strategies did not improve the 
performance of the ensemble when compared to no balancing. However, it can be observed from 
Table 5.2 and Table 5.3 that pairwise balancing strategies outperformed smooth balancing methods 
on Background and Outcome classes (using both random and selective mechanisms). On the other 
hand, when the three minor classes, i.e., Intervention, Population, and Study Design, are considered, 
the balancing strategies outperform the unbalanced classifier by approx. 2% to 16% for F1. Also, it 
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is worth mentioning that, for the classes with low coverage in unstructured abstracts, smooth 
balancing strategies perform better than pairwise balancing. 
5.5 Proposed Combined Balancing Approach 
The experiments described in the previous section (Section 5.4) determined that for the highly 
represented classes, Background and Outcome, the ensemble classifier trained on the imbalanced data 
generally produces the best performances. However, for the remaining classes (Intervention, 
Population and Study Design, which have fewer instances in the domain), a balancing strategy 
generally produces better results. Based on these results, the proposal is to adopt a combined 
classification framework that employs both balancing and no balancing approaches – depending on 
the characteristics of each class.  
The combined approach uses the ensemble classifier trained without any balancing strategies for 
the Background and Outcome classes. But it uses the ensemble classifier trained on balanced data 
using Selective Sampled Smooth Balancing for the Intervention, Population and Study Design classes. 
Table 5.4 shows the overall results of the combined framework. Although it can be observed that the 
overall micro F1 for structured abstracts shows a marginal improvement compared to the fully 
unbalanced setting (i.e., Micro F1=50.47 in Table 5.1 cf. Micro F1=50.77 in Table 5.4), the 
performance for unstructured abstracts for the combined approach considerably outperforms the 
results for classifiers trained on the unbalanced data (i.e., Micro F1=36.36 in Table 5.1 cf. Micro 
F1=43.72 in Table 5.4). Further improvements may be made if the selection of methods is based on 
the distribution of the classes at the structured and unstructured abstract granularity.  
Table 5.4. Combined balancing approach 
 
Balancing Method 
Structured Unstructured 
P R F1 P R F1 
Background No Balancing: 84.21 85.11 84.66 83.23 79.28 81.21 
Intervention Selective Smooth: 20.38 31.25 24.67 15.95 34.67 21.85 
Outcome No Balancing: 96.29 96.44 96.36 88.20 85.45 86.80 
Population Selective Smooth: 24.85 38.01 30.05 17.48 20.77 18.98 
Study Design Selective Smooth: 10.50 65.56 18.10 5.99 26.23 9.76 
Micro F1 (average SD*): 50.77 (4.25) 43.72 (4.57) 
*Standard Deviation 
A comparison of the proposed combined approach to the three best state-of-the-art methods in this 
domain (i.e., Kim et al. [26], Verbeke et al. [109], and Sarker et al. [50]) is shown in Table 5.5 for 
structured (S) and unstructured (U) abstracts, separately. Note that these approaches used the same 
corpus (i.e., NICTA-PIBOSO corpus) and two of them (i.e., Kim et al. and Verbeke et al.) –as well 
as the proposed approach in this thesis– reported their experimental results while disregarding the 
Other class. Sarker et al. have reported their results by including the effects of Other class – i.e., 6-
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way Classification – it is, however, included in the comparisons. Over structured abstracts, the 
proposed approach achieved lower F1 for the majority of classes, except for Outcome which achieved 
on par results (F1=96.36) cf. Kim et al. (F1=96.03) and Verbeke (F1=96.21). However, for 
unstructured abstracts, the combined balancing approach is better in terms of F1 for two classes of 
Background and Outcome when compared to the state of the art approaches.  
Also, note that the features used in this experiment do not employ the highly-effective positiona l 
feature (sequential and positional features are excluded because they cannot be applied due the 
binarization of the data and the sub-sampling of instances). This is one of the reasons that the overall 
performance of the ensemble binary classifier is lower than that of the standard CRF classifier 
described in Chapter 4 (Table 4.5, Section 4.4.2, 5-way Classification). If one compares the proposed 
ensemble classifier in this chapter with the results of the standard CRF trained without Positiona l 
features (Table 4.12, 5-way classification), it can be observed that the ensemble classifier’s results 
are on par with or even better than of the standard CRF for some of the classes (i.e., for Background 
and Outcome in both structured and unstructured abstracts).  
Table 5.5. Comparison against the state of the art (based on F1-scores) 
 Proposed approach Kim et al. Verbeke et al. Sarker et al. 
S U S U S U S U 
Background 84.66 81.21 87.92 70.67 91.45 80.06 85.4 75.8 
Intervention 24.67 21.85 48.08 21.39 45.58 22.65 29.8 38.9 
Outcome 96.36 86.8 96.03 80.51 96.21 83.04 91.1 81.3 
Population 30.05 18.98 63.88 43.15 63.96 23.32 45.0 59.0 
Study Design 18.1 9.76 47.44 8.6 48.08 4.50 52.6 60.3 
5.6 Conclusion 
This chapter investigates the impact of a range of data set load balancing approaches on the 
extraction of scientific artefacts from abstracts in EBM domain. Four data balancing approaches with 
new sampling strategies are proposed and applied in a binary ensemble classifier framework. The 
balancing approaches are based on both random and selective under-sampling of the major class in 
the binary versions of the data set. By training the binary ensemble classifier on the resulting balanced 
data set, the classifier performs better for classes with lower coverage compared to no balancing, 
especially for unstructured abstracts. Classifying scientific artefacts in unstructured abstracts is 
usually harder due to the lack of a structure provided by headings, which provide valuable additiona l 
information for the classification task. The proposed smooth balancing strategies (using both random 
and selective mechanisms) are able to help the classifier to better identify the under-represented types 
of scientific artefacts in the EBM domain approx. with improvements in F1 of: 5-15% for Intervention 
over both structured and unstructured abstracts; 6-14% for Population over both structured and 
unstructured abstracts; and approx. 10% for Study Design in unstructured abstracts. Applying a 
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combination of balancing approaches (Table 5.4) achieved F1=50.77 over structured abstracts, which 
is a small improvement on the no balancing approach (Table 5.1 F1=50.47). However, a significant 
improvement in micro F1 (>7%) is observed for combined balancing on unstructured abstracts, 
compared to the unbalanced approach (although it is not statistically significant, -value=0. 2871 – 
-values<0.05 are considered to be statistically significant). The combined balancing method also 
outperformed two of the state of the art approaches for the majority of classes over unstructured 
abstracts (Table 5.5). 
Future approaches for improving these balancing strategies include: investigating more advanced 
selective sampling strategies; improved feature engineering and selection to produce better feature 
vectors to represent each type of scientific artefact; and investigating the application of the proposed 
data balancing strategies to multi-class classifiers (as opposed to the ensemble binary classifier used 
here).  
The research discussed in this chapter addresses two problems simultaneously, that impact on the 
performance of scientific artefact classifiers – the multi- label issue and the skewness of data. The 
multi- label issue was tackled by developing an ensemble binary classifier in which five classifie rs 
corresponding to each class of scientific artefact (PIBOS) were trained on binarized datasets 
(Positive/Negative labels), applied separately and the results aggregated. The skewness of the data 
was then tackled by applying and evaluating a novel set of data set load balancing strategies to the 
outcomes of the ensemble binary classifier. However, the overall performance of this ensemble was 
lower than the best multi- label classification approach described in Chapter 4. As discussed in the 
previous section (Section 5.5), the main reason for this reduction is due to the absence of positiona l 
and sequential features in the binarized and sampled balanced data set. Further investigations are 
required to determine how the proposed balancing strategies could be tailored so they can be applied 
to multi-class classification setting (instead of a binary setting of Positive/Negative classes).   
In addition, further investigation into the applicability of these approaches on different corpora 
(other than NICTA-PIBOSO) will enable a better understanding of the impact of each balancing 
technique on a variety of different data characteristics. 
As stated in Chapter 1, the overarching goal of this thesis is to develop a holistic solution for firstly 
identifying and extracting scientific artefacts and secondly, consolidating and linking scientific 
artefacts based on their semantic similarities. Consequently, the next step in this process is to devise 
an approach for conceptually connecting these extracted scientific artefacts (i.e., the outcomes of 
Chapters 4 and 5) via consolidation and linking. The consolidation approach aims to unify PIBOSO 
elements, which share the same type, according to their underlying meaning while the linking task 
focuses on the semantic relationships among scientific artefacts of different types. This will support 
a more efficient and meaningful retrieval of abstracts that discuss, for example, a specific intervention 
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and its effects over a particular population. The next chapter, Chapter 6, proposes a novel semantic 
similarity quantification approach for estimating the conceptual similarity of general English 
sentences and then investigates the application of this approach to the consolidation and linking of 
scientific artefacts in the EBM domain. 
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 Chapter 6: Quantification of Semantic Similarities 
 
6.1 Introduction 
Chapters 4 and 5 described and evaluated new improved approaches to accurately extract scientific 
artefacts from published abstracts in the EBM domain. However, the extracted scientific artefacts 
need to be collated in order to provide a comprehensive, succinct and balanced overview of the 
domain. As outlined in the EBM case study in Chapter 1 (Section 1.2), the clinicians typically search 
for relevant studies that contain evidence required to address a specific medical issue. The typical 
workflow begins with collecting all relevant publications using a search engine and then identifying 
and extracting scientific artefacts from within the abstracts of these publications (the subject of 
Chapters 4 and 5). The next step involves understanding the meaning of each instance of the scientific 
artefacts and then finding possible semantic relationships to other instances that convey similar 
meaning. Identifying such sophisticated relationships between scientific artefacts is a very time 
consuming task if manually performed by clinicians.  The complexity and effort associated with this 
process leads to the need for automated methods that streamline the correlation and consolidation of 
relevant scientific artefacts. For example, consider the two following Outcome statements: 
 Outcome A: No clinically relevant adverse events, such as urinary retention, respiratory 
disturbances, or wound infections were reported in the M-ADL group18. 
 Outcome B: Neither intra-operative nor post-operative clinically relevant adverse events, 
such as urinary retention, respiratory disturbances, or wound infections, were observed19. 
It can be observed that Outcome A and Outcome B share a similar context (i.e., urinary retention, 
respiratory disturbances and wound infections) as well as the overall meaning. However, using 
existing search engines, it would be very difficult to extract and identify these relevant statements 
within their source publications. The task is extremely challenging, firstly because of the sheer 
volume of existing literature and secondly because of the intrinsic complexity of computationa lly 
determining the semantic similarity between such statements. 
A framework capable of computationally measuring the semantic similarity of sentences from 
scholarly publications, will ultimately expedite the process of finding related evidence underpinning 
                                                 
18 Adopted from: https://www.ncbi.nlm.nih.gov/pubmed/11841719/ 
19 Adopted from: https://www.ncbi.nlm.nih.gov/pubmed/18552671 
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evidence-based decision making. Documenting the conceptual relationships between scientific 
artefacts in the EBM domain, enables clinicians to more easily track, for example, the evolution of a 
particular Intervention across a number of relevant studies. Furthermore, this lays the foundation for 
building semantically consolidated and interlinked networks of scientific artefacts and their source 
publications. 
Using the outcomes of the methods described in previous chapters as a foundation, this chapter 
focuses on investigating the first step to quantifying semantic relationships between scientific 
artefacts in order to eventually enable their consolidation. The proposed approach relies on the notion 
of semantic similarity quantification of general English sentences. Hence, a novel set of sentence -
level semantic similarity measures (based on the syntactic, structural and semantic attributes of 
general English sentences) are devised for addressing this task. An efficient ensemble regression 
model is also proposed that accepts a set of calculated sentence-level similarity measures as input and 
more accurately outputs the overall degree of semantic similarity between sentences. Moreover, this 
is the first application of a regression model trained on a general English corpus using the proposed 
similarity measures, to a specific EBM corpus in order to consolidate scientific artefacts in the EBM 
domain. The application of the sentence-level semantic similarity measures in the consolidation task 
is based on the assumption that the scientific artefacts represent full sentences. Overall, this chapter 
deals with the fourth objective of the thesis, outlined in Chapter 1 (i.e., “to devise a novel approach 
to accurately quantify the semantic similarity of the extracted scientific artefacts in the EBM 
domain”). It also provides a platform for consolidating, linking, and developing a knowledge-base of 
scientific artefacts, which is the final goal of the thesis.  
The remainder of this chapter is structured as follows:  
 Section 6.2 describes the testbed in which the overall experiments are carried out.  
 Section 6.3 details the novel set of semantic similarity measures as well as the proposed 
ensemble regression approach.  
 Section 6.4 presents and discusses the experimental setup and the evaluation results 
achieved on both generic and domain-specific data sets.  
 Section 6.5 discusses the experimental results and provides a thorough comparative 
analysis of the state of the art.  
 Section 6.6 concludes by summarizing the achievements in this research phase and 
describes how the outcomes achieved in this chapter contribute to the next research phases 
(Chapters 7 and 8). 
The work described in this chapter is published in [204]. 
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6.2 Data 
Given the lack of a gold standard in the EBM domain for evaluating the semantic similar ity 
quantification approach proposed in this thesis, one solution is to adopt the testbed used by the 
SemEval 2014 shared task 1 (ST1) [205], which focused on evaluating compositional distributiona l 
semantic models for estimating the semantic similarity of complete English sentences. SemEval ST1 
mapped the degree of similarity of the sentences to a continuous value ranging from 1 to 5, with 1 
representing the lowest similarity and 5 representing the highest similarity. This scheme enabled 
sentence similarity quantification (and hence, the sentence consolidation task in this research) to be 
treated as a regression problem. In particular, the values associated with a series of individua l 
sentence-level similarity measures (described in Section 6.3) are aggregated into real-value feature 
vectors that are used to train an ensemble regressor. The proposed approach is evaluated on a general 
English setting using the SICK (Sentences Involving Compositional Knowledge) corpus [206], which 
was employed in SemEval ST1 for evaluating the different systems entered in the competition. The 
SICK corpus contains pairs of English sentences and the degree of their semantic similarity is 
provided by human annotators. Section 6.3.6 discusses in detailed the statistics and characteristics of 
this corpus. 
Furthermore, in order to validate the application of the proposed semantic similarity measures to 
scientific artefacts in the EBM domain, a relatively small domain specific corpus has been created. 
The generated corpus contains pairs of scientific artefacts of the same type (e.g., Intervention-
Intervention or Background-Background pairs) and human annotators have manually assessed and 
input the degree of their semantic similarity. A description of the process of collecting and annotating 
this corpus, as well as statistics about this corpus, are explained in Section 6.3.6. 
6.3 Methodology 
This chapter aims to address the issue of quantifying the degree of semantic similarity between 
pairs of scientific artefacts that belong to the same class according to the PIBOSO scheme [26]. 
Previous approaches to attain this goal, range from using the average of a set of measures [207] to 
using compositional distributional semantics techniques [116]. The research described here 
approaches this problem from a regression perspective. To my knowledge, this is the first application 
of a regression model to the quantification semantic similarity of scientific artefacts in the EBM 
domain. The proposed approach is guided by the scheme used to annotate the SICK corpus [206]. 
This quantifies similarity as a real number ranging from 1 to 5, with 1 being completely dissimilar 
and 5 representing near-perfect similarity. More concretely, the proposed approach calculates a 
variety of individual sentence-level similarity measures for a given pair of sentences that are then 
combined into a vector of values. The resulting vectors are used to train an ensemble regression model 
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that can then be employed to predict the degree of the similarity (as continuous values) of previous ly 
unseen pairs of sentences/scientific artefacts. 
The similarity measures that are extracted and used for training a regression model can be grouped 
into three major categories: Syntactic, Structural and Semantic Similarities. Table 6.1 summarises all 
measures presented in this chapter, indicating their category association, as well as references to 
previous use in existing sentence-level similarity quantification solutions. A glossary of technica l 
terms that are used to describe the measures is provided in Section 6.3.1. Detailed descriptions and 
exemplifications of each measure can be found in Sections 6.3.2, 6.3.3 and 6.3.4. 
Table 6.1. Measures used to encode pairwise sentence similarity as a basis for the regression model 
Categories Measure Sets Explanation and their usage in existing solutions 
Syntactic 
Similarity 
Naïve - Bags of words overlap (also used in [208-210]) 
- Bags of lemmatised/stemmed words overlap 
- Set similarity of lemmatised effective words  
- Jaccard similarity of sets of words/lemmas (also used in 
[210]) 
- Cosine similarity of vectors of lemmatised effective 
words 
Window-based - Windows of overlapped words 
- Size of the longest shared window of words  
- Windows of overlapped effective words  
- Size of the longest shared window of effective words 
- Windows of POS tags overlap and longest overlapped 
windows 
Other - Ratio of shared skipped bigrams (also used in [211]) 
- Pairwise sentence polarity (also used in [209, 210]) 
- Ratio of sentence lengths (also used in [208, 210, 211]) 
Structural 
Similarity 
Sentence Structure - Ratio of number of clauses 
- Reduced parse tree overlap 
Semantic 
Similarity 
Basic - Role-based word-by-word similarity (also used in [211, 
212]) 
- Semantic similarity of effective words (also used in 
[210]) 
- Cosine similarity of Information Content (IC) vectors 
- Role-based POS tags alignment 
Synonymy - WordNet-based synonym similarity (also used in [209]) 
- FrameNet-based synonym similarity 
Sense 
Disambiguation 
- Set similarity for best senses (also used in [208]) 
- Category level similarity of best senses 
- Set similarity of the best senses of skipped bigrams  
Vector Space 
Models Measures 
- Similarity of Sets of Associated Terms 
- Cosine Similarity of Matrices of Associated Terms 
Vectors ([208-211]) 
 
6.3.1 Glossary of Technical Terms 
Definitions and examples of technical terms used to describe the proposed similarity measures are 
provided in this subsection. The examples are based on the Outcome A sentence from the Introduction 
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section (Section 6.1) – i.e., “No clinically relevant adverse events, such as urinary retention, 
respiratory disturbances, or wound infections were reported in the M-ADL group.”  
 Bag of words of a sentence: All constituent words of a sentence including mult ip le 
occurrences of a single word. For the example sentence above, the bag of words is {no, 
clinically, relevant, adverse, events, such, as, etc.}. 
 Set of words of a sentence: This is similar to the bag of words but it ignores duplicates (i.e., 
multiple occurrences of the same word). The set of words associated with the example 
sentence is the same as the bag of words as there are no repeated words. 
 Stemmed and lemmatised forms of words: Both refer to the base form of a word but they 
are each produced using different methods. Stemming reduces the derived form of a word to 
its root version based on a fixed set of rules applied to the word’s suffix without any 
background knowledge. Lemmatisation, on the other hand, has the same goal but use s 
additional information – in particular the part of speech of the word under scrutiny. In most 
cases both the lemma and the stem of a word are the same – e.g., the stem / lemma form of 
“disturbances” is “disturbance”. In some cases, they are however different – e.g., the lemma 
of “training” is “training”, while the stem is “train”.  
 Effective words of a sentence: The words that play a major role in a sentence. They include 
words belonging to the nouns (NNs) and verbs (VPs) families. Words belonging to the other 
part-of-speech groups (such as determiners and adjectives) are not included. For the above 
example sentence, the set of lemmatised effective words is: {event, retention, disturbance, 
wound, infection, be, report, group}. 
 Parse tree and Typed Dependencies: A parse tree represents the syntactic structure of a 
sentence in the form of a rooted tree. Typed dependencies represent grammatical relations 
between words in a sentence. The parse tree and the typed dependencies of the example 
sentence are shown in Figure 6.1 and Figure 6.2, respectively. 
 Skipped bigrams: All possible pairs of words of a sentence regardless of their positions. In 
the example sentence, the skipped bigrams of the term “no” are: {no-clinically, no-relevant, 
no-adverse, no-events, no-such, no-as, no-urinary, etc.} 
 Information Content (IC): It is a probabilistic metric that provides a measure of how specific 
and informative a term is [124]. A unique term, according to a given corpus, would be 
assigned higher IC value while a less specific term has a low value. 
 WordNet: a lexical resource of English words and their semantic relationships [213]. 
 FrameNet: a lexical database of English words and their meaning in the form of semantic 
frames [214]. 
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Figure 6.1. Parse tree for the sample sentence 
 Associated Terms/Vectors: Terms that are contextually co-occurring within a given corpus 
are named associated terms. These associated terms are usually obtained based on a vector 
space model [115]. For example, the word “event” has the following associated terms (based 
on the Wikipedia Corpus): game, competition, scene, movie, program, tournament , etc. The 
associated term vectors are the numerical representations of words provided by the same 
vector space model. For instance the word “event” is represented with the following term 
vector: [0.016995998; -0.075350426; 0.010145959; -0.004498533; -0.0057947207; …]. 
 Synset: a set of synonyms for a given word based on a dictionary. For example, one of the 
synsets of the word “event” based on WordNet is: 
“SYNSET{SID-11410625-N : Words [W-11410625-N-1-consequence, W-11410625-N-
2-effect, W-11410625-N-3-outcome, W-11410625-N-4-result]}”. 
 
Figure 6.2. Typed Dependencies for the sample sentence 
Typed Dependencies: 
neg(events-5, No-1) 
advmod(relevant-3, clinically-2) 
amod(events-5, relevant-3) 
amod(events-5, adverse-4) 
nsubjpass(reported-19, events-5) 
mwe(as-8, such-7) 
prep(events-5, as-8) 
amod(retention-10, urinary-9) 
pobj(as-8, retention-10) 
amod(disturbances-13,respiratory-12) 
appos(retention-10, disturbances-13) 
cc(retention-10, or-15) 
amod(infections-17, wound-16) 
conj(retention-10, infections-17) 
auxpass(reported-19, were-18) 
root(ROOT-0, reported-19) 
prep(reported-19, in-20) 
det(group-23, the-21) 
amod(group-23, M-ADL-22) 
pobj(in-20, group-23) 
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6.3.2 Syntactic Similarity Measures 
6.3.2.1 Bags of Words Overlap 
A simple methodology for measuring the similarity of a sentence pair is by counting the number 
of words they have in common. Although a pair of sentences with the same bag of words may convey 
completely different concepts, this measure is an effective criterion for semantic comparison when 
employed in conjunction with more sophisticated structural and semantic measures [211, 215]. The 
bag of words overlap measure is calculated by dividing the number of equal words in both sentences 
by the length of the longest one in a pair, regardless of their locations. Note that, for calculating this 
measure the actual lexical and morphological forms of the words are used - as they appear in the 
sentences. If S1 and S2 are two sentences, their bags of words overlap similarity measure is denoted 
by ν(S1,S2) and can be defined as in (Eq. 6-1). 
 
𝜈(𝑆1,𝑆2) =
∑ {
1         𝑖𝑓   𝑤 𝑖 ∈ 𝑆2 
0         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒𝑤 𝑖 ∈𝑆1
𝑀𝑎𝑥(|𝑆1|, |𝑆2|)
 
(Eq. 6-1)  
In the above equation, wi denotes each word in the bag of words of S1, while |𝑆1| and |𝑆2| denote 
the size, in number of words, of S1 and S2, respectively. For example, the two example sentences 
introduced in Section 6.1 (i.e., Outcome A and Outcome B) share 14 terms in common (based on their 
bags of words), with the longest sentence being Outcome A (20 words). This measure is calculated as 
ν(S1,S2) = 0.7 for this pair. 
6.3.2.2 Bags of Lemmatised/Stemmed Words Overlap 
The value of this measure is computed using the same method as above, however, instead of using 
bags of words, it uses bags of lemmas/stems. Using the root forms produced by lemmatisat ion/  
stemming enables aligning words that would otherwise be ignored from the direct word-by-word 
comparison (e.g., “infection” and “infections” would be aligned as both words would have a common 
stem of “infect”). Using (Eq. 6-1), the value of this measure for the pair of example sentences is 0.7 
- in this particular case, the same as the bags of words overlap. 
6.3.2.3 Set Similarity of Lemmatised Effective Words 
Each sentence can be represented by the set of its constituent words (note that a set, in contrast to 
a bag, does not include duplicate occurrences of a single word/element). In addition, there are a 
number of words in a sentence that do not play a major role in understanding the core meaning of the 
sentence – such as, determiners (the, a, an) and sometimes prepositions or subordinating conjunctions 
(in, on). By removing these words (the remaining words are the effective words of a sentence), this 
set-based similarity measure computes the similarity of a pair of sentences based on their 
corresponding sets of lemmatised effective words. If L1 and L2 are the sets of the lemmatised effective 
words in S1 and S2 respectively, their similarity – i.e., 𝑙(𝑆1, 𝑆22) – is calculated as shown in (Eq. 6-2). 
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𝑙(𝑆1, 𝑆2) =
|𝐿1 ∩ 𝐿2|
Max (|𝐿1|, |𝐿 2|)
 (Eq. 6-2) 
where |𝐿1| and |𝐿2| denote the size of the two sets of lemmatised effective words. For example, in 
the mentioned example sentences, the sets of the lemmatised effective words are S1: {event, retention, 
disturbance, wound, infection, be, report, group} and S2: {event, retention, disturbance, wound, 
infection, be}. Hence, the value of this measure is calculated as 𝑙(𝑆1,𝑆2) = 0.75. 
6.3.2.4 Jaccard Similarity of Sets of Words/Lemmas 
Using the same interpretations for sets and lemmas as above, this feature computes their Jaccard 
similarity – J(S1,S2) – as shown in (Eq. 6-3). 
 
𝐽(𝑆1,𝑆2) =
|𝑆1
𝑠𝑒𝑡 ∩ 𝑆2
𝑠𝑒𝑡|
|𝑆1
𝑠𝑒𝑡 ∪ 𝑆2
𝑠𝑒𝑡|
 (Eq. 6-3) 
Where 𝑆1
𝑠𝑒𝑡 and 𝑆2
𝑠𝑒𝑡  are the set of words of the two sentences. The same applies for computing 
the Jaccard similarity of the sets of lemmas, instead of words. Both Jaccard similarity measures (i.e., 
for sets of words and sets of lemmas) are calculated as 0.56 for the above-mentioned example pair. 
6.3.2.5 Cosine Similarity of Vectors of Lemmatised Effective Words 
Cosine similarity is a vector-based measure that calculates the Euclidean distance between two 
vectors. In this measure, the string of lemmas of effective words in a sentence is considered as a 
vector of words (the words appear in the vector in their order of appearance in the sentence) and then 
the Cosine coefficient of the corresponding vectors of a pair of sentences (i.e., 𝐶(𝑆1,𝑆2)) would be 
calculated as shown in (Eq. 6-4). 
 
𝐶(𝑆1,𝑆2) =
𝑉1 .𝑉2
‖𝑉1 ‖‖𝑉2 ‖
 (Eq. 6-4) 
Where V1 and V2 are the vectors of lemmas of the effective word of two sentences in a pair, and 
V1.V2 denotes the dot product of two vectors which is then divided by the product of their norms (i.e.  
‖𝑉1 ‖‖𝑉2 ‖). The quantified similarity of the example sentence pair based on this measure is 0.82. 
6.3.2.6 Window-based Measures 
Two sentences may be deemed related based on the number of blocks of words they share. Using 
a sliding window of different sizes - starting from a window of two words and increasing to the size 
of the smaller sentence in a pair, the first window-based measure, i.e. the Windows of Overlapped 
Words, is calculated by counting the total number of equal windows in a pair. Furthermore, as an 
additional measure (i.e., Size of the Longest Shared Window), the size of the longest window for 
which the pair of sentences was equal is also retained. 
Since sentences vary in size, in order to ensure an appropriate comparison, the Windows of 
Overlapped Words and the Size of the Longest Shared Window measures are normalised. The former 
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is normalised by the number of 2-combinations in a set of n (i.e., (𝑛
2
)), where n is the size of the 
smallest sentence in the pair. The latter is normalised by the size of the smallest sentence. In the 
context of the above-given sample pair, the normalised window of overlapped words is 0.43, while 
the normalised longest equal window size is 0.70. 
This measure may take several forms, based on the content of the windows. Two alternat ive 
options to considering words are: (i) taking into account effective words (this results in two new 
measures: Windows of Overlapped Effective Words and Size of the Longest Overlapped Effective 
Words Window), and (ii) considering part of speech (POS) tags (this results in two new measures: 
Windows of Overlapped POS Tags and Size of the Longest Overlapped POS Tags Window). 
6.3.2.7 Ratio of Shared Skipped Bigrams 
Skipped bigrams are the pairs of words that are created by combining two words located in 
arbitrary positions in the sentence. This measure creates sets of such skipped bigrams as a basis for 
similarity comparison, and therefore, it encodes this similarity based on the number of equivalent 
pairwise bigrams. Skipped bigrams are formed from participating verbs, nouns, adjectives, and 
adverbs and compute the intersection of sets of these bigrams between the sentences. The final value 
of this measure is the size of the intersection set over the size of the smaller set of skipped bigrams in 
a pair. For the given example sentence pair, this measure leads to a value of 0.63. 
6.3.2.8 Pairwise Sentence Polarity 
This measure can be calculated by investigating the presence of some lexical elements that act as 
negation agent, e.g., not, neither, no, etc. The proposed approach applies the NegEx algorithm [216] 
to find the negation in sentences and then perform the pairwise comparison of the polarity of 
sentences. The two example sentences have the same polarity because they are negated with No and 
Neither. The value of this measure would be 0 if both sentences in a pair have the same polarity (i.e., 
positive-positive or negative-negative) and 1 otherwise. 
6.3.2.9 Ratio of Sentence Lengths 
This measure computes the ratio between the sizes of the two sentences in a pair based on their 
bags of words. The ratio divides the smaller size to the larger one. The value of this ratio for the two 
example sentences is 0.95. 
6.3.3 Structural Similarity Measures 
Another dimension that enables decoding the semantics of a sentence is its lexical structure. For 
instance, the meaning of a sentence can be inferred by aggregating the meaning of its composing 
clauses. Using this as a starting point, a series of measures are devised that use the clause 
decomposition and their associated structures to encode the similarity between two sentences. It is 
worth mentioning that in the context of the Structural and Semantic similarity measures, the notions 
106 
 
of “pre-verb component” and “post-verb component” refer to the left and the right components of the 
verb in a sentence. The rationale behind this simplification (of the subject-verb-object structure) is to 
provide crude triples that represent a sentence, which would then enable devising role-based and 
structural comparisons. 
6.3.3.1 Ratio of Number of Clauses 
The parse tree of a sentence depicts the structure of the sentence and its constituent parts. The left 
side of Figure 6.3 exemplifies such a parse tree for the sentence “A group of kids is playing in a yard 
and an old man is standing in the background.” One of the main advantages when visualising this 
structure is that it provides quick access to the clauses composing the sentence - i.e., the elements 
denoted by S in the figure. The parse tree represents the syntactic structure of a sentence in the form 
of a rooted tree. The reduced form of a parse tree (as shown on the right hand side of Figure 6.3) 
retains only the major groups of part of speech tags – i.e., NPs and VPs. In the proposed approach, 
the reduced parse tree is used to calculate another similarity measure described in Section 6.3.3.2. 
The Ratio of Number of Clauses measure is computed by analysing the parse tree of each sentence 
and finding the number of clauses that each sentence is composed of. The Ratio divides the size 
(number of clauses) of the smaller sentence by the size of the longer sentence. If C1 and C2 are the set 
of clauses of S1 and S2, respectively, the clause-level equality is denoted by κ(S1, S2) and is calculated 
as in (Eq. 6-5): 
 
𝜅(𝑆1 , 𝑆2) =
𝑀𝑖𝑛(|𝐶1|, |𝐶2|)
𝑀𝑎𝑥(|𝐶1|, |𝐶2|)
 (Eq. 6-5)
   
Where ∣C1∣ and ∣C2∣ are the number of clauses of S1 and S2, respectively. Although the equality of 
the number of clauses does not provide a direct insight into the semantic similarity between the 
sentences, it does have a positive impact when joining it with appropriate semantic measures – as 
described in the next subsection 6.3.4. The value of κ(S1, S2) for the example pair of sentences is 1, 
as both sentences have the same number of clauses (i.e., one). 
 
Figure 6.3. Example of parse tree and its reduced version for a sample sentence  
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6.3.3.2 Reduced Parse Tree Overlap 
While the previous measure (Ratio of Number of Clauses) provides only a shallow size-based 
comparison, the Reduced Parse Tree Overlap provides a more in-depth measure of the structura l 
similarity. More concretely, it quantifies the overlap of the parsed trees composed of only the Part of 
Speech (POS) tags of the effective words. The right hand side of Figure 6.3 depicts the reduced parse 
tree for the sentence shown on the left hand side. The goal of these reduced trees is to capture the 
scaffolding of the composing clauses, by taking into account only the major POS tags. It can be 
quickly observed how the full sentence can be summarised in terms of its noun and verb phrases. 
The actual measure - denoted by s(S1, S2) - performs a clause-based comparison to find the number 
of identical sub-trees in a pair, i.e. 𝑡𝑟  and 𝑡𝑟
′ , as defined in  (Eq. 6-6). 
 
𝑠(𝑆1, 𝑆2) =
∑ ∑ (
∑ {
1         𝑖𝑓   𝑡 𝑟 = 𝑡𝑟
′  
0         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒𝑡𝑟 ∈𝐶𝑖 ,𝑡𝑟
′ ∈𝐶 ′𝑗
|𝐶𝑖| × |𝐶
′
𝑗|    
)𝐶 ′𝑗∈𝑆2𝐶𝑖  ∈𝑆1
 |𝐶| × |𝐶 ′|
 
(Eq. 6-6) 
In (Eq. 6-6), |𝐶𝑖| and |𝐶
′
𝑗| denote the number of words in the 𝐶𝑖 and 𝐶
′
𝑗 clauses respectively. Also, 
|𝐶| and |𝐶 ′| represent the number of clauses in S1 and S2. This measure finds the number of subtrees 
in each clause of S1 that are also appear in a clause in S2. For the given example pair of sentences, the 
value of s(S1, S2) is 0.67. The reduced parse trees of these two sentences are shown in Figure 6.4. It 
can be observed that the pre-verb components of the two sentences have identical structures, i.e., they 
are composed of one noun phrase. On the other hand, the post-verb components are different since 
the first sentence provides more specific information via the post-verb component “in the M-ADL 
group”. 
 
Figure 6.4. Reduced parse trees of the two example sentences (i.e. Outcome A and B) listed in the 
Introduction section. 
6.3.4 Semantic Similarity Measures 
The previous two sets of measures (i.e., Syntactic and Structural) focused on morphological and 
structural characteristics of sentences. Although they play an important role in determining the 
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semantic similarity of a pair of sentences, they fail to represent the underlying meanings of the 
sentences. Here, a third set of measures is introduced that focuses on semantics, with the assistance 
of some external knowledge resources (i.e., WordNet). 
6.3.4.1 Role-based Word-by-Word Similarity 
In order to compute this measure, the sentences are first split into clauses and then, the pre-verb, 
predicate and post-verb components within each clause are determined. For each of these roles, a bag 
of its constituent words (in their lemma forms) is generated (e.g., pre-verb bag of lemmatised words), 
which is then compared to corresponding bags of lemmatised words denoting the same role in the 
other sentence. The similarity between any two bags of words is calculated using a mixture of two 
well-known semantic similarity measures - i.e., Lin [125] and Wu & Palmer [126], both of which use 
WordNet as background knowledge. The Lin similarity measure is defined as the ratio between the 
Information Content (IC) of the most informative common ancestor of two terms and the sum of the 
IC of the two terms. The Wu & Palmer similarity measure, on the other hand, defines the similar ity 
in terms of the path between the two terms in a given hierarchy, as well as the path between each of 
the terms and their Least Common Subsumer (LCS). The LCS is the nearest shared hypernym of two 
terms according to a dictionary. In both cases, the IC and LCS are computed using WordNet. 
It is worth noting that the use of WordNet for this role-based similarity computation results in 
accurate values for pre-verb components and post-verb components as WordNet is largely composed 
of nouns and adjectives. Verbs, however, have a much lower coverage in WordNet, which leads to 
the need for a different background knowledge when computing this similarity on predicates. 
Consequently, the predicate bags were compared using FrameNet [214] as the background 
knowledge. The formula for calculating the Role-based Word-by-word Similarity measure is provided 
below. If the role-based similarity of two sentences is denoted by r(R1, R2), where R1 is the bags of 
words of a specific role in S1 (e.g., the bags of words of all pre-verb components in S1) and R2 is the 
bags of words of the same role in S2, this measure is calculated as shown in (Eq. 6-7). 
 
𝑟(𝑅1, 𝑅2) =
∑ ∑ 𝑆𝑖𝑚(𝑏, 𝑏′)𝑏′∈𝑅2𝑏 ∈𝑅1
|𝑅1| × |𝑅2|
 (Eq. 6-7) 
Where b and b′ are bags of words carrying a particular role in S1 and S2 respectively, and Sim(b, b′) 
is different when comparing predicate bags and pre-verb component / post-verb component bags. For 
the latter, Sim represents the word-based average of the Lin and Wu & Palmer similarities – as per 
(Eq. 6-8). 
 
𝑆𝑖𝑚(𝑏, 𝑏′) =
∑ ∑ (𝐴𝑉𝐺(𝐿𝑖𝑛(𝑤, 𝑤 ′) + 𝑊𝑢𝑃𝑎𝑙𝑚𝑒𝑟(𝑤, 𝑤 ′)))𝑤′∈𝑏𝑤∈𝑏
|𝑏| × |𝑏′|
 (Eq. 6-8) 
For predicate bags, Sim function, however, uses FrameNet to find the relatedness of each pair of 
terms in two bags. FrameNet is organized not around words, but semantic frames: characterizat ions 
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of events, relations, and states which are the conceptual basis for understanding groups of word 
senses, called lexical units (LUs). In this case, if two terms share any common frame that is retrieved 
from FrameNet, then they are considered conceptually identical. This similarity measure can be 
formalised as in (Eq. 6-9). 
 
𝑆𝑖𝑚(𝑏, 𝑏′) =
∑ ∑ {1         𝑖𝑓   |𝑤𝑓𝑟𝑎𝑚𝑒𝑠 ∩ 𝑤𝑓𝑟𝑎𝑚𝑒𝑠
′ | > 0 
0                                        𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
𝑤′∈𝑏𝑤∈𝑏
|𝑏| × |𝑏′|
 
(Eq. 6-9) 
Where the 𝑤𝑓𝑟𝑎𝑚𝑒𝑠 is the set of related frames for term w in the FrameNet. To give a concrete 
example, the calculation of this measure for the two example sentences is depicted in Figure 6.5. It 
can be observed that each part of the sentences based on their pre-verb component/predicate/pos t-
verb component is compared correspondingly. The second sentence does not have any post-verb 
component, hence, the post-verb component similarity of this pair is 0. 
 
Figure 6.5. Example of role-based semantic similarity measure for two examples sentences. Both measures 
are computed using (Eq. 6-7), with the actual similarity being specific to pre-verb component (as defined in 
(Eq. 6-8)) and predicates (as defined in (Eq. 6-9)) 
6.3.4.2 Semantic Similarity of Effective Words 
Given the sets of effective words of a pair of sentences, this similarity measure is calculated using 
the same method as above, however, without taking into account the underlying roles - i.e., it is 
computed in a sentence-wide manner. Hence, in this measure, all constituent words are considered in 
the calculation. For example, the ignored post-verb component in the calculations in Figure 6.5 is 
also considered in this sentence-wide calculation. This measure is denoted as 𝜀(𝑆1,𝑆2)  and is 
calculated as follows: 
 
𝜀(𝑆1, 𝑆2) =
∑ ∑ 𝑆𝑖𝑚(𝑤,𝑤 ′)𝑤′∈𝑆2𝑤∈𝑆1
|𝑆1| × |𝑆2|
 (Eq. 6-10) 
In (Eq. 6-10), 𝑤 and 𝑤′ are constituent effective words in S1 and S2, respectively. The 𝑆𝑖𝑚(𝑤, 𝑤 ′) 
function uses, as in the previous case, different background knowledge for nouns and verbs (i.e., 
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WordNet or FrameNet) and is calculated similarly to (Eq. 6-8) and (Eq. 6-9). This Semantic Similarity 
of Effective Words measure is calculated as 0.60 for the example pair given earlier in this chapter. 
6.3.4.3 Cosine Similarity of Information Content Vectors 
The Cosine Similarity of Information Content Vectors measure adopts a distributional semantics 
perspective, in which the sequence of words in a sentence is mapped to a vector of corresponding 
numeric values. The advantage of a vector-based representation of a sentence is that the order of its 
constituent words is also recorded. In order to create the appropriate vector for this measure, the 
notion of Information Content (IC) is used. The relatedness of a given pair of sentences can then be 
estimated by employing some form of distance measure between the two vectors, such as the Cosine 
similarity. In calculating this measure, pre-computed IC values using the SemCor corpus [217] in the 
WordNet Similarity Package are employed [218]. Consequently, all lemmas associated with the 
words of a sentence are looked up and then retrieved to form the corresponding vector of IC values. 
The Cosine similarity of the two vectors provides the value for this measure. For the example pair, 
this measure is calculated as 0.67. 
6.3.4.4 Role-based POS Tags Alignment 
In the Role-based POS Tags Alignment measure, the POS tags of the effective words in the pre-
verb components and post-verb components in a given sentence are concatenated to form a sequence 
of POS tags. The degree of similarity between the sequences is then computed by employing the 
Needleman-Wunsch algorithm [219]. The Needleman-Wunsch algorithm is an efficient approach for 
finding the best alignment between two sequences, and has been successfully applied particularly in 
bioinformatics to measure regions of similarity in DNA, RNA or protein sequences [220]. The final 
value of this measure is a quantification of the similarity of the sequences of POS tags when 
comparing a pair of sentences. For the example pair, the pre-verb component similarity is calculated 
as 0.81 by this measure (the post-verb similarity is 0 due to the missing post-verb component in 
Outcome B. 
6.3.4.5 WordNet-based Synonym Similarity 
Synonyms provide a method to recognise shared meanings/semantic roots between several terms  
- e.g., one can identify a relationship between two terms by looking at the synonyms they share. This 
measure aims to quantify such a relationship by retrieving the WordNet synsets (as defined in Section 
6.3.1) associated with the lemmas of the effective words of a sentence and computing their normalised 
intersection. The normalisation is performed using the smaller of the two synsets. The calculated 
value of this WordNet-based Synonym Similarity measure for the example pair is 0.89. 
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6.3.4.6 FrameNet-based Synonym Similarity 
Here, the same principle is applied as in the case of the previous measure but FrameNet is used 
instead of WordNet. Hence, all possible frames of the synonyms of each word in a sentence are 
retrieved and are then compared to a corresponding set of frames of another sentence to find the 
number of shared frames. The normalised intersection is computed as above. Since FrameNet is used 
to calculate the relatedness of the verbs of two sentences in the role-based word-by-word semantic 
similarity measure (described earlier in this section), the current measure only considers the terms 
belonging to the noun family. The FrameNet-based Synonym Similarity measure for the example pair 
of sentences is 0.67. 
6.3.4.7 Set Similarity of Best Senses 
The meaning of the words is provided by the context in which they are placed; and vice-versa, the 
context provides meaning for each of the words that compose a sentence. The Set Similarity of Best  
Senses measure uses a WordNet-based word sense disambiguation approach (i.e., the Lesk algorithm 
[221]) to find the best senses of the effective words of sentences. The Lesk algorithm is based on the 
intuition that words that co–occur in a sentence are being used to refer to the same topic, and that 
topically related senses of words are defined in a dictionary using the same words. To give a concrete 
example, the best sense of the word “events” in the sample sentence “Outcome A” is the fourth sense, 
that is, “a phenomenon that follows and is caused by some previous phenomenon”, which can be 
encoded in form of “events#n#4” (i.e., it is in the form of a noun and the fourth sense better defines 
it in the given context). These encoded best senses of the effective words are then used to create a set 
of senses for each sentence which can be applied as a measure of similarity of sentence pairs. The 
corresponding value is computed by performing set intersection of the best senses, normalised using 
the size of the smaller set. The calculated Set Similarity of Best Senses measure for the example pair 
is 0.87. 
In addition to the set of best senses for words of a sentence, all the relative synsets (i.e. a set of 
synonyms from WordNet) of the best sense can also be retrieved and used to compute the set 
similarity of those synsets of a pair. The set of relative synsets is the list of synsets that are 
semantically related to the synset of a given word (as it is provided in WordNet). For example, the 
synset of the fourth sense of the word “event” (as previously mentioned in the context of example 
sentence “Outcome A”) has 25 related synsets which are related to it by semantic pointers. The ID of 
all related synsets of the best senses of words in a sentence are kept in a set which is then compared 
to the set corresponding to the other sentence, to calculate the normalised set similarity. The Relative 
Synset Similarity of Best Senses measure is 1 for the example pair of sentences. 
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6.3.4.8 Category Level Similarity of Best Senses 
Synsets in WordNet are organized into forty-five lexicographer files based on logical groupings, 
for example, animals, artefacts, feelings, events, person, etc. In this similarity measure, a set of these 
categories is created from the groups that the best senses of effective words in each sentence belong 
to. The normalised sets similarity for two sentences of a pair is then calculated by comparing the 
generated sets which are in category level (as opposed to the previous measure which is in synset 
level). In addition, in order to take into account the compositional characteristic of words in a 
sentence, vectors of the corresponding category names of effective words of sentences are formed 
and their pairwise similarity is computed using Cosine similarity measure. This measure is calculated 
as 0.84 for the sample pair. 
6.3.4.9 Set Similarity of the Best Senses of Skipped Bigrams 
The syntactic comparison of skipped bigrams, which was discussed in Section 6.3.2.7, is expanded 
here at a more conceptual level. Instead of forming skipped bigrams using the actual words of a 
sentence, they are created from the semantic category of the best senses of words. In calculating this 
measure, a word sense disambiguation approach is used to retrieve the best senses as well as the 
categories that they belong to and then the corresponding set of skipped bigrams is created. 
Subsequently, these sets of senses’ categories are used to compute the set intersection, normalised by 
the size of the smallest set. The value of this measure for the two example sentences is 0.77. 
6.3.4.10 Similarity of Sets of Associated Terms 
A survey of the literature reveals a number of well-established frameworks that attempt a deeper 
understanding of the semantic relationship between entities, by employing techniques ranging from 
ontological reasoning to compositional as well as distributional semantics [117]. In the case of 
Distributional Semantics (DS), the meaning of a phrase is represented in a geometric space. Such a 
vector space model of meaning assumes that, from a distributional perspective, words that occur in 
the same context tend to be semantically similar [115]. These distributional analyses of words are 
performed over very large corpora in which each word occurs within a sufficient number of contexts. 
The co-occurrence of each term and its associated terms are then captured and quantified in a 
numerical vector - usually with fixed dimension. Hence, for a given word, two kinds of 
representations can be achieved by performing a DS algorithm: (i) a set of associated terms; (ii) a 
numerical vector of associated terms (known as associated terms vector). 
Both this Simlarity of Sets of Associated Terms measure and the following similarity measure (in 
subsection 6.3.4.11) make use of vector space models, built using the implementation of Hyperspace 
Analogue to Language (HAL) model (as described in Section 2.4) and the SemanticVector toolkit 
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[222] and Wikipedia English articles20 as the background corpus. The associated terms for each word 
in a sentence form a set that can then be compared with a corresponding set of another sentence - for 
example, to calculate their intersection. The resulting value is normalised by the size of the largest 
set. For the example pair of sentences, this measure resulted in the value of 1. 
6.3.4.11 Cosine Similarity of Matrices of Associated Terms Vectors 
This last measure uses the numerical representation (vector) of associated terms of a given word, 
retrieved from the distributional model, to form a matrix of associated terms vectors for a sentence. 
To enhance the effectiveness of this similarity measure, only vectors of effective words of a sentence 
are used to build the matrix. Hence, the number of rows in this matrix denotes the number of effective 
words of the sentence, while the number of columns is the dimension of term vectors. Subsequently, 
the Cosine similarity of the matrices of a pair of sentences is computed. The dimension of the term 
vectors is a fixed number which is set prior to the creation of the vectors. The column size of the 
matrices is hence fixed, while the number of rows can vary from sentence to sentence. To be able to 
calculate the dot product of the matrices, and consequently, their Cosine similarity, additional rows 
of zero values are augmented with the smaller matrix whenever the dimensions of a pair of matrices 
are not the same. The calculated value of this measure for the example pair is 1. 
By calculating all the individual similarity measures described in this section, it is now possible to 
train a regression model over the vector representation of the 30 measures that are calculated for each 
pair of sentences and then use the trained model to predict semantic similarities for unseen pairs of 
sentences. The next section describes the regression models employed in the proposed approach. This 
regression approach has previously been applied to general English corpuses but this is the first 
application and evaluation in the context of scientific artefacts in the EBM domain. 
6.3.5 Regression Models 
As previously mentioned, this chapter deals with quantification and prediction of similarity of 
sentences (scientific artefacts) as a regression problem. Firstly, the performances of a number of 
learning algorithms are investigated for predicting the similarity scores for pairs of sentences, in order 
to make an informed decision about the most appropriate ensemble regressor. A list and brief 
description of the regression algorithms investigated for incorporation within the proposed approach 
is provided below: 
 Linear Regression is a basic regression algorithm to model the relationship between the 
given input variables (independent variables) and one dependent variable, which is  
performed by using linear predictor functions and finding the best-fitting straight line 
through the input points in  [223]. 
                                                 
20 https://dumps.wikimedia.org/ 
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 M5Rules is a rule-based approach for regression problems that builds rules from regression 
trees [224]. It iteratively produces a decision list using separate-and-conquer strategy. Each 
iteration builds a model tree using M5 [225] and transforms the “best leaf” into a rule. 
 Reduced-error Prune Tree (RepTree) is a fast decision tree learner. It builds a 
decision/regression tree using information gain/variance and prunes it using Reduced-Error 
Pruning (with backfitting) [226]. 
 K* is an instance-based classifier i.e., a test instance is assigned to a class based on the 
classes associated with similar training instances. Similarity is determined by a specified 
function. K* employs an entropy-based distance function [227]. 
 Regression by discretisation is a regression scheme that employs a classifier on a copy of 
the data that has the class attribute discretised [228]. Continuous class values (i.e., the 
similarity scores in this chapter) can be discretised into several discrete classes. The 
predicted value is the expected value of the mean class for each discretised interval (based 
on the predicted probabilities for each interval). 
In addition, to provide a comparative evaluation of the proposed approach, a baseline approach is 
also calculated (adopted from the baseline approach in SemEval 2014 Shared Task 1 [205]). This 
baseline is a naïve comparison of the number of overlapped words in a pair of sentences divided by 
the size of the longer sentence. 
The external resources and tools that have been used to compute the semantic similar ity measures, 
are listed below: 
 Distance-based measures to estimate the relatedness of two terms have been retrieved from 
the WordNet library described in [229]. 
 Structural similarity of sentences has been computed based on parse trees produced with 
the Stanford Parser [171]. In addition, this research also uses the Stanford Parser/CoreNLP 
toolkit to obtain lemmas and stems of words. 
 The Word Sense Disambiguation measure employed WordNet∷SenseRelate∷AllWords 
[230] using its Perl implementation. The Lesk algorithm [221] has been employed to find 
the best sense of each word of a sentence from the WordNet dictionary. 
 Distributional Semantics (DS) based measures were computed using an index compiled 
from the Wikipedia’s English articles corpus21. The actual DS feature values have been 
retrieved via the SemanticVector toolkit [222], which was configured to produce term 
vectors based on the Hyperspace Analogue to Language (HAL) vector space model [118]. 
                                                 
21 https://dumps.wikimedia.org/backup-index.html 
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There are a number of parameters in the HAL model which can affect the resulting term 
vectors. In this experiment, by following an empirical analysis and learning from the 
literature [231, 232], the default value for each of these parameters is employed. For 
example, the size of the sliding context window, including the focus term as its centre, was 
set to the default value of 5. Also, the dimension of each term vector was set to its default 
of 200 (i.e., each word is represented by a vector of 200 dimensions). 
6.3.6 Experimental Setup 
Regression models have been trained using corresponding implementations from the WEKA 
toolkit [173]. The experimental results are reported using the Pearson Correlation between the 
predicted similarity scores and those provided by human annotators. The Pearson Correlation 
provides a measure of the strength of a relationship between two continuous variables. Pearson 
Correlation can have values between -1 and 1 – a negative correlation means that as one of the 
variables decreases the other variable tends to increase, zero correlation means there is no correlation 
between comparing variables, and positive correlation means that both variables follow similar 
pattern in increasing and decreasing [233]. The experimental setup included two phases: (i) a 10-fold 
cross-validation, aimed at understanding the added-value brought by different measure sets; and (ii) 
a testing phase on a separate test dataset. 
Given the lack of an appropriate gold standard in EBM - or in the biomedical domain in general - 
the proposed approach is evaluated using the SICK general English corpus [206] which was also used 
in the SemEval 2014 ST1 (as explained in Section 6.2). The SICK corpus consists of 9,927 sentence 
pairs divided into two sets: training (5,000 pairs), and testing (4,927 pairs). Each pair of sentences 
was assigned a similarity score between 1 and 5. The corpus was created using a crowdsourcing 
approach. Each pair of sentences was rated by ten volunteer annotators (using a 5-point Likert scale), 
with the final relatedness score representing the average of the ten values. The measure of agreement  
among annotators was computed by averaging the standard deviation of the similarity scores for each 
pair. The resulting agreement value was 0.76 i.e., on average, the judgement of the annotators varied 
±0.76 rating points around the final score assigned to each pair [206]. Table 6.2 lists the distribution 
of the pair of sentences according to their relatedness scores. 
The aim of the fourth and fifth objectives of this thesis is to consolidate sentences carrying the 
same rhetorical type (one of the PIBOSO types), to build a knowledge base of key statements in the 
EBM domain.  
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Table 6.2. The SICK corpus statistics 
Relatedness Scores Number of pairs 
[1-2) range 925 (9%) 
[2-3) range 1380 (14%) 
[3-4) range 3904 (39%) 
[4-5] range 3718 (38%) 
Total 9927 
In order to investigate the applicability of the proposed generic semantic similarity measures for 
consolidating scientific artefacts in EBM, a separate set of experiments is performed. A small 
annotated corpus, using a sub-set of sentences in the NICTA-PIBOSO corpus, is generated for this 
new set of experiments. This small corpus contains pairs of 5 main PIBOSO types. The “Other” type 
is omitted since its role is simply to mark any other sentences that do not fit into the main scheme. 
For each type of scientific artefact, 50 pairs are randomly selected from all possible pairs of sentences 
of the same type in the NICTA-PIBOSO corpus. The resulting pairs are disseminated to five 
annotators (one clinical geneticist, two researchers in bioinformatics and two PhD students in health 
informatics) to assess the similarities they assign to the pairs of sentences, using the same approach 
and annotation guideline that has been used to create the SICK corpus. For completeness purposes, 
since sentences in the NICTA-PIBOSO corpus may carry multiple rhetorical roles, the guideline also 
include detailed examples of different types of pairs of scientific artefacts and the most significant 
factors in identifying and assessing their similarity, e.g., the quantitative elements in Population pairs, 
the dimension of the study in Study Design pairs, etc. The final similarity scores for each pair was 
then calculated as the average of all the scores given by the annotators. The generated corpus is then 
used to evaluate the accuracy of the trained regression ensemble on the SICK corpus for predicting 
semantic similarity scores for the domain-specific pairs. 
The average values for  inter-annotator agreement are listed in Table 6.3. It can be observed that, 
except for Annotator 1, the other four annotators have more than 0.76 agreement. The worst 
agreement occurs between Annotator 1 and Annotator 2 with 0.6185 correlation. The overall average 
correlation among annotators is 0.7610 which indicates good inter-annotator agreement.  
Table 6.3. Pairwise inter-annotator agreement. 
 Annotators agreement (pairwise Pearson correlation)  
 annotator 1 annotator 2 annotator 3 annotator 4 annotator 5 Average 
annotator 1 - 0.6185 0.7040 0.6698 0.6843 0.6691 
annotator 2 0.6185 - 0.8469 0.7656 0.8064 0.7593 
annotator 3 0.7040 0.8469 - 0.8559 0.8214 0.8070 
annotator 4 0.6698 0.7656 0.8559 - 0.8380 0.7823 
annotator 5 0.6843 0.8064 0.8214 0.8380 - 0.7876 
Overall Average 0.7610 
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In addition, Table 6.4 shows the average of the standard deviation of the annotated scores and the 
average inter-annotator agreements for each class of pairs separately. It can be observed that the 
average standard deviation values are relatively close to zero which shows strong agreement among 
annotators. The annotators’ similarity scores had the least discrepancy for Intervention pairs with a 
small average standard deviation of 0.18, while their similarity scores for Study Design differed the 
most with an average standard deviation of 0.44. Table 6.4 also shows the class-based inter-annota tor 
agreements using Pearson correlation. It can be observed that the least agreement among annotators 
occurs for Study Design pairs with only 0.5259 average correlation. For Background and Outcome 
pairs there are strong consensuses with 0.8707 and 0.8404 correlations, respectively. In addition, 
Intervention and Population pairs are also annotated with high agreements in similarity scores across 
annotators, as shown by the Pearson correlation measures 0.7789 and 0.7895, respectively. Table 6.4 
also shows inter-annotator agreement using Fleiss’ kappa (Fleiss’ kappa is a statistical measure for 
assessing the reliability of agreement between two or more annotators and it produces a value between 
-1 (poor) and 1 (perfect) agreements [234]). It can be observed that the Fleiss’ kappa for four classes 
(i.e., Background, Intervention, Outcome, and Population) are between 0.40 to 0.60 which indicates 
moderate agreement between annotators. Only slight agreement occurred for Study Design pairs with 
0.1965 kappa.  
Table 6.4. Class-based inter-annotators agreements. 
 Classes of pairs 
Background Intervention Outcome Population Study Design 
Average standard deviation (of 
annotation scores) 
0.25 0.18 0.30 0.32 0.44 
Average inter-annotator agreements 
(Pearson correlation) 
0.8707 0.7789 0.8404 0.7895 0.5259 
Inter-annotator agreements (Fleiss’ 
kappa) 
0.4401 0.5916 0.4940 0.4189 0.1965 
 
The next section presents the results from applying the proposed similarity measures to quantify 
the semantic similarity of sentences in both generic and medical domains. The experiments aim to 
evaluate the efficiency of the similarity measures when used in conjunction with different regression 
algorithms, by comparing the automatically produced similarity scores with the human annotated 
(gold standard) scores. 
6.4 Experimental Results 
6.4.1 Results on the SICK Corpus 
Table 6.5 shows the experimental results achieved by the chosen regression approaches as well as 
the baseline approach. More concretely, it shows the results achieved using: (i) the four individua l 
algorithms, (ii) regression by discretisation/classification, and (iii) an ensemble method. As 
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previously mentioned, the baseline correlation is the value of a naïve comparison of the overlapped 
words of pairs of sentences on the training data. Among the four regression algorithms, the M5Rules 
method was able to predict the closest similarity scores to the human annotated scores. M5Rules 
creates rules from a model tree by iteratively selecting the best leaves and transforming them into 
rules. The second best correlation was achieved by the RepTree model which is a reduced-error 
pruning based regression tree. It can be observed that the tree-based models are able to better 
recognise patterns from numerical similarity measures than the K* and Linear regression methods. 
In regression by classification, range-based continuous scores (range of 1 to 5) are discretised to 
nominal values (into 10 classes in this experiment—tuned heuristically). A classifier is then used to 
categorise the instances based on these nominal values, followed by the application of a regression 
method to predict the final similarity scores. Different base classifiers and ranges can be considered 
in this approach. Table 6.5 shows that the best results have been achieved by applying Random Forest 
as the base classifier. It again demonstrates the efficiency of the tree-based models in predicting the 
overall similarity score for a pair of sentences. Furthermore, Random Forests are generally more 
robust with respect to noise [235], which is important in the setting since each of the proposed 
similarity measures carry small amounts of information about the whole similarity of a pair sentences. 
Table 6.5. Evaluation of regression algorithms by 10-fold cross-validation on the SICK training corpus 
Algorithm Pearson Correlation 
Baseline Approach 
Baseline 0.63 
Individual Regression Algorithms 
M5 Rules  0.7705 
RepTree  0.7483 
K* 0.7391 
Linear Regression  0.7055 
Regression By Discretisation 
Regression by Random Forest  0.8139 
Regression by KNN  0.7539 
Regression by Naïve Bayes  0.6529 
Regression Ensemble 
Ensemble of Bagging (RepTree), Random SubSpace (K*), Regression by 
Discretisation (Random Forest) 
0.8268 
Finally, the ensemble of regressors is composed of three meta-regressors: bagging, random 
SubSpace, and regression by discretisation. Regression by discretisation / classification follows the 
exact same methodology as above. The bagging strategy uses RepTree as its first level regressor (as 
RepTree algorithm performed better than M5Rules in the bagging strategy), while the random 
SubSpace approach employs the K* algorithm. The final outputs of the ensemble are the average of 
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the prediction values of the regressors. This ensemble gained the best correlation among all the 
models. Its evaluation over the training data via 10-fold cross validation achieved a correlation score 
of 0.8268, i.e., approx. 0.20 points better than the baseline. In addition, the Pearson correlation of this 
ensemble over the test set of the SICK corpus is 0.8207. Further discussions about the comparisons 
of the achieved correlation over the test set with the state of the art approaches are provided in Section 
6.5.2. 
In order to gain a deeper understanding of the impact of diverse individual similarity measures on 
the final ensemble regressor’s results, a standard 10-fold cross validation is performed through leave-
one-out measures as well as the evaluation of each measure set individually. Table 6.6 lists the results 
achieved by leaving out the measure set heading each row. The measure sets analysed here can be 
mapped onto the categories listed in Table 6.1. The learning method for this experiment is the model 
that achieved the best results in the full 10-fold cross validation – i.e., the ensemble of regressors. 
The “Leave one Measure Set Out” column in Table 6.6 reports the results of the model that is trained 
on all measures except the one mentioned in each row, while the “Measures Individually” column is 
the outcome of the model when it is trained only on the mentioned measure set in a corresponding 
row. 
Table 6.6. Analysis of the effects of different similarity measures on the ensemble model—Pearson 
Correlation results for 10-fold cross-validation 
Measure Sets Leave one Measure Set Out Measures Individually 
Naïve measures 0.8266 0.7645 
Window-based measures 0.8266 0.7218 
Other syntactic measures 0.8183 0.7061 
Sentence structure measures  0.8272 0.5129 
Basic semantic measures 0.8180 0.7543 
Words Synonymy measures 0.8260 0.6538 
Word-sense features 0.8237 0.7277 
Vector space models measures  0.8256 0.7159 
It can be observed that there are no considerable decreases in the performance when leaving any 
of the measure sets out when compared to the ensemble’s performance in Table 6.5 (the maximum 
decrease was 0.0088 points when the Basic Semantic measures were ignored i.e., 0.8180 cf. 0.8268).  
In addition, the ensemble model achieved the best result in the individual measure set training setting 
(i.e., the third column of Table 6.6) by only using Naïve measure set (i.e., 0.7645 correlation). Note 
that leaving this Naïve measure set out does not have a considerable impact on the overall 
performance with only 0.0002 reduction in the model’s correlation. Hence, it can be argued that the 
Basic Semantic similarity measure has a higher impact than the other measure sets by both causing 
the largest reduction when it is removed (i.e., 0.0088 points decrease) and achieving considerable 
correlations in the individual measure set training setting (i.e., 0.7543, which is the second best result 
after the Naïve measures results).  
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Overall, it is worth noting that the structural measures appear to have an overall negative impact, 
since the ensemble experiences a 0.0004 improvement in Pearson correlation (from 0.8268 to 0.8272). 
A cause for this phenomenon may be the over-simplification introduced by the reduced parse trees, 
which fail to encode more specific structural characteristics. The weakness of this measure set also 
can be observed in the performance of the model when it only trains on this set (with only 0.5129 
correlation). To better examine the impact of the structural measures, this set is removed from the test 
set as well. Although leaving the structural measures led to better correlation on 10-fold cross 
validation, they still have positive impacts on the model when it is evaluated over the separate test 
data set (with 0.8198 correlation with absence of structural measures from test set versus 0.8207 
correlation with their presence along with all the other measures). 
6.4.2 Results on the Domain-specific Corpus 
As mentioned in the previous Section 6.3.6, a small domain-specific corpus is created using the 
scientific artefacts in NICTA-PIBOSO corpus. To evaluate the predicted scores, which are produced 
by the trained model over the general English (SICK) corpus, their Pearson correlation coefficients 
are computed against the human annotated scores in the generated corpus. As shown in Table 6.7, the 
predicted similarity scores for Background and Outcome pairs were closer to their human annotated 
scores with 0.9045 and 0.8406 correlations, respectively. In addition, the Intervention and Study 
Design scores have also achieved a relatively good correlation with scores of 0.5734 and 0.5559, 
respectively. On the other hand, the model’s predictions for Population pairs varied the most from 
their manually annotated scores. This behaviour of the model can be caused by the lack of domain-
specific and class-based similarity measures, such as quantities for Population pairs or medical terms 
for Intervention pairs, etc. In the current approach, only generic measures have been used to model 
the similarity of the sentences from a general English perspective. By comparing the outcome of the 
predictor model with the inter-annotator agreement (shown in Table 6.4), it can be observed that the 
model performs better when there is high agreement between the given scores by the annotators and 
when the sentences are closer to general English sentences in terms of grammatical structure and 
vocabulary (e.g., for Background and Outcome pairs). For the Study Design class, where there is only 
0.5259 inter-annotator agreement, the model shows a robust behaviour by having 0.5559 correlation 
between prediction and the given scores by the annotators. 
Table 6.7. Evaluation of generic semantic similarity quantification approach over EBM scientific artefacts 
 Classes of pairs 
Background Intervention Outcome Population Study Design 
Pearson correlation of the trained 
ensemble regressor using SICK corpus 
using generic similarity measures  
0.9045 0.5734 0.8406 0.1157 0.5559 
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Further experiments have been performed on domain specific pairs to investigate the contribution 
of each of the measures on estimating the semantic similarity of the scientific artefacts. Table 6.8 lists 
the performances of the model over each of the classes when it is trained on each of the chosen 
similarity measures individually. It can be observed that the two sets of window-based and other 
syntactic measures have the most positive impact on the performance of the model. This shows the 
robustness of these measures in formulating the similarity of sentences in a specific domain such as 
EBM. In addition, Table 6.8 shows that by only training on naïve measures, the ensemble is able to 
perform better in predicting similarity scores for Intervention and Population pairs, compared to when 
it is trained on all measures (i.e., the results in Table 6.7). Similarity scores for Intervention increase 
from 0.5734 to 0.6231 and for Population they increase from 0.1157 to 0.2080, respectively. On the 
other hand, those measures that rely on generic external resources, such as WordNet (for basic 
semantic, word synonymy, and word-sense measures), and Wikipedia articles (as the base of indexing 
of terms in semantic space model measures), have mostly minor impact on the performance of the 
generic regression model when used on the domain specific pairs. The reason for this lack of 
improvement is that these generic resources do not contain domain-specific medical terms and hence 
they do not provide any semantic information. As a result, those measures that employ general 
syntactic specifications of the sentences have more positive impacts on the generic regression mode l 
when applied for predicting similarity of domain specific pairs. 
Table 6.8. Analysis of the effects of different similarity measures when the model is trained only on the 
mentioned measures 
Measure Sets Background Intervention Outcome Population Study Design 
Naïve measures 0.8741 0.6231 0.7609 0.2080 0.0435 
Window-based measures 0.5992 0.5588 0.7954 0.1198 0.4042 
Other syntactic measures 0.8815 0.6992 0.7210 -0.3219 0.3980 
Sentence structure measures -0.2688 -0.2521 0.0498 0.1410 0.0652 
Basic semantic measures 0.8053 0.4235 0.6894 -0.0553 0.0555 
Words Synonymy measures 0.8038 0.5996 0.5908 0.0703 0.0990 
Word-sense measures 0.6009 0.1709 0.6483 -0.1419 0.1976 
Vector space models measures 0.7936 0.3122 0.7016 -0.0099 -0.1508 
6.5 Evaluation and Discussion 
6.5.1 Error Analysis 
Table 6.9 depicts the distribution of the prediction errors of the proposed ensemble on the SICK 
test set. The distribution reflects the number of errors performed by the ensemble in a set of interva ls 
denoting the difference between the predicted and the actual value (the closest the errors are to zero, 
the better the ensemble’s performance). It can be observed that the similarity scores of 3,120 instances 
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of the total of 4,927 (i.e., 63.32% of the test data set) have been predicted with a small difference, 
less than ±0.5, from their actual scores. The scores of 1,397 instances (i.e., 28.35% of the test data 
set) have been predicted very closely to their actual similarity scores (with only ±0.2 error). In 
addition, only 1.4% of the test instances (the remaining 70 instances of 4,927) have been predicted 
with more than ±1.5 difference from the real score. One lesson learned was that the ensemble has a 
slight tendency to assign scores lower that the real ones, with 2,588 instances (i.e., 52.53%) having a 
negative deviation from the real values and the rest of 2,339 (i.e., 47.47%) having a positive deviation.  
Table 6.9. Prediction errors from the ensemble model. 
Error ranges No. of instances within the 
error range 
%  of the occurrences within the 
error ranges 
[-2.5, -2] 6 0.1% 
(-2, -1.5] 30 0.6% 
(-1.5, -1] 147 3% 
(-1, -0.5] 723 14.7% 
(-0.5, 0]  1682 34.1% 
[-0.2, 0.2] 1397 28.35% 
(0, 0.5]  1438 29.2% 
(0.5, 1] 665 13.5% 
(1, 1.5] 202 4.1% 
(1.5, 2] 31 0.6% 
(2, 2.5] 3 0.1% 
Total 4927 100% 
In order to gain a deeper understanding of the ensemble’s behaviour with respect to the ranges of 
similarity, the SICK test data set is split according to the ranges of similarity of instances (i.e., [1, 2), 
[2, 3), [3, 4), and [4, 5]) that results in four independent sub-corpora. The performance of the trained 
ensemble regressor on the SICK training data set is then separately evaluated on each resulting sub-
corpus of the SICK test data set. Table 6.10 lists the corresponding results. 
Table 6.10. Evaluation of the ensemble model on the test set, split onto the four score ranges. 
Score 
ranges 
# of 
instances 
Pearson 
correlation 
# of underestimated 
predictions 
# of overestimated 
predictions 
Lowest 
deviation 
Highest 
deviation 
[1,2) 452 0.6646 16 (4%) 436 (96%) -0.593 2.383 
[2,3) 676 0.304 105 (16%) 571 (84%) -1.69 2.086 
[3,4) 1966 0.1828 843 (43%)  1123 (57%) -1.85 1.849 
[4,5] 1833 0.5649 1623 (89%) 210 (11%) -2.455 0.564 
It can be observed that the ensemble performs better for pairs of sentences that are either very 
similar (i.e., in the range [4,5]) or not at all similar (in the range [1,2)) – i.e., the pairs found at the 
two ends of the similarity scale. The Pearson correlation values for these cases is 0.6646 and 0.5649 
respectively. This is 2-3 times higher than the correlation associated with pairs in the grey area i.e., 
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[2,3) and [3,4). From a different perspective, the ensemble overestimates the similarity of the 
sentences that are less similar and underestimates the similarity for those that are more similar. For 
example, 96% of the predictions for the instances in [1,2) range and 84% of predictions for [2,3) 
range are overestimated, with the highest deviation being 2.383 and 2.086, respectively. At the other 
end, 89% of the instances in the range [4,5] are underestimated, with the lowest deviation being -
2.455. The pairs in the range [3,4) are almost equally split between overestimation and 
underestimation. 
Below a number of both positive and negative prediction examples are presented, with a focus on 
underestimated and overestimated sentence pairs, as well as those that have been very accurately 
predicted. 
 Sentence pair (1): “A cat is looking at a store counter.” vs. “A dog is looking around.”; 
Actual score: 1.1; Predicted score: 3.34; Deviation (Prediction subtracted Actual): 2.24 
 Sentence pair (2): “An airplane is taking off.” vs. “A plane is landing.”; Actual score: 4.4; 
Predicted score: 2.27; Deviation: -2.13 
 Sentence pair (3): “A woman is cutting a vegetable.” vs. “A woman is slicing a vegetable.”; 
Actual score: 4.7; Predicted score: 4.7 (4.696); Deviation: 0 
The first example (i.e., pair (1)) denotes a pair of highly overestimated sentences, with the actual 
score being 1.1 (i.e., highly dissimilar according to the human annotators) and the prediction deviation 
being 2.24 (i.e., fairly similar according to the ensemble i.e., score: 3.34). The two sentences in this 
pair share the same predicate/action (i.e., “is looking”) and have a different (yet, to some extent 
similar) pre-verb component (“cat” vs. “dog”) and post-verb component (“store counter” vs. 
“around”). Given the exact match in the predicate, the very high structural similarity and the 
semantically similar pre-verb components (both cat and dog are animals) the ensemble scored the 
pair with an average similarity (3.34). Although this score is arguably correct, it differs significantly 
from the human annotators’ perspective. 
The second example (i.e., pair (2)) is the opposite to the previous example i.e., two sentences 
deemed highly similar by human annotators (actual score of 4.4), is predicted as less similar by the 
ensemble (score 2.27, a deviation of -2.13). As above, both sentences have a high structural similar ity 
and they share the head of the verb phrase. They are, however, different in the verb particip le 
(although the actions are semantically similar) and in the actual lexical representation of the pre-verb 
component (although they both represent the same thing). Here, it can be inferred that both the 
synonymy measures as well as the distributional semantics measures have failed to find 
correspondences between the pre-verb components and the participles, which led to the low similar ity 
prediction score. 
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Finally, the last example (i.e., pair (3)) shows a perfect match between the predicted and the actual 
scores. This is an example where the participle synonymy was successfully identified. 
6.5.2 Comparison against the State of the Art 
To date, several approaches have been proposed to quantify the similarity of pairs of sentences –
all have only been applied to general English corpuses and none specifica lly on biomedical text. Some 
of the latest solutions are discussed below (especially those approaches that adopted similar 
evaluation settings as the proposed approach in this chapter), with a focus on the set of measures 
employed for similarity computation. This section firstly provides brief descriptions of these 
approaches and then Table 6.11 provides a detailed comparison to the proposed approach described 
in this chapter. 
Zhao et al. [210] proposed a supervised machine learning framework to compute relatedness 
between pairs of sentences (called the ECNU system). They use seven sets of similarity measures 
including sentence length measures, surface text similarity, semantic similarity, grammatica l 
relationship, text difference measures, string measures, and corpus-based measures. These measures 
have been aggregated as part of five different supervised learning algorithms: Support Vector 
Machine (SVM), Random Forest, Gradient Boosting, k-nearest neighbours (kNN), and Gradient 
Decent. In addition, they have also tested a majority voting ensemble comprising these five 
algorithms. Finally, they attempted to utilise the unlabelled test data in the training process by 
employing a semi-supervised approach i.e., the CoReg algorithm, which applies a co-training strategy 
with two kNN regressors. 
The Meaning Factory is another system for determining semantic similarity of sentences [208]. It 
quantifies relatedness based on syntactic and semantic similarity measures. From a syntactic 
perspective, the system measured word overlap, discourse representation structure and sentence 
length. It also employed a range of semantic measures, such as, WordNet concept similarit ies, 
Compositional Distributional Semantics, and synsets overlap and distance. The supervised learning 
approach developed by the system was a Random Forest Regressor. 
Jimenez et al. [212] proposed the UNAL-NLP system for addressing the semantic relatedness task. 
By considering sentences as sets of words, they employed the soft cardinality of different relationa l 
sets operations. The sets of measures presented by their approach consisted of string matching, 
explicit semantic analysis, part-of-speech tags analysis, syntactic roles dependencies, in addition to 
measures considering linguistic phenomena such as antonymy, hypernymy, and negation. This 
system used Reduced-error Pruning tree (REPtree) as the regression model [226], boosted with 20 
iterations of bagging. 
The Illinos-LH system [209] is another supervised approach for predicting semantic relatedness of 
sentences. Its measures are based on distributional and denotational similarities as well as alignment 
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methods. Their complete list of measures includes negation, word overlap, denotational constituent 
similarity, distributional constituent similarity, alignment, unaligned chunk matching, antonymy, 
synonymy and hypernymy. The choice of learning method was a log-linear regression model. 
Saric et al. [211] measured similarity of sentences by applying knowledge-based, corpus-based 
and parse dependency based measures in their TakeLab system. These measures quantified the 
similarity of sentences using: n-gram overlap, weighted word overlap, greedy lemma aligning 
overlap, vector space sentence similarity, syntactic roles similarity, syntactic dependencies overlap, 
numbers overlap, Named Entity measures, and normalised differences. They also applied a supervised 
learning algorithm, more specifically the support vector regression (SVR) model. 
All of above-mentioned approaches, including the proposed approach in this thesis, have used 
syntactic attributes in their similarity computation. Such attributes include: words overlap, string 
matching, lexical and role-based similarities, and other text-level measures. The values of these 
measures were, however, calculated differently from one approach to another. For example, in terms 
of matching sequences of strings between two sentences, the proposed approach uses window-based 
measures performed at the word-level, rather than at the character-level, as done by [210] and [212]. 
The synonymy measures in the proposed approach have been calculated by using both WordNet and 
FrameNet. Illinois-LH system also uses WordNet to match the number of synonyms in a pair of 
sentences, similar to the proposed approach. However, no system has employed FrameNet for word-
based similarity. Finally, although all existing solutions apply word-based similarity using vector 
space models, none of them calculates these measures for effective words and their associated terms.  
A comprehensive comparative overview of the measures used by all mentioned systems is 
presented in Table 6.11. Different approaches used different terminologies to name their measures 
and they categorised them using different perspectives. In addition, none of the approaches uses the 
exact same strategy for computing the same measure. Hence, their proposed similarity measures are 
categorized based on their high-level aim and then aligned to the proposed measures in this chapter, 
in order to provide fair comparisons. 
Table 6.11. Comparative overview of the features used by existing systems. 
Similarity 
Categories 
Similarity Measures Approaches 
Zhao
[210] 
Bjerva
[208] 
Jimenez 
[212] 
Lai 
[209] 
Saric
[211] 
Proposed 
approach 
Naïve Bags of words overlap       
Bags of lemmatised/stemmed 
words overlap 
      
Set similarity of lemmatised 
effective words  
      
Jaccard similarity of set of 
words/lemmas 
      
Cosine similarity of vectors of 
lemmatised effective words 
      
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Character subsequence/n-gram 
overlap 
      
Weighted word overlap       
Numbers overlap       
Discourse Representation 
Structure overlaps 
      
POS tag based words comparison       
Window-based Windows of words overlap       
Size of the longest shared window 
of words  
      
Windows of effective words 
overlap 
      
Size of the longest shared window 
of effective words 
      
Windows of POS tags overlap & 
longest overlapped windows 
      
Other Syntactic Ratio of shared skipped bigrams       
Pairwise sentence polarity       
Ratio of sentence lengths       
Logical Model       
Alignment of lemma of words        
Dependencies features       
Named Entity features       
Sentence 
Structure 
Ratio of number of clauses        
Reduced parse tree overlap       
Basic Role-based word-by-word 
similarity 
      
Semantic similarity of effective 
words 
      
Cosine similarity IC vectors        
Role-based POS tags alignment       
Wordnet concepts difference       
Synonymy WordNet-based synonym 
similarity 
      
FrameNet-based synonym 
similarity 
      
Antonymy       
Hypernymy       
Sense 
Disambiguation 
Set similarity for best senses        
Category level similarity of best 
senses 
      
Set similarity of the best senses 
skipped bigrams 
      
Explicit Semantic Analysis        
Vector Space 
Models Features 
Similarity of Sets of Associated 
Terms 
      
Cosine Similarity of Matrices of 
Associated Terms Vectors  
      
Weighted textual matrix 
factorization 
      
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Distributional/Denotational 
Constituent Similarity 
      
Table 6.12 shows the comparison of the experimental results achieved by the proposed approach 
against four of the state of the art systems on the SICK data set. The proposed approach in this chapter 
has performed on par with the two top ranked systems (i.e. ECNU and The Meaning Factory). More 
specifically, the Pearson correlations for these top two solutions were 0.8279 and 0.8268 respectively, 
while the proposed approach achieved 0.8207. In addition, from a Mean Square Error (MSE) 
perspective, this approach ranked third, although the differences are again small. MSE ranges from 
0.3223 for The Meaning Factory to 0.3338 for the proposed approach in this chapter. It is worth 
noting, however, that on a 5-fold cross validation on the training set, the proposed system showed 
more robustness with only ±0.009 deviation over the evaluation iterations compared to ±0.058 for the 
ECNU approach. The other systems did not report the results using the 5-fold cross validat io n. 
Although the difference in scores is small, this may lead to the conclusion that the proposed approach 
suffers from a small degree of overfitting, while ECNU seems to generalise slightly better. 
Table 6.12. Experimental results achieved by the proposed approach in comparison to the state of the art 
Algorithm Pearson Correlation Mean Squared Error (MSE) 
Test data 5-fold cross 
validation 
Over test set 
The Proposed Approach 0.8207 0.8226±0.009 0.3338 
ECNU [210] 0.8279 0.807±0.058 0.3250 
The Meaning Factory [208] 0.8268 - 0.3223 
UNAL-NLP [212] 0.8043 - 0.3593 
Illinois-HL [209] 0.799 - 0.3691 
 
6.6 Conclusion 
In this chapter, a new supervised approach was proposed for quantifying semantic similarity of 
full sentences. A novel set of similarity measures was described to quantify the similarity of a pair of 
sentences from diverse perspectives, including syntactic, structural, and semantic similarity. The 
resulting values of these measures were then used as inputs for training an ensemble regression model. 
The evaluation of this model on the SICK corpus has shown competitive results when compared to 
the state of the art approaches i.e., 0.8207 Pearson correlation factor on the SICK test data. 
The ultimate goal was, however, to consolidate scientific artefacts to provide supportive evide nce 
for systematic reviews in the EBM domain. The method involved firstly quantifying their semantic 
similarities and then consolidating them by analysing their degree of similarities. Since there is no 
available gold standard for this task in the medical domain, an initial data set was crafted by creating 
pairs of sentences from the scientific artefacts in the NICTA-PIBOSO corpus. The collection of pairs 
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of scientific artefacts were annotated by five human annotators and then the predictions of the 
ensemble regression model (which was trained on the general English corpus) were evaluated by 
comparing the results with the manually annotated biomedical corpus. The outcome is encouraging, 
with the predicted similarities achieving Pearson correlation scores of 0.9045, 0.8406, 0.5734 and 
0.5559, respectively, on Background, Outcome, Intervention, and Study Design when the human 
scores are used as ground truth. Population is the scientific artefact type that is most heavily affected 
by the lack of domain specific measures (Pearson correlation score = 0.1157). 
The approach discussed in this chapter has achieved progress towards the fourth objective of this 
thesis: “To devise an approach to accurately quantify the semantic similarity of the extracted scientific 
artefacts in the EBM domain”. As described in Chapter 1, quantifying the similarities between 
scientific artefacts, enables relevant evidence extracted from across multiple resources to be 
compared, and either collated or highlighted as inconsistent. More concretely, the quantified 
similarities of scientific artefacts can be employed as a means to consolidate and link related scientific 
artefacts within and across publications (i.e., the fourth step of the proposed framework, as shown in 
Figure 1.5). 
This chapter has documented the application of semantic similarity quantification methods 
(designed for general English sentences) to measuring the similarity of scientific artefacts from the 
EBM domain. The next chapter (Chapter 7) aims to improve this methodology further by tailoring 
the similarity measures specifically for the medical (EBM) domain. This involves exploiting external 
domain-specific knowledge resources, such as medical ontologies, to devise more advanced semantic 
similarity measures that take this domain knowledge into consideration. In addition, in order to have 
a better understanding of the performance of the proposed approach, a larger data set (bigger than the 
one used in this chapter), is generated using annotated pairs of scientific artefacts from the EBM 
domain. Chapter 7 describes and evaluates this domain-specific semantic similarity quantificat ion 
approach and its application to consolidating and linking scientific artefacts in the EBM domain. 
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 Chapter 7: Consolidation and Linking of Scientific 
Artefacts 
 
7.1 Introduction 
Chapter 6 described the results achieved by applying a semantic similarity quantification approach, 
designed for general English sentences, to quantify semantic similarity between scientific artefacts in 
the EBM domain. The experimental results in Chapter 6 demonstrated that generic similar ity 
measures can quantify aspects of semantic similarities between pairs of scientific artefacts that are 
less dependent on the domain’s terminology (e.g., Background pairs). However, generic measures 
are unable to precisely capture domain-specific aspects (e.g., in Intervention pairs) and use them to 
accurately quantify semantic similarity between more domain-specific pairs of scientific artefacts. 
For example, general English dictionaries cannot help identify that “HMG-CoA reductase inhibitor" 
and “Statin" are the same concept. This similarity is easily identified using domain ontologies, such 
as SNOMED CT (Systematized Nomenclature of Medicine - Clinical Terms) [65]. Clearly such 
domain-specific (technical) terms play integral roles in quantifying the semantic similarity of 
scientific artefacts. Hence, additional domain-specific similarity measures need to be devised by 
employing domain concepts extracted from domain ontologies, in order to achieve a better 
quantification of the semantic similarities. The following example demonstrates the importance of 
ontology-based domain concepts in semantic similarity quantification, and consequently, their 
importance in consolidating and linking scientific artefacts in the EBM domain.  
Consider the case where a clinician is interested in comparing the effects of Transvesical 
Prostatectomy (TVP) and Transurethral Enucleation and Resection of the Prostate (TUERP) when 
treating a prostate disorder. The following two similar Interventions can be found within two separate 
but relevant abstracts: 
 Intervention in Abstract 1 (PM-ID: 23795788): To compare the efficacy and safety of 
transurethral enucleation [303087003], resection of the prostate (TUERP) [116244007] and 
transvesical prostatectomy (TVP) [176260009] for patients with benign prostatic hyperplasia 
(BPH) [266569009] and prostate [181422007] volumes > 80 mL. 
 Intervention in Abstract 2 (PM-ID: 20394966): We compared the safety and efficacy of 
transvesical prostatectomy (TVP) [176260009] and transurethral resection of the prostate 
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(TURP) [303087003] for prostate [181422007] greater than 80 mL in a prospective  
randomized trial. 
In the two example Interventions above, the underlined (domain-specific) terms and boldface 
(generic) terms highlight the essential elements that should be considered in the semantic similar ity 
quantification of this pair, both from generic and domain specific perspectives. In order to provide a 
more concrete example, the domain concepts are annotated by their concept IDs in SNOMED CT 
ontology (i.e., the numbers in brackets preceding each domain-specific term)22. It can be observed 
that these two sentences share the majority of their constituent concepts (i.e., 303087003, 176260009, 
and 181422007). Furthermore, according to the hierarchical/taxonomical correlations of the concepts 
in the ontology, both “benign prostatic hyperplasia (BPH)" (i.e., 266569009) and “enucleation of 
prostate" (i.e., 116244007) have the same ancestor of “Procedure by method". In addition to the 
domain-specific similarities, the two sentences also share most of their general English terms. Hence, 
from both perspectives, it can be argued that the majority of concepts/terms in this pair of sentences 
are similar. However, the domain-specific comparisons can provide a better quantification of the 
semantic similarities for Intervention sentences due to the important role that these technical terms 
play in conveying the meaning of this type of scientific artefact. It can be concluded that, because of 
their high semantic similarity, these two Interventions can be consolidated (i.e., the system defines a 
consolidation relationship between them which implies they are the same).  
Following these steps, examination of the relationships between the Outcomes described above to 
the Interventions, can provide an overview of the reported studies in those abstracts. The Outcomes 
extracted from the same two abstracts are as follows: 
 Outcome in Abstract 1 (PM-ID: 23795788): We found that TUERP had efficacy and safety 
equivalent to that of TVP for patients with BPH and prostate volume > 80 mL. 
 Outcome in Abstract 2 (PM-ID: 20394966): TVP may be more effective and safer than TURP 
for the benign prostatic hyperplasia patient whose prostate volume is > 80 mL. 
It can be observed that there are similar terms and concepts in these two Outcomes. More 
interestingly, by comparing the Outcome sentences to the Intervention sentences, it can be observed 
that there are also occurrences of repeated terms and concepts in all four sentences (they share the 
majority of their domain-specific concepts and a number of their essential generic terms). According 
to these shared aspects, it can be argued that there is a link between the Outcome in Abstract 2 and 
the Intervention in Abstract 1 (i.e., a potential link across abstracts and across scientific artefact 
                                                 
22 All IDs in SNOMED CT ontology are started with the following URI, which is removed from the above examples :  
    http://purl.bioontology.org/ontology/SNOMEDCT/ 
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types). Automatic recognition of such semantic relationships across abstracts and across artefact types 
is the aim of the linking task in this thesis. Such linking (across abstracts and across artefact types) 
can help health professionals and clinicians to develop a better understanding of the reported studies 
and the possible treatments that are reported in them. 
The above example also demonstrates that determining the semantic similarities of scientific 
artefacts, from both generic and domain-specific perspectives, provides a novel solution for 
consolidating and linking scientific artefacts to provide supporting evidence within the EBM domain. 
Hence, the focus of this chapter is investigating the application of semantic similarity quantificat ion 
measures to the consolidation and the linking tasks.  
The proposed methodology employs the generic similarity measures (described in Chapter 6) but 
combines them with a novel set of ontology-based similarity measures. These domain-specific 
semantic similarity measures apply concepts from domain ontologies combined with a variety of set-
based, hierarchical, and sequence-based analyses. The overall aim is to address the fifth objective of 
this thesis: (i) consolidating scientific artefacts comprising the same types and (ii) investigating a 
semantic similarity-based solution for semantic linking of scientific artefacts of different types. 
The remainder of this chapter is structured as follows:  
 Section 7.2 describes the testbed in which the overall experiments are carried out.  
 Section 7.3 describes the conventional ontology-based measures, details the new semantic 
similarity measures and two proposed methods for consolidating and linking scientific 
artefacts (i.e., a regression-based approach and a linear interpolation-based approach).  
 Section 7.4 describes the process for generating a new corpus, called the EBMSASS 
corpus, for training and evaluating the scientific artefact consolidation task in the EBM 
domain. This section also outlines the evaluation results achieved by different 
combinations of the proposed ontology-based and generic similarity measures in the 
context of consolidation and linking tasks.  
 Section 7.5 discusses the experimental results and provides a thorough analysis of the 
impact of each individual similarity measure for optimising the semantic similar ity 
quantification in both the consolidation and linking tasks. 
 Section 7.6 concludes with a summary of the research achievements accomplished in this 
chapter and identifies future work areas with the potential to improve the results further. 
The work described in this chapter is presented in [236], which was under review at the time of 
writing this thesis. 
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7.2 Data 
The experimental testbed that underpins the research described in this chapter includes the 
following: 
 A training corpus, EBM Scientific Artefacts Semantic Similarity (EBMSASS), which is 
used in the research in this chapter to train the regressor-based approach23. The EBMSASS 
corpus comprises 1000 pairs of sentences extracted from the NICTA-PIBOSO corpus. It 
comprises 200 pairs of sentences for each class of scientific artefact, which have been 
annotated with semantic similarity scores by 10 different annotators.  
 A test set – which is used to evaluate the proposed regressor-based and linear-interpolation-
based approaches. This is the same as the test set in Chapter 6 and there is no overlap 
between this test set and above-mentioned training set. It contains 50 pairs of sentences for 
each type of scientific artefact (based on PIBOSO scheme). The pairs of sentences were 
also extracted from the NICTA-PIBOSO corpus to ensure their relatedness to the EBM 
domain. Each pair of sentences was annotated with semantic similarity scores (from 1 to 5 
– low to high similarity) by 5 different annotators.  
Section 7.4.1 provides details of the annotation process and statistics describing the corpus. 
7.3 Methodology 
As previously mentioned, the proposed methodology for consolidating and linking scientific 
artefacts relies on automatic quantification of the semantic similarities between them. More 
concretely, the proposed approach identifies if two given scientific artefacts (of the same type or 
different types) can be consolidated or semantically linked – based on the degree of calculated 
semantic similarities (the more similar they are, the more likely to be consolidated or linked). This 
section details a new set of domain-specific similarity measures that is devised to quantify semantic 
similarity of sentences in the EBM domain. Also, note that the terms “sentence" and “scientific 
artefact" are used interchangeably throughout this chapter due to the assumption that a scientific 
artefact is represented in the form of a complete English sentence. 
7.3.1 Utilising Ontologies for Semantic Similarity Quantification 
As demonstrated in the previous chapter, Chapter 6, generic semantic similarity measures are 
limited, when it comes to the quantifying the semantic similarity of scientific artefacts in the EBM 
domain. In order to tackle this limitation, this chapter proposes a series of domain-specific semantic 
similarity measures that exploit existing definitions of medical concepts. The first step for calculat ing 
this semantic similarity measures is to annotate the scientific artefacts with the domain concepts using 
                                                 
23 EBMSASS corpus can be accessed from the following link: https://github.com/EBMSASS/EBMSASS 
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medical domain’s ontologies. In this experiment, this annotation task is performed using the NCBO 
concept annotator service24, which identifies and annotates the constituent concepts of a given text 
with regard to one or more ontology(ies). A wide range of medical ontologies have been previous ly 
developed and can be used for annotation purposes (e.g., more than 500 medical ontologies are 
available via the NCBO annotation service25). Since each ontology consists of concepts that are 
related to a specific area in the medical domain, it can be argued that, for a given text, only a small 
sub-set of ontologies are relevant to its constituent concepts. Using all available (>500) medical 
ontologies for annotating a specific text would be a very time-consuming task. Consequently, the 
NCBO annotation service enables users to restrict available ontologies prior to start the annotation 
process. In addition, there are a number of ontology recommendation services that help users to find 
the most applicable ontology for a particular context (e.g., the NCBO Ontology Recommender26).  
To determine the most appropriate ontologies that provide the best coverage over the concepts in 
the EBM related abstracts, an analysis is performed. In this analysis the NCBO annotator is employed 
to annotate all sentences in the NICTA-PIBOSO corpus (i.e., 10,379 sentences) using all availab le 
ontologies. The number of concepts that are extracted from each ontology to annotate these sentences 
is then considered as the rate of coverage of that ontology. Table 7.1 lists the top five most frequently 
used ontologies whilst annotating each type of scientific artefacts in the corpus (i.e., according to the 
PIBOS scheme). It can be observed that the NCIT (National Cancer Institute Thesaurus) ontology 
[66] contains the greatest number of extracted concepts for all sentences types. The second most 
frequent ontology for three of the classes (i.e., Background, Intervention, and Outcome) is SNOMED 
CT ontology. It also covers a reasonable number of the concepts of the Population and Study Design 
sentences, just behind the RH-MESH and ONTOAD ontologies, respectively. In order to validate this 
analysis, the top five ontologies recommended by the NCBO Recommender Service are also 
identified. These are: NCIT, SNOMED CT, MESH, RCD, and CRISP. It can be observed that both 
NCIT and SNOMED CT ontologies are again the first and the second recommended ontologies, 
respectively. Hence, these two ontologies were chosen for determining the semantic similarity of 
constituent concepts in scientific artefacts pairs. In addition to their coverage of the NICTA-PIBOSO 
corpus, the advantage of applying both ontologies to the semantic similarity quantification task is the 
difference in the medical sub-domains that they cover. The NCIT ontology contains more technica l 
disorder-related concepts while the SNOMED CT ontology covers more generic clinica l 
terminologies [237]. The next subsection provides detailed descriptions of the new ontology-based 
similarity measures that use concepts from the NCIT and SNOMED CT ontologies. 
                                                 
24 https://bioportal.bioontology.org/annotator 
25 514 available ontologies in NCBO annotator service as in April 2016 
26 https://bioportal.bioontology.org/recommender 
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Table 7.1. Ranking of NCBO ontologies based on overlap with concepts in the NICTA-PIBOSO corpus 
Background Intervention Outcome Population Study design 
NCIT : 2908 NCIT : 3363 NCIT : 2696 NCIT : 3153 NCIT : 2051 
SNOMEDCT : 1659 SNOMEDCT : 2072 SNOMEDCT : 1708 RH-MESH : 1601 ONTOAD : 1075 
RH-MESH : 1537 EHDA : 1394 RH-MESH : 1227 SNOMEDCT : 1569 SNOMEDCT : 786 
ONTOAD : 1315 RH-MESH : 1333 ONTOAD : 1190 ONTOAD : 1459 RH-MESH : 709 
MESH : 1126 RCD : 1168 LOINC : 1012 MESH : 1178 LOINC : 590 
7.3.2 Semantic Similarity Measures for Scientific Artefacts 
Conventional concept similarity measures either use the properties of each individual concept in 
an ontology (the node-based approach) or they use the hierarchical distance between concepts in the 
knowledge graph of an ontology (i.e., edge-based approach) [238]. The node-based approaches 
typically use information such as the label of the concepts, their ancestors (i.e., higher- level related 
concepts), and their descendants (i.e., lower-level related concepts), as the foundation for performing 
pairwise comparisons between concepts. The edge-based approaches, on the other hand, employ 
various comparisons of distances (or paths) between two comparing concepts. These two types of 
concept-level similarity measures are employed to propose new ontology-based semantic similar ity 
measures for scientific artefacts, as outlined in Table 7.2. These new proposed measures can be 
categorised into four sets: Hierarchical Similarities, Set-based Similarities, Combined Hierarchical 
and Set-based Similarities, and Sequence-based Similarities. The following subsections provide 
detailed descriptions of these ontology-based semantic similarity measures using concepts from two 
selected ontologies (i.e., NCIT and SNOMED CT). Note that the proposed similarity measures are 
also normalised to ensure final values lie in the range of 0 (less similar) to 1 (highly similar). 
Table 7.2. An overview of the ontology-based semantic similarity measures 
Measure Sets  Measures 
Hierarchical Similarit ies - Combinational Node-based Similarity of Concept Pairs 
- Ratio of Highly Similar Concepts  (similarly used in [239]) 
- Hierarchy Level similarity 
Set-based Similarities - Concepts Set similarity (similarly used in [239]) 
- Normalised Concepts Set similarity 
Combined Hierarchical and Set-based 
Similarities 
- Concept Descendant Set similarity 
- Normalised Concept Descendant Set similarity 
Sequence-based Similarities - Concise Similarity of Sequences of Concepts 
- Needleman-Wunch Alignment of Similarity of Sequences of Concepts 
(similarly used in [209]) 
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7.3.2.1 Combinational Node-based Similarity of Concept Pairs 
Since this chapter deals with the quantification of semantic similarity of scientific artefacts (in the 
form of sentences), a solution is required to scale-up concept-level similarity measures to the 
sentence-level. Hence, a series of combinational similarity measures are devised using concept-level 
semantic similarity techniques.  
The first measure is “Combinational Node-based Similarity of Concept Pairs” which uses 
information about the ancestors of two concepts to calculate their similarity (the higher the number 
of shared ancestors, the higher the similarity between the concepts). For a given pair of sentences, 
this measure firstly calculates the similarity between a given concept in one sentence and all concepts 
in the other sentence and then selects the highest value as the final similarity score for that given 
concept. For example, consider that Sentences 1 and 2 contain sets of m and n concepts, respectively 
(i.e., S1concepts = {C11, C12, … , C1m} and S2concepts = {C21, C22, … , C2n}). The similarity of concept 
C11 to the concepts in sentence 2 is computed as follows: 
 𝑆𝑖𝑚𝐶11 = 𝑀𝑎𝑥(𝑁𝑜𝑑𝑒𝐵𝑎𝑠𝑒𝑑𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐶11, 𝐶2𝑥 ))  𝑓𝑜𝑟 𝑥 𝑖𝑠 𝑖𝑛 [1,𝑛] (Eq. 7-1) 
The NodeBasedSimilarity function in (Eq. 7-1) for two given concepts (e.g., 𝐶 and 𝐶 ′) is calculated 
as follows (using a given ontology): 
 
𝑁𝑜𝑑𝑒𝐵𝑎𝑠𝑒𝑑𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝐶, 𝐶 ′) =
|𝑆ℎ𝑎𝑟𝑒𝑑 𝑎𝑛𝑐𝑒𝑠𝑡𝑜𝑟𝑠 𝑜𝑓 𝐶 𝑎𝑛𝑑 𝐶 ′|
|𝑈𝑛𝑖𝑜𝑛 𝑜𝑓 𝑎𝑙𝑙 𝑎𝑛𝑠𝑐𝑒𝑠𝑡𝑜𝑟𝑠 𝑜𝑓 𝐶 𝑎𝑛𝑑 𝐶′|
 (Eq. 7-2) 
The ancestors of a concept refer to all of its super-classes in the taxonomy of a given ontology. 
Consider that 𝑚 ≥ 𝑛, a set of m similarities will be produced by (Eq. 7-1) for the pairwise 
comparisons of the concepts in Sentence1 to the concepts in Sentences2 (i.e., 
{𝑆𝑖𝑚𝐶11 ,𝑆𝑖𝑚𝐶12 , 𝑆𝑖𝑚𝐶13 ,… , 𝑆𝑖𝑚𝐶1𝑚 }). Afterwards, the Combinational Node-based Similar ity 
measure of two sentences is computed as follows: 
 
𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑁𝑜𝑑𝑒𝐵𝑎𝑠𝑒𝑑 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =  
∑ 𝑆𝑖𝑚𝐶1𝑚
𝑚
1
𝑚
 (Eq. 7-3) 
That is, (Eq. 7-3) calculates the average of all pairwise similarities and records it as the degree of 
similarity between two sentences. As previously mentioned, the two most applicable ontologies in 
the EBM domain (i.e. SNOMED CT and NCIT) are employed to calculate the semantic similar ity 
measures. Hence, the Combinational Node-based Similarity measure (as well as all the following 
measures in this section) can be calculated by using concepts from each of these ontologies, 
individually. This results in two similarity values for each of the proposed scientific artefacts-leve l 
semantic similarity measures (one corresponding to each ontology).  
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7.3.2.2 Ratio of Highly Similar Concepts 
This measure is calculated by dividing the number of highly similar concepts in two sentences, by 
the number of concepts that have some similarity (i.e., > 0). The first step is to define a threshold 
value for identifying concepts with high similarity. Due to series of observation, it became apparent 
that the highly related concept pairs typically have similarity scores greater than 0.5 (using 
conventional concepts similarity measures, such as Wu and Palmer [126] and Resnik measures [124]). 
Only those concepts whose similarity values are greater than 0.5, are counted in the numerator. This 
measure is denoted in (Eq. 7-4): 
{
∀𝐶1𝑚  𝑖𝑛  𝑆1𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑠     𝐼𝐹   𝑆𝑖𝑚𝐶1𝑚 > 𝜏   𝑇𝐻𝐸𝑁    increment  ℎ𝑖𝑔ℎ𝑆𝑖𝑚𝐶𝑜𝑢𝑛𝑡𝑒𝑟
𝑅𝑎𝑡𝑖𝑜 𝑜𝑓 𝐻𝑖𝑔ℎ𝑙𝑦 𝑆𝑖𝑚𝑖𝑙𝑎𝑟 𝐶𝑜𝑛𝑐𝑒𝑝𝑡𝑠 =
ℎ𝑖𝑔ℎ𝑆𝑖𝑚𝐶𝑜𝑢𝑛𝑡𝑒𝑟
# 𝑜𝑓 𝑎𝑙𝑙 𝑛𝑜𝑛𝑧𝑒𝑟𝑜 𝑆𝑖𝑚𝐶1𝑥
 
(Eq. 7-4) 
The 𝐶1𝑚 in (Eq. 7-4) refers to each concept in Sentence1 and the 𝑆𝑖𝑚𝐶1𝑚  is calculated using the 
measure in (Eq. 7-1), that is, it is the similarity of a given concept in Sentence1 to the concepts in 
Sentence2. Those concepts whose similarity values that are greater than the threshold (τ) are counted 
in highSimCounter. This counter is normalized by dividing by the number of concepts with 
similarities greater than zero. The rationale behind this normalisation is that those completely 
dissimilar concept pairs are not considered in the normalisation, because this measure tries to focus 
on the portion of highly similar pairs of concepts with respect to those pairs that show at least a 
minimum level of relationship based on an ontology (i.e., non-zero similarities). 
7.3.2.3 Hierarchy Level Similarity 
This measure starts by comparing two given concepts based on their higher level parents in the 
hierarchy of an ontology. More concretely, this measure uses the notion of Least Common Subsumers 
(LCS). For two concepts A and B, their LCS is “the most specific concept which is an ancestor of 
both A and B” [218]. Hence, a bag of LCSs for all pairs of concepts in two comparing sentences is 
created, which is called the “LCS bag”. Consider that lcs is a member of the resulting LCS bag, then 
this similarity measure is calculated as follows: 
 𝐻𝑖𝑒𝑟𝑎𝑟𝑐ℎ𝑦 𝑙𝑒𝑣𝑒𝑙 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦
=
∑ ∑ 𝑁𝑜𝑑𝑒𝐵𝑎𝑠𝑒𝑑𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑙𝑠𝑐𝑖 , 𝑙𝑠𝑐𝑗)
𝑛
𝑗=𝑖+1
𝑛
𝑖=1
(|𝐿𝐶𝑆|
2
)
 
(Eq. 7-5) 
In (Eq. 7-5), the NodeBasedSimilarity function is the previously introduced similarity measure in 
(Eq. 7-2). As denoted in (Eq. 7-5), the Hierarchy Level Similarity measure calculates and augments 
the pairwise similarity between concepts of the produced LCS bag for a sentence pair and then 
normalises the resulting value by dividing by the number of 2-combinations in the LCS bag (i.e., 
(|𝐿𝐶𝑆|
2
), where |LCS| is the size of the LCS bag).  
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7.3.2.4 Concepts Sets Similarity 
Since the constituent concepts of a sentence in a published abstract typically play effective roles 
in the overall meaning of that sentence, it can be argued that the set of these concepts is a 
representative feature that carries essential information in understanding the semantics of that 
sentence. Hence, a series of set-based similarity measures are devised to quantify semantic similar ity 
of pairs of scientific artefacts. The first measure investigates the number of shared concepts between 
the corresponding sets of two comparing sentences. The Concept Set similarity measure is calculated 
as follows: 
 
𝐶𝑜𝑛𝑐𝑒𝑝𝑡𝑠 𝑆𝑒𝑡 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =  
|𝑆1𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑠 ∩ 𝑆2𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑠 |
𝑀𝑖𝑛(|𝑆1𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑠 |, |𝑆2𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑠 |)
 (Eq. 7-6) 
 
𝑆1𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑠  and 𝑆2𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑠 are the sets of concepts for Sentences1 and Sentences2, respectively. 
(Eq. 7-6) calculates the number of the shared concepts between two sentences (i.e., the intersect ion 
of two sets of concepts) which is then normalised by the size of the smaller set. Since a set does not 
contain duplicate instances, this measure can provide an effective measure of similarities of scientific 
artefacts in cases where multiple occurrences of a concept may affect other similarity measures. 
7.3.2.5 Normalised Concepts Sets Similarity 
This measure is similar to Concept Set Similarity, but takes into account the size of the sentences 
being compared and the number of unshared concepts. Similar to the previous set similarity measure, 
the size of the intersection of two sets is computed, however, instead of being normalised by divid ing 
by the size of the smaller set it is normalised by dividing by the average of the sizes of the two sets. 
This measure is denoted in the following equation: 
 
𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑  𝐶𝑜𝑛𝑐𝑒𝑝𝑡𝑠  𝑆𝑒𝑡𝑠 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =  
|𝑆1𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑠 ∩ 𝑆2𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑠 |
(
|𝑆1𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑠 | + |𝑆2𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑠 |
2
)
 (Eq. 7-7) 
The rationale behind this normalisation is as follows. Consider that Sentence1 contains 7 concepts 
and Sentence2 contains 20 concepts (including all the 7 concepts of Sentence1). The value of the 
Concept Set Similarity (i.e., (Eq. 7-6)) for this example is calculated as 1 (the size of the intersect ion 
of sets over the size of the smaller set). On the other hand, the value of the Normalised Concept Set 
Similarity (i.e., (Eq. 7-7)) would be 0.52, which demonstrates the inclusion of the effects of those 13 
other unshared concepts in the similarity quantification. The advantage of this inclusion is that it takes 
into account significant differences in the meaning of the two sentences caused by those 13 unshared 
concepts (even if all concepts in Sentence1 exist in Sentence2). To clarify the effect of this 
normalisation, consider that the Sentence1, with 7 concepts, is now compared with another sentence 
(i.e., Sentence 3) with 10 concepts (again including all 7 concepts of Sentence1). In this scenario, the 
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Normalised Concept Set Similarity value (i.e., (Eq. 7-7)) is 0.82, which indicates more shared 
concepts in the Sentence1-Sentence3 pair compared to the Sentence1-Sentence2 pair. The value of 
this measure would be calculated as 1 only when two sentences have exactly the same sets of 
concepts. 
7.3.2.6 Concepts’ Descendants Sets / Normalised Sets Similarities 
This measure combines the notions of set-based and hierarchy- level measures, but by considering 
the descendants (children) of the concepts of sentences. The descendants of a concept are all its 
children according to their hierarchical relationships in an ontology. To give a concrete example, 
according to the SNOMED CT ontology, two different concepts “Child abuse" and “Emotiona l 
abuse" have a shared immediate child of “Emotional abuse of child". Although the two concepts 
being compared appear different, their descendants reveal semantic relationships. Hence, from a set-
level perspective, comparing descendants of concepts in scientific artefacts leads to an alternat ive 
estimate of their similarities. In this measure, the immediate children of all of the concepts in a 
sentence form the Concept Descendant Set. The corresponding Concept Descendant Sets for two 
sentences are then compared using the same formulae as in (Eq. 7-6) and (Eq. 7-7) for set similar ity 
and normalised sets similarity, respectively.  
7.3.2.7 Cosine Similarity of Sequences of Concepts 
The concepts of a sentence can form a sequence/vector if ordered according to their locations in 
the sentence. The rationale behind this form of representation is that, the position of terms in a 
sentence affect its semantic meaning (e.g., consider two sentences: “The book is on the notebook.” 
versus “The notebook is on the book.”), the co-location of concepts is also important in calculat ing 
the semantic similarity of a pair of sentences. Hence, a vector of concepts (ordered by location) is 
created for each sentence and the similarity of the two sentences is computed using vector similar ity 
measures. This measure employs the label of concepts, which are retrieved from an ontology, to create 
the representative vector for each sentence (the label of a concept refers to its “rdfs:label” in an 
ontology). The dimension of each vector is equal to the total number of concepts in a pair of sentences. 
Each element in the resulting vector for a sentence is a binary value: 1 if the corresponding concept 
is present in the sentence; otherwise 0. The two generated vectors are then compared to each other 
using the Cosine coefficient. 
7.3.2.8 Needleman-Wunch Alignment of Similarity of Sequences of Concepts 
The vectors of concepts of sentences (as calculated in 7.3.2.7) can also be compared to each other 
from an alignment perspective (i.e., how well are they aligned), using the Needleman-Wunch 
alignment algorithm, previously described in Section 6.3.4.4 [219]. By representing the concepts in 
a sequential order (as a vector), Needleman-Wunch can be used to measure the similarity of two 
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vectors representing a pair of scientific artefacts. The advantage of this measure is that it takes into 
account the collocation of the constituent concepts in a given pair (similar to the previous measure).  
7.3.3 Consolidation and Linking Scientific Artefacts using Semantic Similarities  
The consolidation task is about finding semantically similar scientific artefacts of the same type 
within a single abstract or across multiple abstracts (and recording a “consolidation” relationship 
between them, which implies they have the same or very similar semantic meaning). The linking task, 
is about identifying semantic relationships between scientific artefacts of different types. These two 
tasks are both addressed as semantic similarity quantification problems.  
The nine semantic similarity measures described in Section 7.3.2 are applied to each pair of 
sentences, using the two ontologies (NCIT, SNOMED-CT). This results in 18 similarity measures for 
each pair of sentences. These measures are then stored as vectors which are used to train a supervised 
(Machine Learning-based) approach and an unsupervised approach to automate the consolidation and 
linking tasks: 
 A regression-based approach (for addressing the consolidation task only);  
 A linear interpolation-based approach (for addressing both consolidation and linking 
tasks).  
The proposed regression approach, which is a supervised Machine Learning-based approach, is 
composed of an ensemble of various regressors that are trained on the 18 calculated sentence-leve l 
similarity measures (which are represented as a vector corresponding to each pair of sentences). This 
ensemble, similar to the ensemble regressor that is outlined in Chapter 6, consists of three regression 
algorithms: Bagging [240], Random SubSpace [241] and Regression by Discretisation [242]. These 
regression algorithms are based on different Machine Learning techniques, namely, rule-based, 
instance-based, and tree-based methodologies. The ensemble regressor calculates the average of the 
outputs of each regression model and makes the final decision according to their estimated values. 
The aim is to demonstrate that this combination of diverse regression techniques can be effective ly 
used in predicting semantic similarity of sentences in both general English and domain-specific 
domains, and ideally produces better results than the current state-of-the-art. 
The linear interpolation-based approach is an unsupervised approach that provides a simpler 
calculation of the overall similarity scores for pairs of scientific artefacts based on the individua l 
computed semantic similarity measures described in Section7.3.2. In this approach, all the similar ity 
measures are assigned equal weights, and the average of these similarity measures represents the final 
measure of semantic similarity of each pair. The advantage of this approach, over the supervised 
learning (ensemble regressor) approach is that it can be applied in settings where annotated training 
data is not available. For example, the linear interpolation-based approach can effectively be used for 
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the linking task in this chapter (due to the lack of available annotated data). This is discussed in greater 
detail in Section 7.4.2.2. 
In order to accurately assess the performances of the regression-based and the linear interpolation-
based approaches, a baseline approach is adopted that follows the baseline system in the SemEval’s 
Semantic Textual Similarity shared task [243]. This baseline approach calculates the Cosine similar ity 
of the vectors of constituent words of a given pair of sentences; the dimension of the corresponding 
vector for each sentence is equal to the size of the set of all words in that pair, and each element of 
the vector represents the presence/absence of the corresponding word in the sentence (i.e., it gets 1 if 
the word was present and 0 otherwise). The similarity of between resulting vectors is then computed 
using Cosine coefficient measure. The next section (Section 7.4) discusses the experimental results 
achieved by the proposed approaches, by evaluating the automatically generated similarity scores 
against the gold standard scores. These experiments aim to investigate the efficacy of the proposed 
semantic similarity measures for finding pairs of scientific artefacts that can be consolidated and 
linked according to their semantic similarities. 
7.4 Experimental Results 
7.4.1 Experimental Setup 
As discussed in Chapter 6, a number of corpora of general English sentence pairs are available that 
can be used for training and evaluating generic sentence-level semantic similarity quantificat ion 
systems (e.g., SICK corpus [206] or STS corpus [243]). However, no such corpuses exist for the 
medical domain i.e., that comprise a large number of sentences of publications from the medical 
domain. Hence, in order to evaluate the proposed semantic similarity quantification methods, it was 
necessary to generate a new corpus for the EBM's Scientific Artefacts Semantic Similar ity 
quantification task. This corpus is called EBMSASS for the remainder of this thesis.  
The EBMSASS corpus contains 1,000 pairs of scientific artefacts; 200 pairs for each of the five 
classes of Background, Intervention, Population, Outcome, and Study Design (these pairs of scientific 
artefacts are generated from the sentences in the NICTA-PIBOSO corpus [26]). An informed 
selection is performed to ensure the inclusion of a representative variety of sentence pairs in the 
corpus; for each class, 100 pairs are selected based on their predicted similarity scores (i.e., range-
based selection) and 100 pairs are selected randomly (i.e., random-selection). The predicted scores 
that are used in the range-based selection scenario are obtained from the regression model that was 
previously trained on the general English SICK corpus during the experiments in Chapter 6 (the 
predicted scores range from 1 to 5 – from low similarity to high similarity). Within the 100 range-
based selected pairs, where possible, twenty-five pairs were selected that correspond to the four 
ranges of similarities (i.e. 25 pairs in each [1,2), [2,3), [3,4), and [4,5] ranges). The remaining 100 
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pairs of each class were selected randomly in order to avoid bias in the predictions of the trained 
model. The uniqueness of the final sampled pairs is ensured by avoiding duplicate selection.  
Ten annotators (including eight bioinformatics researchers, one clinical terminologist, and one 
molecular biologist) were employed to manually analyse and assign similarity scores to pairs of 
sentences according to an annotation guideline (adapted from the annotation guideline of the SICK 
corpus [206]). The complete annotation guideline is provided in Appendix 1 of this thesis. The 
annotators were asked to assign a degree of semantic similarity for each pair following a 5-point 
Likert scale (1 means no similarity; 5 means high similarity). The final similarity score for each pair 
is the average of the similarity scores assigned by the annotators.  
In order to annotate the data, each pair is given to five annotators (instead of all ten) to optimise 
the cost/time of the annotation. This decision was made based on previous experience acquired when 
generating the small domain-specific corpus in Chapter 6. This previous exercise demonstrated that  
five annotators can achieve reasonably high agreement in assigning similarity scores to all types of 
scientific artefact pairs. In order to distribute the pairs among the annotators, two sets of 500 pairs 
(100 from each of the five main classes of PIBOSO) were created and provided to five annotators. 
These 100 pairs of each class were sampled following both range-based selection and random 
selection scenarios (as described above). Table 7.3 shows the inter-annotator agreements (IAA) and 
the average standard deviations (ASD) of the similarity scores given by the annotators. It can be 
observed that the annotators showed strong agreement (high IAA) over the degree of similarity of 
pairs of most classes, except for Intervention and Population classes, where their IAA values were 
less than 0.50 in Set 1. The average standard deviations (ASD) per class also shows that the 
discrepancy between assigned similarity values was not considerable; the highest average standard 
deviation occurred for Study Design pairs in Set 2 with 0.42 (from a range of 0-4 of possible 
deviations). 
Table 7.3. Average inter-annotator agreement (IAA) and average standard deviations (ASD) for semantic 
similarity scores assigned to the 5 types of scientific artefact. 
 Set 1 Set 2 
IAA ASD IAA ASD 
Background 0.87 0.06 0.86 0.24 
Intervention 0.47 0.16 0.63 0.21 
Population 0.40 0.24 0.60 0.21 
Outcome 0.88 0.14 0.88 0.23 
Study Design 0.72 0.33 0.72 0.42 
Average 0.67 0.19 0.74 0.26 
As discussed in Chapters 4 and 5, there exist some sentences in the NICTA-PIBOSO corpus that 
incorporate multiple classes of scientific artefacts (multi-class instances). To maintain consistency 
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with the assumption each scientific artefact is represented in the form of a full sentence, only those 
sentences that correspond to a single class are considered in the creation of the EBMSASS corpus. 
(Compound sentences that contain 2 or more artefacts are excluded). Table 7.4 shows the distribution 
of the pairs of the EBMSASS corpus in terms of ranges of similarity scores. It can be observed that 
the percentage of instances with low similarity (i.e., [1,2)) and average similarity (i.e., [2,3)) are 
greater than the high-very highly similar sentences. Due to differences in structure and writing styles 
of sentences in scholarly writings, along with the wide scope of medical issues being discussed in the 
biomedical literature, it is natural to observe more different sentences than highly similar ones in a 
corpus of publications. 
Table 7.4. The EBMSASS statistics – number and percentage of instances in each similarity score range 
Similarity ranges Background Intervention Population Outcome Study Design 
[1,2) 174 (87%) 177 (88.5%) 174 (87%) 150 (75%) 131 (65.5%) 
[2,3) 19 (9.5%) 22 (11%) 26 (13%) 19 (9.5%) 42 (21%) 
[3,4) 2 (1%) 1 (0.5%) 0 (0%) 17 (8.5%) 23 (11.5%) 
[4,5] 5 (2.5%) 0 (0%) 0 (0%) 14 (7%) 4 (2%) 
7.4.2 Experimental/Evaluation Steps 
Firstly, the regressor ensemble approach was evaluated by comparing it with the Baseline : 
1. The three regression models (Bagging, Random SubSpace and Regression by Discretisation) 
were trained on the EBMSASS corpus using implementations from the WEKA toolkit [173].  
2. The ensemble regressor was built (by combining the 3 regressor models above) and evaluated 
using a 10-fold cross-validation.  
3. The results from Step 2 were then compared with the Baseline results, to show how the 
proposed ensemble regressor results compare with the Baseline (Table 7.5). 
Next the regressor ensemble approach was evaluated by applying it to the small test corpus from 
Chapter 6 and comparing the results with the approach in Chapter 6 (Table 7.6). This comparison 
reveals the impact of incorporating ontological knowledge within the regressor ensemble approach. 
Finally the linear interpolation-based approach was also evaluated by applying it to both the small 
test corpus from Chapter 6 and to the EBMSASS corpus (Table 7.7) and then comparing these results 
with both the Baseline and the regressor ensemble results generated above. 
All of the experimental results from both the ensemble regressor and the linear interpolation-based 
approaches are reported using the Pearson Correlation (as explained in Chapter 6). Moreover, all of 
the training and evaluation steps are performed using three different sets of similarity measures: (i) 
generic (i.e., based on general English perspective as described in Chapter 6), (ii) ontology-based (or 
domain-specific) and (iii) augmented - a combination of generic and ontology-based measures.  
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The following subsections discuss the evaluation results generated from the evaluation steps 
described above. 
7.4.3 Results for Consolidating Scientific Artefacts 
7.4.3.1 Regression-based Approach Results 
Table 7.5 shows the experimental results achieved by the ensemble regressor using three different 
combinations of the similarity measures (generic, ontology-based, augmented), based on 10-fold 
cross validation using the EBMSASS corpus. The results of the Baseline approach are also provided. 
As previously mentioned, the Baseline approach calculates the Cosine similarity of two sentences. 
However, because the calculated Cosine similarity value is between 0 and 1, it needs to be scaled to 
a range of 1 to 5 in order to make it comparable with the annotated similarity scores (in range 0 and 
1 is scaled by: “𝑉𝑎𝑙𝑢𝑒 × 4 + 1”). 
Table 7.5. Results of the Ensemble Regressor and the Baseline approach using the EBMSASS corpus 
Approach Similarity measures Background Intervention Population Outcome Study Design 
Regression 
Generic  0.8666 0.6713 0.511 0.8909 0.8311 
Ontology-based  0.8145 0.6277 0.4166 0.8259 0.5127 
Augmented  0.8636 0.7065 0.5259 0.9057 0.8404 
Baseline 0.6786 0.4786 0.2995 0.8347 0.5699 
It can be observed that, although the ontology-based measures take advantage of domain-specific 
conceptual knowledge for quantifying the semantic similarities, their effects are generally less than 
the contextual and linguistic (generic) measures. The reason for this lower performance is that there 
are important terms in a sentence (such as verbs) that are not described in a domain-specific ontology. 
Hence, ontology-based measures, per se, fail to present a comprehensive quantification of the 
similarity of the sentences, especially when there are few technical terms in sentences (e.g., in Study 
Design pairs). The same reason causes the lower performance of the regression model trained on 
ontology-based measures compared to the Baseline approach for the two classes of Outcome (i.e., 
0.8259 cf. 0.8347; 0.0088 decrease) and Study Design (i.e., 0.5127 cf. 0.5699; 0.0572 decrease). 
However, Table 7.5 also shows the positive effects of the ontology-based measures when they are 
jointly used with the generic measures (i.e., the augmented measures). Using augmented measures, 
the regression ensemble achieves the best results for four classes (Intervention, Population, Outcome, 
Study Design) compared to the Baseline and compared to generic and ontology-based measures. The 
only exception was for Background pairs where the augmented measure is on a par with the generic 
measure (i.e., 0.8636 cf. 0.8666). 
In order to reach a better understanding of the effects of the ontology-based similarity measures 
compared to the generic measures and using domain-specific data versus generic data, a set of 
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experiments were performed on the small EBM test corpus from Chapter 6. A detailed description of 
this test data set can be found in Section 6.3.6. Table 7.6 shows the results from applying a range of 
different semantic similarity quantification approaches over this small test set.  
The first row in Table 7.6 shows the previously reported results (from Chapter 6) that is the result 
of applying the ensemble regressor trained on a generic corpus (i.e., trained on the SICK corpus) 
using generic similarity measures. The second row shows the results of applying the ensemble 
regressor trained on the EBMSASS corpus using generic similarity measures. Training the regressor 
on a domain-specific corpus causes an improvement in performance for four classes (all except for 
Population). Moreover, it can be observed from the third row of Table 7.6 that, employing ontology-
based measures significantly improves the performance of the ensemble when predicting similar ity 
scores for Intervention and Population. In particular, Intervention has a high Pearson Correlation of 
0.8360.  
On the other hand, the ontology-based measures have a negative impact on the Outcome and Study 
Design classes. The correlation of the Outcome pairs is 0.7797 – which is 0.1445 less than the result 
for generic measures. The Study Design pair similarities are predicted with only 0.0451 correlation 
with the human scores (a reduction of 0.775 compared to the results for the generic measures). The 
main reason for this major reduction in the correlation of the Study Design pairs can be attributed to 
two characteristics of this type of scientific artefact. Firstly, Study Design artefacts are relatively short 
compared to the other types (their average size is 11 words while the average size of Background 
artefacts is 21 words). Secondly, and more importantly, Study Design scientific artefacts contain a 
lack of clinical terms (for example: “The design is a pragmatic RCT.”, “Retrospective study”). It can 
be observed that the ontology-based measures are not able to quantify the semantics of such sentences 
with domain-specific terms. However, this issue can be addressed by augmenting generic and 
ontology-based measures. As depicted in the last row of Table 7.6, the combination of these two sets 
of similarity measures results in a strong ensemble regressor over the majority of classes, except for 
Population. For the four classes of Background, Intervention, Outcome, and Study Design, the results 
of the ensemble regressor (trained on augmented similarities) are on par with the corresponding best 
reported Pearson Correlations in Table 7.6 (highlighted in bold). Hence, based on the results achieved 
on both the EBMSASS corpus and the small test corpus, it can be argued that using the augmented 
similarity measures produces a more robust and generalisable regression model. 
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Table 7.6. Results of applying Ensemble Regressor to Chapter 6 Test Corpus – trained on generic SICK and 
EBMSASS corpuses – using generic, ontology-based and augmented similarity measures 
Trained on Corpus  Similarity 
Measures 
Background Intervention Population Outcome Study 
Design 
SICK Generic 0.9045 0.5734 0.1157 0.8406 0.5559 
EBMSASS Generic 0.9555 0.6254 0.0781 0.9242 0.8205 
EBMSASS Ontology-
based 
0.9429 0.8360 0.1627 0.7797 0.0451 
EBMSASS Augmented 0.9553 0.8324 0.0858 0.9173 0.8125 
7.4.3.2 Linear Interpolation-based Approach Results 
The results of applying the unsupervised linear interpolation-based approach to the consolidat ion 
task is discussed in this subsection. This approach calculates the overall average of the individua l 
proposed sentence-level similarity measures to predict the final degree of semantic similarity of each 
pair of scientific artefacts. Since the calculated values of all of the proposed individual similar ity 
measures (explained in Section 7.3.2) are between 0 and 1, their average value also falls in the same 
range. Hence, the same scaling process, as described in Section 7.4.3.1, is performed over these values 
in order to map them to the value range 1 to 5. The first row in Table 7.7 shows the Pearson 
Correlations achieved by the linear interpolation-based approach using all similarity measures (or the 
augmented setting) on the EBMSASS corpus.  
Although there are some reductions in Pearson Correlations for the linear interpolation-based 
approach when compared to the regression ensemble approach using the same measures over all 
classes (i.e., see first row and fourth row of Table 7.7), the results of the linear interpolation-based 
approach are > 0.73 for three classes of Background, Outcome and Study Design (including a 0.9002 
for the Outcome pairs). In addition, the other two classes (i.e., Intervention and Population) achieved 
quite good correlations (0.6325, 0.3276) relative to the results of the ensemble regressor (0.7065, 
0.5259). Furthermore, the linear interpolation approach shows better performance than the Baseline 
approach over all the classes (see row 1 and row 3 of Table 7.7).  
Table 7.7. Linear Interpolation results using EBMSASS corpus and Test corpus from Chapter 6, compared 
with the Baseline and Regressor-based approach 
Approach Corpus Background Intervention Population Outcome Study 
Design 
Linear Interpolation EBMSASS 0.7841 0.6325 0.3276 0.9002 0.7348 
Linear Interpolation Test corpus 0.8554 0.7861 0.1778 0.7320 0.3517 
Baseline EBMSASS 0.6786 0.4786 0.2995 0.8347 0.5699 
Regressor Ensemble, 
augmented measure,  
EBMSASS 0.8636 0.7065 0.5259 0.9057 0.8404 
Regressor Ensemble,  
augmented measure, 
Test corpus 0.9553 0.8324 0.0858 0.9173 0.8125 
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Similar patterns are also observed when using the previous test corpus (see the second row of 
Table 7.7). The resulting correlations of the linear interpolation-based approach are generally lower 
than the ensemble regressor (compare row 2 and row 4 of Table 7.7). Although the linear 
interpolation-based approach achieves similarity scores closer to the gold standard than the 
regression-based approach for Population pairs (i.e., 0.1778 cf. 0.0858). The main advantage of the 
linear interpolation-based approach over the ensemble regressor is that it is completely unsupervised 
and does not require any training samples, which are typically costly to produce. In addition, it will 
be demonstrated in Section 7.5.1.1 that the linear interpolation-based approach can achieve better 
results than the regression-based approach over some types of scientific artefacts pairs when a subset 
of measures are selected for the consolidation task. 
7.4.4 Results for Linking Scientific Artefacts 
As outlined in the example in Section 7.1, one hypothesis being investigated in this Chapter, is 
that the semantic relationship between pairs of different types of scientific artefacts can be inferred 
via their quantified pairwise semantic similarity measure. This was inferred by the high probability 
of common concepts in different (but related) scientific artefacts. This hypothesis is also supported 
by another common rhetorical feature of academic writings, i.e., coherence in scientific writing. 
According to this feature, core aspects of a research study are generally restated in different sentences 
throughout an abstract to ensure its overall coherence [244] (e.g., the Outcome sentences in the 
example in Section 7.1 briefly restate the performed Interventions in those studies). Hence, it can be 
argued that semantic similarity measures can also be applied to assist the linking task and to identify 
semantic relationships between different types of scientific artefacts. It is expected that the semantic 
similarity scores between pairs of scientific artefacts of different type will generally be lower than 
the similarity scores for pairs of the same type (due to the inherent difference in the notion of each 
type of scientific artefact). This section investigates the applicability of these pairwise similar ity 
scores for inferring basic semantic relationships between scientific artefacts of different types, which 
can be employed to link scientific artefacts of different types.  
As mentioned in Section 7.3.3, the proposed linear interpolation-based approach is applied to 
address the linking task. In the absence of an appropriate gold standard for the linking task, the 
semantic similarity scores calculated by the linear interpolation-based approach are assessed based 
on a number of overarching assumptions that are described below. These assumptions are based on 
observations and experiences acquired from analysis of the NICTA-PIBOSO corpus. 
Assumption1 – two abstracts are “related” if they share scientific artefacts of the same type that 
have high similarity. For example, they each contain Intervention instances that are highly similar. 
Moreover, two abstracts are much more likely to be related if the two highly similar scientific artefacts 
are of type Background, Intervention, or Outcome. These three types of artefacts can better point to 
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the conceptual relationships between abstracts than the Population and Study Design scientific 
artefacts. 
Assumption2 – Pairs of different types of scientific artefacts extracted from two related abstracts 
are expected to have similarity scores between 2 to 4 (from the possible range of 1 low to 5 high). 
The rationale behind this assumption is that, such generated pairs from related source abstracts are 
expected to have a minimum similarity (i.e., at least 2) due to the high chance that they share or refer 
to common concepts. They are not expected to be highly similar (>4) because they belong to different 
types of scientific artefact.  
Assumption3 – The two most basic semantic relationships between scientific artefacts, “not-
related” and “related”, can be inferred from the calculated similarity scores. If the similarity score < 
2, they are “not-related”, and if the similarity score > 2, they are “related”. The choice of similar ity 
score 2 as the distinctive point is based on the 5-point Likert scale; according to this scale, a score of 
2 means that “two sentences in the pair are not the same but they have some common 
information/relationship” (further information regarding the meaning of each similarity score is 
provided in Appendix 1). 
Assumption4 – The Background, Intervention and Outcome types of scientific artefacts are much 
more likely to have high similarity across types, than Population and Study Design, both within and 
across Abstracts.  
7.4.4.1 Experimental Method 
In order to generate suitable data for this experiment, firstly 50 related abstracts were selected from 
the EBMSASS corpus (i.e., abstracts that share at least one highly similar pair of scientific artefacts 
of the same type). Next, for each pair of related abstracts, pairs of scientific artefacts of different types 
are extracted. Two types of “pairs of artefacts of different types” can be generated from a pair of 
related abstracts A1 and A2:  
(i) Across Abstract pairs – one scientific artefact is from A1 and one is from A2; 
(ii) Inside Abstract pairs - both scientific artefacts belong to the same abstract, i.e, A1 or A2.  
In this experiment, the process of the generating pairs is narrowed further to 34 related abstracts, by 
only using three types of scientific artefacts: Background, Intervention, and Outcome. The rationale 
behind selecting these three classes and excluding the other two classes (i.e., Population and Study 
Design) is that, these three scientific artefact types are much more likely to have higher similar ity 
scores with instances of type Background, Intervention, and Outcome. Population and Study Design 
sentences, on the other hand, commonly contain brief information about the participant demographics 
and the type of study, respectively, and this information does not tend to be restated in the sentences 
of other types (according to the observations/examinations of various pairs from the NICTA-PIBOSO 
corpus). Hence, the following three types of pairs are generated: Background-Intervention, 
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Background-Outcome, and Intervention-Outcome. The order is irrelevant e.g., Background-
Intervention is the same as Intervention-Background.  
In addition, these pairs of scientific artefacts are only generated from abstracts that are related to each 
other due to their highly similar Background, Intervention, or Outcome type artefacts. In total, 332 
Across Abstracts pairs and 310 Inside Abstracts pairs of different types of scientific artefacts were 
generated for the linking experiment. 
Table 7.8 shows the average similarities that are the output of the linear interpolation-based 
approach (calculated by averaging all similarity measures). The results are presented for Inside 
Abstracts pairs and Across Abstracts pairs – for source abstracts with highly similar Background, 
Intervention, or Outcome sentences. It can be observed that the average similarity scores are not very 
high across all settings. All scores are in the range of 1.5 to 2 (low end) out of a possible range of 1 
to 5. These low average similarities are due to the inherent differences of these types of scientific 
artefacts. The consistently higher similarity scores for the Inside Abstracts pairs compared with the 
Across Abstracts pairs, demonstrates stronger conceptual relationships between sentences within a 
single abstract, which reflects the connections (coherence) that occurs between sentences in a single 
scholarly publication (as previously discussed in Section 7.3.3). 
Table 7.8. Linear interpolation for linking – Average of similarity scores for the generated pairs 
 Background- Intervention Background-Outcome Intervention-Outcome 
Based on similar Background pairs  
Across Abstracts 1.57 1.62 1.72 
Inside Abstracts 1.64 1.73 1.85 
Based on similar Intervention pairs  
Across Abstracts 1.76 1.81 1.86 
Inside Abstracts 1.81 1.97 1.92 
Based on similar Outcome pairs  
Across Abstracts 1.74 1.83 1.85 
Inside Abstracts 1.99 1.93 1.89 
Table 7.8 also shows that the overall similarity scores for pairs extracted from Abstracts with 
highly similar Interventions are generally higher than those from Abstracts with highly similar 
Background or Outcome. This is due to the fact that Intervention sentences are more likely to contain 
the most significant or core aspects of a reported research study (e.g., a new drug or treatment) than 
Background and Outcome sentences. Hence, pairs extracted from abstracts with highly similar 
Interventions tend to be more related to each other than pairs extracted from Abstracts with similar 
Backgrounds or Outcomes (i.e., better linkages can be identified between abstracts with highly similar 
Intervention pairs of scientific artefacts).  
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For example, consider two Abstracts, Abstract 1 and Abstract 2, that contain two similar 
Background scientific artefacts about spinal cord injury and managing its subsequent neuropathic 
pain: 
 Background in Abstract 1 (PM-ID 17335974): Neuropathic pain after spinal cord injury is 
not well understood and is difficult to treat. 
 Background in Abstract 2 (PM-ID 7854795): Neuropathic pain following spinal cord 
injury (SCI) can be difficult to manage using currently available pain management 
techniques. 
Although the two abstracts are related (their Background sentences are highly similar), their 
Outcomes recommend very different treatments (i.e., the benefit of virtual walking versus the 
effectiveness of intrathecal clonidine): 
 Outcome in Abstract 1 (PM-ID 17335974): Virtual walking may be a viable treatment for 
pain after spinal cord injury. 
 Outcome in Abstract 2 (PM-ID 7854795): The use of intrathecal clonidine with or without 
opioids may present an effective alternative in the management of intractable SCI pain and 
other forms of neuropathic pain. 
This example illustrates that (unlike two abstracts with highly similar Interventions), abstracts with 
highly similar Backgrounds or Outlooks, will not necessarily contain other linkages between other 
types of scientific artefacts in the two abstracts. 
Table 7.9 shows the distribution of the calculated similarity scores of different types of pairs from 
those abstracts with highly similar Interventions (similar patterns were also observed in the 
distribution of scores for abstracts with highly similar Background and Outcome pairs, which are not 
reported here). It can be observed that 91.3% and 72.6% of the similarity scores for Across Abstracts 
and Inside Abstracts pairs are in the range of [1,2), respectively. These low similarity scores reveal 
that there are generally no conceptual connections between the generated pairs of scientific artefacts 
of different types (i.e., the “not-related” relationship). Although this is disappointing and in contrast 
to the expectations outlined in Section 7.4.4, it appears that the average similarity scores can be 
improved if a narrower set of similarity measures is selected for the linking task (this work is 
presented in Section 7.5.1.2). Hence, the linear interpolation-based approach should not be written 
off just yet for the linking task, as Section 7.5.1.2 shows. 
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Table 7.9. Distribution of the calculated similarities for pairs of different types from abstracts with highly 
similar Intervention pairs – (Number of pairs and percentage in the ranges) 
Ranges Across Abstracts Inside Abstracts 
[1,2) 303 (91.3%) 225 (72.6%) 
[2,3) 29 (8.7%) 84 (27.1%) 
[3,4) 0 (0%) 1 (0.3%) 
[4,5] 0 (0%) 0 (0%) 
Total 332 310 
7.5 Evaluation and Discussion 
7.5.1 Error Analysis 
7.5.1.1 Selecting Measures for Consolidation 
This section discusses a further investigation which aims to find the most effective combination 
of semantic similarity measures, when applying the supervised regression-based and unsupervised 
linear interpolation-based approaches to the consolidation task.  
Firstly a feature selection algorithm, i.e. the Correlation-based Feature Selection (CFS) algorithm 
[245], is employed to identify the most important similarity measures for improving the performance 
of the ensemble regression model. CFS uses a heuristic search strategy to evaluate and select the best 
subset of features by considering the individual predictive ability of each feature along with the degree 
of redundancy between them [245]. CFS works well on data with continuous labels (similar to the 
EBMSASS corpus with continuous similarity scores) and has been reported to be a useful technique 
in biomedical literature mining [246]. Note that the CFS algorithm is designed for supervised 
Machine Learning approaches and hence it is not applicable to the linear interpolation-based 
approach. However, the same similarity measures selected for the regression-based approach by the 
CFS algorithm, are also used for assessing the impact of different measures on the linear 
interpolation-based approach in the context of the consolidation task. Table 7.10 shows a comparative 
overview of the measures selected by the CFS algorithm (i.e., the best combination of measures 
according to this algorithm) for predicting similarity scores for pairs of the same type of scientific 
artefact. Generic measures are shaded in Table 7.10 and the Background, Intervention, Outcome, 
Population, and Study Design terms are abbreviated to Bac, Int, Out, Pop, and Std, respectively).  
The CFS analysis in Table 7.10 shows that, for quantifying the semantic similarity of Intervention 
pairs, the ontology-based measures are best (almost all ontology-based measures are selected while 
only two generic measures are selected). Table 7.10 also shows that, for the Background pairs, most 
of the generic measures are selected. For Population and Outcome pairs, approx. half of the generic 
measures and half of ontology-based measures, are selected. Finally, for the Study Design pairs, the 
CFS algorithm selects only one ontology-based measure and five generic measures. 
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Table 7.10. Comparative overview of the CFS selected measures for each Scientific Artefact type in the 
consolidation task 
Similarity Groups Similarity Measures Scientific Artefact Types 
Bac Int Out Pop Std 
Naïve Bags of words overlap      
Set similarity of lemmatised effective words       
Jaccard similarity of set of words/lemmas       
Cosine similarity of vectors of lemmatised effective 
words 
     
Window-based Size of the longest shared window of words       
Windows of effective words overlap      
Size of the longest shared window of effective words       
Windows of POS tags overlap & longest overlapped 
windows 
     
Other Syntactic Ratio of shared skipped bigrams      
Pairwise sentence polarity      
Sentence Structure Ratio of number of clauses       
Basic Semantics Role-based word-by-word similarity      
Semantic similarity of effective words      
Role-based POS tags alignment      
Synonymy FrameNet-based synonym similarity      
Sense 
Disambiguation 
Normalised set similarity for best senses       
Normalised set similarity of the best senses skipped 
bigrams 
     
Vector Space 
Models  
Similarity of Sets of Associated Terms      
Cosine Similarity of Matrices of Associated Terms 
Vectors 
     
Ontology-based Combination node-based similarity of concept pairs       
Ratio of highly similar concepts       
Concepts set similarity      
Normalised concepts set similarity      
Cosine similarity of sequences of concepts       
Needleman-Wunch algorithm of similarity of sequence 
of concepts 
     
Concepts similarity in hierarchy (Least Common 
Subsumers) level 
     
Concepts’ descendants set similarities       
Concepts’ descendants normalised set similarities       
Table 7.11 shows the effects of only employing the similarity measures selected by the CFS 
algorithm, on the performance of the regression-based and linear interpolation-based approaches. 
Note that the term “Regression" in Table 7.11 refers to the proposed ensemble regression model that 
is introduced in Section 7.3; “EBMSASS corpus" is the curated corpus described earlier in this chapter; 
and the “Previous test data" refers to the previously generated test corpus described in Chapter 6.  
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The 1st row in Table 7.11 shows the effects of the CFS-selected measures on the performance of 
the ensemble regressor, trained and evaluated over the EBMSASS corpus (using 10-fold cross 
validation). Using the CFS-selected similarity measures, the ensemble regressor produced better 
Pearson Correlation values for four types of pairs (Background, Intervention, Outcome and Study 
Design) when compared to the results of the regressor when all similarity measures were used (i.e., 
see the “Augmented” row in Table 7.5: 0.8636, 0.7065, 0.5259, 0.9057, 0.8404). Only Population 
showed a minor reduction in Pearson Correlation of 0.0007, when using the CFS-chosen measures. 
 Similarly, the 2nd row in Table 7.11 shows that the linear interpolation-based approach achieves 
better correlations using the CFS-selected measures than when using all measures (i.e., compared 
with the results reported in the first row of Table 7.7: 0.7841, 0.6325, 0.3276, 0.9002, 0.7348). In 
addition, the overall correlations of the linear interpolation-based approach for the majority of types 
of pairs are now on par with, or even better than, the ensemble regressor's results using CFS-selected 
measures (i.e., comparing the 1st and 2nd rows in Table 7.11). In fact, the linear interpolation-based 
approach now outperforms the regression-based approach for Background and Intervention pairs by 
0.0014 and 0.0364, respectively. 
Table 7.11. Ensemble regression and linear interpolation using selected measures – over the EBMSASS 
corpus and previous small test data 
Method Corpus Background Intervention Population Outcome Study Design 
Regression EBMSASS corpus 0.8850 0.7379 0.5252 0.9344 0.8552 
Linear interpolation EBMSASS corpus 0.8864 0.7743 0.4479 0.923 0.8486 
Regression Previous test data 0.9561 0.8754 0.4877 0.9183 0.8087 
Linear interpolation Previous test data 0.9541 0.8969 0.1357 0.8241 0.5993 
Table 7.11 also shows the effects of the CFS-selected measures on the proposed approaches when 
they are evaluated using the previous test data set (from Chapter 6). It can be observed that the 
ensemble regressor using CFS-selected measures (3rd row of table 7.11) shows improvements for 
pairs of type Background, Intervention, Population and Outcome, when compared to the results using 
all similarity measures (i.e., the Augmented row in Table 7.6: 0.9553, 0.8324, 0.0858, 0.9173, 
0.8125). This improvement includes a considerable increase of correlation for Population pairs (i.e., 
0.0858 in Table 7.6 cf. 0.4877 in Table 7.11). Significant improvements in similarity can also be 
observed for all scientific artefact types (except Population) using the linear interpolation-based 
approach on the CFS-selected measures (i.e., the last row in Table 7.11) compared to the results using 
all measures (i.e., the last row of Table 7.7: 0.9553, 0.8324, 0.0858, 0.9173, 0.8125). This research 
shows that, quantifying semantic similarity between particular types of scientific artefact pairs, can 
be significantly improved by choosing similarity measures that are best suited for the particular 
scientific artefact type.  
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7.5.1.2 Selecting Measures for Linking 
Similar analyses were also performed for quantifying the similarity of scientific artefacts of 
different types (i.e., the linking task). However, because the linear interpolation-based approach is 
unsupervised and does not depend on training, feature selection algorithms, such as CFS, cannot be 
employed. Hence, a heuristic measure selection approach is employed, which excludes/includes 
measures based on their relevance to the quantification of semantic similarity of scientific artefacts. 
For example, those generic similarity measures that are based on core semantic attributes of 
sentences/scientific artefacts, can be considered to be more effective than those that are based on 
syntactic and structural attributes. Using this logic, only a small subset of generic similarity measures 
are selected, whilst almost all ontology-based measures are selected for the linking task.  
The final set of selected similarity measures for this task comprises: 4 generic measures (i.e., two 
Basic Semantics measures and two/all Vector Space Model measures in Table 7.10) and 12 ontology-
based measures (i.e., all ontology-based measures except the Normalised Concept Set Similarity, 
Needleman-Wunch Alignment and the Concept Descendants Set similarities).  
Table 7.12 shows the average similarity scores achieved using the linear interpolation-based 
approach with the selected measures on pairs of the abstracts that had highly similar Interventions. 
By comparing the results in Table 7.12  with the results from using all measures, (i.e., rows 3 and 4 
of Table 7.8 - Across Abstracts: 1.76, 1.81, 1.86; Inside Abstracts: 1.81, 1.97, 1.92), it can be observed 
that the scores when using a selected set of similarity measures are better than when using all 
measures (i.e., scores range = 1.5 to 2 in Table 7.8, but score range = 2 to 2.5 in Table 7.12). As 
outlined in Section 7.4.4, it is expected that average similarity scores should lie in the range of [2, 4] 
and ideally close to 3 (i.e., in the middle). Table 7.12 shows that by selecting a specific set of 
measures, the average calculated scores is closer to this expectation (i.e., “related” pairs are mostly 
identified), although there is still room for improvement. 
Table 7.12. Selected similarity measures for linking scientific artefacts (linear interpolation) – based on 
similar Interventions 
 Background- Intervention Background-Outcome Intervention-Outcome 
Across Abstracts 2.1 2.16 2.22 
Inside Abstracts 2.13 2.35 2.29 
Table 7.13 shows the distribution of the similarity measures that are calculated using the linear 
interpolation-based approach on the subset of selected measures. It shows that, after selecting a subset 
of measures, a large portion of the scores now lies in the range of [2, 3) (i.e., 87.35% of Across 
Abstracts’ pairs and 84.84% of Inside Abstracts’ pairs). This is a considerable increase in the 
calculated similarity scores for the linear interpolation-based approach, when it is compared with the 
distribution of scores using all measures i.e., Table 7.9. Table 7.9 shows that, if all measures are used, 
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the calculated similarities mostly lie in range [1, 2) (i.e., 91.30% of Across Abstracts’ pairs and 
72.60% of Inside Abstracts’ pairs). Comparing the similarity score distributions of the linear-
interpolation approach, using all measures and after selecting a subset of measures, shows that, 
quantifying the similarity between pairs of scientific artefacts of different types can be improved by 
carefully choosing the most appropriate similarity measures. 
Table 7.13. Distribution of similarities for linking based on similar Interventions – after feature selection 
Ranges Across Abstracts Inside Abstracts 
[1,2) 42 (12.65%) 36 (11.61%) 
[2,3) 290 (87.35%) 263 (84.84%) 
[3,4) 0 (0%) 11 (3.55%) 
[4,5] 0 (0%) 0 (0%) 
Total 332 310 
7.6 Conclusion 
This chapter extends the generic similarity measures (described in Chapter 6) by combining them 
with a novel set of ontology-based similarity measures – in order to address the fifth objective of this 
thesis: (i) consolidating scientific artefacts comprising the same types and (ii) investigating a semantic 
similarity-based solution for semantic linking of scientific artefacts of different types. 
Firstly, a novel set of ontology-based semantic similarity measures was presented, in order to 
quantify the similarity of pairs of PIBOS scientific artefacts from the EBM domain. These ontology-
based similarity measures, in conjunction with the generic similarity measures that were presented in 
Chapter 6, were employed within two approaches: (i) a supervised ensemble regression model; (ii) 
an unsupervised linear-interpolation-based approach. 
Firstly all similarity measures (both generic plus ontology-based) were used to predict similar ity 
scores for pairs of scientific artefacts of the same type (i.e., the consolidation task) – using both the 
regression-based approach and the linear-interpolation-based approach. The evaluation of the 
consolidation experiments (by comparing the results to a manually-annotated EBMSASS corpus and 
a baseline approach) showed encouraging results of 0.8636, 0.7065, 0.5259, 0.9057, 0.8404 Pearson 
Correlations for Background, Intervention, Population, Outcome, and Study Design pairs, 
respectively, for the regression-based approach and 0.7841, 0.6325, 0.3276, 0.9002, 0.7348 of 
Pearson Correlations for the same order of scientific artefacts and for the linear interpolation-based 
approach. 
Next all similarity measures were used to predict similarity scores for pairs of scientific artefacts 
of the different type both within Abstracts and across Abstracts (i.e., the linking task) – using the 
linear interpolation-based approach. These results showed that using the combination of all similar ity 
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measures results in average similarity scores in the range of 1.5 to 2 (low end) out of a possible range 
of 1 to 5 for different pairs of scientific artefacts.  
Next, an analysis of the similarity measures was undertaken (using a Correlation-based Feature 
Selection (CFS) algorithm), to determine: (i) if certain features/similarity measures are more suited 
to particular tasks and (ii) if the quantification results could be improved if only the optimum 
similarity measures were employed. The consolidation results from using CFS-selected similar ity 
measures with the trained ensemble regression model on the EBMSASS corpus achieved Pearson 
correlation scores of 0.885, 0.7379, 0.5252, 0.9344, and 0.8552, for Background, Intervention, 
Population, Outcome, and Study Design pairs, respectively.  
The consolidation task using the unsupervised linear interpolation-based approach achieved on par 
with or even better correlations than the supervised regression-based approach on the EBMSASS 
corpus (i.e., 0.8864, 0.7743, 0.4479, 0.923, and 0.8486 – for the same order of scientific artefacts and 
over the same CFS-selected similarity measures as mentioned above). 
Similarly, for the linking task, the results show that quantifying the similarity between pairs of 
scientific artefacts of different types, can be improved by carefully choosing and using only the most 
appropriate similarity measures (i.e., by achieving average scores of 2 to 2.5 for different pairs of 
scientific artefacts from related abstracts). 
Furthermore, the investigation of the applicability of the linear interpolation-based approach for 
linking scientific artefacts of different types shows that although fine-grained relationships (such as 
“is_supported_by” or “is_resulted_by”) cannot be identified by the similarity scores, due to their 
diversity from rhetorical and semantic perspectives, basic conceptual relations (“related”, “not-
related”) can be inferred from the resulting similarity scores. For example, “not-related" relationship 
is inferred if the similarity score < 2 and a “related" relationship is inferred if the similarity score >= 
2. Ideally richer relationships could also be inferred. For example, a “highly related” relationship is 
inferred if the similarity score falls in the range of [3, 5). Other fine-grained relationships such as 
“is_same_as” or “is_inconsistent_with” may also be possible to be inferred. 
Future work for the consolidation task will focus on providing more specific similarity measures 
that rely on unique characteristics of each type of scientific artefacts (e.g., comparing the numerica l 
elements in Population sentences) as well as devising more ontology-based measures that enable 
comparisons of concepts across ontologies (e.g., mapping of concepts from multiple ontologies).  
Although the research in this chapter focussed on quantifying sentence-wide similarities, it showed 
that relationships between scientific artefacts of different types (linking) are typically characterised 
by the existence of similar concepts or terms - rather than whole sentence-level similarities. So, in 
order to more accurately capture the conceptual relationships between scientific artefacts of different 
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types, for the linking task, one proposal is to use a clustering approach to improve the identificat ion 
of related abstracts in the biomedical domain. This new proposed approach comprises two steps: 
(i) perform clustering over a pool of abstracts in order to determine more accurate groups of 
related abstracts; 
(ii) identify the semantic relationships between scientific artefacts of different types, within the 
abstracts in each cluster, by calculating concept-level similarities (instead of calculating sentence-
level similarities as in the linear interpolation-based approach).  
The next chapter, Chapter 8, evaluates this new proposed clustering approach, by focussing on the 
first step above and discussing its applicability to linking scientific artefacts of different types. In 
addition, as the overarching goal of the thesis is “to provide a knowledge base of consolidated and 
linked scientific artefacts for the EBM domain”, Chapter 8 also describes how the extracted scientific 
artefacts and their semantic relationships can be captured and represented to provide a re-usable, 
extensible knowledge base for the EBM domain. 
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 Chapter 8: Clustering Published Abstracts in EBM 
 
8.1 Introduction 
Chapter 7 described and evaluated an approach to the linking task based on semantic similar ity 
quantification at the scientific artefact level. Chapter 7 firstly identified “related” Abstracts (those 
that contain highly similar scientific artefacts of the same type). It then identified highly similar 
scientific artefacts of different types both within related Abstracts and across related Abstracts – and 
“linked” them. 
The experimental results indicated that using similarity at the scientific artefact or whole sentence 
level, is not ideal for recognizing semantic relationships between scientific artefacts of different types 
(i.e., the linking task) - mainly because their similarities exist at the concept or term level, not at the 
sentence level. Hence, an alternative approach is proposed in this chapter for performing the link ing 
task. The proposed approach comprises a two-step process: 1) producing accurate clusters of related 
published abstracts using their whole textual contents (i.e., considering all of their sentences/scientific 
artefacts as a whole), 2) recognising fine-grained semantic similarities (i.e., concept-level similarit ie s) 
between the scientific artefacts of different types within the abstracts in each cluster. The rationale 
behind this two-step approach is that the clusters of interrelated abstracts will accommodate more 
conceptually-related scientific artefacts, and hence, they can facilitate the detection of semantic 
relationships between different types of scientific artefacts (i.e., the goal of the linking task) in the 
second step. 
This chapter focuses on the first step of the above-mentioned process by investigating a novel 
approach for clustering abstracts retrieved via a series of PubMed searches. A novel set of similar ity 
measures is proposed that compares the contents of the abstracts as a whole (as opposed to the 
sentence-level similarity measures in Chapters 6 and 7). In order to identify the relationships between 
a collection of abstracts, resulting from a query submitted to the PubMed search engine, the calculated 
similarity scores for pairs of abstracts are used as inputs for a hierarchical clustering approach [43]. 
Given a collection of abstracts and their calculated pairwise similarities, this hierarchical clustering 
algorithm iteratively analyses the similarities between abstracts and forms clusters of similar abstracts 
[53].  
Because we are analysing large volumes of abstracts (in the thousands), manual clustering of these 
to generate a gold standard for comparison, is not possible by human annotators. Hence, in order to 
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evaluate the proposed clustering method, two strategies are proposed to evaluate the results of 
clustering the Retrieved PubMed Corpus: 
 Automatic similarity-based mapping strategy; 
 Semi-automatic pooling-based strategy. 
These evaluation strategies are described in detail in Section 8.4.  
In addition, the performance of the proposed approach is also evaluated by comparing its results 
over the EBMSummariser corpus27 [157] with humanly-annotated results and a state-of-the-art 
approach developed by Shash & Molla [158].  
To summarize, this chapter investigates a novel abstract-clustering approach that can be applied 
to address part of the fifth objective of this thesis - detecting linking relationships between scientific 
artefacts of different types. The remainder of this chapter is structured as follows:  
 Section 8.2 describes the testbed in which the overall experiments are carried out.  
 Section 8.3 details the proposed set of individual document-level similarity measures, the 
combined approach for calculating the overall similarity scores for abstract pairs, and the 
clustering approach that is employed in this research.  
 Section 8.4 presents the experimental setup and discusses the evaluation results achieved 
by following two proposed evaluation strategies over the Retrieved PubMed Corpus.  
 Section 8.5 discusses the experimental results and provides a comparative analysis with 
both the manually generated clusters and Shash & Molla’s approach over the 
EBMSummariser corpus.  
 Section 8.6 concludes with a summary of the research achievements in this chapter and 
identifies potential areas for further research.  
The work described in this chapter is published in [247]. 
8.2 Data 
The proposed clustering approach is evaluated using two corpora. The first corpus is a standard 
expert-annotated corpus, i.e., the EBMSummariser corpus [157], that has been indirectly clustered 
manually by domain experts, during the process of answering clinical queries. The second corpus, 
comprises a much larger collection of abstracts, which has been generated by retrieving abstracts that 
are the result of submitting 456 clinical queries (from the EBMSummariser corpus) to PubMed’s 
search engine. 
                                                 
27 EBMSummariser corpus can be accessed from the following link: https://sourceforge.net/projects/ebmsummariser/ 
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8.2.1 The EBMSummariser Corpus 
The EBMSummariser corpus provides pre-existing clustering of medical abstracts associated with 
PubMed publications, by grouping all cited abstracts associated with each answer to a clinical query. 
The EBMSummariser corpus provides clustering of Abstracts via the following composition: 
 It comprises 456 clinical Queries plus Answers to each query, provided by medical experts; 
 Each Answer includes one or more References to the relevant source publications and their 
Abstracts; 
 The set of References associated with each Answer are grouped to form a Cluster; 
 Each Reference has a unique ID (PubMedID) that points to published Abstracts in PubMed.  
The queries and answers in the EBMSummariser corpus are collected from the Clinical Inquiries 
column of the Journal of Family Practice28. Figure 8.1 shows a sample record from the 
EBMSummariser corpus in XML format, which contains a sample query with the tag “<question>” 
(i.e., “Which lab tests are best when you suspect hypothyroidism?”) and the answers provided by the 
experts (i.e., the section under the “<answer>” tag). For this query, three different answers are 
provided by the medical experts that are recorded under the “<snip>” tags (the “<sniptext>” tag keeps 
a summary of each answer). Each answer is highlighted using a different colour in Figure 8.1. The 
example in Figure 8.1 shows that: the Answer and Abstracts in “Cluster1” recommend “TSH” test 
for screening hypothyroid disease; the Answer and Abstracts in “Cluster2” recommend “T4” test; the 
Answer and Abstract in “Cluster3” recommend “T3” and “T4” tests. The cited PubMedIDs are linked 
to files that contain the Abstracts, via the “<ref>” tag.  
The principle assumption made here is that all Abstracts cited with each Answer are semantica lly 
related and form a Cluster. For example, there are three Clusters corresponding to the sample record 
in Figure 8.1: Cluster1 contains abstracts 12574044 and 15260011; Cluster2 contains abstracts 
9669977 and 16416346; and Cluster3 contains abstract 10084572. Hence, the EBMSummariser 
corpus provides one method for evaluating the proposed approach, that aims to improve the clustering 
of published abstracts in the EBM domain. The evaluation process involves comparing the clustering 
results from applying the proposed method to the complete set of Abstracts from the EBMSummariser 
corpus, with the Clusters extracted by analysing the Answers to each query. 
This corpus is also the one used in Section 8.4.3 – in which the proposed clustering method is 
compared with the current state of the art approach proposed by Shash & Molla [158]. 
                                                 
28 www.jfponline.com/art icles/ clinical-inquiries.html 
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Figure 8.1. A sample query and its three clusters of answers / abstracts 
8.2.2 The Retrieved PubMed Corpus 
One of the disadvantages of the EBMSummariser corpus is that it is relatively small (~ 1400 
clusters) and many clusters only contain 1-3 abstracts. In order to generate a larger, more realist ic 
corpus, a second corpus was dynamically created by retrieving abstracts from PubMed search results. 
However, because this second dynamically-generated corpus comprises over 200,000 abstracts, 
manual clustering by human annotators is infeasible (too time-consuming and costly). Consequently 
two alternative evaluation strategies are proposed. These strategies (described in Section 8.4.2) aim 
to generate gold standard clusters automatically and semi-automatically, that can be used as the 
benchmark for evaluating the performance of the proposed clustering approach. 
To collect the abstracts in this corpus, a number of queries were submitted to the PubMed search 
engine and the list of abstracts associated with each query (as appeared in the search results) was 
recorded. The maximum number of search results is set to 20,000 (if any) and each list of results is 
sorted based on their relevance to the query using PubMed’s internal relevance criteria29. The XML 
files of the relevant abstracts for each query are retrieved and serialised from the PubMed repository 
                                                 
29 www.nlm.nih.gov/pubs/techbull/so13/ so13_pm_relevance.html 
Cluster 1: 
    12574044 
    15260011 
 
Cluster 2: 
    9669977 
    16416346 
 
Cluster 3: 
    10084572 
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using E-utilities URLs30. In this experiment, PubMed is queried using the 456 medical questions from 
the EBMSummariser corpus (i.e., a total of 456 searches in PubMed), and in total, “212,393” abstracts 
associated with these queries are retrieved and serialised. The number of the returned results by the 
PubMed search engine, and hence the number of retrieved abstracts, varies across submitted queries. 
Figure 8.2 shows the distribution of queries according to the number of search results from each query 
(i.e., from “no result” up to the maximum of 20,000 results). Figure 8.2 shows that for a considerable 
number of queries (i.e., 39% or 178 queries) – either “no results” or “one result” was returned by the 
search engine. In order to be able to apply the document clustering approach to retrieved abstracts for 
each query separately, at least 2 abstracts need to be retrieved (since no partitioning is possible over 
only 1 instance). Hence, the 178 questions that retrieve 0-1 responses, are excluded from this 
experiment and only 278 questions are included. 
 
Figure 8.2. Statistics on the queried questions and their retrieved documents 
On the other hand, clustering a large number of abstracts is a time-consuming and difficult task, 
whose difficulty is exacerbated by the presence of low quality and irrelevant abstracts in the set of 
retrieved abstracts associated with a query. Due to the incompleteness of current search engines [248], 
the probability of irrelevant abstracts increases when the search engine returns a large number of 
results. In order to refine large search results and to provide a better platform for clustering abstracts 
in the EBM domain, a search result filtering strategy is proposed that utilises the metadata for each 
published abstract, available via the XML files retrieved from PubMed. More specifically, the quality 
of each abstract is assessed based on its “Publication Type”, which is an attribute in the XML file of 
                                                 
30 www.ncbi.nlm.nih.gov/books/NBK25497/ 
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each abstract. The “Publication Type” specifies the type of article from which the abstract has been 
extracted e.g., “research article”, “journal article”, “review article”, etc. (note that there are 72 
different publication types according to the PubMed’s Help document31). Within the context of EBM, 
it can be argued that some types of published abstracts provide better quality and more reliable 
evidence than others. For example, those abstracts that document “Randomised Control Trials” or 
“Systematic Reviews” contain more reliable evidence than those that are classified as “Opinion 
Studies” [2].  
In order to understand the usefulness of the “Publication Type” attribute, an analysis of the 
frequency of the “Publication Type” attribute across different corpora in the EBM domain was 
performed. The corpora in this analysis are: EBMSummariser corpus (includes 2,658 abstracts), 
NICTA-PIBOSO corpus (includes 1,000 abstracts), and the new corpus of Retrieved PubMed 
documents (includes 212,393 abstracts). Table 8.1 shows the statistics for the most frequently 
occurring publication types within these three EBM corpora. It can be observed that of the 72 
Publication Types, 7 types occur most frequently across all three corpora: Clinical Trial, Review, 
Randomized Controlled Trial, Comparative Study, Case Reports, Meta-Analysis, Controlled Clinical 
Trial. The other 65 types of publications all occur less than 1% in at least one of the corpora. Using 
this filtering strategy, when a large number of abstracts is returned by the search engine for a given 
query, only those abstracts that have one of the seven publication types listed in Table 8.1, is kept. 
Table 8.1. Statistics over the more common publication types in EBM domain corpora. 
EBMSummariser Corpus NICTA-PIBOSO Corpus Retrieved Corpus 
Clinical Trial: 31% Review: 22% Review: 12% 
Randomized Controlled Trial: 29% Clinical Trial: 12% Comparative Study: 9% 
Review: 23% Comparative Study: 16% Randomized Controlled Trial: 7% 
Comparative Study: 20% Randomized Controlled Trial: 8% Clinical Trial: 6% 
Meta-Analysis: 9% Case Reports: 8% Case Reports: 4% 
Controlled Clinical Trial: 2% Meta-Analysis: 2% Controlled Clinical Trial: 1% 
Case Reports: 1% Controlled Clinical Trial: 1% Meta-Analysis: 1% 
After collecting and filtering the retrieved abstracts, pairwise document-level similarity is 
calculated for all abstracts retrieved from a query and the HC clustering approach is applied to 
determine clusters of related abstracts. However, the main issue with this corpus is that there is no 
manually clustered gold standard or benchmark to enable comparative performance evaluat ion. 
Hence, in order to be able to evaluate the automatically-generated clusters of retrieved abstracts, two 
strategies for generating gold standard clusters are devised in this chapter: Automatic Similarity-
                                                 
31 www.ncbi.nlm.nih.gov/books/NBK3827/ 
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based Mapping and Semi-automatic Pooling-based strategies. These two evaluation strategies and the 
corresponding results are discussed in detailed in Section 8.4.2. 
8.3 Methodology 
This section discusses the proposed approach for clustering published abstracts in order to identify 
semantic linkages between scientific artefacts of different types. Previous approaches to the clustering 
abstracts in the EBM domain range from using document-wide statistics (such as Term Frequency-  
Inverse Document Frequency (TF-IDF) information, see Section 2.2.1) [158] to using optimisat ion 
algorithms [156]. However, this chapter investigates a new approach to document clustering by using 
semantic relationships between published abstracts. The proposed methodology comprises two steps: 
(i) similarity quantification of pairs of abstracts using a new set of document-level similar ity 
measures; (ii) hierarchical clustering of the abstracts using the pairwise similarities calculated in step 
(i). This is the first application of the combination of document-level similarity quantificat ion 
measures and a hierarchical clustering for pinpointing clusters of related abstracts in the EBM 
domain. Section 8.3.1 discusses the proposed document-level similarity measures. Section 8.3.2 
describes how the similarity measures, described in Section 8.3.1, are combined to estimate the 
overall similarity of pairs of abstracts. Finally, Section 8.3.3 provides a detailed description of the 
hierarchical clustering approach. 
8.3.1 Quantifying Similarity of Abstracts 
A number of document-level similarity measures are selected in this chapter to quantify the 
similarity of pairs of abstracts. Since the proposed similarity measures each consider different 
attributes of two abstracts, by combining them, it is possible to achieve a more comprehensive and 
accurate view of the overall similarity of a pair of abstracts. The following subsections detail these 
similarity measures. Note that all the similarity measures have a normalised value between zero 
(lowest similarity) and one (highest similarity). 
8.3.1.1 Word-level Similarity 
This measure calculates the number of overlapping words in two abstracts which is then 
normalised by the size of the longer abstract (in terms of the number of words). This measure 
considers the words in their actual forms as they appear in the abstracts (i.e., without lemmatising or 
stemming). The calculation of Word-level Similarity (WS) measure is denoted in (Eq. 8-1). 
 
𝑊𝑆(𝐴1, 𝐴2) =
∑ {
1    𝑖𝑓 𝑤𝑖  𝑖𝑠 𝑖𝑛 𝐵𝑎𝑔𝐴2
0        𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒𝑤𝑖∈𝐵𝑎𝑔𝐴1
𝐿
 
(Eq. 8-1) 
In (Eq. 8-1), A1 and A2 refer to the two abstracts being compared, 𝐵𝑎𝑔𝐴1 and 𝐵𝑎𝑔𝐴2 are their bags 
of words, respectively, and L is the size of the longest abstract in the pair (in terms of number of 
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words). Note that a bag of words can record multiple occurrences of a single word if that word appears 
more than once in an abstract (i.e., contrary to the notion of a “set” that can only contain unique 
instances). 
8.3.1.2 Word’s Lemma Similarity 
The value of the “Word’s Lemma Similarity” measure is computed using the same method as 
above, however, instead of using the original form of words as they appear in the abstracts, it uses 
the lemma of words extracted from a pair of abstracts (as previously described in Chapter 6, lemma 
is the canonical form of a word). For example, two words criteria and corpora are transformed into 
their lemmas (i.e., criterion and corpus, respectively) before comparing them. Note that the lemma 
of a given word is obtained using WordNet [213]. The calculation of this measure follows the same 
process as in (Eq. 8-1), however, bags of lemmas, for the two abstracts are compared, instead of bags 
of words.  
8.3.1.3 Set Intersection of Lemmas of Effective Words 
As explained in Section 6.3.1, the effective words of a sentence are the words that play a major 
role (nouns and verbs but not determiners and adjectives). A set of lemmas of effective words of an 
abstract comprises all lemmas of the effective words (or effective lemmas) of its constituent sentences 
[239]. This measure compares the sets of effective lemmas of the two abstracts being compared, in 
order to find the number of overlapping words in the two sets (or the intersection of two sets). The 
final value for this measure is the size of the intersection set which is normalised by the size of the 
smaller Abstract. Consider 𝑆𝑒𝑡𝐴1  and 𝑆𝑒𝑡𝐴2  to be the sets of the lemmatised effective words in 
abstracts A1 and A2, respectively, their similarity based on “Set Intersection of Lemmas of Effect ive 
Words” measure (or 𝑆𝐼𝐿𝐸𝑊(𝐴1,𝐴2 )) is calculated as in (Eq. 8-2): 
 
𝑆𝐼𝐿𝐸𝑊(𝐴1,𝐴2) =
|𝑆𝑒𝑡𝐴1 ∩ 𝑆𝑒𝑡𝐴2 |
𝑆
 (Eq. 8-2) 
In (Eq. 8-2), |𝑆𝑒𝑡𝐴1 ∩ 𝑆𝑒𝑡𝐴2 | is the size of the intersection set of two sets and S is the size of the 
smaller abstract. 
8.3.1.4 Sequence of Words Overlap 
This measure takes a sequential perspective in quantifying the similarity of two abstracts. It firstly 
generates sequences of words from an abstract using sliding windows of different sizes; from a 
window of two words increasing to the size of the longest sentence in a pair of abstracts (i.e., to the 
size of the longest meaningful sequence of words in the pair). Afterwards, the generated sequences 
are extracted from two abstracts, they are compared and the total number of equal sequences of words 
is calculated. In addition, the size of the longest shared sequence is also retained as another similar ity 
measure. Hence, this results in two similarity measures; (i) the total number of shared sequences of 
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different sizes (or Shared Sequence Frequency), and (ii) the size of the longest shared sequence (or 
Longest Shared Sequence). The Shared Sequence Frequency (SSF) for two given abstracts (i.e., A1 
and A2) is calculated as follows: 
 
𝑆𝑆𝐹(𝐴1, 𝐴2) =
∑
∑ {
1    𝑖𝑓 𝑆𝑙 ∈  𝐴2
0   𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒𝑆𝑙 ∈𝐴1
𝑁
𝑀
𝑙=2
𝑀
 
(Eq. 8-3) 
In (Eq. 8-3), M is the size of the longest sentence in both abstracts and N is the number of availab le 
sequences with size l (i.e., 𝑆𝑙 in (Eq. 8-3)). Furthermore, the sequence-based measures can have 
several forms e.g., by considering effective words in abstracts only or by considering part of speech 
(POS) tags of the constituent words of abstracts only (instead of using all words in abstracts as 
described above).  
8.3.1.5 POS Tags Sequence Alignment 
For this similarity measure, the POS tags of all words in an abstract are represented in the form of 
a sequence (or a string vector). The Needleman-Wunsch algorithm [219] is then employed for 
aligning two sequences of POS tags from a pair of abstracts to find their similarity ratio. As previous ly 
described in Chapter 6.3.4.4, the Needleman-Wunsch algorithm is designed to find the best alignment 
between two sequences [219]. This algorithm can quantify the similarity between two sequences of 
POS tags by identifying matches/mismatches in their constituent elements. 
8.3.1.6 Jaccard Similarity 
By considering an abstract as a set of words, this measure calculates the Jaccard similar ity 
coefficient of a pair of abstracts. The Jaccard similarity of two sets is equal to the size of their 
intersection set over the size of their union set (the Jaccard coefficient is previously denoted in (Eq. 
6-3) in Section 6.3.2.4). In addition to the Jaccard similarity of the simple set of words for two 
abstracts, an extended measure also calculates the Jaccard similarity of sets of effective lemmas of 
abstract pairs. The former similarity measure shows a very precise matching of the occurrences of 
words in their original forms as they appear in the abstracts (singular / plural, noun / adjective / adverb, 
etc.), while the latter measure considers their more generic canonical forms. 
8.3.1.7 Abstract Lengths 
This measure compares two abstracts from a word-level perspective. The relative length of two 
abstracts in terms of their words (i.e., the length of smaller abstract / the length of the longer abstract) 
provides a simple measure of similarity. Although this can be considered as a naive attribute of a pair 
of abstracts, it has been observed that such a measure can be useful when combined with other more 
powerful measures (e.g., similar to the positive impact of combining ratio of length of sentences with 
other sentence-level similarity measures in Chapter 6). 
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8.3.1.8 Cosine Similarity of Effective Lemmas 
In order to calculate the Cosine similarity of the effective lemmas of a pair of abstracts, a numerica l 
vector is generated, using the string vector of the sequence of effective lemmas. The dimension of 
this numerical vector is equal to the number of all unique effective lemmas from both abstracts. The 
value in each element of this vector records the frequency of occurrences of the lemma in each 
abstract. For example, given the two sample sequences [A, B, A, C, B] and [C, A, D, B, A] the 
numerical vectors of the frequencies of the unique terms A, B, C and D for two given sequences are 
[2, 2, 1, 0] and [2, 1, 1, 1], respectively. (Eq. 8-4) denotes the calculation of the Cosine similarity for 
two given abstracts A1 and A2. 
 
𝐶𝑜𝑠𝑖𝑛𝑒(𝐴1,𝐴2 ) =
𝑉1 . 𝑉2
‖𝑉1‖‖𝑉2 ‖
 (Eq. 8-4) 
Where V1 and V2 are the numerical representation vectors of the lemmas of the effective words for 
two abstracts, and 𝑉1 . 𝑉2  denotes the dot product of two vectors which is then divided by the product 
of their norms (i.e. ‖𝑉1 ‖‖𝑉2 ‖). 
8.3.1.9 Skipped Bigram Similarities 
Similar to the notion of the skipped bigrams of sentences (described in Section 6.3.2.7) [211], the 
sets of the skipped bigrams of two abstracts can be used as a basis for another similarity comparison. 
This measure creates the set of skipped bigrams of the effective words for an abstract and then 
calculates the intersection of the two sets corresponding to a pair of abstracts. Similar to other set-
based similarity measures, this measure is normalised by the size of the smallest set of skipped 
bigrams in the pair.  
The next subsection describes the methodology for combining the above-mentioned similar ity 
measures for reaching an overall quantification of the similarity of two abstracts. 
8.3.2 Combining Similarities 
In order to assign an overall degree of similarity to any two given abstracts using the proposed 
individual document-level similarity measures described above, the (non-weighted) average of all of 
these measures is calculated and is considered as the final similarity score for a pair of abstracts. Since 
the measures above compare two abstracts from different perspectives, it is expected that their 
combination, results in a more comprehensive and accurate quantification of their similarity. In 
addition, averaging of the different individual similarity measures has been demonstrated to provide 
a good estimate of the overall similarity of sentences when compared to human assessments, both in 
general English and Biomedical domains/corpuses (see the results of the linear interpolation-based 
approach in Chapter 7). The next subsection outlines the clustering approach that utilises the 
calculated similarities of pairs of abstracts in order to create clusters of related abstracts. 
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8.3.3 Hierarchical Clustering Approach 
This chapter approaches the task of clustering published abstracts by using their pairwise degree 
of similarities and grouping those abstracts that are similar to each other (according to their calculated 
similarities). One effective methodology for this task is to employ Hierarchical Clustering algorithms 
[43]. A Hierarchical Clustering (HC) algorithm uses the matrix of pairwise distances of a given 
collection of instances in order to perform a recursive process of clustering. The HC algorithm then 
constructs clusters of given instances by recursively partitioning them according to their distances 
[53]. It can be argued that, the calculated pairwise similarities of abstracts in this chapter can also be 
represented as a distance measure (i.e., the quantity value of the distance of two given abstracts can 
be calculated as 1 minus their calculated similarity value – note that calculated similarity values are 
between 0 and 1).  
In order to compare the performance of the proposed Hierarchical Clustering approach with an 
appropriate baseline approach, the K-Means clustering (KM) approach is applied in this experiment 
(KM has also been used as a baseline approach in the related state of the art approaches, i.e., Shash 
& Molla [158] and Ekbal et al. [156]). The KM clustering algorithm partitions N instances into K 
clusters in which each instance belongs to the cluster with the nearest mean [155]. In order to create 
appropriate input for the KM clustering approach, the abstracts are represented by generating 
corresponding numerical vectors of their TF-IDFs. Note that, as opposed to HC algorithm, KM 
algorithm cannot be used over the similarity-based representations of the abstracts. This is due to the 
fact that an appropriate input for KM clustering is a collection of individual (numerica l) 
representations associated with the given abstracts (e.g., a collection of TF-IDF representations of 
abstracts), while a numerical representation of the proposed similarity measures is the output of the 
pairwise comparisons of two abstracts (i.e. it is not associated with a single instance only).  
From an implementation perspective, this chapter employs the HC and KM implementat ions 
available via the R package [249]. 
8.4 Experimental Results 
The experiments in this section aim to investigate the applicability of the proposed clustering 
approach to finding related abstracts. Section 8.4.1 firstly provides an overview of the evaluat ion 
metric (the Rand Index) that is used to measure the performance of different clustering approaches. 
Section 8.4.2 presents the results of the using the HC approach with the combined similar ity 
measures, compared against the baseline KM clustering approach using two evaluation strategies: 
 An “Automatic Similarity-based Mapping” Strategy for generating (near) gold standard 
clusters over the corpus of retrieved abstracts from PubMed. 
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 A “Semi-automatic Pooling-based Scenario” for generating gold standard clusters also over 
the corpus of retrieved abstracts from PubMed. 
Section 8.4.3 compares the results of the HC + similarity measures approach, with the best current 
method (by Shash & Molla [158]) over the EBMSummariser Corpus. 
8.4.1 Evaluation Metric 
The Rand Index (RI) is a standard metric for comparing clusterings and is used in this chapter, to 
report the performance of the proposed clustering approach [43]. Rand Index assesses each pair of 
documents in the predicted clusters, in order to decide if they are correctly clustered according to the 
gold standard, or not. Assessing a given pair can result in one of the following decisions (note that, 
two documents are “related” if they are in the same cluster according to the gold standard, and they 
are “unrelated” if they are not in the same cluster, according to the gold standard):  
(i) a true positive (TP) occurs when two related documents are assigned to the same cluster; 
(ii) a true negative (TN) occurs when two unrelated documents are assigned to different clusters;  
(iii) a false positive (FP) occurs when two unrelated documents are assigned to the same cluster;  
(iv) a false negative (FN) occurs when two related documents are assigned to different clusters.  
After calculating the number of TPs, TNs, FPs, and FNs for all pairs of documents in the data, the 
Rand Index measure is calculated as denoted in (Eq. 8-5). 
 
𝑅𝐼 =
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 (Eq. 8-5) 
8.4.2 Evaluation Scenarios and Results 
This section presents and compares the results of the HC approach using the proposed similar ity 
measures and the baseline KM clustering approach based on two evaluation strategies, over the corpus 
of retrieved abstracts from PubMed. 
8.4.2.1 Automatic Similarity-based Mapping Strategy 
The automatic similarity-based mapping strategy aims to generate reliable (near) gold standard 
clusters for each collection of retrieved abstracts associated with a question, using the corresponding 
clustering information for the same question in the EBMSummariser corpus. Figure 8.3 shows the 
overall process for this evaluation strategy.  
As mentioned in Section 8.2, there are a number of clusters of abstracts associated with each 
question in the EBMSummariser corpus. For example, Phase 1 (LHS) in Figure 8.3 shows that there 
are three clusters of abstracts (i.e., clusters A, B, and C) for the example question: “Which lab tests 
are best when you suspect hypothyroidism?”. Note that these clusters are generated by medical 
experts when answering questions in the corpus. In addition, Phase 2 (RHS) in Figure 8.3, shows that 
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by submitting the same query to the PubMed search engine, a set of associated abstracts can be 
retrieved (the list of PubMedIDs of these abstracts is shown in Phase 2).  
This strategy tries to find the relationships between each of these retrieved abstracts from Phase 2 
to the abstracts in each existing cluster (from Phase 1) in the EBMSummariser corpus in order to 
partition the retrieved abstracts according to these relationships. Hence, for a given retrieved abstract, 
(e.g., abstract with PubMedID “3368764” as illustrated in Figure 8.3), the average of its pairwise 
similarities to all abstracts in each of A, B, and C clusters is calculated in Phase 3 in Figure 8.3 (the 
average similarities are calculated using the document-level similarities presented in this chapter). 
Because Abstract “3368764” has greater average similarity to the abstracts in cluster B (i.e., 0.7) than 
the other two clusters (0.3 and 0.1), then Abstract “3368764” is assigned to a corresponding new 
cluster in Phase 4 (i.e., cluster B′). This process is repeated for all the retrieved abstracts until they 
are all assigned to one of the clusters, A′, B′, and, C′ clusters (the retrieved abstracts in this strategy 
are assigned to the same number of clusters as exists in the EBMSummariser corpus). Finally, the 
resulting clusters of the retrieved abstracts using this strategy (output from Phase 4) is considered as 
the (near) gold standard that can be used to assess the output of the HC and the KM clustering 
approaches over the set of retrieved abstracts. The rationale behind this strategy is that, by finding the 
highest average similarity between a retrieved abstract and those related abstracts in a cluster created  
by human experts, it is possible to expand or to map the same methods, which the experts used to 
cluster abstracts in the EBMSummariser corpus, to the new retrieved abstracts. 
 
Figure 8.3. Generating gold standard clusters using “Automatic Similarity-based Mapping” 
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One issue regarding using this strategy is that it can generate a smaller number of clusters than the 
original number of clusters in the EBMSummariser corpus. For example, in Figure 8.3, for some 
questions, the retrieved abstracts are only assigned to two clusters A′ and B′, because they have higher 
average similarity to the abstracts in these clusters (i.e., low similarity to C, an empty cluster C′). In 
this situation, it can be argued that this strategy fails to extend the same method used to cluster the 
EBMSummariser corpus to the clustering of the retrieved abstracts. Hence, those questions that do 
not map retrieved abstracts to all clusters, are removed from the experiment in order to avoid possible 
bias due to cluster incompleteness. This resulted in having 129 valid questions (out of 278 questions 
which retrieved two or more abstracts – as mentioned in Section 8.2.2) in the final experiments using 
this evaluation strategy. 
Table 8.2 shows the Rand Indices generated by comparing three approaches with the gold standard 
generated using “Automatic Similarity-based Mapping”: KM clustering using TF-IDF; HC clustering 
using TF-IDF; HC clustering using the combined similarity metrics.  HC clustering using TF-IDF is 
also tested in order to reach better understanding of the impacts of the similarity measures in 
clustering the abstracts. It can be observed from Table 8.2 that the HC approach using the proposed 
similarity measures achieved the best Rand Index.  
Table 8.2. Clustering of retrieved PubMed abstracts from 129 questions using Automatic Similarity-based 
Mapping 
Method Rand Index 
KM + TF-IDF 0.5481 
HC + TFIDF 0.5463 
HC + Similarity Measures 0.5912 
 
8.4.2.2 Semi-automatic Pooling-based Strategy 
The second evaluation strategy generates gold standard clustering for the retrieved abstracts by 
adapting the Pooling evaluation method, a commonly used method for the evaluation of Information 
Retrieval systems [43]. According to the Pooling strategy, to evaluate a search engine that retrieves 
thousands of  (Web) documents, a subset of the most representative documents (in the search results) 
is selected and the degree of the relevancy of the search results to the query is assessed, using only 
this subset of documents. Similarly, the “Semi-automatic Pooling-based Scenario” selects a subset of 
the top k representative abstracts from the retrieved abstracts for each question, and then only this 
reduced pool of selected abstracts is clustered manually in order to create the gold standard clustering 
for evaluation. Figure 8.4 shows the detailed steps used to generate gold standard clusters via the 
“Semi-automatic Pooling-based Strategy”.  
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Phase 1 in Figure 8.4 shows the submitted query and the list of PubMedIDs of the retrieved 
abstracts from PubMed that are the results of the query. In Phase 2, the HC approach is applied to 
create initial clusters of the retrieved abstracts (i.e., pairwise similarity between abstracts is calculated 
and used as the input for the HC approach). In order to be able to assess the performance of this 
clustering approach, the representative abstracts from each cluster are selected in Phase 3. An abstract 
is considered to be the first most representative instance of its cluster if it has the highest average 
similarity to all other abstracts in that cluster. Similarly, the second most representative abstract is the 
one with the second highest average similarity, and so on. The top k representative abstracts, which 
are selected from each cluster in phase 3, form a new pool of abstracts (the value of k in this 
experiment is set to two – i.e., two abstracts per cluster are selected). In Phase 4, two annotators 
manually cluster the resulting pool/collection of selected representative abstracts (to any number of 
clusters based on their own judgment). Finally, this new pool of selected abstracts and their manually 
generated clusters, is used to evaluate the proposed clustering approach. Both KM and HC clustering 
are applied to this subset of the selected abstracts and their predicted clusters are compared against 
the manually generated clusters. As an initial investigation of the applicability of this strategy, and 
due to time-consuming task of manual clustering, 10 queries and a total of 62 selected abstracts were 
manually clustered by two annotators in this experiment. 
 
Figure 8.4. Generating gold standard clusters using “Semi-automatic Pooling-based” strategy 
Table 8.3 shows the results (Rand Indices) that compare three clustering approaches (KM + TF-
IDF; HC + TF-IDF; HC + Similarity Measures) with the manually generated clusters. Generating a 
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combined view of the manually generated clusters for the given pool of abstracts was not possible 
because each annotator produced different numbers of clusters for the given abstracts. Hence, the 
clustering approaches were evaluated against the clusters generated by each annotator separately and 
then the average of their achieved results are reported in the last column of Table 8.3.  
It can be observed that, compared to the clusters identified by Annotator1, the “KM + TF-IDF” 
approach achieved the best Rand Index (i.e., 0.4038). However, when compared to the clusters 
defined by Annotator2, the “HC + Similarity Measures” approach achieved the highest Rand Index 
(i.e., 0.3926). Overall, averaging the results of two annotators, shows that “HC + Similarity 
Measures” achieves the best Rand Index (i.e., 0.3875).  
Table 8.3. Clustering results over retrieved PubMed abstracts using Semi-automatic Pooling-based 
evaluation scenario (Rand Index) 
Method Annotator 1 clusters Annotator 2 clusters Average 
KM + TF-IDF 0.4038 0.3095 0.3566 
HC + TFIDF 0.2877 0.2898 0.2887 
HC + Similarity Measures 0.3825 0.3926 0.3875 
8.4.3 Comparison against the State of the Art – using the EBMSummariser Corpus 
Among the existing approaches for clustering documents (previously outlined in Chapter 2), there 
are two approaches that have also focussed on improved methods for clustering published abstracts 
in the EBM domain (i.e., Ekbal et al. [156] and Shash & Molla [158]). Ekbal et al. clustered the 
abstracts using a multi-objective optimisation approach and Shash & Molla proposed a K-Means 
clustering approach that employs the TF-IDF information of the abstracts. A comparison of these two 
previous approaches, indicates that Shash & Molla achieved better results, and hence, this approach 
is selected as representative of the current “state of the art”. Their KM clustering approach uses the 
published abstracts in their XML format, which are provided by PubMed repository (i.e., in addition 
to the main textual contents of abstracts, all XML tags and all metadata provided in the XML files of 
the abstracts are also employed in their approach). They also perform a pre-processing step, prior to 
calculate TF-IDFs of the abstracts, by removing all punctuation and numerical characters from the 
XML documents. The calculated TF-IDFs are then input to the KM clustering to create the clusters 
of related abstracts. Due to the fact that the results in Shash & Molla is reported using weighted mean 
cluster Entropy, which is a measure of uncertainty (the lower the entropy, the better the clustering 
approach) [43], the implementation of their KM clustering approach is replicated in this chapter in 
order to be able to compare their results with the achieved results by the HC clustering approach using 
the proposed similarity measures approach according to both Rand Index and Entropy metrics. This 
replication is developed with the direct supervision of the second author of [158] (Molla). The 
evaluation is performed using the expert-generated clusters of abstracts in the EBMSummariser 
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corpus (i.e., the entire 456 questions and their associated clusters of abstracts in the 
EBMSummariser). 
Table 8.4 shows the results of the HC approach using the proposed similarity measures and the 
results of the approach described in Shash & Molla [158]. It can be observed that the proposed HC + 
Similarity Measures approach outperforms the Shash & Molla approach by approx. 0.09 Rand Index 
points (i.e., 0.4570 cf. 0.3669). In addition, the calculated Entropy (uncertainty) is lower for the 
proposed approach than the Shash & Molla approach (i.e., 0.3548 cf. 0.3959) also demonstrates the 
better performance of HC + Similarity Measures. 
Table 8.4. Clustering results over the entire EBMSummariser corpus. 
Method Rand Index Entropy 
Shash & Molla Approach [158] 0.3669 0.3959 
HC + Similarity Measures  0.4570 0.3548 
8.5 Evaluation and Discussion 
The evaluation of clustering approaches is a challenging task, which is exacerbated because of the 
large volumes of data that we are dealing with e.g.,  Web document clustering [161]. As a result, two 
novel evaluation strategies were designed, Automatic Similarity-based Mapping scenario and Semi-
automatic Pooling-based scenario, which minimise the dependency on manual annotation to provide 
a gold standard, by: (i) employing already annotated data (i.e., in the Similarity-based scenario) and 
(ii) by employing a selective approach that only requires manual annotation of a sub-set the data (i.e., 
the Pooling-based scenario). 
The results from evaluating different clustering approaches using the two evaluation strategies 
(i.e., the reported results in Table 8.2 and Table 8.3) cannot be compared to each other because they 
employ different questions and different collections of abstracts. However, it can be observed that in 
both evaluation strategies, the HC approach using the proposed similarity measures outperforms the 
other two clustering approaches (i.e. HC using TF-IDF and KM clustering using TF-IDF). In addition, 
it can be observed that the similarity measures had more positive impact on the HC algorithm than 
the TF-IDF information (i.e., 0.5912 for “HC + Similarity Measures” cf. 0.5463 for “HC + TFIDF” 
in Table 8.2 and 0.3875 for “HC + Similarity Measures” cf. 0.2887 for “HC + TFIDF” in the 
“Average” column of Table 8.3).  
Finally the performance of the Hierarchical Clustering + Similarity Measures approach is 
evaluated by comparing its clustering results with a state of the art approach [158] using the 
EBMSummariser corpus. Table 8.4 shows that the HC + Similarity Measures approach outperforms 
Shash & Molla’s approach in terms of Rand Index and also achieves a lower Entropy (uncertainty). 
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8.6 Conclusion 
This chapter presents a novel approach that aims to improve clustering of abstracts in the EBM 
domain. The novel approach comprises Hierarchical Clustering (HC) based on the average of a set of 
document-level similarity metrics. The results show that this HC + Similarity Measures approach 
provides much better clustering than the baseline K-Means approach with Term Frequency- Inverse 
Document Frequency (TF-IDF). Three different clustering approaches (HC + Similarity Measures, 
HC + TF-IDF & KM + TF-IDF) are evaluated by applying them to two corpuses of the abstracts 
retrieved from PubMed, that are generated by two different evaluation strategies. Using the Automatic 
Similarity-based Evaluation strategy, the HC + Similarity Measures approach achieves a higher Rand 
Index than either KM + TF-IDF or HC + TF-IDF (Table 8.2). Using the Semi-automatic Pooling-
based Evaluation strategy, the HC + Similarity Measures approach again achieves a higher average 
Rand Index than either KM+TF-IDF or HC+TF-IDF (Table 8.3). In addition, comparing the proposed 
HC + Similarity Measures approach with the state of the art approach (i.e., Shash & Molla [158]) 
using the EBMSummariser corpus, also shows an improvement of 0.09 Rand Index points (i.e., 
0.4570 cf. 0.3669).  
These experiments demonstrate that using semantic similarity metrics can achieve better clusters 
of related published abstracts from the EBM domain, and hence, can provide an optimum approach 
to Step 1 in the Linking task (see Section 8.1) - that aims to identify relationships between scientific 
artefacts of different types. The next step, Step 2, involves recognising fine-grained semantic 
similarities (i.e., concept-level similarities) between the scientific artefacts of different types - within 
and across Abstracts in each cluster. Future work will focus on Step 2 – detecting pairs of scientific 
artefacts of different type (PIBOS), that belong to the same Abstract cluster, and have high concept-
level similarity. 
Other potential fertile areas for further research include: 
 tracking the effects and contribution of each of the proposed similarity measures on 
formulating the abstract similarities, and hence, on their clustering 
 employing domain-specific concepts in similarity measures calculation as well as using 
tailored NLP tools in biomedical domain, such as BioLemmatizer [250].  
To summarise, this chapter investigates applying a clustering-based approach to the first step, of a 
two step approach designed to address the linking problem. The linking problem is the fifth objective 
of this thesis, “To devise a novel approach to consolidate and link scientific artefacts and provide 
semantically connected information”. It is anticipated that the resulting clusters of published abstracts 
will lead to faster, more accurate identification of semantic relationships among scientific artefacts 
of different types. However, further investigation is required to evaluate the applicability of such 
clustering approaches, coupled with concept-level similarity quantification methods (i.e., the second 
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step in the two-step process in Section 8.1),  to the linking of scientific artefacts across types. 
Applying concept-level semantic similarity quantification to the clustered abstracts is a promising 
area for future research and is included in the Future Work section of Chapter 9. 
The next chapter, Chapter 9, concludes the thesis by summarising the research presented in 
Chapters 1 to 8, assessing the extent to which this thesis has met its original objectives and suggest ing 
possible directions for the future research.  
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 Chapter 9: Contributions, Future Directions and 
Conclusions 
 
9.1 Introduction 
The research presented in this thesis was motivated by the lack of knowledge bases of scientific 
artefacts to support the effective collation of evidence extracted from clinical research publications. 
It focuses on extracting knowledge (in the form of scientific artefacts) from the Abstracts of published 
literature in the biomedical domain, in order to provide health professionals and researchers with the 
evidence required to support evidence-based decision making or creation of systematic reviews. This 
thesis proposes a novel framework for developing knowledge bases of scientific artefacts in the 
biomedical domain, more specifically, in the EBM domain. The resulting framework encompasses 
the lifecycle of scientific artefacts, from modelling them in their incipient stage in the form of 
sentences inside publications, to automatically identifying and extracting them, and finally to 
consolidating and linking them based on their semantic similarities. This chapter concludes the thesis 
by re-examining the research questions and objectives outlined in Chapter 1 and discusses the 
contributions made by this research and the extent to which it answers the original questions and 
meets the objectives.  
The remainder of this chapter is structured as follows: 
 Section 9.2 describes the envisaged knowledge base and an example scenario that is made 
possible, through the outcomes of the research described in Chapters 3-8.  
 Section 9.3 revisits the original research questions and objectives in Section 1.4 and 
discusses the extent to which these have been resolved. 
 Section 9.4 outlines the unresolved issues and challenges that arose during the different 
phases of the framework and identifies potential future research areas.  
 Section 9.5 concludes the thesis with a summary of the major contributions.  
9.2 The Envisaged Knowledge Base 
This section briefly discusses the envisaged knowledge base that is possible, given the scientific 
artefacts and semantic relationships, extracted using the technologies described in Chapters 3-8. As 
discussed in Chapter 3, a new ontology of scientific artefacts is proposed that is applied in conjunction 
with a semiotical model in order to formulate the attributes of scientific artefacts, their relationships, 
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and their provenance. Following the implementation methodology that is presented in Section 3.3.2, 
the captured consolidation and linking relationships can be recorded using OWL ontology language 
(as showed in Figure 3.5).  
In addition, Figure 9.1 shows the overall process of the proposed framework that leads to the 
development of the envisaged knowledge base of scientific artefacts and its application. The extracted 
scientific artefacts and their consolidation and linking relationships are represented in OWL/RDF and 
stored in the knowledge base (i.e., an RDF Triple Store e.g., AllegroGraph32 or StarDog33 with a 
SPARQL query interface. 
 
Figure 9.1. An Overview of the proposed framework and the envisaged knowledge base  
It is envisaged that the knowledge base will be extremely valuable for replacing scenarios in which 
health professionals or researchers seek information, such as the one described below:  
Scenario: A health professional submits a query related to a medical case to PubMed and retrieves 
a number of published abstracts that match the query. Before reading the retrieved publications in 
their entirety, he/she reviews the main research aspects (or the scientific artefacts) in these abstracts 
in order to decide which publications are most likely to contain evidence and should be read, in order 
to make an informed decision about the case. 
                                                 
32 http://franz.com/agraph/allegrograph/ 
33 http://stardog.com/ 
Consolidated and Linked 
Scientific Artefacts
Relationships 
in OWL
PubMed
Knowledge Base of 
Scientific ArtefactsEvidence Summary 
Request
Query Interface
Retrieved Abstracts 
Associated with a query
Extracted Scientific 
Artefacts within Abstracts
Query
New Query
Related 
Knowledge
Legacy Query
(SPARQL)
178 
 
In the example in Chapter 1, a physiotherapist searches the literature (e.g., the PubMed repository) 
with the following query: “pregnant AND acupuncture AND pelvic pain AND back pain” (note that 
it is assumed that the physiotherapist was not satisfied by the related systematic reviews or no relevant 
systematic review was suggested by the specialised search engines such as Cochrane’s). Her aim is 
to find relevant evidence that supports/rejects prescribing an alternative treatment (i.e., acupuncture) 
for pregnant patients experiencing pelvic and back pain. Normally, the physiotherapist has to read a 
considerable number of abstracts in order to locate different scientific artefacts (e.g., based on the 
PIBOSO scheme) within the abstracts and to determine their relevance to the query.  
However, using the knowledge base in Figure 9.1, the physiotherapist is able to directly retrieve 
all scientific artefacts extracted from abstracts in PubMed that match the query. Furthermore, the 
scientific artefacts have been labelled according to the PIBOSO scheme. So physiotherapist can, for 
example, query all the Interventions from the related abstracts. Such queries are represented in 
SPARQL34 format and submitted to the underlying RDF Triple Store. For example, the above-
mentioned request for accessing all Interventions would be represented in the following SPARQL 
query: 
SELECT   ? scientificArtefact   WHERE { 
    ?scientificArtefact   rdf:type  Intervention } 
ORDER BY   ? scientificArtefact    
For the above-mentioned medical query, the PubMed search engine returned 14 abstracts and 
PubMed Clinical Queries returned 11 abstracts. The system can then support the clinician’s request 
for the Interventions within these abstracts. Table 9.1 shows a number of such retrieved Interventions. 
Each scientific artefact ID in this table comprises the PubMed abstract ID and the corresponding 
sentence number that contains the identified Intervention. 
Table 9.1. Sample Interventions and Relationships extracted from retrieved abstracts 
Scientific Artefact ID  Intervention Relationship 
27965887_7 Interventions were standard care (SC): a self-
management booklet with physiotherapy if needed. 
isConsolidatedWith 
27133814_10 
20102541_4 Two groups of women received acupuncture treatment 
from gestational week 20 (group 1) or week 26 (group 2) 
respectively, for a period of 6 weeks divided into eight 
sessions of 30 minutes each. 
isRelatedTo 14995919_9 
27133814_10 SC: a self-management booklet and onward referral for 
one-to-one physiotherapy (two to four sessions) for those 
who needed it.  
isConsolidatedWith 
27965887_7 
                                                 
34 SPARQL is a query language for querying data stored in RDF format: https://www.w3.org/TR/rdf-sparql-query/ 
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Although providing the extracted scientific artefacts can help clinicians to more quickly acquire 
an overview of the retrieved publications, some of the retrieved scientific artefacts are irrelevant or 
less relevant to the query. Hence, providing the semantic relationships between the extracted scientific 
artefacts facilitates the retrieval of more relevant evidence. Since these conceptual relationships are 
also recorded in the knowledge base (i.e., in the form of consolidation and linking relationships), the 
physiotherapist can also request all similar Interventions to the one that he/she is most interested in 
(e.g., all similar Interventions to the one with ID “27965887_7” in Table 9.1). The SPARQL 
representation of this request is shown below. 
SELECT   ? scientificArtefact   WHERE { 
    ?scientificArtefact   rdf:type Intervention  
    ?scientificArtefact   skos:semanticRelation:isConsolidatedWith: 27965887_7 } 
ORDER BY   ? scientificArtefact    
The query above results in a list of scientific artefacts that are semantically similar to the requested 
one. For example, the Intervention in Table 9.1 that is highly similar to “27965887_7” is 
27133814_10. Further refinement of the result set is also possible by requesting scientific artefacts 
that have linking relations to a given artefact (e.g., the Intervention 20102541_4 is linked to the 
Outcome 14995919_9 in Table 9.1). This simple example is a demonstration of how such knowledge 
bases can be exploited in the EBM domain to support evidence-based decision making. 
Moreover, it is anticipated that the Knowledge Base (KB) will expand, improve and evolve over 
time. Firstly, as newly published publications and abstracts are added to PubMed, their scientific 
artefacts will automatically be extracted, retrieved and compared with the existing scientific artefacts 
in the KB. Based on their type and semantic similarity, they may be consolidated or linked. This 
process will improve the reliability of existing scientific artefacts, incorporate new scientific artefacts 
and incorporate new relationships between scientific artefacts. Secondly, as new queries are 
submitted to the KB, they are compared with a set of legacy queries. If a query hasn’t previously been 
submitted, it is submitted to PubMed, and a new set of abstracts is retrieved and clustered. The 
scientific artefacts are identified, extracted, represented in OWL and stored in the KB. Semantica lly 
similar scientific artefacts are consolidated and linked with existing artefacts in the KB. Through this 
process, the framework provides a mechanism for extracting and summarizing the knowledge in a 
large corpus of abstracts, so it can be re-used by communities of clinicians undertaking evidence-
based medicine. 
9.3 Original Research Questions and Objectives 
Chapter 1 (Section 1.4) presented a set of research questions and five objectives that this thesis 
aims to fulfil within different phases of the proposed framework. This section revisits the origina l 
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research questions and objectives to determine the extent to which they have been answered or 
achieved. 
9.3.1 Research Questions Revisited 
In Chapter 1 (Section 1.4), this thesis presented a set of research questions which it aimed to 
answer. Below, each of these questions is re-assessed based on the achievements of the thesis. 
• How can the key scientific statements in the EBM domain be modelled in a balanced 
granularity? (i.e., one that enables more accurate extraction techniques , while at the  
same time enabling seamless consolidation and linking) 
Chapter 3 provided a comprehensive, comparative, analysis of a range of possible models for 
modelling scientific artefacts in the EBM domain, according to their different scopes and 
granularities. This analysis demonstrated that the currently available PIBOSO model [26] most 
closely meets the requirements of the proposed framework in this thesis because: (i) it is well-
designed and based on the information needs of evidence-based practice; (ii) it covers a variety of 
scientific artefact types; (iii) its type definitions of scientific artefacts are not ambiguous; (iv) it 
provides balanced granularity; (v) a proper annotated dataset is provided using this model. Hence, 
this thesis adopted the PIBOSO model in order to address this research question. 
 
• How can the scientific artefacts in unstructured text be accurately identified, extracted 
and classified? 
Chapter 4 addressed this question by proposing an accurate classification approach that is able to 
automatically extract scientific artefacts in the EBM domain according to the PIBOSO model. This 
approach analyses different aspects of each type of scientific artefacts, i.e., their syntactic, semantic, 
and statistical features, in order to encode their unique characteristics in the form of discriminative 
classification features. The proposed scientific artefacts classification approach outperformed the 
state of the art, achieving an average F1 score of approx. 88% when extracting different types of 
scientific artefacts from structured and unstructured abstracts using the NICTA-PIBOSO corpus for 
the evaluation.  
 
• How can the multi-label problem and the skewness of data in the domain be addressed? 
Chapter 5 presented a binary ensemble classifier to address the multi- label problem, in order to 
identify and extract more than one class of scientific artefact from a sentence. In addition four 
different data set load balancing strategies were proposed to generate a balanced version of the data 
set, in which the different classes of scientific artefacts are evenly distributed. A combination of the 
proposed balancing strategies and the binary ensemble classifier achieved results that were on par 
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with or even better, than the state of the art when extracting two classes (Background and Outcome,) 
from unstructured abstracts. The results showed an improvement on the state of the art, by approx. 
5% F1 points (using the NICTA-PIBOSO corpus for the evaluation). 
 
• How can the semantic similarity of scientific artefacts be quantified in order to 
consolidate them inside and across multiple publications? 
Chapter 6 addressed this question by proposing a set of unique generic similarity measures, which 
can quantify the semantic similarity of general English sentences by comparing various aspects of 
their characteristics, and an ensemble regressor that can accurately predict degree of semantic 
similarity of pairs of sentences, with a high Pearson Correlation of 0.8207. This is on par with the 
state of the art approach using the SICK corpus [206]). In addition, Chapter 7 further improved the 
solution by designing a novel set of domain-specific semantic similarity measures, that use domain 
ontologies to improve similarity quantification of pairs of scientific artefacts in the EBM domain. 
This chapter also proposed two regression-based approaches and one linear interpolation-based 
approach for predicting the degree of similarities of scientific artefacts pairs. Both generic and 
domain-specific similarity measures were employed by the regression-based and the linear 
interpolation-based approaches – with the aim of identifying highly similar pairs of scientific artefacts 
of the same type (for consolidation). In order to be able to evaluate the proposed consolidat ion 
approaches (which were the first attempts for addressing this problem in the EBM domain), a corpus 
of pairs of scientific artefacts (i.e., the EBMSASS corpus) was generated that provides a benchmark 
for evaluation of such approaches in the domain. Evaluating the proposed methods on the EBMSASS 
corpus, achieved a high Pearson Correlation of > 0.84 for consolidating pairs of scientific artefacts 
from three classes: Background, Outcome, and Study Design. 
 
• How can the meaningful relations between scientific artefacts of different types within 
multiple publications be inferred? 
The linear interpolation-based approach above, was also applied to identify semantic relationships 
between pairs of scientific artefacts of different types (i.e., the linking relationships) using both 
generic and domain-specific semantic similarity measures. In the absence of a proper benchmark/data 
set for the linking task, the EBMSASS corpus was used along with a set of assumptions. The results 
demonstrate that, although high-level linking relationships, such as “related” and “not-related”, can 
be inferred using the linear interpolation-based approach (i.e., a sentence-level similarity-based 
approach), there is still room for improvement by considering the fact that there are inherent 
differences between pairs of scientific artefacts of different types. This led to the proposal to firstly 
identify groups of related abstracts using clustering approaches and secondly, to identify semantic 
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relationships between pairs of scientific artefacts within each cluster of abstracts by comparing the 
key domain concepts in them (i.e., concept-level similarity measures). 
 
• How can related publications/abstracts be clustered according to their semantic 
similarities to help proper linking of scientific artefacts of different types? 
Chapter 8 proposed a novel set of document-level similarity measures that can quantify degree of 
similarities of pairs of abstracts using a variety of document-wide characteristics. The resulting values 
of pairwise similarities of abstracts were then analysed using a Hierarchical Clustering approach to 
identify clusters of related abstracts. Compared to a state of the art approach using the 
EBMSummariser corpus [157], the proposed approach achieved a higher Rand Index by 0.09 points 
(i.e., 0.4570 cf. 0.3669). 
 
• How can the captured relationships between scientific artefacts and their provenance be 
recorded in the form of knowledge? 
In Chapter 3, this thesis proposed a novel ontology (the Scientific Artefact Ontology (SAO)) for 
defining scientific artefacts - their structure and meaning (based on PIBOSO), their semantic 
relationships to each other and their provenance. The SAO ontology was generated by adapting a 
semiotical model defined for formulating consolidation and linking relationships. Relationships 
between artefacts as well as the provenance of the scientific artefacts, are recorded using the SAO 
ontology and the OWL ontology language (as described in Chapter 3, Section 3.3). Although it would 
be a relatively simple process to store the extracted scientific artefacts and their relationships and 
provenance, in an RDF repository that could be searched and browsed, the implementation of the 
resulting knowledge base is an engineering exercise, so was not performed within this thesis. 
9.3.2 Research Objectives Revisited 
The following section revisits the objectives specified in Chapter 1 (Section 1.4) and discusses the 
extent to which these objectives have been met.  
Objective 1: To achieve a comprehensive and precise model of scientific artefacts in the EBM 
domain and to devise an ontology along with an appropriate model to encode and record 
semantic relationships between scientific artefacts. 
Chapter 3 provided a comparative analysis of a number of pre-existing approaches for modelling 
scientific artefacts in the EBM domain (e.g., PICO [12], PECODR [81], PIBOSO [26], etc.) and 
discussed the criteria for selecting an appropriate model for the framework proposed in this thesis. 
This analysis demonstrated that the PIBOSO model (Population–Intervention–Background–
Outcome–Study Design–Other) has the following advantages over the other two models: (i) it fulfils 
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information needs during evidence-based decision making, (ii) it provides fine-grained classes of 
scientific artefacts that cover the main aspects of research studies reported in published abstracts, (iii) 
it defines unambiguous and discriminative classes of scientific artefacts in the EBM domain. In 
addition, a data set (i.e., NICTA-PIBOSO corpus) is annotated according to the PIBOSO model that 
is provide an appropriate platform for evaluating the proposed approach. Chapter 3 also proposed a 
new ontology (the SAO ontology) of scientific artefacts and their semantic relationships in the EBM 
domain, which is employed in conjunction with a semiotical modelling to formulate “consolidat ion” 
and “linking” relationships between scientific artefacts. The work presented in Chapter 3 satisfies 
Objective 1 by making the following significant contributions: 
1. A comprehensive comparative analysis of the existing models of scientific artefacts in the 
EBM domain. This analysis can be used to assist research on scientific artefacts modelling 
and their automatic extractions from textual documents. 
2. A three-layered model of important semantic relationships of scientific artefacts in the 
EBM domain, based on semiotical modelling, that facilitates capturing semantic 
relationships between scientific artefacts that are extracted from different published 
abstracts. 
3. The novel Scientific Artefact Ontology (i.e., SAO) that employs the SKOS [183] and 
PROV-O [184] ontologies to encode the relationships between consolidated and linked 
scientific artefacts using OWL. 
Objective 2: To develop a high-quality sentence-level classification approach in order to 
annotate statements in publications with proper types of scientific artefacts . 
Chapter 4 presented a novel Machine Learning-based approach for identifying scientific artefacts 
in biomedical abstracts, in the context of EBM. The proposed approach addressed this problem as a 
sentence classification task and classified the sentences within abstracts according to the PIBOSO 
(Population, Intervention, Background, Outcome, Study Design, Other) scheme. This approach 
employed a discriminative feature set to identify scientific artefacts by extracting unique 
characteristics of each type from different perspectives. This research makes the following significant 
contributions to the field of scientific artefacts extraction: 
1. It provides a comprehensive analysis of the characteristics of various types of scientific 
artefacts - from token-based observations to positional, statistical and sequential aspects. 
This analysis resulted in a set of discriminative features that together can more accurately 
identify scientific artefacts in the EBM domain. 
2. An improved classification approach using a CRF classifier that, unlike some of the 
previous approaches, does not rely on any external resources. Experimental results showed 
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a significant improvement over the state of the art, producing an average F1 score (over all 
six classes of PIBOSO) of 90.74% and 87.21% over structured and unstructured abstracts, 
respectively. This represents an increase of 25.48% and 26.59% in F1 when compared to 
best existing approach (i.e., 65.28% and 60.62% average F1 reported in Sarker et al. [50]). 
Objective 3: To develop an approach to address the multi-label problem and to devise  data 
set load balancing methods to overcome bias introduced in the Machine Learning classification 
task due to skewness of the training data set. 
Chapter 5 simultaneously addressed two problems - the multi- label issue and data skewness - that 
both adversely impact on the performance of a Machine Learning-based approach for scientific 
artefact extraction. The multi- label issue was tackled by developing an ensemble binary classifier in 
which five classifiers corresponding to each class of scientific artefact (i.e., five main PIBOS classes 
– excluding Other class) were trained on binarized datasets (Positive/Negative labels). Each classifier 
was applied separately and the results aggregated. The skewness of the data was then tackled by 
applying four novel data set load balancing strategies to the outcomes of the ensemble binary 
classifier and evaluating them. The balancing approaches are based on random and selective under-
sampling of major class in the binary version of data. The following original contributions were made 
whilst fulfilling the third objective of this research: 
1. A new ensemble binary classifier was proposed that addresses the multi-label classificat ion 
issue in the EBM domain. The ensemble comprises a number of binary classifiers (one per 
class) separately. Multiple labels can be assigned to a single scientific artefact by aggregating 
the output of each binary classifier. 
2. Four extended data set load balancing strategies were proposed in the context of classifying 
scientific artefacts in the EBM domain. The novelty of the proposed load-balancing strategies 
is because: (i) they are based on a similarity criterion for finding and selecting representative 
instances whilst under-sampling the major class; and (ii) they perform class-aware balancing 
of the skewed multi-class data by considering the type of instances that are kept in the balanced 
version of the data (this is neglected in most approaches). 
3. A combination of balancing approaches was proposed that achieved more than 7% 
improvement on unstructured abstracts, compared to the unbalanced approach. The combined 
balancing method also outperformed two of the state of the art approaches for two classes over 
unstructured abstracts (i.e., for Background and Outcome classes there was an improvement of 
approx. 5% F1). 
Objective 4: To devise an approach to accurately quantify the semantic similarity of the 
extracted scientific artefacts in the EBM domain. 
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Chapter 6 proposed a supervised Machine Learning-based approach for quantifying semantic 
similarity of full sentences. A novel set of sentence-level semantic similarity measures were devised 
to quantify the similarity of a pair of sentences from a range of perspectives, including syntactic, 
structural, and semantic similarity. The resulting values of these measures were then used as inputs 
for training a novel ensemble regression model designed to predict degree of semantic similarity of 
pairs of sentences. This model was successfully applied to quantify semantic similarity of general 
English sentences as well as the scientific artefacts in the EBM domain. The proposed approach 
makes the following significant contributions to the field of textual semantic similarity: 
1. A novel set of semantic similarity measures were proposed that quantify the similarity of pairs 
of sentences from a range of perspectives, including syntactic, structural, and semantic 
perspectives. These measures produce a series of independent sentence-level similar ity 
estimations that can be combined together in order to present a more accurate quantificat ion 
of semantic similarity between a pair of sentences. 
2. An efficient ensemble regression model was proposed for predicting degree of semantic 
similarity of pairs of sentences. This ensemble regression model comprises a range of different 
regression algorithms that employ the semantic similarity measures from (1) above as training 
data, to predict overall semantic similarity scores for pairs of sentences. The evaluation of this 
model on the SICK corpus [206] achieved competitive results when compared to state of the 
art approaches (i.e., Pearson Correlation 0.8207 cf.  0.8279). 
3. Finally, an ensemble regression model trained on a general English corpus was applied to a 
specific EBM corpus (a subset of the NICTA-PIBOSO corpus). The test dataset comprised 
pairs of scientific artefacts of the same type which had been humanly annotated with the degree 
of semantic similarity, to provide a gold standard for evaluation. This investigatio n showed 
encouraging results with Pearson Correlation of 0.90 and 0.84, respectively, over pairs of 
Background and Outcome scientific artefacts. 
Objective 5: To devise a novel approach to consolidate and link scientific artefacts in order 
to provide semantically connected information. 
Chapter 7 proposed a series of novel ontology-based semantic similarity measures that leverage 
concept-level comparisons to quantify sentence-level semantic similarity in the EBM domain. These 
ontology-based semantic similarity measures were then employed by: a supervised regression-based 
approach (for consolidation task only) and an unsupervised linear interpolation-based approach (for 
both the consolidation and linking tasks). In order to train and evaluate the proposed approaches, a 
corpus of pairs of scientific artefacts of the same type is generated (i.e., the EBMSASS corpus). Both 
approaches achieved excellent results for consolidating the majority types of pairs (i.e. of the same 
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type). In addition, the linear interpolation-based approach achieved encouraging results for link ing 
scientific artefacts of different types, however, the semantic similarity-based measures were not ideal 
for the linking task. Hence, Chapter 8 investigated the initial step of clustering published abstracts, 
prior to looking for related scientific artefacts (linking) within each cluster. The proposed approach 
in Chapter 8 comprised a hierarchical clustering algorithm that used a series of document-leve l 
similarity measures. However, the final step of the proposed clustering-based approach for link ing 
scientific artefacts has not implemented due to time limitations and is a valuable area for future 
research. The proposed approaches in Chapters 7 and 8 make the following significant contributions 
to the field of consolidating and linking scientific artefacts in the EBM domain: 
1. Nine, novel ontology-based semantic similarity measures were proposed for quantifying 
different pairs of scientific artefacts in the EBM domain. These nine measures employ two 
highly popular ontologies in the EBM domain (i.e., SNOMED CT and NCIT ontologies).  
2. The EBMSASS corpus, an expert-annotated corpus of 1000 pairs of scientific artefacts in 
the EBM domain, was generated. The corpus was manually annotated (with the degree of 
semantic similarity) by 10 annotators and provides an appropriate testbed for evaluat ing 
and comparing different approaches for consolidating scientific artefacts in the EBM 
domain. 
3. Two new approaches were proposed for consolidating and linking scientific artefacts: (i) 
an ensemble regressor-based approach; (ii) a linear interpolation-based approach. Both 
approaches were the first attempt for consolidation and linking purposes in the EBM 
domain. They achieved high performances for the consolidation task when their outcomes 
were compared to human annotations. More concretely, the ensemble regression model on 
the EBMSASS corpus achieved Pearson Correlation scores of 0.885, 0.7379, 0.5252, 
0.9344, and 0.8552, for Background, Intervention, Population, Outcome, and Study Design 
pairs, respectively, and the linear interpolation-based approach achieved Pearson 
Correlation scores of 0.8864, 0.7743, 0.4479, 0.923, and 0.8486 – for the same set of 
scientific artefacts. 
4. A new set of document-level similarity measures was defined to identify semantic 
relationships between published abstracts in the biomedical domain. These measures 
compare various aspects of the published abstracts in order to reach a comprehens ive 
quantification of their similarities. 
5. A hierarchical abstract/document clustering approach (that employs the results of the 
proposed document-level similarity measures in (4)) was proposed, to incrementa lly 
cluster related abstracts. The experimental results of the proposed approach over a 
dynamically generated corpus of PubMed abstracts showed a significant improvement 
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compared to a baseline approach, using two evaluation strategies. In addition, a comparison 
between the hierarchical clustering approach and the state of the art demonstrated a 
significant improvement over the state of the art (Rand Index of 0.4570 cf. 0.3669). 
9.4 Open Challenges and Areas for Further Research 
In investigating a framework for developing knowledge bases of scientific artefacts in the EBM 
domain, a number of issues and challenges were identified that remain unresolved. These issues, 
which require further investigations and could lead to valuable contributions to the domain, are 
outlined below.  
1. The scientific artefact extraction approach presented in this thesis is based on this assumption that 
the scientific artefacts are in the form of complete English sentences. However, as discussed in 
Chapters 4 and 5, a sentence in a published abstract can convey multiple types of scientific 
artefacts (via each of its clauses). This characteristic requires a more fine-grained scientific 
artefact extraction methodology that identifies constituent clauses and then tries to assign 
scientific artefact types to each clause. This research would also require an appropriate testbed to 
evaluate clause-level scientific artefact extraction methods. 
2. A wide range of ontologies are available in the biomedical domain, covering generic clinical terms 
(e.g., SNOMED CT and MESH ontologies) as well as more specialised areas (e.g., NCIT and 
ONTOAD  ontologies). This thesis employed two of the most frequently used ontologies in the 
EBM domain (i.e., SNOMED CT and NCIT) during the semantic similarity quantificat ion. 
However, due to the breadth of publication topics that incorporate relevant evidence for EBM 
practice, using a combination of ontologies is likely to improve the quantification of semantic 
similarities. This can be achieved by employing ontology merging approaches to relate associated 
concepts from different ontologies and employing the merged ontology during semantic similar ity 
quantification.  
3. The four data set load balancing strategies in Chapter 5 were applied in a binary setting and their 
impact was investigated on the results from an ensemble binary classifier. However, further 
investigations are required to determine how a tailored version of these balancing strategies can 
be used to improve the performance of multi-class classifiers (i.e., instead of applying the 
balancing strategies in a binary setting). 
4. The proposed automatic scientific artefact extraction approach can accurately identify different 
scientific artefacts from unstructured text of published abstracts. These scientific artefacts are 
used as evidence in evidence-based decision making. However, the quality of the source 
documents, and hence the quality of the evidence, have not been assessed in this thesis. One 
approach to quality control, is to use available metadata for the source abstracts in publicat ion 
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repositories. For example, the publication type indicates the type and potentially quality of the 
study reported in the published abstract (e.g., Randomised Controlled Trials, Systematic Reviews, 
Comparative Study, etc.). Another suggestion is to employ information such as Strength of 
Recommendation Taxonomy (SORT) [251] that provides a grading mechanism of the quality of 
an individual study.  
5. Sentence-level semantic similarity quantification is a challenging task and an open research area 
that has gained enormous attention in recent years. Although there are numerous approaches for 
automatically estimating the similarity of sentences, there is still room for improvement, as 
evidenced by the annual challenge of the “Semantic Textual Similarity” task at the SemEval 
workshop35. Further investigations are suggested in two areas: (i) applying more advanced 
methods to formulating similarity of components of sentences (e.g., using word embedding [252] 
to quantify the closeness of meaning of words); (ii) investigating more advanced Machine 
Learning approaches (e.g., using Deep Learning algorithms in predicting similarity scores for 
sentences). 
6. Quantification of semantic similarity of scientific artefacts in the EBM domain, might also be 
improved, especially for the consolidation task, by focusing on artefact-specific similar ity 
measures that are designed to measure and compare attributes that are unique to each type of 
scientific artefact (e.g., the numerical elements in Population sentences). 
7. Chapter 8 presented a novel set of document-level similarity measures to quantify overall 
similarity of published abstracts. The calculated values were then input into a Hierarchica l 
Clustering algorithm in order to cluster the abstracts. Investigation of the effects and contribution 
of each of the proposed similarity measures on the calculated abstract similarities, and hence, on 
their clustering is a direction for further research.  
8. This thesis focused on published literature (abstracts) to extract and provide required evidence to 
clinicians in order to facilitate practicing EBM. However, Electronic Health Records (EHRs), are 
also valuable sources of information about the treatment and outcomes of patients, that are also 
widely employed in clinical decision making [253]. One possible research direction could be to 
employ EHRs in conjunction with the published literature in order to provide more comprehens ive 
evidence to clinicians. They can also be used to provide supportive evidence in the absence of 
peer-reviewed evidence on a particular medical issue. However, there are a number of challenges 
in using EHRs in automatic extraction of evidence and their semantic relationships such as dealing 
with the patients’ privacy (i.e., de-identification problem) and the informal and sometimes 
abbreviated language used in health records (i.e., noisy and missing data). 
                                                 
35 http://ixa2:si:ehu:es/stswiki/index:php/Main_Page 
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9. The overarching goal of this thesis was to design and evaluate the necessary components of a 
framework that will develop knowledge bases of scientific artefacts in the EBM domain. The next 
pragmatic step is to integrate the different components of the framework into a Web-based Portal 
with an appropriate user interface, that clinicians can use for decision support. Usability tests 
involving clinicians in real-world situations, would be required to evaluate and refine the system 
and ultimately produce an optimum platform aligned to clinicians’ needs. 
9.5 Summary of Major Contributions 
The research presented in this thesis proposes a holistic framework for developing knowledge 
bases of scientific artefacts in the biomedical literature, and more specifically, in the EBM domain.  
This framework comprised four phases of modelling, extracting, consolidating, and linking scientific 
artefacts, which can result in an evolving and expanding knowledge base of semantically-rela ted 
scientific artefacts. By focusing on the challenges that confront Evidence Based Medicine, the 
envisaged knowledge base provides clinicians with easy access to supportive evidence in clinica l 
decision making. The experiments undertaken in this thesis utilised various technologies such as 
Machine Learning, Natural Language Processing, Semantic Similarities, and Ontologies. Each phase 
of the framework was assessed using standard evaluation metrics and appropriate gold standards. The 
experimental results showed that the framework exhibits both unique and promising capabilities in 
extracting and connecting semantically similar scientific artefacts, and ultimately, in supporting 
evidence-based decision making.  
The original contributions and the main outcomes of this thesis are outlined in the followings: (i) 
The SAO ontology, which is presented in Chapter 3, underpins the essential concepts for organis ing 
scientific artefacts and their semantic relationships in the EBM domain; (ii) An automatic scientific 
artefact extraction technique that employs a novel set of discriminative features and a CRF classifier 
that can accurately identify the type of a scientific artefact according to the PIBOSO model. (iii) Four 
data set load balancing strategies that were employed by a binary classification ensemble in order to 
deal with imbalanced data sets in the domain as well as multi- label issues; (iv) An original set of 
semantic similarity measures combined with a regression ensemble that can provide accurate 
quantification of semantic similarity of pairs of general English sentences and pairs of scientific 
artefacts; (v) A novel set of ontology-based semantic similarity measures that facilitate the 
consolidation and linking of scientific artefacts in the EBM domain; (vi) A hierarchical document 
clustering approach that employs a unique set of document-level similarity measures in order to group 
related published abstracts and provide a better foundation for scientific artefact linking. 
The hypothesis that underpins the research described in this thesis is that – “the provision of a 
holistic framework, which is capable of analysing textual publications to identify, extract, 
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consolidate, link, and store scientific artefacts and produce an evolving knowledge base, will improve 
the quality of evidence-based decision making”. The evaluations of the framework components that 
are described in this thesis, validate this hypothesis.  
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 Appendix 1: Annotation Guideline  
 
 
 
This appendix provides the Annotation Guideline that was provided to annotators to guide them 
whilst they were annotating the consolidation corpus (employed in Chapter 7). 
Annotation Guidelines 
The Excel file contains 500 pairs (100 per class) in five different sheets. Please evaluate the 
semantic similarity of the sentences in each pair following the descriptions blow. The semantic 
similarity scores for each pair can be selected from a dropdown menu located at the end of each row. 
Similarity Scores Definition 
As previously mentioned the similarity scores range from 1 (low similarity) to 5 (high similarity). 
Each score indicates the degree of semantic similarity between two sentences following the 
definitions below: 
Score 5 : Two sentences have exactly the same meaning. 
Example: The “Standards, Options and Recommendations” (SOR) project, started in 1993, is a 
collaboration between the French National Federation of Comprehensive Cancer Centers 
(FNCLCC), the 20 French Cancer Centers and specialists from French Public University. 
 VS  
The “Standards, Options and Recommendations” (SOR) project, started in 1993, is a 
collaboration between the National Federation of Comprehensive Cancer Centres (FNCLCC), the 
20 French Cancer Centers and specialists from French Public Universities. 
Score 4 : Two sentences are the same but particular information given in one sentence, is missing 
from the other sentence.  
Example (for two Population sentences): 
A 13 year old girl participated in the study. 
VS  
A female adolescent participated in the study. 
 
Score 3: Two sentences are the same but some important information is missing. 
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Example (for two Population sentences): 
A 13 year old girl participated in the study. 
VS  
A patient participated in the study. 
 
Score 2: Two sentences are not the same but they have some common information/relationship. 
Example: Two sentences that give information about a non-specific disease (Back pain VS Pain) 
This study investigates treatments for relief of back pain. 
VS 
Pain relief is investigated in this study. 
 
Score 1: The two sentences have nothing in common. 
 
Additional points to be considered: 
- Take into account the quantitative elements in pairs (e.g., check if the numbers given in two 
Population sentences are the same). 
- Check if the dimension of the study is the same (for Study Design sentences). For instance, 
Multi-sites vs Single site, Clinical vs Observational, Prospective vs Retro-prospective, Short-
term vs Long-term. 
- Be aware of the information given about the method (e.g. substances used in the study) or the 
findings (the results) in the Outcome sentences.   
 
Some sentences may include information about multiple classes (based on PIBOSO model). Try 
to chunk the sentences based on PIBOSO criteria (i.e. locate which parts of a sentences belong to 
which PIBOSO category) and then score the similarity of pair based on those corresponding chunks 
that refer to the target class. 
 
