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In this work we introduce the randomness which is truly quantum mechanical in nature arising as
an act of measurement. For a composite classical system we have the joint entropy to quantify the
randomness present in the total system and that happens to be equal to the sum of the entropy of
one subsystem and the conditional entropy of the other subsystem given we know the first system.
The same analogy caries over to the quantum setting by replacing the Shannon entropy by the Von
Neumann entropy. However, if we replace the conditional von Neumann entropy by the average
conditional entropy due to measurement, we find that it is different from the joint entropy of the
system. We call this difference Measurement Induced Randomness (MIR) and argue that this
is unique of quantum mechanical systems and there is no classical counterpart to this. In other
words the joint Von Neumann entropy gives only the total randomness that arises because of the
heterogeneity of the mixture and we show that it is not the total randomness that can be generated
in the composite system. We generalize this quantity for N-qubit systems and show that it reduces
to quantum discord for two qubit systems. Further, we show that it is exactly equal to the change
in the cost of quantum state merging that arises because of the measurement. We argue that for
a quantum information processing tasks like state merging the change in the cost as a result of
discarding prior information can also be viewed as a rise of randomness due to measurement.
I. INTRODUCTION
Quantum entanglement [1–3] plays a crucial
role as a resource in various information pro-
cessing tasks like quantum teleportation [4],
cryptography [5], superdense coding [6], remote
state preparation [7], broadcasting of entangle-
ment [8] and quantum state merging [9]. Subse-
quently researchers came up with different en-
tanglement monotones like negativity [10] and
concurrence [11, 12] as measures to quantify the
amount of entanglement present in the system.
However, there exist open issues in comprehend-
ing the nature of quantum correlations present
in certain mixed and multi-qubit states. Infor-
mation processing tasks can be performed even
in the near absence of entanglement [17]. As
a result, innovative measures like quantum dis-
cord and dissension were introduced to eluci-
date the nature of quantum correlations [13–
16, 18].
One important information processing task is
state merging [9]. The idea of state merging is
essentially the following: Consider two parties
Alice and Bob. Bob has some prior information
Y and Alice has some missing information X
(where X and Y are random variables). If Bob
wants to learn about X , how much additional
information does Alice need to send him? It
has been shown that only H (X | Y ) bits suf-
fices. The same idea transfers over to the quan-
tum setting by replacing the Shannon entropy
by the Von neumann entropy. In the quantum
setting, Alice and Bob each possess a system in
some unknown quantum state with joint density
operator ρAB. One asks how much additional
quantum information Alice needs to send him,
so that he knows the entire state. The amount
of partial quantum information that Alice needs
to send Bob is given by the quantum conditional
entropy S (A | B) = S (A,B)− S (B).
In classical systems, we use Shannon en-
tropy to quantify the randomness associated
with the physical system. For quantum me-
chanical systems, the Shannon entropy gets re-
placed by the Von neumann entropy. In the
current manuscript, we show that in addition
to the randomness associated with the hetero-
geneity of the mixture, there is true quantum
mechanicalrandomness which arises due to the
act of measurement. We call this as “Measure-
ment Induced Randomness”(MIR). We provide
a way to quantify this randomness by replacing
the quantum conditional entropy by an aver-
age entropy - averaged over projective measur-
ments. In addition, we show that measurement
induced randomness is responsible for the in-
crease in the cost of state merging as a result
of discarding prior information. In other words
the cost of losing prior information in the state
merging is equivalent of rise of randomness as a
result of measurement.
In Section II, we introduce the notion of Mea-
surement Induced Randomness for two qubit,
three qubit and finally for N qubit systems. In
Section III we show that how measurement in-
duced randomness is connected with state merg-
ing. Finally we conclude in Section IV.
II. MEASUREMENT INDUCED
RANDOMNESS
The entropy is an useful indicator of the
amount of randomness present in the system.
In classical information theory, the randomness
is quantified by Shannon entropy. In quantum
mechanics we measure the amount of random-
ness generated as a result of representation of
non homogeneous ensemble of states by the Von
Neumann entropy of the state. For a composite
classical system there is joint entropy to cap-
ture the total randomness present in the sys-
tem. Mathematically, this is equal to the sum
of the entropy of one subsystem and the condi-
tional entropy of the other subsystem provided
we have the knowledge about the first system.
In quantum mechanics, the only way to know
about the state is to do a measurement on the
state. Ideally the quantum analogy of condi-
tional entropy will not work if we want to cap-
ture the randomness of the system provided we
have knowledge about the system. Moreover
once we do a measurement on the state, the
state changes. Here we replace the conditional
entropy by a new quantity called the average en-
tropy to quantify the randomness in one system
with the notion of measurement already done in
the other system. Interestingly we find that if
we replace conditional entropy by average en-
tropy the total randomness in the system is not
going to be equal to the joint entropy of the
system. We call this difference as a randomness
generated as a result of measurement (MIR).
A. Two Qubit
For a composite system (A1, A2), the classi-
cal randomness present in the system is given
by the joint entropy U1 = H (A1, A2). Equiva-
lently we can interpret the total randomness of
(A1, A2) as randomness of A1 : H(A1) and the
randomness of A2 given that we know about
A1 : H (A2 | A1). The sum of these two quanti-
ties given by U2 = H (A1) + H (A2 | A1) (In
principle U2 can also have an equivalent ex-
pression U2 = H (A2) + H (A1 | A2). Classi-
cally, the expressions U1 and U2 are identical.
However, if we replace the random variables A1
and A2 by quantum states ρA1 and ρA2 and
Shannon entropies H(.), by Von Neumann en-
tropies S(.), these two expressions are no longer
the same. In the quantum case involving mea-
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surements, the conditional entropy H(A2 | A1)
is replaced by the entropy S(ρA′
2
|A′
1
), which
is the average entropy obtained after carrying
out a projective measurement on subsystem A1.
The projective measurement is done in the gen-
eral basis {|u1〉 = cos θ|0〉 + e
iφ sin θ|1〉, |u2〉 =
sin θ|0〉 − eiφ cos θ|1〉}, where θ, φ ∈ [0, 2π].
Hence, the average conditional entropy can be
expressed as S
(
ρA′
2
|A′
1
)
=
∑
j
pjS
(
ρ
A2|pi
A1
j
)
where pj = tr[(IA2 ⊗ π
A1
j )ρ(IA2 ⊗ π
A1
j )] and
ρ
A2|pi
A1
j
= 1
pj
trA1 [(IA2⊗π
A1
j )ρ(IA2⊗π
A1
j )]. The
quantum mechanical expressions for U1 and U2
for two qubit system are given by,
U1 = S(ρA1A2),
U2 = S(ρA1) + S(ρA′2|A′1).
The difference between these two quantities is
the measurement induced randomness (MIR):
∆A1A2R = U2 − U1
= S(ρA1) + S(ρA′2|A′1)− S(ρA1A2).
(1)
On interchanging the qubits A1 and A2 we
have a different expression for MIR as
∆A1A2R = S(ρA2) + S(ρA′1|A′2)− S(ρA1A2)(2)
We show that for two qubit systems the min-
imum value of MIR is exactly equal to the dis-
cord. The two different discords [13] are given
by,
D1 = S(ρA1)− S(ρA1A2) + min
pij
S(ρA′
2
|A′
1
)
D2 = S(ρA2)− S(ρA1A2) + min
pij
S(ρA′
1
|A′
2
)
Using Equation 1, we get min
pij
∆A1A2R = D1
and using Equation 2, we have min
pij
∆A1A2R =
D2. It is interesting to note both these discords
are a positive quantities.
B. Three Qubit
In this subsection we extend the idea of the
measurement induced randomness (MIR) for
three qubit systems. One possible expression
for U2 is
U2 = S(ρA1) + S(ρA′2|A′1) + S(ρA′3|A′1A′2).
This quantifies the total amount of random-
ness present in three qubit system given by the
sum of the randomness in the system A1, the
randomness in the system A2 once we know
about the system A1 and after that the ran-
domness in the system A3 given that we know
about the system A1, A2. Here S(ρA′
2
|A′
1
) is
the average entropy obtained by carrying out
projective measurement on the subsystem A1
and S(ρA′
3
|A′
1
,A′
2
) is the average entropy of the
qubit A3 obtained after carrying out a two par-
ticle projective measurement on the subsystem
(A1, A2). In principle, one can have differ-
ent expressions for the total entropy depending
upon the choice and sequence of measurements.
The two-particle projective measurement is per-
formed in the general two qubit basis:
| v1〉 = cos θ | 00〉+ sin θ | 11〉,
| v2〉 = sin θ | 00〉 − cos θ | 11〉,
| v3〉 = cos θ | 01〉+ sin θ | 10〉,
| v4〉 = sin θ | 01〉 − cos θ | 10〉,
where θ ∈ [0, 2π]. In this case, S(ρA′
3
|A′
1
,A′
2
) =∑
j
pjS(ρA3|piA1A2j
). Alternatively the expres-
sion for U1 in a three qubit system is given by
U1 = S(ρA1,A2,A3). The MIR for three qubit
systems is given by,
∆A1A2A3R = U2 − U1
= S(ρA1) + S(ρA′2|A′1)+
S(ρA′
3
|A′
1
A′
2
)− S(ρA1A2A3).
Corollary 1. Let ρA1A2A3 be a pure three qubit
state. Then the measurement induced ran-
domness associated with this state is given by
∆A1A2A3R = S(ρA1) + S(ρA′2|A′1).
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Proof. For arbitrary pure three qubit state
ρA1A2A3 , S(ρA3|A1A2) = 0. This is because
after measurement the system is in a product
state of the state A3 and the projected state
(A1, A2), which is a pure state. In addition, we
have S(ρA1A2A3) = 0 since ρA1A2A3 is a pure
state. Therefore, we have
∆A1A2A3R = S(ρA′3|A′1A′2)− S(ρA1A2A3)+
S(ρA1) + S(ρA′2|A′1)
= S(ρA1) + S(ρA′2|A′1).
C. N qubit
Finally we introduce the concept of measure-
ment induced randomness for N qubit systems.
As observed in previous cases, we also have
different expressions of U2 depending on the
choice of qubit on which the measurement is
performed. The total amount of randomness
in the composite system when no measurement
is performed is given by U1 = S(ρA1A2...AN ).
Now if we want to quantify the total random-
ness due to measurement sequentially starting
from A1, then randomness of A2 given that we
know about A1, randomness of A3 given that
we know about A1, A2 and so on. The measure-
ment induced randomness (MIR) in this case is
given by:
∆A1A2...ANR = S(ρA1) + S(ρA′2|A′1)
+ S(ρA′
3
|A′
1
A′
2
) + S(ρA′
4
|A′
1
A′
2
A′
3
) · · ·
+ S(ρA′
N
|A′
1
A′
2
...A′
N−1
)− S(ρA1A2...AN ).
III. INTERPRETING MEASUREMENT
INDUCED RANDOMNESS: A STATE
MERGING PERSPECTIVE
Here in this section we show that the mea-
surement induced randomness (MIR) can be
interpreted as the change in the cost of state
merging[9] for two qubits, three qubits and fi-
nally for N qubit systems.
A. State Merging for two qubit system
In this subsection we show that for two qubit
states, the minimum value of the measurement
induced randomness (MIR) gives the markup
in the cost of quantum state merging due to
measurement. To illustrate this, a quantum op-
eration E is performed on A1 assuming that a
unitary U acts on A1 and a pure ancilla state
C (initialized to (|0〉). We note the following
observations:
1. I(A2 : A1C) = I(A
′
2 : A
′
1C
′) since unitary
interactions do not affect mutual informa-
tion between subsystems.
2. I(A′2 : A
′
1) ≤ I(A
′
2 : A
′
1C
′) because drop-
ping out subsystems cannot improve cor-
relations.
The change in the cost of state merging due to
measurement is ∆ = S(ρA′
2
|A′
1
) − S(ρA2|A1) =
I(A2 : A1)− I(A
′
2 : A
′
1). From 1 and 2, we get
I(A2 : A1) − I(A
′
2 : A
′
1) ≥ I(A2 : A1) − I(A
′
2 :
A′1C
′) = I(A2 : A1) − I(A2 : A1C) = I(A2 :
A1)−I(A2 : A1) = 0. Therefore the cost of state
merging always increases after measurement.
As we shall see, the ∆ is exactly equal to the
measurement induced randomness (MIR) for
two qubits systems. The state ρA1,A2 after mea-
surement reduces to ρA′
1
A′
2
=
∑
j
pjρA2|j ⊗ πj ,
where πj are projective measurements. The in-
dividual density matrices after measurement are
ρ′A2 =
∑
j
pjρA2|j = ρA2 and ρ
′
A1
=
∑
j
pjπj .
We have
I(A′2 : A
′
1) = S(ρA′2) + S(ρA′1)− S(ρA′1,A′2)
= S(ρA′
2
)−
∑
j
pjS(ρA2|piA1j
).
The increase in the cost of state merging is
given by D = S(ρA′
2
|A′
1
) − S(ρA2|A1) = I(A2 :
A1) − I(A
′
2 : A
′
1) = S(ρA2) + S(ρA1) −
4
S(ρA1,A2) − [S(ρ
′
A2
) −
∑
j
pjS(ρA2|pijA1)] =
S(ρA1) + S(ρA′2|A′1)− S(ρA1A2) = ∆
A1A2
R . This
shows that the randomness generated in the sys-
tem can also be accounted for increase in the
cost of state merging. This also shows that for
two qubit system there is always increase in the
cost of state merging and subsequently measure-
ment induced randomness is a positive quantity
for two qubit system.
B. State Merging for three qubit system
For three qubit systems, we show that total
change in the cost of state merging is given by
the measurement induced randomness (MIR).
We simulate an arbitrary quantum operation
ε (including measurement) on A1. For that,
we initially bring in a pure state D (|0〉) in
proximity to the qubit A1. We assume that
U is a unitary interaction between A1 and
D. Here primes are used denote the state
of the systems after U has acted upon. We
have S(ρA1,A2,A3) = S(ρA1,A2,A3,D) as D starts
with product state with (A1, A2, A3). We also
have I(A2, A3 : A1, D) = I(A2,
′ A′3 : A1,
′D′)
as there is no change in the total correlation
of the system as result of unitary interaction.
Since discarding quantum systems cannot in-
crease the mutual information, I(A′2, A
′
3 : A
′
1) ≤
I(A′2, A
′
3 : A
′
1, D
′) = I(A2, A3 : A1, D) =
I(A2, A3 : A1). In other words in terms
of conditional entropy we can say at most,
S(ρA′
2
,A′
3
|A′
1
) ≥ S(ρA2,A3|A1). However, from
this we can not conclude whether S(ρA′
2
|A′
1
) ≤
S(ρA2|A1) or S(ρA′2|A′1) ≥ S(ρA2|A1). The
change in the cost of state merging is captured
by the quantity ∆1 = S(ρA′
2
|A′
1
)− S(ρA2|A1).
The state of ρA1,A2,A3 after measurement
on the sub-system A1 changes to ρA′
1
,A′
2
A′
3
=∑
j
pjπ
A1
j ⊗ ρA2|j ⊗ ρA3|j (where πj is the pro-
jection operator).
Next we consider the case when instead of
one particle measurement, we carry out two
particle measurement. For that we simulate
an arbitrary quantum operation ε (including
measurement) on A1 and A2. We bring in
an ancilla E which is initially in a pure state
|0〉. Here U once again is the unitary in-
teraction between A1, A2 and E. Since E is
in a complete product state with the rest of
the system, it does not contribute to the en-
tropy of the system. We have S(ρA1,A2,A3) =
S(ρA1,A2,A3,E). Since unitary interaction does
not change the total correlation of the system
we have, I(A3 : A1, A2, E) = I(A
′
3 : A
′
1, A
′
2, E
′).
As we know, by discarding quantum system can
not increase the mutual information, we have
I(A′3 : A
′
1, A
′
2) ≤ I(A
′
3 : A
′
1, A
′
2, E
′) = I(A3 :
A1, A2, E) = I(A3 : A1, A2). Equivalently,
we can write S(ρA′
3
|A′
1
,A′
2
) ≥ S(ρA3|A1,A2).
Hence, the change in the cost of state merg-
ing ∆2 = S(ρA′
3
|A′
1
,A′
2
) − S(ρA3|A1,A2) = I(A3 :
A1, A2)−I(A
′
3 : A
′
1, A
′
2) = S(ρA3)+S(ρA1A2)−
S(ρA1A2A3) − [S(ρA3) −
∑
j pjS(ρA3|piA1,A2j
)] =
S(ρA1A2) − S(ρA1A2A3) + S(ρA′3|A′1,A′2). Simi-
larly, the state of ρA1,A2,A3 after measurement
on the subsystem A1, A2 changes to ρA′
1
A′
2
A′
3
=∑
j
pjπ
A1,A2
j ⊗ ρA3|j (where πj are two particle
projection operators).
Therefore, the total change in the cost of
state merging after carrying out both types
measurement is the total of the change in
the cost in each of these individual mea-
surements. This total change in the cost
is given by, ∆ = ∆1 + ∆2 = S(ρA′
2
|A′
1
) −
S(ρA2|A1) + S(ρA′3|A′1,A′2) − S(ρA3|A1,A2) =
S(ρA1) + S(ρA′2|A′1) − S(ρA1A2) + S(ρA1A2) −
S(ρA1A2A3) + S(ρA′3|A′1,A′2) = S(ρA1) +
S(ρA′
2
|A′
1
) + S(ρA′
3
|A′
1
,A′
2
) − S(ρA1A2A3) =
∆A1A2A3R . However in three qubit case we
cannot comment in general that whether
the total change in cost as well as the mea-
surement induced randomness is positive or not.
C. State Merging for N qubit system
The same analysis goes through for N qubit
systems. We consider measurement performed
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on r parties where 1 ≤ r ≤ N−1. Towards this,
we simulate an arbitrary quantum operation
ǫ (including measurement) on A1, A2, · · · , Ar
by assuming an ancilla E (initially in a pure
state |0〉) and a unitary U between the qubits
A1, A2, · · · , Ar. We have S (ρA1 , ρA2 , · · · ρAn) =
S (ρA1 , ρA2 , · · · , ρAn , E) as E starts out
with a product state with (A1, A2, · · ·Ar)
and I
(
A′r+1 · · ·A
′
N : A
′
1 · · ·A
′
r, E
′
)
=
I (Ar+1 · · ·AN : A1 · · ·Ar, E) because unitary
interactions do not affect mutual information.
Since discarding quantum systems cannot
decrease mutual information, we have
I
(
A′r+1 · · ·A
′
N : A
′
1 · · ·A
′
r
)
≤ I
(
A′r+1 · · ·A
′
N : A
′
1 · · ·A
′
r, E
′
)
= I (Ar+1 · · ·AN : A1 · · ·Ar, E)
= I (Ar+1 · · ·AN : A1 · · ·Ar) . (3)
The state of the system after measurement
is ρA′
1
,··· ,A′
N
=
∑
j pjπ
A1,··· ,Ar
j ⊗ ρAr+1|j ⊗ · · · ⊗
ρAN |j , where πj are r particle projection opera-
tors. The net change in the cost of state merging
post measurement is given by:
∆ =
N−1∑
r=1
S
(
ρA′r+1|A
′
1
,··· ,A′r
)
− S
(
ρAr+1|A1,··· ,Ar
)
=
N−1∑
r=1
S
(
ρA′r+1|A
′
1
,··· ,A′r
)
+ S (ρA1,··· ,Ar )
− S
(
ρA1,··· ,Ar+1
)
= S (ρA1)− S (ρA1,··· ,AN )
+
N−1∑
r=1
S
(
ρA′r+1|A
′
1
,··· ,A′r
)
= ∆A1A2...ANU .
Hence we recover the result that the change in
the cost of state merging is exactly equal to the
measurement induced randomness.
IV. CONCLUSION
In this work we bring out a very funda-
mental difference in quantifying the random-
ness present in a quantum mechanical system.
We show that Von neumann entropy alone is
not sufficient to quantify the entire randomness
present in the system. We introduce a ran-
domness that can be generated in the system
as an act of measurement and also find a way
to quantify this. We call this as measurement
induced randomness (MIR). Further we show
that this randomness can also be interpreted as
the change in the cost of state merging process
as a result of discarding prior information. In
short the loss of information in an information
processing tasks can also be interpreted as the
randomness generated as a result of measure-
ment.
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