According to J.-L. Brylinski, there is a natural almost complex structure J on the space K of all knots in the Euclidean space R 3 . The almost complex structure is formally integrable on K, i.e, the Nijenhuis tensor of J vanishes. The problem is whether J is integrable and hence K is a complex manifold. In this paper, we study the integrability of J explicitly in view point of a Probenius problem.
Introduction
A knot is by definition a smooth imbedded circle in the Euclidean space R 3 . The knot space is the space of all knots. In this paper, we study an integrability problem on the knot space which is as follows: According to Brylinski [3, 4] , for any 7 £ if, the tangent space T Ί K is the space of sections of the normal bundle of 7 in R 3 . A natural almost complex structure J is defined on K as a rotation of | in the normal plane bundle. J is formally integrable on UΓ, i.e, the Nijenhuis tensor of J vanishes. Compared to the well-known theorem of Newlander-Nirenberg [17], the problem is whether J is integrable and hence K is a complex manifold.
A result of Drinfeld and LeBrun [3, 4] is that J is weakly integrable on the space K o of real analytic knots, i.e., there are enough holomorphic functions on each local chart of K o . In Lempert [15] , the theory of twistor CR-manifolds is used to prove that J is weakly integrable on the space of real analytic knots in a real analytic 3-manifold with a real analytic metric. It is also proved that J is not integrable on the space K and K o , i.e., there is no open set U Φ φ on the knot space which is biholomorphic to an open set in T Ί K or T Ί K 0 . LeBrun [14] has a similar result on the so-called space of world-sheets which are time-like 2-surfaces in 4-manifold with a Lorentzian metric.
In this paper, we define a natural local coordinate system on K and study the integrability of J explicitly in view point of a Frobenius problem. It will be shown that in the local coordinate system J can be written explicitly to see that it is real analytic and the d-equation can be complexified to obtain a Probenius problem and the Frobenius problem can be further reduced to a first order nonlinear partial differential equation in two dimensions. In the case K o , the equation is solvable and hence J is weakly integrable by the theorem of Cauchy-Kowalewska. In the case ϋf, the equation is not solvable and thus the Probenius problem is not integrable. (This does not implies that J is not integrable.) It is also explained that why the holomorphic functions on K o fail to make a local chart by the implicit function theorem. Acknowledgement. The author wishes to thank Professor C.H. Taubes for introducing him to the problem and helpful advices and Professor J.-L. Brylinski for valuable conversations and encouragement, and also Professor L. Lempert and J. Bernstein for discussions.
The Knot Space K
In this section, some basic properties on the knot space K are collected and a natural coordinate system on K is defined on K. To formulate the almost complex structure J on if, the local basis on each of the local chart is also explicitly given. For a general knowledge on the knot space if, the reader may refer to Brylinski [5] , which serves as the background of the paper.
The knot space K.
The knot space K is roughly speaking the space of all knots in R 3 . A precise identification of the space K is given as follows. The knot space K has a close relation with the loop space L, i.e., the space of all smooth maps from the standard circle S 1 to i? 3 , with the topology of uniform convergence of the map and all its derivatives. It is well-known that L is a Frechet space, and the orientation preserving diffeomorphism group of S ι acts on L as a reparametrization. Restricted on the space L* of imbedded loops, the action is free and the quotient space is a smooth Prechet manifold. The knot space K is thus defined to be the quotient space.
An element in if is a closed oriented imbedded curve in R 3 . For any 7 E if, denote I the arc length of 7 and s an arc-length parametrization of 7. For convenience, a parametrization θ of 7 is called standard, if An elementary fact is that different arc-length or standard parametrizations of 7 differ only by a constant.
For any 7 e K, let N Ί denote the normal bundle of 7 in R 3 . A basic fact is that the tangent space T Ί K is the space Γ(iV 7 ) of sections of 7V 7 . This can be understood as follows: Since L* is an open submanifold in L, for any Modulo the tangent factor to the knot,
For any 7 G if, denote by ^(7) the tubular neighborhood of 7 with radius δ in R 3 . Note that, when δ > 0 is small, ^ (7) 7 which form a basis of Γ(iV 7 ). Let θ be a standard parametrization of 7; then the perturbation 7 is a twist by the normal frame field as follows:
where / 2 , / 3 are smooth periodic functions in θ. Note that ^| involves / 2 , / 3 and their first derivatives, when δ > 0 is small, and | Φ 0 everywhere. Denote by s an arc-length parametrization of 7. Then for a generic perturbation (/2,/s), ^~? φ 0 everywhere. Thus ^(7) > 0, 7 G if*. This shows that if* is dense in if. Lemma 2.1 is proved.
To define a local coordinate system on K, for any 7 G K*, fix an arclength parametrization s and a standard parametrization 0 of 7. Note that the Prenet frame {ei,e 2 ,e 3 } is well-defined along 7, where
Recall the following Prenet formula:
Recall that the open neighborhood ^(7) of 7 is identified as (2.1). For any 7 G Λfδ(j), 7 correspondences to a section ^(θ) G Γ(iV 7 is an open cover on K. Needless to say, in (2.6), δ > 0 is chosen small so that the tubular neighborhood ^(7) is imbedded in R 3 .
Proof. For any 7 E K, choose δ > 0 and a sequence {jn} in ^* so that Ns(j) is imbedded and 7 n ->• 7 in C°-norm. Choose n large such that N^(j n ) is also imbedded; then 7 E Λ/|(7 n ). Similarly, the collection
is an open cover on K. Thus (2.7) also defines a local coordinate system on K. This is the local coordinate system we will use.
2.3.
A local basis on the local patch. To formulate the almost complex structure J in local coordinates, a local basis {X fc , Y k : k E N} on K will be defined in this section. It will be also shown that
To define X o > consider the normal vector field e 2 = e 2 (θ) along 7. Note that e 2 can be regarded as a tangent vector on If at 7. It is defined that X 0 (j) -e 2 . For any 7 E ^(7), to define Xo(τ) 5 translate the vector field e 2 = e 2 (0) along 7 onto 7. Note that e 2 may not remain in T^K, i.e., e 2 (^) may have both normal component e 2 and tangential component eζ along 7. It is defined that X o = e 2 . e 2 will be explicitly computed later.
To define Y o on λί}(j), consider the normal vector field e 3 = e 3 (θ) along 7. The translated vector field e 3 (θ) along 7 may have both normal component e 3 and tangential component ej. It is defined that Y o -e 3 . e 3 will be also explicitly computed later.
Similarly, for any k E JV, consider the translated vector field s'm(2kπθ)e 2 (θ) along 7. Note that the normal component is s'm(2kπθ)e 2 and the tangential component is eos(2&π#)e<f. It is defined that (2.8)
There are also the following definitions: Similarly, the other X k ,Y k 's are also base vectors on . Λ/$ (7),
Remark. Notice that He^H^o
an(^ ll e ίllc° i nv°lve the first derivatives of x(θ) and y(θ). To ensure e 2 ,e 3 Φ 0 and linear independent along 7, e 2 and e 3 are defined only on the small local patch Λ/J (7). On the other hand, it is a remark that these local patchs do give an open cover on K and thus defines a local coordinate system on K. The proof is similar to that of Lemma 2.2. e 2 and e 3 are now explicitly computed as follows. For 7 G if*, denote by l,κ,τ the arc length, curvature and torsion of 7, and s,θ an arc-length and standard parameter of 7, also {βi,e 2 ,e 3 } the Frenet frame along 7. For any
let 5 denote the arc-length parametrization of 7, e λ = ^ the unit tangent field along 7.
To compute e 2 and e 3 , differentiate (2.11). By the Frenet formula, ds ei-= /(I -/ra)ei + Or' -ίry)e 2 + (y ; + lτx)e 3 . Notice that both e 2 and e 3 are linear combinations of βi,e 2 ,e 3 with coefficients which are real analytic functions in κ^r 1 x(θ) 1 
y(θ) and the first derivatives x'(θ),y'(θ).

The almost complex structure J
On the knot space if, there is a genuine almost complex structure J. Recall that, for any 7 G ϋf, T Ί K = Γ(JV 7 ). J Ί is defined as the rotation of | in the plane bundle. In [3] [4] [5] , it is proved by Brylinski that J is formally integrable, i.e., the Nijenhuis tensor of J vanishes on K. In this section, J is formulated explicitly in local coordinates. This means to compute the action of J on the local basis {X k ,Y k } defined as (2.8) and (2.9). In this way J is shown real analytic on K.
To compute J(X k ) and J(Y k ), for any 7 G ϋf*, fix a standard parametrization θ for 7 and the Prenet frame {e u e 2 , e 3 } along 7. For any 7 G Λ/J(7), let s be the arc-length parametrization for 7 and e x = ^.
Recall that βi, e 2 and e 3 are computed as (2.13) and (2.14). Since J is the rotation of f, J(e 2 ) = ei x e 2 , (3.1)
J(e 3 ) = βi x e 3 .
Substituting (2.13) and (2.14) to (3.1), J(e 2 ) and J(e 3 ) are computed as follows:
where λχ,λ 2 and λ 3 are given as (2.12). Written as linear combinations (3.3) J(e 2 ) = ae 2 + be 3 , J(e 3 ) = ce 2 + de 3 , the coefficients are then given as follows:
Let A denote the 2x2 matrix defined as Note that, for any X = # 2 e 2 + ρ 3 e 3 G Γ 7 iί,
Denote by X -(^2,^3), J is then given as
J is represented by the matrix A and can be compared to the almost complex structure in two dimensions. At the origin of Λ/"/(7), A is the standard matrix Note that A is a 2 x 2 matrix with entries which are real analytic functions in K, r, x(θ),y(θ) and the first derivatives x'{θ),y'(θ). J is a well-defined and smooth almost complex structure on K. There is further the following:
Proposition 3. J is a real analytic almost complex structure on K.
Proof. With J given explicitly as above, the proof is omitted. Remark. Since A involves the first derivatives x'(θ) and y'(θ), for any k =o J(e 3 ) can be formulated similarly as (3.9).
The <9-Equation and the Frobenius Problem
In this section, we formulate the 9-equation corresponding to the almost complex structure J which is conjugate to the 9-equation. Recall that J is real analytic on if, the 9-equation can be complexified into a Frobenius equation. Since J is represented by the 2x2 matrix A, and the entries of A involves the first derivatives of the coordinate functions, the Frobenius equation can be reduced to a first order nonlinear partial differential equation. In the next section we solve the nonlinear equation and prove that J is weakly integrable on the space K o of real analytic knots and in Section 6 we prove that the Frobenius equation is not solvable on K. Note that the Frobenius equation is stronger than the 9-equation: When the former is solvable, so is the latter. Conversely, if the d-equation is solvable and the solutions are real analytic, the complexified solutions satisfy the Frobenius equation. 
is the z-eigenspace of J 7 : T^K -> T^K and
It is well-known that T'K is closed under the Lie bracket if and only if J is formally integrable, i.e., the Nijenhuis tensor of J vanishes. Similarly T"K -U ΊeK T"K is also a subbundle of T C K. For fixed 7 G ϋf* and 7 £ ^(7), T 7 if is given as 
Since J is formally integrable, the collection < 4 6 » is close under the Lie bracket. Thus elements in (4.6) are commutative. It will be proved in the next section that for any k (Ξ N, the 9-equation is solvable on the space K o .
The Frobenius equation.
Recall that α,6 are real analytic functions in «,r, and the coordinate functions x(θ),y(θ) and their first derivatives. Without confusion, denote by
Note that both a and b can be complexified as a(z(θ), w(θ)) and b(z(θ), w(θ))
, (4.6) can be complexified as
on the complexified local patch 
Recall that a(z(θ) and w(θ)), b(z(θ),w(θ) ) are C^-functions in «, r, z(θ), w(θ) and ^(0),w'(0). The Probenius equation (4.14) involves ψ, §f and §f, it is a nonlinear partial differential equation of the first order. 
Proposition 4. For z,w G
The Weak Integrability on K o
In this section, we solve the Probenius equation (4.12) and prove that J is weakly integrable on the space K o of real analytic knots. By the construction in Section 4, the proof is quite easy by the theorem of Cauchy-Kowalewska. Since K o is equipped with the C^-topology, we need to pay attention to analytical details. An explanation is also given in the section that the holomorphic functions on K o fail to make a local chart on K o by the inverse theorem of Nash and Moser. gives an open cover on L o and hence a local coordinate system on L o . Note that the C^-topology is a finer one than the smooth Frechet topology, because by the Cauchy formula, for any e,e' with 0 < e < e', all the C n -norm of 7 G L o on A e can be bounded by ||7||c°(i4 e /)j a s Theorem 14.6 of [20] . Descending to the quotient topology, for any 7 G K o , define again M e^{ l) by (5.1). Then the collection
is an open cover on K o and gives a local coordinate system on K o . As (2.5), (2.8) and (2.9), let x(θ) and y{θ) denote the local coordinate functions, and 
The weak integrability on
Proposition 5.1. J is a well-defined, formally integrable almost complex structure on K o and is real analytic.
Proof. For any e, e' with 0 < e < e', since
for any k G iV, the matrix A defines a smooth map in the C^-topology. Thus J is well-defined on K o . J is formally integrable by Brylinski [3, 4] . With J given explicitly as (3.4), the proof of the analyticity is omitted. 
Theorem 5.2 (Drinfeld, LeBrun
Note that, for any 7 G K£, κ,τ are both real analytic functions in 0, and for any (z,w) G C ω (S\R 2 ), the nonlinear PDE (5.6) is a real analytic system. By the theorem of Cauchy-Kowalewska, (5.6) has a unique solution ψ^^z^w) for small t > 0. By rescaling, il)(t,z,w) is defined on 0 < t < 1. By Proposition 4, the Frobenius equation
φ{0,w) = w has a unique solution for any (z, w) G λf e^{ η) ® C when δ > 0 is small. The <9-equation is thus solvable, the holomorphic functions are given by
Let Φ be the map on λί €^{ j) defined as
Notice that
involves the first derivatives of the coordinate functions. DΦ is invertible on Λf et δ(Ί) Thus the germ of holomorphic differentials is weakly dense in T*K Q . Theorem 5.2 is thus proved.
On the inverse function theorem. In this section, it is shown that
the inverse function theorem of Nash and Moser fails to implies that Φ defined as (5.8) is a local diffeomorphism and thus J is integrable on K.
The reader may refer to Hamilton [8] for the exact statement of the inverse function theorem. Roughly speaking, the inverse function theorem works in the tame category. As in Hamilton [8] , the space C ω {S λ ,R 2 ) with the C^-topology is a tame Prechet space. It will be shown that the map Φ fails to satisfy the tameness conditions.
It is a remark that however Φ and the inverse of DΦ both satisfy the tameness estimates in the (7°°-topology. By (5.9), the inverse of DΦ is an ordinary differential operator. As Corollary 2.2.7 of Part II of [8] , the inverse is a tame map on ^,5(7). To prove that Φ is tame, we solve the equation (5.6). (We will return to this practise of solving (5.6) more specifically in Section 6, and here we are brief.) As in Garabedian [6] and John [9] , (5.6) can be solved by integrating a system of ordinary differential equations which describes the characteristic curves with initial conditions given by w. As Theorem 3.2.1 of Part II of [8] , the tameness estimates of Φ can be easily established. Thus the inverse of DΦ is computed as (5) (6) (7) (8) (9) (10) (11) (12) Note that (DΦ)" 1 has a nonlinear term y /2 . As Example 2.1.3 of Part II of [8] , it is not a tame map in the C^-topology.
The Frobenius Problem on K
In this section, we give an explicit form of the Frobenius equation
and prove an insolvability of the equation. By Proposition 4, the Frobenius problem on K is thus not integrable. .7) is a first order, nonlinear equation. As in Garabedian [6] and John [9] , when w is a real function, (6.6) can be explicitly solved by integrating a system of ordinary differential equations which describes the characteristic curves. This is also the case when w is real analytic. 
(t,θ) = υ'(θ + 2tη(t,θ)).
Assume that v 1 is never real and (6.8) has a solution η(θ,t). Then for small ί, η(θ,t) is also never real. By (6.10), v' is extended over a certain annulus A e . To show that the extension is holomorphic, let Note that r = τ(θ,t) is determined by (6.23A) implicitly. When Imλ Φ 0 on S 1 , similar to the case of Burger equation, if the equation (6.7) has a solution, then (6.23A) implies that r is a complex variable and thus μ(τ),λ(τ) are both forced to extend over a certain annulus A e . Assume that λ and μ are extended as 2 or \ or or) Where the first and second term of (6.38) are derived from those terms of (6.32), since the highest ί-power appears in the square of (6.32). By (6.36) and (6.37A), substituting f£ and f£ to (6.38), (6.39) 
=Ό.
Thus ψ τ = 0, § = 0. v e C ω . The complicated case is the equation (6.37B). In this case, substituting again (6.36) and (6.37B) to (6.38) follows that ψ-is a quadratic equation in dj.
(,40, £-
To complete the proof of Proposition 6.2, it will be shown that, the equation H -0 implies two more nontrivial equations which can be reduced to different polynomial equations r, (* ,*£)-o.
(Λ, μ ,|)= (6.41) r 2^λ ,/i,^J=O which are in the single variable f£ by (6.36), (6.37B) and (6.40). Thus by restricting λ and μ on the real line τ -τ, for generic v(θ), (6.41) has no solution. (The resultant can be used to check that I\ and Γ 2 have no common solutions.) The two polynomials can be indeed chosen in the following way. Regard H as a polynomial in z instead of t. Then the two polynomials are deduced from the constant term and the coefficient of z. An explicit calculation can be given to show that the polynomials are in fact different; the calculation is lengthy however not difficult, may we omit the details here. Proposition 6.2 is thus proved. 
