Abstract
Introduction
Simulations in the military are used mainly for training and evaluation of military equipment and doctrine. Due to the flexibility, mobility, firepower, and information available to present day human commander, his/her decisions have unprecedented effects on the outcome of the battle. Therefore, in constructive simulations, it is no longer sufficient to use the relative strength of opposing forces, together with their firepower, to present battle outcomes. As human-in-the-loop simulations are time and personnel intensive, therefore, in high-level military simulations entities are aggregated for want of lower level commanders. Pew and Mavor [1] cite work of Davis, at RAND Strategic Assessment Center addressing the variation in performance of units due to command decision making.
This requirement of Human Behavior Representation (HBR) for synthetic war resulted in many attempts to model human commanders. These human behavior models at this stage are not sufficiently realistic. Because, decision making at all levels of military hierarchy is a very difficult phenomenon to model, which involves human cognition in general, and individual's domain knowledge, personal experiences, and many other physiological and psychological factors in particular. In present day military simulations the decision-making models are based on, the current procedural and often cumbersome, Military Decision Making Process (MDMP). MDMP in turn is based on Multi-Attribute Utility Analysis (MAUA), which is a classical decision making approach. When under stress due to time pressure and in dynamic situations, military commanders usually abbreviate this process and adopt a more quick and flexible process described by Klein and associates as Recognition Primed Decision Making (RPD) [2] . Soar, a cognitive architecture for general intelligence, provides the basic infrastructure to implement RPD model.
In Section 2 of this paper, RPD model and Soar cognitive architecture have been discussed. In Section 3, the proposed implementation of RPD model using Soar cognitive architecture is described. And in Section 4, the experiments and their results have been discussed.
Why RPD and Soar?
Human behavior representation without an underlying psychological theory based on cognitive processes results in brittle models.
RPD
RPD is a promising model of Naturalistic Decision Making [2] and [3] . RPD model has been tested in variety of applications [4] . Earlier, Rasmussen [5] Many attempts have been made at implementing RPD agent [6] , [7] , [8] , [9] and [10] . But all of these implementations lack a sufficient mental simulation capability required to model Level 3 RPD.
Soar
Soar is a symbolic cognitive architecture for general intelligence [11] and [12] . It has been used for creating intelligent forces for large and small scale military simulations [13] , [14] and [15] . Soar is a forward chaining parallel rule matching and parallel rule firing system. Both the declarative and procedural knowledge are represented as production rules. The production rules are condition-action pairs. The Long Term Memory (LTM) is composed of production rules while the short term memory (STM) contains only declarative knowledge. STM in Soar is also the Working Memory (WM) that holds all the dynamic data structures. Impasse in Soar is the architecturally detected lack of available knowledge. Soar's basic reasoning cycle is as follows:
• Input Soar has many similarities with RPD model that may be used to our advantage in developing the RPD model. The first advantage of using Soar to model RPD agent is that recognizing a pattern at the input and proposing relevant operators according to the situation is already a part of the architecture. Second advantage is that state elaboration phase may be used to process information and reason with it to recognize the situation for Level 2 RPD. The third advantage is that if sufficient knowledge in the WM exists then Soar behaves like Level 1 RPD model. And the fourth advantage is that the basic structure in Soar is problem space based, and with the help of impasses sub spaces can be created for mental simulation.
RPD-Soar model -Implementation
The external environment or the 'world' has been created using Java programming language, and the agent has been developed using Soar cognitive architecture. Soar agent and the external environment have been interfaced using Soar Markup Language (SML). Different environments based on maps for different scenarios and agents with different behaviors can be loaded into the system. When an agent takes a decision that need to change the external world the information is put on the output-link of the agent during the output phase. The external world is waiting for any information on the output-link and changes itself accordingly as any information becomes available. As soon as the world changes it provides this information at the input-link of the agent which is picked up during its input phase.
For computer implementation of mental simulation, same as in the case of humans, a copy of the external environment is created in the agent's head. For mental models and related errors see [16] . In Soar, by creating an operator tie impasse a selection space can be created to evaluate the proposed operators. By proposing an abstract operator another sub-space is created which has been used as the mental model to evaluate the effects of this operator on the external world. Past experience is in the form of production rules to prefer an operator to be evaluated first and in judging the usefulness of this action in achieving the goal. In this experiment, only one step mental simulation has been implemented. After this, the agent dissolves its mental model either to go ahead and apply the selected operator to the real world or to make another mental model to evaluate a different operator.
The environment is grid based. The perimeter has obstacles and the agent's world is restricted to these boundaries. The agent is a tank commander who is commanding a single tank. The tank has a visual sensor that sees one cell around itself.
Experiments
Some experiments are aimed at verifying Soar's ability to accommodate situations, goals, expectations, and CoA in its LTM and bringing them up at correct time in its WM, and also testing the ability of the agent to recognize a situation in a changing context. The remaining experiments are aimed at evaluating performance and behavior of various types of RPD-Soar agents. For the complete set of experiments see [17] .
Vignette A : Static obstacles -Varying performance due to experience
In a 10x10 grid based environment, the tank has to start from the south and advance towards north to reach the destination as shown in the Figure 1 . The agent has four actions to choose from: move in the direction that the tank is facing; and turn in any three directions other than the one that the tank is already facing. The agent has been given the location of the destination cell and has been tasked to advance to that location. Although, there is one obstacle in this environment, but this obstacle always comes in the path of the agent unless the agent is moving randomly. In this experiment we compared three types of agents and then evaluated two RPD agents with different levels of experience.
Random-walk agent.
This agent has no experience. It only knows a set of actions that may be taken in a situation. The agent has enough intelligence to avoid obstacles but it does not have the capability to evaluate or mentally simulate actions. When the agent reaches its destination it recognizes its goal state and stops. 
Less experienced RPD-Soar agent.
This agent has the capability of a third-level RPD agent to mentally simulate the actions. As the situation is new for the agent, therefore, it can not select one action straight away and apply it thus behaving like a Level 1 RPD agent. Moreover, although it is a Level 3 RPD agent but it does not have sufficient experience to select one action as first one to consider for mental simulation. Rather it indifferently selects each action in turn and mentally evaluates them and then selects the most promising action.
Experienced RPD-Soar agent.
This agent is also a Level 3 RPD agent and it has sufficient experience to recognize the situation and an associated CoA as first one to consider for mental simulation. It creates a mental model and simulates the prioritized CoA through a single step and if the action seems promising applies it to the external environment and does not evaluate other applicable actions. Figure 2 . The y-axis represents Soar decision cycles that each agent is using to get to the same destination. Even, if the Random-walk agent is compared with the LessExperienced RPD-Soar agent the difference is notable. It is worth mentioning here that the number of moves made in the external world by both RPD-Soar agents is far less than the number of Soar decision cycles as these agents do mental contemplation using Soar decision cycles while the Random-walk agent physically moves with every Soar decision. In Figure 3 , the two RPD-Soar agents have been compared. It is evident that the experience reduces the time and effort required for evaluation of options. The variability in behavior in the same agent in performing the same task is a desirable characteristic and both RPD-Soar agents are displaying it. This variability is not due to randomness that produces undesirable behavior rather it has been produced because of the reasonable but some times sub-optimal choices given to the agents. 
Results. The result of 30 simulations is shown in

Comparison of Agents
Vignette B -Moving threat
In this experiment, a more mobile Blue agent with the ability to move in all eight neighboring cells reaches its destination by maneuvering around static obstacles and avoiding collision with an equally mobile Red agent. With the help of five PhD students two strategies to avoid moving agents have been formulated. One strategy emphasizes safety, in which Blue agent mentally simulates all possible future moves of Red agent in next step, and then Blue agent selects its own move; one from all of the possible moves that can take it to a cell which can not be occupied by Red agent in next step. The second strategy involves a calculative risk, in which, the Blue agent where possible predicts a Red agent's move from all possible future moves of Red agent by observing Red's two previous moves. And then Blue takes a risk only if this risk takes the Blue agent closer to the goal by selecting to move to a cell which may possibly be occupied by the Red agent in next move but is not the predicted one.
The proposed RPD-Soar agent model demonstrated the ability to implement both of these strategies formulated by humans.
Conclusion
We have successfully implemented RPD model in Soar cognitive architecture. Soar provides a convenient frame work to model all three Levels of RPD. Level 3 RPD has its emphasis on mental simulation and Soar architecture has the capability to take mental simulation to as many steps as is suitable for the application. The implementation has demonstrated the ability of the model in generating variability in behavior within an entity and also across entities. The variability in behavior within an entity is achieved in this model by giving a random choice to the agent from two actions when they can prove to be equally successful. It has been demonstrated that an experienced agent takes quicker decisions and a less experienced agent may give the same behavior but with more evaluation that will make it slow to react to situations. In these simulations the agents were taking turns to act, therefore, this effect could only be measured through number of Soar decision cycles. The advantage of experience will be directly observable if the simulation is running on time steps instead of agents acting in turns. The learning or gaining experience need to be automated through modifying the success values of various actions in different situations.
