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Bayesian networks (BNs) have proven to be a modeling framework capable of capturing
uncertain knowledge and have been applied successfully in many domains for over 25 years.
The strength of Bayesian networks lies in the graceful combination of probability theory
and a graphical structure representing probabilistic dependencies among domain variables
in a compact manner that is intuitive for humans. One major challenge related to building
practical BN models is specication of conditional probability distributions. The number of
probability distributions in a conditional probability table for a given variable is exponential
in its number of parent nodes, so that dening them becomes problematic or even impos-
sible from a practical standpoint. The objective of this dissertation is to develop a better
understanding of models for compact representations of local probability distributions. The
hypothesis is that such models should allow for building larger models more eciently and
lead to a wider range of BN applications.
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1.0 INTRODUCTION
1.1 MOTIVATION
Reasoning under uncertainty is recognized as a major research area in the domain of articial
intelligence. Researchers proposed several methodologies, among the most popular are rule-
based certainty factors, fuzzy sets, and various probabilistic approaches. The last category
has become the most popular within the last 25 years. Its success is mainly attributed to the
Bayesian network (also known as belief network) framework [38, 65]. There are several factors
that contributed to this success. They are: sound theoretical foundations, intuitive interface
for human experts, well founded learning from data, capacity to combine knowledge from
various sources (such as human experts and data), ability to assign a causal interpretation,
and inference (reasoning) algorithms that allow for both diagnostic and predictive reasoning.
A Bayesian network (BN) encodes the joint probability distribution (JPD) over a set
of domain variables by means of a acyclic directed graph and local conditional probability
distributions associated with vertices in the graph. The graphical part of a BN captures
probabilistic independencies among variables, which consequently lead to immense savings
in terms of the number of numerical probabilities compared to the exhaustive specication
of the JPD.
Although there is active research on Bayesian networks with continuous variables [48,
45, 53, 61], most practical BNs are still restricted to discrete variables, and therefore I
restrict further discussion to the discrete variables. The quantitative part of BN consists of
local probability distributions associated with individual nodes in a network. The number
of probability distributions associated with the node depends on the number of parents of
this node. When the node has no parents in the graph, it has associated one probability
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distribution that encodes the prior marginal probability distribution over this variable. The
situation becomes more complicated when the node has parents. In the case of discrete
variables, such node has a set of conditional probability distributions that quantify statistical
relationships with its parent variables. The number of distributions in this set is equal to
the product of the number of states of the parent variables. In the most general case, the
set of distributions is represented in the form of a conditional probability table (CPT). In a
CPT, all possible combinations of parents' outcomes are enumerated, and a single probability
distribution is assigned to each combination of parents' outcomes. The CPT is capable of
capturing any possible statistical interaction between the parents and the child variable.
However, such expressive power has its price | the number of distributions (parameters)
required to dene a CPT is exponential with the number of parent variables.
The problem of developing compact representations of local probability distributions has
been recognized early by the Bayesian networks community [65, 67]. The rst compact
representation of local probability distributions that appeared in the literature is the noisy-
OR model [29, 67]. This model can be viewed as a probabilistic extension of the deterministic
OR. The noisy-OR has been widely accepted and applied in a large number of domains
and projects. It would not be an exaggeration to say that by itself the noisy-OR allowed
building signicantly larger BN models [22, 34, 68]. Since the introduction of the noisy-OR,
a number of models for local probability distributions have been proposed, some of them
being generalizations of the noisy-OR, such as the noisy-MAX [36, 19] and the recursive
noisy-OR [52]. Meek and Heckerman [59] made an attempt to formalize relations between
these models and dened a family of models called causal independence models with the
name later has been changed to independence of causal inuences (ICI) that encapsulates
majority of the proposed models. Moreover, they delivered a very insightful discussion
on some properties of models that can lead to parametrizations that are meaningful to
human experts and have the potential to be exploited by inference algorithms. But not
all models for conditional probability distributions proposed in the literature belong, or are
developed on ideas borrowed from the causal independence models. For example, the additive
belief network models [11, 12] and the causal strengths logic [9] address the same problem
using dierent underlying principles than the causal independence models. Although their
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representative power is greater than one of causal independence models, they suer from the
lack of the clear, intuitive parametrizations.
1.2 OBJECTIVE
The parametric models of local probability distributions like the noisy-OR model undoubt-
edly have proved to be extremely useful tools for knowledge elicitation. Their application in
modeling practice enabled development of models that consisted of hundreds or even thou-
sands of variables [22, 34, 68]. The noisy-OR model was the rst model for local probability
distributions in BN, and still remains the one most widely used, even though a number of
other models were proposed. It is especially interesting because the noisy-OR models partic-
ular pattern of interactions and, potentially, its application to such a wide range of modeled
interactions can not be always justied.
Better understanding of knowledge elicitation for local probability distributions models
and their ability to approximate real-life conditional probability distributions would provide
stronger justication of their use within the framework of Bayesian networks. The hypoth-
esis of this dissertation is that local probability distributions are a useful tool for ecient
development of Bayesian network models by:
 providing a convenient mechanisms for eliciting large conditional probability tables e-
ciently,
 providing approximations of causal interactions dened by conditional probability tables
that can be exploited in practice,
 allowing for improved eciency of calculations for inference, learning, etc.
In this dissertation, rst, I present an overview and critical discussion of dierent meth-
ods addressing the problem of quantication of probabilistic relations between the parent
variables and the child variable in the context of BNs. The common goal of these methods is
to reduce of the number of parameters required to specify the local probability distributions
in BN, which leads to further reduction of parameters required to specify the joint probabil-
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ity distribution by means of the BN. The problem of large number of numerical parameters
required for large Bayesian network models is recognized as a major obstacle to a wider ap-
plication of this modeling technique in large scale real-life applications. Therefore, methods
of further reduction of parameters required to specify the CPT or other representations of
conditional probabilities are of high practical importance.
In the following part I present empirical evidence that the independence of causal inu-
ence models are suitable for ecient knowledge elicitation and are capable to provide better
accuracies than specifying complete CPTs. Consequently, I investigate if the ICI models can
be used as approximations of CPTs in the real-life models that were dened by human ex-
perts and/or learned from data. The results suggest that ICI models for some CPTs provide
good approximations, and therefore their use can be justied.
Finally, I introduce a concept of probabilistic independence of causal inuence (PICI)
that relaxes certain assumptions of independence of causal inuence models. The purpose
of this is to allow for denition of new models that allow to model more diverse patterns
of interdependencies between causes while preserving the key benets of the independence
of causal inuences. Several models based on PICI are proposed. The proposed models are
used in the set of experiments to empirically verify their ability to approximate CPTs for
existing real-life models.
Providing a set of models for local probability distributions that model causal interactions
between single eect variable and a set of causes may help user to chose an appropriate model.
Selection of an appropriate model should be considered using two criteria: the rst one would
be identication of suitable pattern of interactions between parents and the eect the model
denes (for example strong synergies between causes, allowing for a single dominating cause,
etc.), and the second would be properties of the model in terms of adequacy for knowledge
elicitation from human experts, eciency of learning from data, inference, etc.
The other important benet of the local probability models is improvement of inference
performance in BN models. It becomes important, especially when these models allow for
building larger BN models and need for improved inference performance becomes a necessity.
The basic idea is to exploit additional independencies introduced by parametric models
and their other properties. This has been done for the noisy-OR model [21, 32, 62, 84],
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however the authors noted that the same approaches can be applied to a wider class of local
distribution models that fulll certain properties. I used these properties while dening new
models, therefore the proposed models can be directly exploited by existing algorithms. I
provide empirical evidence that the proposed models can be exploited not only for knowledge
elicitation form human experts but as well for learning from data, especially in the cases
where amount of data is limited.
1.3 OVERVIEW
The remainder of this dissertation is composed as follows. Chapter 2 introduces Bayesian
networks in more formal manner, concentrating on relevant aspects required in further sec-
tions of the dissertation and providing a simple example for intuitive illustration of the main
topic of the dissertation. Chapter 3 discusses theoretical foundations of causal interaction
and causal independence models for local probability distributions. It presents in detail the
most popular example of causal independence models: the noisy-OR model and a group of
models that are variations or extensions of the basic noisy-OR. The overview of other causal
independence models proposed in the literature follows. Part of this chapter committed to
the causal strengths logic (CAST), an interesting framework, that allows to specify a local
probability distributions by means of causal strengths, an alternative measure of uncertainty
to probabilities. In that section I propose a new model based on CAST idea, which delivers
clear probabilistic parametrization of the CAST model. An overview of an alternative ap-
proach to ecient encoding of local probability distributions { context specic independence
{ that takes advantage of symmetries in conditional probability distributions is briey dis-
cussed. I conclude this chapter with discussion of inference algorithms, that take advantage
of presented models for local probability distributions.
In Chapter 4 I present two studies that aim at gaining better insight into benets of local
probability models. In the rst study I addressed the problem of knowledge elicitation from
human experts, concluding that the noisy-OR model indeed provides better results in terms
of elicitation accuracy that the full CPT. In the second study I test whether some of CPTs
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in real life practical models can be eciently approximated by the noisy-MAX model.
Chapter 5 introduces probabilistic independence of causal interactions, the family of
models that extends independence of causal interactions and is a basis for the new models
presented further in that chapter. Two studies follow. The rst of these studies concerns
on verifying if the proposed models provide reasonable approximations of local probability
distributions in existing models and presenting benets of using these new models for learn-
ing from data and approximating CPTs in the case where data is sparse. The second study
explores to what degree dierent patterns of causal interactions in local probability mod-
els make dierence in case of knowledge elicitation from human experts. The dissertation
concludes with a summary of the models presented and discussion of directions for future
research.
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2.0 BAYESIAN NETWORKS
2.1 INTRODUCTION
A Bayesian network (BN) is a powerful modeling and inference tool for domains involving
uncertainty. The representation gracefully combines both: formal, sound theoretical frame-
work and human-oriented qualitative part, which provides convenient interface for model
construction. Moreover, the other strength of BN is that it can be constructed using domain
knowledge coming from various sources: from the domain expert, learned from data or by
combining knowledge from both sources.
Bayesian networks have been applied to modeling medical diagnosis. Notable early ex-
amples include the probabilistic version of the QMR/INTERNIST system [73] for general
medical diagnosis [60], Munin network for diagnosing neuromuscular disorders with over
1000 nodes [3], and Pathfinder project for diagnosis of lymph-node diseases [34].
The other major area of BN applications is hardware troubleshooting and diagnosis.
This type of projects are very often commercial in nature and only few details are made
public. Relatively well documented is a diagnostic model developed by Microsoft Research
for troubleshooting printing problems in the Windows operating system [7]. Other examples
of BN applications that have proved practical are aircraft diagnostic models developed at
Boeing [43] and locomotive diagnosis developed at HRL Laboratories [69].
One of the most popular applications of BN known to public relates to the Lumiere
Project that lead to implementation of an automated assistant in the Microsoft Oce soft-
ware [37]. The main goal of the project was to model uncertain relationships among goals
and needs of a user given information about his or her previous actions, typed queries and
current state of the software.
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The Bayesian networks framework is theoretically capable of representing both continu-
ous and discrete variables. In practice, the vast majority of research is concentrated on BN
constructed exclusively of discrete variables. It is because continuous variables in BN pose
considerably more challenges for both knowledge representation and inference. While prob-
abilistic interactions between discrete variables can be captured by exhaustive enumerations
of possible cases in conditional probability tables (CPTs), this approach is inadequate for
continuous variables and there is no single alternative to CPT for continues variables. The
situation becomes even more complicated for inference algorithms, where there is no univer-
sal algorithm for continuous variables. The only BNs with continuous variables presented in
the literature are limited to special cases, like mixed discrete-Gaussian models [48], which
assume very restrictive constraints on the model, but allow exact inference. In the following
discussion, every time I refer to variables, I mean discrete variables, unless explicitly stated
otherwise.
2.2 MODELING UNCERTAINTY
A Bayesian network is a compact representation of the joint probability distribution over a
nite set of random variables. It consists of two parts: qualitative and quantitative. The
qualitative part is an acyclic directed graph, in which vertices represent random variables,
and edges indicate direct statistical relationships among these variables. The quantitative
part consists of probability distributions associated with variables (vertices in the graph).
In the reminder of this dissertation, I will use upper-case letters to denote random vari-
ables (e.g., X), lower-case letters will denote states of the variables (e.g., x) If variable X is a
binary variable, I will denote its range as Range(X) = fx; xg, and when X is a multi-valued
variable by Range(X) = fx1; x2; : : : ; xng. I will use bold upper-case letters to denote sets of
variables (e.g., A), and by analogy values of sets of variables by bold lower-case (e.g., a). I
will use P (X) to denote probability distribution for variable X.
Let U = fX1; : : : ; Xng be a set of variables. Let G be an acyclic directed graph which
vertices constitute U. I will use Pa(Xi) to denote the set of parents of the node Xi in G. In
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case when Xi has no parents, Pa(Xi) is an empty set. In further discussion, I will refer to
both variable or node in the graph as Xi, usually making no distinction between the two.
The graphical part of a BN encodes statistical relationships among random variables. An
edge between two variables denotes direct probabilistic dependence between these variables.
The absence of an edge between two variables represents conditional independence between
them. Two variables A and B are independent given a set of variables C, if for all possible
values of A, B and C:
P (AjB;C) = P (AjC): (2.1)
A BN encodes the following independence assertion: each variable is independent of its non-
descendants given the state of its parents. Other independence statements can be read form
the graph structure using graph-theoretic criterion called d-separation. The d -separation is
outside the scope of this dissertation and I refer the reader to [15, 65] for details.
Each node in the BN graph has associated with it one or more probability distributions. If
the node has no parents in the graph, it has associated with it a prior probability distribution.
The case when a node has parents situation is more complicated. Such node has associated
with it a set of probability distributions called local conditional probability distribution. Every
single distribution in this set corresponds to exactly one combination of parents' states and for
every possible combination of parents' states there is a dened probability distribution. For
example, if a node X has three binary parents, its local conditional probability distribution
will consist of 8 probability distributions, each of them corresponding to one of the 8 possible
combinations of parents states.
Because BN is an acyclic digraph, it is always possible to well-order nodes in the graph.
Well-ordering is an ordering of nodes in the graph, such that it ensures that for every variable
Xi 2 U, all predecessors of Xi have indices smaller than i. Further, I assume that indices
of variables in the graph follow such ordering. Such ordering provides a framework for
application of the chain rule of probability, which is as follows:
P (X1; : : : ; Xn) =
nY
i=1
P (XijX1; : : : ; Xi 1) : (2.2)
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Having in mind that in BN each variable is independent of its non-descendants given the
state of its parents:
P (XijX1; : : : ; Xi 1) = P (XijPa(Xi)) ; (2.3)
the chain rule of probability has the following form for BN:
P (X1; : : : ; Xn) =
nY
i=1
P (XijPa(Xi)) : (2.4)
Using Equation 2.4, it is possible to compute the joint probability distribution P (U) from
individual conditional probabilities P (XijPa(Xi)).
A Bayesian network can be used to calculate posterior probabilities, given some infor-
mation on state of variables in a set U. To achieve this, the Bayes rule is applied. Assuming
that some outcomes of the random variables in U are known and they are usually referred
to as evidence and denoted E  U, one can calculate the posterior probability distribution
over the remaining variables T = UnE as follows:
P (TjE) = P (EjT)P (T)
P (E)
:
Although in general case the problem is NP-hard [10], several ecient exact and approximate
algorithms have been proposed.
2.3 BUILDING BAYESIAN NETWORKS
Once created, a Bayesian network oers a powerful modeling tool, with a wide range of
possible applications. However, the main diculty with applying BN models lies in the
phase of creating a model. Theoretically, models can be created from data, built with help
of a human expert, or a combination of both. The practice shows that creating a Bayesian
model for a real world domain is a challenging task.
Learning models from data is based on strong theoretical foundations. Having sucient
amount of data, one can reliably learn numerical parameters of the model. Learning of the
graph structure is more cumbersome, however multiple approaches were proposed in the
10
literature. A good overview of the problem is presented in [33]. In practice, however, the
number of data records is very often limited and generally making it challenging to learn
reliable estimates of the parameters. Learning the graph structure requires large number
of records and the limited number of records makes learning a graph structure practically
impossible.
An alternative approach is to use a human expert to build a model. Bayesian networks
provide a convenient and intuitive interface for humans. The graph structure can be inter-
preted in terms of causal dependencies in a modeled domain | this property makes structure
elicitation intuitive for domain experts. Numerical parameters in the form of probabilities
can be elicited directly or through indirect elicitation techniques [25, 79]. In this approach to
building BNs, elicitation of probabilities poses more challenges than obtaining the graphical
part. First of all, the number of parameters for a model of some practical domain can easily
reach several thousands. This is time-consuming, and a domain expert's time is usually
expensive. Another problem is the quality of such an assessment | it is likely that the
expert can easily grow tired, bored of such elicitation, or even be not capable to answer all
the questions reliably.
In practical applications, because real data sets are small and often not reliable, typically
a human expert provides a graph structure, while parameters are obtained from a data set.
Of course, there are possible multiple variations of this scenario. For example, an initial
estimation of parameters can be provided by an expert, and then a data set is used to rene
these parameters [64].
But often even combined knowledge sources, like expert knowledge and a data set, are
insucient to provide reliable estimates of probabilities, because CPTs tend to grow easily to
unmanageable sizes. One solution is to reduce the number of parameters in CPTs by assum-
ing some kind of functional relation that determines how the parent nodes inuence the child
node. A dierent approach is to assume an internal structure of the CPT | this resembles
the way in which Bayesian network reduces the number of probabilities required to specify
the joint probability distribution. This dissertation provides an overview of methods that
lead to reduction of parameters required to specify local distributions in Bayesian networks.
The main rationale of these methods is to provide a convenient interface for acquisition
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of uncertain relations between variables for the purpose of model building. However more
convenient knowledge elicitation schemes are not the only benet of such representations.
These representations can lead to performance gains in inference and learning algorithms.
2.4 EXAMPLE
The problems in model building, can be shown by a simple example. The example is intended
for these readers who are less familiar with BNs and highlights some problems with knowledge
elicitation. Figure 1 shows a BN modeling problems related to starting a car engine.
Figure 1: BN for car problem
I assume three causes that can prevent the engine from starting: (1) battery can be
dead, (2) the connectors to the rest of the electrical system can be dirty, which also prevents
current from owing, and (3) sometimes after a rainy day, water gets to the wiring and
causes a short, which prevents the engine from starting. Since a BN is a tool for modeling
uncertain domains, I assume that there are no strictly deterministic relations between vari-
ables in the modeled domain. For example, Dead Battery is assumed not to be completely
dead, and with favorable conditions, like a sucient time lag between attempts to start the
engine, can provide sucient current to start the engine. It is relatively easy to obtain prior
probability distributions for nodes Dead Battery, Dirty Connectors and Short Caused by
Water from an expert. More problematic is obtaining a CPT for the variable Engine does
not start. This requires an explicit specication of eight conditional distributions | one for
every combination of states of parent nodes. The example of a CPT is shown in Figure 2.
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The exponential growth of CPTs in the number of parents nodes is a major problem with
knowledge engineering for BNs.
Figure 2: Conditional probability table for node Engine does not start
In this example, the expert would have diculties with estimating the probability that
the engine does not start, given that the battery is charged, but connectors are dirty, and
there is water in the electrical system. This is because some combinations of parent states
may be extremely unlikely and typically she may have no experience with them.
2.5 BAYESIAN NETWORKS AND CAUSALITY
In many elds of the science, especially those for which statistics was a main tool, causality
has been often considered as a purely psychological concept that served humans as a tool to
conveniently encode relationships among phenomena. In statistics textbooks terms like cause
and eect are avoided as much as it is possible. However there was a strong trend in some
sciences (especially in economy) to formalize causality using mathematical equations and
graphs [27, 74]. Recently, there have been multiple successful attempts to dene the concept
of causation within the framework of probability theory [76, 65] and Bayesian networks
[23, 35]. An excellent overview of the problem can be found in [66].
Regardless of philosophical disputes on the nature of causality, there is no doubt that
it provides an extremely convenient tool for humans to express knowledge of dependencies
among variables in a domain. This fact is utilized in a natural way by BNs. One of the
strengths of BNs is their ease of capturing causal relations in a modeled domain. Obviously,
not every Bayesian network captures causal relations in a domain. However, it is usually
possible to create a graph, in which directed arcs can be interpreted as causal relations and,
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therefore, directed in such way, that they reect causality. Modelers often take advantage of
this fact, which leads to ease and intuitiveness of model building.
One can take advantage of the incorporated causal relationships in the BN for the pur-
pose of dening local distributions. A local distribution denes a non-deterministic relation
between a single variable and a set of its parent variables. Such setting immediately suggests
an analogy between a single eect and a set of causes that can inuence this eect. One of
the most popular approaches to modeling local probability distributions discussed in Chap-
ter 3 explicitly assumes that the structure of a BN (or at least involved variables) reects
causal dependencies in a domain. Starting from the following chapter, I start a review of
representations of local probability distributions within the framework of Bayesian networks.
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3.0 MODELS FOR LOCAL PROBABILITY DISTRIBUTIONS
This chapter presents an overview of selected models proposed models in the literature.
It starts with introduction of the causal interaction and causal independence models { an
attempt to generalize the concepts behind most popular models for local probability distri-
butions. This serves as introduction to concepts behind the models presented in the further
sections. I decided to commit a lengthy discussion to the noisy-OR model, which is the most
popular model for local probability distributions. In this chapter I present number of models
and approaches that constitute an overview of proposed solutions to the problem of compact
representation of local probability distributions.
3.1 CAUSAL INTERACTION AND CAUSAL INDEPENDENCE MODELS
In this section, I describe the models of causal independence and their generalization | the
causal interaction models. The causal interactions models constitute a fairly broad class of
models and their denition serve rather the purpose of introducing a general concept that
characterizes all the models in this class. The causal independence models are a subclass
of the causal interaction models. In fact, it is the only subclass ever described and all
models proposed in the literature belonging to the causal interaction class are in fact causal
independence models. The causal independence models include widely used models like
the noisy-OR and the noisy-MAX. The the causal interaction models family is rather of
theoretical signicance and provides a formal foundation for the causal independence models.
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Figure 3: Example of causal interaction model
3.1.1 Causal Interaction Models
One of the proposals to overcome the growing number of parameters in CPTs uses a com-
bination of acyclic directed graph and a deterministic function. This class of models, called
causal interaction models, was introduced by Meek and Heckerman [59]. Figure 3a shows
a BN for multiple causes and the single eect, while the Figure 3b shows an example that
models causal interactions in this network explicitly. The basic idea behind the causal in-
teraction model is to dene cause{eect relation in terms of causal mechanisms that are
non-deterministic (noisy) and a deterministic function that combines the individual inu-
ences of those mechanisms to produce the eect.
The causal mechanismM in a causal interaction model is a set of (hidden) variables such
that (1) there is one distinguished mechanism variable, (2) every variable in the mechanism
can have parents that are either cause variables (variables in the BN model) or other variables
from the same mechanism, (3) the variables in the mechanism form a directed acyclic graph,
(4) only the distinguished mechanism variable is a parent of a non mechanism variable
and this variable has to be the eect variable. Figure 4 shows an example of a mechanism.
Variables modeling causes are denoted by Ci, mechanism variables are denoted byMij, where
the rst index is a label of the variable in the mechanism and the second index corresponds
to a mechanism, the distinguished mechanism variable for mechanism i is denoted with a
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single index as Mi, and E is the eect variable.
Figure 4: Mechanisms in causal interaction model
In the causal interaction model, the mechanism variables are never observed | they are
always hidden variables. This means that their parameters and the structure of the arcs
between them are assumed to be known, but the mechanism variables do not have semantic
meaning in the modeled domain. The deterministic function is assumed to be always known.
The model is basically a BN that models the interaction of causal mechanisms, as its name
suggests.
The causal interaction model denes a set of conditional probability distributions for
the eect variable E in the BN. More formally, the causal interaction model consists of (1)
the eect variable E, (2) set of causes C1; : : : ; Cn, which are the parent nodes of E in the
BN network, (3) a set of mechanisms in form of acyclic directed graphs M1; : : : ;Mm that
dene the inuence of the causes C1; : : : ; Cn on the eect E and that consists of mechanism
variables M1; : : : ;Mm (one variable per mechanism). Every mechanism variableMi can take
its parents from any arbitrary subset of causes C1; : : : ; Cn (including the empty set) and (4)
a deterministic function f(M1; : : : ;Mm) that denes the way the mechanisms inuence the
eect variable E.
It can be shown that the causal interaction models are capable of capturing any interac-
tion between the causes and the eect. In other words, they have the same expressive power
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as the CPT. As well, in a general case they do not guarantee any reduction of the number
of parameters required to specify the local distribution comparing to the CPT. Moreover, it
is trivial to show that the causal interaction model can require more parameters than the
CPT. To the best of my knowledge, there has not been further research on causal interaction
models reported in the literature and the eld remains still largely under-explored.
3.1.2 Causal Independence Models
As stated in the previous section, the causal interaction models are of not much practical
signicance to the modelers. This is in contrast to the causal independence models that are
a subclass of the causal interaction models. This class includes several useful models that
have taken a prominent place in real life applications.
The causal independence models [32] are causal interaction models that assume condi-
tional independence between mechanism variables Mi. Formally speaking, a causal inde-
pendence model is a causal interaction model for which two independence assertions hold:
(1) for any two mechanism variables Mi and Mj (i 6= j), Mi is independent of Mj given
C1; : : : ; Cn, and (2) Mi and any other variable in the network (excluding C1; : : : ; Cn and E)
that does not belong to the causal mechanism are independent given C1; : : : ; Cn and E.
Figure 5: Bayesian network representations for causal interaction model: (a) using interme-
diate deterministic variables and (b) single mechanism variable.
The denition above has an important implication: each mechanism has associated with
it only one cause Ci and mechanisms are independent of each other. A mechanism with more
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than one variable does not make much sense in the causal independence models. Because
they are independent of each other, mechanisms can not share variables and arcs between
variables from dierent mechanisms.
Because the variables in a mechanism are assumed to be hidden, those multiple mech-
anism variables can be easily collapsed (marginalized) to single variables, namely the dis-
tinguished mechanism variables. Such operation does not aect expressiveness of the model
and, therefore, Heckerman and Breese [32] dene the causal independence using only a single
node per mechanism. In their proposal, they use two dierent notations, which are presented
in the Figure 5. The rst denition, shown in Figure 5a, uses two variables for each cause
variable: one mechanism variable Mi and one deterministic variable Xi with associated with
it function fi that denes interaction between the cause variable and the mechanism vari-
able. Druzdzel and Simon [24] proved that such representations are equivalent to the second
shown in Figure 5b, which uses the single variable Ei to dene relation between Ci and E.
They have actually shown that for a general case, not restricted to local probability.
In the following subsections, I will discuss various specic forms of causal independence
that were introduced and discussed by Heckerman and Breese. Both representations of causal
independence presented in Figure 5 are helpful for introducing the discussed specialized forms
of causal independence. Therefore, depending on a context, I will use them interchangeably.
3.1.2.1 Amechanistic Causal Independence The amechanistic causal independence
(in earlier literature referred to as atemporal) addresses one of major weaknesses of the
general causal independence | namely the problem of dening mechanisms. It is often
impossible to say anything about the nature of the causal mechanisms and, therefore, they
can not be modeled directly. The amechanistic approach solves the problem by replacing
the whole mechanism with a single mechanism variable. But a single mechanism variable is
insucient to address the problem. Therefore, the amechanistic model has some additional
constraints imposed on it. In this way, the problem of explicit expressing of mechanism is
completely avoided. A Bayesian network for amechanistic causal independence corresponds
directly to the network presented in Figure 5b.
Denition 1 (Amechanistic property of a causal independence model). A causal indepen-
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dence model is said to me amechanistic, when all parameters for all mechanism variables
can be expressed in terms of probabilities of variables dened explicitly in the model (cause
variables Ci and the eect variable E).
One of the ways to avoid explicit specication the hidden variables, is to impose the
following assumptions on the model: (1) one of the states of each cause Ci is a special
state (traditionally named the distinguished state). Usually such state is a `typical' state
of a variable like ok for hardware diagnostic systems or absent for disease in a medical
system, but such association really depends on the modeled domain. (2) If all causes Ci are
observed to be in their distinguished states, the eect variable E is guaranteed to be in its
distinguished state, which I can denote as e.
Assumption (2) plays an important role in the model, having non-obvious implications,
and contributing to the popularity of the amechanistic causal independence models (noisy-
OR, noisy-MAX, and conditional linear Gaussian model are, in fact, amechanistic models).
This assumption allows for easy elicitation of the parameters of intermediate nodes Ei, even
though they can not be directly observed. This is achieved through the special way of setting
(controlling) the causes Ci.
Assuming that all causes except cause Ci are in their distinguished states and Ci is in
some other state (not distinguished), we can calculate the probability distribution for the
hidden variable Ei using assumption (2). An example how this can be achieved is provided
in the Section 3.2.2, while the noisy-OR model is discussed.
3.1.2.2 Decomposable Causal Independence The following subclass of the causal
independence models is distinguished by a property of the function g associated with the
eect variable E. The decomposable causal independence model assumes that function g can
be decomposed in to a series of binary functions gi. For example, if g is a sum:
g(X1; : : : ; Xn) = X1 +X2 + : : :+Xn ;
such function can be decomposed in a series of binary functions gi as follows:
gi(Xi; gi 1) = Xi + gi 1;
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for i = 1; : : : ; n and assuming g0 = 0. Logical functions as OR and AND can be decomposed
in a similar way, but for example n-of-m can not. Figure 6 shows a Bayesian network that
encodes explicitly a decomposable causal interaction.
Figure 6: Bayesian network for decomposable causal interaction.
The signicance of this class relates to the state-of-the-art inference algorithms: cluster-
ing algorithms for BNs [39]. In short, these algorithms transform a BN rst into a secondary
structure called join tree that consists of clusters of nodes from the original BN. The per-
formance of these class of inference algorithms depends strictly on the size of such clusters.
The decomposition of E into a set of binary functions can be exploited by such algorithms
to reduce the size of the clusters and subsequently boost their performance [32]. If func-
tions gi are additionally associative and commutative, the model belongs to the class named
multiple decomposable causal independence. These properties of gis can be exploited by the
above mentioned algorithms by rearranging nodes Ei leading to further improvement in their
eciency.
3.1.2.3 Temporal Causal Independence The temporal causal independence [31] is a
subclass that includes causal independence models that belong to both amechanistic and
decomposable causal independence, and has an additional assumption | that the causes Ci
can be ordered according to some temporal ordering, which implies that for any i Ci will be
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known before Ci+1 is known.
To explain the model, I will start from the Figure 7a, which combines amechanistic
and decomposable models in one model. The amechanistic model assumes that each cause
variable has one special state (distinguished), which is incapable to produce the eect (non-
distinguished state) of E. If E can be decomposed into a series of binary functions (this is
assumed to be true for the temporal model), it is easy to show that this assumption can be
carried over to each intermediate function gi from the decomposable model.
Figure 7: Bayesian networks for temporal causal interaction.
Assuming that a cause Ci can be observed before a cause Ci+1 is observed we can collapse
nodes Ei and Yi into single node Eti as shown in the Figure 7b and preserving an important
property of amechanistic models { feasibility of knowledge acquisition without explicit mod-
eling causal mechanism. To obtain parameters for nodes Eti for each cause Ci we assume it
is activated (to its non-distinguish state), while all previously observed causes C1; : : : ; Ci 1
were in their distinguished states. This allows to parameterize the model without providing
semantic meaning for the nodes Et1; : : : ; Etn.
The temporal models have been proved to be a convenient tool for knowledge acquisi-
tion from human experts. The reason for that is that they allow to decompose a complex
causal interaction into sequence of steps. Heckerman [31] applied this technique to eliciting
knowledge from medical experts.
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3.1.2.4 Discussion It has been widely recognized that causal independence is actually
not the most fortunate name for the type of interactions this family of models represents.
Therefore, the new name independence of causal inuence has been suggested. The new
name clearly suggests that the independence assumptions are made at the level of inuence
on the local variable rather than at the level of causes. There has been some discussion
even to drop the word causal, however there has been strong argumentation that at the
local level of interaction within Bayesian networks causality is a natural modeling concept.
Regardless of a correctness of the views, it has been strong tendency among the authors to
use independence of causal inuences rather than causal independence, even for the authors
who earlier used the term causal independence. Nevertheless, the term causal independence
still popular in literature | most likely due to its simplicity. In the rest of the dissertation I
will use the term independence of causal inuences, sporadically using causal independence
in places where I nd it appropriate.
The classes of causal independence models discussed in this section can be summarized
in the Venn diagram in Figure 8. The amechanistic and decomposable properties are two
dierent, independent of each other { the rst one concerns about expressing parameters of
hidden mechanism, the second in fact a property of the deterministic combination function.
The remaining properties: temporal and multiply decomposable are in fact two dierent
specializations of the decomposable property.
It is easy to notice that the classes dene specializations rather than comprehensively
cover the universe of all possible causal independence models. There is a reason for that:
what makes a practically interesting instance of the class is a combination of some desired
properties. For example, the most widely applied model { noisy-OR { is amechanistic and
multiple decomposable and, moreover, can be given additional temporal interpretation.
3.1.3 Summary
In this section I discussed the causal interaction and causal independence models, and pro-
vided a classication of causal independence models proposed by Heckerman and briey
discussed each of them. This classication, to best of my knowledge, appears to be the only
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Figure 8: Relationships between discussed classes of causal independence [31]
work that tries to provide a broader view on the causal interaction models. Most papers
in this domain concentrate on either proposing new models [77, 52], or concentrating on
properties of individual models [2, 46, 55].
The classication provided above is based on usefulness of the models from the per-
spective of practical applications. One can possibly think of other classications based on
other criteria, like for example, mathematical properties. In that sense, this classication is
incomplete. However, Heckerman had extensive experience in building models for various
practical domains, hence the classication he suggested was driven by the features of the
causal interaction models that he found practically important. It highlights the features that
make models for local distributions applicable. This will be apparent in the next section,
where I discuss the canonical models | models that are a subclass of the amechanistic causal
independence models.
It is important state it clearly that in spite of the fact that the causal interaction models
are able to capture an arbitrary relation between the causes and the eect, it does not im-
ply that all the models for representing local distributions belong are the causal interaction
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models. This is because some properties conditional probability distributions (e.g., symme-
tries in distributions) can be expressed more compactly using other representations. Such
alternative approaches are discussed in Chapter 3.5.
3.2 NOISY-OR AND DERIVATIVE MODELS
In this section I present the group of models called in the literature canonical models. The
most known representant of this family is the noisy-OR model, often referred as the noisy-
OR gate. The noisy-OR was the earliest attempt to replace a CPT in a Bayesian network
with some form of a parameterized local distribution. The model was rst proposed outside
of the BN domain [29], but it was very early applied in context of BN [67]. Since then it has
become the most widely used solution to the problem of large CPTs [34, 68, 22, 64]. In this
section I discuss the noisy-OR model, and the noisy-MAX which is a generalization of the
noisy-OR to multi-valued variables. Further, I discuss the noisy-AND and the noisy-MIN
models and show that they are mathematically equivalent to the noisy-OR and noisy-MAX
models.
3.2.1 Introduction
The problem of exponential growth of CPTs has been addressed by various methods, but
one of them has gained the widest acceptance among model builders | the noisy-OR model
[65]. It has been applied in most of large scale models, e.g. CPSC [68], Pathnder [34].
The noisy-OR gate models a non-deterministic interaction among n binary causes (parent
nodes) and the binary eect variable. To specify the relation between the causes and the
eect, the noisy-OR requires only n parameters compered to 2n parameters for the same
situation with a CPT. In other words, it reduces the number of required parameters from
exponential to linear in the number of parents. The saving comes from the independence of
causal inuence assumption that this model follows. Obviously, the loss of generality is a
price for applying the constraints | the noisy-OR is capable of expressing only a particular,
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fairly restricted type of interaction that constitutes a small fraction of all possible relations
among causes and the eect.
The noisy-OR model and the other canonical models are members of the family of inde-
pendence of causal inuence models. This stems from the fact that in the noisy-OR model
(and, more precisely, for all canonical models), the causes are independent of each other in
their ability to produce the eect (the independence of causal inuence assumption). The
other assumptions of the canonical models are: (1) every variable has a distinguished state,
usually attributed to absence or false (the amechanistic property), and (2) every single cause
can (but not necessarily has to) produce the presence of the eect when all the other causes
are absent. It is worth noting that independence of causes in their ability to produce the
eect does not imply that the cause variables are assumed to be statistically independent.
There are no structural limitations on a BN consisting of noisy-OR nodes. In practice, parent
nodes may have arcs between them.
A more intuitive view of the noisy-OR and canonical models family may relate to how
the noisy-OR works in practice. Conceptually, the model can be divided into two parts:
(1) noisy mechanisms, whose role is to introduce the uncertainty in each single cause-eect
relation and, (2) the deterministic function that combines all the noisy inuences into a
single eect.
The model works as follows: for each observed cause a corresponding noisy mechanism
can be viewed as a non-deterministic inhibitor that can block ability of this cause to pro-
duce the eect. The state of the mechanism variable determines if the cause was in fact
able to produce the eect, in other words, if the inhibitor was able to block the inuence.
The mechanism variable is probabilistic and its output is determined using the probability
distribution associated with it. Once state of the inhibitors is known for all the causes, the
deterministic function determines the output of the eect variable. For the noisy-OR this
function is the deterministic OR, which in practice means that if a single inhibitor failed
to prevent cause from producing the eect, the eect variable is guaranteed to be in state
present.
The parameters (in form of conditional probabilities) are related to the mechanism vari-
ables. For the noisy-OR gate, parameters are dened as conditional probability distribution
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of the mechanism variable given a single cause variable is in its non-distinguished state (usu-
ally true or present). When the cause variable is in its distinguished state (usually false or
absent), the output of the mechanism is deterministic (always distinguished state). Once
the output of all mechanisms is determined, the deterministic function that combines these
outputs determines the output of the eect variable. For the noisy-OR this function is the
deterministic OR, so if the output of any of the mechanisms is in its non-distinguished state
(true or present), the output of the eect variable is also in its non-distinguished state.
Because the noisy-OR is an amechanistic independence of causal inuence model, its
parameters have a convenient property, that they are equivalent to conditional probability
distribution of the eect variable given a single cause variable under assumption that all
other cause variables are in their distinguished states. In practice, this property makes the
noisy-OR very convenient for elicitation of probabilities from the human experts. It makes
the questions asked of an expert simple, without unnecessary references to complicated issues
related to the nature of the noisy-OR gate. An example of a question for the car starting
problem from Section 2.4 is: What is the probability of car failing to start, given that the
battery is low and all other parts are good?
Dierent members of the canonical models family dier mainly in the method of combin-
ing the inuences of the causes on the eect. This part is dened by a logical, an algebraic,
or a deterministic function, which gives the name for the model. It is easy to guess that for
the noisy-AND model it is the logical AND function, and for the noisy-MAX it is the MAX
function.
I believe that the reason for a wide acceptance and popularity of canonical models and,
in particular, the noisy-OR model is its clear and practical interpretation of parameters as
well as very simple, but often justied, assumption that causes interact in OR-like manner.
3.2.2 Formal Foundations of the Noisy-OR Model
In this section, I introduce the noisy-OR model giving it more formal foundations. Even
though the noisy-OR model is extremely popular in the literature, such formal, step by step
explanations are extremely rare. Additionally, such dissection of the model provides a great
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Figure 9: General model for n causes and one eect.
insight in its nature and properties. It applies especially to the interpretation of parameters
of this model, when the leak is incorporated. In this case, the noisy-OR model can have
two dierent parametrizations (which are mathematically equivalent). Readers less familiar
with the topic are often unaware of this fact, which can lead to misinterpretations.
3.2.2.1 Deterministic OR model To introduce the noisy-OR model it is easy to start
from the logical OR relation. The classical deterministic OR relation can be represented in
BN as the structure shown in Figure 9, where the conditional probability table of Y has
only values 0 and 1, similarly to the truth table of the logical OR relation. The model
explicitly assumes that the variables are binary and every variable has two states: truth
(non-distinguished) and false (distinguished). Further, I assume presence and absence of
causes and eect correspond to true and false from logical OR, respectively.
3.2.2.2 Noisy-OR model The noisy-OR model can be viewed as a non-deterministic
extension of the traditional OR relation. The noisy-OR assumes, similarly to the determin-
istic OR, that the absence of all the causes guarantees the absence of the eect. Hence, we
can write:
P (yjx1; : : : ; xn) = 1 : (3.1)
On the other hand, the noisy-OR assumes that the presence of a cause can produce the eect
with a given probability. To model this behavior, a set of intermediate mechanism variables
between the cause variables and the eect variable is introduced in the noisy-OR model.
Figure 10 shows a BN corresponding to the noisy-OR model. Their role of these mechanism
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Figure 10: Direct modeling of noisy-OR
variables is to sometimes prevent the presence of the eect, even when the cause is present.
Therefore, these variables are sometimes referred to as inhibitors. They also introduce noise
to the deterministic OR gate. The only allowed arcs for Yi nodes are between Xi and Y .
The eect is still represented by Y , whose CPT represents the (deterministic) OR relation.
In terms of Heckerman's classication, the noisy-OR is an amechanistic, decomposable
independence of causal inuence model. It can be given a temporal meaning, however it is
not a common practice. The noisy-OR is a independence of causal inuence model, because
it is easy to show that it follows the independence assertions for independence of causal
inuence denition. It is decomposable, because the logical OR relation is commutative and
associative. The amechanistic property is not so obvious, and it requires a closer look at the
model.
To calculate P (Y jX1; ::Xn) we need to perform Bayesian inference on the network in
Figure 10. In general, for a given network in Figure 10 we have:
P (yjX1; : : : ; Xn) =
X
Y
[P (yjY1; : : : ; Yn)
nY
i=1
P (YijXi)] ; (3.2)
where Y represents the possible combinations of states of variables Yi. Conditional proba-
bilities of Y are dened as canonical OR (therefore, the model is decomposable):
P (yjY1; : : : ; Yn) =
8<: 1 Y1 = y1; : : : ; Yn = yn0 otherwise : (3.3)
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Hence, we can rewrite Equation 3.2 given Equation 3.3:
P (yjX1; : : : ; Xn) = P (yjy1; : : : ; yn)
nY
i=1
P (yijXi) =
nY
i=1
P (yijXi) : (3.4)
Applying another noisy-OR assumption given by Equation 3.1, we have:
nY
i=1
P (yijxi) = 1 ; (3.5)
which implies:
8i=1:::nP (yijxi) = 1 (3.6)
Equation 3.6 enforces a constraint on the CPT of Yi nodes | for all nodes, conditional
probabilities P (yijxi) = 1. This assumption fulls one of the conditions for a model to be
amechanistic. The remaining problem is the interpretation and the values of probabilities
P (yijxi). Let us introduce pi:
pi = P (yijxi)
1  pi = P (yijxi)
: (3.7)
Applying Equation 3.4 and using Equation 3.6, we have:
P (yjX1; : : : ; Xn) =
nY
i=1
P (yijXi) =
Y
i:Xi=xi
P (yijXi)
Y
i:Xi=xi
P (yijXi) (3.8)
P (yjX1; : : : ; Xn) =
Y
i:Xi=xi
P (yijXi) =
Y
i:Xi=xi
1  pi : (3.9)
Hence, we can express pi with Xis and Y :
pi = P (yjx1; : : : ; xi; : : : ; xn) (3.10)
Equation 3.9 allows us to calculate any conditional probability given the parameters pi.
From the modeling point of view, interpretation of the parameters of the noisy-OR model
is very important. Equation 3.10 gives a simple answer: pi is the probability of the event
that the cause Xi will produce the eect, when all the remaining causes are absent. I believe
that this is the essence of practical importance of amechanistic models. The parameters
of the noisy-OR can be obtained without observing variables Yi. It is sucient to observe
only the variables Xi that are explicit in the BN model, without the need to introduce the
mechanism variables. This property simplies signicantly the knowledge elicitation from
human experts as well as makes it easy to learn the probabilities from databases.
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Figure 11: Direct modeling of leaky-noisy-OR
3.2.2.3 Leaky-Noisy-ORModel The leaky-noisy-ORmodel is a direct extension of the
noisy-OR model. The only dierence is that in the leaky-noisy-OR model the assumption
expressed by Equation 3.1 is relaxed. In other words, the absence of all the causes can
produce the eect with a non-zero probability. This introduces an additional parameter qL:
qL = P (yjx1; : : : ; xn) : (3.11)
In the literature, this probability is referred to by dierent terms: leak, root, or background.
Leaky-noisy-OR can be represented by the model shown in Figure 11. To nd the interpre-
tation of conditional probabilities P (YijXi) and P (YL) we assume:
qi = P (yjx1; : : : ; xi; : : : ; xn) : (3.12)
For the model shown in Figure 11, we have:
P (yjX1; : : : ; Xn) =
X
Y
[P (yjY1; : : : ; Yn; YL)P (YL)
nY
i=1
P (YijXi)] (3.13)
where Y represents all possible combinations of states of variables Yi and YL. Since Y is a
deterministic OR, all the terms P (yjYi; : : : ; Yn; YL) are zero, except P (yjy1; : : : ; yn; yL) = 1 :
P (yjX1; : : : ; Xn) = P (yL)
nY
i=1
P (yijXi) : (3.14)
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At this point, I need to make an additional assumption, since the model shown in Fig-
ure 11 is actually more expressive and represents a leaky-noisy-OR model with dierent
parametrizations. The assumption
8i=1:::nP (yijxi) = 1 (3.15)
preserves the properties of the leaky-noisy-OR model and simplies parametrization and
elicitation of parameters. I will show that making assumption from Equation 3.15 makes
the expression for the leaky-noisy-OR model by network given by Figure 11. Combining
Equations 3.11, 3.14, and 3.15, we have:
qL = 1  P (yL) = P (yL) : (3.16)
Now, the remaining problem are the values of conditional probabilities P (yijxi), dened
earlier (Equation 3.7) as pi. The rst step is to rewrite Equation 3.14 in terms of pi and qL
P (yjX1; : : : ; Xn) = (1  qL)
Y
i:Xi=xi
(1  pi) : (3.17)
But having only one cause Xi present, yields
P (yjx1; : : : ; xi; : : : ; xn) = qi = (1  qL)(1  pi) : (3.18)
Expressing the above equation in terms of pi, we have
pi = 1  1  qi
1  qL : (3.19)
Equations 3.16 and 3.18 provide parametrization of the network shown in Figure 11. In other
words, we need only n + 1 parameters: n parameters qi and one parameter qL. According
to their denitions, given by Equations 3.11 and 3.12, the question asked of an expert is:
What is the probability that the eect Y will occur when you know that only one cause Xi
is present and all other causes are absent?. For qL the question asked of an expert is: what
is the probability that the eect Y will occur when you know that all the modeled causes are
absent.
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Figure 12: Explicit modeling of the leak as an additional cause.
3.2.2.4 Leak A model is by denition, a simplication of the domain that it is modeling.
The leak in the noisy-OR is a simple way to introduce the inuence of causes that are
not included in the model. It is achieved by assuming an auxiliary, hidden variable that
corresponds to all unmodeled causes. In practice, there is no need to add this variable
explicitly | I am making it explicit here only for the sake of explanation. This variable can
be treated as any other cause: has associated with it an inhibitor with the same constraints
as inhibitors for other causes. The explicit modeling of the unmodeled causes as a single
leak variable and a corresponding inhibitor is shown in Figure 12. There is an additional
assumption that variable XL is always in its present state. Having this assumption, it is
trivial to show that this representation is equivalent to the graph shown in Figure 11. There
is another way of conceptualizing the leak by means of only one variable YL | in such case,
CPT of YL contains explicitly the leak probability.
The leaky-noisy-OR is often referred in the literature simply as the noisy-OR. The as-
sumption that absence of all causes guarantees absence of the eect is strong and hardly ever
true in the real life. This makes the (non-leaky) noisy-OR model impractical. Secondly, it is
often impossible to include in the model all the causes. Therefore, majority of the practical
applications of the noisy-OR have the leak included in them.
3.2.2.5 Dez' vs. Henrion's Parameters Parameters qi and pi dened respectively
in Equations 3.12 and 3.7 (note: Equation 3.10 is not valid anymore in presence of leak)
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correspond to two alternative parametrizations of the leaky-noisy-OR.
Originally, Henrion [36] introduced parametrization based on parameters qi, which are
conditional probabilities of Y given instances of Xi variables: P (yjX1; : : : ; Xn) . These
parameters are consistent with the spirit of the amechanistic models | they can be obtained
directly from the variables dened explicitly in the model (Xi and Y ).
The alternative parametrization, proposed by Dez [19] is based directly on parameters
pi, which are equal to the parameters from the CPTs of mechanism variables P (yijxi). To
obtain these parameters, one has to explicitly relate to the mechanism variables Yi in the
noisy-OR. Dez and Druzdzel [20] argue that there is evidence that human domain experts
store their knowledge in form of causal mechanisms rather than as observed frequencies. The
also agree that for learning noisy-OR parameters from a database, Henrion's parameters are
more convenient.
The dierence between the two parametrizations originates from the leak variable and
depends on it. Equation 3.19 denes the interrelation between these parameters. It is easy to
note, that when the value of the leak probability qL is equal to zero, the two parametrizations
are equivalent. When qL is close to zero, we can safely assume that are practically equivalent.
There is an interesting implication from the perspective of model building when Hen-
rion's parameters are used. Formally, Henrion's parameters include the inuence of the
leak variable which can be noticed in Equation 3.19. One can imagine a situation, when a
knowledge engineer decides to add a new cause to a noisy-OR model with already elicited
parameters. If Henrion's parameters are used, the fact of adding a new parent invalidates
all parameters in the model, because assuming that the model was correct, the newly added
cause had to be previously included in the leak. And therefore elicitation of all parameters
in the model should take place.
3.2.3 Noisy-MAX
The noisy-OR model assumes that all variables involved in the causal interaction are binary.
Such assumption turns out to be too restrictive and several extensions have been proposed in
the literature. First such extension was mentioned by Henrion [36] (but no details were given)
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and Dez [19] formally introduced it. The noisy-MAX extends the noisy-OR to multi-valued
variables | the parents and the child variable.
The variables in the noisy-MAX are assumed to be discrete, with nite number of states
and graded. It means, that all variables Xis and Y take values from a discrete and nite
set and additionally there is dened an ordering relation over this set. Each of the involved
variables can take values from a dierent domain. This implies that for each variable there
exist one distinguished value, and hence the noisy-MAX is amechanistic. The second dif-
ference relatively to the noisy-OR is that CPT of Y is not the deterministic OR but the
deterministic MAX function.
For sake of example, we can modify the car example from Section 2.4. Let us assume,
that a knowledge engineer decides that the model needs more details, she can add more
states to these variables. Thus, variable dead battery receives new denition with three
states: (new, used, dead), similarly variable dirty connectors has the new set of states:
(clean, moderately dirty, very dirty). It is easy to notice that the states of both variables are
graded, and the distinguished states are dead and very dirty respectively. Similarly, we can
dene multiple states for the eect variable engine does not start (we can also leave it as a
binary variable) with states (starts at rst attempt, starts after several trials, fails to start).
In the example, the intermediate nodes Yi would have states that are the same as the eect
variable. Their CPTs provide a mapping between the cause variables states and the eect
states. By the assumption of the noisy-MAX model, the distinguished state of the parent
maps with probability one to the distinguished state if the intermediate variable. The other
distributions in the CPT of Yi can take any values without any constraints. The distribution
of Y is dened as the deterministic MAX using the ordering relation over the states of Y . In
this example it would be: starts at rst attempt < starts after several trials < fails to start
with starts at rst attempt as the distinguished state.
In the denition of the noisy-MAX, the ordering relation for the states of a variable
requires special clarication. Although, to my best knowledge it is not often emphasized
in the literature, the ordering relation for the cause variables is not really required for the
denition proposed by Diaz. It is enough if each of the cause variable Xi has dened its
distinguished state. The ordering relation is required only for the eect variable, because
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only its values are involved in MAX function.
There is another issue related to the distinguished states of the cause variables. It is
important to emphasize that the property of the distinguished state is not the property of
the variable itself. Rather it is a property of the causal interaction and, therefore, it should
be perceived as a part of the denition of the noisy-MAX (it actually applies to any other
amechanistic model). Let us revisit the car example. The state dead is the distinguished
state for dead battery variable. But we can imagine dierent variable in the BN, which is
the noisy-MAX and for which the distinguished state of its cause dead battery can be state
new. It is important to realize that the distinguished states are a part of a denition of the
amechanistic model, not of the cause variables. I observed that often knowledge engineers
are dismissing the use of the noisy-OR/MAX because they have diculty with perceiving
the causal relation from the perspective of the cause and trying to identify distinguished
states of the parents.
3.2.4 Noisy-AND and Noisy-MIN
The noisy-AND and the noisy-MIN are complementary models to the noisy-OR and noisy-
MAX respectively. The noisy-AND and MIN are very similar to the noisy-OR and MAX
respectively. The only dierence is the denition of the deterministic function in the CPT
of the eect variable E. Instead of the logical OR/MAX, they have the logical AND/MIN.
To explain this duality, it is easy to start from De Morgan's laws. De Morgan's laws
describe a basic relation between logical OR and AND. For the two logical prepositions a
and b, they state that:
a ^ b, :(:a _ :b)
a _ b, :(:a ^ :b) :
The noisy-OR and the noisy-AND preserve the same property. The negation in that case can
be interpreted as changing the distinguished state to its opposite value (both models involve
only binary variables). This implies, that the noisy-AND model can be always expressed as
the noisy-OR and vice versa.
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The same is true for the pair noisy-MAX and MIN. The only dierence is that the
negation can be interpreted as reversing the ordering relation. For example, negation of the
ordering (none, mild, severe) will be: (severe, mild, none). However, the distinguished state
remains the same. Therefore, the negation is really required only for the eect node and the
intermediate variables Yi. But all of them share the same domain (range) as Y . There is no
need to negate the states of variables Xi | it is achieved at the level of intermediate nodes
Yi.
In conclusion, the noisy-AND/MIN models are mathematically redundant. However,
they should not be rejected because of this reason. They are very useful modeling tool in
interaction with human experts. Modeling experience shows that experts are not indierent
between these two models and it requires a signicant cognitive task on the human side
to switch from the noisy-OR to AND or vice versa. It is very useful to equip a modeling
software interface with both the noisy-OR and AND models, even though that in the internal
representation of the modeling tool only one model is used.
3.2.5 Other Canonical Models
It is possible to propose other canonical models presented earlier. It can be done by assigning
dierent logic function in the CPT of node Y . For example, in [20] the noisy-XOR model
is discussed. As the XOR logical relation is not formally dened it is assumed that XOR
for multiple inputs is equivalent to 'cascading' binary XORs. The alternative interpretation
would be a model that would yield true if and only if a single input is dierent than the
remainder of inputs. The XOR model for multiple inputs would result in the function that
produces true when the odd number of causes is in the state true and false otherwise. Formal
investigation of the XOR model is presented in [42].
Another proposition based on was the noisy threshold model [41]. The combination
function is parameterized by a single parameter that sets a threshold { it is true if number
of present causes is equal or greater to the threshold. assuming that there are n causes and
the value of the threshold is k the model is equivalent to the noisy-OR when k = 1 and to
the noisy-AND when k = n. This model was used in the context of medical diagnosis.
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3.2.6 Recursive Noisy-OR
The noisy-OR assumes that the causes inuence the eect independently of each other.
Although this assumption brings a lot of benets (as discussed earlier), in certain cases
the knowledge engineer may nd a need to incorporate synergies between the causes in the
model. The recursive noisy-OR (RNOR) [52] addresses this problem. RNOR is a variation
on the noisy-OR model that allows to model synergies between causes within the noisy-OR
framework.
A synergy is a situation when the conjunction of two or more causes yields an inuence
that is stronger than the combined sum of inuences of the same causes independently. More
specically, in the context of the noisy-OR a synergy can be dened as a situation when the
probability of the presence of arbitrary two causes is greater than the same probability
yielded by the noisy-OR model. I use the noisy-OR model as a reference point, because it
assumes independence of causal inuence of the causes given that the combination function
is an OR. More formally, the synergy  for the noisy-OR model is dened as:
1  POR(X+)  (X+)(1  PRNOR(X+)) ;
where X+ is a subset of causes which are in their present states (non-distinguished) and
consists of two or more elements. The probability POR(X+) represents the probability of
the present state of the noisy variable that is yielded by the noisy-OR and PRNOR(X+)
the same for the recursive noisy-OR. If value of (X+) is equal to 1, this means for this
particular instantiation of X+ that the RNOR produces results that are equivalent to the
classical noisy-OR. A value of (X+) that is less than 1 (delta is always positive) indicates an
existing synergy between the causes in X+. We are not interested in interference (negative
synergy), because the RNORmodel excludes such possibility, as will become apparent further
in this section.
The modeling of synergies in the RNOR is achieved by allowing the knowledge engineer
to explicitly state the probabilities not only for each cause separately, but also for arbitrarily
selected conjunctions of causes. It is convenient to assume the noisy-OR model as a starting
point for the purpose of eliciting the possible interactions between the causes. So, I assume
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that the knowledge engineer already acquired the interaction between the causes Xi and the
eect E in form of the noisy-OR and all the parameters are in place. However, we assume
that the independence of causal inuence assumptions are too restrictive in this particular
modeled interaction. The RNOR allows to put some statements of synergies in the model,
while preserving the rest of the interactions unchanged. This makes RNOR a convenient
modeling tool.
Formally, the rule for specifying parameters for the RNOR is given in Equation 3.20. Set
X+ is a subset of all causes Xi that are in the non-distinguished state (one can think of them
as those that are present) andm indicates the number of the elements (cardinality) of setX+.
Basically, Equation 3.20 says that for any instantiation of the causes either the probability is
provided explicitly (by a human expert) or can be derived from the other parameters. This
denition assumes that m  2, which means that the parameters for singletons are always
provided (it is equivalent to the assumption that the noisy-OR parameters are obtained).
PRNOR(X+) =
8<: P
E(X+) From expert
1 Qm 1i=0 1 PRNOR(X+fX+i g)1 PRNOR(X+fX+i ;X+(i+1)mod mg) Otherwise : (3.20)
To calculate the probabilities for all possible subsets X+, one has to start from the
subsets containing only single causes. These, by denition, are given by the expert (noisy-
OR parameters). Subsequently, the probabilities for the subsets containing two elements
can be calculated (only those that are not provided by the expert). To calculate them, the
parameters for the sets with single variables are required. The procedure is repeated for
the subsets with higher number of elements. For the group of subsets of cardinality n, the
parameters obtained for the subsets of the cardinality n 1 are required. This explains, why
the model is called the recursive noisy-OR.
It is important to note, that the RNOR assumes positive causality. The positive causality
is dened as follows:
8ZX PRNOR(X)  PRNOR(Z) :
The knowledge engineer should be careful to provide these parameters that are consistent
with this assumption.
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The recursive noisy-OR model has been proposed recently, therefore it is hard to say
anything about its inuence on modeling practice. However, I strongly believe that it has
a potential of becoming widely accepted. Another interesting fact about this model is that
it preserves the properties of the causal independence model while it formally belongs to
the class of causal interaction models, that were earlier rejected because of their complexity.
I strongly believe that this idea can inspire more active research in the domain of causal
interaction models.
3.2.7 MIN-AND Tree
Another example of a model that is derived from the idea of the noisy-OR is the MIN-AND
Tree model proposed by Xiang and Jia [80]. In their work the authors try to address the
similar problem as the RNOR model { modeling interactions between causes. Unlike the
RNOR model, however they try to including synergies and interferences (the use the terms
reinforcement and undermining respectively) between the causes in one model.
The MIN-AND tree is basically a composition of noisy-OR and noisy-AND models (im-
plies boolean variables) and allowing for negations of states. The noisy-OR components are
called dual MIN-AND gates and the noisy-AND models are called direct MIN-AND gates.
The experts are asked to provide only parameters for individual cause-eect relations and
qualitative types of interactions between causes (in the form of a tree which resembles a
logical circuit).
One of the key limitations of the model is the assumption of leaky variable. Basically, the
model is restricted to the assumption that the probability of the eect given all causes are
absent is to be zero. The authors assume that a leaky variable can be explicitly introduced
to the model and regarded as any other causal input. However, in my opinion such approach
would aect interpretation of probabilities elicited for other causal interactions in a non-
trivial manner. In the examples provided the probability of the eect variable present given
all the causes are absent is equal to zero. In practice this assumption is very restrictive { in
the example provided it means that the probability of a patient recovering from the disease
given lack of medication, regular exercise, and normal diet is equal to zero.
40
The MIN-AND tree model is an attempt to explicitly model interactions between causal
inputs { departure from the assumption of causal independence and a step toward causal
interaction models. However it is achieved by utilizing combination of noisy-OR and noisy-
AND models and constructing a tree composed of these models.
3.2.8 Discussion
In this section I discussed the family of canonical models that contains the most popular rep-
resentations of local probability distributions. These models belong to the amechanistic and
decomposable classes of the causal interaction models, therefore combining the properties of
clear and meaningful parameters with the advantages for inference. Additionally, I presented
the recursive noisy-OR model that formally does not belong to this family. However it is a
logical extension of this family, and therefore I found it suitable to place its description here.
The canonical models share one common limitation: they are not capable of representing
synergies in interactions between the causes. The last model presented in this section tries
to address this issue. However, this is achieved at the cost of releasing the independence of
causal inuence assumption and allowing to increase the number of parameters from linear
to exponential in the worst case. This model has been proposed recently, and has not had a
chance yet to reach a wider community. Other variations of this model are possible, such like
similar model for interference relationships (the authors in the original proposal mentioned
that they are planning to publish it soon), and as well one can think of model that is capable
of combining both synergies and interferences in one. I believe that this model opens number
of possibilities for interesting research topics.
The alternative approach for incorporating synergies in the canonical models can be
based on the manipulation of the function in E in such way, that it would incorporate
synergies, but leaving the number of the parameters linear in number of parents. Addressing
the problem of synergies and interferences in this alternative way is as well a potentially
interesting area for future research.
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3.3 OTHER INDEPENDENCE OF CAUSAL INFLUENCE MODELS
In this section I cover models that belong to the independence of causal inuence models
family, but are not canonical models. The models discussed here appeared in the literature
as independent, unrelated proposals. With the exception of the conditional linear Gaussian
distributions, models presented here gained rather limited attention from the community.
3.3.1 Additive Belief Network Models
One example of the independence of causal inuence models that has not become widely
accepted is the additive belief network model [11, 12]. In the additive belief network models,
the CPTs are replaced by a form of functional relation that would map parents' states into
the child's distribution. Although the original proposal assumed that all the variables in
the network follow such distribution, nothing prevents us from viewing it as a proposal for
a local probability distribution and combining the local probability distributions from the
additive belief network models with regular CPTs.
Denition of the local probability distribution for additive belief network model closely
resembles the linear regression model | the probability of the eect variable is a linear
function of the states of the parents. However, there are two important dierences: the
variables do not need to be continues and the summation is done over probabilities rather
than over values of causes Xi.
The generalized additive models for local probability distributions are adopted from the
additive models. An additive model for n input variables Xi and the child variable Y is
dened as:
E(Y jX1; : : : ; Xn) =
nX
i=1
fi(Xi) ;
where fi are some arbitrary functions. A generalized additive model allows additionally for a
non-linear function which is mapping a sum of inputs into the dependant variable. Additive
models served as a starting point for the additive belief network models. The model assumes
that all variables involved in the relation are discrete.
In the simplest case, the interaction in the additive model in the context of local distri-
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butions in Bayesian networks can be dened as:
P (Y jX1; : : : ; Xn) =
nX
i=1
iP (Y jXi) :
To keep the model consistent, parameters i have to full the following condition:
nX
i=1
i = 1 :
Although the model seems intuitive and straightforward, its parametrization suers from
a serious problem | the parametrization in the form of marginal probabilities P (Y jXi)
incorporates information about statistical dependencies between parent variables X. All the
examples of local probability models I visited up to this moment made no assumptions about
statistical relations among parent variables | the joint distribution over parent variables
could incorporate any arbitrary dependencies among them. This is not the case for the
additive belief network model.
For a variable Y which has n parents X1; : : : ; Xn in a Bayesian network, the marginal
probability P (Y jXi) incorporates information about distribution over parents variables, as:
P (Y jXi) =
X
X
P (Y jX; Xi)P (X) ;
where X = (X1; : : : ; Xi 1; Xi+1; : : : ; Xn). As a result, such parametrization violates the
locality property of Bayesian networks parametrization. In other words, parameters asso-
ciated with a node are no longer independent of the graphical model structure and other
parameters in the graph. In fact, the local parametrization of the additive models is strictly
dependent on graph structure. For example, a common predecessor of two nodes Xi and Xj
in the graph has inuence on the additive model parametrization. Actually, in the discussion
of the application of this model the authors suggest that this model is mostly suitable to
situations when parent variables are statistically dependent and they provide a discussion
of what kind of interactions provide a good justication for its application. Nevertheless, a
local change in a Bayesian network model, for example introducing a new arc to the model,
can aect parameters of the descendant nodes (not only the direct descendants) in the graph.
Needless to say, this is a serious shortcoming of this proposal.
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The authors seemed to be aware of this limitation and pointed out other strengths of
the additive models that go beyond knowledge engineering. They suggested that learning
models from data can be more ecient than in traditional Bayesian networks, and that infer-
ence algorithms that exploit the additive decomposition may lead to benets that outweigh
limitations. However, the proposal has not received much attention.
The additive model discussed here is not an additive model that one could propose using
amechanistic independence of causal inuence by assuming graded cause and eect variables
and addition for function g. That solution would produce an entirely dierent model.
3.3.2 Conditional Linear Gaussian Model
Bayesian networks are theoretically capable of incorporating continuous variables [63]. Be-
cause of practical problems related, among others, to inference, incorporating continuous
variables in Bayesian networks is limited to a small number of special cases. Most popular
representation introduced by Lauritzen and Wermuth [50] is named conditional linear Gaus-
sian (CLG) distributions. This representation permits combining discrete and continuous
variables in a BN. However, it has one important restriction: a discrete variable has to have
only discrete variables as parents in the graph. In this representation, if a continuous vari-
able has no discrete parents, its probability distribution is dened as a linear combination
of Gaussian (normal) distributions.
If a variable has discrete parents there is one continuous distribution, for each combina-
tion of states of discrete parents. The continuous distributions are always of the same form
| a linear combination of normal distributions.
Let Y be a continuous variable, D be a set of k discrete parents of Y and X be a set
of its continuous parents. The conditional probability distribution over P (Y jd;x), where d
and x are arbitrary instantiations of parents is dened:
P (Y jd;x)  N(wd;0 +
kX
i=1
wd;ixi ;
2
d) ; (3.21)
where d is an instantiation of states from the set of discrete variables D, wd;i is a weighting
factor taking real values, and d is some real number.
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Figure 13: Independence of causal inuence representations for conditional Gaussian distri-
butions.
As one can see from Equation 3.21, the CLG model assigns one normal probability
distribution per parent conguration. The mean of the normal distribution is dened as a
weighted sum of states of continuous parents with the additional bias term, while variance is
assumed to be constant and independent of continuous parents. Another, equivalent notation
states that E is a linear combination of variables Xi; : : : ; Xk with additional Gaussian noise
with mean 0 and variance :
Y = wd;0 +
kX
i=1
wd;0xi + ;
where  is a normally distributed random variable with mean 0 and variance 2.
In further discussion, I assume that no discrete parents are involved. I can do that, be-
cause discrete parents lead to nothing more than just repeating single continuous distribution
multiple times (with potentially dierent constants { weights and variance).
The conditional linear Gaussian model is actually a independence of causal inuence
model and can be represented by the BN of Figure 13. In that network parent variables Xi
are assumed to be continuous (and in practical applications distributed normally, however
it is not formally required). The intermediate deterministic variables Yi are of the form
Yi = wi Xi ;
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where wi are weighting constants taking real values. Gaussian noise is introduced by means
of an auxiliary variable  that is distributed normally with mean zero and some non-zero,
nite variance 2. Finally, function g that combines the inuences is a simple addition.
The CLG models are most typically used for learning models from data using fully
automated methods, such as the EM algorithm [17, 58], rather than for acquiring knowledge
from a human expert. Therefore, knowledge elicitation schemes for this kind of models
have not been discussed in the literature. It is interesting to note that the only widely
used interaction model for continuous variables in the BN framework is based on a form of
independence of causal inuence.
The second widely used continuous distribution in BNs is a logistic (softmax ) distribu-
tion. The logistic model is related to relatively new eort of allowing continuous variables
to be parents of discrete variables in Bayesian networks [45, 53]. The basic idea behind the
softmax model is to provide a gate that converts a continuous relation into a discrete one by
means of thresholds.
Softmax is a member of a family of models named generalized linear models. I will present
here only a basic concept of generalized linear models and then discuss the softmax model.
Let us assume that a node Y and all its parents X1; : : : ; Xk are binary variables. In the
linear model, the eect of parents X1; : : : ; Xk on Y can be described in terms of a linear
combination of parents states z:
z = w0 +
kX
i=1
wiXi ;
where wi are some constants serving as weighting factors, and some function f dened over
z, such as:
P (Y ) = f(z) :
The simplest example of such model is a threshold model, in which probability of Y = y is
equal to 1 when f(X1; : : : ; Xk)   , where  is some threshold value. When f(X1; : : : ; Xk) <
 . P (Y = y) is equal to 0. In practice, such model is too simplistic to be successfully applied
in real domains, and more complex extensions seem to be needed.
An example of such more complex function f can be a sigmoid function (called often
binomial logit) that has already found a notable place in machine learning, especially, but
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not only in the area of neural networks. The sigmoid function (shown in Figure 14) is dened
as:
sigmoid(z) =
ez
1 + ez
;
and the probability of Y = y is dened as:
P (Y = y) =
exp(w0 +
Pk
i=1wiXi)
1 + exp(w0 +
Pk
i=1wiXi)
:
Figure 14: The sigmoid function
It is easy to notice that the generalized models are naturally extendable to multi-valued
variables. Let Y take values from a range y1; : : : ; ym and Xis be binary. In such case, usually
a multinomial logit function is used as function f . The multinomial logit function is dened
as:
zj = wj;0 +
kX
i=1
wi;jXi
P (yjjX1; : : : ; Xk) = exp(zj)Pm
j0=1 exp(z
j0)
:
Finally, it would be useful to allow multi-valued parents. This can be achieved by decom-
posing the multi-valued variable Xi = x
1
i ; : : : ; x
p
i into a set of binary variables Xi;1; : : : ; Xi;p
such as, Xi; j = x
1
i;j only when Xi = j. In such case, for a parent with p states and m-valued
Y variable, the model has (m+ 1)p parameters.
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Generalized linear models have a great potential for modeling relationships between
continuous parents and discrete children in BN. Assuming parent variables are continuous,
the generalized linear model can be used directly. It becomes even simpler than in case when
parent variables are multi-valued. In case of continuous parents only one weighting term per
parent is needed. Additionally, it is easy to notice that this type of models is capable of
combining both discrete and continuous parents (hybrid Bayesian networks).
The generalized linear models have a great potential as a practical solution to the problem
of combining discrete and continuous variables in Bayesian network models. The work in
this eld is relatively new and the eld is still not well explored. In particular, testing this
proposal against practical applications would be interesting.
3.3.3 Summary
In this section, I presented a group of models that are independence of causal inuence
models but involve continuous variables as well as the additive belief network model, that
are not formally independence of causal inuence models, however are based on a similar
idea. Unlike the canonical models, these models are oriented toward automated approaches
to model building rather than utilizing expert's knowledge. Therefore, these models virtually
do not have formal methods for eliciting their parameters from human expert discussed in the
literature. Additionally, models involving continuous variables have been proposed relatively
recently and this can be a reason why knowledge elicitation schemas for them have not been
developed yet.
An interesting observation is that the independence of causal inuence models are used
to combine discrete and continuous variables within Bayesian network framework, and to
the best of my knowledge they are the only successful approach to this problem.
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3.4 CAUSAL STRENGTHS LOGIC
The Causal Strengths logic (CAST) proposed by Chang and others in [9]. I decided to
discuss this approach separately, for two reasons: (1) its parametrization involves other
measure of uncertainty than probability (however it can be translated into probability), and
(2) it assumes that the variables in a model are all binary. To the best of my knowledge,
the CAST model was applied in only one modeling domain { international policy and crisis
analysis [71]. In Section 3.4.4 I propose a set of additional assumptions on the CAST model
that lead to an amechanistic version of this model, while preserving major advantages of
the original proposal. I propose as well extension of the CAST formalism to multi-valued
variables.
3.4.1 Introduction
The causal strengths logic (CAST) was proposed by Chang et al. [9] as a tool for simplifying
model building process. According to the authors, their intention was to achieve the following
goals: (1) proposing a logic that requires a small number of parameters that are sucient to
build a Bayesian network, (2) providing meaningful parameters. Therefore, their goals were
clearly focused on knowledge elicitation for BN. The other signicant dierence compared
to the previously presented approaches is that this approach is focused on logic, rather than
probability.
The CAST model operates exclusively on binary variables, which are interpreted as
hypotheses. The probability distribution over such a variable denes the probability of the
hypothesis being true or false. To the best of my knowledge, the CAST model was applied
in only one modeling domain { international policy and crisis analysis [71]. In the original
application, variables represented general hypotheses like Political stability in region exists.
The CAST model allows for specifying a CPT by means of a parametric distribution in
a way somewhat resembling the noisy-OR. Similarly to the noisy-OR, the number of CAST
parameters is linear in the number of parent variables. More specically, the CAST model
has two types of parameters: baseline and causal strengths. The baseline parameter is a
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single probability value, which corresponds to the probability distribution over the variable.
The causal strengths express the inuence of a parent variable on the child, and can take
both positive and negative values.
In the case of a node without parents, the meaning of the baseline probability is simple
| it is basically equivalent to a priori probability of the variable. In the case of nodes with
parents, according to the authors, the meaning of the baseline probability amounts to the
inuence of all causes not included explicitly in the model. In other words, it is equal to
user's assessment of the probability that the child node is in state true, assuming that this
state would occur independently of the modeled inuences in the network.
The causal strength parameters describe the nature of the inuence of a parent variable
on the child. An arc between two variables has associated with it two parameters, denoted
h and g, which take real values from the range [ 1; 1] and indicate change in the eect
variable's probability relative to its previous state (change in beliefs). The CAST parameters
are not probabilities (as is the case in causal independence models). In fact the CAST
parametrization is equivalent to the measures of belief and disbelief proposed in the MYCIN
expert system [8].
Figure 15: Pairwise inuence
3.4.1.1 Parametrization To explain causal strengths, I start with assuming the sim-
plest causal relation presented in Figure 15: a single cause and a single eect. Each variable
has associated with it a single parameter | the baseline | the probability of its hypothesis
to be true by itself (more strictly, caused by unmodeled causes). An arc between variables
has associated with it two parameters g and h. These two parameters have the meaning of
the change belief in the eect node Y relatively to the value of the baseline probability for Y .
Parameter h corresponds to the value true of the cause node X and parameter g corresponds
to the value false of X. Parameter h describes the relative change in belief about Y under
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the assumption that X is in the state true. More intuitively, h says how much the fact that
hypothesis X is true would change our belief in Y . If the value of h is positive, this implies
that observing X makes Y more likely, and opposite, if the value is negative, observing X
makes Y less likely. Similarly, parameter g denes the change of belief in Y when X is known
to be false. Values of both parameters can take any arbitrary values from the range [ 1; 1].
Figure 16: Inuence of causal strengths on beliefs in Y
Let us assume that g =  0:5, h = 0:75, and the baseline for Y is bY = 0:4. The baseline
bY is interpreted as P (Y = true) under assumption that X does not inuence Y . The values
of the causal strengths are interpreted as follows: if X=true, the belief about Y will rise
by 75% (because h = 0:75). Similarly, if X=false, the belief about Y will decrease by 50%
(because g =  0:5). The updated baseline bY jX , which is equivalent to P (Y jX) is calculated
as follows: if causal strength cY jX (can be g or h) is positive, than:
P (Y jX) = bY jX = bY + cY jX(1  bY ) : (3.22)
If causal strength cY jX is negative:
P (Y jX) = bY jX = bY + cY jX  bY : (3.23)
The graphical representation shown in Figure 16 provides an intuitive explanation for Equa-
tions 3.22 and 3.23. If the causal strength cY jX is positive, the original baseline bY is increased
by the fraction cY jX of the distance between baseline point and 1, which is equal to 1  bY jX .
This corresponds to Equation 3.22. By analogy, if cY jX is negative, bY jX is decreased by
the fraction cY jX of the distance between point 0 and the baseline point (of length bY jX),
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as expressed in Equation 3.23. The updated baseline is basically the posterior probability
P (Y = truejX). To calculate P (Y = truejX = true), one should use cY jX = g (as g cor-
responds to X = true), and analogically for calculating P (Y = truejX = false) the causal
strength cY jX is equal to h.
3.4.1.2 Combining Multiple Inuences The remaining part of the denition of CAST
is the description how causal strengths from multiple parents combine in producing the eect.
This procedure has been named by the authors the CAST algorithm. The following procedure
is applied to every combination of parent states (every distribution in CPT).
I denote the causal strength of ith parent by ci. Depending on the state of the parent, ci
can be gi or hi. In the rst step, positive and negative inuences are considered separately,
and are grouped into the aggregated positive weights, denoted as C+, and aggregated negative
weights C . They are calculated in the following way:
C+ = 1 
Y
i
(1  ci) for all ci  0 (3.24)
C  = 1 
Y
i
(1  jcij) for all ci < 0 : (3.25)
The second step is to combine aggregated positive and negative weights and determine the
overall inuence of all parents. The overall inuence O is dened as follows:
If C+  C  (implying O  0) :
O = 1  1  C+
1  C  ; (3.26)
and for C  > C+ :
jOj = 1  1  C 
1  C+ : (3.27)
The last step is to calculate the conditional probability distribution for the eect variable.
This is done in a way similar to the case with single parent (Equations 3.22 and 3.23. First
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step is to enumerate all possible combinations of n parents states. Let Oj denote the overall
inuence of jth combination of parent states xj. In that case, CPT is dened as:
Pr(Y = yjxj) =
8<: bY + (1  bY ) Oj for Oj  0bY   bY  jOjj for Oj < 0 : (3.28)
Following this procedure, all the distributions in a CPT can be calculated, hence the CAST
denes a CPT.
The method of calculating overall inuence dened in the CAST model may be easily
replaced by some other function that maps a positive and a negative value into a single
inuence. For example, a simple vector addition can be used instead. In such case, the
overall inuence would be dened as:
O = C+   C  :
The selection of method of calculating the overall inuence depends on the desired properties
of the model. Figure 17 shows graphically the dierence between these two methods. The
CAST approach favors extreme inuences { a strong inuence outweighs the weaker com-
pared to the simple vector addition. For example, the positive inuence with value 0.999
balanced with negative inuence 0.5 will result with the overall inuence 0.998 for the CAST
algorithm while for the simple vector addition it will be 0.499.
Figure 17: Behavior of dierent methods for calculating the overall inuence: the CAST
algorithm (right) and simple vector addition (left).
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3.4.2 Relation between CAST and Certainty Factors
In this section I will show that the CAST denition is very similar to the MYCIN's certainty
factors (CFs) [8]. At rst I will show that the causal strengths are equivalent in denition
to certainty factors. Then I will show that the CAST algorithm exploits in fact parallel
combination for certainty factors. Finally, I will discuss dierences between CAST and CFs.
First I will introduce certainty factors as dened by Buchanan and Shortlie. Let Y be
a hypothesis and X some evidence. Certainty factor is dened as:
CF (Y;X) =
P (Y jX)  P (Y )
1  P (Y ) (3.29)
for cases when P (Y jX) > P (Y ), and
CF (Y;X) =
P (Y jX)  P (Y )
P (Y )
(3.30)
for cases when P (Y jX) < P (Y ). In the subsequent discussion I will not consider special
cases like P (Y ) = 0 or 1, or P (Y jX) = P (Y ). Both CAST and CFs denitions threat such
situations as special cases and explicitly dene behavior of both proposals for them. Though,
they are very similar.
By multiplying both sides of Equation 3.29 by (1   P (Y )) (assuming P (Y ) < 1) and
adding P (Y ) we obtain:
P (Y jX) = P (Y ) + CF (Y;X)(1  P (Y ));
which is equivalent to Equation 3.22. By analogy, if we multiply both sides of Equation 3.30
by P (Y ) (assuming P (Y ) > 0) and add P (Y ) to both sides, we obtain:
P (Y jX) = P (Y ) + CF (Y;X)P (Y );
which is equivalent to Equation 3.23. Therefore the causal strengths are dened in the same
manner as CFs.
Similarly, it is possible to show correspondence between the CAST algorithm and the
parallel combination of CFs. The parallel combination of CFs occurs when there are two (or
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more) CFs bear evidence for the same hypothesis. Let x1 = CF (Y;X1) and x2 = CF (Y;X2),
then
CF (Y;X1X2) =
8>>>>><>>>>>:
x1 + x2   x1x2 when x1 > 0 and x2 > 0
x1 + x2 + x1x2 when x1 < 0 and x2 < 0
x1+x2
1 min(jx1j;jx2j) when x1 and x2 of opposite signs:
I will start from the case where both CFs are positive (x1 > 0 and x2 > 0). A simple
transformation of the parallel combination of CFs leads to:
x1 + x2   x1x2 = 1  1 + x1 + x2   x1x2 = 1  (1  x1) + x2(1  x1) = 1  (1  x1)(1  x2):
The form 1 (1 x1)(1 x2) is basically equivalent to Equation 3.24 which denes combination
of only positive causal strengths. The case for x1 < 0 and x2 < 0 is very similar and leads to
Equation 3.25. Using absolute values of x1 and x2 and taking into account that both values
are negative, we have:
x1 + x2 + x1x2 =  jx1j   jx2j+ jx1jjx2j =  (jx1j+ jx2j   jx1jjx2j) =
= 1  (1  jx1j)(1  jx2j);
which is equivalent to Equation 3.25 (the sign preserved in the denition of CFs bears no
signicance from practical perspective of comparing CFs and CAST).
Finally we need to show that the case when two CFs are of opposite signs the parallel
combination of CFs is equivalent to combined overall inuence dened for CAST in Equa-
tions 3.26 and 3.27. Let us assume that x1 > 0 and x2 < 0 (I can do that without loss of
generalization, as the denition of parallel combination is symmetrical with respect to x1
and x2). Further, we will need to consider two cases: when jx1j > jx2j and jx1j < jx2j.
Let us assume jx1j > jx2j, then
x1 + x2
1 min(jx1j; jx2j) =
jx1j   jx2j
1  jx2j =
(1  jx2j)  (1  jx1j)
1  jx2j = 1 
1  jx1j
1  jx2j ;
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which is an equivalent of Equation 3.26 that denes overall inuence of combined positive and
negative inuences assuming the positive inuence is greater than the negative. Similarly, if
we assume jx1j < jx2j, then
x1 + x2
1 min(jx1j; jx2j) =
jx1j   jx2j
1  jx1j =
(1  jx1j)  (1  jx2j)
1  jx1j = 1 
1  jx2j
1  jx1j ;
is an equivalent to Equation 3.27 that denes overall inuence of combined positive and
negative inuences assuming the positive inuence is greater than the negative. Therefore I
showed that in case of combining two inuences, parallel combination function of certainty
factors is equivalent to combining positive and negative inuences for the CAST algorithm.
Unlike MYCIN, which was returning to the user certainty factor as the result of inference,
the CAST goal is to dene the conditional probability distribution, which in this case is really
a posterior probability distribution of Y given complete instantiation of parent variables.
Therefore after using combining causal strengths of all parent variables (in the MYCIN
terminology applying multiple times the parallel combination function) we obtain overall
inuence expressed in terms of change in beliefs. The nal step is to determine P (Y jX).
This is the place where CAST denition departures from MYCIN.
According to original denition of certainty factors provided by Shortlie and Buchanan:
CF (Y;X) =
8><>:
P (Y jX) P (Y )
1 P (Y ) when P (Y jX) > P (Y )
P (Y jX) P (Y )
P (Y )
when P (Y jX) < P (Y ) ;
the posterior probability P (Y jX) can be calculated from simple transformation:
P (Y jX) =
8><>:P (Y ) + CF (Y;X)(1  P (Y )) when P (Y jX) > P (Y )P (Y ) + CF (Y;X)P (Y ) when P (Y jX) < P (Y ) :
Though, the original denition did not elaborate on interpretation of P (Y ). Heckerman
[30] argued that these probabilities should be interpreted as measures of belief rather than
frequencies and extended this denition to explicitly include prior knowledge " obtained
before X. Then he provided the revitalized denition of CF:
CF (Y;X) =
8><>:
P (Y jX;") P (Y j")
1 P (Y j") when P (Y jX; ") > P (Y j")
P (Y jX;") P (Y j")
P (Y j") when P (Y jX; ") < P (Y j") :
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But in his paper Heckerman subsequently showed that in such denition order of evi-
dence inuences the posterior probability. In other words, it is not necessary true that
P (Y jX1; X2) = P (Y jX2; X1). This is the result of assumption that the change of belief
depends on current state of belief ". Intuitively, change of beliefs is expressed as a relative
change in probabilities. It is always relative to some initial probability. Heckerman assumed
that this probability is the probability of hypothesis given evidence obtained prior to know-
ing X. This assumption leads to inconsistences in combining sequential evidence showed by
Heckerman. But in the CAST denition tries to address this deciency by assuming an
explicit parameter called the baseline, obtained from the expert and substituting it in the
denition as P (Y ). The baseline probability is assumed to be a xed probability making the
denition of causal strengths independent on the current state of evidence and addressing
the problem with CFs pointed out by Heckerman.
3.4.3 Noisy-OR as a Special Case of CAST
I this section I will show that the noisy-OR gate is actually a special case of the CAST
model. The noisy-OR canonical gate assumes that presence of a cause is capable of producing
presence of an eect independently of the other cases. On the other hand if a cause is absent
it does not have any inuence on the eect (the causal link is broken). Such situation can be
modeled by the CAST model if we assume that for all parent variables Xi one corresponding
causal strength (either gi or hi) is equal to 0 and the other causal strength is positive.
Formally, it can be written as:
8i(gi = 0 ^ hi > 0) _ (gi > 0 ^ hi = 0) : (3.31)
Let us assume that we have a noisy-OR model that corresponds to the graph presented in
Figure 9 with corresponding noisy-OR link parameters p1; p2; : : : ; pn and the leak probability
pL. According to the denition of the noisy-OR, the probability P (Y = yjX) is calculated
using the following formula:
P (Y = yjX) = 1  (1  pL)
Y
i2X+
(1  pi) ; (3.32)
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where X+ is a set of parents that are instantiated to the state present.
Now I will show that if the condition dened in Equation 3.31 holds, the CAST model
is equivalent to the noisy-OR. If all causal strengths are positive, according to the denition
of the CAST we obtain the following aggregated weights:
C+ = 1 
nY
i=1
(1  ci) ;
and C  = 0 (since there are no negative inuences). This means that for all instantiations
of parent variables causal strengths are always non-negative (some of them may be equal to
0). Now, these causal strengths that are equal to 0 contribute only 1s to the product and
can be left out, hence we can write:
C+ = 1 
nY
i=1
(1  ci) = 1 
Y
ci>0
(1  ci) :
Then the overall inuence O is calculated for the case C+  C  and it is equal to:
O = 1  1  C+
1  C  = C+ :
For the case of only positive causal strengths Equation 3.28 takes form:
Pr(Y = yjxj) = bY + (1  bY )C+ :
We can rewrite it as:
bY + (1  bY )C+ = 1  1 + bY + (1  bY )C+ = 1  (1  bY ) + (1  bY )C+ =
1  (1  bY )  (C+ + 1) = 1  (1  bY )  (1 
Y
ci>0
(1  ci) + 1) =
1  (1  bY ) 
Y
ci>0
(1  ci) :
The last term in the equation above is equivalent to Equation 3.32. Thus, when condition
3.31 is fullled, causal strengths are equivalent to the noisy-OR parameters and the baseline
parameter is equivalent to the leak probability.
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Similar relationship is present if for all parent variables Xi one causal strength is negative
and the other equal to zero, i.e.,
8i(gi = 0 ^ hi < 0) _ (gi < 0 ^ hi = 0) : (3.33)
In such case, the aggregated negative weight is equal to:
C  = 1 
nY
i=1
(1  jcij) ;
and the aggregated positive weight is C+ = 0, making Oj = C . According to the CAST
algorithm, the probability P (Y = yjX) for such case is:
P (Y = yjX) = by   by  C  = bY (1  C ) : (3.34)
I will show that if we assume pL = 1   bY and pi = jcij the probability P (Y = yjX) of the
CAST model is equivalent to P (Y = yjX) for the noisy-OR model:
P (Y = yjX) = 1  P (Y = yjX) = 1  (1  (1  pL)
Y
X+
(1  pi)) =
= (1  pL)
Y
X+
(1  pi)) = bY
Y
ci<0
(1  jcij) = bY (1  C ) = bY   bYC  :
Hence, if the condition (3.33) is fullled, the CAST model is mathematically equivalent to
the noisy-OR, but the interpretation is not so straight forward as in case of condition (3.31)
and requires reinterpretation of states and manipulation on parameters. It is also possible to
show that for such case the CAST model carries closer resemblance to the amechanistic noisy-
AND model, but I decided to leave it outside the scope of this paper, as the amechanistic
noisy-AND is in fact equivalent mathematically to the noisy-OR.
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3.4.4 Restricting CAST to Provide Meaningful Parametrization
The major problem with the CAST model is the interpretation of the parameters. Specif-
ically, the baseline probability is dened as a probability of the eect being in the state
present assuming none of modeled causes in the model aect the eect variable. Expecting
that an expert will provide such probability is unrealistic. The causal strength parameters
are dened as change in beliefs which is more meaningful, though still provides some dif-
culties if such parameter is to be learned from data. In this section, I propose a set of
constraining assumptions on the CAST model which will result in meaningful parameters
of the model expressed in terms of conditional probabilities expressed exclusively in terms
of variables present in the model. Such parametrization leads to a model that is capable
of capturing both positive and negative inuences (which was one of major weaknesses of
the noisy-OR model) together with clear parametrization that can be equally well used for
knowledge elicitation from a human expert and automated learning from data.
Unlike an the original CAST model, the restricted CAST (RCAST) assumes that for
each parent variable Xi one of the two causal strengths is equal to 0. It can be either gi or
hi. The other parameter can take an arbitrary value (either positive or negative). For the
sake of clarity of presentation I denote the non-zero causal strength as ci. I will denote a
state of parent variable which corresponds to the causal strengths that takes value 0 as the
distinguished state and I will denote it with as xi .
The main idea behind this assumptions is to be able to elicit parameters ci and the
baseline bY using only conditional probabilities P (Y jX). I will start by showing how to
obtain the baseline parameter bY .
To obtain the baseline parameter bY , the expert should assume that all causes Xi are in
their distinguished states, which means that none of the causes has inuence of the eect
and both C+ and C  are equal to 0. In such case, according to the CAST algorithm:
P (Y = yjX1 = x1; : : : ; Xn = xn) = bY :
In other words, to obtain the baseline probability for Y , the knowledge engineer should ask
the question: what is the probability of Y being present when all modeled causes X1; : : : ; Xn
are in their distinguished states?
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The remaining part is to obtain n causal strengths ci. For every parent Xi we shall
ask the domain expert for probability P (Y = yjX1 = x1; : : : ; Xi = xi; : : : ; Xn = xn). The
question should be: what is the probability of Y being present when the cause Xi is present
and all remaining modeled causes are in their distinguished states? For convenience I denote
P (Y = yjX1 = x1; : : : ; Xi = xi; : : : ; Xn = xn) as pi.
Now I will show how to obtain causal strengths ci from obtained form the expert prob-
ability pi. First, we should determine if pi  bY or pi < bY . If pi  bY the corresponding
causal strength ci will be positive and otherwise negative.
Assuming pi > bY , we can calculate the causal strength ci using the denition of the
CAST algorithm. Since Xi is the only cause that is in non-distinguished state, hence only
ci > 0 then C+ = ci. For this case, the Equation 3.28 takes form:
P (Y = yjX1 = x1; : : : ; Xi = xi; : : : ; Xn = xn) = bY   (1  bY )  ci = pi :
By manipulating the right side we obtain the formula for calculating ci from pi:
ci =
pi   bY
1  bY :
Similarly, when pi > bY , the cumulative inuence C  = jcij and
P (Y = yjX1 = x1; : : : ; Xi = xi; : : : ; Xn = xn) = bY   bY  jcij = pi :
and hence for this case the formula for calculating ci from pi is:
jcij = bY   pi
bY
:
One should not forget that this value should be negative.
In this section I introduced a restricted, CASTmodel that allows for meaningful parametriza-
tion similar to the noisy-OR. This addresses one of the major weaknesses of the CAST pro-
posal. At the same time it introduces a canonical gate that can be used to model both
positive and negative inuences. The expert would need to provide only parameters dening
individual inuences of each cause on the eect and the baseline probability of the eect
present, assuming that none of the causes are present. The combination of individual inu-
ences would be the same as dened in the CAST algorithm.
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3.4.5 Extending CAST to Multi-Valued Variables
In this section, I discuss possibility of extending the CAST denition to handle non-binary
discrete variables.
3.4.5.1 Multi-Valued Parents Extension of the CAST model to allow for multiple
states in parent variables is relatively straight forward. Let variable Xi has ni outcomes
and we denote jth outcome as xji . In such case, for each parent's outcome X
j
i we assign
a causal strength cji in the same manner as it was in the binary case. Let x = (X1 =
xj11 ; : : : ; Xi = x
ji
i ; : : : ; Xn = x
jn
n ) be a arbitrary instantiation of parent variables. In such
case, the aggregated positive and negative weights would be the following:
C+ = 1 
Y
i
(1  cjii ) for all cjii  0
C  = 1 
Y
i
(1  jcjii j) for all cjii < 0 ;
and the updated baseline would be calculated in the same way as for the binary case.
Extending the RCAST is done in exactly same way. The only dierence between the two
models is an assumption on the distinguished states. In case of the parents distinguished
states there is an assumption that each parent variable has one state for each causal strength
is equal to zero. This means that if a parent variables has more than two states, all the non-
distinguished states are treated in the same manner as the single non-distinguished in the
CAST model.
3.4.5.2 Multi-Valued Child Extending the CAST model for multiple states of the
child variable is more complicated. This is due to the fact that the causal strengths, as they
are dened, are not particularly suitable for non-binary variables.
Let P = fp1; : : : ; pmg and Q = fq1; : : : ; qmg be two probability distributions dened over
the same discrete domain with m possible values. Causal strength denes a transformation
from the original distribution P to the target distribution Q by means of parameters C =
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fc1; : : : ; cmg dening relative changes of probabilities of events. We dene the causal strength
ci as follows:
ci =
qi   pi
pi
for pi  qi ;
and
ci =
qi   pi
1  pi for pi < qi :
Now I will show that for a binary case (m = 2) it is enough to specify only one parameter
c1 as the equation c1 + c2 = 0 always holds. Let us assume that we have two probability
distributions P and Q with parameters p1; p2; q1, and q2 dened over a binary domain. We
can always select indices such that p1 > q1. In that case:
c1 =
q1   p1
p1
:
Since m = 2 two equations hold: q2 = 1  q1 and p2 = 1  p1. Then:
c2 =
q2   p2
1  p2 =
(1  q1)  (1  p1)
1  (1  p1) =
 (q1   p1)
p1
=  c1 :
As shown, in a binary case it is enough to specify only one parameter to dene transition
from P to Q in terms of parameters C. It basically means that if a chance of an event
increases/decreases by c the chance of opposite event decreases/incereses with the same
value c.
However the parametrization based on change in beliefs (C) does not easily extend to
cases with more than two outcomes. The problem lies in the fact that for m > 2 C becomes
dependant on initial probability distribution P and can possibly lead to inconsistent results.
For example, assume P = f0:8; 0:05; 0:04; 0:1; 0:01g and C = f 0:975; 0:6; 0:7916; 0:8; 0:1313g,
they together yield Q = f0:02; 0:02; 0:8; 0:02; 0:14g. But the same vector C applied to uni-
form distribution f0:2; 0:2; 0:2; 0:2; 0:2g will result in inconsistent probability distribution
Q = f0:005; 0:08; 0:8333; 0:04; 0:3050g for which sum of elements is greater than 1. There-
fore the change in beliefs seems to be inappropriate method to express causal inuence of a
parent variable for any arbitrary initial distribution P . Additionally, it is likely that express-
ing knowledge about causal inuences in terms of vectors of causal inuences is far beyond
human cognition.
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But the RCAST model can still be extended to handle multiple outcomes of the eect
variable. For sake of clarity, let us assume that the RCAST model has n binary parents and
the eect variable has m states. Let Ci denotes a vector of causal strengths with elements
cij dening change in beliefs for i
th parent and jth outcome of the eect variable. Let:
bj = P (Y = yjjX1 = x1; : : : ; Xn = xn) ;
and
pij = P (Y = yjjX1 = x1; : : : ; Xi = xi; : : : ; Xn = xn) :
Then we can calculate vector Ci in the following manner:
cij =
bj   pij
pij
for pij  bj ;
and
cij =
bj   pij
1  pij for pij < bj :
At this point we have calculated causal strengths dened in terms of vectors Ci obtained from
a human expert by asking questions only about distributions P (Y jX1 = x1; : : : ; Xn = xn)
and P (Y jX1 = x1; : : : ; Xi = xi; : : : ; Xn = xn).
The next step is to calculate the aggregated positive and negative weights. Unlike for the
CAST model, where it is done for one state, in the multi-outcome extension this step should
be repeated for each outcome yj. The aggregated weights are calculated in the following
way:
C+j = 1 
Y
i
(1  cij) for all cij  0
C j = 1 
Y
i
(1  jcijj) for all cij < 0 :
The next step is to combine aggregated positive and negative weights and determine the
overall inuence of all parents. The overall inuence on the outcome j Oj is dened as
follows. If C+j  C j (implying Oj  0) :
Oj = 1 
1  C+j
1  C j
;
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and for C j > C
+
j :
jOjj = 1 
1  C j
1  C+j
:
The nal step is to calculate the conditional probability Pr(Y jx) from the baseline probabili-
ties and the overall inuences Ojs. But in the case of multiple outcomes of the eect variable,
it is more complicated than for the binary case. The problem is that the vector of causal
strengths dened by Ojs and the baseline probability does not necessarily result in a con-
sistent posterior probability distribution. Let qj be a posterior probability (not necessarily
consistent) that results in applying the CAST algorithm for the jth eect outcome:
qj =
8<: bj + (1  bj) Oj for Oj  0bj   bj  jOjj for Oj < 0 : (3.35)
To address this problem, the easiest solution is to normalize the posterior probability dis-
tribution dened by qjs. The output conditional probability distribution is calculated using
the normalized result qj:
P (Y = yjjx) = qjPm
k=1 qj
:
3.4.5.3 Example Let us assume that the RCAST model has three binary causes X1; X2,
and X3 and the eect variable has 3 outcomes. Let the four distributions required by the
RCAST denition and provided by the expert be:
P (Y jx1; x2; x3) = f0:1; 0:4; 0:5g ;
P (Y jx1; x2; x3) = f0:05; 0:05; 0:9g ;
P (Y jx1; x2; x3) = f0:7; 0:2; 0:1g ; and
P (Y jx1; x2; x3) = f0:05; 0:9; 0:05g :
These yield the corresponding CAST parametrization:
C1 = f 0:5; 0:875; 0:8g ;
C2 = f0:667; 0:5; 0:8g ; and
C3 = f 0:5; 0:833; 0:9g :
Table 1 shows the intermediate steps in calculating the conditional probabilities P (Y jX).
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Table 1: Intermediate steps for calculating P (Y jx) for the parameters given in the example.
Overall Non-normalized
inuence distribution P (Y jx)
x1x2x3 f0 0 0g f0.1 0.4 0.5g f0.1 0.4 0.5g
x1x2x3 f -0.5 -0.875 0.8 g f 0.05 0.05 0.9 g f 0.05 0.05 0.9 g
x1x2x3 f 0.667 -0.5 -0.8 g f 0.7 0.2 0.1g f 0.7 0.2 0.1 g
x1x2x3 f0.333 -0.937 0 g f 0.4 0.025 0.5 g f 0.432 0.027 0.541 g
x1x2x3 f -0.5 0.833 -0.9 g f 0.05 0.9 0.05 g f 0.05 0.9 0.05 g
x1x2x3 f-0.75 -0.25 -0.5 g f0.025 0.3 0.25 g f 0.043 0.522 0.435g
x1x2x3 f0.333 0.667 -0.98 g f 0.4 0.8 0.01g f 0.331 0.661 0.008 g
x1x2x3 f-0.25 -0.625 -0.9 g f 0.075 0.15 0.05g f 0.273 0.545 0.182 g
3.4.6 Discussion
The CAST model is interesting for several reasons. Firstly, the parametrization of this
model is not probabilistic, however it can be easily translated into a CPT. Parametrization
is dened in terms of pairwise inuences between a cause and the eect, so in this sense the
CAST fulls the independence of causal inuence assumption. However, formally, the CAST
is not a independence of causal inuence model as it can not be expressed by mechanism
variables and the deterministic eect variable.
One of the disadvantages of the CAST model is the interpretation of its parameters.
The baseline probability is dened as the probability of the eect hypothesis being true and
caused by the factors not included in the model assuming that the other parent variables
did not have inuence on the eect. This denition suers from one problem: it is not
clear what, if any, inuence/state should be assumed for the causes that are incorporated
in the model. The amechanistic models resolve such problem by assuming one state (the
distinguished state) that nullies the inuence of the cause on the eect.
It is possible to show that under certain restrictive assumptions the CAST model is
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formally equivalent to the noisy-OR. It is for the case when a model (1) has all parameters
g are equal to zero (no inuence when a cause is in state false), and all parameters h are
positive. This is because the zero-value gi parameters make the false state the distinguished
state. If all hi are positive they can be represented as the inhibitor probabilities in the
noisy-OR. The baseline has then the interpretation of the leak probability.
Based on this nding, I proposed a restricted version of the CAST model that addresses
the problem of clarity of the parametrization, preserving an important feature of the CAST
model: allowing for both positive and negative inuences. This eect is achieved by imposing
an additional restrictive assumptions. I presented what questions to should be asked to
obtain CAST parameters using purely probabilistic parametrization expressed in terms of
variables in the model.
The CAST logic has one constraint that can not be overcome in any obvious way |
the variables involved in the model are required to be binary. I showed that the extension
of the CAST and RCAST models to handle multiple outcomes of parent variables does not
pose special challenges. On the other hand, allowing multiple outcomes in the child variable
is challenging in case of the CAST model, but easier for its restricted version proposed in
this paper. Therefore the proposal for extending the CAST model to handle variables with
multiple outcomes is restricted to the RCAST model.
3.5 CONTEXT SPECIFIC INDEPENDENCE
The approaches presented in the previous chapters were based on assumption that there
exist some form of a functional dependance between parents variables (causes) and the child
variable (eect). In this section I present a dierent approach to the problem of specifying
the complete conditional probability tables. Roughly speaking, context specic independence
takes advantage of symmetries in the CPTs and reduces the number of parameters required
to specify the relation between the causes and the eect.
In explaining the essence of the context specic independence (CSI), I will start from
introducing the concept of conditional independence, which I will refer further as the strong
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independence. Let P (U) be a joint probability distribution over the set of variables U. Let
X,Y, and Z be mutually exclusive subsets of U. We say that X and Z are conditionally
independent given Y, when for any conguration x 2 val(X) and y 2 val(Y) and for all
possible states z 2 val(Z)
P (xjy; z) = P (xjy) ; (3.36)
assuming P (y; z) 6= 0. For convenience, the Equation 3.36 is often written as P (XjY;Z) =
P (XjY) and the independence statement is denoted as (X?ZjY).
The context specic independence releases one of the assumptions of conditional inde-
pendence | it permits the independence to hold only for certain contexts (subsets of parent
states), but not necessarily all the parent states. Let X,Y, Z and C be mutually exclusive
sets of variables. We say that X and Z are contextually independent given Y, and some
context c  val(C) when
P (XjY; c;Z) = P (XjY; c) ;
assuming P (Y;Z; c) 6= 0. This is often denoted by (X?cZjY).
The concept of conditional independence serves as a very base for the Bayesian networks
framework. Bayesian network uses independencies between variables to reduce the number of
parameters required to specify the joint probability distribution. This is achieved by encoding
independence assertions between variables in the model by means of the graphical part of a
Bayesian network model. However, there are possible independence assertions in the joint
probability distribution that Bayesian network is incapable of capturing explicitly (however
they are encoded in the model in an implicit way). Such an example is a context specic
independence, which can represent itself in form of symmetries in CPTs. The proposals
described in this section try to enrich Bayesian network framework by providing tools for
explicit encoding context specic independence in Bayesian models.
Intuitively, the idea behind the methods exploiting context specic independence is to
avoid specifying each single distribution in the CPT and instead use some form of grouping
of congurations of parents states that yield the same conditional probability distributions
and saving on explicit enumeration of each single case.
Context specic independence plays a signicant role in the modeling practice. This is
the case because often some cause or causes can totally dominate inuences coming from
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Table 2: CPT with context specic independence
X1 X1 X1 y y
x1 x2 x3 0.2 0.8
x1 x2 x3 0.2 0.8
x1 x2 x3 0.2 0.8
x1 x2 x3 0.2 0.8
x1 x2 x3 0.2 0.8
x1 x2 x3 0.5 0.5
x1 x2 x3 0.7 0.3
x1 x2 x3 0.7 0.3
other causes. For example, in modeling pregnancy, the parent variable Gender = male
clearly dominates the inuence of other factors.
The context specic independence can be encoded in various ways, and in this chapter I
present the most popular approaches. Basically, all of them aim at capturing regularities in
the CPT and describing them in an ecient manner. Various trade-os are possible here.
One intuitive approach is to capture irregularities in a CPT by means of a tree data
structure. Indeed, rst proposed methods of capturing the CSI were based on trees data
structures [75, 6].
Formally, a CPD-tree for representing a conditional probability distribution (CPD) over
the variable Y is a rooted tree, which is a popular and powerful data structure. Each
of the leaf nodes in a tree represents a single probability distribution over Y (conditional
distribution). Each internal node is labeled with some variable X 2 Pa(Y ) and has a set of
outgoing arcs, each of them labeled with some subset of the states of X. Subsets of states
of X corresponding to the outgoing arcs are exclusive and exhaustive in Range(X).
A parent context is dened by a branch in the CPD-tree. Figure 18 shows a CPT-tree
corresponding to the CPT dened in Table 2.
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Figure 18: Tree-based representation of CPT
Tree representation is a simple yet powerful method for encoding CSI. It is natural
for humans to comprehend and use, and can be easily exploited by automated learning
algorithms, both for learning parameters and constructing trees from data sets [70, 26].
An alternative representation to the tree-CPD of CSI for a conditional probability distri-
butions can be obtained via rules. Basically, each entry (single probability, not distribution)
can be dened in terms of a rule that pairs a conguration of parents' states and a numerical
probability.
A rule  is a pair < c; p >, where c is a subset of some variables states (parents and the
child variable) and p is a number p 2 [0; 1] (probability). We say that the rule  has a scope
C  Y [X, and c is an instantiation of variables C.
A rule-based CPD is a set of rules R that denes a CPT
 for each rule  the C scope of  is C  Y [X,
 for any arbitrary assignment of states s =< y;x > from Y [X, there exists exactly one
rule  =< c; p > in R such that s 2 c and p = P (yjx).
In most general case, one needs 2n+1 rules to dene CPT of a binary child node Y with
n binary parents. But if symmetries are present in a CPT, the number of rules required to
specify a CPT can be drastically reduced. To specify the CPT from Table 2, only 7 rules
are needed:
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1 : fx1; y; 0:2g
2 : fx1; y; 0:8g
3 : fx1; x2; y; 0:7g
4 : fx1; x2; y; 0:3g
5 : fx1; x2; x3; y; 0:2g
6 : fx1; x2; x3; y; 0:8g
7 : fx1; x2; x3; 0:5g
The rule-based representation of CSI is more general than the tree representation. It is
easy to prove that any CPD-tree can be converted into the rule representation by creating
rules for all leaf nodes in the CPD-tree. The converse is not true | not every rule-based
CPD can be encoded eciently in a tree. As an example, consider a set of rules for which
there exists a variable that is not explicitly represented in any of the rules.
Representation by means of rules is powerful in terms of compact capturing of CSI,
however it has also its weak sides. One of the main problems is ensuring that a given set of
rules denes a coherent CPT. Also, unlike trees, rules are less intuitive for humans to work
with.
Both the tree and rule-based representations of CSI share common limitation. They can
represent only single subsets of variable instantiations. For example, if two subsets like f
x1; x2; x3 g and f x1; x2; x3 g have the same conditional probability distribution associated
with them, one would want to put them in a single context. The two representations are not
capable of achieving this.
One of the proposed solutions that addresses this limitation is use of decision diagrams
in the context of local probability distributions [5, 28]. Decision diagrams can be viewed as
an extension of the tree-based CPDs that allow for each node have more than one parent |
that removes unnecessary repeating nodes in the tree that encode the same distribution. It
is noteworthy that in terms of the number of parameters savings achieved by decision trees
can not be achieved by means of rule-based representations.
Independence of causal inuence and context specic independence are two dierent phe-
nomena. Context specic independence is a more restricted type of statistical independence,
while independence of causal inuence is a specic pattern of statistical dependance. There-
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fore, almost by denition, presence of context specic independence excludes existence of
independence of causal inuence between the same variables.
However, even though the two approaches are mutually exclusive, theoretically they can
be present in the same local probability distribution at the same time. One can imagine
a situation, where some symmetries in the CPT are present while at the same time, inde-
pendence of causal inuence (or other form of structured interaction) holds for the settings
for which interactions between parent inuences are present. Let us consider here the pre-
vious example. The Gender variable introduces context specic independence. But for the
context Gender=female, the factors causing pregnancy have some type of the interaction.
Theoretically, nothing prevents us from using the noisy-OR (or maybe more appropriate
here would be the noisy-AND) for modeling the inuence of the factors causing pregnancy
for the context Gender=female.
3.6 INFERENCE
The ultimate purpose of building BN model is to use these models to answer queries about
modeled domains. Inference in BN typically reduces to calculating posterior conditional
probability distributions over some set of variables of interest, given that some other set of
variables in the domain was observed (their states are assumed to be known). More formally,
the BN inference can calculate P (XjE), where X is a set of variables of interest, and E is a
set of evidence variables, for which their states are known, and I will denote them as E = e.
For example, a BN model can answer a query: What is the probability that a patient has u,
assuming the patient has headache, fever, and loss of appetite.
Answering this type of queries in a BN amounts to a repetitive application of Bayes'
theorem and the chain rule of probability. Unfortunately, exact inference has been proven
to be NP-hard [10], and later it has been proved that approximate inference to the desired
precision is NP-hard as well [13]. However, a number of ecient algorithms for both exact
and approximate inference have been proposed in the literature.
Among the exact algorithms, undoubtedly the fastest currently is the join-tree algorithm,
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which is often referred to as the junction-tree or clustering algorithm [49, 40, 72]. The join-
tree algorithm exploits independencies among domain variables encoded in the graphical
part of BN. For purpose of calculations of the posterior probability, it transforms a BN into
a secondary structure called join-tree. All the calculations are performed on this secondary
structure, and the posterior probability distributions over the domain variables are extracted
back from this structure. The main purpose of the conversion of the BN into the secondary
structure is to collapse loops, and subsequently exploit the fact that evidential reasoning in
a BN that is a poly-tree is of the polynomial complexity [65]. Basically, there are two main
factors that inuence eciency of the join-tree algorithm: (1) loops in the graphical part of
the network, and (2) large in-degree of nodes in the graphical part (nodes with large number
of parents). Complexity of the join-tree algorithm does not depend on the evidence entered
to the model { once the secondary structure is created (join-tree), it can be reused multiple
queries.
An alternative exact algorithm | the variable elimination algorithm [16, 85] exploits BN
graphical structure similarly to the join-tree algorithm. The basic dierence between these
two algorithms is that the variable elimination algorithm is query dependent | it exploits
the setting of evidence in a query in order to reduce complexity of calculations, and does
not produce any secondary reusable structure. Typically, the join-tree algorithm is used
in practical applications, however for domains for which creating the secondary structure
is impossible due to high demands on the storage space, query based variable elimination
remains the only alternative for nding the exact solution.
A number of approximate algorithms was proposed in the literature, but since there has
not been much work done for exploiting compact local distributions, I will not discuss this
domain.
In the reminder of this chapter I present an overview of various proposals of inference
algorithms that explicitly take advantage of compact representations of local distributions
that I presented earlier.
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3.6.1 Inference and Independence of Causal Inuence
When the noisy-OR was introduced to the BN model building practice, it immediately
resulted in building signicantly larger BNs. Often large BN have assumed some constraints
on the graphical part. A typical example of such architecture are diagnostic models which are
a two-layer or three-layer graphs with arcs going always from the rst layer to the second and
the third layer and the nodes in the second layer are assumed to be noisy-MAXs. Although
such models seem to make very simplistic assumptions, they have proven to be successful in
the diagnostic domains.
The development of large models resulted immediately in the need for ecient inference
algorithms. For example, the CPCS model (built of the noisy-MAX models) turned out
to be intractable by exact inference algorithms and become a challenge for other inference
algorithms, and at the same time a typical benchmark for BN inference algorithms. The
proposed methods that use independence of causal inuence assumptions for the inference
task concentrate usually on the popular PCI models and, therefore, I restrict my discussion to
the methods that exploit the noisy-OR and noisy-MAX models. In most cases, the methods
can be extended to other PCI models that follow the decomposable property.
3.6.1.1 Decomposition Approaches The rst signicant approach for exploiting the
noisy-OR/MAX models in inference algorithms was based on the observation that these
models can be decomposed into a series of binary inuences. The method was described in
[32] and is called temporal decomposition. This method exploits the decomposable property
of the PCI models discussed in Section 3.1.2.2. In the context of the noisy-OR, it takes
advantage of the fact that the deterministic OR of n inputs can be decomposed into a
chain of n binary OR operators: OR(x1; : : : ; xn) = OR(x1; OR(x2; OR(: : :))). The graphical
representation of the temporal decomposition is shown in the Figure 19.
The posterior probability distribution over node ORn is equal to the posterior proba-
bility distribution of the noisy-OR node for which the decomposition was performed. This
representation can be naturally exploited by the join-tree algorithm without introducing
any modications. In other words, the noisy-OR nodes can be automatically converted into
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Figure 19: Temporal decomposition of the noisy-OR/MAX.
the temporal decomposition representation and then such model can be used directly in the
standard join-tree or variable elimination algorithm. Some empirical studies have proved the
eectiveness of this approach, often making intractable models tractable.
The parent divorcing technique [62] is based on a similar idea to the temporal decompo-
sition, with the dierence that auxiliary variables hierarchy is a tree. An example is shown
in the Figure 20. Similarly to the previous proposal, the distribution over the root node is
equivalent to the distribution over the noisy-OR variable for which the decomposition was
applied.
Figure 20: Parent divorcing for the noisy-OR/MAX with 4 parents.
3.6.1.2 Factorization Approaches Decomposition approaches can be viewed as a pre-
processing step before applying a standard BN inference algorithm. On the other hand, the
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factorization approaches require modication of inference algorithms in order to exploit in-
dependence of causal inuence models. Most of these proposals aim at the two most popular
exact inference algorithms and therefore can be exploited by both of them.
The rst method is called additive decomposition of the PCI models and is related to
the local expressions language [14], which was an attempt of formalizing a comprehensive
representation of local distribution models in BN. Generally speaking, in this framework an
arbitrary conditional probability distribution can be represented as an expression which is
dened as follows:
exp = distributionj
j exp exp
j exp+ exp
j exp  exp ;
and generalized distribution G is dened as a pair:
G(X1; : : : ; XnjY1; : : : ; Ym; hX1; : : : ; Xn; Y1; : : : ; Ym)i) :
Variables X1; : : : ; Xn are conditional variables and Y1; : : : ; Ym are conditioning variables and
f is a density function dened over these variables.
The noisy-OR model can be expressed using the additive representation as follows. As-
suming that for each mechanism (inhibitor) variable Ei we know probability P (EijCi), the
factors in the local expression language can be dened as:
fi(E = e; Ci) = P (Ei = eijCi)
fi(E = e; Ci) = P (Ei = eijCi) :
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Then the conditional probability distribution corresponding to the noisy-OR variable E can
be written as:
P (EjC1; : : : ; Cn) =
nY
i=1
G(E = ejCi; h1i)
 
nY
i=1
G(E = ejCi; hfi(ei); Ci)i)
+
nY
i=1
G(E = ejCi; hfi(ei); Ci)i) :
In fact, this representation provides a single algebraic formula for calculating any single
conditional probability distribution dened by the noisy-OR. This equation can be directly
plugged in the chain rule of probabilities and be used in the inference calculations. However,
this approach poses one problem | this representation allows for additions (and subtrac-
tions). In its standard version of inference calculations only multiplications of potentials are
present. Additions introduce the problem with priorities in applying operators on potentials
in the algorithms, and this consequently introduces the problem of nding an optimal se-
quence of applying these operators. It turned out that the problem is not easy to solve and
practical signicance of this proposal is of limited value.
The heterogenous factorization [83, 82] is another approach to the problem of exploiting
the independence of causal inuence. Initially it was proposed for the variable elimination
algorithm, later the idea was extended to the join-tree algorithm [84]. This approach diers
from the previous one with the fact that does not require special representations of prob-
abilities (general expressions). In this approach, the conditional probability distribution of
the conditional independence variable (called convergent variable) is expressed in terms of
factors fi such that fi(E = e; Ci) = P (EijCi) and a binary operator 
 as follows:
P (EjC1; : : : ; Cn) = 
ni=1fi(E;Ci) :
The representation is called heterogenous in contrast to the standard factorization for Bayesian
network which can be viewed as homogenous, as it involves only one operator. For the
heterogeneous factorization, calculation of the joint probability distribution involves both
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multiplication and operator 
. The problem is ordering of the operators. This method en-
sures correctness of the calculations by introducing for each convergent variable an auxiliary
deputy variable. The idea is that with the deputy variable factors for the convergent variable
can be combined in any order. However, this method imposes one limitation on the ordering
of variable elimination: each deputy variable must precede the corresponding convergent
variable. This proves to ba a serious limitation in practical networks.
Takikawa and D'Ambrosio [78] tried to address this problem by proposing the multi-
plicative factorization. They proposed solution that introduces m   1 auxiliary variables
where m is numbers of states of the eect variable. This representation reduces the infer-
ence complexity from exponential in number of parent variables to exponential in number
of states of the eect variable. Madsen and D'Ambrosio [57] proposed incorporation of this
representation into the join-tree algorithm.
The current state-of-the-art algorithm that exploits the noisy-OR/MAX model is pro-
posed by Dez and Galan [21] and basically is the renement of the multiplicative factoriza-
tion for the noisy-MAX model. The basic dierence is that it requires only one auxiliary
variable (in contrast to m in the original proposal) which is achieved by using the cumula-
tive probability distributions instead of probabilities as factors. One major strength of the
multiplicative factorization lies in the fact that it does not require marrying parent nodes in
the join-tree algorithm. This can potentially lead to signicant reduction of clique sizes, as
observed by means of empirical studies.
3.6.2 Summary
Independence of causal inuence has been exploited in the inference algorithms for the
Bayesian networks by augmenting existing algorithms (join-tree and variable elimination).
In fact, all methods presented here exploit the decomposable property of the independence
of causal inuence models. These methods evolved from simple decomposition methods that
were basically preprocessing steps for the inference algorithms through methods that altered
existing algorithms by introducing new operators on factors, nally to the state-of-the-art
methods that nicely t in existing algorithms without need of introducing new operators.
78
Although the eld is relatively advanced, there are still problems that have not been
appropriately addressed. First of all, algorithms exploiting the independence of causal inu-
ence have not been subject to thorough empirical studies. I nd this especially important,
because number of practical models with the noisy-MAX variables and often the size of
models is suciently large to cause performance problems for inference algorithms. I plan
to perform comparative empirical study on described algorithms and try to come up with
discussion of factors that can inuence and favor some approaches over the others. I plan to
focus this study mainly on real-life diagnostic models to which I have access.
Another interesting and under-explored aspect of inference with the independence of
causal inuence models is applying relevance techniques [54]. For example, evidence in the
distinguished state for the noisy-MAX introduces independencies between parents. The pilot
study I performed indicates that exploiting independencies introduced by the noisy-MAX
can lead to signicant improvement of an inference procedure.
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4.0 IS INDEPENDENCE OF CAUSAL INFLUENCES JUSTIFIED?
In this chapter I present two empirical studies that are intended to test the hypothesis of
this dissertation.
4.1 KNOWLEDGE ELICITATION FOR THE CANONICAL MODELS
The noisy-OR/MAXmodel is often used as modeling necessity in practical settings. However,
the literature is lacking any empirical evidence indicating that the noisy-OR is indeed a good
elicitation tool that can be used instead of full CPT and provide elicitation results at least
comparable with it. Thus, I decided to perform an empirical study on elicitation of the
numerical parameters using these two frameworks and compare them. Results of this study
provide empirical basis for the claims on elicitation of parameters for the noisy-OR/MAX,
and provide some insight into the problem of knowledge elicitation for the noisy-OR/MAX
models, especially in case of the leak.
The goal of this experiment was to compare the accuracy of knowledge elicitation using
traditional CPTs and the noisy-OR framework using two alternative parametrizations, under
the assumption that the modeled mechanism follows the noisy-OR distribution. I introduced
an articial domain and trained the subjects in it. The domain involved four variables:
three causes and a single eect and then I asked them to specify numerical parameters of
interaction among the causes and the eect. Providing an articial domain had the purpose
of ensuring that all subjects were equally familiar with the domain, by making the domain
totally independent of any real-life domain that they might have had prior knowledge.
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4.1.1 Subjects
The subjects for this study were 44 graduate students enrolled in the course Decision Anal-
ysis and Decision Support Systems at the University of Pittsburgh. The experiment was
performed in the nal weeks of the course, which ensured that subjects were suciently
familiar with Bayesian networks in general and conditional probabilities in particular. The
subjects were volunteers who received partial course credit for their participation in the
experiment.
4.1.2 Design and Procedure
The subjects were rst asked to read the following instructions that introduced them to an
articial domain that was dened for the purpose of this study.
Imagine that you are a scientist, who discovers a new type of extraterrestrial rock on Arizona
desert. The rock has an extraordinary property of producing anti-gravity and can oat in
the air for short periods of time. However, the problem is, that it is unclear to you what
actually causes the rock to oat. In a preliminary study, you discovered that there are three
factors that can help the rock to levitate. These three factors are: light, X-rays, and high
air temperature.
Now your task is to investigate, to what degree, each of these factors can produce anti-
gravity force in the rock. You have a piece of this rock in a special apparatus, in which you
can expose the rock to (1) high intensity halogen light, (2) high dose of X-rays and (3) rise
the temperature of the rock to 1000K.
You have 160 trials, in each trial you can set any of those three factors to state present or
absent. For example, you can expose the rock to light and X-ray while temperature is low.
Be aware of the following facts:
 Anti-gravity in the rock appears sometimes spontaneously, without any of these three
factors present. Make sure to investigate this as well.
 You can expect that anti-gravity property of the rock is dependent on all these three
factors. Make sure to test interactions among them.
Additionally, subjects were presented with a Bayesian network for the domain, which is
shown in Figure 21 and told, that at the end of experiment they were asked to answer some
questions about the conditional probabilities of the node Anti-gravity. The subjects had
unlimited time to perform the 160 trials.
In the experiment, interaction between the node Anti-gravity and its parents was a
noisy-OR gate. However, the subjects were not aware of this fact and throughout the whole
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experiment, special caution was exercised not to cue the subjects to this fact.
In order to ensure that results would not be an artifact of some unfortunate choice of
initial parameters, each subject was assigned a unique underlying noisy-OR distribution for
the node Anti-gravity. To ensure that the probabilities fell in range of modal probabilities,
each model had the noisy-OR parameters sampled from uniform distribution ranging from
0.2 to 0.9. To ensure signicant dierence between Henrion and Dez parameters, the leak
values should be signicantly greater than zero (otherwise both parametrizations are virtually
equivalent). I sampled them from a uniform distribution ranging from 0.2 to 0.5.1
Figure 21: BN used in the experiment.
In each of the 160 trials, the subjects were asked to set the three factors to some initial
values (Figure 22) and submit their values to perform the `experiment.' Subsequently, the
screen appeared showing the result { a levitating rock or rock on the ground. An example
of the screen that the subject could see is presented in Figure 23.
At the end of the experiment subjects were asked to answer questions on conditional
probability distribution of the node Anti-gravity. In addition, I had full knowledge over
what the subjects have actually seen and should have learned about the domain.
To measure the dierences between conditions, I applied a within-subject design. Each
subject was asked to express his or her judgement of probabilities by answering three separate
sets of questions. The questions asked for expressing numerical parameters required to dene
the conditional probability distribution using:
1All values are given using Dez parameters.
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Figure 22: Screen snapshot for setting the three factors.
Figure 23: Screen snapshot of the result of a single trial.
1. a complete CPT with 8 parameters,
2. a noisy-OR gate with 4 parameters using Dez's parametrization, and
3. a noisy-OR gate with 4 parameters using Henrion's parametrization.
To reduce the possible carry-over eects, I counter-balanced the order of the above ques-
tions across the subjects. Additionally, I disallowed the subjects to see previously answered
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questions for the other parametrizations.
4.1.3 Results
I decided to remove records of three subjects from further analysis, as I judged these to be
outliers. Two of these subjects very likely reversed their probabilities and in places where
one would expect large values they entered small values and vice versa. The third subject did
not explore all combinations of parent values, making it impossible to compare the elicited
probabilities with the actual observed cases by the subject. Therefore, the number of data
records used for statistical analysis was 41.
I did not record the individual times for performing the tasks. For most of the subjects,
the whole experiment took between 20 and 30 minutes, including probabilities elicitation
part.
As a measure of elicitation accuracy, I used the Euclidean distance between the elicited
parameters and the probabilities actually seen by the subject. The Euclidean distance is
one of the measures used to compare probability distributions. The other commonly used
measure is the Kullback-Leibler measure, which is sensitive to extreme values of probabilities.
The reason why I decided to use a measure based on Euclidean distance is the following.
This study does not really deal with extreme probabilities and even if the value is close to
1, the subjects preferred entering parameters with accuracy of 0.01. Comparing parameters
with this accuracy to accurate probabilities (those presented to the subject) would result in
unwanted penalty in case of the Kullback-Leibler measure.
Let X be a set parent variables (in this case Light, Temperature and X-ray) and x be
an instantiation of these variables. Let Y be the eect variable (in this case Anti-gravity).
Let Pobs(Y jX) be the set of probability distributions that was experienced by the subject
during the experiment (derived from the counts recorded during playing the game). Let
Pmodel(Y jX) be the conditional probability table derived from the elicited probabilities. In
the case of CPT Pmodel(Y jX) will be explicitly specied by the subject. For the noisy-
OR some of these probability distributions will be explicitly elicited form the subject by
asking the questions for the noisy-OR parameters and the remaining will be derived from
84
Table 3: The average distance between the observed CPTs and those elicited.
Method Distance
CPT 0.2264
Henrion 0.2252
Dez 0.1874
Henrion (CPT parameters) 0.2242
Dez (CPT parameters) 0.1889
the noisy-OR equations.
The distance D between the two conditional probability distributions was dened as:
D =
X
x2X
r
1
8
(Pobs(Y = yjx)  Pmodel(Y = yjx))2 : (4.1)
The factor 1
8
averages over 8 distributions for this particular CPT, in general case it should
be equal to the number of distributions in a CPT. The table below shows the distances for
each of the three methods and additionally distances for the two parameterizations of the
noisy-OR with the parameters used from the complete CPT elicitation rather than elicitation
specic to the particular parameterizations. Table 3 shows the results.
For each pair of elicitation methods I performed one-tailed, paired t-test for comparison
of accuracy of the methods. Results suggest that Dez's parametrization performed signif-
icantly better that CPT and Henrion's parametrization(respectively with p < 0:0008 and
p < 0:0001). The dierence between Henrion's parametrization and CPT is not statistically
signicant (p  0:46).
The distance measure proposed above captures similarity of two CPTs, however it is not
particularly informative in practical sense. For this reason I decided to report in Table ??
average and median for absolute dierence between parameters to provide more intuitive
insight into the practical meaning of the results.
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Table 4: Mean and median distances between absolute value of the observed and elicited
parameters.
Method Mean Median
CPT 0.1772 0.1171
Henrion 0.1781 0.1214
Dez 0.1446 0.0870
Henrion (CPT parameters) 0.1798 0.1214
Dez (CPT parameters) 0.1478 0.0860
I observed consistent tendency among the subjects to underestimate parameters. The
average dierence per parameter was  0:11 for Henrion's parameters and CPT and  0:05
for Dez's parameters with the individual errors distributed normally, but slightly asym-
metrical (I attribute this eect to enforced bounds on probabilities). The medians were
correspondingly:  0:07,  0:08 and  0:02 respectively.
I tested whether the sampled distributions follow the noisy-OR assumption and whether
this had any inuence on the accuracy of the elicitation. Figure 24 shows the sampling
distributions followed fairly well the original noisy-OR distributions and no clear relationship
between sampling error and the quality of elicitation was observed. This might suggest
that for distributions that are further from noisy-OR, elicitation error under the noisy-OR
assumption might be also smaller that one for direct CPT elicitation.
4.1.4 Discussion
I believe that these results are interesting for several reasons. First of all, they show that if an
observed distribution follows noisy-OR assumptions, the elicitation of noisy-OR parameters
does not yield worse accuracy than elicitation of traditional CPT, even when the number of
parameters in CPT is still manageable.
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Figure 24: Elicitation error as a function of the distance from observed CPT to noisy-OR.
In my approach, I had a single model with three binary parent variables and a binary
eect variable. I believe such setting is favorable for applying CPT framework. When the
number of parents increases, the noisy-OR framework will oer signicant advantage, as it
requires signicantly less parameters. The exponential growth of the number of parameters
required to specify full CPT works strongly against this framework for models with larger
number of parents.
In this experiment, expert's domain knowledge comes exclusively from observation. It
is impossible for a subject to understand the mechanisms of interaction between causes,
because such mechanisms are ctitious. In light of this fact, it is surprising that Dez's pa-
rameters, which assume understanding of causal mechanisms, perform better than Henrion's
parameters. The latter are more suitable in situations where one has a set of observations
without understanding of relationships between them. One possible rival hypothesis is the
following: subjects were unable to provide for Dez's parametrization(because it requires
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separating leak from the cause, which was challenging), so they provided numbers suitable
for Henrion's parametrization. In fact, roughly 50% of subjects acted this way. This, in con-
junction with the observed tendency to underestimate probabilities, lead to the situation,
where these two contradicting tendencies might have canceled out leading to more precise
results.
Finally, this study shows that elicitation of the noisy-OR parameters indeed provides
no worse elicitation accuracy than expressing full CPT. Hence the noisy-OR provides a
good tool for modeling domains with use of the expert's knowledge. This is consistent with
common-sense expectations based on ease of interpretation of the noisy-OR parameters. The
study shows that the subtle dierence between Dez' and Henrion's parameters can be hard
to grasp by experts and this can be a source of some inaccuracies.
4.2 ARE CANONICAL MODELS PRESENT IN PRACTICAL MODELS?
In the previous section I showed that the canonical models are convenient and ecient
elicitation tool. But one can claim that it is not sucient to justify their use. It can be a
case, that the assumptions they make can be to restrictive and variables relations modeled
by the canonical models may simply not exist in the real life, or exist so rarely that the
model is not worth using. Hence, one of the methods to verify if the canonical models
are suciently common in real life models is to check existing models that were developed
without application of the canonical models and try to learn if some of the local probability
distributions in these models can be reasonably approximated with the canonical models.
To test whether the canonical models indeed can provide a reasonable approximation
of relations between variables in real life domains, I used three models that were carefully
built with signicant domain experts' participation and included signicant percentage of
nodes with multiple parents. For each of these models I tried to identify variables that
could be approximated by the noisy-MAX relation. Since the noisy-MAX is mathematically
equivalent to the noisy-MIN using only the noisy-MAX model one can capture relations
dened by all canonical models discussed earlier in this chapter. I propose an algorithm for
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converting an arbitrary CPT into a set of the noisy-MAX parameters is such way that some
distance measure is minimized. Using this algorithm, one can automatically detect variables
that are good candidates to be approximated by the noisy-MAX model.
4.2.1 Converting CPT into Noisy-MAX
In this section, I propose an algorithm that ts a noisy-MAX distribution to an arbitrary
CPT. In other words, the algorithm identies the set of noisy-MAX parameters that produces
a CPT that is the closest to a given original CPT.
4.2.1.1 Distance Measures Let CY be the CPT of a node Y , that has n parent variables
X1; : : : ; Xn. I use pi to denote i-th combination of the parents of Y and P to denote the set
of all the combinations of parents values, P = fp1; : : : ;pmg, where m is the product of the
numbers of possible values of the Xis, i.e., m =
Qn
i=1 nXi .
There exist several measures of similarity of two probability distributions ([51] is a good
overview of them), of which two are commonly used: Euclidean distance and Kullback-
Leibler (KL) divergence. Unfortunately, KL is undened for cases, where the estimated
probability is zero and the goal probability is non-zero. This feature can signicantly limit
practical applicability of KL, since it is quite likely for both CPTs to contain zero proba-
bilities. Euclidean distance, dened as a square root of the sum of squares of dierences of
probabilities for corresponding elements, treats each probability distribution as a vector and
it calculates geometrical distance between two vectors. This property allows us applying
this measure to compute distance between two entire CPTs, treating them as vectors that
are concatenations of all probability distributions captured in a CPT. In my denition of
distance, for convenience, I will ignore the square root. This will simplify calculations and
proofs, while not aecting important properties of the measure.
Denition 2 (Euclidean distance between CPTs). The distance DE between two CPTs,
PrA(Y jP) and PrB(Y jP), is the sum of Euclidean distances between their corresponding
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probability distributions:
DE(Pr
A
(Y jP);Pr
B
(Y jP))
=
mX
i=1
nYX
j=1

Pr
A
(yjjpi)  Pr
B
(yjjpi)
2
: (4.2)
Euclidian distance is based on the absolute dierence between probabilities and is rela-
tively insensitive to possible order of magnitude dierences in extremely small probabilities.
The Euclidian measure is, therefore, appropriate for modal probabilities, which are within
the range of comfort of human experts, but it may result in a poor t for extremely small
values.
For those distributions that contain very small probabilities, I dene distance between
two CPTs based on Kullback-Leibler divergence as follows:
Denition 3 (KL distance between CPTs). The distance DKL between goal (real) CPT
PrA(Y jP) and its approximation PrB(Y jP), is the sum of KL distances between their corre-
sponding probability distributions :
DKL(Pr
A
(Y jP);Pr
B
(Y jP))
=
mX
i=1
nYX
j=1
Pr
A
(yjjpi) ln
PrA(yjjpi)
PrB(yjjpi)
: (4.3)
Compared to Euclidean distance, the KL distance is more sensitive to dierences between
very small probabilities.
Denition 4 (MAX-based CPT). A MAX-based CPT Prq(Y jP) is a CPT constructed from
a set of noisy-MAX parameters q.
The goal is to nd for a given Prcpt(Y jP), such q, that minimizes Euclidean distance
DE(Pr
cpt
(Y jpi);Pr
q
(Y jpi)): (4.4)
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between the original CPT and the MAX-based CPT Prq(Y jpi). For simplicity, I will use ij
to denote the element of CPT, that corresponds to the i-th element of P and j-th state of
Y . We can now rewrite Equation 4.2 as:
X
i;j
 
cptij   maxij
2
:
I dene ij as:
ij =
8>>>>><>>>>>:
jX
k=1
ik if j 6= 0
0 if j = 0 ;
which constructs a cumulative probability distribution function for Pr(Y jpi). It is easy to
notice, that ij = ij   i(j 1). The next step is to express maxij in terms of noisy-MAX
parameters. First, I dene the cumulative probability distribution of noisy-MAX parameters
as:
Qijk =
8>>>>><>>>>>:
kX
l=1
qijl if j 6= 0
0 if j = 0 :
Pradhan et al.[68] proposed an algorithm for ecient calculation of the MAX-based CPT
that computes parameters of the MAX-based CPT as follows
maxij =
Y
xrp2pi
Qprj : (4.5)
The product in Equation 4.5 is taken over all elements of the cumulative distributions of
noisy-MAX parameters, such that the values of a parent node Xi belong to a combination
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of parent states in CPT. Equation 4.6 shows how to compute the element maxij from the
noisy-MAX parameters:
maxij = 
max
ij  maxi(j 1)
=
Y
xrp2pi
Qprj  
Y
xrp2pi
Qpr(j 1)
=
Y
xrp2pi
jX
k=1
qprk  
Y
xrp2pi
j 1X
k=1
qprk : (4.6)
However, parameters maxij have to obey the axioms of probability, which means that we
have only nY   1 independent terms and not nY as the notation suggests. Hence, I can
express maxij in the following way:
maxij =
8>>>>>>>><>>>>>>>>:
Y
xrp2pi
jX
k=1
qprk  
Y
xrp2pi
j 1X
k=1
qprk if j 6= nY
1 
Y
xrp2pi
nY  1X
k=1
qprk if j = nY :
I will now prove the theorem that will lay foundations for the algorithm for tting the
noisy-MAX distribution to existing CPTs.
Theorem 1. Distance DE between an arbitrary CPT Prcpt(Y jP) and a MAX-based CPT
Prq(Y jP) of noisy-MAX parameters q as a function q has exactly one minimum.
Proof. I prove that for each noisy-MAX parameter q 2 q, the rst derivative of DE has
exactly one zero point. The rst derivative of DE over q is
@
@q
mX
i=1
nY  1X
j=1
0@cptij   Y
xrp2pi
jX
k=1
qprk +
Y
xrp2pi
j 1X
k=1
qprk
1A2
+
@
@q
mX
i=1
0@  nY  1X
j=1
cptij +
Y
xrp2pi
nY  1X
k=1
qprk
1A2:
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Each of the two products contains at most one term q and, hence, the equation takes the
following form:
@
@q
X
i;j
(Aij +Bijq)
2 : (4.7)
where Aij and Bij are constants. At least some of the terms Bij have to be non-zero (because
external sum in Equation 4.7 runs over all elements of the CPT). The derivative
@
@q
X
i;j
(Aij +Bijq)
2 = 2
X
i;j
(AijBij) + 2q
X
i;j
B2ij
is a non-trivial linear function of q. The second order derivative is equal to 2
P
i;j B
2
ij and
always takes positive values. Therefore, there exist exactly one local minimum of the original
function.
4.2.1.2 Finding Optimal Fit In my approach, I try to identify a set of noisy-MAX
parameters that minimizes distance DE or DKL for a given CPT. The problem amounts
to nding the minimum of the distance as a multidimensional function of the noisy-MAX
parameters. As I showed earlier, for the Euclidean distance, there exists exactly one mini-
mum. Therefore, any mathematical optimization method ensuring convergence to a single
minimum can be used. In case of KL divergence no guarantee that there exists exactly one
minimum.
4.2.1.3 The algorithm I implemented a simple gradient descent algorithm (Figure 25)
that takes a CPT as an input and produces noisy-MAX parameters and a measure of t
as an output. In every step of the inner loop (3b), I introduce a change in the noisy-
MAX parameters by adding/subtracting a small value of step from a single noisy-MAX
parameter (procedure ChangeMAX ). When, one parameter is changed, the other parameters
have to be changed as well in order to obey constrains imposed by probability axioms. In
this algorithm, I distribute the change proportionally to the value of each parameter. The
procedure CalculateDistance returns a measure of distance between two CPTs.
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Procedure NoisyMaxParametersFromCpt
Input: Set of CPT parameters C, ".
Output: Set of noisy-MAX parameters M,
distance d.
1. M  Initialize, step Initialize
2. d  CalculateDistance(M,C)
3. do
1. M  M, d d,m  NULL.
2. for each mi 2M, do for +step and  step
M  ChangeMAX(mi ;M; step)
d CalculateDistance(M ,C)
if (d < d) then d  d;m  mi ; step  step.
3. if (m 6= NULL)
then M  ChangeMAX(m;M; step)
else step decrease step.
until (d < ")
Figure 25: Algorithm for conversion CPT into noisy-MAX parameters
4.2.2 How Common are Noisy-MAX Models?
I applied the algorithm described in Section 4.2.1.3 to discover noisy-MAX relationships in
existing, fully specied CPTs. I decided to test the algorithm on several sizable real world
models, in which probabilities were specied by an expert, learned from data, or both. Three
models were available to us: Alarm [1], Hailfinder [4] and Hepar II [64]. To the best of
my knowledge, none of the CPTs in these networks were specied using the ICI assumption.
4.2.2.1 Experiments For each of the networks, I rst identied all nodes that had at
least two parents and then I applied the conversion algorithm to these nodes. Hepar contains
31 such nodes, while Alarm and Hailfinder contain 17 and 19 such nodes respectively. I
tried to t the noisy-MAX model to each of these nodes using both DE and DKL measures.
I used " = 10 5 in the experiments.
Since KL measure is unable to handle probabilities with zero values, for Alarm network
I had to reject one of the original 17 nodes. In the Hailfinder network 17 of originally
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Figure 26: The Average distance for the nodes of the three analyzed networks.
selected 19 nodes contain zero probabilities, therefore I decided to not report results for
Hailfinder for DKL measure. Even though in case of the KL distance-based measure I
were not able to guarantee that I found the best t, this provided a conservative condition
in these experiments. Optimal t would make the results only stronger | possibly more
distributions would be indicated as being close to the Noisy-MAX gates.
It is important to note that the algorithm, as described above, assumes that states of
variables are already appropriately ordered and states of parents are ordered according to
causal relationships in the node of interest. Not surprisingly, for most of the cases it was not
true. I resolved this problem by making the assumption that the order of values in nodes is
always ascending or descending (i.e., states are never ordered as fhi, low, medg) and tried
both, the ascending and the descending order in looking for the best t.
4.2.2.2 Results I used two criteria to measure the goodness of t between a CPT and
its MAX-based equivalent: (1) Average, the average Euclidean distance (with square root)
between the two corresponding parameters and (2) Max, the maximal absolute value of
dierence between two corresponding parameters, which is an indicator of the worst single
parameter t for a given CPT.
Figure 26 and 27 show the results for the three tested networks for the DE and DKL
measures respectively. The gures show the distance for all networks on one plot. The
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nodes in each of the networks are sorted according to the corresponding distance (Average
or MAX ) and the scale is converted to percentages. We can see for the MAX distance, that
for roughly 50% of the variables in two of the networks, the greatest dierence between two
corresponding values in the compared CPTs was less than 0.1.
Figure 27: The MAX distance for the nodes of the three analyzed networks. The horizontal
axes show the fraction of the nodes, while the vertical axes show the quality of the t.
I checked whether there is a dependence between the size of a CPT and the goodness
of t and found none. Generally, large CPTs tend to t noisy-MAX model just as well
as smaller CPTs, although there were too few very large CPTs in the networks to draw
denitive conclusions. One possible rival explanation is that the noisy-MAX is likely to t
Figure 28: The MAX distance for randomly generated CPTs.
well any randomly selected CPT. I decided to verify this by generating CPTs for binary
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nodes, with 2-5 parents (10,000 CPTs for every number of parents, for a total of 40,000
CPTs), whose parameters were sampled from the uniform distribution. Figure 28 shows
the results. On the X-axis there are generated CPTs sorted according to their t to the
noisy-OR using MAX measure. The results are qualitatively very dierent from the results
obtained using the real-life models. They clearly indicate that approximating a randomly
generated by the noisy-OR is highly improbable.
The small dierence in the conditional probabilities does not necessarily imply that
dierences in the posterior probabilities will be of a similar magnitude. I decided to test
the accuracy of the models with some nodes converted into the noisy-MAX. For each of
the tested networks I converted one by one the selected nodes into the noisy-MAX, starting
from those with the best t. In this way, after each node was converted, the new model
was created. For each such model I generated random evidence for 10% of the nodes in the
network and calculated the posterior probabilities distributions over the remaining nodes.
The evidence was generated as follows: in the rst step, I randomly chose a node and then
sampled the state to instantiate from the posterior probability of the node. The evidence
for the following nodes was sampled from the posterior distribution of the node given all
previously set evidence. I compared these posterior probabilities to those obtained in the
original model, which was treated as a gold standard. The procedure described above was
repeated 100 times for each of the three models.
The results of tests for accuracy of posterior probabilities are shown in Figure 29. On the
X-axis there are nodes sorted by goodness of t using max measure for Euclidean distance.
On the Y-axis there is absolute error between posterior probabilities for 100 trials using two
measures: Average, which is an average error for 100 trials, and Max which is the worst t
that occurred in 100 trials.
I observe the consistent tendency that the accuracy of the posterior probabilities is
decreasing with the decreasing goodness of the t of the noisy-MAX to the CPT. Looking at
the average error, this tendency is roughly linear with the slope depending on the network.
The other measure I report is the maximal error (the worst t in 100 trials). This measure is
very conservative and indicates the cases that result with the largest dierences between two
compared networks. One can observe, that the good ts of the noisy-MAX indeed result with
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the good approximation of the original posterior for the whole model for the both reported
measures.
Figure 29: Accuracy of the posterior probabilities for the three networks. Evidence sampled
from the posterior distribution.
I repeated this study by generating evidence in the following way: for each randomly
selected evidence node I chose the state to instantiate by sampling from the uniform distri-
bution. This method diers relatively to the previous one that is more prone to generate
highly unlikely cases. Using the same procedure as described, I observed that accuracy for
unlikely cases drops signicantly. The results are presented in Figure 30. Please note the
change of scale of Y-axis relatively to Figure 30. I observe that indeed the approximation
of the model is worse for the unlikely combinations of the evidence. The average error is
similar to the one for the sampling from the posterior distribution, however for this scenario
the approximation results with the poor ts for the unlikely cases.
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Figure 30: Accuracy of the posterior probabilities for the three networks. Evidence sampled
from the uniform distribution.
4.2.3 Discussion
I introduced two measures of distance between two CPTs { one based on the Euclidean
distance and one based on the KL divergence. I proved that Euclidean distance between
any CPT and a MAX-based CPT, as a function of the noisy-MAX parameters of the latter,
has exactly one minimum. I applied this result to an algorithm that, given a CPT, nds a
noisy-MAX distribution that provides the best t to it. As an alternative measure I used KL
distance, which penalizes large relative dierences between small probabilities. Subsequently,
I analyzed CPTs in three existing Bayesian network models using both measures. The
experimental results showed that noisy-MAX gates may provide a surprisingly good t for
as many as 50% of CPTs in practical networks. I showed as well, that this result can not be
obtained using randomly generated CPTs. I tested accuracy in terms of dierence between
posterior probabilities for original networks and networks with some nodes converted into
the noisy-MAX, showing that models with some nodes converted to the noisy-MAX provide
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good approximation of gold standard CPT models.
One might expect such result in networks that were elicited from human experts (Hail-
finder and Alarm). One of the reasons for that may be that humans tend to simplify
their picture of the world by conceptualizing independencies among causal mechanisms. The
fact that I observed as many as 50% Noisy-MAX gates in a model whose parameters were
learned from a data set (Hepar II) is puzzling. In fact, the goodness of t for the Hepar II
network was better than that of the Hailfinder network. Based on this result, I can claim
that independence of causal inuence is reected in real-world distributions suciently often
to justify such model-based approach.
I envision one possible application of the proposed technique. At rst, using the algorithm
to discover noisy-MAX relationships in initial versions of CPTs elicited from experts, or
directly form data when such is available, and then refocus knowledge engineering eort to
noisy-MAX distributions.
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5.0 PROBABILISTIC INDEPENDENCE OF CAUSAL INFLUENCE
In this chapter I introduce a new family of models that is an extension of the independence of
causal inuence models. Models in this family are created by releasing one of the assumptions
of independence of causal inuence, namely, that the interaction of separate inuences in
a independence of causal inuence model is dened by a deterministic function. In this
family of models, a deterministic function is replaced with a probabilistic (preferably simple)
mechanism. Therefore, the new family of the models is named probabilistic independence of
causal inuence (PICI).
5.1 INTRODUCTION
In practical applications, the noisy-OR [29, 65] model together with its extension to multi-
valued variables, the noisy-MAX [36], and the complementary models the noisy-AND/MIN
[20] are the most often applied ICI models. One of the obvious limitations of these models
is that they capture only a small set, albeit common in practical models, of patterns of
interactions among causes, in particular they do not allow for combining both positive and
negative inuences. In this chapter I introduce an extension to the ICI which allows us to
dene wider variety of models, for example, models that capture both positive and negative
inuences. I believe that the new models are of practical importance as practitioners with
whom I have had contact often express a need for conditional distribution models that allow
for a combination of promoting and inhibiting causes.
The problem of insucient expressive power of the ICI models has been recognized by
practitioners and I am aware of at least two attempts to propose models that oer more
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Figure 31: General form of independence of causal interactions
modeling power. The recursive noisy-OR [52] extends by adding explicit expert-specied
synergies among subsets of causes. There exist version of the recursive noisy-OR model
for positive and negative inuences, however they are not combined together in the same
model. The second interesting proposal is the CAST logic [9, 71] which allows for combining
both positive and negative inuences in a single model. However it does not have clear
interpretation of the parameters.
In an ICI model, the interaction between variables Xi and Y is dened by means of
(1) the mechanism variables Mi, introduced to quantify the inuence of each cause on the
eect separately, and (2) the deterministic function f that maps the outputs of Mi into Y .
Formally, the causal independence model is a model for which two independence assertions
hold: (1) for any two mechanism variables Mi and Mj (i 6= j) Mi is independent of Mj
given X1; : : : ; Xn, and (2) Mi and any other variable in the network that does not belong to
the causal mechanism are independent given X1; : : : ; Xn and Y . An ICI model is shown in
Figure 31.
The most popular example of an ICI model is the noisy-OR model. The noisy-OR model
assumes that all variables involved in the interaction are binary. The mechanism variables
in the context of the noisy-OR are often referred to as inhibitors. The inhibitors have the
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same range as Y and their CPTs are dened as follows:
P (Mi = yjXi = xi) = pi
P (Mi = yjXi = xi) = 0 : (5.1)
Function f that combines the individual inuences is the deterministic OR. It is important
to note that the domain of the function dening the individual inuences are the outcomes
(states) of Y (each mechanism variable maps Range(Xi) to Range(Y )). This means that
f is of the form Y = f(M1; : : : ;Mn), where all variables Mi and Y take values from the
same set. In the case of the noisy-OR model, it is fy; yg. The noisy-MAX model is an
extension of the noisy-OR model to multi-valued variables where the combination function
is the deterministic MAX dened over Y 's outcomes.
5.2 PROBABILISTIC INDEPENDENCE OF CAUSAL INFLUENCE
The combination function in the ICI models is dened as a mapping of mechanisms' states
into the states of the eect variable Y . Therefore, it can be written as Y = f(M), where
M is a vector of mechanism variables. Let Qi be a set of parameters of CPT of node Mi,
and Q = fQ1; : : : ; Qng be a set of all parameters of all mechanism variables. Now we dene
the new family probabilistic independence of causal interactions (PICI) for local probability
distributions. A PICI model for the variable Y consists of (1) a set of n mechanism variables
Mi, where each variable Mi corresponds to exactly one parent Xi and has the same range
as Y , and (2) a combination function f that transforms a set of probability distributions
Qi into a single probability distribution over Y . The mechanisms Mi in the PICI obey the
same independence assumptions as in the ICI. The PICI family is dened in a way similar
to the ICI family, with the exception of the combination function, that is dened in the form
P (Y ) = f(Q;M). The PICI family includes both ICI models, which can be easily seen from
its denition, as f(M) is a subset of f(Q;M). The graphical representation of the PICI is
shown in Figure 32
103
Figure 32: BN model for probabilistic independence of causal interactions, where P (Y jM) =
f(Q;M).
Heckerman and Breese [31] identied other forms (or rather properties) of the ICI models
that are interesting from the practical point of view. I would like to note that those forms
(decomposable, multiple decomposable, and temporal ICI) are related to properties of the
function f , and can be applied to the PICI models in the same way as they are applied to
the ICI models.
5.3 NOISY-AVERAGE
In this section, I propose a new local distribution model that is a PICI model. Our goal is to
propose a model that (1) is convenient for knowledge elicitation from human experts by pro-
viding a clear parametrization, and (2) is able to express interactions that are impossible to
capture by other widely used models (like the noisy-MAX model). I are especially interested
in modeling positive and negative inuences on the eect variable that has a distinguished
state in the middle of the scale.
I assume that the parent nodes Xi are discrete (not necessarily binary, nor is an ordering
relation over their states required), and each of them has one distinguished state, that I
denote as xi . The distinguished state is not a property of a parent variable, but rather a
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part of a denition of a causal interaction model | a variable that is a parent in two causal
independence models may have dierent distinguished states in each of these models. The
eect variable Y also has its distinguished state, and by analogy I will denote it by y. The
range of the mechanism variables Mi is the same as the range of Y . Unlike the noisy-MAX
model, the distinguished state may be in the middle of the scale.
In terms of parametrization of the mechanisms, the only constraint on the distribution
of Mi conditional on Xi = x

i is:
P (Mi = m

i jXi =i ) = 1
P (Mi 6= mi jXi = xi ) = 0 ; (5.2)
while the other parameters in the CPT of Mi can take arbitrary values.
The denition of the CPT for Y is a key element of this proposal. In the ICI models,
the CPT for Y was by denition constrained to be a deterministic function, mapping states
of Mis to the states of Y . In this proposal, I dene the CPT of Y to be a function of
probabilities of the Mis:
P (yjx) =
8<:
Qn
i=1 P (Mi = y
jxi) for y = y

n
Pn
i=1 P (Mi = yjxi) for y 6= y
(5.3)
where  is a normalizing constant discussed later. For simplicity of notation assume that
qji = P (Mi = y
jjxi), qi = P (Mi = yjxi), and D =
Qn
i=1 P (Mi = y
jxi). Then we can write:
myX
j=1
P (yjjx) = D +
myX
j=1;j 6=j

n
nX
i=1
qji
= D +

n
myX
j=1;j 6=j
nX
i=1
qji = D +

n
nX
i=1
(1  qi ) ;
where my is the number of states of Y . Since the sum on the left hand side of the equation
must equal 1, as it denes the probability distribution P (Y jx), we can calculate  as:
 =
n(1 D)Pn
i=1 (1  qi )
:
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Now I discuss how to obtain the probabilities P (MijXi). Using Equation 5.3 and the
amechanistic property, this task amounts to obtaining the probabilities of Y given that Xi
is in its non-distinguished state and all other causes are in their distinguished states (in a
very similar way to how the noisy-OR parameters are obtained). Equation 5.3 in this case
takes the form:
P (Y = yjx1; : : : ; xi; : : : ; xn) = P (Mi = yjxi) ;
and, therefore, denes an easy and intuitive way for parameterizing the model by just ask-
ing for conditional probabilities, in a very similar way to the noisy-OR model. Constraint
P (yjx1; : : : ; xi ; : : : ; xn) = 1 may be unacceptable from a modeling point of view. We can
address this limitation in a very similar way to the noisy-OR model, by assuming a dummy
variable X0 (often referred to as leak), that stands for all unmodeled causes and is assumed
to be always in some state x0. The leak probabilities are obtained using:
P (Y = yjx1; : : : ; xn) = P (M0 = y) :
However, this slightly complicates the schema for obtaining parameters P (Mi = yjxi).
In the case of the leaky model, the equality in Equation 5.3 does not hold, since X0
acts as a regular parent variable that is in a non-distinguished state. Therefore, the pa-
rameters for other mechanism variables should be obtained using conditional probabilities
P (Y = yjx1; : : : ; xi; : : : ; xn), P (M0 = yjx0) and Equation 5.3. This implies that the acquired
probabilities should full some nontrivial constraints, but these constraints should not be
a problem in practice, when P (M0 = y
) is large (which implies that the leak cause has
marginal inuence on non-distinguished states).
Now I introduce an example of the application of the new model. Imagine a simple
diagnostic model for an engine cooling system. The pressure Sensor reading (S) can be in
three states high, normal, or low, that correspond to pressure in a hose. Two possible faults
included in this model are: Pump failure (P) and Crack (C). The pump can malfunction in
two distinct ways: work non-stop instead of adjusting its speed, or simply fail and not work
at all. The states for Pump failure are: fnonstop, fail, okg. For simplicity let us assume
that the crack on the hose can be present or absent. The BN for this problem is presented in
Figure 33. The noisy-MAX model is not appropriate here, because the distinguished state
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Figure 33: BN model for the pump example.
of the eect variable (S) does not correspond to the lowest value in the ordering relation.
In other words, the neutral value is not one of the extremes, but lies in the middle, which
makes use of the MAX function over the states inappropriate. To apply the noisy-average
model, rst we should identify the distinguished states of the variables. In this example,
they will be: normal for Sensor reading, ok for Pump failure and absent for Crack. The
next step is to decide whether we should add an inuence of non-modeled causes on the
sensor (a leak probability). If such an inuence is not included, this would imply that
P (S = normal  jP = ok; C = absent) = 1, otherwise this probability distribution can
take arbitrary values from the range (0; 1], but in practice it should always be close to 1.
Assuming that the inuence of non-modeled causes is not included, the acquisition of the
mechanism parameters is performed directly by asking for conditional probabilities of form
P (Y jx1; : : : ; xi; : : : ; xn). In that case, a typical question asked of an expert would be: What
is the probability of the sensor being in the low state, given that a leak was observed but the
pump is in state ok? However, if the unmodeled inuences were signicant, an adjustment for
the leak probability is needed. Having obtained all the mechanism parameters, the noisy-
average model species a conditional probability in a CPT by means of the combination
function dened in Equation 5.3.
Figure 34 shows hypothetical noisy-average parameters obtained for the pump example.
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P (S = highjP = nonstop; C = absent) 0.8
P (S = normaljP = nonstop; C = absent) 0.1
P (S = lowjP = non  top; C = absent) 0.1
P (S = highjP = fail; C = absent) 0.05
P (S = normaljP = fail; C = absent) 0.15
P (S = lowjP = fail; C = absent) 0.8
P (S = highjP = ok; C = present) 0.02
P (S = normaljP = ok; C = present) 0.08
P (S = lowjP = ok; C = present) 0.9
Figure 34: The noisy-average parameters for the pump example.
Let us assume, that the expert decided that the inuence of the unmodeled causes is insignif-
icant, therefore the leak is not included in the model. The CPT dened by the noisy-average
model using these probabilities is presented in Figure 35.
Intuitively, the noisy-average combines the various inuences by averaging probabilities.
In case where all active inuences (the parents in non-distinguished states) imply high prob-
ability of one value, this value will have a high posterior probability, and the synergetic eect
will take place similarly to the noisy-OR/MAX models. If the active parents will `vote' for
dierent eect's states, the combined eect will be an average of the individual inuences.
Moreover, the noisy-average model is a decomposable model | the CPT of Y can be de-
composed in pairwise relations (Figure 36) and such a decomposition can be exploited in the
same way as for decomposable ICI models.
5.3.1 Non-decomposable Noisy-average
To present exibility of the PICI in oering models capable capturing various interactions
between causes I show the alternative denition of the combination function for the noisy-
average model. I will call this model non-decomposable noisy-average, as the following
denition of the combination function will not oer decomposability property.
In this alternative proposal, I dene the CPT of Y to be a function of probability distri-
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P (S = highjP = nonstop; C = absent) 0.8
P (S = normaljP = nonstop; C = absent) 0.1
P (S = lowjP = nonstop; C = absent) 0.1
P (S = highjP = fail; C = absent) 0.05
P (S = normaljP = fail; C = absent) 0.15
P (S = lowjP = fail; C = absent) 0.8
P (S = highjP = ok; C = absent) 0
P (S = normaljP = ok; C = absent) 1
P (S = lowjP = ok; C = absent) 0
P (S = highjP = nonstop; C = present) 0.447
P (S = normaljP = nonstop; C = present) 0.008
P (S = lowjP = nonstop; C = present) 0.545
P (S = highjP = fail; C = present) 0.039
P (S = normaljP = fail; C = present) 0.012
P (S = lowjP = fail; C = present) 0.949
P (S = highjP = ok; C = present) 0.02
P (S = normaljP = ok; C = present) 0.08
P (S = lowjP = ok; C = present) 0.9
Figure 35: The complete CPT dened by the noisy-average parameters from Figure 34.
Figure 36: Decomposition of a combination function.
butions dened over Mis:
P (Y = yjX1; : : : ; Xn) = 1
m
X
X 6=xi
P (Mi = yjXi); (5.4)
where m is the number of variables Xi that are in non-distinguished states. In the case when
all variables Xi are in their distinguished states I assume m = 1. For example, probability
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of Y = y given that its four parents are in states: x1; x

2; x3; x

4 is equal to
1
2
[P (M1 = yjx1) + P (M3 = yjx3)]
and m is equal to 2.
Unlike in the noisy-average dened in Section 5.3, the eect variable does not need to
have dened the distinguished state and from the perspective of the combination function all
states of the eect variable Y are treated in the same manner. The combination function is
simply an average over probabilities of parents that are in non-distinguished states. Before
I proceed with further discussion of this combination function, rst it may be useful to
present a CPT dened by this denition of combination function for the parameters dened
in Figure 34. This CPT is shown in Figure 37.
It is easy to show, that the model is amechanistic, because according to Equation 5.4
using the combination function:
P (Y = yjx1; : : : ; xi; : : : ; xn) =
1
1
X
X 6=xi
P (Mi = yjXi) = P (Mi = yjXi) :
Unlike the noisy-average this model has strong negative synergy, which means that any
conjunction of two causes yields probability of the eect lower than the grater of probabilities
of two causes (as the average is always smaller or equal than the maximal element). This can
be seen for probability P (S = lowjP = fail; C = present) in Figure 37, which is lower than
P (S = lowjP = ok; C = present) in Figure 35. Such combination function may not be
suitable for the pump example. But such behavior may be desired in some modeled domains,
especially for these involving categorical variables, however such pattern seems to be rather
uncommon.
Another problem that relates to this denition of combination function is highlighted by
the name of this model | the combination function can not be decomposed. This is because
the sum runs over causes that are in non-distinguished states, therefore combination function
depends on particular instantiation of causes, which can not be known a priori. Hence this
model does not provide means to reduce inference complexity (at least directly) and what is
more important, does not really reduce the number of parameters for the inference purpose.
These two aspects are serious disadvantages of this model.
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P (S = highjP = nonstop; C = absent) 0.8
P (S = normaljP = nonstop; C = absent) 0.1
P (S = lowjP = nonstop; C = absent) 0.1
P (S = highjP = fail; C = absent) 0.05
P (S = normaljP = fail; C = absent) 0.15
P (S = lowjP = fail; C = absent) 0.8
P (S = highjP = ok; C = absent) 0
P (S = normaljP = ok; C = absent) 1
P (S = lowjP = ok; C = absent) 0
P (S = highjP = nonstop; C = present) 0.41
P (S = normaljP = nonstop; C = present) 0.09
P (S = lowjP = nonstop; C = present) 0.5
P (S = highjP = fail; C = present) 0.035
P (S = normaljP = fail; C = present) 0.115
P (S = lowjP = fail; C = present) 0.85
P (S = highjP = ok; C = present) 0.02
P (S = normaljP = ok; C = present) 0.08
P (S = lowjP = ok; C = present) 0.9
Figure 37: The complete CPT dened by the non-decomposable noisy-average parameters
from Figure 34.
111
Incorporating the leak probability in this model is not trivial. If the leak is to be just
another cause (which is always present) this implies that the parameters for other mechanism
variables should be obtained using conditional probabilities P (Y = yjX1 = x1; : : : ; Xi =
xi; : : : ; Xn = x

n), P (M0 = yjX0 = x0) and a simple transformation of Equation 5.4:
P (Mi = yjxi) = 2P (Y = yjX1 = x1; : : : ; Xi = xi; : : : ; Xn = xn)  P (M0 = yjX0 = x0) :
(5.5)
This implies that the acquired probabilities should fulll the constraints:
P (Y = yjX1 = x1; : : : ; Xi = xi; : : : ; Xn = xn) 
1
2
P (M0 = yjX0 = x0) ;
and
P (Y = yjX1 = x1; : : : ; Xi = xi; : : : ; Xn = xn) 
1
2
(1  P (M0 = yjX0 = x0)) ;
that links to the amechanistic assumption.
These constraints can be easily violated during knowledge elicitation form an expert,
when synergetic inuence between the single cause and the leak probability occurs. One of
the practical solutions would be to incorporate the leak probability not as a separate cause
X0, but as a xed probability distribution P (Y jX1 = x1; ; : : : ; Xn = xn) and use Equation 5.4
to calculate the remaining conditional probabilities.
5.3.2 Noisy-product
As discussed in the earlier section, the non-decomposable noisy-average model averages inu-
ences, and therefore it does not model synergetic inuences. In this section I present another
variant of the combination function based on the noisy-average, but in this model the com-
bination function captures synergetic inuences. The noisy-product model is similar in its
denition to the non-decomposable noisy-average, the only dierence is the combination
function, which for the noisy-product is dened as follows:
P (Y = ykjX1; : : : ; Xn) =
Q
Xi 6=xi P (Mi = ykjXi)P
j
Q
Xi 6=xi P (Mi = yjjXi)
: (5.6)
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It is easy to show that the combination function dened in the Equation 5.6 preserves
amechanistic property. Let us assume that all the parents X are observed to be in their
distinguished states but one parent Xi. In such case, Equation 5.6 reduces to:
P (Y = ykjX1 = x1; : : : ; Xi = xi; : : : ; Xn = xn) =
=
P (Mi = ykjXi = xi)P
j P (Mi = yjjXi = xi)
= P (Mi = ykjXi = xi) ;
hence parametrization of mechanism variables can be achieved using probabilities of variables
explicitly encoded in the model.
The remaining part is to show that the leak probability can be introduced to this model
and it is possible to check, if probabilities delivered by expert for both leak and pairwise
cause-eect interactions do not contradict with assumptions of the model. First, I will show
that under assumption that the leak cause is present and only exactly one of the other causes
is present Equation 5.6 takes form:
P (Y = ykjX1 = x1; : : : ; Xi = xi; : : : ; Xn = xn) =
P (Mi = ykjXi = xi)P (M0 = yk)P
j P (Mi = yjjXi = xi)P (M0 = yj)
:
(5.7)
The equation above is a basis for calculating parameters of mechanism variables using the
leak probability. For sake of convenience, let us denote pik = P (Y = ykjX1 = x1; : : : ; Xi =
xi; : : : ; Xn = x

n), mij = P (Mi = ykjXi = xi), and lj = P (M0 = yj). Then, Equation 5.7 can
be rewritten as:
pik =
miklkP
j mijlj
pik
X
j
mijlj = miklk
pikl1mi1 + pikl2mi2 + : : :+ (pik   1)lkmik + : : :+ piklnyminy = 0 : (5.8)
If we take Equation 5.8 and repeat it for all the possible values of Y , we will obtain a set
of ny equations with ny unknown variables mi1; : : : ;miny . Solution to this set of equations
denes parameters of distributions for hidden mechanism variables.
For a sake of example, I will use parameters for the noisy-average model dened pre-
viously in Figure 34. Corresponding CPT dened by the noisy-product model is shown in
113
P (S = highjP = nonstop; C = absent) 0.8
P (S = normaljP = nonstop; C = absent) 0.1
P (S = lowjP = nonstop; C = absent) 0.1
P (S = highjP = fail; C = absent) 0.05
P (S = normaljP = fail; C = absent) 0.15
P (S = lowjP = fail; C = absent) 0.8
P (S = highjP = ok; C = absent) 0
P (S = normaljP = ok; C = absent) 1
P (S = lowjP = ok; C = absent) 0
P (S = highjP = nonstop; C = present) 0.140
P (S = normaljP = nonstop; C = present) 0.071
P (S = lowjP = nonstop; C = present) 0.789
P (S = highjP = fail; C = present) 0.001
P (S = normaljP = fail; C = present) 0.016
P (S = lowjP = fail; C = present) 0.983
P (S = highjP = ok; C = present) 0.02
P (S = normaljP = ok; C = present) 0.08
P (S = lowjP = ok; C = present) 0.9
Figure 38: The complete CPT dened by the noisy-product parameters from Figure 34.
Figure 38. The dierence between the noisy-average and the noisy-product model can be seen
for two distributions: P (SjP = nonstop; C = present) and P (SjP = fail; C = present).
Distribution P (SjP = fail; C = present) shows how strong additive synergy the noisy-
product has. For this combination of parents, both inuences strongly support S = low
with probabilities 0.8 and 0.9. The noisy-average model results with combined probability
0.945, the non-decomposable noisy-average with 0.85, while the noisy-product with 0.983.
In the second case, for P (SjP = nonstop; C = present) the combination of parent states
supports two distinct states of the child. The noisy-average results with balanced support for
both of the states with 0.447 and 0.545, similarly the non-decomposable noisy-average (0.41
and 0.5), while the noisy-product clearly supports the stronger inuence (0.14 vs. 0.79).
Finally, the noisy-product model is not a decomposable model. Together with complicated
method of incorporating the leak parameters it constitutes two major weaknesses of this
model.
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5.4 SIMPLE AVERAGE
Another example of a PICI model that I want to present is the model that averages in-
uences of mechanisms and does not require distinguished states for any variable involved
in the relation. Unlike the noisy-average model it is not an amechanistic model, but still
may be potentially used for knowledge elicitation from domain experts because of its clear
interpretation. This model highlights another property of the PICI models that is important
in practice. If we look at the representation of a PICI model, we will see that the size of the
CPT of node Y is exponential in the number of mechanisms (or causes). Hence, in general
case it does not guarantee a low number of distributions. One solution is to dene a com-
bination function that can be expressed explicitly in the form of a BN but in such a way
that it has signicantly fewer parameters. In the case of ICI models, the decomposability
property [32] served this purpose, and can do too for in PICI models. This property allows
for signicant speed-ups in inference.
In the average model, the probability distribution over Y given the mechanisms is basi-
cally a ratio of the number of mechanisms that are in given state divided by the total number
of mechanisms (by denition Y and M have the same range):
P (Y = yjM1; : : : ;Mn) = 1
n
nX
i=1
I(Mi = y) : (5.9)
Basically, this combination function says that the probability of the eect being in state y
is the ratio of mechanisms that result in state y to all mechanisms. Please note that the
denition of how a cause Xi results in the eect is dened in the probability distribution
P (MijXi). The pairwise decomposition can be done as follows:
P (Yi = yjYi 1 = a;Mn = b) = i
i+ 1
I(y = a) +
1
i+ 1
I(y = b) ;
for Y2; : : : ; Yn and I is again the identity function. Y1 is dened as:
P (Y1 = yjM1 = a;M2 = b) = 1
2
I(y = a) +
1
2
I(y = b) :
Let us assume we want to model classication of a threat at a military checkpoint. There
is an expected terrorist threat at that location and there are particular elements of behavior
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that can help spot a terrorist. We can expect that a terrorist can approach the checkpoint in
a large vehicle, being the only person in the vehicle, try to carry the attack at rush hours or
time when the security is less strict, etc. Each of these behaviors is not necessarily a strong
indicator of terrorist activity, but several of them occurring at the same time may indicate
possible threat.
The average model can be used to model this situation as follows: separately for each
of suspicious activities (causes) a probability distribution of terrorist presence given this
activity can be obtained which basically means specication of probability distribution of
mechanisms. Then combination function dened by Equation 5.9 acts as "popular voting"
to determine P (Y jX). Please note that this model is not amechanistic, and therefore should
be used only when interpretation of mechanisms is fairly clear and these probabilities can
be obtained directly.
The fact that the combination function is decomposable may be easily exploited by
inference algorithms. Additionally, this model presents benets for learning from small data
sets [81].
Theoretically, it is possible to obtain parameters of this model (probability distributions
over mechanism variables) by asking an expert only for probabilities in the form of P (Y jX).
For example, assuming variables in the model are binary, we have 2n parameters in the
model. It would be enough to select 2n arbitrary probabilities P (Y jX) out of 2n and create
a set of 2n linear equations applying Equation 5.9.
5.4.1 Weighted Inuences
The probabilistic independence of causal inuences introduces an opportunity to model ex-
plicitly strengths of the inuences by assigning a weighing scheme. In the case of the simple
average model, it can be achieved by introduction of the weights that correspond to the
relative strengths of the inuences of the mechanisms.
For each mechanism we can assign a positive number wi that determines the strength
of the inuence. The parameter wi describes relative strength of that inuence comparing
to the other inuences. The strength in that case in interpreted as dominance over the
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other causes rather than inuence on the eect. The purpose of the weighting schema is to
incorporate information about dominance of some causes over the others. In the checkpoint
example, the fact that approaching vehicle had been earlier reported stolen may dominate
other causes. In that case the value wi should be much higher than corresponding parameters
for other causes.
The combination function for the weighted simple average model would be:
P (Y = yjM1; : : : ;Mn) = 1Pn
j=1wj
nX
i=1
wiI(Mi = y) ; (5.10)
where wi is an inuence strength assigned to the cause Xi. And it can be decomposed as:
P (Yi = yjYi 1 = a;Mn = b) =
Pi 1
j=1wjPi
j=1wj
I(y = a) +
wiPi
j=1wj
I(y = b) :
for i  2.
Please note that such denition of the weighting schema does not inuence knowledge
elicitation of probabilities. Obtaining weights would be an additional step during which
expert would be asked to provide a weight for each cause, judging how important the cause
is compering to the other causes explicitly stated in the model. The scale of parameters wi
is arbitrary, and only rations between dierent parameters are important.
Similar weighting schemas may be dened for other models. For example, the non-
decomposable noisy-average model may be extended to accommodate weights by redening
combination function:
P (Y = yjX1; : : : ; Xn) = 1Pn
j;X 6=xj wi
X
X 6=xi
wiP (Mi = yjXi);
I believe the weighting schemas have potential to incorporate information on dependance
between causes in a relatively inexpensive and non-intrusive manner.
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5.5 NOISY-OR+/OR 
The next model that I introduce here is intended to explicitly capture positive and negative
inuences and is dened for binary variables (however, extending it to handle multi-valued
causes is trivial). The concept behind this model is simple. First, we split causes into two
sets: those that have positive inuence and those that have negative. Each set is initially
handled separately to determine overall inuences of positive and negative causes (similarly
to CAST logic [9]) and the combination function is dened not directly over the mechanisms
but over aggregated positive and negative inuences.
I assume that the causal interaction dened by the noisy-OR+/OR  model consists of
a set of n causes and the eect variable. The set of causes can be divided into two mutually
exclusive subsets X = U[V, where V = fV1; : : : ; Vn+g denotes the set of positive inuences
and U = fU1; : : : ; Un g denotes the set of negative inuences. A positive inuence is dened
as: P (Y = yjV = v) > P (Y = yjV = v), and by analogy, a negative inuence is one that
fulls the condition: P (Y = yjU = u) < P (Y = yjU = u).
Figure 39: Explicit graphical representation of the noisy-OR+/OR- model.
The main idea behind the model is to group and calculate positive and negative inuences
separately and in the next phase to combine them together. The noisy-OR+/OR  model
is shown in Figure 39. Conceptually, the noisy-OR+/OR  model consists of two noisy-OR
models that aggregate positive and negative inuences separately.
The positive inuences are combined together using the noisy-OR model on the left hand
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Figure 40: CPT for node combination. Value of Px may be selected by the modeler.
side (OR+) of Figure 39. The probability distributions of nodes I are dened similarly to
these of inhibitor nodes of the noisy-OR model:
Pr(I = presentjV ) =
8<: p for V = present0 for V = absent ; (5.11)
where p is some probability. The node OR+ is a deterministic OR node. The negative
inuences are combined in similar manner to the positive inuences, with the only dierence
being the distinguished states:
Pr(W = presentjU) =
8<: p for U = present1 for U = absent : (5.12)
The node OR  is the negated deterministic OR, that takes the value false only when all
the causes Wi are present. Finally, the node Y denes how positive and negative inuences
combine to produce the eect. The general rules are: (1) if all positive causes are absent, the
output is guaranteed to be in the state false, (2) if all negative causes are absent and there is
at least one positive inuence present, the output is guaranteed to be true, (3) if positive and
negative causes are present, the output is dened by the user, but two reasonable choices
are 50% true and 50% false, or equal to the leak probability. The conditional probability
distribution of node Y is shown Figure 40.
Now I will show that the noisy-OR+/OR  model is an amechanistic model. First,
we should establish a general equation for calculating the conditional probabilities for the
noisy-OR+/OR  model. The posterior probability over the node Y given an instantiation
of parents x can be used for this purpose, as by denition it is equivalent to the posterior
probability of the noisy-OR+/OR  model given x.
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Let P (OR + jv) denote the posterior probability over node OR+ given instantiation of
variables V = v. Since OR+ is the noisy-OR model, the posterior probability will be:
P (OR+ = truejv) = 1 
Y
vi2V+
(1  P (Ii = truejvi));
where V+ is a subset of V that takes values present. By analogy, we can calculate P (OR  =
trueju):
P (OR  = trueju) = 1 
Y
ui2U+
P (Wi = truejui);
where U+ is a subset of U that takes values true. For convenience of notation, let us denote
p+ = P (OR+ = truejv) and p  = P (OR  = trueju). The posterior probability P (Y juv)
can be calculated by marginalizing variables OR+ and OR :
P (Y juv) = P (Y jOR+; OR )P (OR + jv)P (OR  ju) ;
hence using the denition of CPT for node Y :
P (Y = truejuv) = (5.13)
= pL[p p+ + (1  p )(1  p+)] + p+(1  p ) :
The equation above allows us to determine the conditional probability distribution of the
eect variable Y . For the case when all the parent variables are in their distinguished
states, the posterior probability of Y will be equivalent to the leak probability. It is easy
to show that when both p+ = 0, and p  = 0 then P (Y = truejuv) = PL. This provides
a means to ask an expert for the leak distribution by asking for the distribution over Y
given that all causes (both negative and positive) are absent, which is the same as for the
noisy-OR model. The leak distribution is inserted in this CPT in an entry corresponding to
P (Y jOR+ = false; OR  = false).
To obtain other parameters of the model (P (Wi = presentjUi) and P (Ii = presentjVi)),
a knowledge engineer should ask about the probability distribution P (Y jx1; : : : ; xi; : : : ; xn)
and subsequently use Equation 5.13 to determine the corresponding parameter knowing the
leak probability PL which should be elicited earlier. Figure 5.5 shows the behavior of the
combination function.
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For the case where all the negative inuences are absent, the posterior probability distri-
bution over Y is equivalent to that of the noisy-OR model. Therefore, the noisy-OR+/OR 
can be thought as an extension of the noisy-OR model and when negative inuences are
non-existent the model behaves as the noisy-OR model.
Finally, when both negative and positive inuences are present, or both positive and
negative inuences are strong (P (OR+ = true)  1 and P (OR  = true)  1), the posterior
over the node Y is approximately equal to P (Y jOR+ = true;OR  = true). A modeler may
want to decide which distribution should be used there, but two most obvious suggestions
are the uniform distribution, or the leak distribution. Figure 5.5 shows the behavior of the
combination function. On the X and Y axes there are probabilities P (OR+ = true) and
P (OR  = true). The Z axis shows the posterior probability over Y respectively, which
corresponds to the aggregated positive and negative inuences.
Figure 41: The posterior probability for Y = true as a function of positive and negative
inuences. From the top right: for PL = 0:5, PL = 0:9, and PL = 0:1.
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5.6 ARE PICI MODELS PRESENT IN PRACTICAL BN MODELS?
In this section I present result of an empirical study which aims at two goals: (1) testing if
the PICI distributions are present in the existing models, and (2) shows that the PICI models
can be successfully applied for approximating conditional probability tables in cases when
available data is sparse. Additionally the study shows that the fact that the decomposable
property leads to signicant speed-ups in inference for PICI in the same way as it does for
ICI.
The general decomposed form of the model is displayed in Figure 36 and in the further
part I will call it the ladder model (LM). The simple average model dened in Section 5.4 is
an example of a decomposable PICI model. Figure 42 shows the simple ladder (SL) model
which is basically a LM without the mechanism variables. This means that Yi denes an
interaction between the cumulative inuence of the previous parents accumulated in Yi 1
and the parent Xi+1. The SL model is similar to the decompositions proposed for the ICI
model. Though, there are two dierences: (1) lack of a distinguished state, and (2) the Yi
nodes are probabilistic rather than deterministic.
Figure 42: The Simple Ladder model.
The models LM and SL dier with their expressive power, and are more suitable for
dierent settings depending on the number of parents or child states. The number of pa-
rameters required to specify relations between parents and the child variable for each of the
models is shown in Table 5, where my is the number of states of the eect and mi is the
number of states of the ith patent. Because m3y is the dominating factor in case of the LM
decomposition, LM is especially attractive in situations where the child variable has a small
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Table 5: Number of parameters for the dierent decomposed models.
Decomposition Number of parameters
CPT my
Qn
i=1mi
LM (n  1)m3y +my
Pn
i=1mi
Average my
Pn
i=1mi
SL m1m2my +m
2
y
Pn
i=3mi
Noisy-MAX my
Pn
i=1 (mi   1)
number of states and the parents have a large number of states. SL, on the other hand,
should be attractive in situations where the parents have small numbers of states (the sum
of the parents' states is multiplied by m2y).
5.6.1 Experiment 1: Inference
I compared empirically the speed of exact inference between CPTs and the new models,
using the joint tree algorithm. I were especially interested in how the new models scale up
when the number of parents and states is large compared to CPTs. I used models with one
child node and a varying number of parents ranging from 5 to 20. I added arcs between
each pair of parents with a probability of 0:1. Because the randomness of the arcs between
the parents can inuence the inference times, I repeated the procedure of generating arcs
between parents 100 times and took the average inference time for the 100 instances. The
last parameter to x is the number of states in the variables and I subsequently used 2,
3, 4, and 5 states for all the variables. Because of the computational complexity, not all
experiments completed to the 20 parents. When there was not enough memory available to
perform belief updating in case of CPTs, I stopped the experiment.
The results are presented in Figures 43 and 44. I left out the results for 3 and 4 states,
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Figure 43: Inference results for the network where all variables have two states.
Figure 44: Inference results for the network where all variables have ve states.
because these were qualitatively similar and only diered in the intersection with the y-axis.
It is easy to notice that the decomposable models are signicantly faster for a large number of
parents, and the eect is even more dramatic when more states are used. The improvement
in speed is substantial.
5.6.2 Experiment 2: Learning
In the second experiment, I investigated empirically how well the decompositions from small
data sets can be learned. I selected `gold standard' families (child plus parents) that had
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three or more parents from the following real-life networks: Hailfinder [4], Hepar II
[64] and Pathnder [34]. I generated a complete data set from each of the selected families.
Because the EM algorithm requires an initial set of parameters, I selected randomly the prior
parameters. I then relearned the parameters of the CPTs and decomposed models from the
same data using the EM algorithm [18], repeating the procedure 50 times for dierent data
sets. The number of cases in the data sets ranged from 10% of the parameters in the CPT,
to 200%. For example, if a node has 10 parameters, the number of cases used for learning
ranged from 1 to 20. In learning, I assumed that the models are decomposable, i.e., that
they can be decomposed according to the LM, simple average, and SL decompositions. The
dierence between the LM and simple average model is that in the simple average model
the combination function is xed, and in the LM I are learning the combination function.
Note that the EM algorithm is especially useful here, because the decompositions will have
hidden variables (e.g., the mechanism nodes). The EM algorithm is able to gracefully handle
missing data. Our hypothesis is that the decompositions learn better than CPTs as long
as the number of cases is low. I compared the original CPTs with the relearned CPTs,
decompositions and noisy-MAX using the Hellinger's distance [44]. The Hellinger distance
between two probability distributions F and G is given by:
DH(F;G) =
sX
i
(
p
fi  pgi)2 :
To account for the fact that a CPT is really a set of distributions, I dene a distance
between two CPTs of node X as the sum of distances between corresponding probability
distributions in the CPT weighted by the joint probability distribution over the parents of X.
This approach is justied by the fact that in general it is desired to have the distributions
closer to each other when the parent conguration is more likely. If this is the case, the
model will perform well for the majority of cases.
I decided to use the Hellinger distance, because, unlike the Euclidean distance, it is
more sensitive to dierences in small probabilities, and it does not pose diculties for zero
probabilities, as is the case for Kullback-Leibler divergence [47].
In order to proceed with noisy-MAX learning, I had to identify the distinguished states.
To nd the distinguished states, I used a simple approximate algorithm to nd both the
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distinguished states of the parents and the child. I based the selection of distinguished
states on counting the occurrences of parent-child combinations Nij, where i is the child
state and j is the parent state. The next step was to normalize the child states for each
parent:
Nij =
NijP
iNij
:
Child state i and parent state j are good distinguished state candidates if Nij has a relatively
high value. But we have to account for the fact that one child can have multiple parents, so
we have to combine the results for each of the parents to determine the distinguished state
of the child. For each parent, we select the maximum value of the state of a parent given
the child state. We take the average of one of the child states over all the parents. The
child state corresponding to the highest value of the average child states values is considered
to be the child's distinguished state. Now that we have the child's distinguished state, it is
possible to nd the parents' distinguished states in a similar way.
I ran the learning experiment for all families from the three networks in which the child
node had a smaller number of parameters for all decomposition than the CPT. The results
were qualitatively comparable for each of the networks. I selected three nodes, one from each
network, and show the results in Figures 45 through 47. It is clear that the CPT network
performs poorly when the number of cases is low, but when the number of cases increases, it
comes closer to the decompositions. In the end (i.e., when the data set is innitely large) it
will t better, because the cases are generated from CPTs. For node F5 from the Pathnder
network, the simple average model provided a signicantly worse t than the other models.
This means that the simple average model did not reect the underlying distribution well.
For other distributions, the simple average model could provide a very good t, while, for
example, the noisy-MAX model performs poorly. Another interesting phenomenon is that
in node F5 from the Pathnder network the parameters for the simple average model were
learned poorly. This is probably because the data comes from a distribution that can not
be accurately represented as the simple average model. Again, it is important to emphasize
that the PICI models performed better for almost all the decomposed nodes as is shown in
the next paragraph.
Table 6 shows a summary of the best tting model for each network. The number
126
Table 6: Number of best ts for each of the networks for 2 cases per CPT parameter. For
example, if the original CPT has 10 parameters, I used 20 cases to learn the models.
Model CPT Average SL LM MAX
Hepar { 3 { 1 1
Hailnder { 1 4 1 {
Pathnder 4 { 10 { 6
indicates for how many families a given model was the best t for the situation when the
number of cases was equal to two times the number of parameters in the CPT. We see that
the selection of the best model is heavily dependent on the characteristics of the CPT | the
distribution of the parameters and its dimensionality. However, in 27 of the 31 nodes, taken
from the three networks, the decompositions (noisy-MAX included) performed better than
CPTs. Also, the CPTs in these experiments relatively small | for Hepar II it was roughly
in the range of 100 to 400 parameters, for Hailfinder 100 to 1200, and for Pathnder 500
to 8000. As I demonstrated in Experiment 1, the method scales to larger CPTs and we
should expect more dramatic results there.
There is no general a priori criteria to decide which model is better. Rather these models
should be treated as complementary and if one provides a poor t, there is probably another
model with dierent assumptions that ts better. I investigate how to address the problem
of selecting an appropriate model in Experiment 3.
5.6.3 Experiment 3: Practical Application of Learning
One objection that could be made against this work is that in real-life we do not know
the true underlying probability distribution. Hence, we have to use the available data for
selecting the right ICI or PICI model. That is why I performed an experiment to test if it
is possible to use the likelihood function of the data, to see which model ts the data best.
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Figure 45: Results for the ALT node in the Hepar network.
Figure 46: Results for the F5 node in the Pathnder network.
The likelihood function is given by l(Decomp : D) = P (DjDecomp), where Decomp denotes the
parameters corresponding to a decomposition and D denotes the data.
I used cross-validation to verify if the likelihood function is suitable to select the best
decomposition. The experimental setup was the following. I used the same families as in
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Figure 47: Results for the PlainFcst node in the Hailfinder network.
experiment 1 and generated a data set from the gold standard model and split it into a
training and test set. I used the training set to learn the model and a test data set of
the same size as the training set to calculate the likelihood function. Figure 46 shows the
Hellinger's distance for node F5, and Figure 48 shows the corresponding likelihood function.
The shapes of the functions are essentially the same, showing that the likelihood function is
a good predictor of model t.
5.6.4 Conclusions
In this section I investigated two PICI models, ladder with mechanisms and the simple
average model, and one derived model called simple ladder. These models have a probabilistic
combination function that takes the values of the input variables and produces a value for
the output variable.
I focussed on a subset of the PICI family of models with decomposable combination
functions and which are not amechanistic, as the amechanistic assumption implies constraints
that are unnecessarily restrictive in case of learning from data. I showed the results of
an empirical study that demonstrates that such decompositions lead to signicantly faster
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Figure 48: Likelihood for node F5.
inference. I also showed empirically that when these models are used for parameter learning
with the EM algorithm from small data sets, the resulting networks will be closer to the true
underlying distribution than what it would be with CPTs. Finally, I demonstrated that in
real-life situations, we can use the likelihood function to select the decomposition that ts
the model best.
These models are intended for usage in real life models when a child node has a large
number of parents and, therefore, the number of parameters in its CPTs is prohibitively
large. In practice, this happens quite often, as is clear from the Bayesian networks that I
used in these experiments.
5.7 DOES IT REALLY MATTER WHICH MODEL?
In this section I present an empirical investigation of the problem whether the newly proposed
models can be a useful tool for elicitation from human experts and if they can provide a
reasonable approximation of an underlying distributions taking into account imprecisions
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related to the process of knowledge elicitation form a human.
To investigate that, I used the data obtained during the experiment with human subjects
performed by Paul Maaskant and reported in [56]. The basic idea of that experiment is similar
to the experiment presented in Section 4.1. In this experiment each subject was asked to
learn a conditional probability distribution over an eect variable conditioned on four causes
that during the experiment were controlled by the subject. The underlying distribution was
a parametric distribution (in this case it was the noisy-DeMorgan gate described in [56] and
briey introduced in Section 5.7.1). To avoid any dierences between subjects' previous
experiences, subjects were asked to play a simple game to learn a new abstract domain.
After the learning phase, they were asked to provide the conditional distributions over the
eect variable they were supposed to learn within this articial domain. As well, they were
asked to provide parameters for the noisy-DeMorgan gate.
5.7.1 Data
For my experiment I used the data collected by Paul Maaskant and kindly provided to me.
The data consisted of records obtained from 24 subjects, however one subject was identied
as an outlier in the original experiment, and consequently I decided to remove that record
from the pool of subjects for in my experiment as well. For each subject, each record included
information on:
 parameters of the noisy-DeMorgan model that was used as the underlying distribution,
 distribution of actual cases experienced by a subject during the experiment,
 conditional distribution over the eect variable obtained from a subject in form of nu-
merical parameters,
 parameters of the noisy-DeMorgan model obtained from a subject in form of numerical
parameters.
Each subject was asked to play a game during which he or she was asked to control
four causes and learn the conditional probability distribution over the eect variable. All
variables were binary, hence the CPT of the eect variable consisted of 16 distributions. The
distribution used to generate output of the eect variable given a parents instantiated by
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the subject was the noisy-DeMorgan gate with two promoting and two inhibiting causes and
dierent parameters for each subject.
The detailed description of the noisy-DeMorgan gate can be found in [56], here I only
briey introduce the concept. The noisy-DeMorgan gate is a newly developed parametric
model that allows for combining positive and negative inuences. In a nutshell, it is achieved
by dening deterministic interactions between mechanisms by means of logical functions
(AND and OR) and then introducing noise variables in a similar way as it is done in the
noisy-OR. The combination function used in the experiment was as follows:
P (Y = yjXU) = (1  (1  pL)
Y
xi2x+
(1  pi))
Y
ui2u+
(1  qi) ;
where X is a set of promoting inuences, U is a set of inhibiting inuences, and x+ and
u+ are these elements of X and U that are instantiated in their non-distinguished states.
Probabilities pi and qi are mechanism parameters, and pL is the leak probability.
One important comment here: such a denition favors inhibiting causes and presence of
a single prohibiting cause is dominating promoting causes. Such pattern of interaction in
not captured by any model presented earlier in this chapter.
5.7.2 Experimental Design
The goal of this experiment was to investigate how far the selecting an inadequate model can
aect faithfulness of representing the underlying probability distribution. There are other
factors that inuence the dierence between the underlying distribution and that specied
by the parameters provided by the subject. These are sampling error (a small number of
samples makes the actual distribution not to be precisely same as the parametric that was
used to draw samples form), and the error introduced by the subject's misjudgement of
experienced probabilities (the error introduced by the recalling task).
In the experiment I exploited the fact that all models I proposed which are particularly
suitable for knowledge elicitation share the same set of questions asked to the expert, and
they all are amechanistic. This means, that the questions used to elicit knowledge for the
noisy-DeMorgan model would be used to elicit for the noisy-OR+/OR , restricted CAST,
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and noisy-OR. Since during the original experiment the subjects were not informed, or did
not use knowledge that the relationship is the noisy-DeMorgan model either explicitly or
implicitly, I could use the results obtained from that study directly.
Therefore I used the parameters obtained form the subject's for the noisy-DeMorgan
model, for the following models: the noisy-OR+/OR , restricted CAST, noisy-OR. The
noisy-average model in the case of binary variables is equivalent to the noisy-OR, so I did
not included it. For the noisy-OR+/OR  I used probabilities twofold: directly as mechanism
probabilities and extracted the mechanism parameters by discounting the leak inuence (the
formally correct way). I decided to do that because of results of similar study with the
noisy-OR reported in Section 4.1. where the noisy-OR parametrizations (Dez and Henrion)
indicated that the formally correct method gives worse results. I planned to see if this holds
for the other experiment.
5.7.3 Results
To measure accuracy of the elicitation I used a distance measure between two CPTs For
purpose of this study I decided to use average of a sum of Euclidean distances between
corresponding distributions in two CPTs: (1) the CPT containing actual distributions the
subject experienced, and (2) the distribution specied by the subject using probabilities
obtained from him/her after the learning phase. I used these parameters to specify the
noisy-OR+/OR , the recursive CAST, the noisy-DeMorgan, and the noisy-OR models. As
well, I report distance to the full CPT obtained from the subject directly. Table 7 shows
the results. The best score was achieved by specifying the noisy-DeMorgan gate, then the
second score was the complete CPT, followed by the noisy-OR+/OR . The worst t is the
noisy-OR model. This should not be surprising as it is the only model in the experiment that
does not allow for positive and negative inuences, while such setting is present in the data.
These results also indicate that the models including both positive and negative inuences
are indeed useful and needed. As an alternative measure I used maximal distance between
two corresponding parameters in a CPT. This is a very conservative measure that shows the
worst case scenario. Table 8 shows the results. One can see that the results obtained using
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Table 7: Average Euclidean distance between distributions experienced by subjects and these
specied by canonical models with parameters provided by subjects.
Model Noisy-DeMorgan Parameters CPT Parameters
CPT 0.256 0.256
noisy-DeMorgan 0.238 0.230
noisy-OR+/OR  (Dez) 0.283 0.343
noisy-OR+/OR  (Henrion) 0.345 0.376
Restricted CAST 0.368 0.392
noisy-OR 0.611 0.593
this alternative measure are qualitatively similar to the average measure.
I performed a pairwise paired two-sided t-tests to verify if the dierences between the
CPT, the noisy-DeMorgan, and the noisy-OR+/OR  are statistically signicant. Assuming
p=0.05 they turned to be not statistically signicant (with the smallest p = 0:065 for the
noisy-OR+/OR  and the noisy-DeMorgan).
I decided to repeat experiments using parameters from CPT, rather than these obtained
for the DeMorgan. Theoretically, the results should be the same, as the probabilities the
subject is asked for the noisy-DeMorgan are just a subset of these asked for the CPT.
Apparently, parameters estimated from probabilities for CPTs were worse for models that
include positive and negative inuences. It may indicate that focusing expert's attention on a
small number of parameters results in better estimates. It may have important implication in
practice: if a knowledge engineer decides to use parametric models instead of already specied
CPTs, it may be worth coming back to the expert and asking again for the parameters, but
this time having him/her focused on a small set of relevant parameters.
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Table 8: Average maximal distance between distributions experienced by subjects and these
specied by canonical models with parameters provided by subjects.
Model Noisy-DeMorgan Parameters CPT Parameters
CPT 0.528 0.528
noisy-DeMorgan 0.528 0.529
noisy-OR+/OR  (Dez) 0.516 0.610
noisy-OR+/OR  (Henrion) 0.590 0.649
Restricted CAST 0.726 0.711
noisy-OR 0.920 0.901
5.8 SUMMARY
In this section, I formally introduced a new class of models for local probability distributions
that is called probabilistic independence of causal inuences (PICI). The new class is an
extension of the widely accepted concept of independence of causal inuences. The basic
idea is to relax the assumption that the combination function should be deterministic. I
believe that such an assumption is not necessary either for clarity of the models and their
parameters, nor for other aspects such as convenient decompositions of the combination
function that can be exploited by inference algorithms.
I presented three conceptually distinct models for local probability distributions that
address dierent limitations of existing models based on the ICI. These models have clear
parametrizations that facilitate their use by human experts. The proposed models can be
directly exploited by inference algorithms due to fact that they can be explicitly represented
by means of a BN, and their combination function can be decomposed into a chain of binary
relationships. This property has been recognized to provide signicant inference speed-ups
for the ICI models [21]. Finally, because they can be represented in form of hidden variables,
their parameters can be learned using the EM algorithm. To support this claim, I presented
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a series of empirical experiments.
I believe that the concept of PICI may lead to new models not described here. One
remark I shall make here: it is important that new models should be explicitly expressible
in terms of a BN. If a model does not allow for compact representation and needs to be
specied as a CPT for inference purposes, it undermines a signicant benet of models for
local probability distributions { a way to avoid using large conditional probability tables.
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6.0 CONCLUSIONS
This dissertation was concerned about models for local probability distributions in Bayesian
networks. Currently there are two distinct approaches to this problem: model-based ap-
proach, mainly represented by the independence of causal inuence models, and context
specic independence which aims at exploiting symmetries in conditional probability distri-
butions by means of ecient encoding of distributions. The focus of this dissertation is put
on the model-based approach: independence of causal inuence.
Even though the models for local probability distributions are widely used (especially
the noisy-OR), to my knowledge there was no studies testing if this model provides benet
in terms of accuracy of knowledge elicitation over eliciting a complete CPTs. I addressed
this problem by conducting an empirical study.
I presented major models proposed in the literature and discussed assumptions that
they make, their properties, as well as a discussion how they were accepted in the practical
domains. The widely accepted noisy-OR model leads to a dramatic decrease in the number
of parameters and allows for building large diagnostic models that are used in successful
practical applications. There was strong believe that some of these models can reasonably
approximate local probability distributions present in the real-life Bayesian models. To
address this problem more formally, I presented two studies that focus on using models for
local probability distributions to capture dependencies in existing practical Bayesian network
models.
From the presented overview of various models it is apparent that not all proposed models
are equally good. Although all of them represent conditional probabilities, only some of them
were accepted and used. I believe it is important to gain understanding as to what factors
contribute to the success or lack of acceptance of a proposal. This understanding contributed
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to development of new models that should preserve the desired properties, like clear denition
of parameters, ability to be exploited by inference algorithms, etc.
Even though the noisy-OR/MAXmodels are successful and widely used, they can capture
only one type of relation between cases and the eect and in some cases this models is
simply inadequate. Therefore, I identied a need for other models that are able to express
other relations, such as synergies between causes, prohibitive behaviors, etc. I used the
understanding of factors that contribute to usefulness of a model to develop a set of new
models that can prove to be convenient modeling tool for experts to work with.
6.1 SUMMARY OF CONTRIBUTIONS
I have reviewed existing models for local probability distributions, including these that were
widely applied in practice and these that have not received wider attention by practitioners.
In particular, I claim that (1) amechanistic property is extremely useful as a clear meaning
of parameters is crucial for knowledge elicitation from domain experts, and (2) the decom-
posable property which is directly exploited by inference algorithms is crucial, as very often
populating large CPTs dened by canonical models is practically impossible.
I preformed studies intended to investigate application of the local probability distribu-
tions in context of Bayesian networks:
 To investigate if local probability models can provide benets for knowledge elicitation
from experts I preformed an empirical study. The study involved human subjects trained
in an articial domain and investigated if obtaining probabilities for the noisy-OR model
compared to specifying a complete CPT. The results strongly suggested that noisy-OR
model indeed provide benets over specifying a complete CPT.
 To investigate if local probability models can reasonably approximate distributions in
real domains I performed an experiment where the goal was to identify local probability
distributions in existing Bayesian networks. The question was: how common the noisy-
MAX distributions are in real-life Bayesian network models? I proposed an algorithm to
convert a fully specied CPT into the noisy-MAX using gradient-descent method. The
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results indicate that in the models under consideration up to 50% of local probability
distributions can be reasonably approximated by the noisy-MAX. This result provided
empirical evidence that the use of local distribution models are justied in practice.
 For the new models proposed in this dissertation I investigated if local probability dis-
tribution based on probabilistic independence of causal inuences provide reasonable
approximations for distributions in existing Bayesian models. I used the new models to
learn local probability from data (with intention to focus on small data sets) This result
indicated that for many local probability distributions in investigated Bayesian networks
provide better approximation than a fully specied CPT and the noisy-OR/MAX.
 For the study described above the new proposed models provided signicant improvement
in terms of speed of learning and improved tting to the gold standard models over fully
specied CPTs.
 I used results from other empirical study involving human experts to investigate if the
proposed models that allow for both positive and negative inuences (noisy-OR+/OR ,
restricted CAST) provide better accuracy in terms of elicitation accuracy than the noisy-
OR in context when the underlying distribution contains both positive and negative
inuences (but which are not strictly of proposed models). I found that indeed new
models performed signicantly better than the noisy-OR and in some cases they were not
signicantly worse than a complete CPT and the model that was used for the underlying
distribution.
To address the limitations of the existing models I proposed the new models for local
probability distributions that incorporated properties of the ICI models. The proposed
models capture dierent patterns of causal interactions than the noisy-OR/MAX models.
The proposed models are:
 The noisy-average model | the model that can be used to capture interaction of causes
such as liquid pressure in a mechanic system or human body temperature. In both
cases the normal (or the distinguished state) is in the middle of the scale and causes can
produce inuences that change the value of the eect variable either by increasing or
decreasing values relatively to the normal state (too high or too low pressure, fever or
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lowered body temperature). The model is amechanistic and can be exploited by inference
algorithms.
 Noisy-product and non-decomposable noisy-average { two variations on the noisy-average
model that have slightly dierent properties, resulting with capturing dierent patterns
of interactions, though still targeted for eect variables that have the normal state in the
middle of the scale.
 Simple average model { a model for local probability distributions that is more suitable
for learning from data, but still can be used for knowledge elicitation. It may be used
in scenarios where positive and negative inuences can cancel out. Example of use:
classication of vehicles at military checkpoint.
 The noisy-OR+/OR  { the model that allows capturing both positive and negative
inuences. It is an extension of the noisy-OR that incorporates positive and negative
inuences (the traditional noisy-OR allows only for positive).
 I proposed a extension of the CAST model that allows user to parameterize CAST
using conditional probabilities of variables in the model, instead of non-probabilistic
parameters. I proposed extension of the CAST model to multi-valued variables.
Finally, I formally generalized proposed models into a broader class of models, by ex-
tending independence of causal inuences (ICI) into a new class of models probabilistic
independence of causal inuences (PICI). It is achieved by relaxing an assumption that a
node that combines inuences (for example deterministic OR in the noisy-OR model) does
not need to be deterministic, and still models can preserve strengths of the ICI. I claim that
relaxing this assumption may lead to development of new models.
6.2 OPEN PROBLEMS AND FUTURE WORK
The question if the proposed models can reasonably approximate conditional probability
distributions present in real life domains is still an open problem. I approached the problem
through trying to learn parameters of the proposed models assuming that an underlying
distribution taken from real-life existing Bayesian models. This approach is far from ideal,
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as distributions in such Bayesian models may themselves be unfaithful in representing the
underlying real-life distribution. Much better approach would be to learn models for local
probability distribution from data and compare results with models containing CPTs.
Other possible future direction of research is the following: the models proposed here,
together with existing and future models may ll the gap between standard Bayesian net-
work models and qualitative graphical models. Qualitative graphical models use graphical
representation for representing causal structure between variables, however instead of ex-
plicit numerical parameters they use some form of qualitative measure. In its easiest form
it can be something as simple as + and  . The CAST model is an example of a formalism
that draws ideas from qualitative modeling. It tries to combine simplicity of model building
(at the expense of accuracy) with powerful capabilities of inference and causal explanations
that are oered by Bayesian networks. For this purpose, simple models allowing modeling
dierent patterns of causal interactions are required. The proposed models that allow for
positive and negative inuences, together with existing models like the recursive noisy-OR
may provide a powerful modeling tool. But to achieve this eect, a good visualization schema
and intuitive user interfaces should be developed, which itself is an immense eld of study.
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APPENDIX
DESCRIPTION OF THE EXPERIMENT PRESENTED IN SECTION 4.1
In this appendix I present a detailed description of the experiment involving human subjects
presented in Section 4.1. The experiment was intended to test human experts' ability to
estimate probabilities for a newly learned, articial domain. The Bayesian networks modeling
framework was used as a tool to encode and elicit probabilities. The subjects were required
to be reasonably familiar with Bayesian networks.
During the experiment subjects were presented with a brief description of a hypothetical
problem, which introduced them to causal interactions in this domain. The qualitative
pattern of the causal relations was therefore known to the subjects. Their task was to learn
and quantify strengths of those causal relations by means of numerical probabilities.
A.1 RESEARCH QUESTION
The goal of the experiment was to test domain experts' ability to quantify causal relations
using models for local probability distributions. In particular, the study was concerned about
the noisy-OR model [29]. There are three possible methods to quantify the causal relation
between multiple causes and a single eect within BN framework were in question: (1) by
means of conditional probability table, and by using the noisy-ORmodel with its two dierent
parameterizations: (2) proposed by Henrion [36] and (3) the alternative parametrization
proposed by Dez [19].
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The research question under investigation was if under assumption that the underlying
real causal model follows the noisy-OR model (or is very close to it) the noisy-OR elicitation
framework provides better accuracy than eliciting a fully specied CPT. I decided to measure
the accuracy of elicitation by means of similarity distance between actually experienced CPT
by the subjects and the CPT elicited from the subjects.
A.2 RESEARCH HYPOTHESIS
In the design of the experiment there were three conditions that corresponded to the three
elicitation methods: the subject was asked to specify the causal interaction between the
causes using: (1) a fully specied CPT, (2) using Dez' parametrization of the noisy-OR,
and (3) using Henrion's parametrization of the noisy-OR.
Assuming, that the mean error for the CPT elicitation method is cpt and the mean error
for the noisy-OR elicitation method (either Dez' to Henrion's) is nor the null hypothesis is:
H0 = cpt  nor;
and the alternative hypothesis:
H0 = cpt > nor:
Since in this study I used a within-subject design, to test these hypotheses I used the one-
tailed paired t-test.
A.3 SUBJECTS
The subjects were 44 graduate students, who at time of the experiment were taking 'Decision
Analysis and Decision Support Systems' class, which extensively covers Bayesian networks.
The experiment was performed in nal weeks of the class, what ensured that all subjects
are reasonably familiar with the Bayesian networks. Special care was taken not to prime
the subjects that the experiment was concerned about the noisy-OR and at the time of the
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experiment subjects were not familiar with the noisy-OR model. The topic of the noisy-OR
model was covered in the class after all subjects completed the experiment.
A.3.1 Design and Procedure
The experiment was computer-based. At the beginning of the experiment the subject was
asked to read a short introduction describing the articial domain:
Imagine that you are a scientist, who discovers a new type of extraterrestrial rock on
Arizona desert. The rock has extraordinary property of producing anti-gravity and can
oat in the air for short periods of time. However, the problem is, that it is unclear to you
what actually causes the rock oat. In a preliminary study, you discovered that there are
three factors that can help the rock to levitate. Those three factors are: light, X-rays and
high air temperature.
Now your task is to investigate, to what degree, each of these factors can produce anti-
gravity force in the rock. You have a piece of this rock in a special apparatus, in which you
can expose the rock to (1) high intensity halogen light, (2) high dose of X-rays and (3) rise
the temperature of the rock to 1000K.
You have 160 trials, in each trial you can set any of those three factors to state present or
absent. For example, you can expose the rock to light and X-ray while temperature is low.
Be aware of the following facts:
 Anti-gravity in the rock appears sometimes spontaneously, without any of these three
factors present. Make sure to investigate it as well.
 You can expect, that anti-gravity property of the rock is dependent on all these three
factors. Make sure to test interactions among them.
To ensure that the subject understood the causal dependencies in that domain, at the
same time the subject was presented with a BN for this problem given in Figure 49.
After reading the instructions the person conducting the experiment ensured that the
subject understands the task, and it was emphasized that all combinations of the parent
states should be explored. After that the subject could attempt the phase during which the
subject learned the domain.
During the learning phase the subject was asked to to perform 160 trials in unlimited
time. The number of 160 was selected to provide an average of 20 samples per single
distribution in the CPT (allowing for theoretical accuracy of 0.05).
For every trial, the subject could set values for all three factors (by default they were
uninstantiated). Once the subject set the values for the three controlled variables, and con-
formed them, the result of the anti-gravity 'experiment' appeared on the screen. The result
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Figure 49: BN used in the experiment.
of the imaginary experiment depended on underlying BN with the conditional probability
table for the Anti-gravity variable following the noisy-OR parametrization. The parameters
for the CPT of the Anti-gravity variable were used to determine the output of the experiment
by means of sampling randomly from the corresponding probability distribution.
The parameters for the underlying noisy-OR model of the Anti-gravity variable were
unique for each subject. These parameters were generated randomly from pre-dened ranges.
To ensure dierence between the Henrion's and Dez parameterizations (which occurs when
the leak parameter is larger than 0) some constraints on the noisy-OR on parameters were
introduced: leak parameters were sampled from the range [0.2{0.35] (this is intended to
ensure dierence in Henrion/Diez parameters), and the remaining noisy-OR parameters
were sampled from range [0.4{0.9].
During the phase of learning the domain the subjects were not allowed to take any notes.
They were sitting at the computer with an empty desk to avoid any means of recording
results.
Because of small number of subjects, a within subject design was used. After completing
all 160 trials each subject was asked to provide numerical probabilities for the three elicitation
methods. The subject was asked to enter the learned probabilities in one of three forms with
the questions required for specifying parameters of:
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1. conditional probability table (Figure 50)
2. noisy-OR using Dez' parametrization (Figure 51)
3. noisy-OR using Henrion's parametrization (Figure 52).
To minimize the carry-over eect each subject was presented one set of questions at the time,
and the sheet was taken away from the subject before the following set of the questions was
handled. The three sets of questions were altered in order between the subjects, based on
order in which subjects were attempting the experiment to ensure the uniform distribution
in terms of the order of questions for the tree elicitation methods.
The computer kept records of all the actions performed by the subject. In particular, the
database of the results of all experiments performed by subjects (records presented to the
subjects) was created and stored. From these records the CPTs experienced by the subjects
were determined.
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Figure 50: The form for CPT parametrization.
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Figure 51: The form for the Diaz' parametrization.
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Figure 52: The form for Henrion's parametrization.
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