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Abstract
The component-based software development is helpful in providing reuse of the com-
ponents and reducing complexity of software systems. Diﬀerent components work
together to produce a complete system that needs a good understanding of the way
the components interact with each other. The components' reuse requires a high level
speciﬁcation, among other things for non-functional properties (NFPs) as these prop-
erties control the way these components co-ordinate with each other. The complexity
of modern software systems demands a generic and ﬂexible language for formal speci-
ﬁcation of the functional and NFPs of the system so that the diﬀerent components in a
system can have a well-deﬁned behaviour expectation. The non-functional properties
of component-based system are important part of speciﬁcation because they highlight
the non-functional perspective of the system. They also help in implementation of
functional elements with constraints on the NFPs in consideration. The absence of
speciﬁcation of NFPs can render the system not usable because the functional im-
plementation may not have considered the constraints for working environment of
the system. This is because the component developer will have no clearly deﬁned
non-functional objectives of the system. The formal speciﬁcation of NFPs for com-
ponents and their interaction with each other can help implement reliable systems.
Incorporating these design concepts in the language speciﬁcation would describe the
usage context of language features in clear and precise manner.
In this thesis, we developed a novel generic speciﬁcation language (QML/CS) for
NFPs of component-based systems. Deﬁning such a high level speciﬁcation language
using a standard meta-modelling approach is challenging because its deﬁnition re-
quires multi levels modelling. We employed deep meta-modelling technique to ad-
dress this complex problem. We begin by discussing the key concepts used, then
show how our meta-model is deﬁned. In addition, we show how our meta-model for
QML/CS overcame the issues of the standard meta-modelling language like UML
and the mapping of a measurement to a concrete application. Finally, we show a
prototype for QML/CS and discuss how the mapping of QML/CS expressions into
TLA+ speciﬁcations can deﬁne the QML/CS semantics.
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The success of a software system, relies not only on functional aspects, but also
on non-functional properties (NFPs) which are important for a whole development.
Therefore, it is desirable to predict and analyse NFPs in the ﬁrst phase of the de-
velopment as this would save the developers of the system from re-doing the design
and implementation again as well as any cost in the ﬁnal phase of development. This
chapter introduces the background and motivation of the current research by showing
the key research problem as well as the signiﬁcant contributions the current research
aims to make.
1.1 Background and Motivation
Maintaining modern software system becomes more diﬃcult in general when the com-
plexity of system increases; particularly it becomes even more challenging when time
of building a software and its distribution in a competition software market is re-
duced. Component-based Soft Engineering (CBSE) [100] is a software development
approach that plays an important role in producing reliable complex software sys-
tems eﬃciently. The idea of creating component-based systems belongs to reducing
the complication of the large systems by decomposing them into smaller compo-
nents so that the requirement can be managed properly. Also it helps in achieving
performance goals with getting these components to work together. Therefore it is in-
herent that component-based systems are complex in nature and their requirements
are heavy-duty in nature because it needs not only to mention that requirements
of a component but also its interaction with other components in the system with
expected in and out behaviour of the component. The CBSE approach focuses on
providing guidelines to handle these complications at diﬀerent stages of development
of a component-based system. It is based on the concept that diﬀerent plug-and-play
software components work together to complete functionality of the software system;
these software components work together with each other by using the exported in-
terfaces from each component. Thus, this integration mechanism helps in creating
1
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many complex, yet eﬃcient systems by combining diﬀerent components in order to
build a fully functional software system.
The quality attributes of the overall system depend on the quality service attributes
of software components. The speciﬁcation of quality of service (QoS) attributes is
equally important for a sustainable component-based system [86]. The speciﬁcation
of QoS will help implement these requirements eﬀectively so that a feature is im-
plemented and then validated against all constraints attached with the requirement.
This will add to the test coverage of the system and known system performance in
diﬀerent deployment environments. It also results in a predictable system behaviour
based on the implementation done for QoS attributes that is guided by the formal
speciﬁcation of those attributes.
Modelling the QoS for component-based systems has been an important research
focus for some time, but two main aspects are as follows: ﬁrst, the absence of a
standardized method to specify NFPs, as a result diﬀerent people describe the NFPs
diﬀerently and which may also result in misunderstanding on the part of the compo-
nent developer. Second, the low level of abstraction of some speciﬁcation languages
makes them practically unusable as they cannot be used to specify NFPs fully. The
NFPs of component-based system are important part of speciﬁcation of a software
system because they deﬁne the behaviour of the system in diﬀerent working environ-
ments. So, incomplete speciﬁcation of NFPs may reduce the acceptance of a software
system as the behaviour of this system in production environment will be uncertain.
The quality assurance team may have a diﬀerent perspective than the development
team when reading functional speciﬁcation, if a consistent NFPs speciﬁcation is not
available. Although component developer will test the functional implementation but
this process may not have complete test coverage and therefore implementation is not
well tested. Therefore, the placement of such a system will be at a high risk of failing
because it has not been tested enough to comply with diﬀerent working situations
and resource requirements. A standardised pattern of NFPs speciﬁcation will help in
developing a consistent speciﬁcation as compared to diﬀerent styles or formats used
without following a standard process. The standardised speciﬁcation will reduce the
human error because everyone will use the same standard to specify the NFPs and
will provide a uniform access to the information related to non-functional aspects of
the system. This will also increase the chances that the component developer as well
as the quality team will have better chances in building a stable and scalable system
owing to the fact that the non-functional attributes will be implemented and tested.
Modelling NFPs of component-based system increases the success chances of component-
based system. The quality modelling language for component-based systems (QM-
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L/CS) is a speciﬁcation language for NFPS of the CBSEs sketched by Zschaler [109].
We take motivation from the idea presented in [109] and proposed a fully devel-
oped language speciﬁcation, which includes the formal speciﬁcation of the language
and an improved deﬁnition of some of its concepts (e.g., model mappings, a reﬁned
speciﬁcation of measurements). The signiﬁcant motivation driving the development
of QML/CS was the existing need for a ready-to-use, comprehensive, versatile and
highly expressive modelling language which is suitable for the development of mod-
elling NFPs of component-based systems. To qualify this more precisely, QML/CS
was intended to be a language that:(1) is built on key concepts and speciﬁcations
presented in Zschaler's framework [109],(2) integrates best practices for OCL meta-
model, (3) is well speciﬁed and documented speciﬁcation language.
1.2 Problem
Several studies have contributed to elaborate on the extensive eﬀort of modelling
NFPs of component-based systems and how it can implemented [11,13,20,32,42,58,
94]; these studies often focus on developing specialised methods to measure a spe-
ciﬁc non-functional property of component-based systems, such as performance or
reliability. Although there are some formal speciﬁcation languages and approaches
[3,39,40,48,64,78,87,95], their semantics are not formally deﬁned. In addition, there
are frameworks designed for the speciﬁcation of NFPs [9,53,103,110] that try to pro-
vide formal speciﬁcation to generically specify NFPs of component-based system.
However, their low level of abstraction makes them practically unusable. The low
level of abstraction or formalisation is related to the length and complication of spec-
iﬁcations for rather simple language features because such languages like TLA+ do
not have structures to represent concepts at high level. It results in very detailed
speciﬁcation of even simple concepts. The extent of speciﬁcations require the user
to have all that knowledge even when it is not needed based on the requirement of
speciﬁcations. That discourages users from using such a language because they have
to learn a lot about the language itself rather than focusing primarily on the actual
objective of writing speciﬁcations. That is why languages like TLA+ are not practi-
cally usable. Therefore, a generic and usable quality modelling language with formal
semantics that can specify NFPs of component-based system will help in improving
the techniques to address quality of service attributes.
There are diﬀerent users who should be using the language to specify the NFPs and
each user has a speciﬁc role in the software development life cycle. Two key types of
users interacting with a speciﬁcation language are application designers and compo-
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nent developers. Component developers can specify NFPs of components they have
developed using this generic language. Application designers also have the ability to
apply measurement in order to oﬀer guaranteed NFPs to their own concrete applica-
tions.
In his research, Zschaler [110] identiﬁed key concepts and the type of speciﬁcations
that could be used to formally specify NFPs of component based systems. The present
work extends these concepts from previous work to design a language that is more
readable, can hide the complexities in abstraction and allows formal speciﬁcation of
NFPs practically. This is accomplished by replacing the low level formalisation in
Zschaler's TLA based framework [110] with a high level speciﬁcation language.
1.3 Research Aim and Objectives
The aim of the current thesis is to deﬁne a generic usable language based on Zschaler's
framework. The present work inspired by the previous research [109] aimed to for-
malise the speciﬁcation language for QML/CS so that it can be practically usable to
model NFPs of component-based systems generically. The speciﬁc objectives of this
study are:
• To critically review the existing speciﬁcation languages and tools which models
NFPs of CBSE.
• To identify a suitable meta-modelling approach of deﬁning QML/CS speciﬁca-
tion and providing its formal deﬁnition.
• To provide a tool in order to demonstrate the usability of quality modelling
language of component-based systems.
Our novel contribution will focus on deﬁning a well-speciﬁed language as well as
providing a practical speciﬁcation in modelling NFPs of component-based systems.
1.4 Envisioned Solution
This thesis deﬁnes a practical and generic language for the speciﬁcation of NFPs of
component-based applications. This language will help diﬀerent users like applica-
tion designers and component developers to share same standard for speciﬁcation of
NFPs. The crucial steps towards building a quality modelling language for NFPs of
a component based system in thesis involves utilizing and extending core concepts
introduced in [110]. It also includes use of meta-modelling and the deﬁnition of a
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domain-speciﬁc modelling language for formal speciﬁcation of NFPs. Component-
Based Software Engineering (CBSE) is very focused on speciﬁcation of components
and applications so that a speciﬁcation-heavy approach would be a good ﬁt. We are
aiming for the speciﬁcation-based approach in line with CBSE approach, which is for
speciﬁcation of components where set of components can be speciﬁed separately and
then tagged together to complete system speciﬁcation.
1.5 Research Questions and Hypothesis
The key questions driving the work are:
1. Is it possible to specify the QML/CS speciﬁcation language using a meta-model,
if so how?
2. Whether a usable QML/CS speciﬁcation language can be deﬁned?
To be able to achieve these objectives, it is important that hypothesis speciﬁcally
reﬂects the expected requirement so that research questions can help in evaluating if
the objective was practically achieved. The overarching hypothesis for this study is
as follows:
• Meta-modelling approach can specify QML/CS, which is important to deﬁne
quality of service of the software system.
• The QML/CS based on meta-modelling approach that can formally specify
NFPs is practically usable.
1.6 Contributions of the Thesis
In this section we point out the contributions of this thesis to the research on formal
speciﬁcation of NFPs of component-based systems. The thesis makes the following
contributions to the research:
• Major Contributions:
 The thesis provides a novel speciﬁcation language for the formal speciﬁca-
tion of NFPs of component-based systems (Language Deﬁnition for QM-
L/CS)1
 Applying deep meta-modelling to deﬁne QML/CS.
1The implementation link of our tool: http://a-alreshidi.github.io/QML-CS/.
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 The ability to capture and validate simulations between state machines in
a mapping model.
• Secondary Contributions:
 The thesis deﬁnes the Semantics Translation to TLA+.
 A working prototype as a basis for the integration of QML/CS in future
language speciﬁcation tools.
 Integrating OCL into QML/CS Grammar.
1.7 Research Methods
We use a constructive software engineering research approach, which uses artefacts as
a proof of concept that a speciﬁc question can be answered and show how it should
be answered. The focus of this thesis is the development of modelling NFPs for
component-based systems. To this end, we carried out the following phases, as can
be seen in Fig 1.1:
• Phase 1 (Critical Review: State-of-the-art):
 The basic research approach in this thesis is to study various existing qual-
ity languages and frameworks like CB-SPE, Palladio, Descarties, QML,
CQML and CQML+ [3,11,13,40,58,87] and evaluate them based on spe-
ciﬁc criteria such as formal semantics, genericity, practicality, application
domain and complexity.
 Identifying problems: Based on initial state-of-the-art investigations and
exploration of low level of abstraction; it is realised that QML, CQML,
CQML+ and the Zschaler's framework are not usable by the developers.
• Phase 2 (Meta-Modelling Approach): We take an inspiration from examples
presented in [110]for a speciﬁcation language QML/CS along with introducing
some meta-types based on Zschaler's approach that identiﬁes key concepts and
type of speciﬁcation, and derive a meta-model for QML/CS. We explore various
techniques of developing a meta-model for QML/CS.
• Phase 3 (Meta-Modelling Challenges): In order to successfully model such a
requirement where the entities can be speciﬁed at multiple levels and their ex-
istence depends on the relationship they have with their entities, we need a
modelling technique that can represent more than one existence of same entity
based on the role of that entity in that speciﬁc context. An existing modelling
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technique called Clabject comes handy in modelling such entities and give dis-
crete representation to their both roles of a class and an instance. Weaving
models [6] can be used to deﬁne a relationship between a source model and a
target model with certain mapping conditions based on predeﬁned rules which
can be user-deﬁned. Weaving model contains a set of links between elements of
a model and elements of another model [33].
• Phase 4 (Prototyping Approach): The proposed solutions in phase 3 requires
that a tool support for the language is implemented, which can be used to specify
NFPs and it should support mapping and modelling solutions proposed in this
thesis. The prototypical implementation requires to deal with shortcomings of
the current tooling infrastructure.
• Phase 5 (Testing and Evolution): To evaluate and test the ability of deﬁning
NFPs of component-based system via QML/CS language, we selected an indus-
trial application, called Web Audio Store [11]. This case study is speciﬁed via
QML/CS language.
Figure 1.1: Research Design in this Study
1.8 Overall Thesis Structure
This thesis is designed and structured to comprise nine discrete but consecutive chap-
ters. A brief summary of the content of these chapters is described as follows:
Chapter 2 Literature Review and Related Work: In literature review section, we review
a background and previous works related to the research domain. In related
work section, we discuss the issues including but not limited to formality of
quality of service of modelling languages, practically of modelling languages
and genericity, which is the ability to allow NFPs for component-based systems
to be deﬁned as required.
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Chapter 3 A Meta-Model for QML/CS: This chapter gives an overview of the meta-model
presented in this thesis. It deﬁnes the quality modelling language, a speciﬁcation
language for modelling NFPs of component-based software (QML/CS) through
the creation of a new meta-model.
Chapter 4 Applying Multi-Level Modelling: This chapter presents the ﬁrst key challenge
we faced during the development of QML/CS language. The limitation of deﬁn-
ing QML/CS meta-model using UML standards is shown. It also provides
solution of applying deep meta-modelling using the technique(Clabject). The
research question 1 is addressed in this chapter.
Chapter 5 Specifying Mappings between Context and Application Models: This chapter
shows the second problems we faced during the development of QML/CS lan-
guage. The issue of validating the parameter of measurement with an appro-
priate type based on the measurement deﬁnition is presented. The chapter also
provides solution of the presented problems using the technique weaving models
(Model mapping) methods to specify mappings between context and application
models. The research question 1 also is addressed in this chapter.
Chapter 6 Implementation: This chapter presents the implementation of the concepts pre-
sented in the chapters 4 and 5. It also shows the prototype for the Quality
Modelling Language for Component-Based Systems (QML/CS), a lexical lan-
guage for specifying NFPs. The prototype implementation for the quality mod-
elling language (QML/CS) tool is described, the main parts of the prototype
are outlined as well as the internals of the tool implementation are explained.
The research question 2 is addressed in this chapter.
Chapter 7 A Semantic Translation for QML/CS: This chapter shows the semantic transla-
tion. The semantics are given for the speciﬁc form of the language chosen for im-
plementation, which is QML/CS. The actual semantic translation uses Epsilon
transformation language for QML/CS speciﬁcations. It deﬁnes the meaning of
any QML/CS speciﬁcation in terms of our QML/CS language and mapping
a QML/CS speciﬁcation consisting of characteristics and OCL expression into
a TLA+ speciﬁcation. This semantic translation is always parametrised by a
context model, an application model and classes.
Chapter 8 Evaluation: This chapter presents the description how the prototype is evalu-
ated. It also describes the result from the evaluation. It shows the ﬁndings from
applying the reﬁned factors and analytic hierarchy process in a case study in
order to evaluate that the QML/CS speciﬁcation language is practically usable
to specify NFPs of component-based system. The research question 2 is also
addressed in this chapter.
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Chapter 9 Conclusion: This chapter summarises the entire thesis by providing the an-
swers to the research questions and presenting the contribution to the body
of knowledge. It also discusses the limitations of the research together with
recommendations for future research.
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State-of-the-Art and Related Work
In this chapter, we review existing literature related to the area of Component-
Based Software Engineering (CBSE) and Quality of Service. Section 2.1 presents
component-based systems, showing some of their component forms and related terms.
Section 2.2 provides elaboration on the functional and non-functional properties
(NFPs) and linking them with the scope of this thesis. Section 2.3 introduces the con-
cept of model, meta-modelling and explain how it relates to Model Driven Engineering
(MDE). Section 2.4 provides discussion of related work in the area of speciﬁcation
languages for specifying NFPs.
2.1 Component-based Software Engineering
In Subsection 2.1.1 we provide an introduction about CBSE and its importance.
Subsection 2.1.2 shows the meaning of the concept software component, Subsection
2.1.3 explains software architectures. Then, in Subsection 2.1.4 the component-based
development process is discussed.
2.1.1 Introduction
The complexity of software schemes has been increasing over the years. Such intricate
systems have to manage a large number of tasks and it takes a considerable amount
of time to manage errors identiﬁed. Thus, it is essential to counter this increased
level of intricacy by introducing techniques to manage it. Component-based Soft-
ware engineering (CBSE) [45] has been observed as a promising example of such a
technique [23]. CBSE is a software engineering approach that is concerned with the
development of software from reusable components and components development.
The main aim of CBSE is to minimize the dependency between diﬀerent software
components. Zschaler discussed the two important views concerning the beneﬁt of
CBSE [110]. One is based on Szyperski's view [100] which is about ability to re-
use parts of code written by third parties. The second is based on Cheesman and
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Daniels [25] who see the beneﬁt of CBSE as independent self-contained modules that
have ﬂexibility to work with each other and are not tightly coupled.
The CBSEs have their architecture designed on the basis of the development of in-
dependent and loosely coupled components of the system. The connection among
diﬀerent components of software system can be established using interfaces so that
one component is able to oﬀer services, which another component requires. The ad-
vantage of CBSE is that it reduces the complexity of large and complex systems and
breaks them down into independent modules that work together to give the service
oﬀered by the full system [45]. With the increased demand of ready-to-use compo-
nents that can be plugged into an existing system to provide the functionality oﬀered
by the component, CBSE plays an important role and is very successful in linking
those independent components into one fully working system. These components
are integrated by application contractors to create complete solutions. In a software
component industry, if there is a negotiation taking place about components, this re-
quires speciﬁcation of their high-level properties. Component developers must present
a description to create greater understanding of the background in which their com-
ponents will be deployed [15]. Conversely, it should be clear to application designers
how they can create speciﬁcations for distinct components to clearly understand the
properties of the system.
2.1.2 Software Components
In this subsection, the concept of software component is reviewed and some discussion
on fundamental deﬁnitions of a component provided based on literature.
Meyer [69] stated that software components stick to the principles of software objects
due to the evolution of object-oriented technology. The following are the three key
principles of software objects. The ﬁrst one is a state, which represents the data
stored in software objects. The second principle is a behaviour, which is about ac-
cessibility of a function to use a software object and manipulate its state. The third
principle is an identity, and that is having a unique identity with no consideration of
its inner state.
The three principles outlined above are extended by software components and the fo-
cus moves from the implementation of software components to their speciﬁcation [25].
Interaction with components is done through their interfaces and there are two kinds
of interfaces, provided and required interfaces. Components can be accessed by users
using provided interfaces. One component can connect to other components using its
required interfaces. The distinction between the speciﬁcation of a software component
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by its interfaces and its implementation by code is obvious. A component implemen-
tation can be easily replaced by another one, provided the declared interfaces of the
replacing component adhere to same component speciﬁcation.
Evidently, a component is simply a piece of software. The most cited and important
deﬁnition of a software component is Szyperski's deﬁnition [100], which is
"A software component is a unit of composition with contractually spec-
iﬁed interfaces and explicit context dependencies only. A software com-
ponent can be deployed independently and is subject to composition by
third parties."
Cheesman and Daniels [25] have observed that providing the deﬁnition of a compo-
nent could be complex because it will need speciﬁcation of how other components
can work with it. Therefore, it would be more clear to understand if we examine the
diﬀerent forms which a component could take. It is also important to deﬁne the forms
clearly and specify relationship between those forms so that the transition from one
form to the other can be understood. Few of the criteria that should be considered
for transition between the forms include the component standard; i.e., a component
should obey the rules established as an environmental standard. In other words, the
component will be used if it meets certain standards; e.g. Enterprise Java Beans
(EJB) [71], Common Object Request Broker Architecture CORBA/ZIOP [41] and
Microsoft's COM+ [70]. Large businesses tend to use their own components, which
have been deﬁned for them; therefore, components need to be measured by a deter-
mined standard.
In addition the speciﬁcation and utility of a component also identiﬁes if a component
is compatible with the form of another component. For example, with regard to the
fuse used in a power supply for a present day computer, a 5-amp fuse would not be
suitable if the requirement was for a 15 amp fuse. Both would ﬁt without diﬃculty,
however, the 5-amp fuse would be damaged, as it has been designed to meet a dif-
ferent capacity. It means that all the interfaces a plug has to use from the fuse to
provide the function should match the required standard otherwise even one missing
or diﬀerently speciﬁed interface can render it not working. It indicates that speci-
ﬁcation of components, which provides clear speciﬁcation of required and provided
interfaces, should consider the speciﬁcation standards of the components it may work
with in the future. The clear and precise speciﬁcation of components and its required
and provided interfaces is the only way to develop ﬂexible independent components.
Cheesman and Daniels [25] classiﬁed four component forms as shown in Fig.2.1.
1. The ﬁrst form is a component speciﬁcation, which gives the behavioural descrip-
tion of objects, along with the speciﬁcation of implementation and deployment.
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Figure 2.1: The Component Forms derived from [25]
Component interfaces are parts of component speciﬁcations. Component inter-
faces can declare the services provided by the component to users. In addition,
interfaces can also declare the services required by the component from other
components.
2. A component implementation is the second form of a component that deals with
the realization of the ﬁrst form of a component by a contract. This realization
contract provides a way of the negotiation between the ﬁrst and second forms
of the component. A single component speciﬁcation can have a number of
implementations, provided that they show the same publicly deﬁned interfaces.
3. The third form of a component is an installed component, and that is a copy of
the component implementation. There can be a number of installed components
for one component implementation. An Installed component can be assembled
with other components to instantiate it on runtime environment.
4. The last and forth form is a component object, which is an instance of an
installed component to be used. An installed component can have a number
of component objects, and these component objects can only be diﬀerentiated
through their unique runtime state. To understand the concept of many in-
stances for the same installed component, we can consider example of a "Win-
dows Explorer" component that is installed on Windows computers to be able to
access ﬁles on the system. The programmers would have implemented it based
on a textual speciﬁcation provided to them and then used compiler to create
an executable ﬁle. Because there are could be several folders in a ﬁle system,
the user may be interested to see contents of two diﬀerent folders at the same
time. The user will start two independent instances of "Windows Explorer"
component with each instance pointing to a diﬀerent folder. It indicates that it
is not the installed component itself rather its instance that is used to consume
the functionality provided by the component.
Zschaler [109] divided NFPs into two types; intrinsic and extrinsic properties. The
intrinsic properties apply to component implementations and depends on how the
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implementation is done and what kind of resources it uses; one such example is
execution time. The extrinsic NFPs give a service-level perspective and are attached
more with the user's expectation than the implementation details of the service.
Response time is an example of extrinsic non-functional property that concerns only
about the time it takes for a service to complete regardless of how it is done and
the way its architecture may have been designed. The NFPs like execution time and
response time can be attached with a component form based on the type of property
and the form of component it belongs to. Execution time is attached with component
object and not just the installed component because it can only be determined when
a method is called and the time to execute it can be calculated. Other NFPs such
as resource consumption can be linked with installed component form because it can
check at installation time if the system has the required resources available.
2.1.3 Software Architecture
The notion of software architecture is deﬁned in [66] as:
"The fundamental organisation of a system embodied in its components,
their relationships to each other, and to the environment, and the princi-
ples guiding its design and evolution".
This thesis helps improving the speciﬁcation of NFPs of the components so that
the architecture of the CBSEs is more clearly deﬁned. This is achieved by formal
speciﬁcation of the NFPs in a consistent way; this in turn will facilitate the interface
speciﬁcation for both required and provided interfaces of a component to eﬀectively
work with other software components in the system. A clear deﬁnition of a software
architecture concept is also given in [25]. Cheesman and Daniels distinguish a system
architecture from a component architecture as follows.
• The system architecture: The system architecture is the structure of elements
that form with each other a complete software system, which contains the re-
sponsibilities of these elements, their interconnections, and possibly the appro-
priate technology. The system architecture may be made up of various archi-
tectural layers. For example, the user interface of Java EE is performed using
Java Server Pages, the state of user interaction that is held by the user dia-
logues is performed with Java Beans, the business logic that is represented by
the system services is implemented via J2EE session beans and the persistency
that is ensured by business services is implemented with J2EE entity beans.
• The component architecture: The component architecture is included in the
system architecture. It is deﬁned as a set of application-level components,
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Figure 2.2: The Dependencies in Component Architectures derived from [25]
their structural relationships and their behavioural dependencies. The mean-
ing of structural relationships here is the associations and inheritance between
component speciﬁcations and component interfaces, and composition relation-
ships between components. The meaning of behavioural dependencies is the
dependency relationships between components and other components, between
components and interfaces, and between interfaces, as shown in Fig 2.2. For in-
stance, a component architecture may refer in the application to the server part.
Component architecture can be seen as a logical concept rather than technical
realisation. The architecture contains a link between components that deﬁnes
the contract between the components and helps the components to comply to
each other when providing or consuming a service. These links are called connec-
tors, which can be expressed via uniﬁed modelling language (UML) component
diagrams.
Component Speciﬁcation Architectures
A component architecture can have diﬀerent perspectives like implementation per-
spective, speciﬁcation perspective and the component object perspective with each
perspective describing a speciﬁc usage situation [25]. The component speciﬁcation
architecture will be focused around deﬁnition of interfaces and the speciﬁcations
required to allow the integration of the component with other components in the
system. This speciﬁcation will also indicate dependency of the component on other
components and describe the way that dependency is resolved. A deﬁnition with
similar understanding is provided by Cheesman and Daniels [25]. They state that the
speciﬁcation architectures has an important rule, which is:
"Any dependency emanating from a component speciﬁcation is part of
the deﬁnition of that component speciﬁcation and must be adhered to by
all implementations."
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Since many diﬀerent implementations can be done for the same interface speciﬁcation,
the dependency of a component deﬁnes the pre-requisite for every implementation
that is supposed to be complied to before an implementation is considered accept-
able. It means the dependency of a component works as common point of interest
and binds diﬀerent implementations of the component. The principle of component
substitution also depends on the component dependency and its correct implemen-
tation because a component can substitute another component only if it respects all
the interface expectations as well as dependency considerations [25]. The component
speciﬁcation will contain all the information required to be met by diﬀerent imple-
mentations of that component in order to allow its replaceability.
Contract Speciﬁcation
A contract deﬁnes the protocol or steps that must be taken by the client of a com-
ponent to be able to use it. It lists the steps as well as pre-requisites for using a
service provided by the component. There are generally two type of contract spec-
iﬁcations that exist for a component and both are important for the component to
work properly and other components to be able to use the service provided by the
component [25]. The ﬁrst layer is the usage layer where the contract speciﬁes the
pre-requisites for any user to meet before they can use the interface. They need to
request an instance of the interface and then know what parameters need to be passed
and what output will be returned. So this usage contract speciﬁcation will particu-
larly address the information required by the client who wants to use the component.
The second layer of the contract is the realisation layer where the interface deﬁnition
is mapped to the implementation so that the service can be provided as expected.
There can be diﬀerent implementations for the same contract; thus it is important
the realisation contract is clearly speciﬁed so that ambiguity of implementation can
be avoided. This contract speciﬁcation facilitates component substitution because all
the components that can substitute other components must adhere to the contract
speciﬁcation so that the client uses the substituted component without having to
change anything [25].
2.1.4 Component-Based Development Process
In software development processes, component-based software development process
is diﬀerent from object-oriented development process [100]. The task of developing
software artefacts is separated into two roles. The ﬁrst one is component developer
who concerned with developing single components. The second one is the software
designer who is concerned with assembling those components to build up an appli-
cation. In [25], a component-based development process model is proposed based on
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the Rational Uniﬁed Process (RUP) as can be shown in Fig 2.3. In this development
process model, the speciﬁcation and implementation of a component-based software
system is described. This process is concerned with structuring a working system
from requirements. In contrary, the model disregards the concurrent management
process. It is related to time planning and controlling. In Fig 2.3 each box represents
a workﬂow, a thick arrow between those boxes shows a change of activity and thin
arrows denote ﬂow of artefacts among the work-ﬂows. The work-ﬂows allow reverse
steps; incremental or iterative development based on prototypes is also allowed. The
main work-ﬂows are requirements, speciﬁcation, provisioning, assembly, test and de-
ployment.
Figure 2.3: Component-based Development Process derived from [25]
Rottger and Zschaler [88, 90] propose a methodology that extends the view of appli-
cation development in Model Driven Architecture (MDA) [81] to NFPs. Their overall
software development process for NFPs is presented in Fig 2.4. Once the requirement
analysis is complete and the requirement speciﬁcation document is available for mod-
elling, the Application Designer will use this as reference document to specify NFPs
of the system and the constraints attached with the requirements. The application
designer toggles between modelling as well as reﬁning NFPs of the components and
of the components' environment. The main concept of this approach is the division of
measurement description usage [89]. Furthermore, in their approach the deﬁnition of
measurement is separated from measurement usage, which leads to having two roles
of measurement designer and application designer. As a result, measurement designer
and application designer roles helps in combining NFPs speciﬁcations to the system
speciﬁcations.
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Figure 2.4: Development process for NFPs overview derived from [89].
We took inspiration from Figure 2.4 to describe the process of writing the speciﬁca-
tion using QML/CS presented in this thesis. We redesigned the roles and their work
ﬂow in using QML/CS to specify NFPs from NFPs discovery to formal speciﬁcation.
There are diﬀerent aspects of speciﬁcation like measurement, application, resource,
container and system when it is done using QML/CS and work ﬂows for each aspect
is speciﬁed so that each aspect constitutes a role that can be given to the personnel
working on it. These work ﬂows are elaborated in Fig 2.5 that highlights diﬀerent
roles and how do they interact with QML/CS to specify NFPs. We can derive from
this that structure of QML/CS allows diﬀerent people to work together on a project
speciﬁcation independently while complementing each other.
The application designer will derive NFPs from the requirement speciﬁcation and use
this as a reference document to specify NFPs of the system and the constraints at-
tached with the requirements. Since this QML/CS is designed for component based
systems therefore the application designer will have to model the requirements as
services and components and then attach their relevant NFPs like response time and
execution time. The application designer also needs to access the measurement repos-
itory created by the measurement designer, who has identiﬁed all the measurements
in the system and suggested constraints for each measurement based on requirement
speciﬁcation document. The application designer will connect the measurements spec-
iﬁed by the Measurement Designer into the application components and services so
that non-functional speciﬁcation of the system is complete. The completely speci-
ﬁed system document will then be made available for the Component Developer so
that this document can be used as guideline to implement the components attached
with these measurements and their constraints on the component and service oper-
ations. This is done by the application designer where the operation is passed to
measurement as concrete argument, then constrains is placed over such a measure-
ment. Using QML/CS language, the application designer speciﬁes what is needed for
a system based on the requirements of the customer. Flow for four key users of the
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Figure 2.5: QML/CS Roles.
2.2 Non-Functional Properties
When a system is being developed, its speciﬁcations are prepared deﬁning the func-
tional and non-functional requirements of the system. The functional requirements
outline the functions the system should implement whereas non-functional require-
ments are concerned with the behaviour expectations from the functional implemen-
tation [63]. The non-functional requirements are decomposed into one or more NFPs
because the requirement is merely an expectation that should be clearly described
in the form of NFPs. For example, a non-functional requirement from a banking
system can be that "The system should not take more than 10 seconds to complete a
deposit transaction"; this requirement can be fulﬁlled if these constraints are part of
the speciﬁcation so that component developer can consider it implementation. This
is because they both will contribute to measuring such properties.
The NFPs are those properties of the system that deﬁne operation of the system on
top of how it behaves and what functionalities it is supposed to oﬀer. They are an
important part of the system architecture because they deﬁne not only the constraints
on the diﬀerent components of the system but also deﬁne the standards and protocols
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that should be followed when working together. While functional properties of the
system provide information about functions or features of the system, the NFPs will
represent the behaviour of the system in diﬀerent operational environments and what
diﬀerence of behaviour can be expected while operating in each environment [26].
Since the NFPs exhibit diﬀerent perspectives of the system from quality of service
point of view, it is important to be able to quantify them so that they can be measured.
Diﬀerent perspectives of the system will have diﬀerent measures or units attached be-
cause some aspects are measured in time while others are measured in numbers; some
even need nominal classiﬁcation or categorisation of the property's quantiﬁcation.
Not all the NFPs can be measured as discrete values (for example, accuracy). Each
system will have an impact on the way we quantify its NFPs because its functional
elements will deﬁne what needs to be measured. Although each system will have a
diﬀerent set of NFPs depending on its function; an ISO 9126 standard [47] provides a
list and a number of taxonomies for NFPs. A banking system may need security to be
speciﬁed and measured whereas blog systems may not need this property. Similarly,
the extent of details to be speciﬁed for a non-functional property also depends on the
domain of the project. For example, a government project will have more data ﬂows
and validation criteria with multiple login requirements compared to a single sign on
system; therefore the security or reliability speciﬁcation will be in great detail for a
government project compared to single sign on system.
As mentioned above that a single non-functional requirement may be handled by
specifying more than one NFPs, the level of speciﬁcation for non-functional property
may need classiﬁcation or categorisation of NFPs. There are diﬀerent classiﬁcation
schemes for NFPs [67] and each classiﬁcation scheme arranges them in a hierarchy.
For example, the NFPs response-time, execution-time and throughput can be put in
one category of performance and similarly the usability category can contain prop-
erties such as ease of use, eﬀectiveness and time to learn. In the next section we
will discuss a classiﬁcation scheme that can be used for NFPs. The classiﬁcation
of NFPs is helpful in ﬁnding the association of diﬀerent properties with the same
functional component of the system and the dependency between NFPs. There are
many proposed classiﬁcation schemes for non-functional requirements with reference
to NFPs. The classiﬁcation presented by Sommerville [97] suggest that the classiﬁca-
tion schemes of non-functional requirements can be applied to NFPs because NFPs
are derived from non-functional requirements. This classiﬁcation scheme highlights
high level classiﬁcation of non-functional requirements covering not only measurable
properties but also external, ethical and standards related requirements. The clas-
siﬁcation scheme discussed in [1] puts the NFPs into categories, which were also
identiﬁed as Product non-functional requirements [97]. Another study [19] refers to
classiﬁcation of non-functional requirements and its lists the NFPs in the classiﬁca-
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tion that are derived from these requirements. All these classiﬁcation schemes refer to
non-functional requirements and their association with NFPs and this thesis will give
a brief insight into the classiﬁcation scheme [97] used in Zschaler's framework [110]
because the QML/CS language is also based on the same framework.
Sommerville [97] identiﬁed three main categories for non-functional requirements as
Product, Organizational and External requirements. The external requirements cover
the ethical, legislative and regulatory requirements that cover NFPs that can not be
measured from a software point of view. The organisational requirements refer to
environmental, operational and development requirements of the system that are to
be fulﬁlled by the organisation for smooth implementation of the system. The prod-
uct requirements cover mainly the measurable requirements that are more closely
associated with the functional components of the system and implemented by the
component developer when developing the component. The NFPs that can be cov-
ered by product requirements are related to security, dependability, eﬃciency and
usability. There are many NFPs that can fall under one of these categories; for exam-
ple, the eﬃciency considers the performance of the system with consideration of the
required and available resources. As discussed in [97], the NFPs that can be derived
from the eﬃciency related non-functional requirements include but not limited to
time behaviour, performance, throughput of both software and hardware components
and their resource consumption so that we know how the system will behave in a
speciﬁc working environment.
2.3 Software Language Engineering
Many of terminologies and formalisations for quality modelling language of component-
based systems (QML/CS) developed for this thesis have been built on the basis of soft-
ware languages engineering and meta-models. The following subsections explain the
essential notions and concepts of software language engineering (SLE), model driven
engineering (model, meta-model and code generation)and meta-modelling standards.
2.3.1 Introduction
Software language engineering is an approach to develop modelling and programming
languages and therefore a modelling language can itself be considered as an artifact.
The description of software language artifacts is crucial because it plays an important
role for various tasks. Having a language description as a form of input helps the lan-
guage builder in the process of constructing a set of supporting tools to be used by
the language user. In addition, the language user can also beneﬁt from language de-
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scription to understand a program or model of the language. A language description
can take two forms one of which is a BackusNaur Form (BNF) grammar while the
other is a meta-model. Kleppe [57] pointed out that languages can be described by a
meta-model which express the language's abstract syntax. In this thesis we develop
QML/CS using the meta-model approach. The deﬁnition of the language based on a
model uses object-oriented modelling to deﬁne the abstract syntax of the language,
which is a meta-model for the language being created. This model should not only
deﬁne the relationship of language elements but also separate semantics from the ab-
stract syntax. There are many integrated development environments like Eclipse [99]
that support meta-modelling of the abstract syntax as a meta-model using constructs
including Ecore, which has information of the deﬁned classes of meta-model.
2.3.2 Model
This subsection provides a deﬁnition and overview of what a model is and how is it
related to the deﬁnition of a formal speciﬁcation language to specify NFPs of com-
ponent based systems. There are various answers to the question: what do models
mean? Ed Seidewitz believes that a model is a set of statements that can be use to
describe or specify some system under study (SUS) [93]. Since the model represents
a system, the correctness and accuracy of the model speciﬁcation can only be assured
if the claims and statements made in the description stand true for the system under
study. The consistency of the statements made in model description with the system
being studied is also important to accept the model as a representation of the sys-
tem [73].
An alternative, established by Jackson concerns the nature of the truth of the model
stating that the Model is not reality [50, 73]. Meanwhile, Hesse considers the dou-
ble rule of models in software engineering depending on when it is done,i.e, before
creating the original system or described after the original system has been created.
Selic [61] shares this view with Hesse that the models can be either descriptive or
prescriptive; elaborating further that the model can be either created and used for
developing a system or done as a description for a system that has been already cre-
ated. Selic [61] adds to this viewpoint indicating the model can also be created during
the development of the system so that behaviour of diﬀerent components and their
interaction can be understood. Fowler [38] has a perspective that the model can be
linked with the stage of development of a software life cycle and the three levels are
recognised including conceptualisation, requirement and design speciﬁcation and the
implementation.
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2.3.3 Meta-Model
This subsection introduces the concept of meta-model and how it can represent dif-
ferent models and their integration. It also provides information about model-driven
engineering and architecture and explains their link with a meta-model speciﬁcation.
It then talks about the mapping and transformation between diﬀerent models so that
interaction between diﬀerent models can be formally speciﬁed.
The meta-model characterises the structure, semantics and constraints for a group of
models. A precise deﬁnition of a meta-model is
A meta-model makes statements about what can be expressed in the valid
models of a certain modelling language" [93]
It can be considered a model of a model, and is widely used in Computer Science,
with several diﬀerent meanings. The literal meaning of Meta is 'after' in Greek [74].
The aim is to generalise across diﬀerent models to devise a model linked to a set
of related models. A meta-model, provides the grammatical rules for the modelling
language itself [74].
Modelling plays a major role in software development because it can demonstrate a
system and helps in understanding on how the system is working or the way it should
work. With the advancement in technology, the complexity of the software systems
has also increased and therefore the Object Management Group [76] keeps working
on the proposals to encourage use of a standard technique for modelling. There
are many modelling standards documented in Model Driven Architecture (MDA)
from OMG [76] for which the architecture is shown in Fig 2.6. Diﬀerent design and
implementation approaches [2], [17], [55]and [12] support a model driven approach to
develop software systems where model is not just a conceptual entity and they are
part of system visualisations created to describe the functionality and behaviour of
the system. The modelling languages like UML help the application designers to map
the concepts of a real system into a software model so that behaviour of diﬀerent
entities in the system can be modelled and their mutual interaction is understood
accurately. Although modelling languages like UML are generic in their nature and
can cover many domains, some domain speciﬁc languages are also created to model
speciﬁc systems where notations for those systems may not apply generically.
2.3.4 Model Driven Engineering (MDE)
Bezivin and Gerbe [18] tried to deﬁne the modelling and model-driven engineering
in diﬀerent ways. They realised that researching model engineering is a potentially
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Figure 2.6: The four levels meta-modelling architecture of MDA as deﬁned by OMG,
derived from [77]
signiﬁcant area because model driven approach should be considered as important as
object-oriented approach. They also mentioned that models could potentially supple-
ment, if not replace, the status of objects and classes. Bezivin worked with Breton [16]
in 2004 to advocate that model-centric approach is comparatively more suitable than
the object oriented approach. There is lot of focus on the aspect and perspective of
the system from its implementation and usage point of view and therefore models
with high abstraction and low granularity may be a better choice than equivalent
object-oriented models. They also mentioned that a meta-model would work as a
guideline or standard for the model to conform to and therefore representing the
speciﬁc aspect of the system. MDE considers making models ﬁrst-class citizens of
software development. It also deals with the research that works on ﬁnding new ways
to implement transformational techniques so that eﬀective models and their mapping
can be created to facilitate the transformation.
The diﬀerent standards of OMG facilitate model driven engineering but each stan-
dard covers a speciﬁc perspective of model driven engineering. Meta-Object Facility
(MOF) provides a type system along with set of interfaces to create and manipulate
types. UML is a modelling language that provides structures and notations to model
behaviour of diﬀerent entities, components and their interface between those entities
and components. The Common Warehouse Meta-model (CWM) covers speciﬁcation
perspective of modelling metadata so that diﬀerent warehouses can interchange and
exchange information. The QVT (Query/View/Transformation) helps with transfor-
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mation between diﬀerent models. The XML Metadata Interchange (XMI) [80] helps
in using XML data format for exchanging meta-data so that it is easily understand-
able and implemented by transformation tools. Java Metadata Interface (JMI) helps
in using Java for creating and manipulating modelling languages like UML.
2.3.5 Model Driven Architecture (MDA)
Model Driven Architecture (MDA) is an approach to controlling complexity, accom-
plishing high levels of re-use and decreasing the developmental eﬀort necessary for
software development [81]. MDA has been deﬁned by the Object Management Group
(OMG), as a framework that provides an emerging collection of patterns and tech-
nologies focused on a particular software development style [81]. Furthermore, it es-
sentially expresses the relationship between models and their mutual transformations.
MDA gives support for transformations between platform speciﬁc and independent
models (PSMs and PIMs) based on their relationships and use transformation tech-
niques to link them. Platform-independent and platform-speciﬁc models of MDA are
not relevant in the context of this thesis, thus these concepts will not discussed.
In terms of the infrastructure of MDA, primary standards have been deﬁned by OMG:
UML; Meta Object Facility (MOF); XML Metadata Interchange (XMI) [80] and the
Common Warehouse Meta-model (CWM) [77]. There are four layers of modelling as-
sociated with OMG standards, and it plays an important role in the MDA framework.
OMG deﬁned the four layers of modelling for its standards represented in Fig 2.6.
These layers can be classiﬁed as follows:
• M0: As in Fig 2.7, the instances of the M0 layer represent the actual instances of
the running system. For example, names or addresses of people Abdulrahman
in King's College London. This information can exist anywhere in the system
such as the database.
• M1:As in Fig 2.8, the model of the system which classiﬁes and categories the
instances of layer M0, means there is a relationship between M0 and M1.
• M2: As in Fig 2.9, the model of model are the elements that exist in M1 layer
are basically instances of classes in M2 layer. In other words, each element in
M1 is an instance of M2. This layer is called a meta-model.
• M3: As in Fig 2.10, the model of M2 is almost similar to the relationship that
exists between layers M0 and M1, and it is higher layer, in which the elements
of M2 layer can be instances of M3 [100].
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Figure 2.7: M0 Instance derived from [100].
Figure 2.8: M1: Model derived from [100].
Figure 2.9: M2: Model of model derived from [100].
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Figure 2.10: M3: Model of model of model derived from [100].
2.3.6 Model Transformation
Model transformation is an automatic way of generating target model from a source
model [56]. Model-to-text (M2T) transformation is considered as an important ap-
proach of model transformation, which can be used to generate codes from mod-
els [65]. Among others, Model-to-text (M2T) transformations is supported by the
Epsilon Generation Language (EGL) [65], which can be used to translate the content
of a model from one language to another. In this thesis, EGL is used to translate
QML/CS speciﬁcation into TLA+ speciﬁcation in order to show the semantics of
QML/CS based on the transformation template.
2.4 Related Work
This section will discuss related work in the area of speciﬁcation languages for speci-
fying NFPs (NFPs). In the current literature, a number of languages and frameworks
are proposed for modelling NFPs. These approaches address the problem of formal
speciﬁcation of NFPs but most of them are limited in their application. Some of
the languages and frameworks are generic in nature but have Low-level formalisa-
tion, which makes them practically unusable as in [3, 9, 39, 40, 53, 87, 110]. Their
practical usability is constrained by lacking the syntax and semantics to be able to
specify NFPs completely. There are some other languages [61,78,79] that are generic
but are not suitable because of the limited support provided by them in specifying
component-based systems. Also, some of the languages [11, 13, 20, 42, 58, 94] provide
a formal speciﬁcation of NFPs but they oﬀer limited support for NFPs, covering spe-
ciﬁc properties like performance and reliability.
As mentioned earlier, Zschaler proposed a framework which is generic, having a strong
formalisation and claims to propose a formally deﬁned language, named quality mod-
elling language of component-based systems(QML/CS). However, this claim does not
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corroborate the reality as QML/CS is not formally deﬁned rather it is limited to
only few examples of how the language should look like. QML/CS is only discussed
in [110], and no deﬁnition for this language was proposed nor a grammar. With the
information available in [110], it is challenging to deﬁne a language because there
is no grammar, formal speciﬁcation and parser tool that supports the speciﬁcation.
It also is not obvious how will one construct such a language, more details of these
shortcomings of the proposed QML/CS will be discussed later in Chapters 4 and 5.
Furthermore, it also has no tool that can be used to write speciﬁcation based on this
language and his research paper [110] does not address the challenges of building a
formal deﬁnition of the speciﬁcation language because there is no practical implemen-
tation. This thesis has deﬁned and developed a new speciﬁcation language that is
based on the Zschaler's framework and it takes inspiration from proposed QML/CS
examples in the paper. It also addresses the challenges of building a formal speciﬁ-
cation language for NFPs of CBSE.
This chapter will discuss the above mentioned languages based on the categories
which have already been identiﬁed and will explain how they work. The criteria for
associating them with a category and linking it to the gap they have with current
work will be mentioned. The basic criteria parameter for categorising the languages
is based on their formal semantics, genericity, practicality, application domain and
complexity. The categorisation of the languages and frameworks is presented in ta-
ble 2.1. Each language will be discussed separately to explain its attributes and why
it ended up in the assigned category so that its gap with new QML/CS language can
be clearly identiﬁed, thus, this section will evaluate each one on the same categories
and summarizing it in the form of a table.
2.4.1 QML
QML [40] stands for `quality of service modelling language' and was designed with
the consideration that inclusion of speciﬁcation of non-functional property at design
time is important because that is when architecture and context of the application
is deﬁned. It also takes into consideration the context of the usage of an operation
or service so that the non-functional property can be deﬁned at individual operation
level or the service level as a whole. It uses three key concepts of contract type,
contract and proﬁle. The contract type identiﬁes the type of non-functional property
domain that is being addressed like reliability and performance and it mentions an
abstract representation of the structure that is used later to deﬁne the property at
a discrete level. The contract is discrete realisation of the contract type and spec-
iﬁed as instance of contract type and provides detail of diﬀerent dimensions of the
non-functional property being deﬁned. The proﬁle property handles the association
of the contract and contract type with a speciﬁc service or operation, which is made
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possible by QML's design capability that allows to specify NFPs at object-oriented
concepts level like classes, interfaces and objects.
Although QML supports multiple proﬁles to be deﬁned based on the context of the
usage but that has to be done at design time and that means it uses a static adaptation
approach to diﬀerent contexts. It makes QML usable for only design time association
of NFPs with classes, interfaces and operations. Although QML makes use of QoS
Runtime Representation to dynamically manipulate NFPs buts its scope is limited
and does not cover object conﬁgurations, making it less suitable for CBSs. It helps in
deﬁning diﬀerent perspectives of the each dimension of NFP but it does not specify
the impact of each property on the service or component being targeted. It is clear
in its usage because the contract type and contract use easily readable structure to
deﬁne the properties but can be sometimes ambiguous especially when deﬁning values
for diﬀerent dimensions of the same property. It does not mention if the deﬁnition
at proﬁle level can overwrite deﬁnition at contract level. It is practically usable for
design time QoS association and manipulation and it virtually can deﬁne any NFP.
2.4.2 NoFun
Xavier Franch designed a language named NoFun [39] based on ISO/IEC quality
standards. A hierarchical attribute speciﬁcation for NFPs is proposed. Three key
concepts are used named non-functional attribute, non-functional behaviour and non-
functional requirement that specify diﬀerent aspects of a non-functional property. The
non-functional attribute deﬁnes the non-functional property being speciﬁed, non-
functional behaviour deﬁnes the value assignment and non-functional requirement
deﬁnes any constraints associated with the non-functional property when associated
with a module or component. The non-functional attribute has many characteris-
tics that cover domain of implementation giving expected behaviour of operation or
component, type of NFP to be simple or derived, scope of association on which com-
ponents it is associated with, number of diﬀerent deﬁnitions it may have for diﬀerent
contexts and whether it is deﬁned for an individual operation or the whole component.
Although the language NoFun claims its application for both component-based and
procedural programming based systems but it needs adaptation for both to start us-
ing NoFun as their speciﬁcation language for non-functional attributes. It has deﬁned
some notations to avoid natural language description but those notations miss clarity
in their meaning and deﬁnition of too many notations and their reuse in diﬀerent
contexts makes the language ambiguous. It can be suitable for component-based
systems but the NFPs in component-based systems are derived based on individual
operations of that component. Therefore, dependency on internal architecture of the
component is higher because speciﬁcation needs knowledge about internal structure
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of the implementation. It claims to have well-deﬁned semantics but there is no eval-
uation strategy discussed that may indicate the level of formalisation of syntax and
semantics. It also means that although they have many concepts for syntax and
semantics but their formal structure is not well deﬁned.
2.4.3 CQML
Aagedal introduces Component Quality Modelling Language (CQML) [3] that is a
language to specify NFPs of a system. Compared to QML, CQML does not dictate
how the functional speciﬁcation of the system should be written and speciﬁcation of
NFPs is independent of functional description of the system. It can be used to de-
scribe NPFs generically. It allows deﬁnitions of basic data types (e.g, Number, Set),
simple properties and derived properties. However, derived properties are limited in
their deﬁnitions, which means that they can be constructed from either extending ex-
isting simple properties or the composition from other properties with no indication of
how they are composed. CQML consists of four types of speciﬁcations for constructs.
First, QoS characteristic is classiﬁed as a basic construct, which represents a single
measurement. This QoS characteristic is mainly composed from a characteristic's
name and its data type. QoS statements are the second construct, and are mainly
used to restrict each element of QoS characteristics to deﬁne speciﬁc ranges of values
within a single QoS statement. QoS characteristics and QoS statements concentrate
on the speciﬁcations of the independent QoS, and describe how the interface actually
is and how the QoS mechanism is implemented. The third construct is QoS proﬁle,
which involves several QoS statements as speciﬁc components. The fourth construct
relates to QoS categories, which are used to join the three constructs above.
This language is designed for component-based systems but its focus is more on
the syntactic level and there is no formal speciﬁcation for semantic elements. The
language does not have clear speciﬁcation for some of its concepts like Flow and
EventSequence and semantics of concepts change in diﬀerent contexts making their
use ambiguous. The confusion and informality in semantics makes it less suitable to
use because their meaning will change from concept to concept. Although it is generic
in the sense that it can deﬁne any non-functional property but it is not generic for
any component-based system because speciﬁcation has tight coupling for component
and system speciﬁcation of NFPs.
2.4.4 HQML
The Hierarchical QoS Markup Language (HQML) [42] is a XML-based speciﬁcation
language that helps in specifying NFPs with emphasis on discovery of suitable service
on World Wide Web. The NFPs speciﬁcation is saved as a HQML ﬁle and the client
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can request a service by passing the requirement, which is then compared with HQML
ﬁles available for each service that can be used. The user, who requested the service
with pre-deﬁned QoS requirements, is presented with services for which the HQML
speciﬁcation matches the user requirements and the user makes the decision on which
service to use based on the context of requirement. Although the language uses XML
as a speciﬁcation language and XML is widely accepted language to exchange in-
formation, its focus is more on searching the suitable service based on the required
QoS parameters. It makes it typically suitable for cloud environments where users
can request a service based on the requirement and the cloud is able to serve with
the service that matches those requirements. It makes this language more suitable
for a negotiation protocol than used in modelling because it is meant to be used to
exchange the information about NFPs and matching with the service speciﬁcation
HQML ﬁle. This also indicates that it is not suitable for component-based systems
because it is more aligned for a user demand-based service applications over WWW.
The implementation of this language based on XML makes it generic in the sense that
it can be used to specify any non-functional property because XML syntax allows it
to deﬁne any structure with attributes and elements. The only limitation XML puts
is that names of the elements or attributes can not start with a numeric value and
therefore all the NFPs, their attributes and constraints must follow this syntax. It
is more like a conﬁguration language that is used to create QoS conﬁgurations for a
system that can be used to compare with user demands to propose suitable service.
Although it is practically usable language but its syntax is based on generic XML
and therefore it can be ambiguous because XML allows to specify the same property
in two diﬀerent ways. Also it is not designed to be useful for every type of system
and its practicality is limited to the WWW driven service based systems.
2.4.5 CQML+
CQML+ [43] is an extension of CQML [3] is a speciﬁcation language for NFPs of
component-based systems. It was developed as part of a larger project called Quan-
titative properties and Adaptation (COMQUAD) [43] that focused on creating a
system architecture that can help development components with clearly measurable
NFPs. CQML+ develops quality characteristics aligned to measures issued by the
measurement designers. Quality characteristics comprise a name, a semantic and a
domain. The values clause oﬀers quality characteristics of properties being speciﬁed.
Further, the CQML+ oﬀers the construct of quality proﬁles, which assist in associat-
ing functional property speciﬁcations and non-functional speciﬁcations of properties.
It implemented a UML based meta-model that allows computation to be part of the
speciﬁcation so that the speciﬁcation can be made independent of the running sys-
tem containing the components. It also oﬀers a new meta-model for speciﬁcation of
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resources so that their demand and availability can be made part of the speciﬁcation.
Since this language is based on CQML so it carries the problem of semantics and am-
biguity along however it addresses few of them. The unclear mapping between oﬀered
and used QoS of a component in CQML was solved by proposing a new relationship
clause so that ambiguity in speciﬁcation can be reduced. It also introduced tuple
type to handle structured NFPs so that more complex type of NFPs can be speciﬁed.
New meta-models for resources, mapping of use and computation speciﬁcation make
it more practical than CQML and add the capabilities of specifying other constructs
in the system like resources and what are expectations of the component from those
resources. It is comparatively better in being practically usable than CQML but it
did not address all ambiguity issues in CQML. It is suitable for component-based
systems because it deﬁnes the use and expectation of NFPs between the components
and make this deﬁnition independent of the running system.
2.4.6 SLAngs
SLAng [61] is an XML-schema based speciﬁcation language that was primarily de-
signed to write service level agreements (SLAs) including speciﬁcation of QoS at-
tributes. It covers the negotiation between two entities such as component-to-component,
service-to-component, container-to-component, container-to-provider and similar com-
munication in a distributive integration environment where services and components
from potentially diﬀerent providers work together to provide functionality of the sys-
tem. It considers the diﬀerent qualitative and quantitative requirements of QoS
speciﬁcation in diﬀerent contexts and the XML-schema helps in deﬁning diﬀerent
speciﬁcation requirements depending on the type of the project or domain being tar-
geted. This language claims transformation advantages but it is XML that supports
transformation to any format as needed using many tools like Eclipse and XSLT
implementation to convert XML-schema to any format that may be needed. XML-
schema also makes the integration of this language with existing XML based schema
languages like WSDL [102] that work as a contract to use the web services.
The language mentions about monitoring, validation and enforcement of QoS at-
tributes but there is no clear speciﬁcation of how the language can help in it because
it is merely based on XML-schema itself. They have deﬁned some domains like
component, services, persistence etc that they speciﬁcally supported in their original
speciﬁcation but XML-schema is generic in the sense that it can be used to deﬁne any
structure of information that may be needed for QoS speciﬁcation. So SLAng derives
this from XML-scheme that it can be used to specify any non-functional property
but it does not cover how an existing or new architecture can integrate this and what
changes may be required; this makes it less practical because it apparently requires
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architectural changes in the implementation to support this. Its complete reliance on
XML makes it less formal in its semantics because it did not mention any controlling
infrastructure that can be used to restrict the names or attributes of non-functional
property and it is left to application designer or component developer on how they
specify their system and implement it.
This language was improved in [95] where they used UML to model the language so
that formal semantics can be deﬁned and the language can be made more practical
as UML case tools can easily support the speciﬁcation once it is modelled in UML.
However, low formalisation of UML itself keeps SLAng less formal as well. They
used abstract syntax deﬁnition of UML deﬁned by precise UML group and then
associating it with diﬀerent context domains so that semantics for that domain can
be deﬁned for application to that domain. The generic nature of XML and modelling
it with UML structures expands the use of this language in component-based systems,
provides formal semantics but it still lacks the information about integration eﬀort
required for working with existing or new systems. The UML modelling makes it
less ambiguous when used for speciﬁcation because it makes the abstraction speciﬁc
for the use but that also means that a lot of specialisation can exist for the same
abstraction that may give diﬀerent meanings to the same concepts.
2.4.7 UML SPT and MARTE
The UML SPT proﬁle [78] is a speciﬁcation proﬁle from object management group
about the meta-model of non-functional attributes named performance, scheduling
and time. It is based on UML [82], which is a powerful modelling language that
allows users to specify a software system. The performance, scheduling and time are
modelled as UML models so that any component or system that conﬁrms to UML
speciﬁcation can use this as speciﬁcation standard. It did not consider speciﬁcally
component-based systems and provided a generic speciﬁcation and there is no clear
restriction on its application to any domain or type of project.
These non-functional attributes are concerned more with operation or run-time of
the system and are very important for real-time systems but UML SPT has some
limitations in handling them for real-time systems. Many problems have been iden-
tiﬁed [84] and reported to OMG so that speciﬁcation can incorporate those changes
such as SA Proﬁle issue and TVL notation. It is not generic because it handles only
three aspects of NFPs and it does not address challenges of component-based sys-
tems speciﬁcally as well. It is less formal because it is based on UML but integration
with UML case tools extends its usage in speciﬁcation for systems makes it easy to use.
The problems identiﬁed in UML SPT proﬁle for real time systems were addressed
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and solutions provided in MARTE [79], which is another speciﬁcation from object
management group and it adds support for performance, schedulability and time
speciﬁcation to be used in real-time embedded systems. So it is primarily an exten-
sion of UML SPT proﬁle and oﬀers all the advantages discussed above. It provides
a common technique to model speciﬁcation of software and hardware components in
the system so that software and component developers have a mutually understand-
able speciﬁcation. This common speciﬁcation increases the interoperability between
diﬀerent tools in the development life cycle because they all use the same speciﬁca-
tion and therefore transformation of speciﬁcation into development is easier and so is
the evaluation once implementation is completed. It also facilitates construction of
models that can be used to measure performance, schedulability and time in real-time
embedded systems.
2.4.8 CB-SPE
Diﬀerent Frameworks are also proposed in regards to improving QoS in CBSE. The
CB-SPE is one such framework that is a generalization of the SPE approach to CB sys-
tems. The CB-SPE bridges the levels between the component developer and the sys-
tem assembler. This approach, outlined by Bertonlino and Mirandola (CB-SPE) [13],
is based on the UML SPT proﬁle [78] and uses XMI [80] for data exchange. It ex-
tends SPE approach [96], which was written for component-based systems to be able
to support design and speciﬁcation of standardising the component development. The
tool is not developed from scratch, but draws on several other freely available tools,
for instance using ArgoUML for UML processing, to perform its functionality. These
modules, mostly based on other available free tools, are joined together and XMI is
used to transfer data between them, and thus the output of one module becomes the
input of another.
With Component-Based Software Engineering (CBSE) as the base paradigm for this
tool, alongside the emerging importance of component-based development in design-
ing reusable component-based systems, this tool provides a very good initiative to
model the system using CB-SPE. It implements the CB-SPE framework for Soft-
ware Performance Engineering and addresses the problem of component coupling by
considering the components as independent functional units working together based
on agreed integration standard and QoS requirements. It provides input notation to
support the speciﬁcation and evaluation of NFPs making the SPE approach simple to
use and also derives NFPs of the system from the QoS attributes of the component.
It is not generic because it can specify only limited NFPs and the design focus was
also on embedded systems. Ambiguity is also contributed by its basis on UML based




Robocop [20] is one of the component-based frameworks that works as a middle layer
to enable the development and extension of component-based solutions so that the
re-use of the components can be ensured and their integration with other software
and hardware components can be facilitated. It was designed to enable changing con-
sumer devices or services to incorporate new requirements easily into the system so
that the time-to-market can be reduced without compromising the robustness of the
system. This is a framework that provides support for analysis as well as development
techniques, infrastructure to support the integration and speciﬁcation of NFPs like
robustness, reliability and resource consumption. These NFPs are primarily suitable
for devices and services where frequency of change is higher and time to complete
and integrate has to be controlled. The framework provides speciﬁcation of NFPs
robustness, reliability, resource consumption and also provides techniques that can
help to validate and predict these NFPs.
Although Robocop provides an option to specify NFPs but that is just a part of the
bigger framework and it is done only to support the framework capabilities. The
components and applications developed under this framework are allowed to use the
techniques to check their NFPs. The framework also exposes the measurements for
the NFPs to the user so that it can seen which component or application is satisfy-
ing the constraints determined by them. However, there is no formal semantics to
specify them and the framework does not allow speciﬁcation of most of the NFPs
and is limited to robustness, reliability and resource consumption. This makes the
framework non-generic in not only support for a variety of NFPs but also the type
of systems it can work with as it is closely targeted for component-based systems in
rapidly changing consumer devices market. Although it is for a speciﬁc domain but
it is designed around component-based systems and therefore solves the problems of
components working alone or with other components in the system and deﬁne their
integration protocols so that new components can replace old ones. It is practically
usable but the scope of its application and limited support for NFPs make it less
likely choice for application to a larger domain of projects.
2.4.10 Zschaler's Framework
A formal semantic framework is presented in [110], which allow the speciﬁcation of
NFPs for a component-based systems. It is deﬁned on the basis of an extended tem-
poral logic of actions (TLA+) and derives the non-functional property of components
and services from these measurements and it is focused only on components that have
available or determinable NFPs. There are several advantages to using TLA+, such
as the fact that they are easy to use, various ranges of properties can be expressed
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Figure 2.11: the speciﬁcations derived from [110].
and proof rules with model checking analysis techniques can also be supported. The
framework provided ﬁve types called service, component, resource, container and
measurement to represent its core concepts and they can be used to specify diﬀerent
levels of abstraction required to formally specify NFPs of component-based systems.
The concepts of service and component complement each other in a way that service
is the interface provided to use the functionality implemented in the component. The
concept of resource is deﬁned so that the component and service can be associated
with the required resource and the requirement as well as availability of the resource
can be speciﬁed formally. Rather than deﬁning these concepts separately, a container
is deﬁned that can be used to join a component. the service it provides and the
resources it may need to perform the task. The concept of measurement is deﬁned
to specify NFPs that is linked with either a service or a component and is used to
mention the constraints for the NFPs as well. Fig 2.11 presents an overview of the
speciﬁcations outlined in Zschaler's approach [110]. There are two major sides to
establishing component-based systems with the described NFPs:
1. Component developers to specify NFPs of component in such a manner that it
has certain constraints attached with it.
2. Application designers and the runtime environment must employ these elements
so that the NFPs required from the application can be assured.
To provide a clearer picture of key concepts and types of speciﬁcations, the system
model presented in [110] can be viewed in the Fig 2.12. Zschaler [110] illustrates
that a component-based system is composed of a container that uses components
and resources, provides services and has a container strategy. As mentioned earlier,
it uses TLA+ to add formalism to the speciﬁcation of NFPs and the focus is on
specifying them in a way that system level NFPs are derived from component level
speciﬁcations. The framework considers speciﬁcation of all NFPs with emphasis on
measurable properties so that expressions for their evaluation are also expressed part
of the speciﬁcation. Also the design constraints limit the ability of this framework
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and any languages based on this framework to be able to specify the properties that
can not predicted or measured statistically.
Figure 2.12: System model derived as a UML diagram [110].
QML/CS
`QML/CS' stands for quality modelling language for component-based software. It
is a speciﬁcation language for NFPs and considers two main concepts of the archi-
tecture including component and service. It mentions about how resource demand
can be speciﬁed as part of NFP speciﬁcation and presents ideas for integration of
resource with measurements to give an overall representation of the system. The
QML/CS language, as it exists, is not well deﬁned, and shows only general principles
of how the formal speciﬁcation may look; therefore the development of a new formal
speciﬁcation language that is well deﬁned is an important step towards building a
practically usable formal speciﬁcation language for NFPs of a component-based sys-
tem. As it aims to handle measurable NFPs of component-based systems; ﬁrst of
two main concerns is to handle for a practically usable language would be to allow
the application designer to specify NFPs in measurable way. The second concern is
that the speciﬁcation should be complete enough so that the component developer
can use that speciﬁcation to implement NFPs in the system. This implementation
should allow the evaluation of NFPs against the speciﬁcation.
The low level formalization of Zschaler's approach, as it is based on TLA+, makes
it unusable for realistic application because there is no formal language that can be
used. Also the presented concepts of service, component, resource, container and
measurement are not complete and do not cover all dimensions of the NFPs being
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speciﬁed. We aim to remove this Low-level formalization and replace it with high-
level abstraction speciﬁcation so that it can be applied for realistic software systems
built from component-based architectures.
2.4.11 TADL
In 2008, Mohammad and Vasu [72] developed TADL, which stands for architecture
description language for specifying trustworthiness of the system at architecture level.
It is very speciﬁc to architecture description and is not only designed for NFPs. It
has more formal description of the services, contracts needed to use those services and
support of those contracts at interface level. One of the advantages of this language
is that it speciﬁes the data parameters as well so that the control on the content and
type of content is established. This serves the purpose of this language for being able
to specify and evaluate NFPs related to trustworthiness like security, safety, avail-
ability and reliability.
The language is not generic because it does not address any other properties but
security, safety, availability and reliability. Also NFPs are just a subset of the speci-
ﬁcation abilities and that too is limited; this makes this language less practical. It is
suitable for component-based systems because the architecture it supports for archi-
tecture description is well suited with component-based architecture. The language
does not have any formal semantics and there is no tool that supports speciﬁcation
using this language.
2.4.12 E-Motion Observers
Troya and Vallecillo [103] present an approach similar to Zschaler's framework [110],
which is considered to be an extension of their e-Motions environment for the devel-
opment of domain-speciﬁc languages. In-place model transformation rules are used
to deﬁne the behavioural semantics of these languages. The additional 'Observer'
objects are then added, in order to deﬁne NFPs and the basic semantics rules are
extended by updating the values of the observer objects.
However, the approach of Troya and Vallecilla is diﬀerent from Zschaler's semantic
framework in a number of ways, such as it requires a set of rules for the target system
to be modiﬁed in order to add the semantics of updating observer objects. Further-
more, Duran, Zschaler and Troya later introduced a new approach i.e. integrating the




Observers in e-Motion involve a diﬀerent approach, addressing the problem of validat-
ing the behaviour of any given operation conforming to the expected measurement
speciﬁcation parameter; the same problem will be solved in this thesis using the
weaving model technique. The main diﬀerence between the two approaches is the
way the behaviour of the context model and the application model is expressed. The
E-Motion Observers use a graph transformation method to express this behaviour; by
contrast, the solution proposed in this thesis uses a state machine model to express
the behaviour of both the context model and the application model. The E-Motion
Observers model considers the transitions to be ﬁrst class citizens, not the states and
states are instances of their graph types meta-model. It speciﬁes transitions by deﬁn-
ing rules, with each rule relating to a potential transition. This means that diﬀerent
rules are deﬁned for transitions of a context model and the application model and
therefore these rules will need to comply with one an other when we map a context
model to an application model and vice versa. The E-Motion Observers model is a
good example where the source and target rules are diﬀerent but they merge to pro-
vide a complete speciﬁcation; although this tight coupling of the source and target
rules makes the observer approach less reusable.
The observer model in [35] somehow implies a mixed or merged deﬁnition of a mea-
surement, integrated with a context model, whereas in this thesis both measurement
and the context model will be treated as two separate concepts. The state-machine
model is comparatively simple than the graph transformation as it can be represented
with simple states and ﬂow between them where as graph transformation needs math-
ematical notations to represent it eﬀectively. The states of a state-machine model
provide more insight into the internal behaviour of the method and therefore an im-
proved accuracy of measurement can be sought. The approach in this thesis makes
the concepts of measurement and the context model more independent and loosely
coupled. It makes deﬁnition of measurement easier with possible transformations to
more than one context models based on the context in which the measurement is
being used. This also helps in making the measurement deﬁnition and then mapping
it to a context model based on the environment.
2.4.13 Palladio
The Palladio Component Model is the base for Palladio-Bench [11]. PCM is com-
posed of four main models, which express diﬀerent aspects of the system, and a usage
model that expresses user behaviour. The UML-like graphical editor is used by PCM
to model several performance analysis methods for software systems. Palladio, based
on the Palladio Component Model is an advanced performance modelling language.
It supports the meta-model in relation to quality of service attributes such as per-
formance, reliability and maintainability of software systems based on component
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driven architectures. PCM was also used as a base concept from which several core
elements of Descartes Modelling Language are derived [58]. Component, System, Re-
source Environment, Allocation and Usage are sub-models within the PCM model,
and PCM uses a parametrised approach to control the behaviour and inﬂuence of
these modules in a meta-model. This parametrised approach gives the designer more
power and provides an opportunity to identify performance related problems early
in the software development life cycle, thus increasing the chances of good quality
service software systems.
Although PCM provides for quality of service, it supports limited NFPs like perfor-
mance and reliability. The formal speciﬁcations of performance and reliability are
non-generic, and therefore cannot be used to specify other NFPs, such as response
time, scalability, correctness. As a result, this makes application of this language suit-
able for only a few NFPs. It has formal semantics but that does not help in making
it practically useful because its support limited to speciﬁc NFPs mentioned above. A
recent paper [34] discussed the improvements in the way PCM handles speciﬁcation
of NFPs but it is too early to say that it handles the existing limitations mentioned
in this thesis.
2.4.14 ProCom
ProCom [94] is a component model designed for control-intensive real-time embedded
systems to help develop component-based solutions where controlling of the behaviour
of the system in the context it works is very important. ProCom is a comprehensive
component-model that has strong semantics to be able to specify the requirements
and design objectives of the system being developed and then provides guideline for
the whole development process. It also covers the testing and evaluation of functional
and non-functional aspects of the components and deﬁne how they can work together
to provide the system functionality. It follows the PROGRESS approach [22] because
it covers the three distinctive processes like design, analysis and deployment covering
the whole life cycle of the system from inception to deployment. It provides a hierar-
chical speciﬁcation technique to specify the non-functional requirements at diﬀerent
level of granularity so that each next level derives from the upper level and provides
further information to specify.
Although the component-model has the ability to specify the non-functional attributes
at diﬀerent granularity level and suitable semantics are available to specify but this
multi-level speciﬁcation makes it complex to specify and doing it without a tool be-
comes hard to maintain. Its practically usability is constrained with the requirement
of a tool and the complexity of speciﬁcation may render it less usable when suitable
tool is not available. The multi-valued speciﬁcation of the non-functional attributes
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provides a comprehensive speciﬁcation strategy to specify non-functional attributes,
their values and evaluation techniques and can be very useful if there is a suitable tool
that supports the speciﬁcation. It is designed to work with component-based systems
and its architecture support speciﬁcation and evaluation of NFPs for components and
their integration.
2.4.15 The Framework of Jezek and Brada
Contrary to many component-model frameworks [20, 94] where they propose a new
component-model framework and then suggest a speciﬁcation standard for NFPs, this
framework [53] addresses a very important domain of facilitating existing component
models and frameworks that miss speciﬁcation of NFPs in their design. It provides a
comprehensive framework to enable existing component-based systems to use NFPs
so that the consistency of the components and the way they work together can be im-
proved; and that is without changing the architecture of the existing component-based
systems. It proposes a three step strategy to integrate the NFPs with existing com-
ponents where each step is handled by a module in the framework. The modules are
named as deﬁnition, attachment and evaluation of NFPs. A repository is maintained
to deﬁne the NFPs and interface is provided so that these NFPs can be attached with
the components. The evaluation module will ensure that NFPs are validated as per
their deﬁnition when the components work together. Since the framework is designed
independent of any native component model; the component-based system that will
use it has to support the integration with this framework so that its components can
use NFPs deﬁnition from repository.
Although the framework claims to be independent of the component model used to
develop the component-based system, it still needs changes in the component-based
system to work together and these changes will vary from system to system. This
requirement is based on the assumption that the components should be able to inte-
grate with the repository of NFPs so the component architecture can have an impact
on the integration. This compromises the generic nature of the framework and also
exposes the dependency of the framework on architecture of the target component-
based system. The Zschaler's framework [110] addresses this problem by keeping
the speciﬁcation of NFPs separate from the implementation so that it can be used to
specify NFPs without worrying about the underlined architecture and can potentially
work with any component-based system. The framework [53] has formal semantics to
deﬁne NFPs and it uses the concept of basic and derived properties like [39]. It also
provides the semantics to integrate components feature wise so that the evaluation
can consider the values attached with features of the component to check the binding
of the components. However, this level of granularity makes it complex to use because
the components will have to link with NFPs for each feature and the component over-
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all. It provides diﬀerent ways to specify the property and its speciﬁcation is based on
mathematical concepts of set and their use in building relationship between NFPs of
two components being integrated.
2.4.16 Descartes
Just like Palladio, Descartes Modelling Language (DML) [58] is another architecture
description language that provides modelling of non-functional requirements related
to performance and availability of the system. It also provides resource management
abilities so that the above mentioned NFPs can be ensured while the system is opera-
tional with emphasis on eﬃcient resource requirement and management. It addresses
the challenge of run-time resource management with changes in the working environ-
ment depending on dynamic changes in the requirement of resources. It is diﬀerent
from other languages and frameworks discussed here that it is the only one handling
speciﬁcation of run-time resource management along with speciﬁcation of NFPs.
The speciﬁcation of resource management and run-time management of the resources
makes it very complicated to use because the resources are managed in two layers;
virtual requirement of the resources and then physical resources allocation to meet
the requirement. Although this language models quality of service, it oﬀers limited
support for NFPs, covering performance and reliability only. In addition, the formal
speciﬁcations of performance and reliability are properties-speciﬁc, and therefore can-
not be extended to specify other NFPs, such as response time, scalability, correctness
and so on. This limited support and lack of generalisability makes application of this
approach suitable for only a few NFPs. It is suitable for component-based systems
because it handles the resource management for the components and the system at
run-time. It has formal semantics to specify performance NFPs and their related
resource management to dynamically adapt to changing resource requirements there-
fore the speciﬁcation for both NFPs and resource management is detailed enough to
handle the complications of the dynamic working environment.
2.4.17 The Framework of Banerjee and Sarkar
The latest advancement framework [9] aims at formal speciﬁcation of extra-functional
(another synonym used for non-functional) properties (EFPs) and it uses Z-notation
[98] to specify the NFPs. It handles complete process of NFPs from deﬁnition to
evaluation and evaluation is facilitated with ﬁrst assigning the EFPs to components
and then using ZTC type-checker [54] to evaluate the correctness of the assigned
properties. Although the speciﬁcation model was designed to be suitable for systems
designed using Z-Formal Speciﬁcation of Component Model (ZFSCM) [10] but it is
claimed to be suitable for any component model driven component-based system.
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This framework has lot of similarities with [53]. They both use the same concepts of
simple and complex properties and are very similar in realisation of NFPs. This new
framework even mentions the simple and derived properties and concept of composi-
tion to create or specify NFPs based on other NFPs. Additionally it relies heavily on
ZFSCM and uses predeﬁned and established Z-Notation concepts of ZFSCM to for-
mally specify NFPs and assigning them as a property in the target component. This
framework proposes a categorisation for NFPs putting them into directly compose-
able, architecture related, derived, usage-dependent and context-oriented properties
but the classiﬁcation is not clear as it potentially puts the same property in diﬀerent
categories.
It presents the good level of support for component-based systems and has an evalua-
tion mechanism using ZTC type checker that ensures correctness of the speciﬁcation.
It is practically usable because it provides support for speciﬁcation, assignment and
then evaluation of NFPs but it is complex to use because the user will have to learn
Z-notation, ZFSCM, ZTC type checker and the descriptive speciﬁcation protocol. It
is generic in the sense that it can be used for any type of component-based systems
and also has the ability to specify virtually all NFPs; both simple and complex that
are derived from simple property speciﬁcation. Having oﬀered all these advantages,
this framework has a challenge to oﬀer something new because it is very closely based
on the concepts discussed in [53] and suggests another notation to represent the same
concepts.
2.4.18 Discussion
This section will discuss related work in the area of speciﬁcation languages for speci-
fying NFPs. Current research of the speciﬁcation language sector and the inspection
of available languages is likely to raise the following observations concerning the re-
quirements of a service-centric QoS speciﬁcation language:
• It should be generic so that it can be used to deﬁne a variety of NFPs and a
consistent speciﬁcation can be provided.
• It should have strong semantics so that clear speciﬁcation is written and ambi-
guities are minimum. Also each feature should have clear understanding from
the semantics so that they can be evaluated and automated.
• It should be practically usable so that it can be used in software development
life cycle to design and convey the non-functional requirements from inception
to evaluation.
• It should be comprehensive enough to able to specify NFPs for component-based
systems and other development models.
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• It should be easy to learn and its integration with existing and new architectures
should be smooth so that its acceptance can be increased.
The table 2.1 is presented based on speciﬁc criteria including genericity, practical-
ity, application domain and complexity. Genericity implies whether the language
is limited to a set of properties, that is NFPs for component-based systems. The
practicality criterion relates to the ability of a language to be practically usable in
specifying NFPs of component-based systems. Application domain criteria refers to
the support provided by the language in specifying component-based systems and if
it is speciﬁc to component-based systems or it can specify other type of projects as
well. Complexity indicates how much learning is needed to understand structure of
the language, its features and its use in target system.
Most of the existing speciﬁcations, as those presented in table 2.1, limited to spe-
ciﬁc NFPs (e.g., HQML [42] ,CB-SPE [13], Robocop [20], Palladio [11], TADL [72]).
Others slightly support the necessary concepts for NFP of component-based system
(e.g., QML [40], SLAng [61],UML SPT [78], MARTE [79]). The approaches (e.g.,
CQML [3], CQML+ [43], Zschaler's framework [110]) are generic but their low level
formalisation makes them practically unusable. It is desirable to design a language
that is more readable, can hide the complexities in abstraction and allows formal spec-
iﬁcation of NFPs practically. E-Motion Observers [35] is a framework that is generic
and practically usable but it is very complex because it combines the concepts of con-
text models and measurements; and the concepts are tightly coupled. As discussed
above, although Zschaler claims to propose a formally deﬁned language, named qual-
ity modelling language of Component-Based Systems(QML/CS). However, this claim
does not corroborate the reality as the framework does not feature a practically usable
language, and the proposed QML/CS language, as it is discussed in [110], is not well
deﬁned, referring to general principles regarding how the formal speciﬁcation might
look [52]. We therefore propose a generic usable high-level speciﬁcation language for
NFPs of CBSE.
2.5 Summary
This chapter has reviewed related research, including role of MDA in Application
Development, NFPs, Development Process for NFPs, quality modelling languages
and approaches. Moreover, the review of literature and related works supports
this research in helping identify gaps in modelling quality language generically in
component-based systems and guide direction to the proposed quality modelling lan-
guage in as an actual language, systematic approach. The following is a summary of
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QoS approaches Genericity Practicality Application Domain Complexity
QML [40] Yes Yes General low
NoFun [39] Yes No CBS low
CQML [3] Yes No CBS high
HQML [42] Yes limited usage Web Service low
CQML+ [43] Yes No CBS low
SLang [61] Yes Yes General low
CB-SPE [13] No Yes CBS low
UML-SPT [78] Yes Yes General low
MARTE [79] Yes Yes General low
Robocop [20] No Yes CBS low
NFPCBF [110] Yes No CBS high
TADL [72] No Yes CBS high
Palladio [11] No Yes CBS high
ProCom [94] Yes No CBS high
GEFPF [53] Yes Yes CBS high
Descartes [58] No Yes CBS high
E-Motion Observers [35] Yes Yes CBS high
EFPCBSF [9] Yes No CBS high
Table 2.1: Comparison of QoS Speciﬁcation languages and Frameworks
the main issues in this chapter.
Existing tools of specifying NFPs tend to focus on speciﬁc properties, and also generic
modelling languages cannot be used to specify NFPs of component-based system.
Driving a comparison between theses tools and generic languages, we have identiﬁed
that there is no such existing language that can be used to generically model NFPs;
and it has formal semantics with support for CBSEs and less complex. Therefore, the




A Meta-Model for QML/CS
This chapter deﬁnes a quality modelling language (QML/CS), a speciﬁcation lan-
guage for modelling the non-functional properties (NFPs) of component-based soft-
ware (CBS) through the creation of a new meta-model. This is achieved using the
simplest technology available and that problems encountered will be discussed in sub-
sequent chapters.
The structure of the chapter is as follows. Subsection 3.1, introduces and the con-
textualises the work. Subsection 3.2 provides details of the language architecture
used, and in Subsection 3.3 QML/CS is deﬁned. Subsections 3.3.2 to 3.3.7 provide
a meta-model of relevant concepts, and a discussion concerning substitutability and
conformance between constructs in QML/CS.
3.1 Introduction to QML/CS
Zschaler's [110] thesis deﬁnes the Semantic Framework for Non-functional Speciﬁ-
cations of Component-Based Systems using measurements to specify the NFPs of
component-based systems. It oﬀers a framework deﬁned based on extended temporal
logic of actions (TLA+), deriving the NFPs of components and services from these
measurements. TLA+ oﬀers a logical foundation upon which to specify details and
reason about concurrent systems.
Zschaler's framework provides ﬁve types: service, component, resource, container, and
measurement, to represent its core concepts. These can be used to specify the dif-
ferent levels of abstraction required to specify the NFPs of component-based systems
formally. The concepts of service and component complement one another according
to the supposition that service is an interface provided to expose the functionality
implemented in the component. The concept of a resource is deﬁned so that the
component and service can be associated with the required resource; enabling the
requirement and the availability of the resource to be formally speciﬁed. The concept
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of container is deﬁned that can be used to give combined representation to other
concepts like component, the service it provides and the resources it may require to
perform a task. The concept of measurement is deﬁned to specify NFPs linked with
either a service or a component, and this is also used to mention constraints for NFPs.
Zschaler's framework conceptualised a context and application model to separate the
abstraction of speciﬁcation from its application to a speciﬁc application domain. The
non-functional behaviour of a component or service is deﬁned by a set of states that
indicate the internal structure of the non-functional property being speciﬁed. The
context model expresses a state machine model; this is independent of where the
context model will be applied. This aﬀords the liberty to specify measurements that
are independent of the concrete application where it will be used; this also means
that a context model might have more than one concrete application. The applica-
tion model provides a concrete application of the context model; therefore, it is more
closely associated with a real system wherein it is being applied to derive concepts
from the context model to be applied to specify NFPs. Both the context model and
application model are important, because they provide means to deﬁne measurements
independently of the application, and to map the behaviour of measurements.
The QML/CS language is based on Zschaler's framework, but provides modiﬁed def-
initions of some concepts, such as the context model and application model. These
modiﬁcations arise because the concepts of context and application model are ambigu-
ous because the diﬀerent parameters of measurements represented by same context
model may exhibit diﬀerent behaviour. This ambiguity aﬀects the ability to deﬁne
measurement based on the context model. The QML/CS language introduces a new
class diagram that assists in mapping the context model to measurement deﬁnition
and therefore provide clarity in terms of how measurements are formally deﬁned, and
such that their deﬁnition conﬁrms to the context model. Consequently, the structure
of the context model is modiﬁed to include a class diagram alongside the state ma-
chine model presented in the framework.
A summary of the achievements in this part of the thesis are as follows:
1. Language deﬁnition for QML/CS.
2. A comprehensive grammar for concrete syntax of QML/CS.
3.2 Language Architecture
This section explains the architecture of the QML/CS meta-model. It also shares
















Figure 3.1: The high-level organisation of the QML/CS meta-model.
L/CS's high-level organisation. It describes the package structure of the QML/CS
meta-model, and the related OCL meta-model. Moreover, it deﬁnes language speci-
ﬁcations, models and reusable metalanguage OCL. Fig 3.1 provides information con-
cerning each package and each class in the QML/CS meta-model. There is a package
for each core concept so that these concepts can be reused in the context in which
they are being applied.
The meta-model for QML/CS is composed of nine packages because there is a package
for each core concept, as shown in Fig 3.1.
• Context Model Package:
This package supports provision of an independent description of a speciﬁc ap-
plication. It contains a number of concepts that are necessary to describe in
abstract how the application works. It also links instances of the context model
classes to the relevant state machine model, and is used by the measurements
to deﬁne the behaviour of the measurement parameters. The model mapping
package uses this package so that the behaviour of a measurement and its param-
eters can be validated based on the contextual use of measurement parameters
in a speciﬁc application context. It also contains the class diagram concept




• Application Model Package:
The application model package represents a meta-model for deﬁning applica-
tions. A speciﬁc application model can be seen as an instance of the context
model designed for a speciﬁed use. The application model provides a basis for
validating the context model, because it is used to reference and map entities
in a context model to entities implemented in an application model. The ap-
plication model can implement behaviour to manage measurements and their
parameters in the context of their implementation, and provide an interface for
mapping measurements to their abstract representations in the context model.
• Measurement Package:
This contains the measurement concept based on the context model package,
which makes it possible to describe a speciﬁc measurement. This package uses
the context model package to deﬁne the behaviour associated with parameter
types. This package can be applied to a speciﬁc operation by the application
model.
• Mapping Model Package:
This package is responsible for establishing the mapping between the measure-
ment context model and the relevant application model, and is implemented to
apply the context model to a speciﬁc scenario. It uses a number of mapping
strategies to map the application model with its measurement context model:
class mapping, state machine model mapping, state mapping and transition
mapping. These mapping strategies can validate the behaviour of the measure-
ment parameters in comparison with the behaviour of the operations to which
the measurement is being applied.
• State Machine Model Package:
This package is used by the context model package to deﬁne the behaviour
of the measurement's parameters, and the behaviour of the operation in the
application model. It allows the deﬁnition of the state machine model, states
and transitions. The model mapping package can use this package to validate
the operations in the application model against the measurement's parameters
in the context model.
• Resource Speciﬁcation Package:
The resource package is necessary to deﬁne the context and environment be-
ing considered to deﬁne the measurement and its associated constraints. This
package is used to link the resource speciﬁcation with the context and applica-
tion models, and is associated by the container package with the component or
service being speciﬁed for the non-functional requirement.
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• Container Speciﬁcation Package:
The primary purpose of the container package is to link the deﬁnitions of various
entities within the system, such as deﬁning the resource and linking it with
concrete concepts and component and the service being provided by the speciﬁed
components. The idea here is to organise the deﬁnition of these concepts in such
a way that they appear to be linked to each other and can be evaluated as a
combined deﬁnition of the container element. This is important because it
deﬁnes relationships between those concepts and contributes to representation
of the System.
• System Speciﬁcation Package:
The system package represents the the system's integrated perspective, in which
we can locate all the partial deﬁnitions of the system. The package links them
together to give a complete system speciﬁcation. The system also represents
instances of all packages and links those instances to provide an overall picture
of the system's speciﬁcations.
• OCL Expression Package:
This package deﬁnes a variant of OCL. It uses measurement, resource, con-
tainer, and application model packages to specify OCL expression and identify
any constraints on the behaviour of these design elements.
3.3 QML/CS Meta-Model
This section discusses the fundamental models and speciﬁcations of QML/CS and
provides an overview of the QML/CS meta-model. The meta-model comprises the
following parts excluding OCL meta-model concepts:
• Context Models and Application Models: Context Models are required to al-
low a measurement to be described independently of its concrete application,
whereas application models are used to apply the context model to a concrete
deﬁnition.
• Services: representing one of many services provided by a system.
• Component: representing a functional part of the system that provides a service.
• Measurement: representing the NFPs of systems and the constraints associated
with them.
• Resource: representing the environment in which the application will run and
the demand for NFP's speciﬁcation.
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• Container: combining the separate deﬁnitions of measurements, the component
or service where the measurement is applied, and the required resources.
• System: it delivers overall picture of the system speciﬁcation, which may have
more than one container, and their internal deﬁnitions.
Throughout, we use OCL [83] as an expression language; To achieve this it was
necessary to extend OCL in some places. These extensions, together with the core
QML/CS meta-model, are described below as a subsection per concept.
3.3.1 Context Models and Application Models
The context model deﬁnition in [110], as mentioned earlier, is ambiguous because the
diﬀerent parameters of measurements represented by same context model may exhibit
diﬀerent behaviour. Therefore, we extended the context model with a new class dia-
gram to facilitate the expression and mapping of measurements. The class diagram
links the context model with the deﬁnition of measurement and provides a mapping
structure so that the parameters for the measurement can be evaluated to identify
behaviour. The class and attribute concepts from the class model for the newly in-
troduced class are used by OCL [83] to provide expressions in terms of measurement
deﬁnition. The context model is speciﬁc in that it mentions relevant elements for the
measurement for which it is being deﬁned, but it is generic with regard to specifying
the component, operation or attribute, keeping the deﬁnitions abstract.
The application model oﬀers a concrete representation of the context model indicating
the context of the domain in which it is being applied, so that all abstract represen-
tations in the context model are linked with the concepts from the application. This
means that same context model can be applied to diﬀerent situations, and that the
application model will reﬂect the specialisation of the context model for each situa-
tion. It also indicates that there could be more than one potential application models
for each context model, so that the context models can be applied generically to de-
ﬁne measurements and their practical implementations. The context model, as can be
seen in Fig 3.2, adds a new class diagram are also reﬂected in the application model,
so that mapping between the context model and the application model is consistent
and can be evaluated. That indicates that the application model can be considered
an instance of the context model. Therefore, mapping of a speciﬁc application model
to the context model is essential for the system in which the measurement is being
applied.
Fig 3.2 shows the components of meta-model that we developed for QML/CS. It rep-
resents how context and application models can be represented as a meta-class, and
51
3.3. QML/CS META-MODEL
Figure 3.2: Context and Application Meta-Model
shows the core concepts of the meta-model for both models, as is expressed by state
machine and the class-model of the newly added class diagram. The state-machine
represents behaviour of the type of the parameter and therefore compatibility between
types can be evaluated. Each context model can be used by a measurement to de-
scribe the behaviour of its parameters. It consists of the meta-class that is associated
with its attributes and state machine model that contains a number of states and
transitions. Transitions have source and target associations to link various states.
Each application model can be used by a application to describe the behaviour of its
operations. It is also linked to the meta-class that is associated with its attributes
and in additional to a state machine model that deﬁnes target operations, which also
consist of a number of states and transitions where each transition references source
and target states.
Fig 3.3 shows an example of a context model deﬁning the relevant steps in an operation
call, in conjunction with a class model part named ServiceOperation. The transition
indicates tasks that occur when the transition starts (as shown in Fig 3.3). If a service
has not received any request to execute an operation, then the service should remain
in the `Idle' state. If a component has received a request, then the service goes to
the `RequestAvailable' position. Subsequently, when the service starts the process of
handing the request, the service should move to the `HandlingRequest' state. Once
the process of handling the request completes, the service should return to either the
`Idle' or `RequestAvailable' position, depending on whether a new request has been
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received or not. The ServiceOperation class is deﬁned in the context model to support

















Figure 3.3: Example of Context Model.
The Fig 3.4 demonstrates an example of an application model for a component
Counter, which implements two methods to increase the value of a counter vari-
able and return the currently allocated value. It shows the diﬀerent states encoun-
tered when performing an increment operation like ReceivedIncrement, StartingIncre-
ment and FinishedIncrement to obtain the current value of the Counter variable: i.e.
ReceivedGetValue, StartingGetValue and FinishedGetValue. The name and num-
ber of states for a component will diﬀer according to on the type of feature being
implemented, but this simple example highlights how an application model can be
represented as a context model with speciﬁc states and their operations [110]. An-
other example of an application model could be for a component Tracer to assist
in maintaining diagnostic information about a system; thus, when a request returns
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trace information then the system is working. This implies the typical states of Re-
ceivedLog, StartingLog, SavingLog, FinishedSavingLog and FinishedLog for the log
operation, and ReceivedGetTrace, StartingGetTrace, ReadingLog, TransformingLog
and FinishedGetTrace as a get trace method. Both these application models provide
instances of the same context model that shows an abstract component, speciﬁcally


























Figure 3.4: Example of Application Model.
3.3.2 Measurement
In line with [110], we consider NFPs as constraints over non-functional characteris-
tics. These characteristics are measurements; that is, they map a given state system
(and possibly a history of states) to the value of the property. Constructing a meta-
model for measurement requires deﬁnition of the rules associated with main concepts.
The key elements are represented in the measurement meta-model, which is shown in
Fig 3.5. AMeasurementDeclaration has properties name and Data Type. It references
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InContextModelStatement so that a link to the measurement context model can be
established. A measurement can have one or more parameters, which is represented
by a link to MeasurementParam. MeasurementParam has a property name and a
reference to QClass type. In addition, MeasurementDeclaration includes a measure-
ment context named MeasurementCxt that gives a context for which a measurement
can be speciﬁed along with ConstraintCS for specConstraints, which is a part of OCL
expressions.
Figure 3.5: Measurement Meta-Model.
Listing 3.1 shows QML/CS measurement declaration syntax. The rule Measurement-
Declaration starts with the feature named context to reference the rule InContextMod-
elStatement that refers to the reference of measurement context model (as speciﬁed in
lines 9 and 10). Line 3 begins with keywords 'declare' and 'measurement', followed by
dtype and name features which represent a data type and name for the measurement.
Line 4 mentions that a MeasurementDeclaration contains an arbitrary number (*) of
MeasurementParam which are added (+=) to a feature called params. Line 6 also
shows that a MeasurementDeclaration contains an arbitrary number (*) of Measure-
mentCxt which are added (+=) to a feature named msCxt. The ruleMeasurementCxt
starts with a keyword 'on', followed by feature mpara which represents a parameter
name. The feature trans references a transition that comes from a measurement con-
text model. It demonstrates what happens in each transition of context model for this
measurement speciﬁcation indicating change in variables associated with transition





3 ' dec la re ' 'measurement ' dtype=Type name=MeasurementID ' ( '
4 ( params+=MeasurementParam ( ' , ' params+=MeasurementParam) ∗
5 ) ? ' ) ' ' { '
6 (msCxt+=MeasurementCxt(msCxt+=MeasurementCxt) ∗) ?
7 ( ownedConstraint+=specConstraints ) ∗
8 ' } ' ;
9 InContextModelStatement :
10 ' in ' ' context ' name=ImportName ' ; ' ;
11 MeasurementCxt :
12 'On' mpara=[MeasurementParam | MeasurementArgumentId ] ' . '
13 ( t rans=[qmlcsmm : : Trans i t i on | UnrestrictedName ]
14 ( v a r i ab l e+=MeasurementVariable




19 {( type=[qmlcsmm : : QClass | UnrestrictedName ] name=MeasurementArgumentId ) ;
20 specConstraints r e tu rn s ConstraintCS :
21 s t e r e o type=' spec ' ( s p e c i f i c a t i o n=Spec i f i c a t i onCS ' ; ' ) ;
Listing 3.1: Measurement Syntax in QML/CS.
of QClass is represented in lines 18 and 19.
An example of measurement response time as speciﬁed via QML/CS is shown in
listing 3.2. This illustrates how one measurement, called responseTime, is deﬁned
using QML/CS measurement syntax. It is essential that a context model exists to
allow measurement speciﬁcation be expressed. In other words, that measurement
uses a context model when deﬁning response time. Once a measurement deﬁnition
is speciﬁed, a designer can express the NFPs of the application as constraining pre-
deﬁned measurements.
3.3.3 Component and Service
As mentioned previously, a component represents a functional part of the system,
providing a service as one of many interfaces provided by the system. Because these
operations are among the components and measurements called by the components
or the services being provided by the components, this provides diﬀerentiation be-
tween NFPs attached to components or services. The NFPs attached to a compo-
nent operation typically reﬂect the inner state of the operation, such as execution
time, and the NFPs attached with service operations that reﬂect consideration of the
service operation as a blackbox and therefore demonstrating the external perspec-
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1 in context RT;
2 declare measurement Real response_time ( Serv i ceOperat ion op ) {
3 On op . I n i t update
4 ResponseTime = 0 ;
5 hadOpCall = FALSE;
6 On op . RequestArr iva l update
7 s t a r t = 0 ;
8 end = 0 ;
9 On op . StartRequest update
10 s t a r t = now ;
11 On op . Fin ishRequest update
12 end = now ;
13 ResponseTime = ResponseTime + end ;
14 ResponseTime = ResponseTime − s t a r t ;
15 hadOpCall = TRUE;
16 }
Listing 3.2: Response time Measurement speciﬁed via QML/CS.
tive of the service operation, such as response time. This diﬀerentiation results in
the categorisation of measurements into intrinsic and extrinsic measurements, where
intrinsic measurements represent component operation related measurements, and
extrinsic measurements represent service operation related measurements. This will
be reﬂected by the types of measurement parameters, as one of the parameters of
measurement is the operation for which the measurement is being speciﬁed. Type of
the operation parameter will give an insight into whether it is a service operation or
a component operation.
The QML/CS relies on utilising the concepts of component and service to specify
the NFPs so that both intrinsic and extrinsic measurements can be identiﬁed based
on speciﬁcation. They are also mentioned in the meta-model, to indicate the dif-
ferentiation in type of parameters for measurement, so that both the context model
and the application model can invoke relevant operational parameters to measure the
non-functional property. The class MeasurementCall was deﬁned to extend OCL,
to facilitate invocation of the measurement, also considering component and service
types, so that mapping of the measurement call can be linked with associated opera-
tions. Fig 3.6 shows how the component and service are represented in QML/CS.
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Figure 3.6: Component/Service Meta-Model.
Listing 3.4 shows QML/CS component service declaration syntax. The rule Com-
ponentServiceDeclaration starts with the feature named model to reference the rule
ApplicationModelStatement that refers to the reference of application model (as speci-
ﬁed in lines 1 and 2). Line 6 begins with keywords 'declare' and 'Component|Service',
followed by name feature which represents name for the component or service. Line 7
starts with keywords 'uses|provides' and then mentions that a ComponentServiceDec-
laration contains an arbitrary number (*) of ApplicationOperation which are added
(+=) to a feature called op. Line 8 shows that a ComponentServiceDeclaration con-
tains also an arbitrary number (*) of alwaysConstraint which are added (+=) to a
feature named ownedConstraint. This section might use OCL to specify the expres-
sions required to deﬁne the measures and constraints on the deﬁned non-functional
property. For example if we wish to specify the response time of an operation as not
more than sixty seconds, OCL expression will be beneﬁcial in deﬁning that consis-
tently.
The rule ApplicationOperation starts with a feature named type that represents the
type of operation, followed by features returnType which represents a returned data
type, and name that indicates the name of operation. The operation signature in-
cludes the type and helps when evaluating the measurement parameters, so that the
behaviour of the operation can be validated. An operation is a functional element of
the component for which a non-functional property has to be measured; and function-
ality is the service provided by the component. The syntax for writing the operation
signature is also included, so that the return type, name and parameters of the oper-
ation are clearly speciﬁed for each operation.
For example, listing 3.4 shows an example of the application model speciﬁed in QM-
L/CS. It demonstrates a service named Counter, which has getData() operation. The








6 ' dec la re ' d e c l =( 'Component ' | ' Serv i ce ' ) name=ComponentOrServiceNameID
'{ '
7 ( ( ' uses ' | ' provides ' ) ( op+=ApplicationOperation ) ' ( ) ' ' ; ' )+
8 ( ownedConstraint+=alwaysConstraint ) ∗
9 ' } ' ;
10
11 ApplicationOperation :
12 type=[qmlcsmm : : QClass | UnrestrictedName ] returnType=Type
13 name=Appl i cat ionOperat ionId ;
14
15 alwaysConstraint r e tu rn s ConstraintCS :
16 s t e r e o type='always ' ( s p e c i f i c a t i o n=Spec i f i c a t i onCS ' ; ' ) ;
Listing 3.3: QML/CS Application Declaration Syntax
of getData(), to be always less than 60 milliseconds. This includes a reference to a
model mapping GD2RTMapping in order to validate the behaviour of this operation
conﬁrming to the behaviour of response time parameter.
1 application CounterModel ;
2 declare Service Counter {
3 provides Operation i n t getData ( ) ;
4
5 always response_time ( getData by GD2RTMapping . Mapping1 ) <60;
6 }
Listing 3.4: Counter application speciﬁed via QML/CS
3.3.4 Resource
A component-based system demands a hardware machine to run on, and it can per-
form its function only if the required resources are available. This makes the existence
and availability of resources important for the application and some NFPs, such as
response time and execution time depend on the available resources. The same NFPs
may have diﬀerent expectations based on the kinds of resources available and the
constraints applied when using them. On a granular level, each task that the sys-
tem must perform would require resources like CPU, memory and the availability of
required processing or storage in the memory, which would be critical for task com-
pletion. In line with [110], we consider that in a system with a resource such as a
CPU, capacity limit of the resource can play important role in deriving the NFPs of
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a system. There is no resource with unlimited capacity, and not all resource capac-
ity can be allocated to a single application as typically applications share resources
with other applications running on the system, or at least with the operating system.
A well speciﬁed non-functional property should consider the constraints on resource
availability and usage so that the behaviour of the system can be predicted in diﬀer-
ent working environments. Resources can be direct or indirect from an application
prospective, with direct resources, like CPU, being speciﬁcally requested by the ap-
plication, and resources like power, that is needed by the CPU and the application,
not being speciﬁcally requested. Similarly other resources like memory have same im-
plications when speciﬁed. Therefore, it should be considered when specifying NFPs
that only resources that are speciﬁed can be directly requested by the application and
therefore be measured.
In [110] Zschaler provides three layers for the speciﬁcation of resource. First, a
resource-service layer, which is an abstract layer that deﬁnes the resource's service and
provides information for the other two layers. Second, a resource-measurement layer,
which provides a deﬁnition for the non-functional aspects of the resource through
the use of history variables. Third, a resource-property layer, which provides a def-
initions of constraints over the second layer. In QML/CS language, we follow the
same deﬁnition of resources as that provided in [110]. However, the deﬁnition then
only considers a resource model with a state machine, whereas, in our language we
extended the deﬁnition of a resource with a meta-class and a state machine, as can be
seen in Fig 3.7. Constructing a meta-model for a resource requires deﬁnition of rules
informing designations of main concepts that are abstract and concrete, as shown in
Fig 3.7. We ﬁrst deﬁned an abstract resource, so that the interface could be used
to deﬁne resource demands and check the resource's capacity. We then speciﬁed a
concrete resource by specialising an abstract resource and a concrete capacitylimit in
addition to with constraints over the capacity of the resource.
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Figure 3.7: Resource Meta-Model.
Listing 3.5 shows QML/CS abstract resource declaration syntax. The rule Abstrac-
tResourceDeclaration starts with the feature named context to reference the rule In-
ContextModelStatement that refers to the reference of resource context model. Line
3 begins with keywords 'declare', 'abstract' and 'resource', followed by name fea-
ture which represents a name for the abstract resource. In addition, line 4 starts
the keyword 'demand', followed by type feature that shows the type of expression
that the individual resource demands. Line 5 mentions that AbstractResourceDec-
laration contains AbstractResourceService which is added (+=) to a feature called
service to express the service provided by the resource. Line 6 shows that Abstrac-
tResourceDeclaration contains alwaysConstraint which is added (+=) to a feature
named ownedConstraint to indicates that capacity limiting conditions should be sat-
isﬁed, to enable the resource to provide its service.
For example, listing 3.6 demonstrates an example of the abstract resource named
CPU. The abstract resource references a context model named a CPUModel, which
has a state-machine model that continuously assigns tasks to the resource and a Task
class that demands this type of resource. The CPUModel also contains a function
called timeAlloted to allocate the time taken by CPU to perform each task. Task
execution on the CPU is achieved by collection scheduledTasks of id and demand
tuples. Task indicates the speciﬁcation needed to deﬁne an individual task demand,





3 ' dec la re ' ' abs t ract ' d e c l =' resource ' name=AbstractresourceNameID '{ '
4 ' demand ' type=DemandType ' ; '
5 ( s e r v i c e+=AbstractResourceService )+
6 ( ownedConstraint+=alwaysConstraint )+
7 ' } ' ;
8 DemandType :
9 type=[qmlcsmm : : QClass | UnrestrictedName ] ;
10 AbstractResourceService :
11 ' s e r v i c e ' ' ( ' ownedType=CollectionTypeCS name=ID ' ) ' '= ' ;
12 alwaysConstraint r e tu rn s ConstraintCS :
13 s t e r e o type='always ' ( s p e c i f i c a t i o n=Spec i f i c a t i onCS ' ; ' ) ;
14 InContextModelStatement :
15 ' in ' ' context ' name=ImportName ' ; ' ;
Listing 3.5: QML/CS Abstract Resource Syntax Declaration
1 in context CPUModel ;
2 declare abstract resource CPU {
3 demand Task ;
4
5 s e r v i c e ( Set (Task ) demand) =
6 always ( scheduledTask−>c o l l e c t ( t | t . demand)−>in l c ud e sA l l (demand) and
scheduledTask−>s i z e ( )= demand−>s i z e ( ) and scheduledTask−>f o rA l l ( t |
t imeAl loted ( t . id )>= t . demand . wcet ) ) ;
7
8 always ( capac i tyL imi t (demand)
9 => s e r v i c e (demand) ) ;
10 }
Listing 3.6: CPU resource speciﬁed in QML/CS
In the second step, a concrete resource is speciﬁed as detailed in listing 3.7. Listing 3.7
shows QML/CS concrete resource declaration syntax. The rule ConcreteResourceDec-
laration starts with keywords 'declare', 'resource' and 'resource', followed by ConRe-
sourceName feature which represents a name for the concrete resource. It is for the
specialising an abstract resource AbstractName via the feature named abstractRes.
Line 3 mentions that ConcreteResourceDeclaration contains ConcreteResourceCapac-
ity which is added (+=) to a feature called capacities to specify a concrete capacity
limit for the resource. Line 4 also shows that ConcreteResourceDeclaration contains
Constraints which is added (+=) to a feature named ownedConstraint, which is used
to place conditions over the capacity of a resource.
The example of a concrete resourceCUP, with a scheduler based on rate-monotonic
scheduling(RMS)1, as shown in listing 3.8 explains the process of deﬁning the CPU
1Scheduling the time allocated to periodic hard-deadline real-time users of a resource. The users
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capacity limit. OCL expression is used to place constraints on the standard RMS
schedulability criterion, as part of the capacity limit for CPU speciﬁcation.
1 ConcreteResourceDeclaration :
2 ' dec la re ' ' r e source ' ConResourceName=ID ' of ' abst ractRes=[
AbstractResourceDec larat ion | AbstractresourceNameID ] '{ '
3 ( c a p a c i t i e s+=ConcreteResourceCapacity )+
4 ( ownedConstraint+=Constraints )+
5 ' } ' ;
6 ConcreteResourceCapacity :
7 ' capac i tyLimit ' ' ( ' ownedType=CollectionTypeCS name=ID ' ) ' '= ' ;
8 Constraints r e tu rn s ConstraintCS :
9 ( s p e c i f i c a t i o n=Spec i f i c a t i onCS ' ; ' ) ;
Listing 3.7: QML/CS Concrete Resource Syntax Declaration
1 declare resource RmsCpu of CPU{
2 capac i tyL imi t ( Set (Task ) demand) )
3 = demand−>i t e r a t e ( t : Task ; acc : Real | acc + t . wcet / t . dead l ine )
4 <= demand−>s i z e ( ) ∗ ( 2 . s q r t (demand−>s i z e ( )−1) ;
5 }
Listing 3.8: RMS Scheduled concrete resource speciﬁed in QML/CS
3.3.5 Container
Linking available resources and components requires a formal method for specifying
how the those two concepts are used in a system. Zschaler [110] introduced a concept
called container, which represents a relationship between resources and components
and deﬁnes a container strategy. This container strategy provides information about
intrinsic properties, required resources, and a description of the extrinsic properties a
given container can provide, taking into account the intrinsic properties and required
resources.
The container is responsible for integrating the service, the component providing the
service and the resources needed by the components, so that their association is clear.
Therefore, the container is a place in which all these links are speciﬁed for use for
reference. In accordance with [110], QML/CS uses the requires keyword to state the
container input strategy (intrinsic properties and required resource by a container)
and provides keyword to specify the service provided by the container. A meta-model
are assigned priorities such that a shorter ﬁxed period between deadlines is associated with a higher
priority. RMS provides a low-overhead, reasonably resource-eﬃcient means of guaranteeing that all




for the container is shown in Fig 3.8, which provides a deﬁnition of the association
and the relationship between the component, the service and the resources.
Figure 3.8: Container Meta-Model.
Listing 3.1 shows QML/CS container declaration syntax. The rule ContainerDeclara-
tion starts with keywords 'declare' and 'container', followed by name features which
represent a name for the container. Line 2 mentions that a ContainerDeclaration con-
tains an arbitrary number (*) of ContainerParam which are added (+=) to a feature
called params. Line 3 also shows that a ContainerDeclaration contains an arbitrary
number (*) of HelperVariables which are added (+=) to a feature named HelperVari-
able. The optional container parameters are be passed to the container and any extra
information required to measure or compare the NFPs respectively. Line 4 starts
with keywords 'requires' 'component', followed by the rule componentrequried that
references to allows the declaration of a component so that ComponentPattern speci-
ﬁcation can be accessed vai the feature componentrequre. Lines 5 starts with keyword
'resource', followed by the feature abstractRes to include the resource speciﬁcation
in the container that has some constrains, by which a capacity requirement for some
abstract resource is speciﬁed. Lines 8 thru 13 show the speciﬁcation to express that
there will be a top-level component oﬀering an interface for service implementation,
because the service can the be executed by more than one component. Then, the
implemented by keywords the component can be referenced by a name. For example,
listing 3.10 demonstrates an example of a container named SimplerContainer, based
on the speciﬁcations from the listing 3.9.
3.3.6 System
The system provides information about the instance of each concept that is combined




2 ' dec la re ' d e c l =' conta iner ' name=ContainerNameID ' ( ' ( params+=
ContainerParam ( ' , ' params+=ContainerParam) ∗) ? ' ) ' ' { '
3 ( He lperVar iab le+=HelperVariables ( ' , ' He lperVar iab le+=HelperVariables
) ∗) ?
4 ( ( ' r equ i r e s ' ' component ' ) ( componentrequre+=componentrequried ( ' , '
componentrequre+=componentrequried ) ∗) ) ∗
5 ' r e source ' abst ractRes=[AbstractResourceDec larat ion |
AbstractresourceNameID ] ' ( '
6 ( ' ( ( ownedConstraint+=Spec i f i c a t i onCS ) ( ' , ' ownedConstraint+=
Spec i f i c a t i onCS ) ∗ ) ? ' ) '
7 ' ) ' ' ; '
8 ' prov ides ' ' s e r v i c e ' ' implemented by ' s e rv=[
ComponentServiceDeclaration | ComponentOrServiceNameID ] ' { '
9 ( ownedConstraint+=(Const ra int s | alwaysConstraint ) ) ∗
10 ' } '
11 ' } ' ;
12 HelperVariables :
13 name=HelperVar iablesID ' : ' dataType=Type ' ; ' ;
14 ContainerParam :
15 name=ContainerParamID ' : ' dataType=Type ;
16 alwaysConstraint r e tu rn s ConstraintCS :
17 s t e r e o type='always ' ( s p e c i f i c a t i o n=Spec i f i c a t i onCS ' ; ' ) ;
Listing 3.9: QML/CS Container Syntax Declaration.
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1 declare container SimpleContainer
2 ( ResponseTime : Real ) {
3 ExecutionTime : Real ;
4 requires
5 component C {
6 provides op1 ( ) ;




11 r e s ou r c e CPU. canHandle (
12 Set {Task (
13 per iod = ResponseTime ,
14 dead l ine = ResponseTime ,
15 wcet = ExecutionTime )
16 }) ;
17
18 provides s e r v i c e implemented by C {
19 ExecutionTime < ResponseTime =>
20 always response_time ( op1 ) < ResponseTime
21 }
22 }
Listing 3.10: Example: Simpler Container syntax.
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the system is clear. All the above meta-classes should be composed to obtain a
global view of the system. A system speciﬁcation binds together component, resource
and container speciﬁcations. As stated in [110], it links the intrinsic speciﬁcations
of components, the resource speciﬁcations of available resources with a container
strategy connecting both the components and the resources in a system. In QML/CS
language, we use the deﬁnition of system speciﬁcation and construct a meta-model for
a system that requires deﬁnition of the rules between its main concepts as shown in
the Fig 3.9. Listing 3.11 shows the QML/CS syntax for how a system is speciﬁed. The
main elements should be represented in the meta-model with rules as follows: a system
has a Name, instanceList, reference of systemContainer, ComponentsAndResources
and serviceProvided. These keywords are replaced by concrete representation when
writing the speciﬁcation. A system and one container use deﬁned components and
resources to link resources and components to provide a service. This is achieved
by placing an instance on the parameters of the container using uses key words and
ComponentsAndResources that indicates a comma-separated list of instance names
as speciﬁed in InstancesList.
Figure 3.9: System Meta-Model.
Listing 3.12 shows an example of a complete system speciﬁcation, which has three
instances: CounterComp c, RmsCpu cpu and SimpleContainer(60) container. The





2 MeasurementDeclaration | ComponentServiceDeclarat ion
3 | AbstractResourceDec larat ion | ConcreteResourceDec larat ion
4 | Conta inerDec larat ion | SystemDeclaration
5 ;
6 SystemDeclaration :
7 ' dec la re ' ' system ' name=ID '{ '
8 ( ' ins tance ' ( i n s t an c eL i s t+=InstanceList ) ID ' ; ' ) ∗
9 ( ' conta iner '
10 ' uses ' ( ComponentsAndResourcesUsed+=ComponentsAndResources ( ' , '
ComponentsAndResourcesUsed+=ComponentsAndResources) ∗) ' ; ' ) ∗
11 ' conta iner '
12 ' prov ides ' ( s e rv i c eProv ided+=ServiceProvided ' ; ' ) ∗
13 ' } '
14 ;
15 InstanceList :
16 name=[ComponentServiceDeclarat ion | ComponentOrServiceNameID ] | name=[




19 name=([ ComponentServiceDeclarat ion | ComponentOrServiceNameID ] | [
AbstractResourceDec larat ion | AbstractresourceNameID ] )
20 ;
21 ServiceProvided :
22 name=[ComponentServiceDeclarat ion | ComponentOrServiceNameID ]
23 ;
24 ContainerParamValue :
25 name=[Conta inerDec la rat ion | ContainerNameID ] ' ( ' va l=NUMBER_LITERAL' ) '
26 ;
Listing 3.11: QML/CS System Syntax Declaration.
1 declare system CompleteSystem {
2 instance CounterComp c ;
3 instance RmsCpu cpu ;
4 instance SimpleContainer (60) conta ine r ;
5
6 conta ine r uses c , cpu ;
7 conta ine r provides Counter cServ ;
8
9 }
Listing 3.12: System Speciﬁed in QML/CS.
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3.3.7 Extension of the OCL Meta-Model: QML/CS
There is a need for an expression language to improve the expressiveness of the struc-
tural constraints of the modelling languages like QML/CS. There are diﬀerent alter-
natives for expression languages like building our own expression language or reusing
The Object Constraint Language (OCL) [83]. Building our own expression language
involves doing a great deal of work to support a part of QML/CS speciﬁcation. Also
writing a complete new language when a well tested expression language exists and
also supports extension is not justiﬁed. Using OCL and extending it where needed
allows to focus on providing a speciﬁcation language rather than working on writing
an expression language solely to support this new speciﬁcation language. OCL is
commonly used as an expression and constraint language in MDE to support mod-
elling languages with constraints [59].
In our work, we were more concerned with the practical side of expression language
and its ability to provide support for QML/CS speciﬁcation. OCL is very help-
ful in specifying expressiveness in a modelling language. It is originally deﬁned as
closely linked to UML; however, in this thesis we used OCL meta-model indepen-
dently. Fig 3.10 shows the OCL meta-model, which expresses a variety of types of
expression that can be used in QML/CS language. There is a need to extend OCL
expression to enable the user of QML/CS language to specify QML/CS expression
invariants. However, the current OCL standard does no support behaviour invari-
ants that we want to use for call expressions in QML/CS. A number of approaches
like [24] and [108] that extend the OCL to enhance the expressiveness of behavioural
constraint. These approaches include a number of temporal logic operators to enhance
the formal speciﬁcation capabilities of OCL. It is important that the extension of OCL
can be integrated easily with the structure of QML/CS so that QML/CS can deﬁne its
expressions based on extended OCL without requiring any specially developed com-
ponents. The required simple OCL extension can be achieved by creating a speciﬁc
OCL CallExpression to extend the existing OCL standard expression package. For
each QML/CS expression we deﬁne derived call expressions, such as measurement-
CallExp, capacityLimitCallExp and resourceServiceCallExp to extend the capability
of OCL standard expression FeatureCallExp and provide requisite invariants for these
QML/CS components. Fig 3.11 shows these extended OCL expressions.
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Figure 3.10: OCL meta-model derived from [83]
Figure 3.11: Extended OCLCallExpression
3.4 Summary
The overall aim of this chapter is to illustrate the process of deﬁning QML/CS lan-
guage based on MOF standards. This chapter has presented language architecture,
deﬁnition and core concepts of QML/CS language. Then, it shows the deﬁnition of
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a meta-classes (meta-model for QML/CS) using MOF standard.
The solution presented in this chapter is not complete, because it does not show
the limitations of using using MOF standard to deﬁne QML/CS language and the
problem of applying a measurement to a concrete application. The results of this
stage shows only deﬁnitions of models and speciﬁcations of QML/CS using standards
language. These issues of using UML standards are addressed in the second stage of
the research in chapters 4 and 5.
The next two chapters will address these problems by applying deep meta-modelling
approach `Clabject' to QML/CS and specifying mappings between context and ap-
plication models, that is used to provide a complete deﬁnition for QML/CS language
as discussed in chapter 6.
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Context Model Deﬁnition Ambiguity
This chapter presents the ﬁrst key challenge encountered when building a meta-model
for QML/CS, which is the ambiguity of the context model deﬁnition. This challenge
is addressed by applying the deep meta-modelling technique, which uses the arbitrary
number of levels for modelling to remove the ambiguity of the concepts and link them
in a clear and precise manner. Contrary to approaches like MOF, the deep meta-
modelling exposes more than two levels to be used with the provision of linguistic
and ontological concepts that help in giving diﬀerent interpretation of the concepts
based on the context of use.
4.1 Meta-Modelling
Approaches to meta-modelling are mainly classical four layered and deep. We have al-
ready discussed standard meta-modelling in Section 2.3.4, for example UML; however,
it exposes only two levels of modelling to the user. This limits the user from speci-
fying the system concepts that need more than two levels of modelling and therefore
the ambiguous features of stereotypes are used to elaborate. There are many systems
in which two level modelling is insuﬃcient because the hierarchy of classes and their
instances are not discrete and each instance has further classiﬁcations that require
modelling. We can take the example of library system, such as the classiﬁcation
'book', where each sub class of 'book' has further sub classes that have their own
instance hierarchy, as can be seen in Fig 4.1. Let us consider a modelling system that
could manage a library about 'book' item with emphasis on Java 8. The class 'book'
appears at the top level as the meta-class, and the concept 'Java 8' is considered an
instance of a book. The concept 'Java ' is itself a class because there are many fur-
ther instances of 'Java 8', like Java 8 lambda, and so on. These instances are further
classes, providing more instances of these concepts. Such a situation demands an
unambiguous class and instance hierarchy, so that each level can exist as an instance
of the upper level, but can work as a class in further instances down the layers; this
can not be done in UML without introducing speciﬁc ambiguity about the concepts.
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Figure 4.1: Example of Library Meta-modelling Hierarchy.
4.2 Ambiguity of Context Model Deﬁnition
Previous to our discussion in Subsection 3.3.3, listing 4.1 presents a concrete exam-
ple of the application model. The purpose of this listing is to highlight that the
operation getData is a concrete argument to the measurement response_time. The
operation getData is an instance of Operation and the type of parameter expected
by the measurement response_time is ServiceOperation. An initial attempt to model
this example is given in Fig 4.2. The left part, (labelled (a)) depicts the ServiceOp-
eration, which is deﬁned as an instance of a Class, while the right part (labelled (b))
shows getData, which is deﬁned as an instance of the Operation in the meta-level
model.
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1 application CounterModel ;
2 declare Se rv i c e Counter {
3 prov ides Operation int getData ( ) ;
4
5 always response_time ( getData by GD2RTMapping . Mapping1 ) <60;
6 }
Listing 4.1: Example: Counter application model speciﬁed in QML/CS
The parameters of measurement response_time requires a type to be ServiceOperation
indicating that getData and ServiceOperation should have an instance-of relationship
as can be seen in Fig 4.3. But Operation and Class are in the same level (M1), and
ServiceOperation and getData are also in the same level (M0). An entity that exists
as a type and instance at the same time like ServiceOperation can not be represented
using the standard UML modelling because it is limited to two level of representation
like a class and its instance. Therefore, ServiceOperation should move one level up
so that the logical relationship between getData and ServiceOperation exist. It is
important to ensure that these types are on their right levels of abstraction in the
meta-model so that their association can be presented. The abstraction levels in a
meta-model help in identifying the links between concepts of the meta-model at each
level so that instance-Of relationship exist. The solution of this initial problem is
presented in Section 4.3.
Class Operation
ServiceOperation getData















Figure 4.3: The UML two levels representation of the ServiceOperation and getData.
A similar problem exists in case of resource speciﬁcation because more than two levels
of speciﬁcations are needed to completely elaborate the concept of resource. If we
consider the CPU resource then the concepts of AbstractResource, CPUResource are
the two levels of abstraction normally modelled but having diﬀerent type of CPUs
for diﬀerent computer architectures expects that CPUResource can have further in-
stances to represent CPU for each platform. Therefore, the concept of CPUResource
can not be completely modelled using a two level modelling approach and requires
it to represent both an instance and a class itself so that it can link the instances at
lower level to higher abstraction at upper level.
Although moving ServiceOperation one level up solves the initial issue of multiple
level modelling, that is not the only challenge that needs to be addressed. The opera-
tion getData is a conventional operation, and the validation of its behaviour as being
the same as a ServiceOperation is not straightforward. The behaviour of an operation
is deﬁned by its various states and transitions between those states, therefore state
machine model of an operation is a key to mapping its behaviour so that it works
like ServiceOperation as speciﬁed in QML/CS response_time context model. More
discussion about this challenge will take place in Chapter 5.
4.3 Deep Meta-Modelling
Contrary to the constraints of OMG's four-Layer hierarchy like UML, the deep meta-
modelling provides an alternative approach to allow multiple levels of modelling so
that a system can be modelled using any arbitrary number of levels. That is why the
deep meta-modelling is inclined towards giving user the liberty and control on how
many diﬀerent levels are needed for specifying the system under consideration [31].
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The diﬀerence between the two is not just that deep meta-modelling allows an ar-
bitrary number of modelling levels; the diﬀerence lies in the way abstract concepts
are mapped to their instances because the instances can be mapped to types too.
Another diﬀerence lies in the ontological and linguistic concepts and their usage in
two-level and deep meta-modelling. The concepts of ontology and linguistic are mixed
in two-level because there is no clear identiﬁcation of the diﬀerence between them and
the relationship of inheritance is used to establish relationship between the two lev-
els [8]. The deep meta-modelling uses clear ontological and linguistic divisions so that
the relationship within the logical and physical domain can be clearly deﬁned. The
linguistic structures support the ontological concepts by deﬁning their relationship
across multiple levels while keeping their ontological relationship at the domain level.
The Fig 4.4 shows a diﬀerence of concept for both linguistic and ontological struc-
ture when we deﬁne a relationship between two concepts in the system taking a cars
system as an example.
Figure 4.4: Ontological and Linguistic Classiﬁcation
There are a number of multi-level meta-modelling approaches like [7,29,46,75,104,105]
that focus on using multi-level strategy to solve the modelling problems of systems.
The approaches indicated that the speciﬁcation language should be capable of pro-
viding information about knowledge elements of that system and the relationship
between those elements. Also it can help in reducing the speciﬁcation ambiguity and
the modelling concepts are clearly visible based on the context of their use. Telos [75]
is one such example that is a language designed around speciﬁcation of information
and knowledge based system. It has ability to specify representation of knowledge
from diﬀerent domains and comprehensively covers application domain, user models,
software requirement and design and methodologies. A prototype object manager
ConceptBase [51] was developed based on the Telos object model to evaluate require-
ment of inﬁnite meta-class hierarchy to extend evolve the speciﬁcation schema. The
ConceptBase extended the meta-modelling to be able to use instantiation of models




Dahchour [29] discussed that an eﬀective use of materialization concepts can help
in meta-modelling when combined with meta-class approach of TELOS data model.
This is possible because the concept of materialization establishes relationship be-
tween the entities considering their categories as abstraction and concrete objects as
instance of those categories. Additional constraints can be added to the meta-classes,
classes and meta-attributes so that the modelling of entities can be facilitated with
constraints deﬁned on them. Current TELOS data model does not support providing
comprehensive constraint expressions therefore they extended TELOS data model to
allow deﬁnition of additional constraints on the entities and their attributes. This
concept relates to a typical type-object pattern discussed in [31] that also mentions
about relationship between two entities. In [104], Varro and Pataricza propose a visual
but mathematically precise framework (VPM) that uses the concepts of mathemati-
cal deﬁnitions and graph transformations to deﬁne the abstract syntax and dynamic
semantics respectively. This framework uses reﬁnement calculus as a rule to build
models and their hierarchies so that multi-level meta-models can created for a sys-
tem. This framework applies the concept of set theory on the MOF UML constructs
so that dynamic meta-model can be used incorporating those concepts. This dynamic
nature of meta-models can then be extended to be able to transform the relationship
between entities to relationship between meta-models so that these relationships are
realised across levels and they provide context-speciﬁc meaning to an entity.
Deep instantiation supports the achievement of deep characterisation that facilitates
deﬁning entities and their properties to have relationship across levels compared to
shallow characterisation available in object-oriented classiﬁcation semantics. In [60],
deep instantiation is discussed with the use of clabject and potentcy as a way to im-
plement deep instantiation in multi-level modelling. They chose Java as the language
and did a compiler that would check the deep characterisation incorporated through
deep instantiation in Java language. The concept of Clabject [46] originated from the
notion that each model element has both an instance facet and a type facet, which
are equally applicable. Both facets are categorised as follows:
• A class facet has a name, attributes and relationships; and
• An object facet has values and links.
In order to move beyond the usual `two-level' paradigm, it is necessary to provide
modelling concepts that can be uniformly applied across all levels, in a multi-level
classiﬁcation hierarchy. The concept of potency is to control the impact of a prop-
erty or attribute to next levels and therefore limiting the models for what should
be mapped and what can be left without worrying about relationship between the
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models. It can have value of 0 or more, with 0 mentioning completely one level entity
deﬁnition with no link to level down where as more than 0 value indicates how far
down the multi levels this property needs to be modelled in this entities. The Fig 4.5
elaborates the concept of potency by making the entities and their properties avail-
able in next level based on their potency value. For example the property taxRate
has potency 1 and price has potency 2; this means that the property taxRate will be
available on one more level down where as the property price will be available two
more levels down in hierarchy.
Figure 4.5: Deep Instantiation
Powertypes [46] is another way of achieving multi-level solution that uses the concept
of sub-typing to create relationship between entities at diﬀerent levels. The use of
metaclasses and their respective associations to make relationship at diﬀerent levels
creates too many meta-classes and therefore reducing clarity of the design. Also the
powertypes are limited to next two levels only because each powertype can char-
acterise features only through the subtype, which itself can not be a power type.
There are some languages and frameworks like Nivel [7] and "Open Meta-Modeling
Environment" (OMME) [105] that implement deep instantiation. However they do
not support multiple ontological types and meta-modelling facilities across levels and
therefore limiting the deep meta-modelling capabilities.
We have chosen Clabject as a technique to support deep meta-modelling because it
is more close to the object-oriented classiﬁcation semantics and it redeﬁnes the class
and object concepts so that they are linked across modelling levels. The Clabject
also overcomes the concerns in Powertypes by not having too many meta-classes and
therefore the number of associations are also controlled keeping the design very clear.
The concept of Clabject is also not limited to two or more levels and can be extended
to be used to any number of levels because each entity has a dual facet and therefore
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can be used at every level. The modelling problem of Library item mentioned earlier
in Section 4.1 can be solved by applying Clabject technique so that each category and
subcategory in the library item hierarchy is modelled having a double role based on
the context. The proposed solution presented in Fig 4.6 indicates how the concept of
Java 8 can act as a class and instance at the same time and further levels of modelling










Figure 4.6: The Clabject representation of the of Library Item.
Applying the same technique to solve the modelling challenge of our language QM-
L/CS where serviceOperation acts as a type and an instance at the same time based
on where it is being used in relation to the class or the getData method. The Clabject
representation of a proposed solution to solve the multiple level modelling problem
is shown in Fig 4.7. We can see from this ﬁgure that the right part shows the mod-
elling problem of UML with two levels of representation and left part shows the same
problem addressed using Clabject technique where serviceOperation is represented as
both class of getData and as an instance of the class.
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Figure 4.7: The Clabject representation of the serviceOperation and getData derived
from [46].
4.4 QML/CS Deﬁnition with MetaDepth
Deep meta-modelling is used to simplify the language deﬁnition and to automate
the maintenance of consistency between classes and objects. Fig 4.8(b) shows the
multilevel solution. Compared to 4.8(a), this solution allows the type (serviceOper-
ation) to be a type and an object using the Clabject concept [46]. Meta-depth is a
framework for deep meta-modelling developed by de Lara and Guerra [30]. It permits
the representation of a meta-model to allow an arbitrary number of ontological and
linguistic levels and the dual instantiation. MetaDepth allows the construction of a
domain speciﬁc language as textual modelling. At diﬀerent levels of the ontologies,
the derived attributes and constraints can be speciﬁed and evaluated. In addition,
MetaDetph supports the Epsilon Object Language (EOL), which allows the user of
this too to place some constraints. The constraint and evaluation of the derived at-
tribute levels are determined by the potency concept.
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Figure 4.8: Modelling ServiceOperation and getData using Deep Meta-modelling.
Listings 4.2 to 4.4 show how the three models in Fig 4.8 and Fig 4.9 are deﬁned
with the textual syntax. The idea is specifying a three-level meta-modelling archi-
tecture where the top-most level contains the deﬁnition of meta-classes. Listing 4.2
shows meta-model for QML/CS containing meta-classes of some of the concepts like
Measurement, Parameter, Type and Class. It shows creation of a model using the
abstract Node Type that has same potency level as the model itself, which is 2. The
top level Meta-model is assigned potency 2, which means that we could create its
instances two meta-levels further down. The node Type is an abstract node that can
be extended by Class and DataType nodes. Class is a node that can have a number of
attributes, operations, associationEnds links to Association node and class that loops
back to the class itself. The node Parameter has a name and a type that references
Class node. The nodeMeasurement has a name, formal parameters that references to
Parameter node and dateType that references DataType node. The idea is that the
model is created with abstract and concrete nodes with each node having a potency
level so that instantiation of the types and nodes can be controlled and also that
the model allows specifying the Clabjects to allow deep modelling. The node Class
allows arbitrary number of attributes so that it can represent any measurement that
may hold zero or more helper variables. The node Class also supports zero or more
operations so that it can represent any number of operations associated with a com-
ponent providing a speciﬁc service. The reference classes links back to Class itself to
establish the connection between two instances of the same Class. We present only
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the most salient parts of meta-model deﬁnition for QML/CS with MetaDepth here,
the full speciﬁcation can be found in Appendix B.2.
Figure 4.9: Deep Meta-modelling derived from [30]
1 Model QMLCSMetamodel@2 {










12 Node DataType: Type {
13 name:String{id};
14 }
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Listing 4.2: A meta-model for QML/CS in Meta-Depth
In this way, in the next meta-level we can build a model named System of QML/CS
meta-model and it is assigned to potency 1. Complete System model declares ﬁve
models (i.e Service, ServiceOperation,op, Real and ResponseTime) of meta-classes in
the meta-model as shown in listing 4.3. It shows the instantiation of serviceOpera-
tion and service from Class node, op from Parameter node and ResponseTime from
Measurement node. The ResponseTime Measurement has a parameter named op,
dataType of real and its parameter references to type ServiceOperation. This level of
meta-model can instantiate only those nodes from upper level that are deﬁned and
have a potency level to be at least 1 so that they can be referred here. It is important
to mention that potency level at upper level does not control how further down the
instances at this level can be used so we need to mention the potency level here to
control the instantiation of these concrete representations.
1 QMLCSMetamodel System@1 {
2 Service SystemService {
3 name=" SystemService ";
4 serOp: ServiceOperation [0..*];
5 }
6 Class ServiceOperation {
7 name=" ServiceOperation ";
8 }
9 Parameter op {
10 name= "ResponseTimeop ";
11 type: ServiceOperation [1]{ type};
12 }
13 Measurement ResponseTime {










Listing 4.3: Model Deﬁnition for QML/CS in MetaDepth
In the bottom meta-level (as shown in listing 4.4), a speciﬁc example is speciﬁed
based on the System model so that the relationship between the model elements
and a speciﬁc instance of the model is clear. It also indicates the mapping between
node representations and the concepts of a real system. To understand that the
problem of dual representation of the modelling concepts is solved, this level shows
the relationship between ServiceOperation and getData as they both represent an
instance-Of entity and we represented ServiceOperation in the listing 4.3 as instance
of Class which was not possible to create using standard modelling language like
UML.
1 System CounterApplication{
2 SystemService counter {
3 name=" counter ";
4 serOp=getData;
5 }
6 ServiceOperation getData {
7 name = "getData ";
8 }
9 op getDataopParameter {
10 type = getData;
11 }
12 }
Listing 4.4: Instances responseTime context Model Deﬁnition for QML/CS in Meta-
Depth
4.5 Summary
This chapter discussed the problem of dual instantiation and provided a solution so
that the entities at diﬀerent levels can represent the same entity based on the context
of their use. It provides a base for deep modelling and the entities can be used at as
many levels as intended with control of what parts of it to be available at each level.
This gives us liberty to use complete or partial entities as per modelling requirement
and linking between the entities can be established based on their expected relation-
ship. As shown in the listings presented in this chapter, metaDepth tool can be used
to implement deep modelling for QML/CS speciﬁcation. The concepts of Measure-
ment, Parameter and ServiceOperation are represented as Node in metaDepath and
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relationship between them is modelled using attributes and associations.
The next chapter will present the second problem of mapping a measurement to a




Specifying Mappings between Context and
Application models
The separation of context and application model speciﬁcation from their concrete
implementation in a speciﬁc application domain allows maintenance and reuse in
component-based system and modelling NFPs [110]. This gives liberty to specify
measurements independent of the concrete application. At the same time, having dif-
ferent models (each one describing a certain behaviour of the system) requires their
validations when applying measurement to represent an appropriate behaviour in tar-
get application. The technique of weaving model is the proposed solution to address
this issue of models validation and compatibility.
This chapter describes how can weaving model be used for validation of mapping
between context and application models conforming to meta-models mapping that is
derived from QML/CS meta-model. Section 5.2 discusses the problem of applying
measurement to concrete application. Section 5.3 shows weaving models to specify
mappings between the context and application models described during the speciﬁca-
tion of NFPs of component-based applications. Section 6.4.2 explains rules that have
been used and proposed to provide a guideline in validating the mapping.
5.1 Introduction
Applying a measurement to concrete application plays an important role for exhibit-
ing the non-functional aspect of a software system and provides measures of NFPs
in a speciﬁc working environment. Since the measurement is applied to a speciﬁc
operation of the target application, the behaviour of the operation should be same
as theof expected behaviour of relevant measurement parameter so that a standard
operation can be transformed to measurement parameter. The abstract speciﬁcation
of measurement that is based on its context model is independent of the target op-
eration to avoid any coupling or dependencies on the target application so that the
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measurement can be applied to any generic system where application model follows
the speciﬁed context model for the measurement. To document and validate this,
there is a need to make the mapping explicit through a separate model.
Mapping between application and context models can be referenced in measurement's
argument providing the name of the mapping model. The mapping is deﬁned by a
mapping model that clearly describes structure of the mapping to link diﬀerent fea-
tures of both application and context model. The application of a measurement to
an application needs detailed description and deﬁnition of the links and the rules
to validate that the mapping link is valid. This process is referred to as weaving
model [6]. It is employed based on some pre-deﬁned rules to ensure formal and com-
plete mapping between those models. While specifying the mapping, the deﬁnition
provided in [49] is considered, which is "the mapping description may be in natural
language, an algorithm in an action language, or a model in a mapping language".
The mapping between context and application models are deﬁned using a mapping
model and built by weaving those models in a set of rules that also implemented as
mapping functions in QML/CS.
5.2 Applying a Measurement to a Real Application
Applying a measurement to a concrete application is not straightforward to be achieved.
It is important to check that a type of the parameter of a measurement matches the
type of operation that is being provided as a concrete argument to a measurement in
the concrete application. The speciﬁcation of measurement in the meta-model and
the implementation of operation for which measurement is being applied is diﬀerent
in the sense that the parameters of measurement may behave diﬀerently from tradi-
tional method that is part of a component providing a speciﬁc service. The problem
is how we capture the behaviour for both the representations of measurement in con-
text model and the operation in application model so that a link can be established
between them based on their compatibility with each other. Fig 5.1 shows a simple
example where a method named getData that is instance of Operation in UML model
needs to be mapped as a concrete argument to ResponseTime measurement. Passing
this method requires that it must satisfy the measurement deﬁnition that expects re-
sponseTime parameter to be of type ServiceOperation. Operation is associated with
a state machine that deﬁnes its behaviour and the type of measurement's parameter
ServiceOperation is also associated with a state machine that represents its behaviour.
Therefore, a mapping between Operation and ServiceOperation classes and their state
machine models should be established so that compatibility between their behaviour
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can be evaluated. To be able to map state machine models of both Operation and
ServiceOperation, the states and transitions of both state machine models must map
based on some predeﬁned condition. The aim of specifying the mapping between
context and application models is to show that any given operation behaves the same













Part of a Context 
Model
Part of UML 
Model
Figure 5.1: An Example of the Mapping between Application and Context Models
5.3 Weaving Model
The concept of weaving models [6] is to deﬁne a relationship between a source model
and a target model with certain mapping conditions based on predeﬁned rules which
can be user-deﬁned. Weaving model contains a set of links between elements of both
the models between which it is establishing mapping [33]. Fig 5.1 shows the idea
behind mapping and what the ultimate objective is that should be achieved as a
result of mapping. The right side of the ﬁgure shows a part of the UML model that
represents application model of an operation getData that is part of a component
and measurement is being applied to this operation. The left side of the ﬁgure shows
part of context model for the measurement being applied to getData and indicates
the type ServiceOperation as a representation of the parameter for this measurement.
The link arrow that goes from getData of the UML model to ServiceOperation in
context model identiﬁes the objective of mapping getData to behave like ServiceOp-
eration so that the measurement context model can be applied to it. Since getData
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in the UML model is an instance of Operation class therefore the ultimate mapping
should exist between Operation and ServiceOperation classes.
We introduce mapping strategies that help in mapping the application to context
model. Fig 5.2 shows a high level representation of a mapping model that indicates
how diﬀerent concepts of mapping are represented and the relationship between them
is also identiﬁed. The diﬀerent meta-classes like ClassMapping, StateMachineMod-
elMapping, StateMapping and TransitionMapping represent link between application
model and context model. It mentions how these meta-classes should be mapped for
both the models and how they are all linked and controlled by a common concept of
meta-model. The meta-class ClassMapping controls the mapping between source and
target classes in application model and context model respectively. It is important
to note that each ClassMapping should have a link with StateMachineModelMapping
to determine that class belongs to speciﬁc a sate machine model. The meta-class
StateMachineModelMapping controls the mapping between source and target state
machine model that contains a list of all the states and transitions that belong to the
classes in the application model and context model. The meta-class StateMapping
controls mapping of each state in state machine model of the application model to
a state in state machine model of the context model as required by the StateMa-
chineModelMapping. The meta-class TransitionMapping controls mapping of each
transition in state machine model of the application model to a transition in state
machine model of the context model as required by the StateMachineModelMapping.
Fig 5.3 provides an example of mapping between Operation class and ServiceOpera-
tion class based on the state machine model associated with both classes. The ﬁgure
shows what diﬀerent states exist for the context model of a measurement and these
states, along with transitions in each state, are mapped to states and transitions in the
application model to ensure compatibility between them. This typical example men-
tions states Idle, RequestAvailable and HandleRequest that represent a measurement
being called and processed along with the initial Idle state to show when it is waiting
for request or done with the request processing. The transitions like RequestArrival,
StartRequest and FinishRequest are associated with these states and their impact on
changing state from one to another is also shown in this ﬁgure. These sequence of
transitions plays an important role in the mapping because each step or transition
has variables attached with it and provides a guideline on what value should be given
to the variable. Diﬀerent mapping strategies are shown in this ﬁgure that establish
the mapping model between diﬀerent elements of application and context model. For
example, mapping strategy ServOpMapping references to source Operation and tar-
get ServiceOperation classes. Another mapping strategy StateMachineModelMapping
provides link between state machine models of the classes being mapped. For each
state and transition of these state machine models, a StateMapping and Transition-
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Mapping strategies are deﬁned to establish mapping between states and transitions
of source and target models. The weaving model uses those mapping strategies based
on pre-deﬁned conditions that establish the simulation relationship and validate that
getData has a state machine model that is mapped to a state machine model associ-
ated to ServiceOperation. In addition, it also needs that the states and transitions of
both state machine models conﬁrm to an accepted behaviour of an operation getData
to behave like ServiceOperation.
5.4 Validation
The mapping between classes, state machine models (including states and transitions)
in context and application model is valid only if it ensures that the following rules
are satisﬁed. These rules have been proposed to provide a guideline in mapping of
state machine models to validate that behaviour of source and target operations is
similar [110]. The symbols and legends used in the equations are as follows: ∀ - It
denotes for all expression, which means that every element of the set should validate
to the condition being used in the equation or expression. ∃ - It denotes to the
existence expression, which means that there should be at least one element in the
set that should validate to the condition being used in equation or expression.
∑
- This indicates to the set of states of a state machine.
∑
C




means all states in the context model.
∑
A




means all states in the application model. T denotes transitions
in context or application model.
1: Each state in application model is mapped to at least one state in the context
model. The map function in the equation indicates an expression to check map-






This condition is expressed in OCL as shown in listing 5.1. It uses built-in
functions of OCL like forAll and exists to represent the expression mentioned
as mathematical equation. This OCL script shows a better readable expression.
The line 1 shows the link to mapping meta-model where as line 3 deﬁnes an
invariant for evaluation of the state mapping to be either true or false considering
states in both context and application models.
2: Each transition in application model is mapped to at least one transition in the












































































































































































































































































































































































































































































































































































































3 inv : stateMachineModelMapping−>forAll (
4 smmsrc . s t a t e s−>forAll ( s1 |
5 smmtgt . s t a t e s−>exists ( s2 |
6 stateMapping−>exists (mapping |
7 mapping . src−>includes ( s1 ) and mapping . tgt−>includes ( s2 ) ) ) ) )
Listing 5.1: Each state in the application model is mapped to at least one state in the
context model
check mapping between the two transitions based on the mapping model.
∀t1 ∈ TA · ∃t2 ∈ TC ·map(t1, t2).
This condition is expressed in OCL as shown in listing 5.2. It uses built-in
functions of OCL like forAll and exists to represent the expression mentioned
as mathematical equation. The line 1 shows the link to mapping meta-model
where as line 3 deﬁnes an invariant for evaluation of the transition mapping
to be either true or false considering transitions in the state machine model of
both context and application models.
1 context MappingModel
2
3 inv : stateMachineModelMapping−>forAll (
4 smmsrc . t r a n s i t i o n s−>forAll ( t1 |
5 smmtgt . t r a n s i t i o n s−>exists ( t2 |
6 trans it ionMapping−>exists (mapping |
7 mapping . t r a n s i t i o n s r c−>includes ( t1 ) and mapping .
t r a n s i t i o n t g t−>includes ( t2 ) ) ) ) )
Listing 5.2: Each transition in the application model is mapped to at least one
transition in the context model
3: The third condition is important to ensure that the mapping is consistent, and











·∃t2 ∈ TC ·map(s2, s4) ∧map(t1, t2) ∧ trans(t2, s3, s4).
For any two states s1 and s2 in the application model linked with a transition
t1, there exists at least one state s3 that can be mapped by s1 and at least
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one state s4 that can be mapped by s2. Also the transition t2 that connects s3
and s4 in the context model should be mapped by t1. Only then it satisﬁes the
mapping between the application model and the context model. This condition
is expressed in OCL as shown in listing 5.3. The listing shows how ﬁrst two
conditions have been joined to evaluate mapping of a each pair of states in
the application model to at least one pair in the context model. The equation
comprehensively considers diﬀerent elements of the mapping so that mapping
within the states of application model and context model is checked before the
states and transitions in those models are checked for mapping between them.
1 context MappingModel
2
3 inv : stateMachineModelMapping−>forAll (
4 smmsrc . s t a t e s−>forAll ( s1 |
5 s1 . outgoing−>forAll ( t1 |
6 t1 . tgt−>forAll ( s2 |
7 s1 . s rcback . tgt−>forAll ( s3 |
8 s2 . s rcback . tgt−>exists ( s4 |
9 s3 . outgoing . tgt−>includes ( s4 )
10 and
11 s3 . outgoing−>select ( t2 |
12 t2 . tgt−>includes ( s4 ) )−>forAll ( t2 |
13 t1 . t r a n s i t i o n s r c b a c k . t r a n s i t i o n t g t−>includes ( t2 ) )
14 ) ) ) ) ) )
Listing 5.3: The mapping consistency condition
5.5 Summary
This chapter presented mapping between the application and context models with
the help of a mapping meta-model that deﬁnes link between each meta-class of the
context model to concrete classes in the application model. We elaborated how each
model is represented by a class and associated state machine model and then estab-
lished mapping between those states and transitions that constitute the state machine
model. The rules were set out to control the mapping so that illegal mapping could
be avoided and the states and transitions from source are mapped to only compatible
states and transitions in target.
As mentioned above, the problem of specifying mapping between context and appli-
cation models become crucial when applying measurement to concrete application.
In this chapter, we have shown how we addressed this problem by making the use
of weaving models [6], have deﬁned the meta-models according to the diﬀerent MDA
abstraction levels and demonstrated how mapping between context and application
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models can be achieved. The mapping strategy, with the help of weaving model,
ensures that the mapping does not allow any illegal mappings that could break the
rules for mapping as it is controlled to micro level of states and transitions. The
QML/CS language hides all this abstraction from the user and therefore provides a
fairly good chance that wrong mappings are avoided for which there is no formal way
to avoid wrong mappings in general. We provided a generic mapping model, which
not only loads as input the application and context models, but also establishes the
weaving model based on pre-deﬁned conditions. Thus, based on the weaving model
employed, we can check that a behaviour of the parameter of a measurement validates
the behaviour of operation that is passed as a concrete argument to a measurement in
the application. As a result, it is possible to check and validate operations in concrete
applications.
Next chapter will provide implementation of QML/CS and highlight problems faced




This chapter presents implementation details of QML/CS language1 and provides
technical details of how diﬀerent elements of QML/CS work together to provide a
speciﬁcation language for NFPs. It also provides implementation insights into how
the solutions presented in the chapters 4 and 5 are integrated as a complete deﬁnition
of QML/CS.
The purpose of implementation is not just to provide a generic QML/CS language but
also an environment that can be used to write speciﬁcation for NFPs of component-
based systems. The implementation contains a validation component so that QM-
L/CS is validated to comply with language syntax, semantics and adherence to the
rules speciﬁed in context model. MetaDepth [30] is a framework for deep meta-
modelling that can be used to write speciﬁcation as discussed in chapter 4 but since
it does not have full support for comprehensive parser, it can not be used as a language
editor. Therefore, we decided to use Xtext [37] that comes with customizable user-
interface and parser components. Xtext can be used to create an Eclipse-like IDE
for the domain speciﬁc language(DSL) being developed. It provides good support
for grammar, validation of grammar against customised rules, validating imported
models, and integrated IntelliSense to facilitate rapid development. However, the ex-
isting parser generators like Xtext are restricted to have only two level (M2 and M1)
models within a meta hierarchy and therefore do not provide the ﬂexibility to deﬁne
multi-level/deep meta-modelling [31,105]. As extending parser generations with deep
meta-modelling is well beyond the scope of this thesis, we have chosen an alternative
lifting approach [111] to be able to apply deep meta-modelling. The implementation
of this approach will be discussed in Section 6.3.
1The implementation link of our tool: http://a-alreshidi.github.io/QML-CS/. Screenshots of our




As part of this thesis, we implemented a EBNF based grammar and Xtext based
compiler that will validate the grammar and allow the user to be able to specify
the language and Xtext can validate it based on the rules speciﬁed. This helps
in generating run-time implementation of QML/CS constructs. The Xtext based
QML/CS compiler builds a parse tree for the language and then creates an Ecore
ﬁle that has complete hierarchy of the QML/CS language concepts derived from
the grammar. It also creates a gen ﬁle that is used to create an editor that can
be used to write grammar syntax based language speciﬁcation. The focus of the
implementation was to develop the language and provide an integrated environment so
that the language user can use that environment to write the speciﬁcation according to
language rules. Following tools, technologies and standards were used in development.
6.1.1 Eclipse
Eclipse [36] is an open source community that manages many projects. Lot of indi-
viduals and organizations contribute to the projects developed under this umbrella
and they range from small to large projects including commercial level projects. The
Eclipse platform is one of major contributions of this Eclipse community that pro-
vides IDE for software development and it has many ﬂavors for diﬀerent languages
and technologies. The architecture of Eclipse platform is very ﬂexible and built on
plugins so that diﬀerent plugins can join together to produce a customized version
of Eclipse platform for a speciﬁc language based software development. It aligns
perfectly with a component-based paradigm where the base kernel is responsible for
loading all the required plugins and they are instantiated when needed. The plugins
work as an extension to base platform in many diﬀerent ways including providing
some extra functionality themselves or work as a link to other plugins to be used.
The Eclipse platform allows the users to develop their own plugins as well on top of
a large collection of plugins already developed contributed by diﬀerent people around
the globe.
Eclipse is used as base platform for our language speciﬁcation and implementation
where we implement all components of QML/CS language. The components men-
tioned in next sections like EMF and Xtext are used from within Eclipse and the ﬁnal
editor for the language is also opened in Eclipse interface.
6.1.2 EMF
The EMF, stands for Eclipse Modelling Framework [99], is modelling framework
project from Eclipse community that allows development of tools based on structured
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data models and provides model editing as well as code generation facility extending
the basic Eclipse platform with required plugins. It understands the models speciﬁed
in XMI and then provides tools to convert the model into implementation classes as
well as editing the model that updates both XMI and the generated classes. It sup-
ports three levels of code generation called Model to produce java interfaces, Adapters
to generate implementation classes and Editor to produce structured editor that will
provides a basic editing facility for models.
EMF is used to support the generation of language editor as Ecore and gen ﬁles. The
Java classes are derived from gen ﬁle. It also helps to create instances for context
model and application model from meta-model so that they can be imported in the
qmlcs editor while writing the speciﬁcation.
6.1.3 Xtext and Xtend
Xtext [14] and EMFText [44] are two language development frameworks that sup-
port implementation of domain speciﬁc languages. Both create the output as Eclipse
plug-in that can be used to implement the language. EMFText allows users to de-
ﬁne text syntax for languages modelled by an Ecore meta-model. It requires the
users to be well versed with EMF, as they need to build a model of their domain
speciﬁc languages. Xtext was originally developed as part of openArchitectureWare
[oAW] project initiative and later added to Eclipse community. It covers all aspect
of a programming language so that user can customize and implement the language
infrastructure including parsers, linkers, compilers and interpreters so that the IDE
provides integration of all these components. Xtext has advantage over EMFText
that it does not need EMF model to be created by user and generated it from the
grammar automatically. The user speciﬁes the grammar for the language and Xtext
created EMF model from it automatically and generates implementation classes. It is
very ﬂexible because it conforms to the Google Guice [37], a lightweight dependency
injection framework that allows using of existing DSL and API implementations as
well as smooth replacement of default implementations with user developed DSL im-
plementation. It provides a complete running language based on the abstract syntax
we deﬁne for domain speciﬁc language. It is also capable of understanding both tex-
tual and tree based models speciﬁcation and then create parser and language editor
for the models integrating the compiler or interpreter to execute the script written in
developed language. The scope of the language features and linking them with vali-
dation are key parts of an environment being used to write the speciﬁcation. Xtext
has a scope provider component that helps in writing the speciﬁcation upon user re-
quest and completes the contents based on the scope of the content being used and its
linking with the grammar. We have used Xtext scope provider in our implementation
to facilitate the user to write speciﬁcation and automatic content completion.
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Xtend [14] is a standalone project managed by Eclipse community that was initially
developed as part of Xtext framework. It is an advanced and general purpose pro-
gramming language that is based on Java language and uses many features from
the language along with extending it with operator overloading, extension methods
and type reference. Although it is an object oriented language but it has support for
lambda expressions of functional programming extending the language with advanced
and complex expressions to be mentioned. The code written in Xtend is compiled to
Java ﬁles and therefore can be linked with any Java libraries and also integration of
the output as a jar package is possible with any Java application. Although scope
provider is part of Xtext but the customisation is possible and Xtend allows us to
write scope providers based on the requirement.
6.2 QML/CS Component Architecture
The relationships between diﬀerent components in QML/CS prototype can be seen
in Fig 6.1. Subsystems can be categorized as follows:
• Component QML/CS Grammar : The component provides complete deﬁnition
of QML/CS language grammar. It also provides interface for other components
to use this grammar as input to generate languages based on this grammar.
• Component QML/CS Generator : This component combines all inputs into Java
implementation classes and makes the editor component ready to be used for
speciﬁcation of NFPs.
• Component QML/CS Scope Provider : This is a Xtext component that provides
scope description for the grammar we specify for QML/CS. It helps QML/CS
Generator to identify scope for each feature being generated from the grammar
and provides linking information between diﬀerent language features.
• Component QML/CS Grammar Validation: This component provides valida-
tion of QML/CS grammar, for example, this component can check measurement
expression, by validation its the number of measurement's parameter and shows
the error "Number of parameters does not match deﬁnition! Expecting".
• Component QML/CS Helper : This component provides support for loading the
required resources and make them available for the other components QML/CS
Grammar Validation and QML/CS Scope Provider. It uses Xtext resource
importer to load the resources so that they can be used in speciﬁcation.
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• Component QML/CS Editor : The component editor provides contextual con-
tent assistance for all the rules described in component QML/CS Grammar and
it is the interface that is used by measurement and application designers.
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QML/CS Generator
          
uses
        
      QML/CS Scope Provider             




        
      QML/CS Editor             
        




Figure 6.1: QML/CS Component Diagram
6.3 Implementing Deep Meta-modelling
As mentioned in Chapter 4, deep meta-modelling is a solution to the problem of rep-
resenting a type diﬀerently at diﬀerent levels and Clabject assists in achieving this
purpose. However, implementing Clabject concept is limited by the capabilities of the
EMF architectures of QML/CS meta-model like EMF meta-modelling architecture
used to implement it because such architectures lack the ability to implement more
than two levels (Ecore:M2 and xmi:M1) of meta-modelling. In his blog, Boersma [68]
recently discussed the potential issues with multi-level modelling and presented an ap-
proach that could address this problem; but only for a two level modelling situation.
It is also mentioned that multi-level modelling needs a diﬀerent meta-level for the
type and its instances even though when same deﬁnition applies to both the type and
its instantiation. It is used Xtext DSL grammar implementation as example to deﬁne
the meta-modelling requirement and then provide a sample possible implementation
that would support meta-level modelling concept. It was done by deﬁning named
attributes that can link to another entity so that meta-model of both the instance
and the entity it belongs to are diﬀerent. A concept of EntityInstance is introduced
as an abstract concept that points to an Entity and also contains Feature values so
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that each Feature value can be linked to the entity it belongs to and this entity is de-
ﬁned one meta-level above. Although it addresses the problem but making it generic
solution is a challenge and as mentioned in the blog as well, dynamic expansion of
the syntax can be worst if the size of the grammar is bigger. Also it is pointed out
that being able to support user deﬁned contexts for grammar deﬁnition is not easy
to implement for ever expanding grammar expressions.
The lifting approach [111] is a technique that can be used to elevate a model into
a meta-model by expanding the domain speciﬁc modelling constructs. It is actually
an adaptive approach that will elevate the instance into a type for which further
instances can be created and therefore the purpose of multi-level modelling can be
achieved. This technique ﬁlls the gap in existing language and supplements it with
new features and structures, therefore, we followed the same idea to address the re-
quirement of deep-modelling but our implementation is diﬀerent from the perspective
that we did not need to create models and their transformations and only checking
the model and then its instance so that QML/CS can support deep meta-modelling
to create multi-level models. One example of how the Lifting approach takes a model
and raises or promotes it to be a meta-model is shown in Fig 6.2. A concrete example
of how this elevation works in a real system is shown in Fig 6.3 where an operation
getData of application model counter is passed as concrete argument to the respon-
seTime. Then, while validating it against the type of parameter of measurement
responseTime, it will be elevated and its type checked and validation of the mapping
model is performed.
Figure 6.2: Implementing Clabject concept in QML/CS derived from [111].
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Figure 6.3: getData and Operation Lifting.
The lifting approach is implemented as part of the function CheckMeasurementEx-
pression where every operation in the application model, we deﬁne a lifter that takes
any operation at model level rather than instance level of the application once it is
passed as a concrete argument to the MeasurementCallExpression and elevates it by
expanding the mapping model constructs and replacing them by its type. Rather than
handling the instances of arguments, we have considered the type of the arguments
so that the type can be elevated implementing the lifting approach. Listing 6.1 shows
the implementation of the lifting approach, which can be seen speciﬁcally between the
lines 7 and 13. The lines 7 to 9 of this listing indicate how we access the types from
measurement expression and measurement declaration rather than instances and this
is shown in Fig 6.3 where we access the type Operation rather than instance getData.
A valid mapping between parameters in application and context model is required
for the elevation to work and part of that is achieved in methods mapOperations and
getMappingModel references. This listing also checks internal states and transitions of
those types to ensure that it can be elevated, which is done in method mapOperations
as shown in listing 6.2, and it is discussed in more details in Section 6.4.2.
6.4 Implementing Mapping Model
Implementing weaving model is not possible with existing technologies, we had to
build Infrastructure to allow the representation of mapping model as these features
is not provided by standard technologies. Xtext does not have the ability to imple-
ment weaving model and validate the inputs to ensure that the input conﬁrms to the
mapping model. We have implemented a weaving model feature so that specifying
the mapping between application and context model is possible. The implementation
contains not only mapping between the models but also rules to validate the mapping
between source and target models. It requires implementation of a function that will
take both models as input and then validate based on some predeﬁned set of rules
by considering internal types represented as state-machine for each model being vali-
dated. We show the implementation parts of mapping model. We start by describing
the mapping model Infrastructure. Next, we explain how we represent the mapping
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1 void checkMeasurementExpression (MeasurementExp measurementExpression ) {
2 f o r each argument and f o r each parameter
3 argument := next measurement argument exp r e s s i on
4 parameter := next measurement parameter
5 i f ( argument i s va l i d and parameter i s v a l i d )
6 begin
7 r e t r i e v e name o f argument in to _name
8 r e t r i e v e type o f argument in to appOperType from _name
9 r e t r i e v e type o f measurement operator in to conOperType
10 i f mapping e x i s t s f o r measurementExpression and argument then
11 begin
12 r e t r i e v e mapping in to argumentMapping
13 map ope ra t i on s in argument and parameter




Listing 6.1: Lifting Approach in Xtext
1 void mapOperations (MeasurementExp exp , QClass appOper , QClass conOper ,
MappingModel mapping ) {
2 a s s i gn s t a t e machine model o f app l i c a t i o n model opera t i on in to
appModel
3 a s s i gn s t a t e machine model o f context model operat i on in to conModel
4 i f conModel i s not va l i d
5 begin
6 throw e r r o r and re turn
7 end
8 i f ( appModel i s not va l i d )
9 begin
10 throw e r r o r and re turn
11 end
12 check s t a t e mapping o f app l i c a t i o n model Operation and context model
Operation us ing the provided mapping
13 check t r a n s i t i o n mapping o f app l i c a t i o n model Operation and context
model Operation us ing the provided mapping
14 check con s i s t ency o f app l i c a t i o n model exp r e s s i on and context model
exp r e s s i on us ing the provided mapping
15 i f ( no e r r o r thrown )
16 begin
17 mapping e x i s t s between ope ra t i on s
18 end
19 }
Listing 6.2: MapOperation Validation in Xtext
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1 application Counter ;
2 declare service counter {
3 prov ides Operation int getData ( ) ;
4 always response_time ( ( getData by Mapping . Mapping1 ) ) < 20 ;
Listing 6.3: Mapping Deﬁnition Syntax in QML/CS language
1 MeasurementExp :
2 (measurement = [ MeasurementDeclaration ] ) ( ' ( ( ' ' ) ) ' | ' ( ( '
3 ( ( argument+=MeasurementExpArgument ) ( ' , ' ( argument+=
MeasurementExpArgument ) ) ∗) ?




8 name = [ Appl i cat ionOperat ion ] ' by ' mappingRes=ID ' . ' mapping = ID
9 ;
Listing 6.4: Mapping Grammar in Xtext
model and what are the functions used to perform such mapping model. We then
discuss every function of QML/CS mapping model validation individually.
6.4.1 Mapping Model Infrastructure
A mapping model infrastructure of QML/CS is presented. It represents diﬀerent
structures of the language and how a mapping model helps in mapping the application
model to the relevant context model. This infrastructure helps in building the link
between two models. A reference to this mapping model is established via deﬁning
grammar rules so that the link is consistent from grammar to implementation. In
the model-mapping declaration shown in listing 6.3, the by keyword is used to refer
to the model-mapping to be used after the name of the operation is deﬁned. It will
link the deﬁnition with the model-mapping and help to evaluate the mapping and
compatibility of the deﬁnition against the model. This is achieved through mentioning
mapping link in the grammar so that we can specify this, as shown in Subsection 6.4.
6.4.2 Validation Implementation
CheckMeasurementExpression Function: This method is used to evaluate the mea-
surement and ensure that it is mapped to the correct measurement based on its
declaration. First of all it checks that the number of arguments passed in the mea-
surement expression and the declaration for that measurement are same. If they are
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1 void checkMeasurementExpression ( MeasurementExp mexpr ) {
2 r e t r i e v e measurement d e c l a r a t i on for measurement exp r e s s i on in to mdecl
3 r e t r i e v e l i s t o f arguments o f measurement for measurement exp r e s s i on
in to _argument
4 r e t r i e v e l i s t o f parameters from measurement d e c l a r a t i on in to _params
5 i f no o f e n t r i e s in _argument and _params i s not same
6 begin
7 throw e r r o r and return
8 end
9 for each entry in _argument and _params
10 begin
11 r e t r i e v e cur rent argument in to arg
12 r e t r i e v e cur rent parameter in to prm
13 check mapping between arg and prm
14 i f mapping not e x i s t s for arg and prm
15 begin
16 throw e r r o r and return
17 end
18 check mapping o f ope ra t i on s for arg and prm
19 i f mapping not e x i s t s for arg and prm ope ra t i on s
20 begin
21 throw e r r o r and return
22 end
23 measurement exp r e s s i on i s v a l i d
24 end
25 }
Listing 6.5: Check Measurement Expression Function in QML/CS Validator
not the same, it means the measurement expression is not valid and therefore mea-
surement expression will be rejected and not processed further. Next thing to check
is the types of the parameters. If the number of parameters is same, can the types be
mapped to each other. If the types can be mapped then it tries to map the operations
as presented in listing 6.5.
MapOperations Function: This method attempts to map the operation from applica-
tion model to the operation in the related context model. It uses mapping model to
do this so that only compatible operations can be mapped. It retrieves the application
and context model for both operations being mapped and performs state mapping,
transition mapping for the states and transition consistency of the transitions to en-
sure that the operations are mapped only if they are compatible as can be seen in
listing 6.6.
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1 void mapOperations (MeasurementExp exp , QClass appOper , QClass conOper ,
MappingModel mapping ) {
2 a s s i gn s t a t e machine model o f app l i c a t i o n model opera t i on in to
appModel
3 a s s i gn s t a t e machine model o f context model opera t i on in to conModel
4 i f conModel i s not va l i d
5 begin
6 throw e r r o r and return
7 end
8 i f ( appModel i s not va l i d )
9 begin
10 throw e r r o r and return
11 end
12 check s t a t e mapping o f app l i c a t i o n model Operation and context model
Operation us ing the provided mapping
13 check t r a n s i t i o n mapping o f app l i c a t i o n model Operation and context
model Operation us ing the provided mapping
14 check con s i s t ency o f app l i c a t i o n model exp r e s s i on and context model
exp r e s s i on us ing the provided mapping
15 i f ( no e r r o r thrown )
16 begin
17 mapping e x i s t s between ope ra t i on s
18 end
19 }
Listing 6.6: Map Operations Function in QML/CS Validator
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1 void stateMappingCheck ( QClass appOper , QClass conOper , MappingModel
mapping ) {
2 r e t r i e v e s t a t e machine model o f app l i c a t i o n model operat i on in to
appModel
3 r e t r i e v e s t a t e machine model o f context model opera t i on in to conModel
4 r e t r i e v e l i s t o f s t a t e s o f appModel i n to _states
5 get s t a t e mapping in to _stateMapping
6 for each s t a t e in _states
7 begin
8 i f name o f s t a t e matches with s t a t e in context model
9 begin
10 r e t r i e v e the f i r s t mapped s t a t e in app l i c a t i o n model i n to smap
11 i f ( smap i s not va l i d )
12 begin
13 throw e r r o r and return
14 end
15 r e t r i e v e l i s t o f s t a t e s in source parameter in to _src
16 for each s t a t e in _src
17 r e t r i e v e the f i r s t mapped s t a t e in context model i n to c s t
18 i f ( c s t i s not va l i d )
19 begin
20 throw e r r o r and return
21 end




Listing 6.7: State Mapping Check Function in QML/CS Validator
stateMappingCheck Function: This method ensures that the states in state machine
model for application model and context model can be mapped to each other. It
checks that there is mapping for each state in the application model to at least one
state in the context model; therefore it satisﬁes the ﬁrst condition discussed in Sec-
tion 5.3. For this it retrieves the application and context model for the operations
and then runs a loop on states of application model. It ﬁnds the ﬁrst state mapping
in which the set of source states contains the name of the state in the application
model. It then checks that the target state of the state mapping exists in the context
model. This will check each state in application model and check in context model if
there is at least one state that is mapped as can be seen in listing 6.7.
transitionMappingCheck Function: This method ensures that transitions in a state
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1 void transit ionMappingCheck ( QClass appOper , QClass conOper ,
MappingModel mapping ) {
2 r e t r i e v e s t a t e machine model for app l i c a t i o n operat i on in to appModel
3 r e t r i e v e s t a t e machine model for context operat i on in to conModel
4 get l i s t o f t r a n s i t i o n s in app l i c a t i o n s t a t e machine model
5 for (each t r a n s i t i o n in app l i c a t i o n s t a t e machine model )
6 begin
7 get mapping for t h i s t r a n s i t i o n
8 i f (mapping not e x i s t s )
9 begin
10 throw e r r o r and return
11 end
12 end
13 get l i s t o f t r a n s i t i o n s in context s t a t e machine model
14 for (each t r a n s i t i o n in context app l i c a t i o n model )
15 begin
16 get mapping for t h i s t r a n s i t i o n
17 i f (mapping not e i x s t s )
18 begin
19 throw e r r o r and return
20 end
21 end
22 mapping e x i s t s for a l l s t a t e s in both source and ta r g e t s t a t e machine
model
23 }
Listing 6.8: Transition Mapping Check Function in QML/CS Validator
machine model for application model and context model can be mapped to each
other. It checks that each transition in the application model is mapped to at least
one transition in the context model; therefore it satisﬁes the second condition dis-
cussed in Section 5.3. For this it retrieves the application and context model for the
operations and then runs a loop on transitions of application model. It ﬁnds the ﬁrst
transition mapping in which the set of source transition contains the name of the state
in the application model. It then checks that the target transition of the transition
mapping exists in the context model. This will check each transition in application
model and check in context model if there is at least one transition that is mapped
as can be seen in listing 6.8.
transitionConsistencyCheck Function: This function, as can be seen in listing 6.9,
ensures the consistency of the mapping between transitions of both application and
context operations. It checks that not only that each state in the application model
is mapped to at least one state in the context model but the transition between states
in the application model should also map to the transition between target states of
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the context model mapped in the ﬁrst step; therefore it satisﬁes the third condition
discussed in Section 5.3. It starts with getting transitions for state machine model
of the application model. Then it checks target state for each transition and gets a
list of all target states where source state matches with the source name of transition
from application model. It then checks in the context model if there is any transition
that has same source state and target state and also that a mapping exists between
them. It ensures that a transition is mapped only if there is mapping deﬁned and the
mapping is consistent. There are other functions like checkInContextModelStatement
and checkApplicationModelStatement to check if a model has associated XMI resource
ﬁle and is compatible with the model being checked. In addition, they ensures that
the XMI ﬁle for this context or application model is valid and can be used for checking
of states and transitions and their consistency.
6.5 Integrating OCL into QML/CS Grammar
As discussed in Subsection 3.3.7, we extended core OCL grammar [101], especially
FeatureCallExpression to support the requirements of QML/CS language includ-
ing MeasurementCall, capacityLimitCall, resourceServiceCall and helperVariableCall.
The challenge of integrating QML/CS with OCL is concerned with the ability of us-
ing OCL expressions within the declaration of our language without using any OCL
speciﬁc editor. Two mechanisms of OCL integration were considered by either im-
plementing a layer between QML/CS and OCL or embedding raw OCL grammar in
QML/CS grammar. Implementing a separate integration layer, as one of the exten-
sion and integration mechanism discussed in [5], one of the techniques to integrate
with OCL is to restructure the core design of the OCL itself so that languages like
QML/CS can integrate with the relevant module like Expressions without worrying
about how it works with core grammar modules. But this means that we will have to
develop an extension module just for the sake of QML/CS integration and that is not
in scope of the thesis, which intends to implement the QML/CS language rather than
focusing on extending OCL core architecture. It will make QML/CS speciﬁcation
depending on the extension module or library and any changes in that library would
force changes in QML/CS implementation to keep working. Also maintaining the
link as well as integration details would complicate the use of QML/CS because of
this dependence.
We follow a simpler integration approach to embed the OCL grammar into QML/CS
grammar so that the changes made in OCL for QML/CS are independent of any
existing extension mechanisms to avoid supporting or maintaining changes for those
mechanisms. The option of embedding the OCL grammar into QML/CS grammar
saves from all the integration eﬀort and still makes all the OCL features available
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1 void t rans i t i onCons i s t encyCheck ( QClass appOper , QClass conOper ,
MappingModel mapping ) {
2 r e t r i e v e s t a t e machine model o f app l i c a t i o n opera t i on in to appModel
3 r e t r i e v e s t a t e machine model o f context operat i on in to conModel
4 get l i s t o f t r a n s i t i o n s from appModel i n to _t ran s i t i on s
5 for each t r a n s i t i o n in _tran s i t i on s
6 begin
7 for each t a r g e t for t h i s t r a n s i t i o n
8 begin
9 get source for t h i s t a r g e t
10 i f ( source and ta r g e t do not map)
11 begin




16 get l i s t o f t r a n s i t i o n s for conModel i n to _conTransit ions
17 for (each context t r a n s i t i o n in _conTransit ions )
18 begin
19 for each t a r g e t in context t r a n s i t i o n
20 begin
21 i f ( source and ta r g e t do not map)
22 begin




27 source and t a r g e t s match for both app l i c a t i o n and context s t a t e
machine model
28 t r a n s i t i o n s are c on s i s t e n t
29 }
Listing 6.9: Transition Consistency Check Function in QML/CS Validator
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1 MeasurementDeclaration :
2 . . . . . . . . . . .
3 ' dec la re ' 'measurement ' Type name = MeasurementID ' ( '
4 . . . . . . . . . . .
5 ( ownedConstraint+=specCons t ra in t s ) ∗
6 ' } ' ;
Listing 6.10: Grammar snippet for the Measurement in Xtext
to be used directly in the QML/CS speciﬁcation. This technique allows extension
of OCL that speciﬁcally supports its working with QML/CS and can be maintained
as part of the core QML/CS grammar. It means that QML/CS does not need to
maintain compatibility with newer versions of OCL as long as it does not need those
features to support speciﬁcation of NFPs. We decided to use second option because
it allows us more ﬂexibility and control on customisation of OCL grammar as well as
integration with QML/CS grammar. For example, the line 5 of listing 6.10, shows
(ownedConstraint+=specConstraints)* grammar part, that connect to a grammar ex-
pression speciﬁed for linking the QML/CS grammar to OCL grammar. The grammar
feature specConstraints mentions the syntax rules on how the QML/CS can specify an
OCL expression and uses the pre-deﬁned OCL grammar features that we embedded
in QML/CS grammar. To indicate OCL grammar features in QML/CS, we use the
variableCallExpression spec so that the expression after this can be evaluated for a
valid constraint on the measurement and specify meaning of the measurement. Once
we have linked QML/CS with OCL grammar, new grammar rule named Measure-
mentExpr is extended to be part of OCL grammar expression as can be seen in line
10 of listing 6.11 that indicates the OCL expression can be MeasurementExpr as well
and it should be validated as an OCL expression. That is how it becomes part of
OCL expression and makes it available to be used in QML/CS speciﬁcation. Within
this grammar rule, we can refer back to the measurement declaration, speciﬁcally
lines 23-24 show how to do that. The complete grammar for this listing example can
be found in Appendix B.
1 SpecConstra ints r e tu rn s ConstraintCS :
2 s t e r e o type=' spec ' ( s p e c i f i c a t i o n=Spec i f i c a t i onCS ' ; ' ) ;
3 Spec i f i c a t i onCS re tu rn s ExpSpec i f i cat ionCS :
4 ownedExpression=ExpCS ;
5 . . . . . . . . . . . . . . . . . . . . . .
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6 PrefixedExpCS re tu rn s ExpCS :
7 ({ PrefixExpCS} ownedOperator+=UnaryOperatorCS+ ownedExpression=
PrimaryExpCS )
8 | PrimaryExpCS ;
9 PrimaryExpCS re tu rn s ExpCS :
10 MeasurementExp
11 . . . . . . . . . . . . . . . . . . . . . . .
12 | TypeLiteralExpCS ({NameExpCS} pathName=PathNameCS(
13 ( ({ IndexExpCS . nameExp=current } ' [ ' f i r s t I n d e x e s+=ExpCS ( ' , '
f i r s t I n d e x e s+=ExpCS) ∗ ' ] '
14 ( ' [ ' secondIndexes+=ExpCS ( ' , ' secondIndexes+=ExpCS) ∗ ' ] ' ) ?
15 ( atPre ?='@' ' pre ' ) ?) ) | ( { ConstructorExpCS . nameExp=current } '{ '
16 ( ( ( ownedParts+=ConstructorPartCS ( ' , ' ownedParts+=ConstructorPartCS )
∗) ) ?
17 | ( va lue=S t r i n gL i t e r a l ) ) ' } ' ) |
18 ( ( atPre ?='@' ' pre ' ) ? ({ InvocationExpCS . nameExp=current } ' ( ' (
19 argument+=NavigatingArgCS ( argument+=NavigatingCommaArgCS ) ∗
20 ( argument+=NavigatingSemiArgCS ( argument+=NavigatingCommaArgCS ) ∗
21 ( argument+=NavigatingBarArgCS ( argument+=NavigatingCommaArgCS ) ∗) ?) ? ' )
' ) ?) ) ) ;
22 MeasurementExp :
23 (measurement = [ MeasurementDeclaration ] ) ( ' ( ( ' ' ) ) ' ' ( ( '
24 ( ( argument+=MeasurementExpArgument ) ( ' , ' ( argument+=
MeasurementExpArgument ) ) ) ' ) ) ' ) ;
Listing 6.11: Grammar snippet for MeasurementExpr rule in Xtext
6.6 Summary
This chapter presented implementation parts of the research, QML/CS Component
Architecture, and the actual implementations of the solutions discussed in chapters 4




A Semantic for QML/CS
In the previous chapter, we have discussed implementation of QML/CS. The lifting
approach and model mapping implementation was presented and the integration of
OCL expression into QML/CS was explained. This chapter will discuss the QML/CS
semantics and how they are deﬁned. The semantics are discussed only now because
they will be given for the variant of QML/CS ﬁnally implemented.
There are many diﬀerent theories to specify the semantics like static [28], opera-
tional [85], axiomatic [91], denotational [92] and translational [27] semantics that can
be followed to provide semantics for languages like QML/CS. The static semantics,
as the name indicates, has no impact on the dynamic behaviour and focus only on
compile-time type checking and validating the declaration so that declarations are
resolved based on expected syntax.
The operational semantics represent more about the operational environment in which
the program will run so information about c, memory, registers and the way resource
are available in an operational environment are speciﬁed. A virtual machine is gen-
erally needed to be to use operational semantics because it has complete information
about operational situation of any system.
The axiomatic semantics, with its original purpose of formal veriﬁcation of the pro-
grams, provides rules in the form of axioms that control the transformation of one
expression to another expression and also controls the execution and validation of
those transformations to verify that one expression has been converted successfully
and legally to the target expression.
The denotational semantics is based on recursive function theory and works by pro-
viding a function based notation with each program that needs to be checked for the
semantics. The function can call another function if the program being checked for
meaning has inner elements that have diﬀerent functional added as a notation for it.
That is why it works in a recursive function way and keeps going into iteration till
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all semantics of the program are deﬁned and validated. The translational semantics
theory focuses on taking the transformation on a sentence to sentence basis. It picks
up a sentence in the source, checks the common elements that have already been
transformed and then converts the remaining to the new language. It is important to
mention that translational semantics considers semantic of target language to make
sure that semantics of a sentence in source language does not change when trans-
formed into new language and compatible semantics in target language are used to
provide the transformation.
We have chosen translational semantics for QML/CS because QML/CS is designed as
a set of statements with each statement representing a concept. The suitable trans-
formation will need to consider each statement as a separate entity when converting
based on the semantics with linking it to any pre-processed concepts. It provides this
facility of taking one statement at a time, just like a sentence, and completes the
transformation. In this chapter, we show translational semantic for QML/CS lan-
guage using model transformation technique that will translate the QML/CS speciﬁ-
cation to TLA+. The target translation to TLA+ language is chosen because there
already exists a TLA+ formalisation in [109]. TLA+ is used for the ﬁrst time.
7.1 Translational Semantic
As mentioned in previous chapters, QML/CS is a high level speciﬁcation language
for NFPs and it provides easy and understandable speciﬁcation compared to tem-
poral logic expressions. The comparison of syntax with TLA+ would indicate how
much abstraction and formalism has been used in QML/CS without compromising
the semantics. The comparison is possible if we can translate QML/CS to TLA+ and
then evaluate the usability, readability, understandability and comprehensiveness of
QML/CS against TLA+ speciﬁcation produced in this translation. This evaluation
part will be discussed in detail in Chapter 8. A translation is a systematic procedure
by which any instance of QML/CS meta-model can be transformed into a well-formed
TLA+ speciﬁcation with the same semantics. This translation would need an under-
standing of TLA+ syntax and representation of semantics that will be compatible
with equivalent QML/CS. It means that the translation process has to consider a
mapping strategy so that it is clear that which part of QML/CS speciﬁcation is being
translated to which part of TLA+ speciﬁcation.
Introduced by Abadi and Lamport [62], TLA+ speciﬁcation is based on the concept
of Modules that represent each speciﬁcation feature. There is a reasonable similarity
between object-oriented concepts and the way TLA+ modules are organised and spec-
iﬁed. The modules can be linked with each other through association and derivation
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so that relationship between the modules can be deﬁned. Three important keywords
of TLA+ are MODULE, EXTENDS and INSTANCE that describe declaration of
a module, extending a module from another module in the system and association
relationship between modules respectively. These concepts show a similarity with
object-oriented concepts of class, inheritance and association relationship between
the classes. Another important feature of TLA+ is that modules can have other
modules speciﬁed inside them, called inner modules, that are private to the parent
module and other external modules cannot use or derive from them. Since QML/CS
model and speciﬁcation is based on state-machine model and class-model, it is im-
portant that TLA+ has an option to represent the same concepts so that a mapping
is established. The remaining chapter will present diﬀerent parts of TLA+ and how
they represent the concepts of QML/CS and the technique that has been used to
produce TLA+ speciﬁcation from QML/CS. In the following sections we explain in
details about the key challenges associated with a translation mapping.
7.2 Translational Semantic Challenges
Since everything in TLA+ is represented as modules so the ﬁrst challenge is to be
able to convert QML/CS structures to equivalent TLA+ modules. Both speciﬁcation
languages are independent of each other and the TLA+ module structure was not
designed to support any future language like QML/CS. It means the transformation
technique will need to understand TLA+ syntax and semantics, identify diﬀerent
parts of the speciﬁcation and then link with QML/CS structure. Epsilon generation
language(EGL) [65] is a model to text transformation tool that helps to address this
challenge and generates a sensible TLA+ transformation of QML/CS. EGL is a tem-
plate driven model transformation that takes source model, a template to transform
the source model to target speciﬁcation. Second challenge is that the speciﬁcation in
TLA+ modelled in one place whereas in QML/CS makes more sense to annotate some
of them, for example, in the context model and some of them in the measurement
speciﬁcation. This becomes really tricky because ﬁnding same meanings of structures
in diﬀerent languages is not an easy task. So, the challenge is how can write consistent
model transformation template that links both deﬁnition and produce an equivalent
TLA+ speciﬁcation. The solution is to change the way the measurement speciﬁcation
works by explicitly mention in the measurement speciﬁcation what happens in each
transition of context model.
The Model transformation technique is a way of implementing semantic translation
so that the model mapping is eﬀectively used in this translation and the context of
the speciﬁcation is maintained. The structure of QML/CS and TLA+ is diﬀerent
and that is one of the diﬀerentiating factor that QML/CS can specify a concept in
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a simple manner where as TLA+ uses longer and complicated way to specify the
same concept. To ensure that concepts from QML/CS are transformed properly into
TLA+, a template is used that matches the syntax of QML/CS with syntax of TLA+
while maintaining the semantics. Second major challenge is to ensure the consistency
of transformation so that context of QML/CS features is maintained. To address this
issue, rules are speciﬁed that help to establish link between QML/CS features and
their transformed TLA+ features.
7.3 Translational Semantic via Epsilon
In this section, we discuss the actual process of semantic translation using Epsilon for
QML/CS speciﬁcations. It requires that we write a template for transformation so
that each declaration in QML/CS can be transformed into an equivalent TLA+ spec-
iﬁcation. Since this transformation is done for the actual application so the names
of the source declaration should come from the QML/CS language speciﬁcation. It
means that the language speciﬁcation should also be loaded into the process so that
when accessing the context model, the process can ﬁnd the names of the speciﬁcation
measurements and use the same in TLA+ to generate a logical mapping. There are
many diﬀerent types of declarations in QML/CS like measurement, service, compo-
nent, resource, container and the way they are speciﬁed so the process has to consider
each declaration separately and follow the template to do the transformation. The
process ensures that there is no hard coding used to provide a feature in TLA+ and
each feature in TLA+ is generated based on the context model loaded so that the
process is generic and works on any context model loaded to use for transformation.
This makes the process automatic that works on the loaded dependencies and then
generate a TLA+ speciﬁcation. It means that if we have another application speciﬁ-
cation to be transformed into TLA+ speciﬁcation then we needs its related context
model and the process will generate the TLA+ speciﬁcation without asking for any
changes in the transformation code itself.
The translation process from QML/CS to TLA+ is illustrated in Fig 7.1, the right part
of the ﬁgure shows the transformation process of a model to text that uses template
mechanism to map through source models and produces the target as a text. The
left part denotes that EGL template takes context model and the actual QML/CS
speciﬁcation as an input from source and map through them based on pre-deﬁned rules
to produces TLA+ speciﬁcations. For every declaration in QML/CS speciﬁcation,
an equivalent TLA+ speciﬁcation is produced using QML/CS Context Model. For
example, in the measurement declaration, the type of the formal parameters of the
measurement deﬁnition identiﬁes which part of the context model will be used.
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Figure 7.1: An Overview of a Model to Text Transformation via EGL
7.4 EGL Template of Translational Semantic
An EGL template for generation of TLA+ speciﬁcations from QML/CS is intro-
duced. It deﬁnes a number of rules to invoke multiple templates and generate
TLA+ speciﬁcation from QML/CS speciﬁcation automatically. For example, list-
ing 7.1 shows main EGL template for the translation of QML/CS speciﬁcation to
TLA+. The listing (line 1 thru 15) shows a number of rules for QML/CS speciﬁca-
tions like Measurement2TLASpec, Application2TLASpec. Each rule consists of two
main functions; template and target. template invokes the speciﬁed EGL template
like measurement2TLASpec.egl (see line 8) and target speciﬁes the output ﬁle path
like MeasurementsTLASpec.tla as shown in line 9 of listing 7.1.
1 rule ContextModel2TLASpec
2 transform contextModel : ContextModel ! ContextModel {
3 template : "ContextModel2TLAPlus . e g l "
4 target : "TLA+gen/ContextModelTLASpec . t l a "
5 }
6 rule Measurement2TLASpec
7 transform measurement : qmlcs ! MeasurementDeclaration {
8 template : "measurement2TLASpec . e g l "
9 target : "TLA+gen/MeasurementsTLASpec . t l a "
10 }
11 rule Application2TLASpec
12 transform app l i c a t i o n : qmlcs ! Applicat ionModelStatement {
13 template : "Application2TLA . e g l "
14 target : "TLA+gen/ApplicationTLASpec . t l a "
15 }
Listing 7.1: EGX snippet for the semantic translation of TLA+ speciﬁcation rules
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The listing 7.2 shows what will be input to the transformation template and it will
be converted to TLA+ speciﬁcation for the measurement. It starts (Lines 1 thru 4)
with the deﬁnition of measurement Response Time, which is deﬁned for single service
operation op as a diﬀerence between end and start time of the last invocation of that
operation.
1 in context RT;
2 declare measurement Real response_time ( Serv i ceOperat ion op ) {
3 On op . I n i t update
4 ResponseTime = 0 ;
5 hadOpCall = FALSE;
6 On op . RequestArr iva l update
7 s t a r t = 0 ;
8 end = 0 ;
9 On op . StartRequest update
10 s t a r t = now ;
11 On op . Fin ishRequest update
12 end = now ;
13 ResponseTime = ResponseTime + end ;
14 ResponseTime = ResponseTime − s t a r t ;
15 hadOpCall = TRUE;
16 }
Listing 7.2: The QML/CS speciﬁcation for Response Time
Listing 7.3 shows the TLA+ speciﬁcation of response time module. It is equivalent to
QML/CS speciﬁcation of the response time discussed in listing 7.3. Lines 2-9 extend
Real Time module, make use of the module of a service and lines 11-20 shows spec-
ifying the diﬀerence between end and start time of the last invocation of the single
service operation. The variables start and end represents the start and end time of
the operation. The Spec in this listing shows the state machine speciﬁcation with a
list of states that are part of state machine model of the measurement context.
Listing 7.4 shows an example pseudo-code snippet of an EGL template for the seman-
tic translation of measurement declaration. It integrates with QML/CS speciﬁcation
and extracts information about the measurement, variables used to handle the mea-
surement, diﬀerent transitions that compose the measurement and the values assigned
to variables at diﬀerent stages. For now, line 3 is of interest, a loop is deﬁned iter-
ating over all measurements in a system speciﬁcation where MeasurementDeclaration
is a list of all measurements deﬁned in the system. Each item in this list represents
QML/CS concept of Measurement, which has a name that is deﬁned as property
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1 −−−−−−−−−−−− MODULE response_time −−−−−−−−−−−−
2 EXTENDS RealTime
3
4 VARIABLES inState , unhandledRequest
5 VARIABLES sta r t , end
6





12 OnInit == op ! I n i t=>
13 /\ response_time \ in Real
14 /\ ResponseTime= 0
15 /\ hadOpCall= FALSE
16
17 OnRequestArrival == op ! RequestArr iva l =>
18 /\ s t a r t = 0
19 /\ end = 0
20
21 OnStartRequest == op ! StartRequest =>
22 /\ s ta r t '= now
23
24 OnFinishRequest == op ! Fin ishRequest =>
25 /\ end '= now
26 /\ ResponseTime '= ResponseTime + end
27 /\ ResponseTime '= ResponseTime − s t a r t
28 /\ hadOpCall '= TRUE
29 RTSpec == /\ op !RT
30 /\ [ ] [ OnInit /\OnRequestArrival /\ OnStartRequest /\
OnFinishRequest ]_<<ResponseTime , hadOpCall>>
31 ========================
Listing 7.3: The TLA+ speciﬁcation for Response Time
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name that is being accessed using the iteration object ms for each measurement in
the list, as shown in line 5. Line 6 shows the loop for each measurement deﬁnition
where each deﬁnition is a combination of variables used to deﬁne the measurement
and expressions deﬁned as part of measurement speciﬁcation. Lines 7 to 14 show how
to handle multiple occurrences of a variable. It uses a set variable to see if the next
variable occurrence should be added to list so that required variables list in TLA+
does not contain any duplicate values. These variables are made part of the output
to indicate corresponding measurement variables that will be generated from mea-
surement speciﬁcations in QML/CS.
The measurement context msCxt has a property Trans that has a list of all transi-
tions for this measurement. Line 15 explains how the transitions are retrieved from
the source QML/CS speciﬁcation and then transformed into equivalent TLA+ tran-
sitions. It extracts the name of each transition with required preﬁxes based on if it is
ﬁrst transition or last transition or anywhere between them because TLA+ expects
some speciﬁc literals like "==" attached based on the sequence of the transitions.
Lines 19 and 20 show how it extracts the variables and expressions for each transi-
tions and then converts that to TLA+ representation of variable expressions. Lines
21 thru 31 explain how it checks the type of variable expression so that it can gen-
erate an equivalent transformation for the expression. The diﬀerent possible types
are AttributeCSExp, VariableValue, NumberLiteralExpCS and BooleanLiteralExpCS.
The last transition need to show the output of the measurement as well. Once this
information is extracted, the template provides a target representation of TLA+ so
that extracted content can be embedded in TLA+ speciﬁcation. Then the template is
parsed and executed by EGL in Eclipse IDE environment to generate TLA+ output.
7.5 Code Generator Testing
There were two considerations made to test the code generation. First one was to
ensure that the TLA+ code generated has the correct syntax as per TLA+ standard.
Once the syntax is validated, second consideration was to make sure that the code
represents QML/CS concepts completely. The inspiration was also taken from the
sample TLA+ representations presented in [109] and check that the generated code
conﬁrms to that format. It will ensure that the code not only conﬁrms to TLA+
standard but it also builds on what is already presented in [109]. Two strategies
of testing are followed to validate the code generator; as Unit Testing and System
Testing. Unit testing is needed so that transformation of each QML/CS concept can
be validated individually before it is tested combined with other features of QML/CS.
The Unit tests were conducted in following steps:
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1 void TransformMeasurementDeclaration ( ) {
2 va r i ab l eS e t := i n i t i a l i s e with empty l i s t
3 for each measurement d e c l a r a t i on in the QML/CS s p e c i f i c a t i o n
4 pr in t measurement model name
5 a s s i gn measurement d e c l a r a t i on in to ms
6 for each measurement d e f i n i t i o n in the cur rent d e c l a r a t i on
7 for each va r i ab l e in measurement v a r i a b l e s l i s t
8 for each exp r e s s i on in measurement d e f i n i t i o n
9 i f c l a s s o f exp r e s s i on = "AttributeExpCS" then
10 i f not va r i ab l eS e t conta in s v a r i ab l e r ep r e s en t i ng the
exp r e s s i on then
11 add va r i ab l e to va r i ab l eS e t
12 i f not count o f va r i ab l eS e t e lements i s g r e a t e r than 0 then
13 return e r r o r
14 pr in t l i s t o f v a r i a b l e s in va r i ab l eS e t
15 for each measurement t r a n s i t i o n
16 pr in t t r a n s i t i o n name
17 for each parameter in measurement d e c l a r a t i on
18 pr in t parameter name
19 for each va r i ab l e in the measurement d e c l a r a t i on
20 for each exp r e s s i on in va r i ab l e d e c l a r a t i on
21 i f exp r e s s i on c l a s s = "AttributeExpCS" then
22 i f name o f exp r e s s i on va r i ab l e i s f i r s t one then
23 pr in t the name only
24 for each exp r e s s i on r e f e r e n c e in exp r e s s i on r e f e r e n c e s
25 i f exp r e s s i on i s "ownedOperator" then
26 for each operator in the ope ra to r s l i s t
27 i f c l a s s o f operator i s "Var iableValue " then
28 pr in t v a r i ab l e operator name
29 else i f c l a s s o f operator i s "NumberLiteralExpCS"
then
30 pr in t numeric operator name
31 else i f c l a s s o f operator i s "BooleanLiteralExpCS"
then
32 pr in t boolean operator name
33 for each parameter in measurement
34 i f type o f parameter = " Serv i ceOperat ion " then
35 pr in t parameter name with " Se rv i c e " post f i x
36 i f type o f parameter = "ComponentOperation" then
37 pr in t parameter name with "Component" post f i x
38 for each t r a n s i t i o n in measurement d e c l a r a t i on
39 i f i t i s l a s t t r a n s i t i o n
40 pr in t t r a n s i t i o n name with "_measurementname" post f i x
41 else
42 pr in t t r a n s i t i o n name only
43 }
Listing 7.4: Pseudo-code snippet with typed iterator of Measurement Declaration
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• A transformation template was written to work as transformer between the
QML/CS feature and equivalent TLA+ representation.
• The template takes two inputs; the model and the QML/CS code.
• The EGL template generates the TLA+ code.
• The code is checked in a tool called The TLA Toolbox, which conﬁrms that
syntax is according to the grammar of TLA+ language.
• The code is then checked manually with the samples provided in [109] to ensure
that the structure of both codes is similar.
Once the individual features were tested and their syntax was validated to be rep-
resenting the equivalent QML/CS features, the sub templates were combined into a
major container template to check that the TLA+ generated for the whole applica-
tion in question is valid. The main template will load the templates along with source
model to use for transformation. Each template will be launched to complete its part
of transformation and then all the transformations are joined together to make one
representation in TLA+. This transformation is then validated in the TLA+ Toolbox
and conﬁrmed that all the concepts are represented as per requirement.
7.6 Summary
In this chapter, we have shown that QML/CS language can be transformed into TLA+
speciﬁcation while maintaining the semantics of QML/CS. Also the challenges faced
in transformation were addressed and a reasonable transformation is produced. The
process of transformation is also explained and the templates needed for transfor-
mation are elaborated to exhibit how structures of QML/CS are mapped to equiva-
lent TLA+ structures. It gives an indication for compatibility of QML/CS with the
framework it is based on and also its ability to be transformed to other speciﬁcations
based on templates. It also shows that a high level speciﬁcation can be produced
in QML/CS and then automatic transformation can be used to convert that to any
desirable speciﬁcation format. In the next chapter we will show the evaluation of our
QML/CS language that provides supporting evidence that it can give a practically




In the previous chapter, we have discussed a semantic translation for QML/CS lan-
guage using model transformation technique that translates the QML/CS speciﬁca-
tion to TLA+. We have seen that the speciﬁcation of QML/CS can be transformed
into TLA+ spec. This chapter describes the experimental evaluation of QML/CS.
The usage of the prototype from the perspective of QML/CS is explained as a case
study.
8.1 A Case Study
This chapter aims to evaluate the ability of the proposed QML/CS language to de-
ﬁne Non-Functional Properties (NFPs) of component-based systems. The evaluation
targets an industrial application for which NFPs can be deﬁned using QML/CS. A
case study [11] was selected to show the applicability of QML/CS in specifying to this
application. We demonstrate how to apply QML/CS to this application. A complete
set of QML/CS models of the application is provided along with discussing on how
these models would be designed and developed. We would later present the TLA+
speciﬁcations generated by the code generator.
The web audio store application is used to demonstrate the QML/CS claims of pro-
viding NFPs speciﬁcation of a complex component-based system. We explore ar-
chitecture of the web audio store which is an on-line audio streaming website. The
user can upload and stream diﬀerent available audio ﬁles in the database. This case
study only focuses on the NFPs of the system and all the aspects of software archi-
tecture for functional properties is out of scope for this evaluation. In commercial
applications (e.g. web audio store), the deﬁnition of NFPs becomes as important as
deﬁning functional requirements. There are not many solutions available in develop-
ment community, which provide means to deﬁne these NFPs of a component-based
system generically.
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8.1.1 Overview of the Case Study
In order to support our claim that we provide a practically usable generic language
for deﬁning NFPs of component-based system, we start with presenting the architec-
ture of selected web audio store application [11] as shown in Fig 8.1. This example
is suitable for our evaluation because it represents an application which is structured
based on component-based system architecture. This case study attempts to solve
the problem that there does not exist any practically usable and generic language for
speciﬁcation of NFPs. The details of the case study are elaborated in the following
sections. We specify the web audio application using QML/CS language and deﬁned
a number of measurements generically and have applied those measurements to con-
crete operations of the audio system. This successful speciﬁcation of measurements on
a practical component-based system justiﬁes the claim of practical usability of QM-
L/CS. The case study was selected around the objective that it can help answering
following questions:
• Can the QML/CS language be successfully applied to specify NFPs of a real
system?
• Can we derive from this case study that the QML/CS language is a practically
usable language for modelling NFPs generically?
• What challenges are faced in applying QML/CS language? this is critical in
order to identify gaps when applying QML/CS to model NFPs.
Figure 8.1: Web audio store architecture derived from [11]
We present the important speciﬁcation parts of the application case study using
QML/CS and the remaining speciﬁcation can be found in Appendix A.1. We also
present TLA+ translation for the selected speciﬁcation elements and remaining TLA+
speciﬁcation can be found in Appendix A.2. The speciﬁcation are being shown below




The QML/CS speciﬁcation for the selected application includes a number of dec-
larations for a measurement, service/component, resource, container and system to
specify them along with referencing the context, application and mapping models.
QML/CS then loads the required models (e.g, context model, application model and
resource model). These models are fully developed and instantiated using QML/CS.
The QML/CS users need to instantiate these models while writing the speciﬁcation
of system. Once the models are loaded, the user can use the desirable models and its
elements to complete the speciﬁcation of the system. Each declaration of QML/CS
involves writing a speciﬁcation for all those elements including OCL expression if
applicable.
We discuss a number of models of the presented case study including the context
models (used by measurements), application models (used by component to declare
the applications) and resource models (used to write the speciﬁcation of abstract and
concrete resources). QML/CS declarations can be used by various users like Mea-
surement designer, Component Designer and Platform Designer during the complete
development cycle of the system. The forth main prospectives of QML/CS language
concerning the diﬀerent usages of the language are presented in the following Subsec-
tions.
8.2.1 Measurement Designer's Perspective
The measurement designer is one of the roles for users to use the QML/CS speciﬁca-
tion for formal speciﬁcation of non-functional properties. Its perspective covers many
diﬀerent expectations from the language and are listed below
1. Analysis requirements: Understanding of the requirement speciﬁcation to be
able to know what non-functional perspectives exist in the system.
2. Identify NFPs: Identify speciﬁc non-functional properties that are required to
be met by the target system. Identiﬁcation of the components and services with
which these NFPs are attached.
3. Choose the appropriate context model so that measurement can be deﬁned
without dependency on the application model. Identify which context model is
suitable for each measurement.




5. Add measurement deﬁnitions to repository: Add the speciﬁcation to a reposi-
tory so that application designer can reference them in complete speciﬁcation.
This subsection presents the context model and the speciﬁcation of the application
from Measurement Designer's perspective.
8.2.1.1 Measurement's Context Model
Context models are used to specify measurements independently of concrete appli-
cations, therefore, measurement speciﬁcations are based on the context model spec-
iﬁcations of component or service as discussed in Section 3.3.1. Each measurement
speciﬁcation should reference a context model and in this case study we reference
context models as can bee seen in ﬁgures 8.2 and 8.3 . Context models RT and ET
are referenced by keyword 'in context', followed by the name of the model. Each
model consists of various classes and associations between them as follows:
1. Parameter's type of measurement: it is Service Operation in the context model
(RT) and Component Operation in the context model (ET).
2. State Machine Model: it deﬁnes the behaviour of measurement parameter's
type. It consists of a number of states and transitions (e.g. idle, RequestAvail-
able and HandlingRequest) and transitions (e.g. RequestArrival, StartRequest
and FinishRequest) in context model (RT) whereas in context model (ET),
the state machine model includes one additional state named Blocked and two
transitions named SwitchToOther and SwitchBack.
3. Each parameter type of measurement has a property named State machine
model: this is to associate the parameter type of measurement with its own
state machine model in order to deﬁne its behaviour.
4. The measurement designer loads parameter type of the measurement and tran-
sitions of relevant state machine model are needed to complete the deﬁnition of
a measurement.
8.2.1.2 Measurement Speciﬁcation
Two measurements response time and execution time are deﬁned for the Web Audio
Store system as shown in listings 8.1 and 8.2. They indicate that both response time
and execution time measurements reference their context models RT and ET, and











































Figure 8.3: Context Model for Execution Time (ET).
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The listing 8.1 shows the QML/CS speciﬁcation for measurement response time. Line
1 starts with referencing a context model named RT for the response time. Line 2
shows how the response time is expressed, that is deﬁned for single service operation
op as a diﬀerence between end and start time of the last invocation of that operation.
The context model RT is referenced to allow a measurement designer to load the type
of response time measurement's parameter Service Operation and some transitions of
state machine model that are of interest to this particular measurement as shown in
lines 3 thru 11 along with specifying some values on those transitions based on on
the measurement deﬁnition.
1 in context RT;
2 declare measurement Real response_time ( Serv i ceOperat ion op ) {
3 On op . I n i t update
4 ResponseTime = 0 ;
5 hadOpCall = FALSE;
6 On op . RequestArr iva l update
7 s t a r t = 0 ;
8 end = 0 ;
9 On op . StartRequest update
10 s t a r t = now ;
11 On op . Fin ishRequest update
12 end = now ;
13 ResponseTime = ResponseTime + end ;
14 ResponseTime = ResponseTime − s t a r t ;
15 hadOpCall = TRUE;
16 }
Listing 8.1: The QML/CS speciﬁcation for response time
The listing 8.2 shows the QML/CS speciﬁcation for measurement Execution Time.
Line 1 starts with referencing a context model named ET for the execution time
measurement. Line 2 shows how this measurement is expressed, that is deﬁned for
single component operation op1 as a diﬀerence between end and start time along with
subtracting blocked time, if any, of the last invocation of that operation. A context
model ET is referenced to allow a measurement designer loads the type of execution
time measurement's parameter Component Operation and some transitions of state
machine model that are of interest to this particular measurement as can be seen in
lines 3 thru 20 along with specifying some values on those transitions based on on
the measurement deﬁnition.
1 in context ET;
2 declare measurement Real execution_time (ComponentOperation op1 ) {
3 On op1 . I n i t update
4 AccExec = 0 ;
5 SegStart = 0 ;
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6 Execution_time = 0 ;
7 hadOp1Call = FALSE;
8 On op1 . StartRequest update
9 SegStart = now ;
10 AccExec = 0 ;
11 On op1 . Fin ishRequest update
12 Execution_time = AccExec + now − SegStart ;
13 hadOp1Call = TRUE;
14 On op1 . SwitchToOther update
15 AccExec = AccExec + now − SegStart ;
16 On op1 . SwitchBack update
17 SegStart = now ;
18 }
Listing 8.2: The QML/CS speciﬁcation for execution time
8.2.2 Application Designer's Perspective
In the previous subsection, we discussed the measurement speciﬁcations used in our
case study concerning the measurement designer's prospective. In this subsection,
an application designer's perspective is presented that covers following in using the
language.
1. Analyse measurements from the repository: The identiﬁed measurements are
checked if they cover all the NFPs needed to be implemented for the system.
2. Determine what operations to be speciﬁed in the speciﬁcation for each service
or component.
3. Specify services or components: Write formal speciﬁcation of each service or
component of the target system using the identiﬁed QML/CS features. Writing
the mapping models needed for a service or component.
8.2.2.1 Application Model
This subsection presents the application model and the speciﬁcation of Application
Designer's perspective. Application models are used to specify concrete applications,
therefore, application speciﬁcations are based on the application model of either a ser-
vice or component as discussed in Subsection 3.3.3. In the application declaration for
a service or component, the application model is referenced via the keyword applica-
tion followed by name of that application (e.g. application ComponentNameModel).
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This is to refer to a location where the 'application model' can be found. The appli-
cation model consists of an operation type and an associated state machine model.
Each operation type has a property named State machine model to reference its
own state machine model, which deﬁnes its behaviour. The State Machine Model
consist of a number of states and transitions (e.g. OpNameidle, OpNameReques-
tAvailable, OpNameHandlingRequest) and transitions (e.g. OpNameRequestArrival,
OpNameStartRequest and OpNameFinishRequest). Operation Type (e.g. Compo-
nent Operation) is then loaded into the service or component declaration to deﬁne
its type operation and behaviour. There are a number of application models used in
the case study as speciﬁed for components and a service. We will not discuss them
in details and only focus on two application models as shown in ﬁgures 8.4 and 8.5,
and the remaining models can be found in Appendix A.
Fig 8.4 shows the Audio Rental model that contains Service Operation type and
a state machine model. This state machine model has a number of states (e.g.
IdleRentAudio, ReceivedRentAudio) and transitions (e.g. RARequestArrival, RARentAu-
dioStartRequest) that deﬁne the behaviour of the operation rentAudio(). Fig 8.5
shows Web Form Model that consists of Component Operation type and a state ma-
chine model. This state machine model has a number of states (e.g. IdleUploadFile,
ReceivedUploadFile) and transitions (UFRequestArrival, UFStartRequest) that de-
ﬁnes the behaviour of the operation uploadFile().
8.2.2.2 Application Speciﬁcation
In this subsection, we provide the application speciﬁcations for Web Audio Store and
remaining application speciﬁcation can be found in Appendix A.1. Each speciﬁcation
references the application model (of a service/component) via 'application' key word
followed the name of the application model (e.g. application ComponentNameModel).
The listing 8.3 shows Web Audio Store application that has a number of declarations
to specify its services/components, resource, container and system. Line 1 starts with
referencing the application model named AudioRentalModel for AudioRental Service.
This model consists of Service Operation type and its own state machine model to
deﬁne its behaviour as shown in Fig 8.4. Line 2 demonstrates the declaration of
AudioRental Service followed by line 3 which begins with the key word provides and
rentAudio operation including its type and returned type to describe the service's
interface that is part of the non-functional properties speciﬁcation. Line 4 in the list-
ing starts with the key word always that uses a syntax based on Object Constraint
Language (OCL) to specify the meaning of the measurement. The measurementCall
response time of the rentAudio() is constrained to 20 milliseconds along with the




















































Figure 8.5: Application Model for Web Form Component.
To apply a measurement to a concrete application a mapping model must be refer-
enced in measurement's argument providing the name of the mapping model. This
loads a mapping model so that it can be used by QML/CS Validator to validate
the target operations. A mapping model clearly describes structure of the mapping
to link diﬀerent features of both application model of operation and context model
of measurement. Each mapping model has a number of mapping strategies that
help in mapping the application to context model. These includes ClassMapping,
StateMachineModelMapping, StateMapping and TransitionMapping for establishing
a link between application model and context model.
Validating the rentAudio() operation is achieved by loading the AudioRentalModel
and RT context model so that the mapping between these models can be estab-
lished. This mapping is established in the mapping model named RAOp2RtMapping
as shown in Fig 8.6. The ServClassMapping controls the mapping between source and
target Service Operation classes in application model and context model respectively.
It is important to note that each ClassMapping should have a reference to StateMa-
chineModelMapping to verify that a particular class belongs to its own sate machine
model. StateMachineModelMapping controls the mapping between source and target
state machine model named SSMMStateMachineModelMapping that contains a list
of all the states and transitions that belong to the classes in the AudioRentalModel
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and RT context model. The StateMapping and TransitionMapping control mapping
of each state and transition in state machine model of the AudioRentalModel to a
state and transition in state machine model of the RT context model as required by
the StateMachineModelMapping.
As discussed in Chapter 5, we show application of the three conditions to examples of
the mapping models in our case study. Fig 8.6 shows set of states and transitions; and
the mapping instances that connect the states and transitions between application
and context models. The equation one requires that for each states in state machine
model of AudioRental application model, there is at least one state in the RT con-
text model to which it can be mapped. We can see in Fig 8.6 that each of the states
like IdleRentAudio, ReceivedRentAudio and StartingRentAudio are linked to relevant
states in the RT context model via state mapping objects like IdleSM and Reques-
tAvailSM. Fig 8.6 also shows interesting state mappings happened, where a sequence
of states (e.g. StartingRentAudio and FinishedRentAudio) in the AudioRental ap-
plication model mapped to one state (e.g. HandlingRequest) in the RT context model.
The second equation requires that for each transition in state machine model of Au-
dioRental application model there is at least one transition in the RT context model
to which it can be mapped. It is also evident from the ﬁgure that transitions like
RARequestArrival, RAStartRequest and RAFinishRequest in AudioRental applica-
tion model are mapped to transitions in the RT context model via transition map-
ping objects like RequestArrTM, StartRequTM and FinishRequTM. Fig 8.6 also shows
interesting transition mappings occurred, where a sequence of transitions (e.g. RAS-
tartRequest and RAFinishedRequest) in the AudioRental application model mapped
to one SelfTransition in the RT context model. The SelfTransition helps with build-
ing a simulation relationship between the states when the source and target are same.
Moreover, the third equation is considered where mapping of a each pair of states in
the AudioRental application model to at least one pair in the RT context model are
evaluated. This is to ensure that mapping within the states and transitions of Au-
dioRental application model and RT context model is checked to be consistent.
Lines 6 thru 10 in the listing 8.3 show speciﬁcation of a component WebForm. It
begins with referencing the application model WebFormModel for Web Form Compo-
nent. This model consists of Component Operation type and its own state machine
model to deﬁne its behaviour as shown in Fig 8.5. Line 7 demonstrates the declaration
of WebForm Component followed by line 8 starting with the key word provides and
uploadFile operation including its type and returned type to show the Component's
interface that is part of the non-functional properties speciﬁcation. Line 9 starts
with the key word always and followed by the measurementCall execution time of the
uploadFile() that is constrained to 20 milliseconds along with the loading mapping
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1 application AudioRentalModel ;
2 declare Se rv i c e AudioRental {
3 provides Operation int rentAudio ( ) ;
4 always response_time ( rentAudio by RAOp2RtMapping . Mapping1 ) <20;
5 }
6 application WebFormModel ;
7 declare Component WebForm{
8 provides ComponentOperation int up loadFi l e ( ) ;
9 always execution_time ( up loadFi l e by UFOp2EtMapping . Mapping1 ) <20;
10 }
11 application AudioStoreModel ;
12 declare Component AudioStore {
13 provides ComponentOperation int sub s c r i b e ( ) ;
14 always execution_time ( sub s c r i b e by SOp2EtMapping . Mapping1 ) <20;
15 }
16 application DBAdapterModel ;
17 declare Component DBAdapter {
18 provides ComponentOperation int read ( ) ;
19 always execution_time ( read by ROp2EtMapping . Mapping1 ) <40;
20 }
21 application UserManagementModel ;
22 declare Component UserManagement {
23 provides ComponentOperation int authent i ca teUser ( ) ;
24 always execution_time ( authent i ca teUser by AUOp2EtMapping . Mapping1 ) <=
30 ;
25 }
26 application OggEncoderModel ;
27 declare Component OggEncoder{
28 provides ComponentOperation int encodeAudioData ( ) ;
29 always execution_time ( encodeAudioData by EAOp2EtMapping . Mapping1 ) <=
30 ;
30 }
31 application EncodingAdapterModel ;
32 declare Component EncodingAdapter {
33 provides ComponentOperation int processEncoding ( ) ;
34 always execution_time ( processEncoding by PEOp2EtMapping . Mapping1 ) <=
30 ;
35 }
36 application MySqlClientModel ;
37 declare Component MySqlClient {
38 provides ComponentOperation int authent i ca teUser ( ) ;
39 provides ComponentOperation int s to r eAud ioF i l e ( ) ;
40 provides ComponentOperation int getUserAudioSubscr ipt ions ( ) ;
41 provides ComponentOperation int l oadAudioFi l e ( ) ;
42 always execution_time ( s to r eAud ioF i l e by SAOp2EtMapping . Mapping1 ) <=
30 ;
43 }






























































































































































































































































































































































































































































































































































































































































model namedUFOp2EtMapping. The mapping model UFOp2EtMapping is used to
validate the behaviour of the uploadFile().
Lines 11 thru 15 in the listing 8.3 show speciﬁcation of a component AudioStore.
It begins with the reference to the application model AudioStoreModel for Audio-
Store Component. This model consists of Component Operation type and its own
state machine model to deﬁne its behaviour. Line 12 demonstrates the declaration
of AudioStore Component followed by line 13 starts by the key word provides and
subscribe operation including its type and returned type. Line 14 starts with the
key word always and followed by the measurementCall execution time of the sub-
scribe() that is constrained to 20 milliseconds along with the loading mapping model
SOp2EtMapping. The mapping model SOp2EtMapping is used to validate the be-
haviour of the subscribe().
Lines 16 thru 20 in the listing 8.3 show speciﬁcation of a component DBAdapter. It
begins with the reference to the application model DBAdapterModel for DBAdapter
Component. This model consists of Component Operation type and its own state
machine model to deﬁne its behaviour. Line 17 demonstrates the declaration of
DBAdapter Component followed by line 18 which starts with the key word provides
and read operation including its type and returned type. Line 19 starts with the key
word always followed by the measurementCall execution time of the read() that is con-
strained to 40 milliseconds along with the loading mapping model ROp2EtMapping.
The mapping model ROp2EtMapping is used to validate the behaviour of the read().
Lines 21 to 25 show speciﬁcation of a component UserManagement. It begins with
the reference to the application model UserManagementModel for UserManagment
Component. This model consists of Component Operation type and its own state
machine model to deﬁne its behaviour. Line 22 demonstrates the declaration of User-
Management Component followed by line 23 which starts with the key word provides
and authenticateUser operation including its type and returned type. Line 24 starts
with the key word always followed by the measurementCall execution time of the
authenticateUser() that is constrained to 30 milliseconds along with the loading map-
ping model AUOp2EtMapping. The mapping model AUOp2EtMapping is used to
validate the behaviour of the authenticateUser().
Lines 26 to 30 show speciﬁcation of a component OggEncoder. It begins with the
reference to the application model OggEncoderModel for OggEncoder Component.
This model consists of Component Operation type and its own state machine model
to deﬁne its behaviour. Line 27 demonstrates the declaration of OggEncoder Com-
ponent followed by line 28 which starts with the key word provides and encodeAu-
dioData operation including its type and returned type. Line 29 starts with the key
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word always, followed by the measurementCall execution time of the encodeAudio-
Data() that is constrained to 30 milliseconds along with the loading mapping model
EAOp2EtMapping. The mapping model EAOp2EtMapping is used to validate the
behaviour of the encodeAudioData().
Lines 31 to 35 show speciﬁcation of a component EncodingAdapter. It begins with
the reference to the application model EncodingAdapterModel for EncodingAdapter
Component. This model consists of Component Operation type and its own state
machine model to deﬁne its behaviour. Line 32 demonstrates the declaration of En-
codingAdapter Component followed by line 33 which starts with the key word provides
and followed by processEncoding operation including its type and returned type. Line
34 starts with the key word always, followed by the measurementCall execution time
of the processEncoding() that is constrained to 30 milliseconds along with the loading
mapping model PEOp2EtMapping. The mapping model PEOp2EtMapping is used
to validate the behaviour of the processEncoding().
Lines 36 thru 43 show speciﬁcation of a component MySqlClient. It begins with
the reference to the application model MySqlClientModel for MySqlClient Compo-
nent. This model consists of Component Operation type and its own state machine
model to deﬁne its behaviour. Line 37 demonstrates the declaration of MySqlClient
Component followed by lines 38 to 41 starting with the key word provides and the
operations authenticateUser, storeAudioFile(), getUserAudioSubscriptions(), loadAu-
dioFile() including their types and returned types to show the Component's interface
that are part of the non-functional properties speciﬁcation. Line 43 starts with the
key word always and followed by the measurementCall execution time of the store-
AudioFile() that is constrained to 30 milliseconds along with the loading mapping
model SAOp2EtMapping. The mapping model SAOp2EtMapping is used to validate
the behaviour of the storeAudioFile().
8.2.3 Platform Designer's Perspective
This subsection presents the resource model, the speciﬁcation of resource and con-
tainer speciﬁed by platform designer. The platform designer has to consider speciﬁca-
tion of platform and the operational environment so that need and expectations from
required resources can be speciﬁed. This process will deﬁne the relationship of mea-
surements with their corresponding resources in the abstraction of a container concept
so that capacity and availability of the resource can be speciﬁed against demand to
perform tasks. Platform designer writes speciﬁcation about resources, containers and
application context models attached with the measurement so that a complete formal




8.2.3.1 Resource's Model and Speciﬁcation
While deﬁning the speciﬁcation for resource (e.g. DB), the platform designer refer-
ences to the resource model via the key word 'in context', followed by the name of
the resource model. Resource Type demand (e.g. Query) highlights the type of ex-
pression that the individual resource demands. It deﬁne an individual query demand.
State-Machine model of the resource deﬁnes behaviour of the resource and constantly
assigns query to the the database resource. It has states and transitions (e.g. idle,
RequestAvailable, HandlingRequest) and transitions (e.g. RequestArrival, StartRe-
quest and FinishRequest) as shown in Fig 8.7. Users can specify a number of events
on those transitions (e.g. assignedTo, QueryCount) including resource Function (e.g.
TimeTaken). It allocates the time taken by DB to perform each query. Users can
specify capacity limit of resource to state that its conditions are satisﬁed so that the
resource can provide its service.
The MyDBModel references a state-machine model of a process that is submitting
queries to the database resource so that they can be scheduled for execution. MyDB-
Model provides a function called TimeTaken that measures the time taken to execute
a query and a collection scheduledQueries of (id, demand) that represents the queries
being executed in the database. The type Query deﬁnes how a query information
should be structured. It has a ﬁeld called met that represents maximum execution
time allowed for a query when the resource database is being used fully. The speciﬁ-
cation in listing 8.4 indicates that all queries in the demand set are being executed on
the DB and they meet the constraint of maximum execution time for each of them.
Lines 1 to 9 show how an accumulative constraint is deﬁned and the way it depends
on each query task. Using the model MyDBModel, the resource DB can be deﬁned
as follows:
1 in context MyDBModel
2 declare abstract resource DB {
3 demand Query ;
4 s e r v i c e ( Set (Query ) demand) = always
5 scheduledQuer ies−>c o l l e c t ( q | q . demand)
6 −>in c l ud e sA l l (demand) and scheduledQuer ies−>s i z e ( ) = demand−>s i z e ( )
and scheduledQuer ies−>f o rA l l ( q | TimeTaken (q . id ) <= q . demand . mrt ) ;
7
8 always ( capac i tyL imi t (demand) => s e r v i c e (demand) ) ;
9 }
10
11 declare resource MySQLDB of DB {
12 capac i tyL imi t ( Set (Query ) demand) )




























Figure 8.7: Resource Model for Database resource.
14 qmet : Real |
15 qmet + q . met ) <= demand−>s i z e ( ) ∗ 3 ;
16 }
Listing 8.4: Web Audio Store Resource Speciﬁcation via QML/CS
Lines 11 to 15 in the listing 8.4 show the concrete resource MySQLDB speciﬁcation.
Each query limited to max 3 seconds and qmet refers to the total maximum execution
time. The capacityLimit function has to be deﬁned for concrete DB that indicates
how the capacityLimit is enforced on the resource. It also indicates that capacity is
not just about number of queries that can be run but also maximum execution time
for all queries should not go beyond three seconds for each query.
8.2.3.2 Container Speciﬁcation
Listing 8.5 demonstrates an example of a container named AudioSystemContainer,
that is based on the architecture shown in Fig 8.1. It shows the Audio System
container speciﬁcation, the required part of this speciﬁcation describes theMSqlClient
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component and database resource used by the container. The database resource
speciﬁcation in the container has some constrains, by which a capacity requirement
for some abstract resource is speciﬁed. The last part of the container speciﬁcation
provides refers to the services provided by the container. The container strategy for
query execution time is provided below based on the previous examples.
1 declare container AudioSystemContainer ( ResponseTime : Real ) {
2 ExecutionTime : Real ;
3 requires
4 Component WebForm {
5 provides up loadFi l e ( ) ;
6 always execution_time ( up loadFi l e ) < ExecutionTime ;
7 } ;
8 Component DBAdapter {
9 provides read ( ) ;
10 always execution_time ( read ) < ExecutionTime ;
11 } ;
12 Component UserManagement {
13 provides authent i ca teUser ( ) ;
14 always execution_time ( authent i ca teUser ) <= ExecutionTime ;
15 } ;
16 Component OggEncoder{
17 provides encodeAudioData ( ) ;
18 always execution_time ( encodeAudioData ) <= ExecutionTime ;
19 } ;
20 Component EncodingAdapter {
21 provides processEncoding ( ) ;
22 always execution_time ( processEncoding ) <= ExecutionTime ;
23 } ;
24 Component MySqlClient {
25 provides s to r eAud ioF i l e ( ) ;
26 always execution_time ( s to r eAud ioF i l e ) <= ExecutionTime ;
27 } ;
28 resource DB. canHandle (
29 Set {Query (
30 met = ResponseTime ) }) ;
31 provides
32 service implemented by MySqlClient {
33 ExecutionTime < ResponseTime =>
34 always response_time ( s to r eAud ioF i l e ) < ResponseTime ;
35 }
Listing 8.5: Web Audio Store Container Speciﬁcations via QML/CS
The container strategy deﬁnes how the query execution time for an operation of a
component can be represented. This is achieved using a helper ExecutionTime. The
ResponseTime is an upper bound for the component; the container declaration ensures
140
8.2. QML/CS SPECIFICATION
that query execution time for a component is not more than this value. The service
part of the container expresses how the service represents the same query execution
time operation by the component and this query execution time is constrained by the
speciﬁcation parameter ResponseTime.
8.2.4 System Designer's Perspective
The system designer's perspective covers the larger scope when speciﬁcations of dif-
ferent containers are combined together. It bears prime importance since diﬀerent
measurements need to be linked together if they require similar resources or if a com-
ponent can provide more than one operations being exposed by a service. The system
designer considers the integration perspectives of the application and uses QML/CS
to specify system level non-functional behaviour of the application. The following
system speciﬁcation binds together the speciﬁcations from the declarations shown in
previous sections.
Listing 8.6 shows system designer's perspective of the system speciﬁcation. It indi-
cates the relation between diﬀerent instances of the system like a container, service
oﬀer on behalf of the container and the required resources. This is where the use
of resources can be optimised because multiple components and services may require
same resource (e.g. CPU) and their requests need to be added to scheduled tasks con-
sidering the resource capacity. It organises working combination of diﬀerent elements
in the form of deﬁned container structures with specifying which component needs
what resources. Lines 1 to 4 show the diﬀerent elements that are part of the system
and the resources available to the system. Lines 6 to 10 show the link of instances
of container with speciﬁc components and the services being oﬀered as part of the
container.
1 System WebAudioStoreApplication {
2 i n s t ance Serv iceMySqlCl ient MySqlCl ientServ ice ;
3 i n s t ance ComponentWebForm WebForm;
4 i n s t ance ComponentDBAdapter DBAdapter ;
5 i n s t ance ComponentAudioStore AudioStore ;
6 i n s t ance ComponentDBAdapter DBAdapter ;
7 i n s t ance ComponentUserManagement UserManagement ;
8 i n s t ance ComponentOggEncoder OggEncoder ;
9 i n s t ance ComponentEncodingAdapter EncodingAdapter ;
10 i n s t ance ComponentMySqlClient MySqlClient ;
11 i n s t ance ResourceMySqlDB DB ;
12 i n s t ance AudioSystemContainer (30) conta ine r ;
13
14 conta ine r
15 uses WebForm, AudioStore , DBAdapter , UserManagement , OggEncoder ,
EncodingAdapter , MySqlClient , DB;
141
8.3. TLA+ SPECIFICATION GENERATED
16 conta ine r
17 prov ides Serv iceMySqlCl ient MySqlCl ientServ ice ;
18 }
Listing 8.6: Web Audio Store System Speciﬁcations via QML/CS
8.3 TLA+ Speciﬁcation Generated
We present TLA+ translation for the selected speciﬁcation elements. Theses speciﬁ-
cations are being shown below in listings and remaining TLA+ speciﬁcation can be
found in Appendix A.2.
Listing 8.7 shows the TLA+ speciﬁcation of response time module. It is equivalent
to QML/CS speciﬁcation of the response time discussed in listing 8.1. Lines 2 thru
9 extend Real Time module, line 7 makes use of the module of a RT context model.
This concept of module is represented in QML/CS listing line 1 where the import
statement 'in context RT' is used to link to the context model. Line 12 in TLA+
listing shows OnInit transition with some addition constraints, this is represented in
QML/CS listing line 3. Line 17 represent the second transition named RequestArrival
and its own constraints where this also has been speciﬁed in QML/CS listing in line
6. Line 21 also show the third transition named StartRequest and it is equivalent
represented in line 9 of QML/CS listing. Line 24 shows the last transition named
FinishRequest with its own constraints and this also shown in QML/CS listing line
11. The equivalent code of QML/CS listing also mentions the constraints on each
transition for the variables start and end, which represent the start and end time of
the operation and shows specifying the diﬀerence between end and start time of the
last invocation of the single service operation. The RTSpec in this listing shows the
state machine speciﬁcation with a list of states that are part of state machine model
of the measurement context.
1 −−−−−−−−−−−− MODULE response_time −−−−−−−−−−−−
2 EXTENDS RealTime
3
4 VARIABLES inState , unhandledRequest
5 VARIABLES sta r t , end
6





12 OnInit == op ! I n i t=>
13 /\ response_time \ in Real
14 /\ ResponseTime= 0
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15 /\ hadOpCall= FALSE
16
17 OnRequestArrival == op ! RequestArr iva l =>
18 /\ s t a r t = 0
19 /\ end = 0
20
21 OnStartRequest == op ! StartRequest =>
22 /\ s ta r t '= now
23
24 OnFinishRequest == op ! Fin ishRequest =>
25 /\ end '= now
26 /\ ResponseTime '= ResponseTime + end
27 /\ ResponseTime '= ResponseTime − s t a r t
28 /\ hadOpCall '= TRUE
29 RTSpec == /\ op !RT
30 /\ [ ] [ OnInit /\OnRequestArrival /\ OnStartRequest /\
OnFinishRequest ]_<<ResponseTime , hadOpCall>>
31 ========================
Listing 8.7: The TLA+ speciﬁcation for response time
Listing 8.8 shows the TLA+ speciﬁcation of execution time module. It is equiva-
lent to QML/CS speciﬁcation of the execution time discussed in listing 8.2. Lines 2
thru 9 extend Real Time module, make use of the module of a ET context model.
This concept of module is represented in QML/CS listing Line 1 where the import
statement 'in context ET' is used to link to the context model. Line 12 in TLA+
listing shows OnInit transition with some addition constraints, this is represented in
QML/CS listing line 3. Line 18 represent the second transition named StartRequest
and its own constraints where this also has been speciﬁed in QML/CS listing in line
8. Line 22 also show the third transition named FinishRequest and it is equivalent
represented in line 11 of QML/CS listing. Line 24 shows the fourth transition named
SwitchToOther with its own constraints and this also shown in QML/CS listing line
14. Line 29 represents the transition named SwitchBack and it is equivalent to the
QML/CS listing line 16. The corresponding code of QML/CS listing also shows the
constraints on each transition for the variables SegStart and AccExec, which repre-
sents the start and accumulated execution time of the service execution. The ETSpec
in this listing shows the state machine speciﬁcation with a list of states that are part
of state machine model of the measurement context.
1 −−−−−−−−−−−− MODULE execut ion time −−−−−−−−−−−−
2 EXTENDS RealTime
3
4 VARIABLES inState , unhandledRequest
5 VARIABLES AccExec , SegStart
6
7 op1 == INSTANCE ET
8 −−−−−−−−−−−−−−−−−−−−−−−−
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12 OnInit == /\ execution_time \ in Real
13 /\ AccExec= 0
14 /\ SegStart = 0
15 /\ Execution_time =0
16 /\ hadOp1Call= FALSE
17
18 OnStartRequest == op1 ! StartRequest =>
19 /\ SegStart '= now
20 /\ AccExec '= 0
21
22 OnFinishRequest == op1 ! Fin ishRequest =>
23 /\ Execution_time '= AccExec + now − SegStart
24 /\ hadOp1Call '= TRUE
25
26 OnSwitchToOther == op1 ! SwitchToOther =>
27 /\ AccExec '= AccExec + now − SegStart
28
29 OnSwitchBack == op1 ! SwitchBack =>
30 /\ SegStart '= now
31
32 ETSpec == /\op1 !ET
33 /\ [ ] [ OnInit /\ OnStartRequest /\ OnFinishRequest /\
OnSwitchToOther /\ OnSwitchBack ]_<<Execution_time , hadOp1Call>>
34 ========================
Listing 8.8: The TLA+ speciﬁcation for execution time
8.4 Limitations of Evaluation
This section discusses the limitation of our evaluation from three perspectives. Sub-
section 8.4.1 discusses diﬀerent approaches to empirical studies and assess our evalua-
tion in this context. Subsection 8.4.2 discusses how we could have compared QML/CS
to other languages. Subsection 8.4.3 discusses the limitation with regards to scope of
our case study.
8.4.1 Empirical Studies
In any research, evaluation is of key importance. It not only concludes the objective
of the research but also provides means for its validation. In this work, the evaluation
has rather been of subjective nature because it only shows the usage of QML/CS
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language and does not consider systematic experiments. This has been mainly due
to time and resource constraints. However, we did explore the empirical strategies
commonly used and applied to such research. In the following paragraphs, such
empirical strategies and their scope is discussed. The four major empirical strategies
are experiment, case study, survey and post-mortem analysis [106] as discussed below.
Experiment strategy expects the study to be conducted in a lab setting where statis-
tics are noted and analysed [106]. The evaluation of our work does not come under
the experiment strategy mainly because it was not conducted in any controlled en-
vironment like an experiment usually takes place. One way to conduct our work
could have been to deﬁne diﬀerent values for parameters like expressiveness, ease-
of-use, time taken to write speciﬁcation, complexity of the language and scope of
the language to cover diﬀerent speciﬁcation concepts. Then an experiment could be
conducted by selecting a set of developers and designers who specify one of their real
time scenario they are implementing in an application. The observations from this
set up could be analysed to reach a conclusion about the application of QML/CS in
diﬀerent experiment settings with each setting targeting a diﬀerent set of NFPs.
The next approach is case study [106]. The case study is planned with steps and mile-
stones and where data is collected in each step in order to reﬂect what was observed
in previous step. Later analytical methods (e.g.regression) are applied to model the
data. It is more ﬂexible than conducting an experiment in terms of controlling the
steps and applying more rigorous analytical models. Our evaluation considered a
limited version of the case study approach without making any observations and con-
ducting any analysis on the feedback. It also applied the language to one speciﬁc
example whereas applying it to diﬀerent real-life examples or domains could have
provided more insight into the abilities of the language.
The third approach of survey generally needs a questionnaire to be designed and
then handed over to relevant stakeholders to collect feedback. It also considers op-
tions like interviews, meetings, sessions and discussions before the questionnaire can
be returned with feedback [106]. This approach however, demands a high volume of
volunteers, contributors and hence, lacks in small scale research evaluations like ours.
This approach is of quantitative nature whereas our evaluation is more of qualitative
type. Moreover, it usually has a limited scope of applying something practically like
experiment and case study approaches.
The post-mortem approach is another approach that is used either after the product
is developed or retrospectively evaluation diﬀerent parts of the product while it is
being developed and partial milestones are achieved. It is more like a combination
of case study and survey where analytical objectives are set ﬁrst and later question-
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naires or interviews are planned to collect feedback to achieve those objectives. It
provides both qualitative and quantitative perspectives of the system for suggestions
to improve it further [106]. This type of evaluation is usually conducted on a mature
system where product development is well deﬁned and is of commercial nature.
After exploring diﬀerent options, we reached to this conclusion that probably the
most suitable approach for our thesis evaluation should have been a strategy which is
inclined towards experiment based approach but due to time and resources constraints
we ended up in following a limited version of case study based strategy.
8.4.2 Comparing to other Languages
As we mentioned in Chapter 2, there are other generic languages like QML [40],
CQML [3] or CQML+ [43]. The evaluation could have shown our language compared
to these languages in two aspects;
1. QML/CS could have been compared with these languages in terms of its con-
cepts and what concepts are available in these languages. It could have been
compared with QML for its deﬁnition and values for a measurement as there is a
diﬀerence in terms of determining its values and how they are derived. Another
language that could be used for the concepts comparison is CQML+. It could
be compared for quality characteristics concept with a measurement concept.
However, the concepts in QML/CS are the same as in Zschaler TLA+ based-
framework where such comparison has already been done by Zschaler [109].
Also, it would not produce any new information and would be merely repeti-
tion of the eﬀort done already. This kind of evaluation may not be useful in
terms of evaluating QML/CS as the foremost claim in this thesis is the level of
ease and abstraction provided by QML/CS to write speciﬁcations.
2. QML/CS could have been compared with these languages in terms of usability
and expressiveness. It could have been compared with CQML for syntax and
semantic representation of concepts as there is major diﬀerence in the level
of speciﬁcation between QML/CS and CQML. QML/CS is a very high level
language compared to natural language syntax of CQML. Another language that
could be used for comparison is CQML+. It could be compared for ambiguity
and its compatibility with the component-based systems. However, we did not
have time and resources to conduct this kind of evaluation. That is why it was
not addressed in depth part of this thesis. Therefore, this evaluation does not
conduct any comparison with other generic languages.
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8.4.3 Limited Scope of the Case Study
The evaluation focuses on only one case study where as it could have considered more
than one case studies and in diﬀerent domains. This could have given a better insight
to the expressiveness and the applicabilities of QML/CS. It could also highlight some
of the hidden issues in speciﬁcation capabilities of QML/CS when focusing problems
in diﬀerent domains. In addition, the evaluation focuses only on individually measur-
able non-functional properties and highlights the limitation of QML/CS for specifying
non-stochastic properties like usability. As a matter of fact, it evaluates only expres-
siveness of QML/CS and the ease with which it can be used for speciﬁcation with
application to one case study in a speciﬁc domain.
8.5 Summary
In this chapter, a detailed evaluation of the proposed QML/CS language has been
provided. The evaluation provides a case study [11] to show the applicability of
QML/CS in specifying a realistic application. A demonstration of how to apply
QML/CS to specify a system is shown. A complete set of QML/CS models of the
case study were provided along with discussing how these models were developed.
The TLA+ speciﬁcations that are produced by the code generator were presented.
It is shown, using a case study, that QML/CS language can be used to completely
specify the non functional speciﬁcation of a component based system. In the end,
limitation of our evaluation is discussed where eﬀorts can be made to explore the
inﬂuence of the proposed language in much detail in future. The next chapter will
conclude the study conducted during the course of this thesis, provide a summary




This chapter will summarize the work done in this thesis for implementation of QM-
L/CS language for NFPs of component-based systems. It mentions the problems
faced in deﬁnition of such a speciﬁcation language and how those problems were ad-
dressed. It lists the contributions made in this thesis with brief information about
how does each contribution help solve the problems mentioned on Chapters 4 and 5.
This chapter also discusses limitation of current work and future recommendations.
This thesis provides a usable generic high-level speciﬁcations language for NFPs of
component-based systems. In component-based system, there is a number of players
like designer, developer, quality engineer and deployment resource involved and a
standard process is needed to communicate between them so that information about
quality of the system can be measured and exchanged eﬀectively. A formal and com-
plete speciﬁcation of NFPs is important not only for the the development and testing
of a software system but also for its operation in the deployment environment. There-
fore a usable, precise and formal speciﬁcation of NFPs of component-based system is
important in component-markets.
Nevertheless, existing approaches of specifying NFPs lack usability and formality
while others are formal but the low level formalisation limit their usability. In ad-
dition, are some approaches which are formal and usable but they're not suitable
for component-based system concepts. Moreover, there are other usable and formal
approaches, however, they cannot be used to model NFPs generically. In this thesis,
we ﬁrst identiﬁed a gap, which is a need of generic usable language to specify NFPs
of component-based system. We found that there is a potential language named QM-
L/CS, however, as it exists it is not formally deﬁned. Therefore, we take inspiration of
the work done in [110], and provided a formal deﬁnition of QML/CS language through
creation of a meta-model. This involves employing techniques from model-driven en-
gineering such as deep meta-modelling, domain-speciﬁc language workbenches, code
generation and weaving models to answer the research questions mentioned in Chap-
ter 1. A semantic deﬁnition for QML/CS is provided by translating its speciﬁcation
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into TLA+ using a model transformation approach. We have also demonstrated its
usability by modelling an industrial application using QML/CS and show the bene-
ﬁt of having a language like QML/CS by comparing it with TLA+ as discussed in
Chapter 8. Prototype implementation has been developed for QML/CS proposed in
this thesis. The purpose of this prototype is to support the usability of QML/CS and
setting a base to integrate QML/CS in standardised tools.
9.1 Addressing the Research Questions
1. Is it possible to specify the QML/CS speciﬁcation language using a meta-model,
if so how?
The ﬁrst research question is addressed by showing the ways of deﬁning QM-
L/CS presented in this thesis. An initial attempt was carried out to model
QML/CS using UML, however, the conventional UML modelling language does
not support more than two levels of modelling and it is limited to the concept
of a class and its instance. Thus, an entity that exists as a class and instance
at the same time can not be represented. This is discussed in more details
in Chapter 4. In order to successfully model such a requirement where the
entities can be speciﬁed at multiple levels and their existence depends on the
relationship they have with their entities, we required a modelling technique
that can represent more than one existence of same entity based on the role of
that entity in that speciﬁc context. We discovered that an existing modelling
technique called Clabject comes handy in modelling such entities and gives dis-
crete representation to their both roles of a class and an instance. Therefore, a
second attempt made to model QML/CS by applying deep meta-modelling that
supports Clabject technique. The result of applying this technique is discussed
in Chapter 4. Although in [21], it is suggested that the Meta Object Facility
(MOF) can either be used to extend the UML meta-model or deﬁne the meta-
model of the new modelling language. It is however, noted from this research
that such a beneﬁt is not likely for some modelling languages like QML/CS with
the obvious limitation of deﬁning more than two levels as discussed in Chapter 4.
2. Whether a usable QML/CS speciﬁcation language can be deﬁned?
To answer this research question, a realistic application of an Audio Store was
modelled using QML/CS and the measurements for both component and service
operations were speciﬁed. The experiment shows the feasibility of QML/CS to
describe realistic applications and also the support to which the desired NFPs
can be deﬁned as required.
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9.2 Contribution to the Body of Knowledge
The aim of this thesis was to present a quality modelling language for specifying
NFPs of component-based system. The following contributions have been made by
this thesis points:
• Major Contributions:
 The thesis provides a novel speciﬁcation language for the formal speciﬁca-
tion of NFPs of component-based systems (Language Deﬁnition for QM-
L/CS).
The provision of a formal speciﬁcation language for NFPs is one of the
key primary contributions made by this thesis. It includes deﬁnition of
language grammar, integrating parsers to convert this raw grammar into
a usable language with strong semantics, make it compatible to be used
on standard language tools, develop a prototype tool to demonstrate the
usage and building a transformation to TLA+. Chapter 3 presents the
main concepts of QML/CS and includes the meta-classes and examples of
each concept.
 Applying deep meta-Modelling to deﬁne QML/CS.
The dual-instantiation deﬁciency of conventional modelling languages like
UML has been solved by applying deep meta-modelling. Chapter 4 high-
lights the deﬁciency of modelling languages like UML in modelling QM-
L/CS. It also provides details on how the deep meta-modelling can be
applied to achieve dual instantiation of the entities to implement multi-
level modelling, which is a key feature of QML/CS. This is a general issue
with generic languages like QML/CS. As such, the language provides a
potentially interesting case study for deep-meta-modelling research.
 The ability to capture and validate simulations between state machines in
a mapping model.
A mapping model has been speciﬁed in this thesis to enable mapping be-
tween context model and the relevant application model. It allows speci-
ﬁcation of measurements independent of concrete application. Chapter 5
shows how a measurement can be applied to concrete application, which is
related to establishing a mapping between context and application models
of QML/CS. It also presents a solution of weaving model that addresses
this problem. Thesis shows the mapping strategy implementation between
the model of QML/CS and any given operation in an actual application
through the state machine models and class diagrams, that is part of model
mapping.
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• Secondary Contributions:
 The thesis deﬁnes the Semantics Translation to TLA+.
Transformation is established from a high level speciﬁcation of QML/CS
into TLA+ speciﬁcation. It helps to map through the QML/CS speciﬁca-
tion and provided context or application model to produce an equivalent
of TLA+ speciﬁcations as shown in Chapter 7. The beneﬁt of this contri-
bution is that QML/CS language can be compared with other languages
and frameworks and usage of QML/CS is clearly justiﬁed when it comes
to ease of use, complexity and the time to complete the speciﬁcation.
 A working prototype as a basis for the integration of QML/CS in future
language speciﬁcation tools.
A working prototype is implemented to support QML/CS integration as
shown in Chapter 6. It also provides a basis for future work where smart
tools can be implemented to allow users to specify NFPs using QML/CS.
 Integrating OCL into QML/CS Grammar.
QML/CS allows the use of OCL to specify constraints in the form of ex-
pressions and integration of QML/CS with OCL is implemented as part
of the language. It adds beneﬁts of OCL to QML/CS language and also
makes it easy to extend OCL to add further features to QML/CS in future.
The complete strategy of integrating OCL into QML/CS is presented in
Chapter 6.
9.3 Future Recommendations and Lessons Learned
This section discusses potential directions for future work and recommendations. It
details some possible future directions of research based on the work presented in this
thesis. The possibilities are split into the following categories:
• Implementation
Improving the implementation of the language and extending it to cover other
NFPs. This thesis has focused on measurable NFPs of component-based sys-
tems and speciﬁcation of other NFPs needs research on how they can be speci-
ﬁed. The current language implementation has provision of linking with context
models and therefore new context models can be designed to add support for
other NFPs that are not discussed in current work.
• Inter-Component Integration
The non-function aspect of component to component integration and coordina-
tion is another domain where research would be required to extend the existing
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context models. This will help represent the inter-component integration and
coordination as context models and then QML/CS can help specifying those
interfaces between the components.
• Support for Non-Component-Based Systems
The current implementation speciﬁcally covers component-based systems and
has not discussed about systems that are designed with non component-based
approach. Although speciﬁcation of measurements can be used for non component-
based systems as well but the concepts of components and services limit their
use. More abstract concepts can be added so that non component-based systems
can also be modelled for their NFPs using QML/CS.
• Tool Support for QML/CS
This is an important area where work is needed so that use of QML/CS can be
extended to the users who are already using tools like Palladio for speciﬁcation
of NFPs. The implementation of QML/CS plugins for these tools will give users
a choice to use QML/CS for speciﬁcation.
• Extended Application
Although current implementation of QML/CS has been applied to realistic ap-
plication for evaluating usability of QML/CS, a diverse type of applications
should be speciﬁed using QML/CS so that gaps in its implementation can be
discovered based on diﬀerent usage. It will help improve the language to handle
not only diﬀerent NFPs but also cover diﬀerent types of projects even in the
same domain of component-based systems.
The future research in this area would be helped with experiences in this thesis that
posed challenges to achieve the implementation of QML/CS. Designing a speciﬁcation
language like QML/CS needs to be done in a complete cycle that has stages to com-
plete before work can be started on the next stage. Writing DLS of a speciﬁcation
language needs a complete knowledge of what is to be provided as features of the
language so that syntax and semantic controls can be speciﬁed in DSL. It also needs
the rules for validating that DSL to be speciﬁed so that any generic tool like xtext can
derive the evaluation criteria from that DSL and then help build a language on top
of it. Completion of DSL for a language is itself an iterative process because many
things are highlighted when applying the DSL and then another process to improve
DSL starts to ﬁll the missing links. Once this is done then need arises for providing an
IDE where this grammar can be exploited to convert it into a speciﬁcation language.
The NFPs that can be supported by the language depends not only on speciﬁcation
but its semantics are controlled by DSL as well. Even if the language is able to specify
NFPs; one important step is validation of language if it is compatible to standards
like TLA+ to ensure that the language represents the concepts eﬀectively. It is such
152
9.3. FUTURE RECOMMENDATIONS AND LESSONS LEARNED
a linked and iterative exercise that one mistake at any level can propagate to create
a language that may not be practically usable.
The limitation of existing MOF meta-model for its support restricted to two levels
of modelling is a potential challenge for building domain speciﬁc languages because
they might need more detailed expression of the relationships needing more than two
levels of modelling. Although there was an option to extend UML modelling capacity
but that may have the two-level modelling restriction at its core and therefore will
not serve the purpose. That is why we decided to use multi-level modelling so that
the level and scope of expression of the language is ﬂexible. This thesis has shown
the possible problems with two-level modelling and they have been discussed in de-
tail. The thesis has also presented the beneﬁts of multi-level modelling to address
the challenges but more research is needed to conﬁrm the compatibility of multi-level
modelling to design domain speciﬁc languages where it is applied to more generic con-
cepts and real scenarios. This further research will evaluate application of multi-level
modelling to diﬀerent domains and concepts within the same domain for which the
language is designed.
It is an important consideration that domain speciﬁc languages conﬁrm to the stan-
dards like OCL so that they take advantage of the existing concepts. The imple-
mentation of QML/CS needed to integrate with OCL to use the features like OCL
expressions to deﬁne constraints and requirements for diﬀerent features in the lan-
guage like resources and their task allocation. Building a bridge component between
QML/CS and OCL was not part of the thesis and it was concluded that it will also
take the focus away from the original purpose of the thesis; building the QML/CS
language itself. Also the integration of QML/CS editor with OCL would need fur-
ther integration components just for the sake of using OCL in the language. After
careful consideration of these extra requirements and their impact on the timeline of
developing the QML/CS language itself, it was decided to embed the OCL grammar
within the grammar of QML/CS so that the extension of concepts like FeatureCall-
Expression can be implemented without changing the basic structure of QML/CS
and without needing any external components to facilitate the language or its editor.
This has potential issues of updating the OCL if a new version is available with better
concepts as that grammar will have to be embedded into QML/CS for next releases
to make it compatible with latest changes in OCL.
It was important to design QML/CS language in a manner so that it can be applied
for small, medium and large level component-based systems. This is because if the
language is applicable to only small scale projects or case studies then its scope of
being useable is very limited. Compared to languages like TLA+, which generate
a substantial amount of code and speciﬁcation for medium or large scale projects,
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QML/CS uses higher level of abstraction to enable speciﬁcation of larger systems
with less code and better understanding and linking of concepts required for the
system in consideration. This was one of the key observations and that should be
considered when designing and speciﬁcation language because larger the code is, more
complex it is to establish link between diﬀerent concepts of the system and we can
easily lose track of where it is going. Although there is more research needed to ﬁnd
a balance between higher level of abstraction and giving ability to the user to control
the level of abstraction but QML/CS implements a ﬁrst level of balance between the
two. Further evaluation and application to systems of diﬀerent size can provide input
on whether it is enough or it needs more work to make the abstraction more useful.
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A.1 Speciﬁcations for Case Study
A.1.1 Context Models for Delta Time and Data Rate
The speciﬁcation of two measurements DeltaTime and DataRate are shown in list-
ings A.1 and A.2. It indicates that both DeltaTime and DataRate are importing their
context and showing the time events that should be considered in their calculation.
The DeltaTime deﬁnes the time between calls made to an operation in the system
and gives information about how frequent an operation call is made. The DataRate,
as its name indicates, measures the rate at which date emission takes place between
two operation calls and shows how active the component is when the call is made
from one call to the next one.
The listing A.1 starts (Lines 1 thru 9) with the deﬁnition of measurement DeltaTime,
which is deﬁned for single service operation op as time between two requests to know
the frequency of this measurement being called by the environment. The listing shows
the two transitions imported from the context model InRT so that DeltaTime spe-
ciﬁc variables LastDeltaTime and StartDelta can be deﬁned and assigned values to
calculate the output of the measurement.
1 in context InRT ;
2 declare measurement Real DeltaTime ( Serv i ceOperat ion op ) {
3 On op . I n i t update
4 LastDeltaTime=0;
5 Star tDe l ta = now ;
6 On op . RequestArr iva l update
7 LastDeltaTime= now −Star tDe l ta ;
8 Star tDe l ta = now ;
164






































Figure A.2: Context Model for Date Rate (DR).
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9 }
Listing A.1: The QML/CS speciﬁcation for Delta Time
The listing A.2 from (Lines 1 thru 15) with the deﬁnition of measurement DataRate
indicates the data generation of a component by measuring the amount of data emis-
sions between two successive measurement calls. It uses transitions from the context
model DR to specify diﬀerent events like Start, AccInterval and LastInterval attached
with those transitions. These events end up in changing values for the variables de-
ﬁned for measurement and then used for calculation of the measurement output.
1 in context DR;
2 declare measurement Real DataRate ( ComponentOperation op ) {
3 On op . I n i t update
4 AccInte rva l = 0 ;
5 Las t In t e r va l = 0 ;
6 On op . StartWorking update
7 Star t = now ;
8 AccInte rva l = 0 ;
9 On op . GetBlocked update
10 AccInte rva l= AccInte rva l + now − Star t ;
11 On op . GetUnBlocked update
12 Star t= now ;
13 On op . DoSendData update
14 Las t In t e r va l= La s t In t e r va l + now − Star t ;
15 Star t= now ;
16 AccInte rva l =0;
17 }
Listing A.2: The QML/CS speciﬁcation for Data Rate
A.1.2 Application models
we present the remaining application models of the case study as shown in Figs A.3,
A.4, A.5, A.6, A.7 and A.8.
A.1.3 Application Speciﬁcation
Further to our discussion in 8.2.2, line 9 in the listing 8.3 shows the validation of the
uploadFile() operation is achieved by loading the WebFormModel and ET context
model so that the mapping between those models can be established. This mapping
is established through the mapping model named as UFOp2EtMapping as shown in
Fig A.9. The COpClassMapping controls the mapping between source and target
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Figure A.3: Application Model for Audio Store Component.
Component Operation classes in application model and context model respectively.
StateMachineModelMapping controls the mapping between source and target state
machine model named CSSMMStateMachineModelMapping that contains a list of
all the states and transitions that belong to the classes in the WebFormModel and
ET context model. The StateMapping and TransitionMapping control mapping of
each state and transition in state machine model of the WebFormModel to a state
and transition in state machine model of the ET context model as required by the
StateMachineModelMapping.
As discussed in Chapter 5, Fig A.9 also shows set of states and transitions; and the
mapping instances that connect the states and transitions between application and
context models. The equation one requires that for each states in state machine model
of WebForm application model, there is at least one state in the ET context model
to which it can be mapped. We can see in Fig A.9 that each of the states like UFI-
dle, UFRequestAvailable, UFHandlingRequest, UFSwitchToOther and UFSwitchBack
are linked to relevant states in the ET context model via state mapping objects like
IdleSM, RequestAvailSM and HandlingRequestSM. The second equation requires that
for each transition in state machine model of WebForm application model, there is at
least one transition in the ET context model to which it can be mapped. It is also
167




























Figure A.4: Application Model for DB Adapter Component.
evident from the ﬁgure that transitions like UFRequestArrival, UFStartRequest and
UFFinishRequest in WebForm application model are mapped to transitions in the
ET context model via transition mapping objects like RequestArrTM, StartRequTM
and FinishRequTM. Furthermore, the third equation is considered where mapping of
a each pair of states in the WebForm application model to at least one pair in the
ET context model are evaluated. This is to ensure that mapping within the states
and transitions of WebForm application model and ET context model is consistent.
line 14 shows the validation of the subscribe() operation is achieved by loading the
AudioStoreModel and ET context model so that the mapping between those mod-
els can be established. This mapping is established in the model mapping named
SOp2EtMapping as shown in Fig A.10. The ComClassMapping controls the mapping
between source and target Component Operation classes in application model and
context model respectively. It is important to note that each ClassMapping should
have a reference to StateMachineModelMapping to determine that class belongs to
its own sate machine model. StateMachineModelMapping controls the mapping be-
tween source and target state machine model named SSMMStateMachineModelMap-
pingthat contains a list of all the states and transitions that belong to the classes in
the AudioRentalModel and RT context model. The StateMapping and Transition-
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Figure A.5: Application Model for User Management Component.
Mapping control mapping of each state and transition in state machine model of the
AudioRentalModel to a state in state machine model of the RT context model as
required by the StateMachineModelMapping.
As discussed in Chapter 5,we show application of the three conditions to the SOp2EtMapping
example of the mapping models in our case study. Fig A.10 shows set of states and
transitions; and the mapping instances that connect the states and transitions be-
tween application and context models. The equation one requires that for each states
in state machine model of AudioStore application model, there is at least one state
in the ET context model to which it can be mapped. We can see in Fig A.10 that
each of the states like SAIdle, SRequestAvailable and SHandlingRequest are linked
to relevant states in the ET context model via state mapping objects like IdleSM,
RequestAvailSM and HandlingRequestSM.
The second equation requires that for each transition in state machine model of Au-
dioStore application model, there is at least one transition in the ET context model
to which it can be mapped. It is also evident from the ﬁgure that transitions like
SARequestArrival, SAStartRequest and SAFinishRequest in AudioRental application
model are mapped to transitions in the ET context model via transition mapping
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Figure A.7: Application Model for Encoding Adapter Component.
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Figure A.8: Application Model for MySql Client Component.
objects like RequestArrTM, StartRequTM and FinishRequTM. Moreover, the third
equation is considered where mapping of a each pair of states in the AudioStore ap-
plication model to at least one pair in the ET context model are evaluated. This
is ensure that mapping within the states and transitions of AudioStore application
model and ET context model is checked to be consistent.
Validating the read() operation is achieved by loading the DBAdapterModel and ET
context model so that the mapping between those models can be established. This
mapping is established in the model mapping named ROp2EtMapping as shown in
Fig A.11. The COpClassMapping controls the mapping between source and target
Component Operation classes in application model and context model respectively.
StateMachineModelMapping controls the mapping between source and target state
machine model named CSSMMStateMachineModelMappingthat contains a list of all
the states and transitions that belong to the classes in the DBAdapterModel and ET
context model. The StateMapping and TransitionMapping control mapping of each
state and transition in state machine model of the DBAdapterModel to a state in
state machine model of the ET context model as required by the StateMachineMod-
elMapping.
Fig A.11 also shows set of states and transitions; and the mapping instances that con-
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nect the states and transitions between application and context models. The equation
one requires that for each states in state machine model of DBAdapter application
model, there is at least one state in the ET context model to which it can be mapped.
We can see in Fig A.11 that each of the states like RIdle, RRequestAvailable, RHan-
dlingRequest, RSwitchToOther and RSwitchBack are linked to relevant states in the
ET context model via state mapping objects like IdleSM, RequestAvailSM and Han-
dlingRequestSM.
As discussed in Chapter 5, we show application of the three conditions to the model
mapping named ROp2EtMapping example of the mapping models in our case study.
Fig A.11 shows set of states and transitions; and the mapping instances that connect
the states and transitions between application and context models. The equation one
requires that for each states in state machine model of DBAdapter application model,
there is at least one state in the ET context model to which it can be mapped. We
can see in Fig A.11 that each of the states like RIdle, RRequestAvailable and RHan-
dlingRequest are linked to relevant states in the ET context model via state mapping
objects like IdleSM, RequestAvailSM and HandlingRequestSM.
The second equation requires that for each transition in state machine model of
AudioRental application model, there is at least one transition in the ET context
model to which it can be mapped. It is also evident from the ﬁgure that transitions
like RRequestArrival, RStartRequest and RFinishRequest in DBAdapter application
model are mapped to transitions in the ET context model via transition mapping
objects like RequestArrTM, StartRequTM and FinishRequTM. Moreover, the third
equation is considered where mapping of a each pair of states in the DBAdapter ap-
plication model to at least one pair in the ET context model are evaluated. This
is ensure that mapping within the states and transitions of DBAdapter application
model and ET context model is checked to be consistent.
Validating the authenticateUser() operation is achieved by loading the UserMan-
agementModel and ET context model so that the mapping between those mod-
els can be established. This mapping is established in the model mapping named
AUOp2EtMapping as shown in Fig A.12. The COpClassMapping controls the map-
ping between source and target Component Operation classes in application model
and context model respectively. StateMachineModelMapping controls the mapping
between source and target state machine model named SMMStateMachineModelMap-
pingthat contains a list of all the states and transitions that belong to the classes in
the UserManagementModel and ET context model. The StateMapping and Tran-
sitionMapping control mapping of each state and transition in state machine model
of the UserManagementModel to a state in state machine model of the ET context
model as required by the StateMachineModelMapping.
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Fig A.12 also shows set of states and transitions; and the mapping instances that con-
nect the states and transitions between application and context models. The equation
one requires that for each states in state machine model of UserManagement model,
there is at least one state in the ET context model to which it can be mapped. We
can see in Fig A.12 that each of the states like AUIdle, AURequestAvailable, AUHan-
dlingRequest, AUSwitchToOther and AUSwitchBack are linked to relevant states in
the ET context model via state mapping objects like IdleSM, RequestAvailSM and
HandlingRequestSM.
As discussed in Chapter 5, we show application of the three conditions to the model
mapping named AUOp2EtMapping example of the mapping models in our case study.
Fig A.12 shows set of states and transitions; and the mapping instances that connect
the states and transitions between application and context models. The equation one
requires that for each states in state machine model of UserManagement model, there
is at least one state in the ET context model to which it can be mapped. We can
see in Fig A.12 that each of the states like AUIdle, AURequestAvailable and AUHan-
dlingRequest are linked to relevant states in the ET context model via state mapping
objects like IdleSM, RequestAvailSM and HandlingRequestSM.
The second equation requires that for each transition in state machine model of User-
Management model, there is at least one transition in the ET context model to which
it can be mapped. It is also evident from the ﬁgure that transitions like AURequestAr-
rival, AUStartRequest and AUFinishRequest in UserManagement application model
are mapped to transitions in the ET context model via transition mapping objects
like RequestArrTM, StartRequTM and FinishRequTM. Moreover, the third equation
is considered where mapping of a each pair of states in the UserManagement applica-
tion model to at least one pair in the ET context model are evaluated. This is ensure
that mapping within the states and transitions of UserManagement model and ET
context model is checked to be consistent.
Validating the encodeAudioData() operation is achieved by loading the OggEncoder-
Model and ET context model so that the mapping between those models can be estab-
lished. This mapping is established in the model mapping named EAOp2EtMapping
as shown in Fig A.13. The COpClassMapping controls the mapping between source
and target Component Operation classes in application model and context model
respectively. StateMachineModelMapping controls the mapping between source and
target state machine model named CSSMMStateMachineModelMappingthat contains
a list of all the states and transitions that belong to the classes in the OggEncoder-
Model and ET context model. The StateMapping and TransitionMapping control
mapping of each state and transition in state machine model of the OggEncodert-
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Model to a state in state machine model of the ET context model as required by the
StateMachineModelMapping.
Fig A.13 also shows set of states and transitions; and the mapping instances that con-
nect the states and transitions between application and context models. The equation
one requires that for each states in state machine model of OggEncoder model, there
is at least one state in the ET context model to which it can be mapped. We can
see in Fig A.13 that each of the states like EAIdle, EARequestAvailable, EAHan-
dlingRequest, EASwitchToOther and EASwitchBack are linked to relevant states in
the ET context model via state mapping objects like IdleSM, RequestAvailSM and
HandlingRequestSM.
As discussed in Chapter 5, we show application of the three conditions to the model
mapping named EAOp2EtMapping example of the mapping models in our case study.
Fig A.13 shows set of states and transitions; and the mapping instances that connect
the states and transitions between application and context models. The equation one
requires that for each states in state machine model of OggEncoder model, there is
at least one state in the ET context model to which it can be mapped. We can see
in Fig A.13 that each of the states like EAIdle, EARequestAvailable and EAHandlin-
gRequest are linked to relevant states in the ET context model via state mapping
objects like IdleSM, RequestAvailSM and HandlingRequestSM.
The second equation requires that for each transition in state machine model of
OggEncoder application model, there is at least one transition in the ET context
model to which it can be mapped. It is also evident from the ﬁgure that transi-
tions like EARequestArrival, EAStartRequest and EAFinishRequest in OggEncoder
application model are mapped to transitions in the ET context model via transition
mapping objects like RequestArrTM, StartRequTM and FinishRequTM. Moreover,
the third equation is considered where mapping of a each pair of states in the OggEn-
coder application model to at least one pair in the ET context model are evaluated.
This is ensure that mapping within the states and transitions of OggEncoder appli-
cation model and ET context model is checked to be consistent.
Validating the processEncoding() operation is achieved by loading the EncodingAdapter-
Model and ET context model so that the mapping between those models can be estab-
lished. This mapping is established in the model mapping named PEOp2EtMapping
as shown in Fig A.14. The COpClassMapping controls the mapping between source
and target Component Operation classes in application model and context model
respectively. StateMachineModelMapping controls the mapping between source and
target state machine model named CSSMMStateMachineModelMappingthat contains
a list of all the states and transitions that belong to the classes in the OggEncodert-
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Model and ET context model. The StateMapping and TransitionMapping control
mapping of each state and transition in state machine model of the OggEncodert-
Model to a state in state machine model of the ET context model as required by the
StateMachineModelMapping.
Fig A.14 also shows set of states and transitions; and the mapping instances that con-
nect the states and transitions between application and context models. The equation
one requires that for each states in state machine model of EncodingAdapter model,
there is at least one state in the ET context model to which it can be mapped. We
can see in Fig A.14 that each of the states like PEIdle, PERequestAvailable, PEHan-
dlingRequest, PESwitchToOther and EASwitchBack are linked to relevant states in
the ET context model via state mapping objects like IdleSM, RequestAvailSM and
HandlingRequestSM.
As discussed in Chapter 5, we show application of the three conditions to the model
mapping named PEOp2EtMapping example of the mapping models in our case study.
Fig A.14 shows set of states and transitions; and the mapping instances that connect
the states and transitions between application and context models. The equation one
requires that for each states in state machine model of EncodingAdapter model, there
is at least one state in the ET context model to which it can be mapped. We can
see in Fig A.14 that each of the states like PEIdle, PERequestAvailable and PEHan-
dlingRequest are linked to relevant states in the ET context model via state mapping
objects like IdleSM, RequestAvailSM and HandlingRequestSM.
The second equation requires that for each transition in state machine model of En-
codingAdapter application model, there is at least one transition in the ET context
model to which it can be mapped. It is also evident from the ﬁgure that transitions
like PERequestArrival, PEStartRequest and PEFinishRequest in EncodingAdapter ap-
plication model are mapped to transitions in the ET context model via transition
mapping objects like RequestArrTM, StartRequTM and FinishRequTM. Moreover,
the third equation is considered where mapping of a each pair of states in the En-
codingAdapter application model to at least one pair in the ET context model are
evaluated. This is ensure that mapping within the states and transitions of Encodin-
gAdapter application model and ET context model is checked to be consistent.
Validating the storeAudioFile() operation is achieved by loading the MySqlClient-
Model and ET context model so that the mapping between those models can be estab-
lished. This mapping is established in the model mapping named SAOp2EtMapping
as shown in Fig A.15. The COpClassMapping controls the mapping between source
and target Component Operation classes in application model and context model
respectively. StateMachineModelMapping controls the mapping between source and
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A.1. SPECIFICATIONS FOR CASE STUDY
target state machine model named CSSMMStateMachineModelMappingthat contains
a list of all the states and transitions that belong to the classes in the MySqlClient-
Model and ET context model. The StateMapping and TransitionMapping control
mapping of each state and transition in state machine model of the MySqlClient-
Model to a state in state machine model of the ET context model as required by the
StateMachineModelMapping.
Fig A.15 also shows set of states and transitions; and the mapping instances that con-
nect the states and transitions between application and context models. The equation
one requires that for each states in state machine model of MySqlClientModel model,
there is at least one state in the ET context model to which it can be mapped. We
can see in Fig A.15 that each of the states like SAIdle, SARequestAvailable, SAHan-
dlingRequest, SASwitchToOther and SASwitchBack are linked to relevant states in
the ET context model via state mapping objects like IdleSM, RequestAvailSM and
HandlingRequestSM.
As discussed in Chapter 5, we show application of the three conditions to the model
mapping named SAOp2EtMapping example of the mapping models in our case study.
Fig A.15 shows set of states and transitions; and the mapping instances that connect
the states and transitions between application and context models. The equation one
requires that for each states in state machine model of MySqlClient model, there is
at least one state in the ET context model to which it can be mapped. We can see
in Fig A.15 that each of the states like SAIdle, SARequestAvailable and SAHandlin-
gRequest are linked to relevant states in the ET context model via state mapping
objects like IdleSM, RequestAvailSM and HandlingRequestSM.
The second equation requires that for each transition in state machine model ofMySql-
Client application model, there is at least one transition in the ET context model
to which it can be mapped. It is also evident from the ﬁgure that transitions like
SARequestArrival, SAStartRequest and SAFinishRequest in MySqlClient application
model are mapped to transitions in the ET context model via transition mapping
objects like RequestArrTM, StartRequTM and FinishRequTM. Moreover, the third
equation is considered where mapping of a each pair of states in the MySqlClient
application model to at least one pair in the ET context model are evaluated. This
is ensure that mapping within the states and transitions of MySqlClient application
model and ET context model is checked to be consistent.
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A.2. TLA+ SPECIFICATION GENERATED
A.2 TLA+ Speciﬁcation Generated
Listing A.3 shows the TLA+ speciﬁcation of Delta Time module. It is equivalent
to QML/CS speciﬁcations of the Delta Time discussed in Listing A.1. Lines 2-9
extend RealTime module and make use of the module of a service. The RealTime
speciﬁcation is originally introduced by Abadi and Lamport in [4], which allows the
deﬁnition of the variable now. It helps specifying the constraints over variable now to
indicate that the time can only move forward. Lines 11-20 show the speciﬁcation of
transitions Init and OnRequestArrival. The variables StartDelta and LastDeltaTime
represent the start time of the last request and the time between the last two requests,
respectively.
1 −−−−−−−−−−−−MODULE DeltaTime −−−−−−−−−−−−
2 EXTENDS RealTime
3
4 VARIABLES unhandledRequest , i nS ta t e
5 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
6 VARIABLES DeltaTime , hadOpCall , StartDelta , LastDeltaTime
7 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
8
9 op == INSTANCE InRT
10
11 OnInit == op ! RequestArr iva l =>
12 /\ DeltaTime \ in Real
13 /\ DeltaTime=0
14 /\ Star tDe l ta=now
15 OnRequestArrival == op ! RequestArr iva l =>
16 /\ LastDeltaTime '=now
17 /\ LastDeltaTime '= now −
Star tDe l ta
18 /\ StartDelta '=now
19 Spec == /\ op ! InRT
20 /\ [ ] [ OnInit /\ OnRequestArrival ]_(DeltaTime )
21 ========================
Listing A.3: The TLA+ Speciﬁcation for Delta time.
Listing A.4 shows the TLA+ speciﬁcation of Data Rate module. It is equivalent to
QML/CS speciﬁcation of the Data Rate discussed in Listing A.2. Lines 1-8 represent
the measurement Data Rate that extends Real Time module, makes use of the mod-
ule of a component. Lines 26-28 show specifying variable LastInterval that deﬁnes the
interval between two successive data emissions. The Spec in both listings show the
state machine speciﬁcation with a list of states that are part of state machine model
of the measurement context. The details of each state are described in their relevant
184
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context model and their concrete deﬁnition is provided in this speciﬁcation.
1 −−−−−−−−−−−−MODULE DataRate −−−−−−−−−−−−
2 EXTENDS RealTime
3
4 VARIABLES unhandledRequest , i nS ta t e
5 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
6 VARIABLES Las t In t e rva l , hadOpCall , AccInterva l , S ta r t
7 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
8
9 op == INSTANCE DR
10
11 OnInit == op ! I n i t =>
12 /\ La s t In t e r va l \ in Real
13 /\ La s t In t e r va l=0
14 /\ AccInte rva l=0
15 OnStartWorking == op ! StartWorking =>
16 /\ Star t=now
17 /\ AccInterva l '=0
18 OnGetBlocked == op ! GetBlocked =>
19 /\ AccInterva l '= AccInte rva l + now −
Star t
20 OnGetUnBlocked == op ! GetUnBlocked =>
21 /\ Start '=now
22 OnDoSendData == op ! DoSendData =>
23 /\ Las t In t e rva l '= La s t In t e r va l + now −
Star t
24 /\ Start '=now
25 /\ AccInterva l '=0
26 Spec == /\ op !DR
27 /\ [ ] [ OnInit /\OnStartWorking/\OnGetBlocked/\OnGetUnBlocked/\
OnDoSendData ]_(DataRate )
28 ========================
Listing A.4: The TLA+ Speciﬁcation for Data Rate.
A.2.1 TLA+ Speciﬁcation of Application Interface
Listing A.5 shows the TLA+ speciﬁcation of a global representation of a state for
number of components. Also, it shows abstract actions that are deﬁned via a Boolean
constant.
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9 CONSTANT rentAudio (_,_)
10 CONSTANT In i t i a lAud i oRen ta l S t a t e s
11
12 CONSTANT SendData (_,_,_)
13
14 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
15 (∗An abs t r a c t ac t i on that i s de f ined v ia a Boolean constant . ∗ )
16 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
17
18 ASSUME \A v , AudioRentalStOld , AudioRentalStNew :
19 /\ rentAudio ( AudioRentalStOld , AudioRentalStNew ) \ in BOOLEAN
20 /\ SendData (v , AudioRentalStOld , AudioRentalStNew ) \ in BOOLEAN
21
22 ====
23 −−−−MODULE WebFormInterface −−−−
24
25 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)





31 CONSTANT uploadFi l e (_,_)
32 CONSTANT Init ia lWebFormStates
33
34 CONSTANT SendData (_,_,_)
35
36 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
37 (∗An abs t r a c t ac t i on that i s de f ined v ia a Boolean constant . ∗ )
38 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
39
40 ASSUME \A v , WebFormStOld , WebFormStNew :
41 /\ up loadFi l e (WebFormStOld , WebFormStNew) \ in BOOLEAN
42 /\ SendData (v , WebFormStOld , WebFormStNew) \ in BOOLEAN
43
44 ====
45 −−−−MODULE Aud ioSto r e In t e r f a ce −−−−
46
47 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
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53 CONSTANT subs c r i b e (_,_)
54 CONSTANT In i t i a lAud i oS t o r eS t a t e s
55
56 CONSTANT SendData (_,_,_)
57
58 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
59 (∗An abs t r a c t ac t i on that i s de f ined v ia a Boolean constant . ∗ )
60 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
61
62 ASSUME \A v , AudioStoreStOld , AudioStoreStNew :
63 /\ sub s c r i b e ( AudioStoreStOld , AudioStoreStNew ) \ in BOOLEAN
64 /\ SendData (v , AudioStoreStOld , AudioStoreStNew ) \ in BOOLEAN
65
66 ====
67 −−−−MODULE DBAdapterInterface −−−−
68
69 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)





75 CONSTANT Read (_,_)
76 CONSTANT Ini t ia lDBAdapterStates
77
78 CONSTANT SendData (_,_,_)
79
80 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
81 (∗An abs t r a c t ac t i on that i s de f ined v ia a Boolean constant . ∗ )
82 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
83
84 ASSUME \A v , DBAdapterStOld , DBAdapterStNew :
85 /\ Read (DBAdapterStOld , DBAdapterStNew) \ in BOOLEAN
86 /\ SendData (v , DBAdapterStOld , DBAdapterStNew) \ in BOOLEAN
87 ====
88 −−−−MODULE UserManagmentInterface −−−−
89
90 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)





96 CONSTANT authent i ca teUser (_,_)
97 CONSTANT Init ia lUserManagmentStates
98
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102 (∗An abs t r a c t ac t i on that i s de f ined v ia a Boolean constant . ∗ )
103 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
104
105 ASSUME \A v , UserManagmentStOld , UserManagmentStNew :
106 /\ authent i ca teUser (UserManagmentStOld , UserManagmentStNew) \ in
BOOLEAN
107 /\ SendData (v , UserManagmentStOld , UserManagmentStNew) \ in BOOLEAN
108 ====
109 −−−−MODULE OggEncoderInter face −−−−
110
111 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)





117 CONSTANT encodeAudioData (_,_)
118 CONSTANT In i t i a lOggEncoderSta te s
119
120 CONSTANT SendData (_,_,_)
121
122 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
123 (∗An abs t r a c t ac t i on that i s de f ined v ia a Boolean constant . ∗ )
124 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
125
126 ASSUME \A v , OggEncoderStOld , OggEncoderStNew :
127 /\ encodeAudioData (OggEncoderStOld , OggEncoderStNew ) \ in BOOLEAN
128 /\ SendData (v , OggEncoderStOld , OggEncoderStNew ) \ in BOOLEAN
129 ====
130 −−−−MODULE EncodingAdapterInter face −−−−
131
132 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)





138 CONSTANT processEncoding (_,_)
139 CONSTANT In i t i a lEncod ingAdapte rS ta t e s
140
141 CONSTANT SendData (_,_,_)
142
143 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
144 (∗An abs t r a c t ac t i on that i s de f ined v ia a Boolean constant . ∗ )
145 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
146
147 ASSUME \A v , EncodingAdapterStOld , EncodingAdapterStNew :
148 /\ processEncoding ( EncodingAdapterStOld , EncodingAdapterStNew ) \ in
BOOLEAN
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149 /\ SendData (v , EncodingAdapterStOld , EncodingAdapterStNew ) \ in BOOLEAN
150 ====
151 −−−−MODULE MySqlCl i ent Inte r face −−−−
152 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
153 (∗ Representat ion o f the MySqlClients s t a t e . ∗ )
154 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
155
156 VARIABLE MySqlCl ientState
157
158 CONSTANT authent i ca teUser (_,_)
159 CONSTANT sto r eAud ioF i l e (_,_)
160 CONSTANT getUserAudioSubscr ipt ions (_,_)
161 CONSTANT loadAudioFi l e (_,_)
162 CONSTANT In i t i a lMySq lC l i e n tS t a t e s
163
164 CONSTANT SendData (_,_,_)
165
166 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
167 (∗An abs t r a c t ac t i on that i s de f ined v ia a Boolean constant . ∗ )
168 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
169
170 ASSUME \A v , MySqlClientStOld , MySqlClientStNew :
171 /\ authent i ca teUser (MySqlClientStOld , MySqlClientStNew ) \ in BOOLEAN
172 /\ s to r eAud ioF i l e (MySqlClientStOld , MySqlClientStNew ) \ in BOOLEAN
173 /\ getUserAudioSubscr ipt ions (MySqlClientStOld , MySqlClientStNew ) \ in
BOOLEAN
174 /\ loadAudioFi l e (MySqlClientStOld , MySqlClientStNew ) \ in BOOLEAN
175 /\ SendData (v , MySqlClientStOld , MySqlClientStNew ) \ in BOOLEAN
176 ====
Listing A.5: The TLA+ Speciﬁcation for Application Interface.
A.2.2 TLA+ Speciﬁcation of Application
Listing A.6 shows the TLA+ speciﬁcation of Web Audio Store application that has
a number of components. Every module starts with extending its own interface as
in shown line 2. For example, the AudioRental extends the AudioRentalInterface.
This AudioRentalInterface module provides the deﬁnition of AudioRental interface.
AudioRentalInterface module is only used as a helper module so that in AudioRental
module (as shown in listing A.6) can hide its implementation. Lines 4 and 5 show
that a AudioRental module has a number of variables. Lines 7 thru 27 demonstrate
how theAudioRentalInterface module and its abstract actions are used to express the
interactions with the environment in a AudioRental module.
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1 −−−−MODULE AudioRentalApp −−−−
2 EXTENDS AudioRenta l Inter face , Natura l s
3
4 VARIABLE in te rna lAudioRenta l
5 VARIABLE doHandle
6
7 I n i t == /\ interna lAudioRenta l = 0
8 /\ doHandle = 0
9 /\ AudioRentalState \ in In i t i a lAud i oRen ta l S t a t e s
10
11 ReceiverentAudio == /\ rentAudio ( AudioRentalState , AudioRentalState ' )
12 /\ doHandle = 0
13 /\ doHandle '= 1
14 /\ UNCHANGED interna lAudioRenta l
15
16 HandlerentAudio == /\ doHandle = 1
17 /\ doHandle '= 2
18 /\ UNCHANGED <<interna lAudioRenta l , AudioRentalState
>>
19
20 ReplyStep == /\ doHandle = 2
21 /\ doHandle '= 0
22 /\ SendData <<interna lAudioRenta l , AudioRentalState ,
AudioRentalState '>>
23 /\ UNCHANGED interna lAudioRenta l
24




29 vars == <<AudioRentalState , interna lAudioRenta l , doHandle>>
30
31 Spec == /\ I n i t
32 /\ [ Next ] _vars
33
34 rentAudio , [ ] response_time < 20
35
36 VARIABLES ( response_time , rentAudio . AudioRental ) unhandledRequest , (
response_time , rentAudio . AudioRental ) i nS ta t e
37 VARIABLES ( response_time , rentAudio . AudioRental ) s t a r t , ( response_time ,
rentAudio . AudioRental ) end , ( response_time , rentAudio . AudioRental )
i nCa l l
38
39 ( response_time , rentAudio . AudioRental ) Spec == INSTANCE response_time
40 ( response_time , rentAudio . AudioRental ) RAOp2RtMapping . Mapping1 == [ ] [
response_time , rentAudio ]_MM
41
42
43 Spec == /\ rentAudio
190
A.2. TLA+ SPECIFICATION GENERATED
44 /\ rentAudio , response_time < 20
45 /\ ( response_time , rentAudio . AudioRental )RAOp2RtMapping . Mapping1
46 /\ ( response_time , rentAudio . AudioRental ) Spec ! Spec
47 /\ [ [ ] response_time <20]_p
48 ====
49 −−−−MODULE WebFormApp −−−−





55 I n i t == /\ internalWebForm = 0
56 /\ doHandle = 0
57 /\ WebFormState \ in Init ia lWebFormStates
58
59 Rece iveup loadFi l e == /\ up loadFi l e (WebFormState , WebFormState ' )
60 /\ doHandle = 0
61 /\ doHandle '= 1
62 /\ UNCHANGED internalWebForm
63
64 HandleuploadFi le == /\ doHandle = 1
65 /\ doHandle '= 2
66 /\ UNCHANGED <<internalWebForm , WebFormState>>
67
68 ReplyStep == /\ doHandle = 2
69 /\ doHandle '= 0
70 /\ SendData <<internalWebForm , WebFormState , WebFormState
'>>
71 /\ UNCHANGED internalWebForm
72
73 Next == \/ Rece iveup loadFi l e
74 \/ HandleuploadFi le
75 \/ ReplyStep
76
77 vars == <<WebFormState , internalWebForm , doHandle>>
78
79 Spec == /\ I n i t
80 /\ [ Next ] _vars
81
82 uploadFi le , [ ] execution_time < 20
83
84 VARIABLES ( execution_time , up loadFi l e .WebForm) unhandledRequest , (
execution_time , up loadFi l e . execution_time ) inS ta t e
85 VARIABLES ( execution_time , up loadFi l e .WebForm) s ta r t , ( execution_time ,
up loadFi l e . execution_time ) end , ( execution_time , up loadFi l e .WebForm)
inCa l l
86
87 ( execution_time , up loadFi l e .WebForm) Spec == INSTANCE execution_time
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88 ( execution_time , up loadFi l e .WebForm) UFOp2EEMapping . Mapping1 == [ ] [
execution_time , up loadFi l e ]_MM
89
90
91 Spec == /\ up loadFi l e
92 /\ uploadFi le , execution_time < 20
93 /\ ( execution_time , up loadFi l e .WebForm)UFOp2EEMapping . Mapping1
94 /\ ( execution_time , up loadFi l e .WebForm) Spec ! Spec
95 /\ [ [ ] execution_time <20]_p
96
97 ====
98 −−−−MODULE AudioStoreApp −−−−
99 EXTENDS AudioStore Inte r face , Natura ls
100
101 VARIABLE i n t e rna lAud ioSto re
102 VARIABLE doHandle
103
104 I n i t == /\ in te rna lAud ioSto re = 0
105 /\ doHandle = 0
106 /\ AudioStoreState \ in I n i t i a lAud i oS t o r eS t a t e s
107
108 Rece ive subsc r ibe == /\ subs c r i b e ( AudioStoreState , AudioStoreState ' )
109 /\ doHandle = 0
110 /\ doHandle '= 1
111 /\ UNCHANGED inte rna lAud ioSto re
112
113 Handlesubscr ibe == /\ doHandle = 1
114 /\ doHandle '= 2
115 /\ UNCHANGED <<interna lAudioStore , AudioStoreState>>
116
117 ReplyStep == /\ doHandle = 2
118 /\ doHandle '= 0
119 /\ SendData <<interna lAudioStore , AudioStoreState ,
AudioStoreState '>>
120 /\ UNCHANGED inte rna lAud ioSto re
121
122 Next == \/ Rece ive subsc r ibe
123 \/ Handlesubscr ibe
124 \/ ReplyStep
125
126 vars == <<AudioStoreState , in te rna lAudioStore , doHandle>>
127
128 Spec == /\ I n i t
129 /\ [ Next ] _vars
130
131 subscr ibe , [ ] execution_time < 20
132
133 VARIABLES ( execution_time , sub s c r i b e . AudioStore ) unhandledRequest , (
execution_time , sub s c r i b e . execution_time ) inS ta t e
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134 VARIABLES ( execution_time , sub s c r i b e . AudioStore ) s ta r t , ( execution_time ,
sub s c r i b e . execution_time ) end , ( execution_time , sub s c r i b e . AudioStore )
i nCa l l
135
136 ( execution_time , sub s c r i b e . AudioStore ) Spec == INSTANCE execution_time
137 ( execution_time , sub s c r i b e . AudioStore ) SOp2EtMapping . Mapping1 == [ ] [
execution_time , sub s c r i b e ]_MM
138
139
140 Spec == /\ subs c r i b e
141 /\ subscr ibe , execution_time < 20
142 /\ ( execution_time , sub s c r i b e . AudioStore )SOp2EtMapping . Mapping1
143 /\ ( execution_time , sub s c r i b e . AudioStore ) Spec ! Spec
144 /\ [ [ ] execution_time <20]_p
145
146 ====
147 −−−−MODULE DBAdapterApp −−−−





153 I n i t == /\ internalDBAdapter = 0
154 /\ doHandle = 0
155 /\ DBAdapterState \ in In i t ia lDBAdapterStates
156
157
158 ReceiveRead == /\ Read(DBAdapterState , DBAdapterState ' )
159 /\ doHandle = 0
160 /\ doHandle '= 1
161 /\ UNCHANGED internalDBAdapter
162
163 HandleRead == /\ doHandle = 1
164 /\ doHandle '= 2
165 /\ UNCHANGED <<internalDBAdapter , DBAdapterState>>
166
167 ReplyStep == /\ doHandle = 2
168 /\ doHandle '= 0
169 /\ SendData <<internalDBAdapter , DBAdapterState ,
DBAdapterState '>>
170 /\ UNCHANGED internalDBAdapter
171




176 vars == <<DBAdapterState , internalDBAdapter , doHandle>>
177
178 Spec == /\ I n i t
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179 /\ [ Next ] _vars
180
181 read , [ ] execution_time < 40
182
183 VARIABLES ( execution_time , read . DBAdapter ) unhandledRequest , (
execution_time , read . execution_time ) inS ta t e
184 VARIABLES ( execution_time , read . DBAdapter ) s ta r t , ( execution_time , read .
execution_time ) end , ( execution_time , read . DBAdapter ) i nCa l l
185
186 ( execution_time , read . DBAdapter ) Spec == INSTANCE execution_time
187 ( execution_time , read . DBAdapter ) ROp2EtMapping . Mapping1 == [ ] [
execution_time , read ]_MM
188
189
190 Spec == /\ read
191 /\ read , execution_time < 40
192 /\ ( execution_time , read . DBAdapter )ROp2EtMapping . Mapping1
193 /\ ( execution_time , read . DBAdapter ) Spec ! Spec
194 /\ [ [ ] execution_time <40]_p
195
196 ====
197 −−−−MODULE UserManagmentApp −−−−





203 I n i t == /\ internalUserManagment = 0
204 /\ doHandle = 0
205 /\ UserManagmentState \ in In it ia lUserManagmentStates
206
207 Rece iveauthent i ca teUser == /\ authent i ca teUser (UserManagmentState ,
UserManagmentState ' )
208 /\ doHandle = 0
209 /\ doHandle '= 1
210 /\ UNCHANGED internalUserManagment
211
212 Handleauthent icateUser == /\ doHandle = 1
213 /\ doHandle '= 2
214 /\ UNCHANGED <<internalUserManagment ,
UserManagmentState>>
215
216 ReplyStep == /\ doHandle = 2
217 /\ doHandle '= 0
218 /\ SendData <<internalUserManagment , UserManagmentState ,
UserManagmentState '>>
219 /\ UNCHANGED internalUserManagment
220
221 Next == \/ Rece iveauthent i ca teUser
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222 \/ Handleauthent icateUser
223 \/ ReplyStep
224
225 vars == <<UserManagmentState , internalUserManagment , doHandle>>
226
227 Spec == /\ I n i t
228 /\ [ Next ] _vars
229
230 authent icateUser , [ ] execution_time <= 30
231
232 VARIABLES ( execution_time , authent i ca teUser . UserManagment )
unhandledRequest , ( execution_time , authent i ca teUser . execution_time )
inS ta t e
233 VARIABLES ( execution_time , authent i ca teUser . UserManagment ) s ta r t , (
execution_time , authent i ca teUser . execution_time ) end , ( execution_time
, authent i ca teUser . UserManagment ) i nCa l l
234
235 ( execution_time , authent i ca teUser . UserManagment ) Spec == INSTANCE
execution_time
236 ( execution_time , authent i ca teUser . UserManagment ) AUOp2EtMapping . Mapping1
== [ ] [ execution_time , authent i ca teUser ]_MM
237
238 Spec == /\ authent i ca teUser
239 /\ authent icateUser , execution_time <= 30
240 /\ ( execution_time , authent i ca teUser . UserManagment )
AUOp2EtMapping . Mapping1
241 /\ ( execution_time , authent i ca teUser . UserManagment ) Spec ! Spec
242 /\ [ [ ] execution_time <=30]_p
243
244 ====
245 −−−−MODULE OggEncoderApp −−−−





251 I n i t == /\ internalOggEncoder = 0
252 /\ doHandle = 0
253 /\ OggEncoderState \ in In i t i a lOggEncoderSta te s
254
255 ReceiveencodeAudioData == /\ encodeAudioData ( OggEncoderState ,
OggEncoderState ' )
256 /\ doHandle = 0
257 /\ doHandle '= 1
258 /\ UNCHANGED internalOggEncoder
259
260 HandleencodeAudioData == /\ doHandle = 1
261 /\ doHandle '= 2
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262 /\ UNCHANGED <<internalOggEncoder ,
OggEncoderState>>
263
264 ReplyStep == /\ doHandle = 2
265 /\ doHandle '= 0
266 /\ SendData <<internalOggEncoder , OggEncoderState ,
OggEncoderState '>>
267 /\ UNCHANGED internalOggEncoder
268




273 vars == <<OggEncoderState , internalOggEncoder , doHandle>>
274
275 Spec == /\ I n i t
276 /\ [ Next ] _vars
277
278 encodeAudioData , [ ] execution_time <= 30
279
280 VARIABLES ( execution_time , encodeAudioData . OggEncoder ) unhandledRequest ,
( execution_time , encodeAudioData . execution_time ) inS ta t e
281 VARIABLES ( execution_time , encodeAudioData . OggEncoder ) s ta r t , (
execution_time , encodeAudioData . execution_time ) end ,
282 ( execution_time , encodeAudioData . OggEncoder ) i nCa l l
283
284 ( execution_time , encodeAudioData . OggEncoder ) Spec == INSTANCE
execution_time
285 ( execution_time , encodeAudioData . OggEncoder ) EAOp2EtMapping . Mapping1 ==
[ ] [ execution_time , encodeAudioData ]_MM
286
287
288 Spec == /\ encodeAudioData
289 /\ encodeAudioData , execution_time <= 30
290 /\ ( execution_time , encodeAudioData . OggEncoder )EAOp2EtMapping .
Mapping1
291 /\ ( execution_time , encodeAudioData . OggEncoder ) Spec ! Spec
292 /\ [ [ ] execution_time <=30]_p
293
294 ====
295 −−−−MODULE EncodingAdapterApp −−−−





301 I n i t == /\ internalEncodingAdapter = 0
302 /\ doHandle = 0
303 /\ EncodingAdapterState \ in In i t i a lEncod ingAdapte rS ta t e s
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304
305
306 Rece iveprocessEncoding == /\ processEncoding ( EncodingAdapterState ,
EncodingAdapterState ' )
307 /\ doHandle = 0
308 /\ doHandle '= 1
309 /\ UNCHANGED internalEncodingAdapter
310
311 HandleprocessEncoding == /\ doHandle = 1
312 /\ doHandle '= 2
313 /\ UNCHANGED <<internalEncodingAdapter ,
EncodingAdapterState>>
314
315 ReplyStep == /\ doHandle = 2
316 /\ doHandle '= 0
317 /\ SendData <<internalEncodingAdapter , EncodingAdapterState
, EncodingAdapterState '>>
318 /\ UNCHANGED internalEncodingAdapter
319




324 vars == <<EncodingAdapterState , internalEncodingAdapter , doHandle>>
325
326 Spec == /\ I n i t
327 /\ [ Next ] _vars
328
329 processEncoding , [ ] execution_time <= 30
330
331 VARIABLES ( execution_time , processEncoding . EncodingAdapter )
unhandledRequest , ( execution_time , processEncoding . execution_time )
inS ta t e
332 VARIABLES ( execution_time , processEncoding . EncodingAdapter ) s ta r t , (
execution_time , processEncoding . execution_time ) end , ( execution_time ,
processEncoding . EncodingAdapter ) i nCa l l
333
334 ( execution_time , processEncoding . EncodingAdapter ) Spec == INSTANCE
execution_time
335 ( execution_time , processEncoding . EncodingAdapter ) PEOp2EtMapping .
Mapping1 == [ ] [ execution_time , processEncoding ]_MM
336
337
338 Spec == /\ processEncoding
339 /\ processEncoding , execution_time <= 30
340 /\ ( execution_time , processEncoding . EncodingAdapter )
PEOp2EtMapping . Mapping1
341 /\ ( execution_time , processEncoding . EncodingAdapter ) Spec ! Spec
342 /\ [ [ ] execution_time <=30]_p
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343
344 ====
345 −−−−MODULE MySqlClientApp −−−−
346 EXTENDS MySqlCl i ent Inter face , Natura ls
347
348 VARIABLE i n te rna lMySq lC l i ent
349 VARIABLE doHandle
350
351 I n i t au th en t i c a t eUs e r == /\ inte rna lMySq lC l i ent = 0
352 /\ doHandle = 0
353 /\ MySqlCl ientState \ in In i t i a lMySq lC l i e n tS t a t e s
354
355 Rece iveauthent i ca teUser == /\ authent i ca teUser ( MySqlClientState ,
MySqlClientState ' )
356 /\ doHandle = 0
357 /\ doHandle '= 1
358 /\ UNCHANGED inte rna lMySq lCl i ent
359
360 Handleauthent icateUser == /\ doHandle = 1
361 /\ doHandle '= 2
362 /\ UNCHANGED <<interna lMySqlCl i ent ,
MySqlClientState>>
363
364 ReplyStepauthent icateUser == /\ doHandle = 2
365 /\ doHandle '= 0
366 /\ SendData <<interna lMySqlCl i ent ,
MySqlClientState , MySqlClientState '>>
367 /\ UNCHANGED inte rna lMySq lCl i ent
368
369 Nextauthent icateUser == \/ Rece iveauthent i ca teUser
370 \/ Handleauthent icateUser
371 \/ ReplyStepauthent icateUser
372
373 vars == <<MySqlClientState , interna lMySqlCl i ent , doHandle>>
374
375 Spec == /\ In i t au th en t i c a t eUs e r
376 /\ [ Nextauthent icateUser ] _vars
377
378 authent i cateUserSpec == /\ authent i ca teUser
379 /\ ( authent i ca teUser . MySqlClient ) Spec ! Spec
380
381 −−−−
382 In i t g e tUse rAud ioSubsc r ip t i on s == /\ inte rna lMySq lC l i ent = 0
383 /\ doHandle = 0
384 /\ MySqlCl ientState \ in
In i t i a lMySq lC l i e n tS t a t e s
385
386 Rece ivegetUserAudioSubscr ipt ions == /\ getUserAudioSubscr ipt ions (
MySqlClientState , MySqlClientState ' )
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387 /\ doHandle = 0
388 /\ doHandle '= 1
389 /\ UNCHANGED inte rna lMySq lC l i ent
390
391 HandlegetUserAudioSubscr ipt ions == /\ doHandle = 1
392 /\ doHandle '= 2
393 /\ UNCHANGED <<interna lMySqlCl i ent ,
MySqlClientState>>
394
395 ReplyStepgetUserAudioSubscr ipt ions == /\ doHandle = 2
396 /\ doHandle '= 0
397 /\ SendData <<interna lMySqlCl i ent ,
MySqlClientState , MySqlClientState '>>
398 /\ UNCHANGED inte rna lMySq lCl i ent
399
400 NextgetUserAudioSubscr ipt ions == \/ Rece ivegetUserAudioSubscr ipt ions
401 \/ HandlegetUserAudioSubscr ipt ions
402 \/ ReplyStepgetUserAudioSubscr ipt ions
403
404 getUserAudioSubscr ipt ionsSpec == /\ In i t ge tUse rAud ioSubsc r ip t i on s
405 /\ [ NextgetUserAudioSubscr ipt ions ] _vars
406 −−−−
407 I n i t l o adAud i oF i l e == /\ inte rna lMySq lC l i ent = 0
408 /\ doHandle = 0
409 /\ MySqlCl ientState \ in In i t i a lMySq lC l i e n tS t a t e s
410
411 Rece ive loadAudioFi l e == /\ loadAudioFi l e ( MySqlClientState ,
MySqlClientState ' )
412 /\ doHandle = 0
413 /\ doHandle '= 1
414 /\ UNCHANGED inte rna lMySq lCl i ent
415
416 Handle loadAudioFi le == /\ doHandle = 1
417 /\ doHandle '= 2
418 /\ UNCHANGED <<interna lMySqlCl i ent ,
MySqlClientState>>
419
420 ReplySteploadAudioFi le == /\ doHandle = 2
421 /\ doHandle '= 0
422 /\ SendData <<interna lMySqlCl i ent ,
MySqlClientState , MySqlClientState '>>
423 /\ UNCHANGED inte rna lMySq lC l i ent
424
425 NextloadAudioFi le == \/ Rece ive loadAudioFi l e
426 \/ Handle loadAudioFi le
427 \/ ReplySteploadAudioFi le
428
429 loadAudioFi leSpec == /\ In i t l o adAud ioF i l e
430 /\ [ Next loadAudioFi le ] _vars
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431 −−−−
432 I n i t s t o r eAud i oF i l e == /\ inte rna lMySq lC l i ent = 0
433 /\ doHandle = 0
434 /\ MySqlCl ientState \ in In i t i a lMySq lC l i e n tS t a t e s
435
436 Rece ive s to r eAud ioF i l e == /\ s to r eAud ioF i l e ( MySqlClientState ,
MySqlClientState ' )
437 /\ doHandle = 0
438 /\ doHandle '= 1
439 /\ UNCHANGED inte rna lMySq lC l i ent
440
441 HandlestoreAudioFi l e == /\ doHandle = 1
442 /\ doHandle '= 2
443 /\ UNCHANGED <<interna lMySqlCl i ent ,
MySqlClientState>>
444
445 ReplyStepstoreAudioFi l e == /\ doHandle = 2
446 /\ doHandle '= 0
447 /\ SendData <<interna lMySqlCl i ent , MySqlClientState ,
MySqlClientState '>>
448 /\ UNCHANGED inte rna lMySq lC l i ent
449
450 NextstoreAudioFi l e == \/ Rece ive s to r eAud ioF i l e
451 \/ HandlestoreAudioFi l e
452 \/ ReplyStepstoreAudioFi l e
453
454 Spec == /\ In i t s t o r eAud i oF i l e
455 /\ [ NextstoreAudioFi l e ] _vars
456
457 s toreAudioFi l e , [ ] execution_time <= 30
458
459 VARIABLES ( execution_time , s to r eAud ioF i l e . MySqlClient ) unhandledRequest ,
( execution_time , s to r eAud ioF i l e . execution_time ) inS ta t e
460 VARIABLES ( execution_time , s to r eAud ioF i l e . MySqlClient ) s ta r t , (
execution_time , s to r eAud ioF i l e . execution_time ) end , ( execution_time ,
s to r eAud ioF i l e . MySqlClient ) i nCa l l
461
462 ( execution_time , s to r eAud ioF i l e . MySqlClient ) Spec == INSTANCE
execution_time
463 ( execution_time , s to r eAud ioF i l e . MySqlClient ) SAOp2EtMapping . Mapping1 ==
[ ] [ execution_time , s to r eAud ioF i l e ]_MM
464
465
466 s toreAudioF i l eSpec == /\ s to r eAud ioF i l e
467 /\ storeAudioFi l e , execution_time <= 30
468 /\ ( execution_time , s to r eAud ioF i l e . MySqlClient )
SAOp2EtMapping . Mapping1
469 /\ ( execution_time , s to r eAud ioF i l e . MySqlClient )
Spec ! Spec
200
A.2. TLA+ SPECIFICATION GENERATED
470 /\ [ [ ] execution_time <=30]_p
471
472 Spec == /\ authent i cateUserSpec
473 /\ getUserAudioSubscr ipt ionsSpec
474 /\ loadAudioFi leSpec
475 /\ s toreAudioF i l eSpec
476
477 ====
Listing A.6: The TLA+ Speciﬁcation for Components of Application.
A.2.3 TLA+ Speciﬁcation of DB Scheduler
Listing A.7 shows the TLA+ speciﬁcation of the DB scheduler context model.A DB
Scheduler allocates the resource Database to various queries. QueryCount represents
the number of queries that want to share the Database resource. A variable As-
signedTo represents the number of the queries currently assigned the resource. Lines
10 thru 21 show the behaviour of DBScheduler and the actions like Init, StartRequest
and FinishRequest.
1 −−−−−−−−−−−− MODULE DBScheduler −−−−−−−−−−−−
2 EXTENDS Natura l s
3
4 CONSTANT QueryCount
5 ASSUME (QueryCount \ in Nat ) /\ (QueryCount > 0)
6
7 VARIABLE AssignedTo
8 AssignedTo == { 1 . . QueryCount}
9 −−−−−−−−−−−−−−−−−−−−−−−−
10 I n i t == AssignedTo \ in AssignedToType
11
12 StartRequest == /\ inS ta t e = Id l e
13 /\ unhandledRequest = TRUE
14 /\ inState ' = HandlingRequest
15 /\ unhandledRequest ' = FALSE
16
17 FinishRequest == /\ inSta t e = HandlingRequest
18 /\ inState ' = Id l e
19 /\ UNCHANGED unhandledRequest
20
21 Next == StartRequest
22
23 DBScheduler == /\ I n i t
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24 /\ [ ] [ StartRequest /\ FinishRequest /\ Next ] _AssignedTo
25 ========================
Listing A.7: The TLA+ speciﬁcation for DB scheduler
A.2.4 TLA+ Speciﬁcation of Web Audio Container
Listing A.8 shows the TLA+ speciﬁcation of Web Audio Store Container module. It
is equivalent to QML/CS speciﬁcation of the Web Audio Store Application discussed
in listing 8.5. Lines 1 thru 74 show the Web Audio Store container speciﬁcation
and manage a number of component instances in order to reach a response time
time with them. Line 2 shows that this module extends Real Time module. Lines 4
thru 8 show that a container has two parameters ResponseTime and ExecutionTime.
ResponseTime refers to the response time the container aims to achieve whereas
ExecutionTime refers to the execution time of the components available. In addition,
it includes variables like QueryCount and met. QueryCount represents the number
of queries and met represents maximum execution time allowed.




5 ASSUME (ResponseTime \ in Real ) /\ (ResponseTime > 0)
6
7 CONSTANT ExecutionTime
8 ASSUME ( ExecutionTime \ in Real ) /\ ( ExecutionTime > 0)
9
10 −−−−−−−−−−−−−−−−−−−−−−−−
11 VARIABLES QueryCount , met
12 −−−−−−−−−−−−−−−−−−−−−−−−
13 VARIABLES DBMinExecTime , DBAssignedTo
14 _QueryScheduler ( QueryCountConstraints , metConstra ints ) == INSTANCE
TimedDBScheduler
15 WITH MinExecTime <− DBMinExecTime ,
16 AssignedTo <− DBAssignedTo ,
17 QueryCount <− QueryCountConstraints
18 met<− metConstra ints
19 DBCanSchedule ( QueryCountConstraints , metConstra ints ) ==
20 /\_QueryScheduler (QueryCount , met )
21 ! TimedDBScheduler
22 /\ [ ] _QueryScheduler (QueryCount , met )
23 ! ExecutionTimesOk
24 −−−−−−−−−−−−−−−−−−−−−−−−
25 VARIABLES RTLastResponseTime , RTinState , RTUnhandeledRequest
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34 /\ ExecutionTime <= ResponseTime
35 /\ DBCanSchedule (1 , [ n \ in |−>ResponseTime ] ,
36 [ n \ in |−>ExecutionTime ] )
37 /\ ComponentMaxExecTime( ExecutionTime )
38 /\ MinInterrequestTime (ResponseTime )
39 −−−−−−−−−−−−−−−−−−−−−−−
40 AudioSystemContainerPostCond ==
41 /\ RTResponseTime (ResponseTime )
42 /\ QueryCount = 1






Listing A.8: The TLA+ speciﬁcation for Web Audio Store Container speciﬁcation
A.2.5 TLA+ Speciﬁcation of Web Audio System
Listing A.9 shows the TLA+ speciﬁcation of Web Audio Store System module. It is
equivalent to QML/CS speciﬁcation of the Web Audio Store Application discussed in
listing 8.6. Lines 1 thru 74 show the Web Audio Store system speciﬁcation, which
contains a number of components with an execution time of 30 milliseconds, a MySql
scheduled DB, and an Audio System container. Line 3 extends Real Time module and
line 8 deﬁnes a variable now, which refers to the current time. In addition, it includes
the variables for resource MyDB, system's container. Lines 58 thru 67 demonstrates
the service of the system that is to perform. Lines 71 thru 83 shows the complete
system speciﬁcation.
1 −−−− MODULE WebAudioStoreAppl i cat ionSpec i f i cat ion −−−−
2 EXTENDS Real
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3
4 CONSTANT ResponseTime




9 VARIABLES ComponentAudioStoreLastExec , ComponentAudioStoreInState ,
ComponentAudioStoreUnhandledRequest
10 _ComponentAudioStore ( ExecutionTime ) == INSTANCE
ExecTimeConstrainedComponent WITH
11 LastExecutionTime <− ComponentAudioStoreLastExec ,
12 i nS ta t e <− ComponentAudioStoreInState ,
13 unhandledRequest <−
ComponentAudioStoreUnhandledRequest
14 ComponentAudioStore ( ExecutionTime ) == _ComponentAudioStore (
ExecutionTime ) ! Component
15 −−−−
16 VARIABLES ComponentWebFormLastExec , ComponentWebFormInState ,
ComponentWebFormUnhandledRequest
17 _ComponentWebForm ( ExecutionTime ) == INSTANCE
ExecTimeConstrainedComponent WITH
18 LastExecutionTime <− ComponentWebFormLastExec ,
19 i nS ta t e <− ComponentWebFormInState ,
20 unhandledRequest <− ComponentWebFormUnhandledRequest
21 ComponentWebForm ( ExecutionTime ) == _ComponentWebForm( ExecutionTime ) !
Component
22 −−−−
23 VARIABLES ComponentMySqlClientLastExec , ComponentMySqlClientInState ,
ComponentMySqlClientUnhandledRequest
24 _ComponentMySqlClient ( ExecutionTime ) == INSTANCE
ExecTimeConstrainedComponent WITH
25 LastExecutionTime <− ComponentMySqlClientLastExec ,
26 i nS ta t e <− ComponentMySqlClientInState ,
27 unhandledRequest <−
ComponentMySqlClientUnhandledRequest
28 ComponentMySqlClient ( ExecutionTime ) == _ComponentMySqlClient (
ExecutionTime ) ! Component
29 −−−−
30 VARIABLES MYDB_MinExecTime, MYDB_AssignedTo
31
32 _MyDB (QueryCount , met ) == INSTANCE SQLScheduler WITH
33 MinExecTime <− MYDB_MinExecTime,
34 AssignedTo <− MYDB_AssignedTo
35 MyDB (QueryCount , met ) ==
36 _MyDB (QueryCount , met ) ! SQLScheduler
37 −−−−
38 VARIABLES SCDBMinExecTime , SCDBAssignedTo
39 VARIABLES SCCmpInState , SCCmpUnhandledRequest , SCCmpLastExecutionTime
40 VARIABLES SCServLastResponseTime , SCServInState , SCServUnhandledRequest
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41 _AudioSystemContainer ( ExecutionTimeConstr , ResponseTimeConstr ,
42 QueryCount , met )
43 == INSTANCE AudioSystemContainer
44 WITH ExecutionTime <− ExecutionTimeConstr ,
45 ResponseTime <− ResponseTimeConstr ,
46 DBMinExecTime <− SCDBMinExecTime ,
47 DBAssignedTo <− SCDBAssignedTo ,
48 CmpInState <− SCCmpInState ,
49 CmpUnhandledRequest <− SCCmpUnhandledRequest ,
50 CmpLastExecutionTime <− SCCmpLastExecutionTime ,
51 AudioSystemContainer ( ExecutionTimeConstr , ResponseTimeConstr ,
QueryCount , met )
52 == _AudioSystemContainer ( ExecutionTimeConstr , ResponseTimeConstr ,
53 QueryCount , met ) ! AudioSystemContainer
54 −−−−
55 _SystemService ( ResponseTimeConstraint )
56 == INSTANCE ResponseTimeConstrainedService
57 WITH ResponseTime <− ResponseTimeConstraint ,
58 LastResponseTime <− ServLastResponseTime ,
59 i nS ta t e <− ServInState ,
60 unhandledRequest <− ServUnhandledRequest
61 SystemService ( ResponseTimeConstraint ) == _SystemService (
ResponseTimeConstraint ) ! S e rv i c e
62 −−−−
63 VARIABLES DBQueryCount , DBmet
64 VARIABLES SCQueryCount , SCmet
65 System == /\ ComponentAudioStore (20)
66 /\ ComponentMySqlClient (30)
67 /\ ComponentWebForm(20)
68 /\ MyDB (DBQueryCount , DBmet)
69 /\ AudioSystemContainer (30 , ResponseTime , SCQueryCount , SCmet
)
70 /\ [ ] /\ ServLastResponseTime = SCServLastResponseTime
71 /\ ServInState = SCServInState
72 /\ ServUnhandledRequest = SCServUnhandledRequest
73 /\ [ ] /\ MYDB_MinExecTime = SCDBMinExecTime
74 /\ MYDB_AssignedTo = SCDBAssignedTo
75 /\ DBQueryCountCount = SCQueryCount
76 /\ DBmet = SCmet
77 ====
Listing A.9: The TLA+ speciﬁcation for Web Audio Store System speciﬁcation
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A.3 Translational Semantics Template of TLA+ spec-
iﬁcation
A.3.1 Context Model Template
Deﬁning the semantics of QML/CS: Deﬁnition of a context model on which to base
our semantics deﬁnition. As we already stated in Section 3.3.1, speciﬁcations of non-
functional properties can only be deﬁned relative to a context model. Context Model
translation template.
1 [%var s t a t e s : L i s t ;%][% var transName : L i s t ;%] [%var transAtt : L i s t ;%] [%
var transRef : L i s t ;%] [% transName . c l e a r ( ) ;%]
2 [% f o r ( sm in ContextModel ! StateMachineModel ) {%]
3 [% f o r ( s t in sm . s t a t e s ) {%] [% s t a t e s . add ( s t . name) ;%][%}%][% f o r ( t r in sm
. t r a n s i t i o n s ) {%] [%transName . add ( t r ) ;%]
4 [% f o r ( attrName in t r . eClas s . EAttr ibutes ) {%]
5 [% transAtt . add ( attrName . name) ;%][%}%]
6 [% f o r ( a t t rRe f in t r . eClas s . EReferences ) {%][% transRef . add ( a t t rRe f . name)
;%][%}%][%}%]
7 −−−−−−−−−−−− MODULE [%=sm . name%] −−−−−−−−−−−−
8
9 VARIABLE [%=transRef [ 3 ]% ]
10 VARIABLE [%=transRef [ 4 ]% ]
11 VARIABLE [%=transAtt [ 1 ]% ]
12 VARIABLE [%=transAtt [ 2 ]% ]




16 InitEnv == [%=transAtt [ 1 ]% ] == FALSE
17
18 RequestArr iva l == /\ [%=transAtt [ 1 ]% ] == FALSE
19 /\ [%=transAtt [ 2 ]% ] == TRUE
20 /\ UNCHANGED [%=transRef [ 3 ]% ]
21
22 [%=sm . name%]Agent == \/ /\ [%=transAtt [ 1 ]% ] == TRUE
23 /\ [%=transAtt [1]%] '== FALSE
24 \/ not UNCHANGED [%=transRef [ 3 ]% ]
25
26 EnvSpec == /\ InitEnv




31 [% f o r ( t t in transName ) {%][% i f ( t t == transName [ 0 ] or t t == transName .
get ( transName . s i z e ( )−1) ) {%]
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32 [%=t t . name%] == [%=transRef [ 3 ]% ] =[% i f ( t t . i n s t a t e <> nu l l ) {%] "[%=







39 [%=transName [ 0 ] . name%] == [%=transRef [ 3 ]% ] = "[%=transName [ 0 ] . i n s t a t e .
name%]"
40
41 [%=transName [ 2 ] . name%] == /\ [%=transRef [ 3 ]% ] = "[%=s t a t e s [ 0 ]% ]"
42 /\ [%=transAtt [ 1 ]% ] = [%=transName [ 2 ] . unhandledRequest%]
43 /\ inState ' = "[%=s t a t e s [ 2 ]% ]"
44 /\ [%=transAtt [ 1 ]% ] ' = [%=transName [ 2 ] . unhandledRequest
%]
45
46 [%=transName [ 3 ] . name%] == /\ [%=transRef [ 3 ]% ] = "[%=s t a t e s [ 2 ]% ]"
47 /\ [%=transRef [ 3 ]% ] ' = "[%=s t a t e s [ 0 ]% ]"
48 /\ UNCHANGED [%=transAtt [ 1 ]% ]
49
50
51 Next == [%=transName [ 2 ] . name%] \/ [%=transName [ 3 ] . name%]
52 ∗ ]
53
54 Spec == /\ [%=transName [ 0 ] . name%]
55 /\ [ ] [ Next /\ EnvAgent ] _vars





61 [% f o r (ms in qmlcs ! MeasurementDeclaration . a l l ) {%]
62
63
64 −−−−−−−−−−−− MODULE [%=ms . name%] −−−−−−−−−−−−
65 [%}%]
66 ∗ ]
Listing A.10: Context Model EGL Template for the Semantic Translation.
A.3.2 Measurement Template
Deﬁning the semantics of QML/CS: Measurement translation template.
1 [% f o r (ms in qmlcs ! MeasurementDeclaration . a l l ) {%]
2 . . . .
3 −−−−−−−−−−−− MODULE [%=ms . name%] −−−−−−−−−−−−
4 EXTENDS RealTime
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5 [% f o r ( mcxt in ms .msCxt) {%]
6 [% f o r ( mcxt2 in mcxt ) {%]
7 [% f o r ( mcxt3 in mcxt2 . v a r i ab l e ) {%]
8 [% f o r ( mcxt4 in mcxt3 . ownedConstraint . s p e c i f i c a t i o n . ownedExpression
. ownedExpression ) {%]
9 [% f o r ( mcxt5 in mcxt4 ) {%]
10 [% i f (mcxt5 . eClas s . name="AttributeExpCS ") {%]
11 [% f o r (mcxt6 in mcxt5 . name) {%]










21 [% f o r ( fp in ms . params ) {%]
22 [% i f ( fp . type . name="Serv iceOperat ion ") {%]
23 [%=fp . name%] == INSTANCE Serv i c e
24 [%}%]
25 [% i f ( fp . type . name="ComponentOperation ") {%]




30 VARIABLES [% f o r (myvar in v a r i a b l e s ) { %] [%=myvar%] [% i f (myvar <>
va r i a b l e s . get ( v a r i a b l e s . s i z e ( )−1) ) {%] ,[%}}%]
31 VARIABLES unhandledRequest , i nS ta t e
32 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
33
34 [% f o r (mcxt in ms .msCxt) {%]
35 [% f o r (mcxtTrans in mcxt . Trans ) {%]
36 [% i f (mcxt <> (ms .msCxt [ 0 ] ) ) {%]On[%}%][%=mcxtTrans . name%][% f o r (
mcxtpara in mcxt . mpara ) {%] == [% i f (mcxt <> (ms .msCxt [ 0 ] ) ){%][%=
mcxtpara . name%][%}}%][% i f (mcxt <> (ms .msCxt [ 0 ] ) ) {%]![%=mcxtTrans .
name%] =>[%} e l s e {%]/\ [%=va r i a b l e s . get (0 )%] \ in [%=ms . dtype%]
[%}%]
37 [% f o r ( mcxtpara2 in mcxt ) {%]
38 [% f o r ( va r i in mcxtpara2 . v a r i ab l e ) {%] [% f o r ( mcxtExpr222 in va r i .
ownedConstraint . s p e c i f i c a t i o n ) {%][%}%][% f o r ( mcxtExpr2 in va r i .
ownedConstraint . s p e c i f i c a t i o n . ownedExpression ) {%]
39 [%var operatorShown : In t eg e r =0;%]
40 [%var varUsed : In t eg e r =0;%]
41 [% f o r ( mcxtExpr3 in mcxtExpr2 . ownedExpression ) {%][% i f (
mcxtExpr3 . eClas s . name ="AttributeExpCS ") {%][% f o r (mcxtExprName in
mcxtExpr3 . name) {%] [% i f (mcxt == (ms .msCxt [ 0 ] ) ) {%][% i f (
operatorShown==0){%][%}%] [%}%][% i f ( operatorShown==0){%]
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42 /\[%}%] [%=mcxtExprName . name%][% f o r (dd in d i s p l a y edL i s t ) i f (
dd == mcxtExprName . name ) varUsed=1; %] [% i f ( varUsed==0)
d i s p l a y edL i s t . add (mcxtExprName . name) ; %][% i f ( varUsed==1 and
operatorShown==0){ %] '[% } %][%}%][% i f ( operatorShown==0){%] [% f o r (
mcxtExprRef in mcxtExpr2 . eClas s . EReferences ) {%][% i f (mcxtExprRef .
name == "ownedOperator ") {%] [% f o r (OperName in mcxtExpr2 .
ownedOperator . name){%][%=OperName%][%operatorShown
=1;%][%}%][%}%][%}%][%}%][%}%][% i f ( mcxtExpr3 . eClas s . name="
VariableValue ") {%][%=mcxtExpr3 . name%][%} e l s e i f ( mcxtExpr3 . eClas s
. name="NumberLiteralExpCS ") {%][%=mcxtExpr3 . name%] [%} e l s e i f (







48 [% va r i a b l e s . c l e a r ( ) ; %]
49 [% f o r ( fp in ms . params ) {%]
50
51
52 Spec == /\ [% i f ( fp . type . name="Serv i ceOperat ion ") {%] [%=fp . name%]!
S e rv i c e [%}%] [% i f ( fp . type . name="ComponentOperation "){%][%=fp .
name%]! Component[%}%]
53 [% f o r ( mcxt in ms .msCxt) {%]
54 [% f o r ( mcxtTrans in mcxt . Trans ) {%]
55
56 [% i f (mcxt == (ms .msCxt [ms .msCxt . s i z e ( ) −1]) ) {%]
57 /\ [ ] [ On[%=mcxtTrans . name%]]_([%=ms . name%]) [%}
58 e l s e {%]





Listing A.11: Measurement EGL Template for the Semantic Translation of Service
Operations and Component Operations.
A.4 QML/CS Prototype Screenshots and Code sam-
ple
The ﬁgures A.16 and A.17 show the editor environment for the tool developed in
this thesis. The images show diﬀerent components of the tool a user can interact
with to write the speciﬁcation. It indicates hierarchy of the concepts as they exist in
the models and the QML/CS code along with showing mapping and association of
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the concepts in QML/CS to the relevant models. Also, the ﬁgures show the model
and the layout of how diﬀerent states are handled in the models and the user can
change the sequence of the states as well as their mapping to conﬁrm to the model
and requirements of the application being used to specify.
Figure A.16: QML/CS Prototype Screenshot 1




B.1 Complete Grammar of QML/CS language in Xtext
In this appendix we have gathered the full QML/CS language grammar.
B.1.1 Grammar for QML/CS
QML/CS grammar consists of a number of declaration a number of declaration as
follows:
1. Measurement Declaration:
• Syntax: Example ResponseTime as can be seen in B.1:
1 in context RT;
2 declare measurement real response_time ( Serv i ceOperat ion op ) {
3 spec op . invocat i ons−>l a s t . end−op . invocat i ons−>l a s t . s t a r t ;
4 }
Listing B.1: Measurement Deﬁnition Syntax in qmlcs language
• Measurement Declaration Grammar as can be seen in B.2:
1 MeasurementDeclaration :
2 . . . . . . . . . . .
3 ' dec la re ' 'measurement ' Type name = MeasurementID ' ( '
4 . . . . . . . . . . .
5 ( ownedConstraint+=specCons t ra in t s ) ∗
6 ' } ' ;
Listing B.2: Measurement Grammar in Xtext
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2. ComponentService Declaration:
• Syntax: Example Counter Application as can be seen in B.3:
1 application CounterModel ;
2 declare Se rv i c e counter {
3 prov ides Operation int getData ( ) ;
4
5 always response_time ( ( getData by GD2RTMapping . Mapping1 ) )
<60;
6 }
Listing B.3: Application Deﬁnition Syntax in qmlcs language
• Component Service Declaration Grammar as can be seen in B.4:
1 ApplicationModelStatement :
2 ' app l i c a t i on ' name=ImportName ' ; ' ;
3
4
5 ComponentServiceDeclarat ion :
6 model = Applicat ionModelStatement
7 ' dec la re ' comOrServ=( 'Component ' | ' Serv i ce ' ) name =
ComponentOrServiceNameID '{ '
8 ( ( ' uses ' | ' provides ' ) ( op += Appl icat ionOperat ion ) ' ( ) ' ' ; ' )+
9 ( ownedConstraint+=OCLConstraint ) ∗ ' } ' ;
10
11 Appl icat ionOperat ion :
12 {Appl i cat ionOperat ion }
13 type=[qmlcsmm : : QClass | UnrestrictedName ] returnType=Type
14 name=Appl i cat ionOperat ionId ;
15
16 Appl i cat ionOperat ionId r e tu rn s ecore : : EStr ing :
17 ID ;
Listing B.4: Service Grammar in Xtext
B.1.2 QML/CS grammar
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1 grammar org . xtext . example . qmlcs .QMLCS
2 hidden (WS, ML_COMMENT, SL_COMMENT)
3
4 import "http ://www. e c l i p s e . org /emf/2002/Ecore" as ecore
5 import "http ://www. abdu . org /qmlcsmm" as qmlcsmm























29 Declarat ionStatement :
30 MeasurementDeclaration | ComponentServiceDeclarat ion |
31 AbstractResourceDec larat ion | ConcreteResourceDec larat ion |









41 ' in ' ' context ' name=ImportName ' ; '
42 ;
43
44 ImportName re tu rn s ecore : : EStr ing :






B.1. COMPLETE GRAMMAR OF QML/CS LANGUAGE IN XTEXT
50 (measurement = [ MeasurementDeclaration ] ) ( ' ( ) ' | ' ( '
51 ( ( argument+=MeasurementExpArgument ) ( ' , ' ( argument+=
MeasurementExpArgument ) ) ∗) ?








60 context = InContextModelStatement
61 ' d e c l a r e ' ' measurement ' Type name = MeasurementID ' ( '
62 ( params+= MeasurementParam
63 ( ' , ' params+=MeasurementParam) ∗
64 ) ?
65 ' ) ' ' { '
66 ( ownedConstraint+=specCons t ra in t s ) ∗





















88 ComponentServiceDeclarat ion :
89 model = Applicat ionModelStatement
90 ' d e c l a r e ' d e c l=( 'Component ' | ' S e rv i c e ' ) CponentOrServiceName = ID ' { '
91 ( ' p rov ide s ' ( op += Appl icat ionOperat ion ) ' ( ) ' ' ; ' )+
92 ( ownedConstraint+=alwaysConstra int ) ∗
93 ' } '
94 ;
95
96 Appl icat ionOperat ion :
97 {Appl i cat ionOperat ion }
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98 type=[qmlcsmm : : QClass | UnrestrictedName ] returnType=Type
99 name=Appl i cat ionOperat ionId
100 ;
101




106 AbstractResourceDec larat ion :
107 context = InContextModelStatement
108
109 ' d e c l a r e ' ' ab s t r a c t ' d e c l=' r e s ou r c e ' name=AbstractresourceNameID ' { '
110 ' demand ' type=DemandType ' ; '
111 ( s e r v i c e +=AbstractResourceServ i ce )+
112 ( ownedConstraint+=alwaysConstra int )+




117 type=[qmlcsmm : : QClass | UnrestrictedName ]
118 ;
119
120 AbstractresourceNameID re tu rn s ecore : : EStr ing :
121 ID
122 ;
123 AbstractResourceServ i ce :




128 ' capac i tyL imit ' ' ( ' ownedType = CollectionTypeCS name=ID ' ) ' '= '
129 ;
130
131 ConcreteResourceDec larat ion :
132 ' d e c l a r e ' ' r e s ou r c e ' ConResourceName = ID ' o f ' abst ractRes=[
AbstractResourceDec larat ion | AbstractresourceNameID ] ' { '
133 ( c a p a c i t i e s+=ConcreteResourceCapacity )+
134 ( ownedConstraint+=Const ra int s )+




139 Conta inerDec la rat ion :
140 ' d e c l a r e ' d e c l=' conta ine r ' name=ContainerNameID ' ( ' ( params+=
ContainerParam ( ' , ' params+=ContainerParam ) ∗) ? ' ) ' ' { '
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143 ( ( ' r e qu i r e s ' ' component ' ) ( componentre += componentrequried ( ' , '
componentrequre += componentrequried ) ∗) ) ∗
144 ' r e s ou r c e ' abst ractRes=[AbstractResourceDec larat ion |
AbstractresourceNameID ] ' . ' ResFunction=[qmlcsmm : : Function |
UnrestrictedName ] ' ( '
145 ' ( '
146 ( ( ownedConstraint+=Spec i f i c a t i onCS ) ( ' , ' ownedConstraint+=
Spec i f i c a t i onCS ) ∗ ) ?
147 ' ) '
148 ' ) ' ' ; '
149 ' p rov ide s ' ' s e r v i c e ' ' implemented by ' s e rv=[ Se rv i c eDec l a r a t i on |
ComponentOrServiceNameID ] ' { '
150 ( ownedConstraint+=(Const ra int s | a lwaysConstra int ) ) ∗
151
152 ' } '
153






160 HelperVar iab l e s :
161 ID ' : 'Type ' ; ' ;
162
163 ContainerParam :
164 ID ' : 'Type ;
165
166 S
167 SystemDeclarat ion :
168 ' System ' name=ID ' { '
169 ( ' i n s t anc e ' ( i n s t an c eL i s t += In s t anc eL i s t ) ID ' ; ' ) ∗
170
171 ( ' c on ta ine r '
172 ' u ses ' ( ComponentsAndResourcesUsed += ComponentsAndResources ( ' , '
ComponentsAndResourcesUsed += ComponentsAndResources ) ∗) ' ; ' ) ∗
173
174
175 ' c on ta ine r '
176 ' p rov ide s '
177 ( s e rv i c eProv ided+=Serv iceProv ided ' ; ' ) ∗
178 ' } '
179 ;
180 ContainerParamValue :
181 name=[Conta inerDec la rat ion | ContainerNameID ] ' ( ' va l=NUMBER_LITERAL' ) '
182 ;
183
184 I n s t an c eL i s t :
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185 name=[ Se rv i c eDec l a r a t i on | ComponentOrServiceNameID ] | name=[





189 name=([ S e rv i c eDec l a r a t i on | ComponentOrServiceNameID ] | [
AbstractResourceDec larat ion | AbstractresourceNameID ] )
190 ;
191 Serv i ceProv ided :
192 s e r v i c e s=ID // s e r v i c e s =[ ecore : : EClass | UnrestrictedName ]
193 ;
Listing B.5: QML/CS grammar in Xtext
B.1.3 Extended OCL grammar
1 Model r e tu rn s ContextCS :
2 ownedExpression=ExpCS ;
3
4 t e rmina l fragment ESCAPED_CHARACTER:
5 ' \\ ' ( 'b ' | ' t ' | ' n ' | ' f ' | ' r ' | ' u ' | ' " ' | " ' " | ' \\ ' ) ;
6
7 t e rmina l fragment LETTER_CHARACTER:
8 ' a ' . . ' z ' | 'A ' . . 'Z ' | '_ ' ;
9
10 t e rmina l STRING :
11 ' " ' ( ' \\ ' . /∗ ' b ' | ' t ' | ' n ' | ' f ' | ' r ' | ' u ' | ' " ' | " ' " | ' \\ ' ∗/ | ! ( ' \\ ' | '
" ' ) ) ∗ ' " ' |
12 " ' " ( ' \\ ' . /∗ ' b ' | ' t ' | ' n ' | ' f ' | ' r ' | ' u ' | ' " ' | " ' " | ' \\ ' ∗/ | ! ( ' \\ ' | "
' ") ) ∗ " ' " ;
13
14 t e rmina l ID : '^ ' ?( ' a ' . . ' z ' | 'A ' . . 'Z ' | '_ ' ) ( ' a ' . . ' z ' | 'A ' . . 'Z ' | '_ ' | ' 0 '
. . ' 9 ' ) ∗ ;
15 t e rmina l INT : // String to a l low d i v e r s e re−use
16 ( ' 0 ' . . ' 9 ' )+; // mul t ip l e l e ad ing z e r o e s occur as f l o a t i n g po int
f r a c t i o n a l part
17




22 UPPER re tu rn s ecore : : EInt :
23 INT | ' ∗ '
24 ;
25
26 NUMBER_LITERAL re tu rns BigNumber : // Not te rmina l to a l low par s e r
backtrack ing to s o r t out " 5 . . 7 "
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27 {BigNumber}INT ; // EssentialOCLTokenSource p i e c e s t h i s toge the r ( ' . '
INT) ? ( ( ' e ' | 'E ' ) ( '+ ' | '− ' ) ? INT) ? ;
28
29 t e rmina l ML_COMMENT:
30 ' /∗ ' −>' ∗/ ' ;
31
32 t e rmina l SL_COMMENT:
33 '−− ' ! ( ' \n ' | ' \ r ' ) ∗ ( ' \ r ' ? ' \n ' ) ? ;
34
35 t e rmina l WS:
36 ( ' ' | ' \ t ' | ' \ r ' | ' \n ' )+;
37








46 ' and '
47 | ' e l s e '
48 | ' e nd i f '
49 | ' i f '
50 | ' imp l i e s '
51 | ' in '
52 | ' l e t '
53 | ' not '
54 | ' or '
55 | ' then '
56 | ' xor ' ;
57
58 EssentialOCLUnaryOperatorCS re tu rn s UnaryOperatorCS :
59 name=( '− ' | ' not ' ) ;
60
61 EssentialOCLInfixOperatorCS re tu rn s BinaryOperatorCS :
62 name=( ' ∗ ' | ' / ' | '+ ' | '− ' | '> ' | '< ' | '>=' | '<=' | '= ' | '<> ' | '
and ' | ' or ' | ' xor ' | ' imp l i e s ' ) ;
63
64 EssentialOCLNavigationOperatorCS re tu rn s NavigationOperatorCS :
65 name=( ' . ' | '−>' ) ;
66
67 I d e n t i f i e r :
68 ID ;
69
70 S t r i n gL i t e r a l :
71 STRING;//SINGLE_QUOTED_STRING;
72
73 BinaryOperatorCS re tu rn s BinaryOperatorCS :
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74 Inf ixOperatorCS | NavigationOperatorCS ;
75
76 Inf ixOperatorCS re tu rn s BinaryOperatorCS : // Intended to be
ov e r r i d e ab l e
77 EssentialOCLInfixOperatorCS ;
78
79 NavigationOperatorCS re tu rn s NavigationOperatorCS : // Intended to be
ov e r r i d e ab l e
80 EssentialOCLNavigationOperatorCS ;
81
82 UnaryOperatorCS re tu rn s UnaryOperatorCS : // Intended to be
ov e r r i d e ab l e
83 EssentialOCLUnaryOperatorCS ;
84
85 EssentialOCLUnrestrictedName re tu rn s ecore : : EStr ing :
86 I d e n t i f i e r ;
87
88 UnrestrictedName re tu rn s ecore : : EStr ing : // Intended to be overr idden
89 EssentialOCLUnrestrictedName ;
90
91 EssentialOCLUnreservedName re tu rn s eco re : : EStr ing :
92 UnrestrictedName
93 | C o l l e c t i o nType I d en t i f i e r
94 | P r im i t i v eType Id en t i f i e r
95 | ' Tuple '
96 ;
97
98 UnreservedName re tu rn s ecore : : EStr ing : // Intended to be overr idden
99 EssentialOCLUnreservedName ;
100
101 PathNameCS re tu rn s PathNameCS :
102 path+=FirstPathElementCS ( ' : : ' path+=NextPathElementCS ) ∗ ;
103
104 FirstPathElementCS re tu rn s PathElementCS :
105 element=[ ecore : : ENamedElement | UnrestrictedName ] |
106 element=[MeasurementParam | MeasurementArgumentId ] |
107 element=[qmlcsmm : : Assoc iat ionEndLis t | UnrestrictedName ] |
108 element=[qmlcsmm : : OCLOperation | UnrestrictedName ] ;
109
110 NextPathElementCS re tu rn s PathElementCS :
111 element=[ ecore : : ENamedElement | UnrestrictedName ] ;
112
113 URIPathNameCS re tu rn s PathNameCS :
114 path+=URIFirstPathElementCS ( ' : : ' path+=NextPathElementCS ) ∗ ;
115
116 URIFirstPathElementCS re tu rn s PathElementCS :
117 element=[ ecore : : ENamedElement | UnrestrictedName ] | element=[ ecore : :
ENamedElement |URI ] ;
118
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119
120 Pr im i t i v eType Id en t i f i e r :
121 ' Boolean '
122 | ' I n t eg e r '
123 | ' Real '
124 | ' S t r ing '
125 | ' Unl imitedNatural '
126 | 'OclAny '
127 | ' Oc l Inva l id '
128 | ' OclVoid ' ;
129
130 PrimitiveTypeCS re tu rn s PrimitiveTypeRefCS :
131 name=Pr im i t i v eType Id en t i f i e r ;
132
133 Co l l e c t i o nTyp e I d en t i f i e r r e tu rn s ecore : : EStr ing :
134 ' Set '
135 | 'Bag '
136 | ' Sequence '
137 | ' Co l l e c t i on '
138 | ' OrderedSet ' ;
139
140 CollectionTypeCS re tu rn s CollectionTypeCS :
141 name=Co l l e c t i o nTyp e I d en t i f i e r ( ' ( ' ownedType=TypeExpCS ' ) ' ) ? ;
142
143 Mult ipl ic i tyBoundsCS re tu rn s Mult ipl ic i tyBoundsCS :
144 lowerBound=LOWER ( ' . . ' upperBound=UPPER) ? ;
145
146 Mult ip l i c i tyCS re tu rn s Mul t ip l i c i tyCS :
147 ' [ ' ( Mult ipl ic i tyBoundsCS | Mu l t i p l i c i t yS t r i ngCS ) ' ] ' ;
148
149 Mul t ip l i c i t yS t r i ngCS re tu rn s Mu l t i p l i c i t yS t r i ngCS :
150 str ingBounds=( ' ∗ ' | '+ ' | ' ? ' ) ;
151
152 TupleTypeCS re tu rn s TupleTypeCS :
153 name=' Tuple ' ( ' ( ' ( ownedParts+=TuplePartCS ( ' , ' ownedParts+=
TuplePartCS ) ∗) ? ' ) ' ) ? ;
154
155 TuplePartCS re tu rn s TuplePartCS :
156 name=UnrestrictedName ' : ' ownedType=TypeExpCS ;
157
158 Col l ec t ionLi te ra lExpCS re tu rn s Co l l ec t ionLi te ra lExpCS :
159 ownedType=CollectionTypeCS
160 ' { ' ( ownedParts+=Co l l e c t i onL i t e r a lPa r tCS
161 ( ' , ' ownedParts+=Co l l e c t i onL i t e ra lPa r tCS ) ∗) ?
162 ' } ' ;
163
164 Co l l e c t i onL i t e ra lPa r tCS re tu rn s Co l l e c t i onL i t e ra lPa r tCS :
165 express ionCS=ExpCS ( ' . . ' l a s tExpress ionCS=ExpCS) ? ;
166
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167 ConstructorPartCS re tu rn s ConstructorPartCS :
168 property=UnrestrictedName '=' i n i tExp r e s s i on=ExpCS ;
169
170 Primit iveLitera lExpCS re tu rn s Pr imit iveLitera lExpCS :
171 NumberLiteralExpCS
172 | Str ingLitera lExpCS
173 | BooleanLiteralExpCS
174 | Unl imitedNaturalLiteralExpCS
175 | Inva l idLi tera lExpCS
176 | Nul lLiteralExpCS ;
177
178 TupleLiteralExpCS re tu rn s TupleLiteralExpCS :
179 ' Tuple ' ' { ' ownedParts+=TupleLitera lPartCS ( ' , ' ownedParts+=
TupleLitera lPartCS ) ∗ ' } ' ;
180
181 TupleLitera lPartCS re tu rn s TupleLitera lPartCS :
182 name=UnrestrictedName ( ' : ' ownedType=TypeExpCS) ? '=' i n i tExp r e s s i on=
ExpCS ;
183
184 NumberLiteralExpCS re tu rn s NumberLiteralExpCS :
185 name=NUMBER_LITERAL;
186
187 Str ingLitera lExpCS re tu rn s Str ingLitera lExpCS :
188 name+=S t r i n gL i t e r a l +;
189
190 BooleanLiteralExpCS re tu rn s BooleanLiteralExpCS :
191 name=' true '
192 | name=' f a l s e ' ;
193
194 UnlimitedNaturalLiteralExpCS re tu rn s Unl imitedNaturalLiteralExpCS :
195 {Unl imitedNaturalLiteralExpCS} ' ∗ ' ;
196
197 Inva l idLitera lExpCS re tu rn s Inva l idLitera lExpCS :
198 { Inva l idLi tera lExpCS } ' i n v a l i d ' ;
199
200 NullLiteralExpCS re tu rn s Nul lLiteralExpCS :
201 {NullLiteralExpCS} ' nu l l ' ;
202
203 TypeLiteralCS re tu rn s TypedRefCS :
204 PrimitiveTypeCS
205 | CollectionTypeCS
206 | TupleTypeCS ;
207
208 TypeLitera lWithMult ip l i c i tyCS re tu rn s TypedRefCS :
209 TypeLiteralCS mu l t i p l i c i t y=Mul t ip l i c i tyCS ? ;
210
211 TypeLiteralExpCS re tu rn s TypeLiteralExpCS :
212 ownedType=TypeLitera lWithMult ip l i c i tyCS ;
213
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214 TypeNameExpCS re tu rn s TypeNameExpCS :
215 pathName=PathNameCS ;
216
217 TypeExpCS re tu rn s TypedRefCS :
218 name=ID mu l t i p l i c i t y=Mul t ip l i c i tyCS ? ;
219
220 ExpCS re tu rn s ExpCS :
221 ( PrefixedExpCS
222 ({ InfixExpCS . ownedExpression+=current } ownedOperator+=BinaryOperatorCS
223 ( ( ownedExpression+=PrefixedExpCS
224 ( ownedOperator+=BinaryOperatorCS ownedExpression+=PrefixedExpCS ) ∗
225 ( ownedOperator+=BinaryOperatorCS ownedExpression+=LetExpCS) ?
226 )




231 | ({ PrefixExpCS} ownedOperator+=UnaryOperatorCS+ ownedExpression=
LetExpCS)
232 | LetExpCS ;
233
234 PrefixedExpCS re tu rn s ExpCS :
235 ({ PrefixExpCS} ownedOperator+=UnaryOperatorCS+ ownedExpression=
PrimaryExpCS )
236 | PrimaryExpCS ;
237
238





244 | Pr imit iveLitera lExpCS
245 | TupleLiteralExpCS
246 | Co l l ec t ionLi te ra lExpCS
247 | TypeLiteralExpCS
248 | ({NameExpCS} pathName=PathNameCS
249 (
250 ( ({ IndexExpCS . nameExp=current } ' [ ' f i r s t I n d e x e s+=ExpCS ( ' , '
f i r s t I n d e x e s+=ExpCS) ∗ ' ] '
251 ( ' [ ' secondIndexes+=ExpCS ( ' , ' secondIndexes+=ExpCS) ∗ ' ] ' ) ?
252 ( atPre?= '@' ' pre ' ) ?
253 ) )
254 | ( { ConstructorExpCS . nameExp=current } ' { '
255 ( ( ( ownedParts+=ConstructorPartCS ( ' , ' ownedParts+=ConstructorPartCS )
∗) ) ?
256 | ( va lue=S t r i n gL i t e r a l )
257 ) ' } '
258 )
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259 | ( ( atPre?= '@' ' pre ' ) ?
260 ({ InvocationExpCS . nameExp=current } ' ( ' (
261 argument+=NavigatingArgCS ( argument+=NavigatingCommaArgCS ) ∗
262 ( argument+=NavigatingSemiArgCS ( argument+=NavigatingCommaArgCS ) ∗
263 ( argument+=NavigatingBarArgCS ( argument+=NavigatingCommaArgCS ) ∗) ?






270 NavigatingArgCS re tu rn s NavigatingArgCS :
271 name=NavigatingArgExpCS ( ' : ' ownedType=TypeExpCS ( '=' i n i t=ExpCS) ?) ? ;
272 // Type− l e s s i n i t i s an i l l e g a l i n f i x exp r e s s i on
273
274 NavigatingBarArgCS re tu rn s NavigatingArgCS :
275 p r e f i x=' | ' name=NavigatingArgExpCS ( ' : ' ownedType=TypeExpCS ( '=' i n i t=
ExpCS) ?) ? ;
276 // Type− l e s s i n i t i s an i l l e g a l i n f i x exp r e s s i on
277
278 NavigatingCommaArgCS re tu rn s NavigatingArgCS :
279 p r e f i x=' , ' name=NavigatingArgExpCS ( ' : ' ownedType=TypeExpCS ( '=' i n i t=
ExpCS) ?) ? ;
280 // Type− l e s s i n i t i s an i l l e g a l i n f i x exp r e s s i on
281
282 NavigatingSemiArgCS re tu rn s NavigatingArgCS :
283 p r e f i x=' ; ' name=NavigatingArgExpCS ( ' : ' ownedType=TypeExpCS ( '=' i n i t=
ExpCS) ?) ? ;
284 // Type− l e s s i n i t i s an i l l e g a l i n f i x exp r e s s i on
285




290 IfExpCS re tu rn s IfExpCS :
291 ' i f ' c ond i t i on=ExpCS
292 ' then ' thenExpress ion=ExpCS
293 ' e l s e ' e l s eExp r e s s i on=ExpCS
294 ' e nd i f ' ;
295
296 LetExpCS re tu rn s LetExpCS :
297 ' l e t ' v a r i ab l e+=LetVariableCS ( ' , ' v a r i a b l e+=LetVariableCS ) ∗
298 ' in ' in=ExpCS ;
299
300 LetVariableCS re tu rn s LetVariableCS :
301 name=UnrestrictedName ( ' : ' ownedType=TypeExpCS) ? '=' i n i tExp r e s s i on=
ExpCS ;
302
303 NestedExpCS re tu rn s NestedExpCS :
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304 ' ( ' source=ExpCS ' ) ' ;
305
306 SelfExpCS re tu rn s SelfExpCS :
307 {SelfExpCS} ' s e l f ' ;
Listing B.6: Extended OCL grammar in Xtext
An example of activity diagram for QML/Cs Language can be seen in Fig ?? and
Fig ??. Measurement designer can declare measurements and import context models
for the measurements, application designer on the other hand, can import applica-
tion model, mapping model and provides an operation, and apply measurement to a
speciﬁc operation of his/her application. In addition, application designer can place
constraints over the applied measurement.
B.2 Complete Example Speciﬁcations of a Meta-
model for QML/CS
In this appendix we have gathered the full Meta-Depth textual deﬁnition for QML/CS
meta-model.
B.2.0.1 Deﬁning QML/CS on a Multi-level modelling with MetaDepth
Meta-depth is a framework for deep meta-modelling that developed by de Lara and
Guerra [30]. It permits the representation of a meta-model to allow an arbitrary num-
ber of ontological and linguistic levels and the dual instantiation. Listing 4.1 shows a
meta-model for QML/CS meta-model containing classes of main concepts is deﬁned
in MetaDepth. The idea is specifying a three-level meta-modelling architecture where
the top-most level contains the deﬁnition of class diagrams and potency 2 (QML/CS
meta-model in Listing 4.1).
1 Model Metamodel@2 {
2





8 Node Class: Type {
9 name:String;
10 classes:Class [0..*];
11 attribute: Attribute [0..*];
12 operations:Operation [0..*];
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15 statesMachineModel: StateMachineModel [0..*];
16 }
17




22 Node Parameter {
23 name : String;
24 type : Class;
25 }
26














41 Node Attribute {
42 name:String;
43 }
44 Node Operation {
45 name:String;
46 }
47 Node Association {
48 name:String;
49 associationEnd: AssociationEnd [*];
50 }
51 Node AssociationEnd {
52 name:String;
53 iscomposition:boolean = false;
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B.2. COMPLETE EXAMPLE SPECIFICATIONS OF A META-MODEL
FOR QML/CS
54 isaggregation:boolean = false;
55 }
56 Node StateMachineModel {
57 name:String;
58 states: States [1..*];
59 transitions: Transition [1..*];
60 }
61 Node State {
62 name:String;
63 }
64 Node Transition {
65 name:String;
66 src: State;
67 tgt: State [*];
68 }




73 classMapping: ClassMapping [*] ;
74 stateMachineModel:StateMachineModelMapping [*];
75 stateMapping: StateMapping [*] ;













89 Node StateMapping {
90 name:String;
91 src: State ;
92 tgt: State;
93 }
94 Node TransitionMapping {
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102 class: Class [*];
103 }
104
105 Node ContextModel {
106 name:String;
107 statesMachineModel: StateMachineModel ;
108 classes: Class [*] ;
109 }
110




115 Node AbstractResource {
116 name:String;
117 demandType: Class;
118 resourceModel: ContextModel ;
119 cpacitylimit: CapacityLimit ;
120 resourceservice: ResourceService ;
121 }
122
123 Node ResourceService {
124 name:String;
125 class: Class [*];
126 }
127
128 Node CapacityLimit {
129 name:String ;//
130 class: Class [*];
131 }
132
133 Node ConcreteResource {
134 name:String;
135 Class: Class [*];
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140 Node Container {
141 name:String;
142 helperVariables: HelperVariables [1..*];











154 Node Component {
155 name:String;
156 classes: Class [*];
157 }
158
159 Node System {
160 name:String;















176 abstract Node OclExpression:TypedElement{
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180 abstract Node CallExp:OclExpression{












193 abstract Node FeatureCallExp: CallExp {
194 }
195
196 Node MeasurementCallExp: FeatureCallExp {




201 Node NavigationCallExp: FeatureCallExp {
202 oclExprs: OclExpression [*];
203 referredProperty: AssociationEnd [*];
204 }
205
206 Node PropertyCallExp: FeatureCallExp {
207 oclExprs: OclExpression [*];
208 referredProperty: Attribute [*];
209 }
210
211 Node OperationCallExp: FeatureCallExp {
212 oclExprs: OclExpression [*];
213 referredOperation: Operation [*];
214 }
215
216 Node CapacityLimitCallExp: FeatureCallExp {
217 oclExprs: OclExpression [*];
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221 Node ResourceServiceCallExp: FeatureCallExp {





Listing B.7: A meta-model for QML/CS in Meta-Depth
In this way, in the next meta-level we can build models of QML/CS (e.g., Service,
ServiceOperation, ContextModel, Resource and ResponseTime in Listing 4.2), Listing
4.3 and in the bottom meta-level we can build object diagrams or instances of these
models which includes OCL expression.
1 Metamodel System {
2








11 abstract Node CallExpM :OclExpressionM{
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26 Node NavigationCallExpM: FeatureCallExpM {





32 Node PropertyCallExpM: FeatureCallExpM {








41 name : String;
42 }
43
44 Node OperationCallExpM: FeatureCallExpM {
45 oclExprsArgs: OclExpressionM [*];
46 oclExprsSrc: OclExpressionM [*];
47 referredOperation: OperationM [*];
48 }
49
50 Node RTMeasurementCallExp: FeatureCallExpM {




55 Class ServiceOperation {
56 name=" ServiceOperation ";
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77 State RequestAvailable {
78 name=" Request Available ";
79 }
80
81 State HandlingRequest {
82 name=" HandlingRequest ";
83 }
84
85 Transition RequestArrival {





91 Transition StartRequest {





























116 StateMapping StateMapping1 {





122 StateMapping StateMapping2 {
123 name=" StateMapping2 ";




128 StateMapping StateMapping3 {
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152 ApplicationModel ApplicationCounter {














167 State OpIdle {
168 name=" Operation Idle";
169 }
170
171 State OpRequestAvailable {
172 name=" Request Available ";
173 }
174
175 State OpHandlingRequest {
176 name=" Operation HandlingRequest ";
177 }
178
179 Transition OpRequestArrival {





185 Transition OpStartRequest {
186 name=" StartRequest ";
187 src: OpRequestAvailable;
234





191 Transition OpFinishRequest {






198 Service SystemService {
199 name=" SystemService ";




204 name = "ResponseTimeop ";





























231 name=" response_time ";
232 opParam: op[1]{ formalParameters };
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384 tasks: CpuTask [*];
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598
599 HelperVariables ExecutionTimeContainer {





605 name=" Execution_time ";








































643 name = "ExecutionTimeop1 ";




648 name=" ComponentOperation ";
649 }
650
651 Class ContainerService {










































































































































































Listing B.8: Model Deﬁnition for QML/CS in Meta-Depth
Listing 3 shows an instance of QMLCS Model, namely a class diagram named QMLC-
SModel which declares fourteen Nodes and one association.
1 System CounterApplication{
2 SystemService counter{
3 name=" counter ";
4 serOp=getData;
5 }
6 ServiceOperation getData {
7 name = "getData ";
8 }
9 op getDataopParameter {
10 type1 = getData;
11 }
12 ResponseTime getDataResponseTime{
























Listing B.9: Instances responseTime context Model Deﬁnition for QML/CS in Meta-
Depth
251
