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PHASE PORTRAITS FOR Z2-SYMMETRIC CUBIC RICCATI
POLYNOMIAL DIFFERENTIAL EQUATIONS
JAUME LLIBRE1, REGILENE OLIVEIRA2 AND CLA´UDIA VALLS3
Abstract. We classify the topological phase portraits in the Poincare´ disc of all Z2-symmetric
cubic Riccati polynomial differential systems .
1. Introduction and statement of the main results
The first works on Riccati equations appear in manuscripts of XVI–century by Count Riccati,
who was mainly interested in studying the problem of separation of variables in quadratic and
time-varying scalar systems, see [16]. Since then, in the subsequent centuries many contributions
appeared regarding these equations. Nowadays it has been shown that Riccati differential equa-
tions appear in many applications such as in control, dynamic games, river flow, linear systems
with Markovian jumps, invariant embedding, stochastic control theory, econometric models and
diffusion problems (see for instance [2, 3, 4, 5, 7, 8, 9, 10, 11, 16, 17]).
A Riccati differential equation is of the form
dy
dx
= A(x)y2 +B(x)y + C(x),
or equivalently to the differential system
x˙ = d(x),
y˙ = a(x)y2 + b(x)y + c(x),
where A(x) = a(x)/d(x), B(x) = b(x)/d(x) and C(x) = c(x)/d(x). In general, there is no
method for solving this differential system because it is a nonhomogeneous differential system of
degree two in the variable y and, therefore, a complete analysis of it does not exist. In order to
understand the behavior of its solutions (without knowing explicitly them) one good approach
is to characterize the phase portraits of such systems for obtaining its qualitative behavior.
Among the nonlinear systems, the quadratic are the easiest ones. Therefore there are many
papers in the literature concerning quadratic systems and in particular, quadratic Riccati differ-
ential systems, see [1, 14] and the references therein. In this paper we are interested in studying
the cubic Riccati polynomial differential systems, more precisely the global phase portraits of
cubic Riccati polynomial differential systems. Note that such systems have the form
(1)
x˙ = d0 + d1x+ d2x
2 + d3x
3,
y˙ = (a0 + a1x)y
2 + (b0 + b1x+ b2x
2)y + c0 + c1x+ c2x
2 + c3x
3,
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where a0, a1, b0, b1, b2, c0, c1, c2, c3, d0, d1, d2, d3 ∈ R. We always have a20 + a21 6= 0 (otherwise the
system is not Riccati), a21 + b
2
2 + c
2
3 + d
2
3 6= 0 otherwise it is not cubic differential system. Note
that the global phase portrait of the quadratic Riccati equation is studied in [13], so we consider
the case of cubic Riccati differential system. As system (1) has 13 parameters it is unabordable
so we restrict our study to the ones that are Z2-symmetric. It is well know that are two types
of Z2-symmetry: reversibility and equivariance.
Without loss of generality in this paper a vector field X : R2 → R2 is Z2- reversible if(−1 0
0 1
)
X(x, y) = −X(−x, y)
and is Z2-equivariant if (−1 0
0 1
)
X(x, y) = X(−x, y).
Vector fields with symmetry appear very often in applications so the study of symmetric
vector fields is an old subject. Nowadays it has been an increasing interest in reversible and
equivariant systems see [12] and the references cited there.
By definition system (1) is Z2-reversible and its components have no common factors if and
only if it reduces to
(2)
x˙ = d0 + d2x
2,
y˙ = x(a1y
2 + b1y + c1 + c3x
2),
where d0a1c3 6= 0; and it is Z2-equivariant if and only if it reduces to
(3)
x˙ = d1x+ d3x
3,
y˙ = a0y
2 + (b0 + b2x
2)y + c0 + c2x
2,
where d23 + b
2
2 6= 0 and a0 6= 0.
We say that two polynomial vector fields in the Poincare´ disc are topologically equivalent if
there exists a homeomorphism from one onto the other which sends orbits to orbits preserving
or reversing the direction of the flow.
Our main result is the following one.
Theorem 1. A Z2-reversible cubic Riccati polynomial differential system (2) after a linear
change of variables and a rescaling of its independent variable can be written as
(4) x˙ = 1 + bx2, y˙ = x(y2 + ex2 + d), b ∈ {−1, 0, 1}, d, e ∈ R;
Moreover the global phase portraits on the Poincare´ disc of these families are topologically equiv-
alent to the phase portraits in Figure 1
(a) (1), (2) with b ∈ {0, 1} and e = 0,
(b) (3), (4), (5), (6) with b ∈ {0, 1} and e 6= 0,
(c) (1), (7), (8) with b = −1 and e = 0,
(d) (3), (4), (5), (6), (9), (10), (11), (12) with b = −1 and e 6= 0.
Theorem 2. A Z2-equivariance cubic Riccati polynomial differential system (3) after a linear
change of variables and a rescaling of its independent variable can be written as one of the
following six classes:
(I) x˙ = x(x2 + a), y˙ = c0 + c1x
2 + y2 + x2y with a, c0, c1 ∈ R;
PHASE PORTRAITS FOR CUBIC RICCATI DIFFERENTIAL EQUATIONS 3
Figure 1. Phase portraits on the Poincare´ disc of system (4): (1) d > 0, e = 0 and
b = −1, 0, 1; (2) d ≤ 0, e = 0 and b = 0, 1; (3) e > 0, b = 0, 1 or e > 0, b = −1 and
d+e > 0; (4), (5) and (6) e < 0, b = 0, 1 or e < 0, b = −1 and d+e > 0; (7) e = 0, b = −1
and d = 0; (8) e < 0, b = −1 and d < 0; (9) e > 0, d + c = 0; (10) e > 0, d + e < 0;
(11) e < 0, b = −1 and d+ e = 0; (12) e < 0, b = −1 and d+ e < 0. Here S denotes the
number of separatrices and R the number of canonical regions, as in Theorem 5.
(II) x˙ = x(x2 + a), y˙ = c0 + c1x
2 + y2 − x2y with a, c0, c1 ∈ R;
(III) x˙ = x(x2 + 1), y˙ = c0 + c1x
2 + y2 with c0, c1 ∈ R;
(IV) x˙ = x(x2 − 1), y˙ = c0 + c1x2 + y2 with c0, c1 ∈ R;
(V) x˙ = x, y˙ = c0 + c1x
2 + y2 + x2y with c0, c1 ∈ R;
(VI) x˙ = x, y˙ = c0 + c1x
2 + y2 − x2y with c0, c1 ∈ R.
Moreover the global phase portraits on the Poincare´ disc of these six families are topologically
equivalent to the phase portraits
(a) (1) – (13) of Figure 2 for system (I);
(b) (1) – (16) of Figure 3 for systems (II);
(c) (1), (10), (11), (12), (13), (14), (15) of Figure 3 for systems (III);
(d) (1), (2), (3), (4), (5), (6), (8), (9), (17) of Figure 3 for systems (IV);
(e) (1) – (7) of Figure 4 for systems (V);
(f) (1), (10), (10), (11), (12), (13), (14), (15) of Figure 3 for systems (VI).
From the proof of Theorem 2 follows the next result.
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Figure 2. Phase portraits on the Poincar disc of system (I):(1) c0 > 0 and a ≥ 0 or
c0 > 0, a < 0 and ∆ < 0; (2)c0 < 0, a < 0 and ∆ > 0; (3) c0 < 0, a < 0 and ∆ = 0; (4)
c0 < 0, a < 0 and ∆ < 0; (5) c0 < 0 and a > 0; (6) c0 < 0 and a = 0; (7) c0 = 0, a < 0
and ∆ > 0; (8) c0 = 0 and a > 0 or c0 = a = 0 and c1 ≤ 0; (9) c0 = 0, a < 0 and ∆ < 0;
(10) c0 = 0, a < 0 and ∆ = 0; (11) c0 > 0, a < 0 and ∆ > 0; (12) c0 > 0, a < 0 and
∆ = 0 and (13) c0 = a = 0 and c1 > 0. Here S denotes the number of separatrices and
R the number of canonical regions, as in Theorem 5.
Corollary 3. The phase portraits of system (III) and system (VI) of Theorem 2 are topologically
equivalent.
In the following section we give some preliminary definitions and results on the Poincare´
sphere and the Poincare´ compactification. In section 3 we prove how to obtain the normal forms
given in Theorem 1. In section 4 we prove Theorem 1. Theorem 2 is proved in sections 5 and 6.
2. Poincare´ compactification
In this section we summarize the Poincare´ compactification that we shall use for describing the
global phase portraits of our Riccati systems. For more details on the Poincare´ compactification
see Chapter 5 of [6].
Let S2 be the Poincare´ sphere {(s1, s2, s3) ∈ R3 : s21+s22+s23 = 1}. Given a polynomial vector
field
X = (x˙, y˙) = (P (x, y), Q(x, y))
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Figure 3. Phase portraits on the Poincare´ disc of systems (II), (III), (IV) and (VI):
(1) system (II) with c0 > 0, a < 0 and ∆ < 0 or c0 > 0 and a ≥ 0, system (III) and (VI)
with c0 > 0 and system (IV) with c0 > 0 and ∆ < 0; (2) system (II) with c0 < 0, a < 0
and ∆ > 0 and system (IV) with c0 < 0 and ∆ > 0; (3) system (II) with c0 < 0, a < 0
and ∆ = 0 and system (IV) with c0 < 0 and ∆ = 0; (4) system (II) with c0 < 0, a < 0
and ∆ < 0 and system (IV) with c0 < 0 and ∆ < 0; (5) system (II) with c0 = 0, a < 0
and ∆ > 0 and system (IV) with c0 = 0 and ∆ > 0; (6) system (II) with c0 = 0, a < 0
and ∆ < 0 and system (IV) with c0 = 0 and ∆ < 0; (7) system (II) with c0 = 0, a < 0
and ∆ = 0; (8) system (II) with c0 > 0, a < 0 and ∆ > 0 and system (IV) with c0 > 0
and ∆ > 0; (9) system (II) with c0 > 0, a < 0 and ∆ = 0 and system (IV) with c0 > 0
and ∆ = 0; (10) system (II) with c0 < 0 and a > 0, system (III) and (VI) with c0 < 0;
(11) system (II) with c0 < 0 and a > 0, system (III) and (VI) with c0 < 0; (12) system
(II) with c0 < 0 and a > 0, system (III) and (VI) with c0 < 0; (13) system (II) with
c0 = 0 and a > 0 or c0 = a = 0 and c1 ≤ 0, system (III) and (VI) with c0 = 0; (14)
system (II) with c0 = 0 and a > 0, system (III) and (VI) with c0 = 0; (15) system
(II) with c0 = 0 and a > 0, system (III) and (VI) with c0 = 0; (16) system (II) with
c0 = a = 0 and c1 > 0; (17) system (IV) with c0 = 0 and c1 = 0.
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Figure 4. Global phase portraits on the Poincare´ disc of system (V): (1), (2) and (3)
for c0 < 0; (4) for c0 = 0 and (5), (6) and (7) for c0 > 0. Here S denotes the number of
separatrices and R the number of canonical regions of each phase portrait.
in R2 we extend it to the Poincare´ sphere by sending each point x ∈ R2 identified wiht the
point (x1, x2, 1) ∈ R3 to the Poincare´ sphere S2 using the straight line through the origin of
R3 and x. In this way we get two copies of X: one on the northern hemisphere {(s1, s2, s3) ∈
S2 : s3 > 0} and another on the southern one {(s1, s2, s3) ∈ S2 : s3 < 0}. Clearly the equator
S1 = {(s1, s2, s3) ∈ S2 : s3 = 0} can be identified with the infinity of R2. For studying the
Poincare´ sphere we use the local charts
Ui = {s ∈ S2 : si > 0}, Vi = {s ∈ S2 : si < 0},
where s = (s1, s2, s3), with the local maps
φi(s) : Ui → R2, ψi(s) : Vi → R2,
defined by φi(s) = −ψi(s) =
(
sm
si
,
sn
si
)
for m < n and m,n 6= i, for i = 1, 2, 3. The expression
of the extended vector field p(X) on S2 is
(5) u˙ = vd
[
−uP
(
1
v
,
u
v
)
+Q
(
1
v
,
u
v
)]
, v˙ = −vd+1P
(
1
v
,
u
v
)
;
in the local chart U1,
(6) u˙ = vd
[
P
(
u
v
,
1
v
)
− uQ
(
u
v
,
1
v
)]
, v˙ = −vd+1Q
(
u
v
,
1
v
)
;
in the local chart U2, and
(7) u˙ = P (u, v), v˙ = Q(u, v),
in the local chart U3, where d is the degree of the polynomial vector field X. The expressions
of the extended vector field in the charts Vi are the same than for the charts Ui multiplied
by (−1)d−1, for i = 1, 2, 3. In short, to study the vector field X, it is sufficient to study its
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Poincare´ compactification p(X) restricted to the northern hemisphere plus S1. To draw the
phase portraits, we consider the projection by pi(s1, s2, s3) = (s1, s2) of the closed northern
hemisphere to the plane s3 = 0. The image of this projection is called the Poincare´ disc D.
The singular points of this compactification which are in the interior of D are the finite
singular points of X. The singular points of the vector field on the boundary S1 the Poincare´
disc are the infinite singular points of X. If s ∈ S1 is an infinite singular point, then −s ∈ S1 is
also an infinite singular point, and the local phase portrait of one is that of the other multiplied
by (−1)d−1. Note that to study the infinite singular points it is enough to study the infinite
singular points at U1|v=0 and at the origin of U2.
Neumann [15] characterizes when two vector fields in the Poincare´ disc D are topologically
equivalent. Two polynomial vector fields X and Y on R2 are topologically equivalent if there
exists a homeomorphism on D preserving the infinity S1 carrying orbits of the flow induced by
p(X ) into orbits of the flow induced by p(Y) preserving or reversing the orientation of the all
orbits.
Let D be the Poincare´ disc and p(X ) be the Poincare´ compactification on D of a polynomial
differential system defined in R2. Consider φ the analytic flow associated to p(X ) and denote
by (U, φ) the flow of φ on an invariant set U ⊂ D. The flow (U, φ) is parallel if it is topologically
equivalent to one to the following flows:
(i) the flow in R2 given by the differential system x˙ = 1, y˙ = 0, known as strip flow.
(ii) the flow in R2 \ {0} given in polar coordinates by the differential system r˙ = 0, θ˙ = 1,
known as annular flow;
(iii) the flow in R2 \ {0} given in polar coordinates by the differential system r˙ = r, θ˙ = 0,
known as spiral or radial flow.
The separatrices of a polynomial vector field p(X ) in the Poincare´ disc D are the orbits of
p(X ) on the boundary of the Poincare´ disc, all finite singular points of p(X ), all limit cycles of
p(X ), and all separatrices of the hyperbolic sectors of the finite and infinite singular points of
p(X ).
Denote by S the union of the separatrices of (D, φ) defined by p(X ). S is an invariant closed
set. In addition, if N is a connected component of D \ S, then N is an invariant set under the
flow φ. For a given vector field p(X ) its separatrix configuration is formed by all the separatrices
of p(X ) plus an orbit in each one of its canonical regions.
The next two results are fundamental in the description of the phase portrait of a flow asso-
ciated to the planar polynomial vector field p(X ).
Theorem 4. Suppose that the number of separatrices of the flow (D, φ) is finite. Then every
canonical region of the flow (D, φ) is parallel.
Theorem 5. Let (D, φ) and (D, ψ) be two compactified Poincare´ flows with finitely many sepa-
ratrices. Then they are topologically equivalent if and only if their separatrix configurations are
topologically equivalent.
The proofs of Theorems 4 and 5 can be found in [15]. From Theorem 5 it follows that to
classify the phase portrait in the Poincare´ disc of a planar polynomial differential system having
finitely many triceratopes it is enough to describe their separatrix configuration.
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Definition 1. A differential system
(8) x˙ = P (x, y), y˙ = Q(x, y),
has a contact point (x0, y0) with the straight line ax+ by + c = 0 if aP (x0, y0) + bQ(x0, y0) = 0.
The next result will be useful in the study of the global phase portrait of system (1).
Lemma 6. A cubic polynomial differential system (8) has either at most three contact points
with a straight line L or L is invariant straight line by the cubic system.
Proof. Let L = ax + by + c = 0 be a straight line which is not an invariant line of the system.
Then a contact point (x0, y0) between L and an orbit of the system is a solutions of
(9) aP (x0, y0) + bQ(x0, y0) = 0.
Assume a 6= 0 (otherwise replacing a by b in the argument the proof is analogous). Then L = 0
becomes x0 = (−c − by0)/a. Introducing x0 in (9) we get a cubic polynomial in the variable y
which has at most three solutions. This concludes the proof. 
3. Obtaining the normal forms given in Theorems 1 and 2
Proposition 7. A Z2-reversible cubic Riccati polynomial differential system (2) after a linear
change of variables and a rescaling of its independent variable, can be written as (4).
Proof. Doing a linear change of variables and a rescaling of the independent variable (the time)
of the form x→ αX, y → βY + δ, t→ γT, with βδγ 6= 0, system (2) becomes
X˙ =
d0α
γ
+
d2α
3
γ
X2,
Y˙ = X
(αβ
γ
(c1 + b1δ + a1δ
2) +
αβ2
γ
Y (b1 + 2a1δ) +
α3β
γ
c3X
2 +
αβ3
γ
a1Y
2
)
.
Since d0a1 6= 0 we take γ = d0α, β = (d0/a1)1/3, δ = −b1/2a1 and
α =

1 if d2 = 0,
(d2/d0)
1/2 if d2d0 > 0,
(−d2/d0)1/2 if d2d0 < 0.
Renaming the variables we obtain the systems (4). 
Proposition 8. A Z2-equivariant cubic Riccati polynomial differential system (3) after a linear
change of variables and a rescaling of its independent variable can be written as one of the six
classes (I) - (V) given in Theorem 2.
Proof. Doing a linear change of variables and a rescaling of the independent variable (the time)
of the form x→ αX, y → βY + δ, t→ γT, with βδγ 6= 0, system (3) becomes
X˙ =
d1α
2
γ
X +
d3α
4
γ
X3,
Y˙ =
β
γ
(c0 + b0δ + a0δ
2) +
β2
γ
Y (b0 + 2a0δ) +
α2β
γ
X2(c2 + b2δ)
+
β3
γ
a0Y
2 +
α2β2
γ
b2X
2Y.
(10)
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Since a0 6= 0 we take β = (γ/a0)1/3. Now we consider three different cases.
If d3b2 6= 0 we take γ = d3α4, δ = −b0/(2a0) and
α =
{
a0/b2(d3/b2)
1/2 if d3b2 > 0,
a0/b2(−d3/b2)1/2 if d3b2 < 0.
Renaming the variables we get systems (I) and (II) of Theorem 2.
If d3 6= 0 and b2 = 0 we take γ = d3α4, δ = −b0/(2a0) and
α =
{
(d1/d3)
1/2 if d1d3 > 0,
(−d1/d3)1/2 if d1d3 < 0.
Renaming the variables we obtain systems (III) and (IV) of Theorem 2.
If d3 = 0 then d1b2 6= 0. In this case we take γ = d1α2, δ = −b0/(2a0) and
α =
{
(a20d1/b
3
2)
1/4 if d1b2 > 0 > 0,
(−a20d1/b32)1/4 if d1b2 < 0.
Renaming the variables we get systems (V) and (VI) of Theorem 2. This completes the proof. 
4. Global behavior of systems (4) of Theorem 1
To study the singular points at infinity of a polynomial vector field via the Poincare´ compact-
ification we need to study the singular points in the local chart U1 and the origin of the local
chart U2.
The Poincare´ compactification p(X ) of system (4) in the local chart U1 is given by
u˙ = e+ u2 − buv + dv2 − uv3,
v˙ = −bv2 − v4.
If e > 0 there are no singular points in the local chart U1. If e = 0 the unique singular point in
this chart is the origin. If e < 0, (u, v) = (±√−e, 0) are the unique singular points in the local
chart U1. In this last case, using Theorem 2.19 of [6] we get that both points are saddle-nodes.
When e = 0 the origin is identically zero and so we apply blowing ups to study it. Applying
the blow up (u, v) → (u,w), where u = u and w = v/u and a rescaling ds = udt we get the
following system
u˙ = −u(−1 + bw − dw2 + u2w3)
w˙ = −w(1 + dw2).
This system has the origin as a singular point which is a hyperbolic saddle. If d ≥ 0 there are no
more singular points. If d < 0 there are two more singular points: (0,±1/√−d). If b 6= 0 these
points have eigenvalues ∓b/√−d, 2, and so one is a saddle and the other is an unstable node.
If b = 0 then we have that both singular points are semi-hyperbolic. Using Theorem 2.19 in [6]
we obtain that the point (0, 1/
√−d) is a semi-hyperbolic saddle and the point (0,−1/√−d) is
a a semi-hyperbolic node.
From the blow down we get the local behavior shown in Figures 5 and 6 for the solutions in a
neighborhood of the origin of the local chart U1. In Figure 5 the blowing down on the left hand
side corresponds to the case e = 0, b = −1, 0, 1 and d > 0; the blowing down on the right hand
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Figure 5. Blowing down of the origin of the local chart U1 for e = 0, b = −1, 0, 1 and
d > 0 on the top; and for e = 0, b = −1, 0, 1 and d = 0 on the botton.
Figure 6. Blowing down of the origion of the local chart U1 for e = 0, b = −1, 0, 1 and
d < 0.
side corresponds to the case e = 0, b = −1, 0, 1 and d = 0. In Figure 6 is the blowing downs
which corresponds to the case when e = 0, b = −1 and d < 0.
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Figure 7. Blowing down of the origin of the local chart U2 of system (4).
System (4) in the local chart U2 is written as
u˙ = −u2 + bu2v + v3 − eu4 − du2v2,
v˙ = −uv(1 + eu2 + dv2),
having the origin as a linearly zero equilibrium point.
Applying the blow up (u, v)→ (u,w), where u = u and w = v/u and the rescaling ds = u2dt
we get the following system
u˙ = −1− eu2 + buw − du2w2 + uw3,
w˙ = −w2(b+ w2),
which has no singular points when u = 0. From the blow down we get the local behavior shown
in Figure 7 for the solutions in a neighborhood of the origin in the local chart U2.
If b = 0, 1 or b = −1 and d > −e there are no finite singular points in systems (4). If
b = −1 and d < −e there are four singular points P 1± = (1,±
√−d− e) with eigenvalues −2 and
∓ 2√−d− e and P 2± = (−1,±
√−d− e) with eigenvalues 2 and ∓2√−d− e. So P 1+ and P 2+ are
saddles, P 1− is an unstable node and P 2− is a stable node. Finally, when d = −e systems (4)
has only two singular points (±1, 0) which are semi-hyperbolic. Using Theorem 2.19 in [6] we
conclude that they both are saddle-nodes.
We remark that if b = −1 system (4) has two invariant straight lines x = ±1 and if e = 0
and d < 0 system (4) has additionally two invariant straight lines y = ±√−d. Due to the Z2-
reversibility we can restrict the study of the global phase portrait to x > 0 (with the opposite
orientation when x < 0).
4.1. Global phase portraits for systems (4) with b = 0, 1 and e = 0. As studied previously
there are no finite singular points and the local behavior in the local charts in the infinite are
describe in Figures 5, 6 and 7. Taking into account that when d < 0 system (4) has the two
invariant straight lines y = ±√−d, that coalesces when d = 0, and disappear when d > 0 we
get the global phase portrait (1) of Figure 1 when d > 0 and (2) of Figure 1 when d ≤ 0.
4.2. Global phase portraits for systems (4) with b = 0, 1 and e 6= 0. In this case there are
no finite singular points and the local behavior in the local chart U2 is given in Figure 7. When
e > 0 there are no singular points in the local chart U1. So the global phase portrait is (3) of
Figure 1. When e < 0 the separatrizes of the saddle-nodes in the local chart U1 determine the
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three possible configurations (4), (5) and (6) of Figure 1, depending on their ω and α–limits.
Choosing d = 3, e = −1 we get the global phase portrait (4) of Figure 1, and choosing d = 3,
e = −0.01 we get (6) of Figure 1. By continuity (5) also holds (it corresponds to a separatrix
connextion).
4.3. Global phase portraits for systems (4) with b = −1 and e = 0. In this case b = −1
and we have two invariant straight lines x = ±1. The sign of the parameter d determines
the finite behavior as well as the existence of other invariant straight lines. More precisely, if
d < 0 there are two more invariant straight lines y = ±√−d and the singular points are on the
intersection of the invariant straight lines. This fact together with the local behavior at infinty
studied before, imply that the unique global phase portrait is (8) of Figure 1. If d = 0, there
is a third invariant straight line which is y = 0 and the singular points coalesced. So, we get
the phase portrait (7) of Figure 1. Finally if d > 0 there are neither finite singular points nor
additional invariant straight lines and the global phase portrait is (1) of Figure 1.
4.4. Global phase portraits for systems (4) with b = −1 and e 6= 0. .
In this case there are two invariant straight lines x = ±1. The sign of e determines the local
behavior in the local chart U1 and the sign of −d− e determines the finite behavior. We recall
that due to the symmetry we can restrict to study x ≥ 0.
If e > 0, as before there are no singular points in the local chart U1 so we have a different
global phase portrait in the Poincare´ disc depending on whether −d − e < 0, −d − e = 0, or
−d − e > 0. In each case the finite behavior determines completely the global phase portraits,
which are (3), (9) and (10) of Figure 1, respectively.
If e < 0 and −d − e < 0 due to the study done before and repeating arguments as the case
e = 0, we get the global phase portraits (4), (5) and (6) of Figure 1.
Finally, if e < 0 and −d − e > 0 there are four finite singular points (±1,±√−d− e). Note
that the point (1,
√−d− e) is a saddle and that on the local chart U1 we have two saddle
nodes (±√−e, 0). Moreover, according to the orientation of the flow, the possible α-limit of the
separatrix of the saddle (1,−√−d− e) are: the origin of the local chart V2 and (±
√−e, 0) on
the local chart U1. Note that
y˙|y=−√−d−e < 0 and that
√−e > −√−d− e.
Hence, the α–limit of the separatrix of (1,−√−d− e) must be (−√−e, 0) of the local chart U1
and by continuity we get that the unique possible topological equivalent global phase portrait
is (12) of Figure 1.
If e < 0 and d = −e the finite saddle and the unstable node on the invariant line x = 1
coalesce. So, taking into account that in the case −d − e > 0 there is a unique possible global
phase portrait, we conclude that the unique possible global phase portrait under these conditions
is (11) of Figure 1.
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5. Global behavior of systems (I)–(IV) of Theorem 2
In this section we study the local behavior of systems (I) to (IV) of Theorem 2. Note that
systems (I)- (IV) can be written as the following unique system
x˙ =x3 + ax,
y˙ =c0 + c1x
2 + y2 + fx2y,
(11)
with f ∈ {−1, 0, 1} and a, c0, c1 ∈ R and that when f = 0, then a ∈ {−1, 1}.
We recall that to study the singuar points at infinity of a polynomial vector field via the
Poincare´ compactification we need to study the singular points in the local chart U1 and the
origin of the local chart U2. The Poincare´ p(X) of system (11) in the local chart U1 is given by
u˙ = (f − 1)u+ c1v + u2v − auv2 + c0v3,
v˙ = −v − av3.
If f = 1 the curve v = 0 is filled with singular points and after the rescaling ds = vdt, the curve
v = 0 is no longer invariant. If f 6= 1 the unique singular point in the local chart U1 is the origin
with eigenvalues −1 and −1 + f , and since f ∈ {−1, 0} we get that this point is a stable node.
System (11) in the local chart U2 is written as
u˙ = −uv + (1− f)u3 + auv2 − c1u3v − c0uv3,
v˙ = −v(v + fu2 + c1u2v + c0v3),
having the origin as a linearly zero equilibrium point.
Assuming f = 1 system (11) in the local chart U2 has a common factor v = 0 then applying
the rescaling ds = vdt it is equivalent to
u˙ = −u+ auv − c1u3 − c0uv2,
v˙ = −(v + u2 + c1u2v + c0v3),
The origin of this system is a stable node. See Figure 8.
Figure 8. Local phase portrait at the origin of the local chart U2 for system (11) when
f = 1.
Assume now f ∈ {−1, 0}. In this case applying the blow up (u, v)→ (u,w), where u = u and
w = v/u and the rescaling ds = u2dt we get the following system
u˙ = (1− f)u− w − c1u2w + auw2 − c0u2w3,
w˙ = −w(1 + aw2),
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Figure 9. Blowing down of the origin of the local chart U2 for system (11) when f = −1, 0
which has the origin as the unique singular point whose eigenvalues are −1 and 1 − f . So
this point is a saddle. From the blow down we get the local behavior of the solutions in a
neighborhood of (0, 0) in the local chart U2, as shown in Figure 9.
Now we study the finite singular points. We set ∆ = −4c0+a(4c1+af2) and consider different
cases.
Case 1: If c0 > 0 and a ≥ 0, or c0 > 0, a < 0 and ∆ < 0 there are no finite singular points.
Case 2: If c0 < 0, a < 0 and ∆ > 0 then we have the six finite singular points:
P±0 = (0,±
√−c0), P±1 = (
√−a, (af ±
√
∆)/2)
and
P±2 = (−
√−a, (af ±
√
∆)/2).
The eigenvalues of P±0 are a and ±
√−c0 so these points are a saddle and a stable node. The
eigenvalues of P±1 are −2a and ±
√
∆ so they are an unstable node and a saddle. The eigenvalues
of P±2 are −2a and ±
√
∆ so they are an unstable node and a saddle.
Case 3: If c0 < 0, a < 0 and ∆ = 0 we have the four finite singular points P
±
0 , P
+
1 = P
−
1 and
P+2 = P
−
2 which are, respectively, a saddle, a stable node and two saddle–nodes.
Case 4: If c0 < 0, a < 0 and ∆ < 0 then we have the two singular points P
±
0 . P
+
0 is a
hyperbolic saddle and P−0 is a stable node.
Case 5: If c0 < 0 and a > 0 or c0 < 0, a = 0 we have the two singular points P
±
0 . If c0 < 0 and
a > 0 P±0 are hyperbolic points. If c0 < 0, a = 0 the two singular points P
±
0 have eigenvalues
±2√−c0 and 0, so they are semi–hyperbolic, applying Theorem 2.19 in [6] we get that P+0 is an
unstable node and P−0 is a saddle.
Case 6: If c0 = 0, a < 0 and ∆ > 0 we have the five singular points P
+
0 = P
−
0 , P
±
1 and P
±
2
which are, respectively, a saddle–node, an unstable node, a sadddle, an unstable node and a
saddle.
Case 7: If c0 = 0, a < 0 and ∆ < 0 or c0 = 0 and a > 0 then we have the unique singular
point P+0 = P
−
0 = (0, 0) which is a saddle–node.
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Case 8: If c0 = 0, a < 0 and ∆ = 0 we have the three singular points P
+
0 = P
−
0 , P
+
1 = P
−
1
and P+2 = P
−
2 and all are saddle–nodes.
Case 9: If c0 > 0, a < 0 and ∆ > 0 then we have the four finite singular points: P
±
1 and P
±
2
which are, respectively, an unstable node, a saddle, an unstable node and a saddle.
Case 10: If c0 > 0, a < 0 and ∆ = 0 we have the two singular points P
+
1 = P
−
1 and P
+
2 = P
−
2
which are both saddle-nodes.
Case 11: If c0 = 0 and a = 0 then we have P
+
0 = P
−
0 = P
+
1 = P
−
1 = P
+
2 = P
−
2 = (0, 0). It is
a linearly zero point. Applying the blow up (x, y)→ (z, w), where y = x/w and x = x and the
rescaling ds = xdt we get the following system
x˙ = x2
w˙ = c1 + (f − 1)xw + w2,
which has the origin as a saddle point. If c1 > 0 there are no singular points on x = 0. If
c1 = 0 the origin is the unique singular point. If c1 < 0 then we have two finite singular points
(0,±1/√−c1). They are semi-hyperbolicand applying Theorem 2.19 in [6] we get that both are
saddle–nodes with w = 0 as an invariant line. From the blow down of the three cases we get the
local behavior at the origin, given in, respectively, Figures 10.
We remark that if a < 0 system (11) has three invariant straight lines x = 0 and x = ±1.
Due to the Z2-equivariance we can restrict the study of the global phase portrait to x > 0 (with
the same orientation when x < 0).
5.1. Global phase portraits for system (11) with f = 1. The infinite is filled up of singular
points. The origin of the local chart U2 after removing the straight line of singularities remains
as a singular point whose behavior is topologically equivalent to stable node, see Figure 8.
In Case 1 there are no finite singular points and so the global phase portrait is (1) of Figure
2.
In Case 2 we have six finite singular points, all of them on invariant straight lines. The α–limit
of the separatrix s of the saddle P+0 can be P
+
1 , or P
−
1 , or the origin of V2 (see Figure [?]). We
will show that the unique possibility is P+1 . Indeed in the other two possibilities when c1 ≤ 0 the
vector field has at least four contact points with the straight line y = 0 which is not possible in
view of Lemma 6. The case c1 > 0 can be treated analogously choosing an straight line contact
that may not be y = 0. This fact fixes the phase portrait for x in the strip (−√−a,√−a).
Moreover, the α–limit of the separatrix s¯ of the saddle P−1 (see Figure 11 is the origin of the
local chart V2. Summing up, the unique global phase portrait is (2) of Figure 2.
In Case 3 the point P+1 coalesces with P
−
1 and the point P
+
2 coalesces with P
−
2 . Hence, by
continuity from Case 2 the unique global phase portrait is (3) of Figure 2.
In Case 4 the points P±1 and P
±
2 become complex and since the origin of the local chart U2 is
a stable node and we have the two invariant straight lines x = ±√−c, the unique global phase
portrait in this case is (4) of Figure 2.
In Case 5 system (11) has no more x = ±√−a as invariant straight lines and the two singular
points P±0 are on the invariant straight line x = 0. Consequently the ω–limit of the two unstable
separatrix of the saddle P−0 are either two infinite singular points of U1 or the origin of U2. Both
possibilities hold. For the first case take c0 = −1, a = 1 and c1 = −1 or c0 = −1, a = 0, c1 = 1.
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Figure 10. Blowing down of the origin of system (11): (i) for c1 ≥ 0; (ii) for c1 = 0
and (iii) for c1 < 0.
For the second case take c0 = −1, a = 1 and c1 = 7 or c0 = −1, a = 0 and c1 = −1. The global
phase portraits are (5) and (6) of Figure 2, respectively.
Under the assumptions of Case 6 the point P+0 coalesces with P
−
0 and by continuity from
Case 2 we have the global phase portrait (7) of Figure 2.
Now we consider Case 7. When a > 0 and c0 = 0, system (11) has no more x = ±
√−a
as invariant straight lines and the point P+0 coalesces with P
−
0 . By continuity from Case 5 we
obtain the global phase portrait given in (8) of Figure 2. When a < 0, c0 = 0 and ∆ < 0 system
(11) has x = 0 and x = ±√−a as invariant straight lines and the point P+0 coalesces with P−0 .
Again by continuity form Case 4 the global phase portrait is (9) of Figure 2.
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Figure 11. Possible α–limit of the separatrix s of the saddle point P+0 (see Case 2 for
system (II) with f = 1)
For Case 8 system (11) has x = ±√−a and x = 0 as invariant straight lines and the point
P+i coalesces with P
−
i , for i = 0, 1, 2. By continuity from Case 2 we have that the unique phase
portrait is (10) of Figure 2.
Under the assumptions of Case 9, the points P±0 are complex and system (11) has x = ±
√−a
and x = 0 as invariant straight lines. This case can be obtained from Case 6 when P+0 = P
−
0
tends to the origin of the local chart U2, providing the global phase portrait (11) of Figure 2.
Consider Case 10. By continuity from Case 2 we get the phase portrait (12) of Figure 2.
Finally, in Case 11, due to the study of the local behavior of the origin, which is the unique
finite singular point (see Figure 10), we have the two possible global phase portraits (8) and
(13) of Figure 2, for c1 ≤ 0 and c1 > 0 respectively.
5.2. Global phase portrait for system (11) with f = −1. We distinguish between two cases
a < 0 and a ≥ 0.
When a < 0 system (11) has y = ±√−a as two invariant lines and in the region limited by
them the solutions behave as in the case when a < 0 and f = 1. However, in this case, the
infinity is not filled up with singular points and there are only two pairs of singular points at
infinity, the origin of the local charts U1, V1, U2 and V2. The origin of U1 is a stable node and the
origin of U2 is described in Figure 9. Therefore, taking all this into account and the study made
in the case f = 1 and a < 0, we conclude that in Case 1 with c0 > 0, a < 0, ∆ < 0 the global
phase portrait is (1) of Figure 3; in Case 2 the unique global phase portrait is (2) of Figure 3;
in Case 3 the unique global phase portrait is (3) of Figure 3; in Case 4 the unique global phase
portrait is (4) of Figure 3; in Case 6 the unique global phase portrait is (5) of Figure 3; in Case
7 with c0 = 0, a < 0, ∆ < 0 the unique global phase portrait is (6) of Figure 3; in Case 8 the
unique global phase portrait is (7) of Figure 3; in Case 9 the unique global phase portrait is (8)
of Figure 3, and in Case 10 the unique global phase portrait is (9) of Figure 3.
Now we study the cases in which a ≥ 0. These cases are: Case 1 with c0 > 0, a ≥ 0, Case 5
with c0 < 0, a ≥ 0, Case 7 with c0 = 0, a > 0 and finally Case 11.
In Case 1 with c0 > 0 and a ≥ 0, there are no finite singular points and so the global phase
portrait is (1) of Figure 3. In Case 4 with c0 < 0 and a > 0 there are two finite singular points
P±0 . Moreover, the origin of the local chart U2 has two hyperbolic sectors. The α–limit of the
stable separatrices of the origin of U2 can be P
+
0 , P
−
0 or the origin of the local chart V2. All of
them are realizable. For the first case take c1 = 1, a = 1, c0 = −1 and for the third one take
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c1 = 10, a = 1, c0 = −1. By continuity the second one also holds (it corresponds to a separatrix
connection). Therefore we have the global phase portrait (10), (11) and (12) of Figure 3.
The Case 7 with c0 = 0 and a > 0 follows from Case 5 by continuity because in this case
the points P+0 and P
−
0 coalesce. Hence we have the global phase portraits given in (13), (14)
and (15) of Figure 3. Taking c0 = 0, a = 1 and c1 = 0 we have (13) of Figure 3 and taking
c0 = 0, a = 1 and c1 = 10 we have (15) of Figure 3, by continuity (14) is realizable.
Under the assumption of Case 11, i.e., c0 = a = 0 there are two possible local phase portraits
at the origin according to c1 ≤ 0 and c1 > 0 as shown in Figures 10. In the case c1 > 0 there is
a unique global phase portrait which is (16) of Figure 3. Taking into account that in Case 7 we
have three different realizable phase portraits one could expect that in this case, when c1 ≤ 0
we would also have the three phase portraits (13), (14) and (15) of Figure 3. However, since
y˙|y=0 ≤ 0 when c1 ≤ 00
we conclude that only phase portrait (13) in Figure 3 holds.
5.3. Global phase portrait for system (11) with f = 0 and a = 1. We already showed
that the local phase portraits at the infinite singlar points of system (11) in the local charts U1
and U2 behave in the same way when f = 0 or f = −1. Moreover, when a = 1 the finite singular
points depend on c0 < 0, c0 = 0, c0 > 0. In all these three cases the finite singular points when
f = 0 and when f = −1 are the same. We recall that since a = 1 we only have x = 0 as an
invariant straight line. Taking all this into account and the study done in subsection 5.2 with
a > 0, we conclude that: when c0 > 0 the unique possible phase portrait is (1) of Figure 3; when
c0 = 0 taking a = 1 and c1 = 0 we get the phase portrait (13) of Figure 3 and taking a = 1
and c1 = 10 we get the phase portrait (15) of Figure 3, by continuity the phase portrait (14)
of Figure 3 is also realizable. Moreover when c0 < 0 the possible phase portraits are (10), (11)
and (12) of Figure 3. (10) is realizable for a = 1, c0 = −1 and c1 = 3 and (12) is realizable for
a = 1, c0 = −1 and c1 = 12 then (11) is holds by continuity.
5.4. Global phase portrait for system (11) with f = 0 and a = −1. The study of the
local phase portraits of the finite and infinite singular points follows from the case f = −1 and
a = −1 (see subsection 5.2). However when c0 = 0, a = −1 and ∆ = 0 (see Case 8) we get that
c1 = 0 and so y = 0 becomes an invariant straight line (this does not happen in subsection 5.2).
So, in this particular case, we get a new global phase portrait which is (17) of Figure 3. All the
rest follow from the arguments given in subsection 5.2 with a = −1. They are (1) of Figure 3
for Case 1; (2) of Figure 3 for Case 2; (3) of Figure 3 for Case 3; (4) of Figure 3 for Case 4; (5)
of Figure 3 for Case 6; (6) of Figure 3 for Case 7; (8) of Figure 3 for Case 9, and (9) of Figure
3 for Case 10.
6. Global behavior of systems (V) and (VI) of Theorem 2
Now we study of the local phase portraits of the finite and infinite singular points of systems
(V) and (VI) of Theorem 2. Note that systems (V)- (VI) can be written as the following system
x˙ =x,
y˙ =c0 + c1x
2 + y2 + fx2y,
(12)
with f ∈ {−1, 1} and c0, c1 ∈ R.
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Figure 12. Blowing down of the origin of the local chart U2 for system (V)
When c0 > 0 system (12) has no finite singular points. When c0 < 0 it has the two singular
points P+0 which is an unstable node and P
−
0 which is a saddle. If c0 = 0 then P
+
0 = P
−
0 and it
is a saddle-node.
The Poincare´ compactification p(X ) of system (12) in the local chart U1 is given by
(13)
u˙ = fu+ c1v + u
2v − uv2 + c0v3,
v˙ = −v3.
There is a unique singular point in the local chart U1 which is the origin. It is semi-hyperbolic
because the eigenvalues are 0 and f . Using Theorem 2.19 of [6] we conclude that if f = −1
the origin is topologically equivalent to a stable node, and if f = 1 the origin is topologically
equivalent to a saddle.
System (12) in the local chart U2 is written as
u˙ = −uv − fu3 + uv2 − c1u3v − c0uv3,
v˙ = −v(v + fu2 + c1u2v + c0v3).
It has the origin as a linearly zero equilibrium point.
Applying the blow up (u, v)→ (u,w), where u = u and w = v/u and the rescaling ds = u2dt
we get the following system
u˙ = −fu− w − c1u2w + uw2 − c0u2w3,
w˙ = −w3,
which has the origin as a singular point when u = 0. This is a semi hyperbolic point and again,
applying Theorem 2.19 of [6], we get that when f = 1 this point is topologically equivalent to
a stable node and when f = −1 this point is topologically equivalent to a saddle. From the
blow down we get that the local behavior of the solutions in a neighborhood of the origin in the
local chart U2, are the ones given, respectively, in Figure 9 when f = −1 and in Figure 12 when
f = 1.
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6.1. Global phase portrait for system (12) with f = −1. The local phase portraits of the
finite and infinite singular points of system (12) when f = −1 are the same as in subsection 5.2
when a ≥ 0. Hence the global phase portraits are (1) of Figure 3 when c0 > 0; (13), (14) and
(15) of Figure 3 when c0 = 0, and (10), (11) and (12) of Figure 3 when c0 < 0. Indeed, we get
(13) if c0 = 0, a = 1, c1 = 0 and (15) if c0 = 0, a = 1, c1 = 10, by continuity (14) is realizable
and, we get (10) if c0 = −1, a = 0, c1 = 3 and (12) if c0 = −1, a = 0, c1 = 12 then, by continuity
(11) is realizable.
6.2. Global phase portrait for system (12) with f = 1. When c0 < 0 there are two finite
singular points P±0 which are an unstable node and a saddle. The origin of the local chart U1
is a saddle and the local behaviour of the origin of the local chart U2 is the one given in Figure
12. So, we have three possible global phase portraits depending on of the α-limit of the stable
separatrices of the saddle in the origin of the local chart U1 is P
+
0 , P
−
0 or of the origin of the
local chart V2. All possibilities hold and we get, respectively, the global phase portraits (1), (2)
and (3) of Figure ??. The phase portrait (1) is realized when c1 = 1, c0 = −2; the phase portrait
(3) is realized when c1 = 10, c2 = −2, and by continuity, the phase portrait (2) also holds (note
that it corresponds to a separatrix connection).
When c0 = 0 the two finite singular points coalesce to a unique point which is a saddle-node.
The infinite behaves as described above. By continuity we have also three possible global phase
portraits that are realized. They are (4), (5) and (6) of Figure 4. For the phase portrait (4)
take, for instance c1 = −1; for the phase portrait (5) take c1 = 0 and for the phase portrait (6)
take, for instance, c1 = 1.
Finally, when c0 > 0 there are no finite singular points. This fact together with the study of
the infinity done above, imply that there is a unique possible global phase portrait which is (7)
of Figure 4.
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