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A new kind of data dependencies called algebraic dependencies, which generalize all 
previously known kinds, are proposed. A complete axiomatization of algebraic dependencies 
in terms of simple algebraic rewriting rules is given. In the process the expressive power of 
tableaux is characterized exactly, thus solving an open problem of Aho, Sagiv, and Ullman; 
we show that it is NP-complete to tell whether a tableau is realizable by an expression; and an 
interesting dual interpretation of the chase procedure is given. We also show that algebraic 
dependencies over a language augmented to contain union and set difference can express 
arbitrary domain-independent predicates of finite index over finite relations. In the class or 
embedded implicational dependencies recently-and independently-introduced by Fagin is 
shown to coincide with our algebraic dependencies. Based on this, we give a simple proof of 
Fagin’s Armstrong relation theorem. 
1. INTRODUCTION 
The relational model for data bases [5, 131 has gained recognition as a valuable 
formal framework for understanding the semantics, design, and even implementation 
of data bases. At the heart of the research on relational data bases lies the notion of 
data dependency. Data dependencies are domain independent (i.e., invariant under 
consistent renamings of domain elements) predicates on data bases. Starting with 
functional [3] and multivalued [7] dependencies, a dozen different kinds of data have 
been proposed in the literature ([ 10, 11, 141 and others). New, more and more 
general, kinds of data dependencies have been put forward in a rather arbitrary and 
heuristic fashion. This reflected two major frustrations of the research in this area: 
First, no natural, stable closure of this process was in sight. Secondly, the elegant 
complete axiomatizations of functional [3] and multivalued dependencies [4] did not 
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appear to carry over to the more general kinds; thus, the further generalizations were 
futile attempts at “enriching the language” enough so as to obtain a complete 
axiomatization. 
Two important ideas that appeared to point toward a unified theory are the 
tableaux of Aho et al. [ 11, and the related concept of the chase [9] as a proof system 
for data dependencies. The tableaux, however, were introduced as models of queries. 
They were known to be strictly more powerful than the algebraic system that 
motivated them, and their exact power remained a mystery. Also, the chase was 
applied in a rather narrow way to functional and join dependencies, as a strictly 
combinatorial process. No connections to the underlying algebraic system were 
revealed. 
More recently, Sadri and Ullman [ 131 proposed a new kind of data dependencies, 
the template dependencies. Template dependencies generalized most known data 
dependencies. They are defined in terms of tableaux, and as a consequence the rules 
of the chase provide an adequate axiomatization for them. Template dependencies, 
however, failed to model the functional dependencies, in some sense the most natural 
and fundamental kind. This inadequacy dramatized the fact that equality had been 
missing from most attempts at generalizing the notion of data dependencies. It was 
this absence of equality that caused an annoying dichotomy between the treatment of 
functional dependencies on the one hand, and that of multivalued dependencies and 
their relatives on the other. 
In this paper we shall outline some new ideas and results that appear to comprise 
definitive positive answers to the main quests and open problems of the theory of 
data dependencies, as exposed above. We introduce a new kind of data dependency, 
the algebraic dependency. This dependency is a natural generalization of all data 
dependencies existing in the literature (including the functional dependencies) and is 
stated as an algebraic equation with operations projection and join. We achieve this 
unified treatment of functional dependencies with other data dependencies by 
considering extended relations, i.e., relations with arbitrarily many copies of each 
column. Because of its generality and simplicity, the algebraic dependency is a stable. 
natural concept. We present several pieces of evidence to this effect. We show that 
algebraic dependencies are equivalent in expressive power to tableaux 
expressions-thus solving the open problem in [ 1 ]-and to algebraic equations with 
equijoins-an operator long since forgotten 161. More importantly, we show that 
deductions of algebraic dependencies are axiomatized by an extremely simple and 
natural set of algebraic axioms. All past proven (or conjectured) axiomatizations of 
data dependencies are derived as tedious special cases from ours. To further reinforce 
the belief that algebraic identities are a natural way of stating data dependencies, we 
show that all domain-independent predicates of finite index over data bases can be 
expressed as algebraic identities, with union and difference allowed in addition to 
projection and join. 
Our proof of the completeness of our axiomatic system is quite involved, and 
proceeds in several stages. It entails understanding the expressive power of tableaux. 
algebraic tautologies, and also an algebraic interpretation of the chase. It has some 
4 YANNAKAKIS AND PAPADIMITRIOU 
interesting side-products. For example, we exhibit two algebraic expressions which, 
although very different in structure, have the same tableau. We also show that the 
projected join dependencies (PJD) are deductively complete for a large subclass of 
algebraic dependencies (one that includes the template dependencies), in the sense 
that any algorithm for testing whether a set of PJDs implies another PJD can be 
modified to work for general algebraic dependencies in the subclass-thus, 
theoretically justifying the apparent difficulty in obtaining such an algorithm. 
It is well known (e.g., [lo]) that data dependencies can be expressed in a fragment 
of first-order logic. This fragment has equality, one relation symbol -R- of arity 
/a(R and typed variables. Independently of the authors, Fagin [S] studied a further 
fragment of first-order logic, which consists roughly of Horn clauses quantified in the 
V3 fashion, Fagin called this fragment of first-order logic embedded implicational 
dependencies, and showed that it generalizes all previously proposed kinds of data 
dependencies. Fagin showed that sets of embedded implicational dependencies are 
invariant under a version of the Cartesian product. Based on this, he went on to 
prove that any set of embedded implicational dependencies possesses an Armstrong 
relation; i.e., a universal counterexample to any non-valid implication. Fagin’s proof 
of this result is quite complex, and invokes certain results from logic. Fagin did not 
provide a complete axiomatization of his class. 
Surprisingly, we shall show that the algebraic dependencies defined in this paper 
coincide with the embedded implicational dependencies of Fagin. This testifies to the 
naturalness of our class. Furthermore, the main result of [8]-the existence of an 
Armstrong relation-follows very easily using our algebraic approach (see Section 6). 
The remainder of this paper is organized as follows: In Section 2 we shall 
introduce an axiomatic system for expression identities. We shall show that it cannot 
prove all identities and find the deeper reasons for this inadequacy; we shall prove, 
however, that it is complete for simple expressions. In Section 3 we shall introduce 
extended relations, and prove the equivalence between project-join expressions over 
extended relations, tableaux, and project-equijoin expressions. We shall introduce an 
axiom capturing the semantics of extended relations, and show that the axiom system 
of Section 2 extended with this axiom is complete for expression identities. In 
Section 4 we shall introduce algebraic dependencies and show that the extended 
axiomatic system of Section 3 comprises a complete axiomatization of algebraic 
dependencies. This relies heavily on the results of Sections 2 and 3. In Section 5 we 
shall show constructuvely that algebraic dependencies with project, join, union, and 
set difference can express arbitrary domain-independent predicates with finite index. 
Finally, in Section 6 we study the relation of algebraic to embedded-implicational 
dependencies. 
2. EXPRESSIONS OVER PROJECTION AND JOIN 
A relation R is a table. Its columns correspond to attributes; the set of attributes of 
R, a(R), is a subset of a finite set (called the universe), U= {A, B, C,...). The rows of 
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R are called tuples. The attributes A, B,... have disjoint domains D(A), D(B),... . Thus 
R 5 rI‘4 CO(R) D(A). If XE a(R), and t E R, t, is t restricted to columns of X. 
The projection z*(R) = {t,: t E R}. The (natural) join is R, X RI = 
itc r-I ~Eo(R,)uatR,) D(A): law,) E RI, and fa(R2) E Rzl. 
We shall deal with expressions over projection and join involving the variable R 
ranging over relations on U. If 4, and 4, are expressions, then $,(R) G 4,(R) or 
#1 L $* denotes the identity inclusion, implicitly quantified over all R and all 
domains. This has meaning only if a(#,(R)) = u&(R)). 4, = dz means 4, cl I$* and 
d, 1 d2. We are interested in devising a complete axiomatization of the deductive 
theory of sentences of the form 4, c_ d2, where #r and $2 are project-join expressions 
over a single relational variable R. We shall be interested in axioms that are algebraic 
in nature, i.e., they are rules that either modify expressions syntactically (e.g., 
commutativity, associativity) or state that a sentence implies a syntactic variant (e.g.. 
monotonicity). In adddition to the ordinary modus ponens 
A 
3- 
we also employ the transitivity of set inclusion as a deductive tool. 
2.1. A Simple Axiom System 
One important desirable feature of the axioms considered is that their applicability 
can be decided in polynomial time by tree isomorphism techniques. This should be a 
feature of any “reasonable” axiomatic system. A second positive property sought is 
that the axioms be reasonably “syntactic” and “local,” in the sense that they should 
be stated in terms of local pattern matching on the expression tree, and not reflect 
global or semantic considerations. Axioms (Al)-(A7) that we are proposing satisfy 
these criteria. Furthermore, they can be easily rendered to the format 
0, A crz A . . . A uk * uk+ I (where u, ,..., uk+ I are sentences and uk+ ,‘s syntax depends, 
in a straightforward way, on that of u, ,..., a& familiar from previous work on depen- 
dency theory [3,4, 141. 
It is not hard to see that projection and join satisfy the following identities for all 
R, , R,, and R, (recall that by writing nr,(R ,) we are implicitly requiring that 
X E u(R ,); similarly, R, G R, assumes that u(R ,) = u(R,)). 
A 1 (Idempotency of Projection) 
(4 MMW = TAR,). 
(b) ~(,z,,(h)=R,- 
A2 (Idempotency of Join) 
(4 R, m MRd=R,. 
@I xcm,,VC *&l&R,. 
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A3 (Monotonicity of Projection) 
R,cR,~~x(R,)~~x(R,). 
A4 (Monotonicity of Join) 
R,cR,*R,mR,cR,mR,. 
A5 (Commutativity of Join) 
R,mR,=R,mR,. 
A6 (Associativity of Join) 
(R,mR,)mR,=R,m(R,mR,). 
A7 (Distributivity of Projection over Join) 
Let X s a(R ,) and YE a(R,). 
(4 mu,@, *RJ s ~uv(R1 m MRJ). 
(b) If a(R i) n a(R,) c Y, then equality holds in (a). 
Axioms Al-A6 hardly need any discussion, since they follow directly from the 
definitions of the two operations. Axiom A7, the only one that is not totally trivial, 
simply states that projecting one operand of a join may restrict the common 
attributes of the two opperands, and therefore enrich the result of the join. A7b says 
that, nevertheless, if the common attributes remain the same despite the projection, 
then the result of the join remains unaffected. We have 
PROPOSITION 2.1. Axioms Al-A7 are sound. 1 
To illustrate the application of the axioms, we shall give two examples. In the first 
one we derive a basic property of project-join expressions which we shall use later on. 
The second example shows how the pseudotransitivity rule for multivalued depen- 
dencies can be derived from the axioms. 
EXAMPLE 2.1. For all expressions 4, 
Go c tW)- (1) 
We prove this property by induction on the structure of 4. For the basis, 4 = R, and 
(1) follows from axiom Alb. For the inductive step, assume that (1) can be derived 
from the axioms for all expressions u with fewer operations than 4. 
Case 1. 4 = 7cXu, for some set of attributes X (= a(#)) and some expression O. 
From the inductive hypothesis, rr+) (R) c o(R) is derived from the axioms. From A3 
we have zx(nQcg,(R)) E 7c,a(R) = 4(R), and from Al we get X,(~)(R) G 4(R). 
Case 2. $=u,ma,, for some expressions u,, u2, with a(#) = a(~,) U a(~*). 
From the inductive hypothesis (i.h.), x,(,,)(R) c u,(R) and x,~,,,(R) c u,(R). We now 
have 
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~cm,(R) = by A2, A3 
QJR m RI E by Ala 
%(4J) (‘~c~l,,W m G,,,(R)) c by A3, A4, and i.h., 
‘~~&JIW m a,(R)) = by Alb 
o,(R) m a,(R) = 4(R). 1 
EXAMPLE 2.2. Let us show how can derive the pseudotransitivity property of 
multivalued dependencies [4]. This property states that, if X, Y, Z G U, then 
X-Y, Y-HZ imply X ++ Z - Y, 
or, in algebraic terms, 
XYmX(U-XY)sR and 
YZ ?K Y(U-- YZ) G A imply 
X(Z-Y)mXYWrR where W = U - XYZ. 
(As is customary, union of sets of attributes is represented by concatenation, and we 
denote n,(R) by S.) 
The sequence of applications of the axioms establishing the implication is shown 
below. The expressions are shown as trees, with the axioms applied in each step 
shown next to the = or G sign. 
* 
/\ 
X(Z-Y) XYW 
4t 
I\ 
X(Z-Y) 0 
/\ 
XY XYW 
t 
‘\ + 
/\ XYW 
= (by A2a) 
= (by A6) 
E (by A7a) 
X(Z-Y) XY 
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f \ pz XYW 
/*\ 
= (by A7b) 
X(Z-Y) XY 
g*\ XYW 
/*\ 
c(byA5andMVDX-++Y) 
XW(Z-Y) XY 
yL*\ XYW 
R 
s (by A7a, Al) 
+ 
/\ 
YZ Y(U-YZ) 
c R (by MVD Y-++ Z). 
Monotonicity (axioms A3 and A4) are implicitly used at almost every step. Although 
the proof of this simple fact looks ad hoc, and quite formidable, we shall describe in 
Section 4 a systematic procedure for producing such derivations. I 
2.2. Limitations of the Axiom System 
Do these properties completely axiomatize project-join identities? The answer is 
“no,” but for very subtle reasons. To understand why, we will have to introduce 
tableaux. A tableau T is a mapping from relations to relations-a fragment of tirst- 
order logic, see [ 11. For each A E U we define its standard domain 
@A) = {A, a,, a2 ,... }. A is called the distinguished symbol of B(A); a,, a,, etc., are 
called nondistinguished. A tableau T over U is a finite relation T c @A) x 
D(B) x .*- x&G For example, T= {(a,,&c,), (A,bl,c,), (a,,&,~,), (a,,&~,), 
(A, B, c3)} is a tableau over {A, B, C}. We represent a tableau as shown in Fig. la. 
The top row, called the summary s(T) of T, contains all distinguished symbols 
appearing in T, each in the corresponding column. The target set of attributes of T, 
denoted ta(T), is the set of attributes in which T has a distinguished symbol. 
Tableaux represent mapping from relations over U to relations over ta(T). Let 
RGD(A)x a.. X D(Z) be a relation with a(R) = U. A valuation p is a mapping from 
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(a) (b) 
FIGURE 1 
&4) to D(A) for each A E U. Then the mapping& corresponding to the tableau T is 
defined by 
f,(R) = {p@(T)): p(w) E R for all w E T}, 
where p is extended to act on vectors in a componentwise manner. It follows easily 
from the definition that rr,,(,)(R) c f,(R) f or every T and R. It turns out that every 
expression d(R) over projection and join, when considered as a mapping from 
relations to relations, has a corresponding tableau Tm such that, for all R, 
f,@(R) = 4(R). Tm is constructed as 
(1) TR = {(A, B,..., Z)}; 
(2) rcxcm, = T,, with all occurrences of each distinguished symbol in I!J’ - X 
replaced by a new nondistinguished symbol; 
(3) Tm,*m2 = Tel u T*,, where the nondistinguished symbols of the two 
tableaux are assumed to be distinct. 
For example, the tableau of Fig. la can be readily seen to be T,, for the expression $ 
of Fig. lb. In the figure we have shown next to each projection the nondistinguished 
symbol(s) that the projection creates (case 2 above). There is a one-to-one correspon- 
dence between the leaves of Q and the rows of T,, * in the example the leaves in the 
left-to-right order correspond to the rows of the tableau in order. To find the entry in 
column A of a row that corresponds to a given leaf, follow the path from the leaf to 
the root. If no nondistinguished symbol a, is encountered (i.e., A is in all the 
projections), then the entry is the distinguished symbol A; otherwise, it is the first 
nondistinguished symbol oi encountered in the path. 
Unfortunately, it is shown in [l] that not all tableaux are Tm for an appropriate 4. 
In fact, we shall soon show that it is NP-complete to recognize those that are. 
Naturally, if Tm, = Tb2, then #i(R) = &(R) is tautologically true. Under what 
circumstances isfT,(R) c&JR) tautologically true? Let h be a set of mappings from 
B(A) to &A) for each A E U, such that h(A) = A and h(T,) E T,, where h is 
extended to act on tuples componentwise and to relations elementwise. Then h is 
called a homomorphism from T, to T,. Aho et al. [l] show 
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LEMMA 2.1. f,,(R) C f#) is tautologically true lfl there is a homomorphism 
from T2 to T,. 1 
We now return to the question, whether axioms Al-A7 are sufficient for proving 
expression identities of the form #i(R) c $2(R). It follows from the above discussion 
that, besides axioms Al-A7 the following is undoubtedly true: 
T: If T*,= Te2 then h(W = h(R). 
Surprisingly, it turns out that T is independent of Al-A7. To see this, consider the 
two expressions shown in Fig. 2. (Next to each projection we show again the 
nondistinguished symbol that it creates.) They both have the same tableau, namely 
the one shown below. (The leaves of the two expressions in the left-to-right order 
correspond to the rows of the tableau in order.) We show (Corollary 2.1), however, 
that they cannot be shown equivalent by Al-A7 alone. Let 4 be an expression. Let 
Cl(#) be the equivalence class of expressions that can be shown equivalent to 4 via 
the axioms Al, A5, A6 and A7b alone. In other words, Cl($) contains all “simple 
syntactic variants” of 4: those expressions that can be obtained from $ by 
commutativity, associativity, and by pushing projections into joins which they do not 
affect. All expressions in Cl(#) have the same tableau, T$; this can be seen easily if 
one recalls how the tableau can be constructed from the expression by following the 
paths from the leaves to the root. We construct a digraph D, = (ZV, E,) with node set 
the set N of nondistinguished symbols in Tm, and with (ai, aj) E E, iff the projection 
that created a, is an ancestor of that which created aj in all expressions in Cl@). The 
r,(b,) i 
I’\ (b,) (al) Rfjc A”, 
* 
to21 rB< \rrnB(c2) 
yACcb2) 
FIGURE 2 
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two expressions of Fig. 2 have the property that no projection can be pushed into an 
adjacent join; i.e., axiom A7b is not applicable. Since associativity cannot be applied 
either, Cl(#) in this case is # up to switching left and right sons. Since this switching 
does not affect the ancestor relationship between projections, the digraphs for the two 
expressions can be immediately constructed by inspection of Fig. 2; the two digraphs 
are shown in Fig. 3. 
We saw in Lemma 2.1 that d,(R) c: &(I?) iff there is a homomorphism h from Tm2 
to T,,. We define now a restricted version of tautological inclusion. We write 
4,(R) c ##I) iff there is an homomorphism h from Tm, to T,, such that for all 
nondistinguished symbols a,, aj of Tm, we have (ai, uj) E Etiz iff h(ai) = h(aj) or 
(h(a,), h(aj)) E E,, or h(ai) is distinguished. g,(R) G= 4,(R) stands for 4, e 4,(R) and 
4*(R) c h(R). 
LEMMA 2.2. Axioms Al-A7 are sound even if’ is replaced by c and = by G. 
Proof by inspection. For example, to show that n,,(R , x R2) k n,,(R , x zy(R2)), 
map the part of the right-hand tableau that corresponds to R, to itself via the identity 
homomorphism, and likewise for n,,(R,); only map the nondistinguished symbols 
introduced by xIy to those introduced by 7cXY in the left-hand side. This 
homomorphism obviously preserves edges of D,. 1 
THEOREM 2.1. Suppose that 4,(R) E h(R), but 4,(R) d h(R). Then 
$,(R) s: 4*(R) cannot be proved from Al-A7. 
Proof Since all axioms hold for k, as well, and since 6 is transitive just as G, no 
proof can distinguish between G and &. I 
COROLLARY 2.1. The two expressions 4, and #z shown in Fig. 2 cannot be shown 
equivalent by A 1-A7. 
Proof Obviously, d,(R) = o,(R); however, #1(R)& g,(R), since there are only 
identity homomorphisms from T,, to Tm, and back, and still D,, # DQ1. m 
This inability of the axioms to capture all aspects of expression equivalence has its 
roots at the inability of project-join expressions to represent arbitrary tableaux. The 
intricate combinatorics of this problem are dramatized by the following result. 
01 
'\ 02 a3 
01 
0 
a20 003 
“1 
4 A b3 
c2? oc3 
be&b3 
FIGURE 3 
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THEOREM 2.2. Given a tableau, it is NP-complete to decide whether it 
corresponds to a project-join expression. 
To prove the theorem we shall make use of simple tableaux. A repeated symbol of 
a tableau T is a symbol that appears in more than one row. A tableau is called simple 
if it has at most one repeated nondistinguished symbol per column.’ For example, the 
tableau of Fig. la is not simple because it contains two repeated nondistinguished 
symbols in the third column (c,, c3). An expression is called simple if its tableau is 
simple. Reference [2] gives an algorithm that determines whether a simple tableau 
comes from an expression and constructs such an expression if it does. The basic 
ideas behind their algorithm are summarized in 
LEMMA 2.3. Let T be a simple tableau. Let G(T) be a labeled graph with one 
node for every row of T and an edge (u, v) labeled w tf in some column the rows u 
and v have the same nondistinguished symbol and w has a distinguished symbol. The 
tableau T corresponds to an expression tfl there is no connected nontrivial subgraph 
H of G(T) with all edges of H labeled with nodes in H. 
Proof (only if). Suppose there is a connected nontrivial subgraph H of G(T) 
with all edges labeled with nodes in H, and suppose there is an expression Q with 
T, = T. We shall identify 4 with its tree, and each row of T with the corresponding 
leaf of 4. Let x be the lowest common ancestor in 4 of all nodes in H. Let y, , y, ,... be 
the sons of x, and F,, F, ,... the subtrees of 4 rooted at them. From our choice of x, at 
least two of the Fts contain nodes from H. Since H is connected, there is an edge 
(u,, uJ of H with u, and u2 belonging to different subtrees, say u, E F,, u, E I;,. 
Since u, and u2 have the same nondistinguished symbol in some column A, the 
projection which created this symbol must take place above x; i.e., some projection in 
the path from x to the root does not contain A. Let w be the label of (u,, uJ. Since 
w E H, w is a descendant of x and therefore, will not have in T, a distinguished 
symbol in column A. 
(If) If the condition of the lemma is satisfied, then the algorithm of [2] succeeds 
in finding an expression 4 with T$ = T. We shall briefly describe here, for later use, 
how such an expression is constructed. Let G,, Gz,..., G, be the connected 
components of G(T); k > 2. Let T, , T, ,..., T, be the subtableaux of T corresponding 
to the sets of nodes of the various components. From Ti we construct T; by changing 
a nondistinguished symbol into distinguished if it also appears in some other Ti. 
Since T is simple this can happen with at most one symbol for each column and T 
cannot have a distinguished symbol in such a column (from the construction of 
G(T)). Now, T; ,..., T; are simple tableaux, and G(T,‘) is a subgraph of G(T) for each 
i. Therefore, the Ti’s satisfy the condition of the lemma and inductively we can find 
expressions 4, ,..., $k such that Tmi = Ti. The expression 4 for T is nx(mi @i), where X 
is the set of columns in which T has a distinguished symbol. We call the expression 
that is constructed in this way, the canonical expression for T. I 
’ This definition is slightly more general than the one in [ 1 I. 
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LEMMA 2.4. Let T be a tableau and suppose that T has at most one repeated 
nondistinguished symbol in each column of ta(7’) and at most two repeated 
nondistinguished symbols in each column of U - ta(7’). Then, if T corresponds to an 
expression, there is an expression 4 = ztatT, o where Tm = T and o is a simple , 
expression with a(u) = U. 
Proof. Let tq be an expression with T, = T. We can assume without loss of 
generality that all projections that create distinct (i.e., nonrepeated) nondistinguished 
symbols take place at the leaves. Let A be a column in which T has two repeated 
nondistinguished symbols a,, a2 and let v,, vf be the two nodes in which the 
projections that create these symbols take place. At least one of the two nodes, say 
V, , is not a descendant of the other. If we postpone the projection that creates a I until 
the root, then T does not change. Doing the same with all columns of U - ta(7’) we 
get an expresion $ = 7~~~~~) o where o is simple with a(o) = U and Tm = T, = T. , I 
Let T be a tableau as in Lemma 2.4. We construct a graph G(T) as follows: The 
nodes of G(T) are the rows of T. G(T) has an edge (u, v) labeled w if in some column 
u and v have the same nondistinguished symbol and w has a distinguished symbol. In 
addition, G(T) has two sets of edges S,(A), S,(A) for each column A in which T has 
two repeated nondistinguished symbols a,, a2 (A E U - ta(7)). S,(A ) contains an 
edge (u, u) labeled w for each pair of rows U, u that have symbol a, in column A and 
each row w that has a, in column A, and similarly with S,(A). Lemma 2.4 then 
implies that T comes from an expression iff we can delete either S,(A) or S,(A) for 
each column A in which T has two repeated nondistinguished symbols so that the 
remaining graph satisfies the condition of Lemma 2.3. The proof of Theorem 2.2 is 
based on this combinatorial property. 
Proof of Theorem 2.2. It is obvious that the problem is in NP: Guess an 
expression 4, construct T,, and verify that TO = T. For the NP-hardness part we shall 
describe a reduction from the 3-SAT problem (satisfiability of a Boolean formula in 
conjunctive normal form with 3 literals per clause). Let C, , C, ,..., C, be the clauses 
of a Boolean formula F over the variables xi, x1,..., x,. The universe U has 12~ + n 
attributes; the first n, X,, X, ,..., X, correspond to the n variables, and the rest are 
divided into p groups of 12 attributes each-one group for each clause. We will 
construct a tableau T over U such that T corresponds to an expression iff F is 
satisfiable. The target attributes ta(T) of T are U - (X, ,..., X,). The tableau T has the 
form of Lemma 2.4 with two repeated nondistinguished symbols xi and Xi in each 
column Xi, i= l,..., n. For each clause, T has 16 rows. In Fig. 4 we show the 
symbols of these rows for a clause C = y1 V y2 V y, (where yi = xi or Xi) in the 
columns that correspond to this clause and X, , X,, X, ; the entries in the rest of the 
columns are distinct nondistinguished symbols. 
The portion of the graph G(T) corresponding to the rows for the clause C is shown 
in Fig. 5. In the figure, we have labeled edges due to columns Xi, by the 
nondistinguished symbols that are common to the two rows rather than by rows; e.g.. 
the edge (B,, Dl) is labeled by F,. The portion of the graph that corresponds to a 
14 
- - - --- - -- - - - - - 
Xl x2 x3 
c - --- - -- - - - - - Cl 0 0 0 0 cl 0 0 0 
Al l 0 
A2 0 
A3 0 0 
BI Yl 0 
B2 Y2 
B3 Y3 0 
Dl Yl 0 
D2 Y2 0 
03 Y3 0 
El 0 a 0 0 
E2 0 0 0 0 
E3 0 0 0 
Fl y’2 0 
F2 73 0 
El 4L 0 --- - -- - - - - - 
FIG. 4. 0, Distinguished symbol; 0, repeated nondistinguished symbol; blank, distinct 
nondistinguished symbol. 
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clause is connected to the rest of the graph via edges leaving B, D, and F nodes each 
labeled by y, or jji. Note that the edges due to each y, form a clique, and the rows 
that label these edges (which are the rows that contain jri) are not in the clique. 
From our previous discussion, T corresponds to an expression iff deletion of all 
edges due to x, or %i for each i = l,..., n, results in a graph satisfying the condition of 
Lemma 2.3. Let us associate the deletion of all edges due to xi (or n,) with the 
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FIGURE 5 
assignment of truth value 1 to xi (or Xi); i.e., if yi, then the edge (B, , O,), among 
others, is deleted. This essentially means that we choose to make yi a distinguished 
symbol. We claim that a truth assignment t satisfies F iff deletion of the set S(r) of 
corresponding edges results in a graph satisfying Lemma 2.3. 
(On& if) Let r be a satisfying truth assignment for F and suppose that 
G’ = G(T) - S( T contains a nontrivial connected subgraph H all of whose edges are ) 
labeled with nodes in H. G’ contains a clique for each false literal and all these 
cliques are node-disjoint and disconnected from each other. The rows that label the 
edges in each clique are not in the clique. Therefore, in order that H satisfies the 
previous condition, it must contain at least one edge from a clause construction that 
is not labeled by a literal. Let C = y, V y, V y3 be such a clause. 
Case 1. y, = y, = y, = 1 in r. Then, C and the A and B nodes are isolated from 
the rest of G’. Since the edges that connect them are labeled with E-nodes they 
cannot be in H. But then none of the other edges (all of them labeled C) of the 
construction for C can be either in H. 
Case 2. C has a false literal. Since r is a satisfying truth assignment, C has also 
a true literal. Then for some i = 1, 2, 3 we have yi = 1, yi+ I = 0 (addition is mod 3). 
From the symmetry of the construction we can assume without loss of generality that 
y, = 1, y2 = 0. Then the nodes D, , Z, , and F, are isolated from the rest of G’. 
Therefore, the edges (C, AZ), (A3, B3) are not in H. Deletion of these edges isolates C, 
A,, B, , and A 3 from the rest of the graph. Therefore, no edge labeled C is in H, and 
H cannot contain again any edge from the construction for C that is not labeled by a 
literal. 
(If) Let r be truth assignment and suppose that deletion of S(r) leaves a graph 
satisfying the condition of Lemma 2.3. Let C be a clause of F. If 7 does not satisfy 
any literal of C, then the construction for C is a connected graph H all of whose 
edges are labeled with nodes in H. (Note that an edge (Bi, Di) has label F,- ,). m 
It turns out that Theorem 2.2, besides characterizing the complexity of compiling 
expressions from their tableau also reveals that most probably there can be no usable 
axiomatization of expression equivalence. 
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COROLLARY 2.2. Given an expression 0, it is NP-complete to test whether there 
exists a 4’ 6Z Cl($) such that T6 = T, ,. 
Proof: In the construction in the proof of Theorem 2.2, two expressions 4 and #‘, 
both having the same tableau T, satisfy 4’ @Z Cl(#) iff # and 4’ come from different 
truth assignments for F. The corollary now follows from the observation that it is 
NP-complete to decide, given a Boolean formula F and a truth assignment r 
satisfying F, whether there is another truth assignment that satisfies F. 1 
Therefore the apparent difficulty in axiomatizing equivalence can be viewed as a 
consequence of the difficulty involved in transforming an accepting nondeterministic 
computation to another by formal manipulations. In the next two sections we shall 
show how to overcome this difficulty by replacing T by another, purely algebraic, 
axiom. 
2.3. Simple Expression Identities 
In the previous subsection we argued that the difficulty in axiomatizing expression 
identities stems from the fact that it is NP-complete to test if a tableau comes from an 
expression. As we mentioned earlier, however, this is not the case for simple tableau: 
[2] gives a polynomial algorithm for this task. We shall show now that our axiom 
system suffices for proving identities involving simple expressions. 
THEOREM 2.3. Any identity of the form 4,(R) c q&(R) for simple expressions 4,) 
& can be proved by (Al)-(A7). 
The proof of the theorem proceeds in two steps. At first we show that a simple 
expression 0 can be shown, using the axioms, to be equivalent to the canonical 
expression for its tableau T,, and then we prove the theorem for #i, & canonical 
simple expressions. 
LEMMA 2.5. Let 4 be a simple expression and 4 * the canonical expession for T, . 
Then 4 = #* can be shown using Al-A7. 
ProoJ We prove the lemma by induction on the depth of 4. The basis is trivial. 
For the inductive step, let $ = rr,($i x #Z x a.. x #J, where a = a(b) = ta(T,). Let 
F, , F, ,..., Ft be the trees for #,,..., #l. If the last projection of ( creates in some 
column A a nondistinguished symbol that appears in leaves of only one of the Fis 
then we move this projection below the join and incorporate it into the corresponding 
#i using A7b. Thus, let us assume that each nondistinguished symbol created in the 
last projection appears in leaves of at least two of the Fts. Let Mi be the rows of T, 
that correspond to the leaves of F,, for i = l,..., 1. Let Ti be the subtableau of T,+ 
defined by the rows of Mi, and let T,! be obtained from Ti by changing a 
nondistinguished symbol into a distinguished if it appears in a row of another Mj. 
From our assumption above, T; is the tableau of #i. Let N, ,..., N, be the nodes in the 
connected components of G( T,). 
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CLAIM 1. For all i, there is a j such that Ni c Mj. 
Proof of Claim 1. Similar to the proof of the “Only if’ part of Lemma 2.3. I 
Thus, each Mj is the union of some Nts. Let M, = N, U . . . U N,. (Similar 
arguments hold for the rest of the Zt4t.s.) 
CLAIM 2. The Nts are disconnected from each other in G(Ti). 
Proof of Claim 2. Let v, E N,, v2 E N,, and suppose that there is an edge (v, , L’*) 
labeled u in G(T;). Then v, and v2 have the same nondistinguished symbol b in a 
column B in which u has a distinguished symbol. Since (v,, uz) & G(T,), the row u 
has in Tm a nondistinguished symbol b’ which appears also in a row of another &Ii. 
Thus, there are at least two repeated nondistinguished symbols in column B 
contradicting the simplicity of T,. 1 
Thus, in G(T;) each Ni is a union of connected components. Let 4: be the 
canonical expression for T;. By inductive hypothesis, 4, = 4;” can be derived from 
the axioms. From the construction in the proof of Lemma 2.3, 4: = z,,(~~) (mj vj), 
where each vj corresponds to a component of G(T;). Using associativity of join and 
Claim 2, 4: can be transformed to u, = zta(ri) (vi # vi x a+. % vi), where I& is the 
join of the vis that correspond to the components whose union is N,. Let Xi be the 
set of attributes in which some row in Ni has a distinguished symbol or a common 
nondistinguished symbol with another Nj. a(wf) - Xi is the set of attributes in which 
two rows in different components of G(T;) that are contained in Ni have a common 
nondistinguished symbol that does not appear in any other Nj. Thus, [a(t&) - Xi] n 
a(ty,) = 0 for all j # i, and we can replace I& in 6, by xXi w; using A7b. The tableau 
of zXir& is obtained from the rows of Ni by changing nondistinguished symbols that 
appear in other Nis into distinguished. Let 7i be the canonical form for this 
expression. The canonical expression for T, is #* = 7r,(t, x tz m .-a x sk), where k is 
the number of connected components of G(T,), as in Lemma 2.3. By induction 
hypothesis, we can derive zi = nX,w; and, consequently, u, = 7~,,~~~~(7, x ..a rJ. 
Proceeding similarly with the rest of the Mj’s we can transform d into 
%bhI)(7, m *** * 71) m -** m %(T&n m *** m 7k)l. 
Let Y, = uf=, a(ri) - ta(T;); Y, is the set of attributes in which two Ni’s in M, 
have a common nondistinguished symbol that does not appear in another Mj. Using 
A7b we can move this projection to the root. Doing the same with the rest of the Mi’s 
transforms d into 7ra[ (7, m . . . m 7~~) m - .. m (7, m a.. x rk)] = 4” (by A6). # 
Proof of Theorem 2.3. Let #r, 0, be two simple expressions with 4, E &. Let $T, 
4:: be the canonical expressions for the tableaux T,, = T,, T,* = T,. From 
Lemma 2.5 we can prove d1 = 4:: and & = 4: using Al-A7. Thus, it suffices to 
prove 4:: 5 4:. We shall use induction on the structure of 4:. 
We shall show. 4: E 4: in two steps. At first we shall construct a canonical simple 
expression @ with tableau T, so that 
(i) @ c @ is provable from the axioms, and 
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FIGURE 6 
(ii) there is a homomorphism from 7, to T, that maps all repeated 
nondistinguished symbols into nondistinguished symbols. 
In the second step we shall prove 0: c $T from the axioms using property (ii). 
First Step. From Lemma 2.1 there is a homomorphism h from T, to T, , Suppose 
h(b) = B for a repeated nondistinguished symbol b of T2 in column B. Note that B is 
in ta(T,), hence also in ta(T,), so that column B of T2 contains an occurrence of B; 
of course h(B) = h(b) = B. Let T; be obtained from T, by changing b into B. T; is 
simple and comes also from an expression since G(T;) is a subgraph of G(T,). An 
expression w; for T; can be obtained from $f as follows. Let v be the node of 4; in 
which the projection that creates b takes place. From the construction of a canonical 
expression, all projections that create a nonrepeated nondistinguished symbol take 
place at the leaves of $f. Therefore, no projection above v creates a nondistinguished 
symbol in column B. The expression w; is obtained from 4: by including B in all 
projections at node v and its ancestors. Since h(b) = B, B E a(@,) = a(#*) and 
a(ul5> = 4dz*)* 
We can show w; G 4: using Al (and A3, A4): Let u be the lowest ancestor of v in 
4; such that the subexpression corresponding to the tree rooted at u has B in its 
attributes. The expressions I& and $: differ at the projections along the path from u 
to v. Let U, be the son of u in this path (see Fig. 6), and X, the set of attributes of the 
subexpression of @ rooted at u,. From the choice of u, no subtree joined at a node 
in this path has B in its attributes. Therefore, using A7b, we can postpone in 4: the 
projection that creates b until U, while preserving equality. Changing, then, the 
projection of u, from zX, to zX,B (to get u/i) will shrink the expression by A7a; thus 
$4 c 4;. 
Now let T, be obtained from T, by changing all repeated nondistinguished symbols 
b of T2 such that h(b) = B into the corresponding distinguished symbols. As above, - 
we can find an expression W2 with TG2 = T, and prove that vy2 c 42. Let #,* be the 
canonical expression for 7,. From Lemma 2.5 we can show p2 = #F, and therefore 
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also $T s of, using the axioms. The restriction of h to the symbols of T, is a 
homomorphism from Fz to T, that maps all repeated nondistinguished symbols into 
nondistinguished symbols. 
Second Step. Let G, = G(T,) and G, = G(T,). Let (u, u) be an edge in G,; then u 
and u have a common nondistinguished symbol b in some column B in ta(r,). Since 
h(b) is a nondistinguished symbol, we have that either h(u) = h(v) or (h(u), h(c)) is 
an edge of G,. Therefore, the image (under h) of a connected subgraph of G, is con- 
nected. 
Let N, ,..., N, be the sets of nodes of the connected components of G,, and 
M , ,..., M, those of G,. For each i, we have h(N,) g Mj, for some j. The canonical 
expression for T,, T, are q@ = n,(ul m ... x cr,J, and q%r = rc,(t, x ... x t,), where 
a = a(@) = a(@:), Let us assume without loss of generality that the first t Mj’s (for 
some t < I) contain the images of the Nts. Using associativity and commutativity of 
join we can write @ as ~[(a, m ... ui,) m ... (... m u,)], where the 0;s of those Ni’s 
that are mapped into the same Mj are grouped together in the jth parentheses. Let Wi 
be the set of attributes in which two N;s mapped into M, have a common repeated 
nondistinguished symbol that does not appear in a row mapped to a different M,. 
Using A7b we can move the projection that creates these nondistinguished symbols 
below the first join. That is, $T is transformed into x,(5, m ... r;). 
At this point we would like to show 5i s ci and then derive 4:: g 6:: by 
monotonicity. The problem is that the sets of attributes of the r’s might not work out 
right; i.e., we might have a(t,) # u(fi). Therefore, in order to compare ri with t;, we 
must first reduce them to the same set of attributes. 
The set of attributes u(fi) of Zi is the set of columns in which some IV, mapped into 
Mi has 
(1) a distinguished symbol or 
(2) a common repeated nondistinguished symbol with a row mapped in 
another Mi. 
Let xi be the first set of columns and yi the second set of columns. Note that from 
the construction of G(FJ, ri n ta(FJ = 0 and, therefore, xi n yi = 0. The tableau 
of fi is formed by taking the rows of T, in the N,‘s that are mapped to Mj and 
changing repeated nondistinguished symbols in yi into distinguished. The attributes 
of ri (1 <i<t) are 
(1) those columns in which a row of Mi has a distinguished symbol, and 
(2) the columns in which a row of Mi has a common nondistinguished symbol 
with a row of another Mj. 
Let Xi be the first set of columns and Yi the second set. Clearly, we have xi E Xi and 
Fi c Yi. Let Zi = Xi U ui ; this is the set of attributes on which ri will be compared to 
fi . 
Clearly, Zi & a(~,), but u(s;) & Zi. Thus, we have to extend fi so that it is defined 
on all the attributes of Zi. Let S(r) be the set of columns in which a row r of T, has 
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distinguished symbols and Fi the family of such sets S(r) for all rows r in Mi. From 
A2 and Example 2.1 we have 
(by A5, W, 
where r; = Fi m (m SEFi n,(R)). Now, a(?;) = Zi; the tableau of r/ is that of fi with 
some additional rows, each of which has only distinguished and nonrepeated 
nondistinguished symbols, and, therefore, is simple. The tableau of 7rziri is obtained 
from the rows of M, by changing repeated nondistinguishable symbols in ri into 
distinguished and, therefore, is also simple. (The reason that we did not use Xi U yi 
as the Zi of comparison is that 7criFiisi may not be simple.) Now, h gives a 
homomorphism from the tableau of 7; to that of 7rc,i7i (with the new rows in Tri 
mapped to the corresponding rows in the tableau of nzisi). Thus, by the induction 
hypothesis, 7rz,ti E 7,! can be proved from the axioms. 
We have 
3. EXTENDED RELATIONS 
Let R be a relation with attributes a(R) = U = {A, B,..., Z}. The extension j? of R is 
a relation with a(R)= o= {A,,B, ,..., Z,,A,,B, ,..., Z,,A, ,... }, and such that 
R= {(t; t;...): t E R}. R is, therefore, an infinite collection of copies of R. The 
attributes A,, A, ,... of E are said to be associated with (or copies of) the attribute A. 
We can have projection and join applied to extended relations. We adopt the 
convention that projection to a finite subset of 0 is applied first to R. If 4, and & are 
expressions over 0, we write (i(R) se d,(R) to denote the identity inclusion under the 
assumption that l? is an extended relation, that is, the elements of each tuple of R 
corresponding to A,, Aj are restricted to be the same. 
If it appears that by the above definitions we are introducing inlinitary operations 
in our algebraic language, we really are not. We could achieve the same effect by 
considering expressions over project, join, and a new operation called, say, duplicate, 
where duplicate(R) = {(t; t): t E R). A formalism similar to ours, only with a limited 
number of copies (namely, 2) of each attribute allowed, was used in [ 151. 
Extended relations can be used to express dependencies that were previously 
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thought of as non-algebraic. For example, the functional dependency A + B can be 
written as 
Expressions on extended relations play a very important role in our development. 
To show their inherent stability as a concept, we prove that they are equivalent in 
expressive power to two important existing systems: project-equijoin expressions. and 
tableaux. 
3.1. Project-Equijoin Expressions and Extended Tableaux 
So far, a relation for us had its columns named by attributes. The equijoin operator 
is applied, however, to relations whose columns are referenced by (distinct) numbers. 
We shall use the term numbered relation for these. Our relations will sometimes be 
called attributed, for distinction. 
To compare the power of equijoin to expressions over extended relations we will 
associate each column of a numbered relation with an attribute in U. If R, is a 
numbered relation with each column associated with an attribute, and Rz an 
attributed relation with the number of columns of R 1 equal to 1 a(R *)I, we say that 
R r = R, if we can number the attributes of R, so that the resulting numbered relation 
is equal to R,, with corresponding columns in R r and R z associated with the same 
attribute. If R,, R, are relations, and I, = (i, ,..., i, }, I, = {j, ,..., j, } are sets of 
columns of R,, R,, respectively, with columns i,, j, associated with the same 
attribute for k = l,..., n, the equijoin of R,, R, on I,, I, is the relation 
RI hit,,, R, = ((tl, t,): t, E R,, t, E R,, and t,,, = tz,,}. The columns of R, % ,,,,? R, 
are associated with the same attributes as in R, , R,. Thus, the definition of equijoin 
includes the notion of repetition of columns. A project-equijoin expression is an 
expression built using projection and equijoin over the single variable symbol R 
ranging over all relations with 1 U/ columns, each of which is associated with an 
attribute of U. 
THEOREM 3.1. (1) Zf 4 is a project-equijoin expression, then there is a project- 
join expression 4’ such that, for all relations R, e’(R) = 4(R). 
(2) Conversely, for every project-join expression 4’ there is a project-equijoin 
expression 4 such that, for all relations R, f(R) = 4(R). 
Proof. (1) The proof is by induction on the structure of 4. The basis (4(R) = R) 
is trivial. For the induction step, suppose first that d = r,u, for some expression u and 
set of columns I. By the induction hypothesis a(R) = a’(R) for some 0’. Let X be the 
set of attributes of a(a’) that correspond to the columns in I. We take 4’ = ~~a’. If 
WI = u,(R) &,,12 %(W, let 4, ai be such that u,(R)=u;(R), u,(R) =u;(R). By 
changing the names of some attributes we can choose ai, us so that 
a(ui) n a(u;) =X, where each attribute in X corresponds to a column in I, of u,(R) 
and the corresponding column if I, of u,(R). For each attribute Ai in X we introduce 
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an attribute Aj that does not appear in o; or ai and change every projection in o; that 
include_s Ai to include also Aj. Let r1 be the resulting expression. For every R, z,(R) 
is a;(R) with some new columns which are copies of the columns in X. From the 
definition of the equijoin, then 4(R) = t,(R) ?i$ u;(R). 
(2) Let 4’ be a project-join expression. Using equijoin of R with itself a sufficient 
number of times we can create a relation which contains one column for every 
attribute Ai that appears in 4’. 1 
It will be useful for our further discussion to introduce tableaux also for project- 
join expressions over extended relations; we call them extended tableaux. An 
extended tableau T is a (usual) tableau over a finite subset X of 0, and defines a 
mapping & from relations R over U to relations over the target set ta(r) c 0 of 
attributes in which T has a distinguished symbol: this mapping is obtained by taking 
the projection of R onto X and applying to it the mapping fr defined by T in 
Section 2 as a usual tableau. From an expression g(R) we can construct an extended 
tableau T, over the set X of attributes which appear in $--note that since projection 
of R to a finite set of attributes is applied first, the set X is finite. The tableau T, is 
constructed from d as in Section 2 by treating Q as a usual expression on a relation 
symbol over X. 
The mapping defined by a tableau is determined by two things. First, the equality 
constraints implied by repeated symbols in the columns restrict the valuations from 
the tableau into a given relation, hence restrict the image of the relation under the 
mapping. Second, the distinguished symbols determine the attributes whose values 
make up to rows of the result. These properties and the special semantics of extended 
relations are expressed in 
LEMMA 3.1. If T is an extended tableau and T’ is obtained from it by one of the 
following operations, then f,. = fT,. 
(1) Add a column for a new attribute with distinct nondistinguished symbols. 
(2) If rows u, v of T agree on Ai, then T’ is obtained by making them also 
agree on Aj (another copy of attribute A) so that tf one of the symbols in the Aj 
column was distinguished, then the other symbol is replaced by it. 
Proof (1) Trivial. 
(2) Let R be a relation and i? its extension. Obviously, any valuation from T’ 
into R also gives a valuation from T into R; thus, f&R) G&(R). Conversely, 
consider a valuation p from T into i?. Since rows u, v agree on At, so do the rows 
p(u), p(v) of E. Since copies of the same attribute are identical in R, the rows p(u), 
p(v) also agree on Aj. Therefore, p also gives a valuation from T’ into R, and 
f,(R) of,@). 1 
Clearly, (1) states that the equality constraints embodied in repeated symbols are 
what matters, provided that the target attributes remain the same. Therefore, we will 
not distinguish between (extended) tableaux that differ only in columns with distinct 
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nondistinguished symbols, and we will assume that every tableau has at least one 
copy of each attribute in U. Also, any two tableaux can be assumed to have the same 
set of columns. 
Property (2) embodies the semantics of extended relations, namely that copies of 
the same attribute are the same. It says that equality constraints can be passed from 
one copy of an attribute to another, and can be represented by one or more copies. 
The operation of property (2) is used in a procedure, called chase [9], which 
transforms tableaux according to functional dependencies. If I; is a set of functional 
dependencies and T a tableau, the chase of T under Z, chase,(T) is the tableau 
obtained from T applying the following transformation repeatedly whenever possible: 
If X--+ Y is a functional dependency in C and two tuples U, u of T satisfy U, = c,~, 
then for every attribute A in Y we make U, and uA identical; if one of them is 
distinguished, so is the resulting symbol. The final tableau chase,(T) is unique up to 
renaming of nondistinguished symbols. 
Operation (2) of Lemma 3.1 is an application of the transformation of the chase 
for the functional dependency Ai -+ Aj. Now let F be the set of functional depen- 
dencies Ai +Aj for every two distinct copies Ai, Aj of the same A of U. If T is an 
extended tableau, the chase of T under F can be constructed in a very simple way. 
For every attribute A E U form a graph G,(T) with the tuples of T as nodes and an 
edge between two tuples that have the same symbol in some copy of A. For each 
connected component K of G,(T) and each column Ai of T make the entries of the 
tuples in K identical; the common symbol is distinguished if some tuple of K has a 
distinguished symbol in column A,. In the resulting tableau chase,(T), columns 
corresponding to copies of the same attribute are identical up to renaming of 
symbols. From Lemma 3.1 we have 
COROLLARY 3.1. .fT(R)=fchaseFcTJ(R). 
As we mentioned earlier we can regard any two tableaux as having the same set of 
columns. The following lemma says essentially that the set F of functional depen- 
dencies captures the semantics of extended relations, at least as far as comparison of 
tableaux (and therefore also expressions) is concerned. 
LEMMA 3.2. Let T,, T, be two tableaux with the same set X of columns and 
ta(T,) = ta(T,). &.,(R) E f,,(R) for every relation R over U iff fchaseF,r,j(Z) E;
f chasef4-(T2,(I) for every relation I over X. 
Proof. (If) fTi(R) = .?cchaseFtTij(R) = fchaseF(Tr,(~tX~), for i = 1, 2. Let I= xX&; 
then&W = fmse~~~,A~) E &asep~~.z~V) = J;#O 
(Only if) [Aho et al. [l]] h s ow that if 2 is a set of functional dependencies, then 
f chase,~r,,(o g fchasezu,~ (Z) for every relation I iff fr,(Z) C f,,(Z) for every relation I 
satisfying 2Y. 
Suppose now thatfchase,(r,)(~)~~fchasef(rz) (Z) for some relation I over X. Then there 
is a relation I over X satisfying F such that f,,(I) @ f,,(I). In I, columns 
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corresponding to renamings of the same attribute of U are copies of each other. Let R 
be a relation over U obtained from I by keeping one column for each attribute of U. 
It is easy to see, then, thatfr,(R) = fT,(7cXR) & f,Jn,R) = fT2(R). I 
Our proof of the equivalence between extended tableaux and expressions is based 
on a useful lemma. Call an expression shallow if it has the form 71r((Xi nXiR), where 
the XI)s are finite subsets of 0. That is, a shallow expression is one whose tree has (at 
most) one node without degree greater than one. A tableau that corresponds to a 
shallow expression is also called shallow. Each column of a shallow tableau has 
either (i) a distinguished symbol and no repeated nondistinguished symbol, or (ii) one 
repeated nondistinguished symbol and no distinguished symbol. And conversely, a 
tableau T that satisfies these conditions is shallow: Let X, be the set of attributes in 
which the ith row has either a distinguished or a repeated nondistinguished symbol. 
Then T = Tm, where 4 = n,,,,,(& rrX,). Thus, shallow tableaux are a very special case 
of simple tableaux. 
LEMMA 3.3. Let T be an extended tableau. Then, there exist a shallow tableau T’ 
such that j’,(R) = f&(R) for all R. 
ProoJ Let T, be the chase of T under F. In T, columns corresponding to copies 
of the same attribute of U are renamings of each other. Therefore, if Ai, Aj are two 
copies of the same attribute A, then the corresponding columns in T, have the same 
number of repeated symbols and in exactly the same sets of rows. Let a,, a2 ,..,, a,, be 
the repeated symbols in a column that corresponds to a copy of attribute A, and 
s, 3 s, ,..., S, the sets of rows in which they appear. (One of the ats might be a 
distinguished symbol.) Suppose that the rows of S, ,..., S, have only nondistinguished 
symbols in the columns that correspond to copies of A and S,, , ,..., S, have a 
distinguished symbol in at least one such column. We introduce k new attributes of I? 
that are copies of A. A row in Si (1 < i ,< k) has a repeated nondistinguished symbol 
in the ith new copy of A and distinct nondistinguished symbol in the other. copies. 
For each attribute in ta(T,) (= ta(7’)) we change all repeated nondistinguished 
symbols into new distinct ones. Finally, we delete all old attributes (columns of T,) 
that are not in ta(T,). Let T’ be the constructed extended tableau. In Fig. 7, we show 
an example of this transformation. 
T, : T’ : 
FIG. 7. Blanks indicate distinct nondistinguished symbols. 
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Clearly, T’ is a shallow extended tableau. Consider T, and T’ as tableaux with the 
same set of columns (by adding appropriate columns with distinct nondistinguished 
symbols). From the construction of the chase that we described before Corollary 3.1, 
the chase of T, under F is identical to the chase of T’ up to renaming of 
nondistinguished symbols: just note that for every A E U, GA(T,) and G,(T’) are 
both unions of the same disjoint cliques S, ,..., S,. It follows, therefore, from 
Corollary 1 thatj;,(R) = j;,,(R) =f,@) for every relation R over U. 1 
The tableau T’ constructed in the proof of Lemma 3.3 is called the canonical 
shallow tableau for T and the corresponding shallow expression 4’ is the canonical 
shallow expression for T. It is unique up to renaming some of the attributes that are 
not in a = a(#‘) = ta(7’): 4’ = na(mi 7cx,(E)) . is c h aracterized by the fact that no Xi 
contains two or more copies of an attribute A E ZJ unless they are all in a = a@‘); 
furthermore, if two copies A,, Aj E a of A belong to some Xi, then they are in exactly 
the same Xj’s. 
Lemma 3.3 says that the difficulties that arose in the case of usual project-join 
expressions, due to the fact that not all tableaux come from expressions, cease to-exist 
when we go to extended relations since every extended tableau corresponds to an 
expression (and one of a very simple form actually) over extended relations. 
We will now show a converse to Lemma 3.3 which characterizes the power of 
(usual) tableaux in algebraic terms. 
THEOREM 3.2. Let T be a (usual) tableau. Then there exist a (shallow) project- 
join expression $ with a(#) = ta(r) s U such that for all relations R, fr(R) =4(R). 
Conversely, if q4 is an expression over extended relations such that a($) s U. then 
there is a (usual) tableau T such that f,(R) = g(R) for all relations R. 
Proof The first part follows immediately from Lemma 3.3 since every (usual) 
tableau T is also an extended tableau with f, = f,. 
For the second part, let 4 be an expression over extended relations with a(o) c U. 
From 4 we construct an extended tableau Tm. Let T, be the chase of T, under F. We 
have 4(F) = J;,,(R) f or every R. Let T be the (usual) tableau obtained from T, by 
keeping only one copy of each attribute in U (the one with the distinguished symbol 
if there is one). Now consider T as an extended tableau with the same columns as T, 
(by putting back the columns we deleted with distinct nondistinguished symbols). 
Then it is easy to see that the chase of T under F is exactly T,. It follows therefore 
from Corollary 1 that f,(R) = f,,(R) = #(I?) for every R. m 
3.2. A Reduction of the Inference Problem for Some Dependencies 
Another interesting consequence of Lemma 3.3 concerns the complexity of the 
inference problem for data dependencies. A projected-join dependency (PJD) is a 
statement of the form z,[z,,(R) x n,,(R) m ..a ?K n,,(R)] E n,(R). That is, a PJD is 
a statement o(R) E nacm,(R), where 4 is a shallow expression. From Lemma 3.3 
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every expression over extended relations has an equivalent shallow expression. We 
say that a set of statements (or dependencies) .X logically implies another statement u, 
denoted Cl= u, where Z and c are statements about a single relation R, if every 
relation R satisfying C satisfies also o. The inference problem for a class of depen- 
dencies is to decide whether a set C of such dependencies implies another dependency 
CT in the class. We will show that the inference problem for dependencies of the form 
o(R) ze x,(,)(j?) is polynomially reducible to (and thus not significantly harder than) 
the inference problem for PJDs (on an ordinary relation, not an extension of one). 
Note that the class of dependencies of the form d(E) E, 7caCB,@) includes in 
particular the template dependencies of [ 131 because of Theorem 3.2 
At first we must extend the definition of the chase to dependencies of the form 
4(R) c n,(R), where 4 is a project-join expression. Let T be a tableau and cr a depen- 
dency B(R) c zX(R). Let T, be a tableau obtained from $(T> by adding one column 
for each attribute in a(R) -X with all entries distinct new symbols (i.e., not 
appearing in 7). An application of the rule for u to T is the replacement of T by 
TV T, ; i.e., we add to T all the tuples of T,. A rule for a dependency of the form 
g(R) c n*(R) is called a T-rule. In the previous subsection we defined a rule for 
functional dependencies; we call these FD-rules. If Z is a set of dependencies and T a 
tableau, the chase of T under .Z, chase,(T), is the result of repeated applications of 
the rules for the dependencies in t: as far as possible, where FD-rules are applied as 
soon as possible; i.e., a T-rule is not applied unless no FD-rule can change the 
tableau. Note that chase,(T), which might be an infinite relation obtained as a limit, 
satisfies all dependencies in Z. The chase is a procedure that searches for a coun- 
terexample to an implication Z kc. Let c = 4(R) 5 7c,(R) and let T be the tableau of 
4. Then Zk cr iff s(T) E rcx(chase,(T)) [9, 131. If the summary of T, 
s(T) & zx(chase,(T)), then chase,(T) does not satisfy u, and thus it provides a coun- 
terexample to the implication C k u. We express this fact as follows. 
PROPOSITION 3.1. (The chase partial decision procedure [4]). Let Z: and u be 
as above. Then, Z k u zj,Y s(T) E rrx(chase,(7)). 1 
In the next section we shall give an interesting dual interpretation of the chase. 
To extend the theory of deductions to dependencies of the form d,(F) se 7c,(E)), we 
must somehow capture the semantics of the copies of the attributes of extended 
relation. Our next lemma says that this can be done by a set of functional depen- 
dencies. In fact, multivalued dependencies are enough (Lemma 3.6). 
LEM_MA 3.4. Let Z = {4,(R) &n,,(k),..., o,(E) E, n,“(g)} and u = #n+ i(R) E, 
nX,+,(R). Let Z’ and u’ be as ,?Y and o with se replaced by E (i.e., with the 
expressions regarded as applied to an ordinary relation). Let F be the set of 
functional dependencies A, + Aj for distinct copies of the same attribute that appear in 
some expression in ZU {o}. Then Cku iffC’UFk=u’. 
Proof: Let X be the set of attributes that appear in some #i. 
(If) 2;’ U {F} k u’ means that every relation I over X that satisfies the functional 
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dependencies F and #i(Z) G xx.(Z) for i = l,..., n satisfies also dn+ I(Z) G 7cx,+,(Z). Let R 
be any relation over U satisfying z. Then Z = n,(E) satisfies F and z’ and therefore 
~,+,(~)=~,+,(z)~n*“+,(z)=~,n+,(~). 
(Only if) Suppose that z’ U F I# u’. Then, there exists a relation Z over X which 
satisfies x’ and F but not u’. Since Z satisfies F, any two columns of Z that 
correspond to attributes Ai, Aj, copies of the same attribute A of U, are renamings of 
each other. Let R be a relation over U formed by keeping from Z one copy of each 
attribute of U. Then R satisfies z but not u. 1 
LEMMA 3.5. Let T be an extended tableau (viewed as a relation) with set of 
columns X. Let T’ be obtained from T by adding one new copy of each attribute in U 
with any symbols as entries, and let Y be the set of columns of T’. Let F be the set of 
FDs Ai + Aj for distinct copies Ai, Aj E X of the same attribute and M be the set of 
MVDs Ai+ Aj for Ai, Aj E Y copies of the same attribute. Then chase,.(T) c 
z,(chase,(T’)). 
Proof It suffices to show how an application of an FD-rule in T can be 
simulated by MVD-rules in T’. Suppose that the FD-rule At -+ Aj is applied to two 
rows u, v of T. Let u,. = vAi = ai, uAj = aj, and vAj = al. Suppose that all occurrences 
of ai are replaced by ij (aj could be a distinguished symbol). Let w be another row of 
T with wAj= a;. The row w will be replaced by another row w’ which has aj in the A, 
column and agrees with w in the rest of the columns. We must show how to generate 
from T’, using MVD-rules, a row whose projection on X agrees with w’. Let A, be 
the copy of attribute A in Y-X. Applying the MVD-rule for Aj + A, to tuples M’ 
and v of T’ we get a row w, that agrees with v in A, and with w in Y-A,. Applying 
the MVD-rule for Ai -++ A, to tuples u and v we get a tuple v, that agrees with L’ in 
Y - Aj and has aj in column Aj. Now, w, agrees with v, in column A,. Applying the 
MVD-rule for A, + Aj to w, and vr we get a tuple w2 that agrees with w, in Y - Ai 
and with v, in column Aj. Thus, w2 agrees with w in Y - AIA, and has ai in column 
Aj. Therefore, its projection to X is w’ m 
As a corollary of Lemmas 3.4 and 3.5 we have 
LEMMA 3.6. Let Z = {g,(R) E, xX1(R),..., $,,(R) E, 7cx,(R)) and o = on+ ,(R) E,, 
xx,+,(R). Let Zc’ and u’ be as .Z and u with gp replaced by c (i.e., with expressions 
regarded as applied to an ordinary relation). Let Y contain the attributes appearing 
in some $i and in addition one new copy of each attribute in U. Let M be the set of 
multivalued dependencies (on Y) Ai -++ Aj with Aj, Aj E Y distinct copies of the same 
attribute of U. Then C + u ~fl.Z’ V M t= u’. 
Proof From Lemma 3.4, C + u iff E’ U F b u, where F are the functional depen- 
dencies Ai -+ Aj with Ai, Aj E X, the set of attributes that appear in the 4:s. 
(1) Suppose that ,E’ U M t= u’. Let Z be a relation on X satisfying C’ U F. Let 
I’ be obtained from Z by adding one column for each attribute in Y-X which is a 
renamed copy of a column in X that corresponds to the same attribute of U. (Since Z 
satisfies F, all such columns are renamings of each other.) Clearly. I’ satisfies 
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z’ UF’, where F’ is the functional form of the MVD’s in M. Therefore, I’ also 
satisfies 6’ U A4 and u’. Thus, Z also satisfies u’. Consequently, ,?7 U F k u’ and 
2T+ u. 
(2) Suppose that ,I7 U F k u’. Let T be the tableau of #,+ i with set of columns 
X, and T’ with set of columns Y. The tableaux T and T’ satisfy the assumptions of 
Lemma 3.5. Since ,?7 U F k u’, chase,,,,(T) contains a row w whose projection to 
x “+, is the summary s(T). Since ~(4~) GX for each i, if the rule for 
a; = pi c n,,(Z?) can be applied to a set of rows of T to produce a new row U, then 
the rule can also be applied to the same set of rows of T’ to produce a new row U’ 
that agrees with u on X. Combining this observation with Lemma 3.5 we conclude 
that using the rules for E’ and the MVDs in M we can generate from T’ a row w’ 
which agrees with u on X. Thus s(T’) = s(T) E zXe+, (chase,,,,(T’)), and conse- 
quently Xc’ U M k 0’. I 
Now combining Lemma 3.6 with Lemma 3.3 we have 
THEOREM 3.3. Let Z = {#,(j?) se In,,,..., d,(R) G xx,(K)} and u = 4,,+,(E) se 
x~~+,(R). Then we can find a set T of projected-join dependencies and another PJD y 
(over some set of attributes I’) such that Z k u lr T k y. 
ProoJ: From Lemma3.3 we can construct for each tii an equivalent shallow 
expression 4;. Let Y contain the attributes that appear in all 4:‘s and in addition one 
more copy of each attribute of U. The set Z consists of the set M of MVDs Ai * Aj 
with A,, Aj E Y copies of the same attribute of U, and the set of PJDs &(I) c xxi(Z), 
for i = l,..., n, where Z ranges over relations on Y. The PJD y is #A+ i(Z) C_ nX,+,(Z). 1 
Note that the transformation of the proof of Theorem 3.3 is polynomial. Thus, the 
inference problem for dependencies of the form ((Z?) se xX@?) is within a polynomial 
factor of the inference problem for PJDs. Recently, M. Vardi, H. Lewis, and Y. 
Gurevich showed that the inference problem for template dependencies is 
undecidable. This implies, therefore, the undecidability of the inference problem for 
PJDs also. 
3.3. An Axiom for Extended Relations 
Let us return now to the axiomatization of identities. We showed in the previous 
discussion that the functional dependencies in F (which capture the semantics of 
extended relations by Lemma 3.2) can be replaced by the corresponding MVDs, at 
least as far as inference of identities o(K) ce zX(R) is concerned. Let us, therefore, 
introduce the axiom 
A8 For all Xs a(E)), and A,, 
?4&m m ?4pjxm = ?4/Aflm 
Aj copies of the same attribute of U, 
Note that this axiom is the embedded multivalued dependency A, - A, 1 X. 
Let us see how some obvious (and useful) facts about expressions on extended 
relations can be derived from A8 combined with the axioms of Section 2. If 4 is an 
expression we denote by p(() the set of attributes that appear in $; a($) c p(4). Let 
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#A,X denote the expression obtained from Q by replacing all occurrences of A in 4 by 
x. 
LEMMA 3.7. (1) If Ai E a($) 
proved from Al-AS 
and Aj@ p(4), then AiAjX#=d,,,,,, can be 
(2) If Ai E p(4), and Aj @ p(4), then 4 = nX(q4A,lAiAi)l &we X = a($>, cm be 
proved from Al-A& 
(3) If Ai E p(4), and A, 65 p(4), then nXQ = 7~~(#~~,~,), where X = a(#) - A i. can 
be proved from Al-A8. 
Proof We prove (1) and (2) by simultaneous induction on the structure of ~5. 
(1) The basis (4 = z~,~(E))) is axiom A8. For the induction step suppose that 
Q = ~,a. Since Ai E a(#), and Aj 6C p(d), we have Ai E X, and therefore A, E u(a); 
also Aj 6Z p(a). Thus, from the induction hypothesis for (1), A,A, X U = ‘T,,,~~~. Since 
u(u) n {Ai, Aj} = {Ai} = Xn {Ai, Ai}, from A7b we have AiAj m T,~(T = 
ZAF(AiAjX "~U)=K,~(A~A~~U)=~CA~X(U,~,,~A~)=~A~/A~A~. 
Suppose now that Q = u ?K r. We have Ai E u(u)U U(T), Aj & p(u), p(r). If 
Ai E u(u) n u(r), then AiAj X (u X 5) = AiAj ?K AiAj X (a m T) = (A,A, m a) m 
(AiAj m r) = CJ,,,~,~, m rAilatij (from the induction hypothesis for (1)) = #,4i,Ail,. 
If Ai E u(u) - u(r), then from the induction hypothesis for (2), r = ~,~(r,~~,,~~ J = 
‘A,/AiA,, since Ai @ X = u(r). Thus, AiAjm(Um5)=(AiAjmU)m~=U,~,~,l,,m 
‘AjlAiAj - 4 A,/AiAj* 
(2) The basis (4 = n,(E)) follows from Al. For the induction step, the case 
d = n,u follows also from Al. Suppose therefore that 4 = u m r. If Ai & a(#), then 
from the induction hypothesis for (2) and Alb we have u = uAiiAiA, and r = 7,q, .,,,,,. 
Thus, nx# = 4 = 0 m r  = ~A~/A~A~ m *AJA~A~ = @A~,A,A~ = ~,Y(#A~,A~A.)* 
If Ai E u(u) n u(r) (the case that Ai E u(u) - u(r) is similar), we have from the 
induction hypothesis for (1): dAi,AiAj= uAilAiAj X tAilAiA,=AiAj X U ?K r=AiAj % $. 
Thus, 71x(@AilAiAj) = Zx(AiAj +K $) = Zx(Ai #C 4) (by A7b since Aj @ a($), X) = 71x4 (by 
A2 since A, E a($)) = $, since X = a@). 
(3) From (2, and Al we have 71x4 = rrx($AiiAiAj). Let w = q!~~,,~~. Now Ai E p(w) 
and Ai ~5 P(W). Thus, again from (2), MAW> = ~cx(vA,,A~A~). But 4Ai,A,AI = ~/,4,‘4,..t,. Thus. 
‘X4 = nXth,Ai). D 
3.4. Proofs of Identities 
We shall now show that all identities can be derived from axioms Al-A8. First we 
shall show how to transform (using the axioms) an expression into its canonical 
shallow expression, and then prove the result for canonical shallow expressions. 
LEMMA 3.8. Let 4 be a project-join expression, and let 4’ be the canonical- 
shallow expression for T,. Then #(I?) =e 4’(F) can be proved by Al-A8. 
Proof We proceed in the tree for 0 from the leaves to the root changing names 
of attributes so that the tableau of the resulting expression is shallow. Let v be a node 
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of the tree of 4 and suppose that we have already modified the subtrees that are 
rooted in descendants of u so that for each such subtree representing expression u, the 
tableau T, is shallow, and p(o) - a(o) does not contain any attributes appearing 
outside cr. Let tq be the expression for the subtree rooted at u. 
Case 1. I = ~a, where u is the (modified) shallow expression of the subtree 
rooted at the son of V. For each attribute Ai in a(a) - X that appears in another node 
that is not a descendant of v we introduce a new attribute Aj that appears nowhere 
else in the tree. Using (3) of Lemma 3.7 we transform w into w’ = zX(oAiIAj). Note 
that T,, is shallow, and p(@) - a(@) does not contain any attributes appearing in 
the rest of the tree. 
Case 2. v/= u ~6 r, where u and r are the (modified) shallow expressions 
corresponding to the subtrees rooted at the sons of u. Since p(u) - a(u) (resp. 
p(r) - a(z)) does not contain any attributes appearing outside u (resp. r), we have 
p(u) n p(t) = a(u) n a(t), and, therefore, T,,, is shallow. Also p(v)-a(v)= 
b(u) - a(a)1 u [A~) - a(~>1 does not contain any attributes appearing outside I+ 
Proceeding bottom-up in this way we transform $ to q5, with a shallow tableaux. If 
we now move all projections in ), that create repeated nondistinguished symbols to 
the root, move all projections that create nonrepeated nondistinguished symbols to 
the leaves-possible using A7b since T@, is shallow-and use associativity of join to 
collect all joins in one node we shall get a shallow expression & for T*, . 
Let & = na(mk zxk(E)), where a = a&) = a(#). Each column of T= T$, has either 
a distinguished symbol or one repeated nondistinguished symbol. If two columns Ai, 
Aj, copies of A have a repeated symbol in exactly the same rows (i.e., Ai is a 
renaming of Aj), then Ai appears in exactly the same Xk’s as Aj. If Aj @ a, then we 
can delete Aj using (2) of Lemma 3.7; i.e., q& is 7c,(rAiIAiAj) for some r. If two columns 
Ai, Aj with Aj 65 a have both a repeated symbol in some row w, then we can “merge” 
Ai and Aj as follows: Let S,, S, be the set of rows that have a repeated symbol, 
respectively, in Ai, Aj. We have Ai E X, for k E S,, Aj_E X, for k E S,, and Ai, 
Aj @X, for k @ S,, S,, Since w E S, n S,, we have x~~(R) = xx,(E) m AiAj (by A2 
and Example 2.1). Thus, 
=7t a m 
= 7?, m 
ksS,-S2 
X‘+,yk - m m 
(R)) ( keS?-S, 
?4iy,m 
(by (-48)). 
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In the tableau of the last expression the columns Ai, Aj have become identical up to 
renaming of symbols. Thus, we can delete A, as above. Continuing this procedure we 
end up with a shallow expression I,V~ such that the sets of rows in which any two 
columns A,, Aj with Aj 6 a have a repeated symbol are disjoint. The expression cz is 
the canonical shallow expression 4’ of 4 up to changing the names of some Ai B: a 
(which can be done using (3) of Lemma 3.7) 1 
Using Lemma 3.8 we can show 
THEOREM 3.4. All valid identities 4,(K) E, q@) are provable from Al-A8. 
ProoJ From Lemma 3.8 we can transform 4, and & to their canonical shallow 
expressions w; and ~4. Thus, it suffices to prove the theorem for canonical shallow 
expressions. Let $i, d2 be two such expressions and T, , T, their tableaux. We can 
assume that [pul) - a($,)] n [p&) - a((J] = 0; if not, change the names of the 
attributes in ~(4,) - a($,) using (3) of Lemma 3.7. 
Let A be an attribute of U and A, ,..., A, its copies in p(#,), A;, Ai ,..., A; its copies 
in p(Q. Suppose that A, = Ai ,..., A, = A; are the copies that are in 
a = a(di) = a&). Let Ni (resp. Mj) be the set of rows of T, (resp. T,) that have a 
distinguished or repeated nondistinguished symbol in column Ai (resp. A;). Since 4, 
and & are canonical shallow expressions we have Ni n Nj = 0, unless Ai, Aj E a and 
Ni = NJ-similarly for the Mts. Let T;, T; be T, and T, padded out with new 
columns of distinct nondistinguished symbols to X = ~(4,) U p(q$), and let 
T, = chase,( T;), T, = chase,@,). From Lemmas 3.2 and 2.1 there is a 
homomorphism h from F, to T,. We will identify a row u of Ti (i = 1, 2) with the 
corresponding row of Fi and leaf of Qi. A column A, (copy of A) of F, has one 
different repeated symbol for each Ni and distinct nondistinguished symbols in the 
other rows-similarly with Fz. Therefore, for each i = l,..., I, either h(Mi) cl Ni for 
some j, or h(M,) has a single row. 
We carry out the following procedure for all A E U. 
(1) At first we group together the leaves of & that belong to the same M,, for 
each i such that Ai 6? a; i.e., we write d2 as z,(rO m r,+ , m ... m r,), where zi for i > m 
is the join of the leaves in M, and rO the join of the rest of the leaves. Since Al 
appears only in ri we can insert the projection that deletes Al for i > m into the join: 
i.e., #2 = 7d7, X 7rz,+,5,+1 X ... m z,,tJ by A7b, where Zi = a(ri) -AI. Suppose 
that M, is mapped into Nj; using (3) of Lemma 3.7 we change A; into Aj in zziri. 
After doing this for all Mi with h(M,) E Nj for some j, we move the projections to 
Zts back to the root and thereby shrink the expression by A7a. Let & be the 
resulting expression. 
(2) Suppose that h(M,) is not in Nj for any j. Then h(M,) = {u} for some leaf u 
of 4, whose projection does not contain any copy of A. We include Af in the 
projection at u; since Al does not appear in any other leaf this preserves equivalence 
by A7b. Let 4; be the expression that results by doing this for all Mi that are not 
mapped by h into some Ni. 
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We have 4; G dz and (I = 4, provable from the axioms. Every leaf u of 45 
(corresponding to a leaf of (*) is mapped by h to a leaf h(u) of 4; that contains the 
copy (or copies, if they are in a) of A that u contains. 
Let w, and v/* be the expressions that are constructed from $i and & by doing the 
previous procedure for all A E U. We have ‘c/~ E d2, w1 = 4,) and every leaf nx,(x) of 
‘1/Z is mapped to a leaf z,,(E) of w, with Xi G Yj. We replace zxi by zyj in each leaf of 
wz to get an expression I& with w; E w2 by A7a. Then we replace identical leaves 
with one of them to get wi = n,a = wi c v/z s & (by A2). Every leaf of wf is now 
identical to a distinct leaf of vi; i.e., w, = II,(U m s) for some r. From A2 we have 
7c,(u m r) E z,(u), and thus #1 = vi E u/$’ s ti2. 1 
4. ALGEBRAIC DEPENDENCIES 
DEFINITION. An algebraic dependency is an assertion of the form 
where #i and dz are project-join expression. 1 
EXAMPLE 4.1. The multivalued dependencies are special cases of algebraic 
dependencies. In fact, so are the far more general projected-join dependencies since 
the PJD on X, ,..., X, projected in X can be expressed as 
EXAMPLE 4.2. We have already seen that the functional dependencies are 
algebraic. For example, A + B can be expressed as 
We can say, informally, that the language of algebraic dependencies possesses some 
form of equality. I 
EXAMPLE 4.3. Transitive dependencies [ 111 are algebraic. For example, the 
dependency Tr(X, Y, Z) can be expressed as 
EXAMPLE 4.4. Any template dependency [ 131 can be rendered as an algebraic 
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dependency. Let T be a tableau defining a template dependency. Let Q be the 
corresponding canonical shallow expression. Then the equivalent algebraic depen- 
dency is 
$(R) c ~t,&~. 1 e 
Apparently, the algebraic dependencies are quite general. More importantly, we 
shall show that if ZU {o} is a set of algebraic dependencies, and furthermore .Z k u 
(i.e., all relations satisfying Z must also satisfy a), then o is derivable from Z by 
Al-AR This strongly suggests that the notion of algebraic dependency is the natural 
conclusion of the search for a general axiomatizable data dependency. 
In order to show the completeness of Al-A8 for algebraic dependencies, we first 
revisit the chase (recall Proposition 3.1). In the previous section we described the 
chase procedure for dependencies oi of the form #JR) G n,.(R). Let Z = (a, ,..., a,} 
and uk+l be dependencies of this form. The chase is essentially a combinatorial 
construction of a counterexample to the implication C k= uk +, . 
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EXAMPLE 4.5. Let us prove pseudotransitivity of MVDs (recall Example 2.2) by 
using the chase. In this case we have k = 2, Q, = xx,,(R) x n,,,-,,,(R), 
$2 = 7cyz(R) % ~c~~~-~~,(R), and q& = 7cxcz- y, m 7cxyw, where W = U - XYZ. 
T, is shown in Fig. 8a-where we have, for simplicity, one attribute for each set of 
attributes X, Y, Z - Y, and W, respectively, labeled X, Y, Z, and W. 
If we apply 4, to T3 we obtain the relation (tableau) shown in Fig. 8b; if we apply 
& to that we get the relation of Fig. 8c. Since (X, Y, Z, w> E &(#,(T,)) we conclude 
that (X, Y, Z, w> E chase(T,) 3 @2($1(T3)), and hence we have shown that 
zl=a,. I 
We say that a dependency 4(R) E n,(R) is full if a(#) =X = U. We introduce 
below another proposition, (cf. Proposition 4.1) which shows the chase under a 
different light in the case of full dependencies: as an algebraic construction of a proof 
of the implication ,JC t= uk+, . This point of view is central in the proofs that follow. 
Let aie Qi(R) c R, for i= l,..., k + 1, be full dependencies. We call y/(R) a 
substitution of 4, ,..., tik if either w(R) = R or if v is obtained from a #j by replacing 
some of its leaves (i.e., occurrences of R in $j) by other substitutions; the 
substitutions that replace distinct leaves of $j do not have to be the same. Note that 
since a(#j) = U = a(R) for eachj= l,..., k, it is easy to see inductively that u(v) = U 
for every substitution v/, and therefore the expressions we get are well formed. 
PROPOSITION 4.1 (The dual interpretation of the chase). Let ,?Y = (a, ,.,., u,}und 
uk+ , be us above, where the ui)s are fill dependencies. Then, Z + uk+, ~fl there is a 
substitution w of 4, ,..., #k such that #k+ ,(R) c y/(R) is a tautology. 
Proof. If such a substitution exists, then C k v(R) s R by monotonicity; thus, 
C+h+,C:v(R)cR~uk+,. 
For the other direction, suppose that ,JC k uk+,. By Proposition 3.1, chase(T,+,) 
contains the tuple (A, B,..., Z). We shall assign a substitution v’t to each tuple t of 
chase(T,+,). If t E Tk+l, then vt = R. Otherwise, t was obtained by applying some $j 
to tuples t, ,..., t,. Then wt is defined, recursively as ~j applied to tqI, ,..., w,,; i.e., we 
replace a leaf of $j that corresponds to ti with the substitution vti. Now let w be the 
substitution associated with (A, B,..., Z). We claim that $k+ ,(R) G w(R) is a 
tautology. But this follows from a result of [I], which states that #k+,(R) G v(R) iff 
(4 B,..., Z> E WV’,, 1); and this is true by the construction of tq. 1 
EXAMPLE 4.5 (continued). To show that (u,, u2} k u3 it would suffice to 
observe that the following inclusion is tautologically true: 
I*\ Txcz-Y) 7rXYW 
/ 
c 
J\ 
\ +/ 
TY(U -YZ) 
R R I\ 
‘R 
/ 
TxY TxcyxY) 
R R 
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The right-hand expression is recognized as the substitution (of 4, and R into the left 
and right leaf, respectively, of &) which corresponds to the tuple (A, B,..., Z). a 
We now embark on our proof of completeness of our axiomatic system. Recall the 
set F of functional dependencies defined in the previous section: F = {Ai -+ Aj : A E U, 
i, j = 1, 2 ,... }. As in Lemma 3.4, a set of algebraic dependencies C = 
(q)j(R)5, yli(R) 1 i = l,..., k} logically implies another dependency u 6 $k + ,(R) c,, 
vk+ i(R) iff z’ U F + u’, where C’ and u’ are as C and (I with C< replaced by C. That 
is, we can replace the semantics of extended relations by functional dependencies, 
and, therefore, deal only with FDs and dependencies of the form 4 G w applied to 
ordinary relations (not extensions). 
Again, we are going to use the chase procedure. In the previous section, we 
described the rules for FDs and for dependencies 4(R) E z,(R). We now have to 
extend the last rule to the case where ly, the right-hand expression of the dependency, 
is more complex than just a projection. If T is a tableau, the rule for 4(R) c n,(R) is 
to add to T those rows that are in #(7’) (padded out to U with new nondistinguished 
symbols). Let T, be the tableau of 4; then #(r> = f,,(T). That is, if p is a valuation 
from T, to T mapping rows to rows, then the image of the summary of T,, p(s( T, )) 
is one of the rows of #(T). Now, for $(R) c I@) we need to add rows to T so that 
$( 7J E w(T). We do this as follows. Let p be a valuation from T, into T (mapping 
rows into rows); then p(s(T,)) is such a row in 4(T). In order to have this row also in 
w(7), we must add to T tuples so that there is a valuation p’ from T, to the extended 
tableau T which agrees with p on the distinguished symbols of T, (and T,). 
Therefore, what we do is extend the valuation p to p’ by mapping the 
nondistinguished symbols of Tti into new nondistinguished symbols that are not in T, 
and then add the images of the rows of Tti under p’ to T. 
As before, the rules for FDs are applied as soon as possible. If ,5 is a set of FDs 
and dependencies of the form gi(R) G y/,(R) an u is the dependency 4(R) c v(R). d 
then we chase the tableau of 4 applying the rules for the dependencies in C. As in 191 
and the previous section, we have E l= u iff there is a valuation from T, to chase,( T,) 
that maps distinguished symbols to distinguished symbols (a homomorphism); i.e.. iff 
V,) E v(chase,(T,)). 
THEOREM 4.1. Let ui 0 #JR) E, tqi(R), i = l,..., k + 1 be algebraic dependencies. 
Then any implication C = {a, ,..., uk} I= uk+ , can be proved by axioms A l-A8. 
Proof: Let X be the set of attributes that appear in the ui’s, and F the set of 
functional dependencies Ai --t Aj. From our previous discussion C b u iff C’ U F i=o’. 
where u’ and ,E’ are dependencies of the form #(I) c y/(Z), and, where Z ranges over 
all relations on X. Suppose now that z’ U F +=a’. Then there is a finite n such that 
the tableau T’ that results after the application of n rules of the chase on Tm, ,, 
contains the image of a valuation of TO,+I that preserves distinguished symbols (i.e., a 
homomorphism). We construct the chase by applying the FDs as far as possible 
between any two consecutive applications of a rule for a dependency of E’. That is. 
we have a sequence of tableaux TO = TO,*, , T;, T,, T{ ,..., T,,, TA, where T; -= 
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chase,(Ti) and ri+, is obtained from T; by a single application of a rule for some 
a; E Z’. Let xi be the canonical shallow expression for Ti (and T[). From Lemma 3.8 
we have dk+, =e x0 provable from A 1-A8. Since there is a homomorphism from Tti,, , 
into T; we have x,, se vkt, and from Theorem 3.4 this identity can be proved from 
Al-A8. Thus, it suffices to prove that xi E, xi+, can be derived from Z using Al-A8. 
Our proof uses essentially the ideas of Proposition 4.1, where the substitution must 
take into account that the dependencies are not full. 
Suppose that Ti+ , is obtained from T; by an application of the rule for dependency 
uj. For each attribute A, in a = ~(4~) = a(~~) we introduce one new attribute A; that 
does not appear in X or xi. Let a’ be the set of these new attributes. Let Jj, pj be $j 
and wi with the attributes in a renamed into ~1’. From Lemma 3.7 we have 
@j +K (mA,ea Ad;) ze (#ji)olao’, and Wj ++c (xA,,,AJ;) ze (Wj)oIoaL* Thus, from 4j s Wj 
we can derive (using Al-A8) that (#j)a,oa,~e (vj),,..,. But $j=<x~,[(#j)~laa’] and 
@j =e 7C=,[ (wj),I,,,]. Thus, from Theorem 3.4 we can derive #j E, wj, 
Let p be a valuation from Tej into T:. If xi = x,,,,+,,(x, rrr,], let Bi be 
II a(~k+,d% ~~1, where Z, contains Y, and those attributes Ai for which a row of 
TO. mapped by p into t  has a distinguished symbol (of T,,) in A,. 
Let ei = rr,, 19~. The valuation p is now a homomorphism from Tsi into the chase 
under F of Tei. Thus, GisiJjS,vje Therefore, from axiom A2, 
ei =e 8, X na,ei E, ei X Wj, and na(mk+,,(ei) s ra(mk+,)(ei X Wj> (1). 
Since p was a valuation from T”, into T;, the a’ columns in the tableau of 8, 
contain equal symbols only if the corresponding a columns of T; contain equal 
symbols in these positions. Hence, the canonical shallow expression for ~c,,~~+,)(B~) is 
xi (i.e., the chase of zatBk+,) (19~) under F will not identify any symbols of T,!). Thus, 
Xi =e 71c2(~r+l) (ei) (2). On the other hand, the rules for the FDs will copy the portion of 
TOj that is in the attributes a’ in the tableau T for z,(mk+,J(Bi m pi) into the attributes 
a. Therefore, the chase, of T (restricted to X) will be exactly T:+ ,, and xi+, =(, 
71 ocmk+,,(8i N vj) (3). Combining (l)-(3) we conclude that xi E,x~+, can be derived 
from ui and the axioms. 1 
5. EXPRESSIVE POWER 
In this section we shall briefly examine algebraic and related dependencies from a 
model-theoretic viewpoint. In order to prove an interesting result, we are forced to 
expand our algebraic language to contain the operations of union and difference. The 
goal of this section is twofold. First, by exhibiting the power of the expanded 
language we further justify the usefulness of “equational” dependencies such as 
algebraic dependencies. Second, we point the way towards a host of interesting open 
model-theoretic questions concerning data dependencies. 
Let PC2 D(A)XD(R’X “’ be a predicate on finite relations. We say that P is domuin- 
independent if, whenever R E P and h is a set of permutations of D(A), D(B), etc., 
then h(R) E P.3 If P is domain independent, its index is the number of equivalence 
3 Our notion of domain-independence differs from the one in 181. 
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classes in which P is divided if one considers R z R’ whenever R ’ is a “renaming” 
h(R) of R, as above. 
We are going to use one copy of each attribute in U without a subscript as a 
“standard” copy of the attribute: R will also stand for the projection rr,.(R) of E on 
the set of standard copies. 
THEOREM 5.1. Let P be any domain-independent predicate of finite index. Then 
there is an expression #p over project, join, union, and difference such that 
REP iff #p(R) 7 R. 
Proof. Let E,, E, ,..., E, be the equivalence classes of P. For each E, we are 
going to construct an expression cj such that for all relation R 
cj(R) = R if R EE, 
=0 otherwise. 
The theorem would then follow, since U,F=, ej(R) would be the required expression 
for P. 
Consider therefore an equivalence class Ej. Intuitively, if R E Ei. then 
(a) R has a fixed number kj of tuples, and 
(b) R’s tuples conform to a fixed “pattern.” 
Let us first construct an expression 4k such that 
$,@I = R if R has exactly k tuples 
=0 otherwise. 
Consider the expression zv,(R,mR, . . . mR,-U,,i<jGkRiRjX(mj+,,,iR,)). Here, 
Ri means rrr,i(E), the ith copy of R. If R has at least k tuples t, ,..., t,, then the join 
contains a tuple (t,, t, ,..., tk), not contained in the union; similarly for the tuples 
(t*, t 3,...r t,, t,), etc. Thus, the expression gives exactly the first copy of R. On the 
other hand, if R has fewer than k tuples, then the join is a subset of the union, and the 
expression gives the empty set. Let Q;(R) be the expression with the standard copy of 
U in place of U,. Then we have 
I$;(@ = R if R has at least k tuples 
=0 otherwise. 
Finally, we may define 
O,(@ = (R - 4X6) -- (R - $;- ,@I). 
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Now let r = {t ,,..., tkj) be any relation in Ej. Let the domain elements of A that 
appear in r be a,, a,, etc. With each a, we associate a copy A i of A. For each tuple ti 
(1 < i < kj) of r, let Xi be the set of copies of the attributes associated with the entries 
of the tuple;, clearly, Xi contains exactly one copy of each attribute of U. The 
expression &j is defined now as 
The first part of sj guarantees that R has kj rows. The ith argument of the union is 
either empty, or the relation consisting of the ith row of r, in case there is a mapping 
h from the domains of R to those of r that creates all rows of r. The second part of 
each argument prevents any two domain elements to be mapped, by h to the same 
domain element of I, and thus h has to be a renaming. Since R has also kj rows, it 
follows that sj(R) = R iff and only if R is a renaming of r, and ~~(1) is empty, 
otherwise. This completes the construction and the proof. I 
EXAMPLE 5.1. Let r = {(a,, b,)(a,, b,), (a,, b3)}. ej is as shown. 
&j(R) = #j(R) X [xAB(ABA 1 B, ++z Y SC 6) U n,,(ABA 1 B, X Y X S) 
u ~A#BA,B, m Y m a>], 
where 
and 
y=A,B, XA,B,%A,B,, 
d=(A,mA,-A,A,)m(B,mB,-B,B,)m(B,mB,-B,B,) 
m (B, m B, - BIB,) 
$,(R) = [R - rc”(R m R, m R, - (RR, m R,) - (RR, m R,))] 
- [R -7c,(R m&-RR,)]. 1 
6. EMBEDDED IMPLICATIONAL DEPENDENCIES 
An embedded-implicational dependency (EID) [8] is a sentence of the form 
(Vx, a-. x,)((A, A A, ..a A A,)+ (3y, a.. y,J(B, A ..I A B,)). 
in the language of equality and a single r-ary relation symbol R. The set of variables 
x1 >***, X”,r y, ,***, y, is partitioned into r disjoint sets V,,..., V,; Vj contains the 
variables of fypej. Each of the Ai’s and Bi)s is of the form either (a) z = w for some 
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1 < j < r and z, w E Vi, or (b) R(z, ,..., zr) for some zj E Vj, j = l,..., r. We require 
that m > 1, each xi appears in at least one Aj of the form (b), and similarly each yj 
appears in one Bj of the form (b). 
Intuitively, an EID says that if certain tuples exist in the relation R, then (a) 
certain pairs of domain elements must be identified and (b) some tuples must exist in 
R. 
THEOREM 6.1. For every embedded implicational dependency there is an 
equivalent algebraic dependency, and vice versa. 
ProoJ: (1) Let u be an embedded implicational dependency, and let C, ,..., C, be 
the attributes of R. Let X be a set of attributes that contains / Vjl distinct copies of 
attribute Cj of R, one for each variable in Vj, and let Y be the subset of X which 
corresponds to variables that appear both in some Ai and some B,i. We shall 
construct two project-join expressions 4, w on X with a(#) = a(w) = Y such that u 
holds for a relation R iff 4(E) se I,@). The expressions $ and v are shallow of the 
form f$ = 71,(71,, m ... x2.) and v = rcy(7tw, m e.. ;rrws). If Ai (resp. Bi) is of the form 
z = w for z, w E Vj, then Zi (resp. Wi) is CjC,!‘, where CJ, Cy are the copies of Cj in 
X that correspond to z and w. If Ai (resp. Bi) is of the form R(z, ,..., z,), then Zi (resp. 
Wi) is Cl C; ... C:, where Ci is the copy of Cj in X that corresponds to z, for 
j = l,..., r. 
For example, suppose that R has attributes C,, C,, and C, and consider the 
embedded-implicational dependency o for the functional dependency C, + Cz. The 
dependency u is Vx,x,x~x,x~[(R(x,x,x,) A R(x,x;x;))-+ x2 =x;]. Associating 
copies of the attributes to the variables in an obvious way, we have 
X=C,C,C;C3C; and Y=C,C;. The expressions 4 and I// are as follows: 
4 = ~c2ci(~c,c2c, m ~~~~~~~~ and v = ~c2ci(+i) = ~~~~~ (cf. Example 4.2). 
Returning to the proof of the one direction of the theorem, notice that there is a l- 1 
correspondence between assignments of values to the variables of o and tuples over 
the corresponding set of attributes. Let X, be the set of attributes that correspond to 
the x;s. Let t be an Xi-tuple (assignment of values to the xi’s). If the clause A, is of 
the form (b), then clearly t[Zi] E rcz@) iff the clause Ai is satisfied by the 
assignment t. If Ai is of the form-(a), say Zi= CjCy, then t[Z,] E ;rrzJ(R) iff (i) 
tICJ!] = t[Cj’] and (ii) t[Cj] En,;(R) ( i.e., t[Cj] appears in R). Part (1) holds iff 
clause Ai is satisfied by t. Since each xj has to appear in at least one A clause of the 
form (b), part (ii) will hold also if this A clause is satisfied by the assignment f. 
Therefore, an assignment t to the xts satisfies the left-hand side of cr. iff 
f E h, m ... # n,“)(E). That is, a Y-tuple u is in #(i?) iff it can be extended to an X,- 
tuple t which ( when viewed as an assignment for the x variables) satisfies the left- 
hand side of u. Similarly with v. Therefore, d(R) g&j w(x) iff u holds in R. 
(2) Let 4(R) ze v(R) be an algebraic dependency. Let T,. T, be the tableaux of 
1 and li/ and let us assume without loss of generality that the only common symbols 
are the distinguished ones. For each symbol of Tm we have a variable xi, and for each 
symbol of T, that does not appear in T, a variable vi. We construct an EID u over 
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the xI)s and yi’s. The left-hand side of o is constructed from T@ has follows: Let us 
assume without loss of generality that the columns of TO consist of 1 copies of U. For 
every row t of T,, u has I clauses A of the form R(zl,..., z,), where the zi’s 
correspond to the symbols of t in the fth copy of U, and additional A’s of the form 
z = w that equate variables that correspond to symbols of t in different copies of the 
same attribute. The right-hand side of u is constructed similarly from IC/. It is easy to 
see then that d(E) ce y/(E) iff (T holds of R. 1 
Fagin [8] defined an operation on relations over the same set of attributes as 
follows. Let R , , R z . . . be such relations. The direct product of R,, Rz,..., denoted as 
@ (R , , R, ,... ), is the relation 
{((a,, a,,... )(bl,bz,...),..., (d,,d,,...)): 
(uj, bj ,..., dj)E Rj forj= 1, 2 ,... }. 
The direct product is essentially the Cartesian product, compressed to the same 
number of attributes as the original relations. 
It is easy to see that 0 commutes with n, X, - (extension of a relation), and thus 
for all algebraic expressions 4 over .extended relations 
#CO CR, 3 Rz,...)) = 0 @@A, 4(R,),...). (1) 
Furthermore, @ is componentwise monotonic when applied to nonempty relations. 
That is, if R,, R, ,..., RI, R; ,... are not empty, then 
@ (R,,R, ,... )c @ (R;,R; ,...) iff R,ER;, R,ER; ,.... (2) 
A predicate P on relations is called faithful with respect to direct product [8] if P 
holds of @ (R , R, ,... ) iff it holds of each Ri (whenever all R;s are nonempty). 
LEMMA 6.1. [8] Algebraic dependencies are faithful with respect to direct 
product. 
ProoJ: Let R , , iJ2 ,... be nonempty relations over the same set of attributes U, and 
let u o d(x) se v(R) b e an algebraic dependency. We have, u holds of @ (R, , R,,...) 
iff 4(@ (RI, R2,.-)) c ~(0 CR,, R,,...)) iff 0 @(%), &),...) G 0 (&I, 
I&),...) (by (1)) iff $(R,) G y/(F), d(K) G I&&,... (by (2)) iff u holds of each 
Ri. I 
Let Z be a set of predicates (of some class C) on relations. An Armstrong relation 
of C (w.r.t. C) is a relation R such that, for all u E C, R satisfies u iff Z k u. 
COROLLARY. [8] Any set Z of algebraic dependencies has an Armstrong 
relation. 
Proof: Let 0,) u2,... be all algebraic dependencies that are not implied by Z. Let 
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Ri be a counterexample to the implication C I= uir and let R = @ (R,, R,,...). Since 
the empty relation satisfies all algebraic dependencies, the Ri’s are nonempty. Thus. it 
follows from Lemma 6.1 that R is an Armstrong relation for C. I 
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