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Abstract 
In this paper, we present SMART (Sequence 
Matching Across Route Traversals): a vision-
based place recognition system that uses 
whole image matching techniques and 
odometry information to improve the 
precision-recall performance, latency and 
general applicability of the SeqSLAM 
algorithm. We evaluate the system’s 
performance on challenging day and night 
journeys over several kilometres at widely 
varying vehicle velocities from 0 to 60 km/h, 
compare performance to the current state-of-
the-art SeqSLAM algorithm, and provide 
parameter studies that evaluate the 
effectiveness of each system component. 
Using 30-metre sequences, SMART achieves 
place recognition performance of 81% recall 
at 100% precision, outperforming SeqSLAM, 
and is robust to significant degradations in 
odometry.  
 
1 Introduction1 
Place recognition is a fundamental problem for 
navigating systems and has been the subject of many 
theoretical and technological approaches. Global 
methods, such as GPS, rely on satellite coverage, 
performing poorly in dense metropolitan areas (“urban 
canyons”) and failing entirely in the absence of satellite 
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signals (e.g. in tunnels). Significant work has gone into 
investigating alternative technologies to navigate 
without global cues, particularly within the field of 
Simultaneous Localisation And Mapping (SLAM) 
[Cummins and Newman, 2008; Davison, et al., 2007; 
Dissanayake, et al., 2001; Konolige and Agrawal, 
2008; Milford, et al., 2004]. 
In recent years, visual sensors have become a 
primary component of many state-of-the-art place 
recognition systems, due largely to their wide 
availability, small form factor, minimal weight, modest 
power requirements and low cost [Chaumette, et al., 
2010; Hager, et al., 2007; Neira, et al., 2008]. In 
parallel with these developments, there has been an 
increasing focus on long-term autonomy for robots and 
navigation systems, with regular international 
conference workshops dedicated to this theme (e.g. 
ICRA, RSS and IROS). Designing a vision-based 
system that can work across commonly encountered 
real-world perceptual change such as day-night cycles, 
seasonal change and varying weather conditions is 
quite challenging. A few systems have demonstrated 
promise in this area [Johns and Yang, 2013; Milford 
and Wyeth, 2012; Sünderhauf, et al., 2013b], but all 
have specific requirements, such as prior training 
[Johns and Yang, 2013; Sünderhauf, et al.], very long 
image sequences and repeatable vehicle speed profiles 
[Milford and Wyeth, 2012; Sünderhauf, et al., 2013a], 
significantly limiting their general applicability. 
In this paper, we overhaul the SeqSLAM 
algorithm by introducing self-motion information and 
new image matching techniques to address challenges 
 
 
Figure 1: With the SMART algorithm, we enhance the change-invariant properties of the SeqSLAM algorithm and add odometry in order to learn 
and compare image sequences with constant inter-image spatial separation, producing velocity-invariant matching performance. 
of significant velocity variation, extreme perceptual 
change (Figure 1), and the reduction of image 
sequences to practically useful lengths. Each of these 
goals is achieved using consumer-grade sensors, 
uncalibrated imagery and the absence of a training 
phase. We call the new process Sequence Matching 
Across Route Traversals (SMART).  
The paper proceeds as follows: Section 2 provides 
background information on vision-based place 
recognition, mapping and odometry. In Section 3, we 
describe the SMART algorithm, reviewing components 
from SeqSLAM and introducing novel improvements. 
The experimental setup is detailed in Section 4 with 
results presented in Section 5. Finally, we discuss the 
outcomes of this paper and present suggestions for 
future work in Section 6. 
2 Background 
Vision systems have rapidly increased in popularity 
due to their wide availability, rich information content 
and relatively low cost. State-of-the-art visual SLAM 
systems, such as FAB-MAP, have demonstrated 
successful place recognition over repeated paths of 
long (1000 km) journeys [Cummins and Newman, 
2009]. FAB-MAP requires training in an environment 
similar to where it will be deployed to build a 
codebook of features. 
As passive sensors, cameras produce images that 
are highly dependent on changes to their orientation 
(pose) or the surrounding environment. Feature finding 
techniques, such as SIFT [Lowe, 1999] and SURF 
[Bay, et al., 2006] – as used in FAB-MAP, work 
towards addressing the former problem, but fail to 
address the latter – particularly under extreme 
perceptual change [Milford and Wyeth, 2012]. 
To address changes in appearance, vision sensors 
are often fused with auxiliary sensory devices, such as 
thermal cameras [Vidas and Maddern, 2012] and lasers 
[Gallegos, et al., 2010; Newman, et al., 2009], but this 
increases the cost and complexity of the overall system. 
As such, it is desirable to solve the place recognition 
problem using only vision. 
In achieving this aim, SeqSLAM uses featureless 
matching techniques along sequences of images to 
perform place recognition across extreme perceptual 
change [Milford and Wyeth, 2012], even under 
significant motion blur [Milford, et al., 2013] and over 
very long (3000 km) journeys [Sünderhauf, et al., 
2013a]. However, due to the linear nature of its 
sequence searching, SeqSLAM requires approximately 
similar speeds in repeated route traversals. Cooc-MAP 
addresses these shortcomings by allowing accelerations 
in sequence searching, and building a database of 
features seen at different times of day [Johns and Yang, 
2013]. The disadvantage of this approach is that several 
traverses of a route are required to train the system – 
including those at similar times of day to the query 
traversal, increasing time and storage overheads. 
Additionally, allowing accelerations leads to a 
exponential growth in possible sequence matches, 
increasing the likelihood of finding spurious sequence 
matches. 
Augmenting visual place recognition with 
odometry has previously been shown to improve 
performance. For example, CAT-SLAM [Maddern, et 
al., 2012] uses odometry information for pose filtering, 
reducing computational time and increasing loop-
closure accuracy. Other approaches, such as 
OpenStreetSLAM avoid image matching entirely by 
fitting odometry-based trajectory shapes to known road 
networks [Floros, et al., 2013], but this technique relies 
on relatively accurate translational and rotational visual 
odometry. It also struggles in areas where road shapes 
exhibit self-similarities, such as highways and gridded 
street layouts. 
In this paper, we combine the promising 
performance of SeqSLAM with new matching methods 
and odometry to overcome its shortcomings. 
3 SMART 
This section describes the primary components of the 
SeqSLAM algorithm and introduces the novel 
improvements of SMART. 
3.1 Image Comparison Techniques 
As a pre-processing step in SMART, we use a sky 
segmentation technique (which we call Sky Blackening) 
to effectively remove the sky in daytime traverses, 
preventing dissimilar skies (such as from day to night) 
from degrading matching performance (Figure 2).  
 
Figure 2: Each daytime frame (a) is converted to a contrast-
enhanced image (b), which is then thresholded by valley-
emphasis to produce an image mask (c). The original image is 
masked and converted to greyscale for image matching (d). The 
corresponding night time frame (e) and its greyscale form (f) 
are shown for comparison. 
This process is achieved by first producing 
contrast-enhanced greyscale images from the original 
RGB images. The transform function was developed 
by [Thurrowgood, et al., 2009], who manually 
segmented 124 varied images and minimised the sky-
ground overlap using both chrominance and luminance 
information. This transform gives the new image, C: 
 
C = −1.16R+ 0.363G +1.43B−82.3  (1)  
which is then thresholded using the valley-emphasis 
method [Ng, 2006] to form an image mask which 
excludes the sky region of the image (sky pixels set to 
0). The valley-emphasis method was chosen, as it does 
not assume a bi-modal distribution in the image 
histogram. Although not presented in this paper, this 
method was found to correctly segment the majority of 
our own datasets, including bright blue, partially 
clouded and overcast skies. The image mask is used to 
blacken out the sky in the original image, which is 
converted to a greyscale image, I, using the standard 
transform: 
 
I = 0.2989R+ 0.5870G + 0.1140B  (2) 
To improve performance on traverses with shifts in 
lateral pose, SMART implements variable offset image 
matching – a technique which SeqSLAM lacks, but has 
been previously used in SLAM systems [Milford, et 
al., 2011]. Each query frame is compared to each 
database frame (template) at a range of offsets (Figure 
3), with Sum of Absolute Differences (SAD) 
performed on the overlapping region, and the minimum 
difference score chosen. The compared images are pre-
processed, resolution-reduced and patch-normalised. 
This produces an image difference score, dmin: 
 
dmin =
−xmax left≤u≤xmaxright
−ymaxup≤v≤ymaxdown
mind(u,v)  (3) 
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where Rx and Ry are the dimensions of the images A 
and B being compared. XA, YA, XB and YB are vectors 
representing the overlapping region of images A and B 
respectively: 
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Figure 3: For each comparison, query frame B is slid over 
template frame A in a range of offsets (within the dashed 
boundary), with the minimum difference score calculated. 
3.2 Distance-Based Template Learning 
SMART uses odometry information (sourced either 
from wheel encoders or vision), synchronised with 
video data. Resolution-reduced, patch-normalised 
templates are learnt at regular distance intervals, rather 
than fixed time or frame intervals (Figure 4). To 
function effectively, repeatable (but not metrically 
accurate) translational velocity information is required 
at regular intervals. As query frames are compared to 
templates using SAD, we assemble all difference 
scores (dmin values) into a vector, D for each frame. 
 
Figure 4: Instead of fixed-time intervals, SMART learns 
templates and queries frames at a fixed-distance (fdist), allowing 
sequence searching to be invariant to vehicle velocity.  
3.3 Local Neighbourhood Normalisation 
SMART uses the same normalisation process as 
SeqSLAM, as described here. To remove biases caused 
by illumination variation between route traversals, each 
element Di in the difference vector D is normalised 
within a fixed range (l) to enhance the local matching 
contrast. This process gives the new difference vector, 
Dˆ :  
 
Dˆi =
Di −Dl
σ l
 (9) 
where Dl  is the mean value of the difference vector, 
and σ l  is the standard deviation. 
3.4 Localised Sequence Searching 
In searching for image sequences, vectors are joined to 
form an image-matching matrix, M: 
 
M = DˆT−ds , DˆT−ds+1,…, DˆT"# $%  (10) 
where ds is the sequence length and T is the current 
time. Straight-line paths are then projected from each 
element in DˆT−ds to find the lowest-cost sequence, 
which has a normalised difference score, S: 
 
 
S =
Dkt
t=T−ds
T
∑
ds
 (11) 
where k is the index of the column vector Dt that the 
search trajectory passes through: 
 
k = s+ (ds −T + t)tanφ  (12) 
where s is the number of the originating template and ϕ 
is the search trajectory angle (Figure 5). 
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Figure 5: Image sequences are searched by finding the lowest-
cost (dark blue) straight-line segment across recent image 
difference vectors over a varied search angle, ϕ. For clarity, 
only one sequence starting point is shown. 
A vector, S, is then formed with the lowest cost 
trajectory for each template, and sequences are rejected 
or accepted by applying a threshold to their costs. 
The straight-line search process makes the 
assumption that the second traversal of a route is 
performed at a speed proportional to the first, with 
negligible acceleration along each sequence. These 
assumptions obviously do not hold true in 
environments where there is significant speed variation 
(such as in busy city streets), leading to poor 
performance. SMART performs template learning and 
querying in consistent distance intervals, constraining 
the search space within M to approximately 45° 
straight lines. In addition to speeding up the search, this 
eliminates ambiguities when searching for image 
matches, as shown in Figure 6. 
 
Figure 6: Video comparison matrices, without (left) and with 
(right) odometry information. Each pixel represents the 
difference score of a compared frame pair, with weak to strong 
matches from red to blue. The sequence searching process is 
constrained to a straight line, increasing computation speed and 
reducing the potential for spurious matches. 
4 Experimental Setup 
In this section, we describe the equipment, testing 
environment, ground truth analysis, dataset pre-
processing and parameter studies. 
 4.1 Equipment 
All video footage was recorded using a GoPro Hero3 
Black Edition camera. The camera was mounted to the 
dashboard of an unmodified car, facing through its 
front windscreen. The GoPro camera has a wide field 
of view (approximately 170 degrees) due to its short 
focal length of 2.77 mm (15 mm full-frame 
equivalent). 
Odometry information was collected using an 
OBDPro USB Scantool connected to the car’s OBDII 
interface. Data were logged into a comma-separated 
values file as timestamps and speeds on a standard 
laptop computer. The experimental setup is shown in 
Figure 7. This odometry information is available on 
most modern vehicles. 
 
Figure 7: The GoPro camera was affixed to the vehicle’s 
dashboard, facing through the front windscreen (top-left, 
bottom). An OBDPro was used as an interface between the 
vehicle’s OBDII port and the laptop computer (top-right). 
4.2 Dataset 
The dataset consisted of two driving journeys through 
the busy streets of Surfers Paradise on the Gold Coast 
in Australia (Figure 8). One traversal was done during 
the day with intermittent rain in overcast conditions, 
and the other was performed at night time in clear 
weather. Both traversals were done in peak traffic, with 
considerable speed variation and significant amounts of 
stopping and starting. The speed variation within a 
single journey and the speed inconsistencies between 
journeys at corresponding places was much more 
significant than in the original SeqSLAM datasets 
[Milford and Wyeth, 2012]. Each journey was 3.5 km 
long, taking approximately 15 minutes for the night 
traversal and 20 minutes for the day traversal. This 
dataset posed many challenges in perceptual change as 
the environmental illumination transitioned from 
uniform and natural to bright, artificial and colourful. 
Video datasets are available from 
https://wiki.qut.edu.au/display/cyphy/Michael+
Milford+Datasets+and+Downloads 
 
Figure 8: Map of Surfers Paradise dataset, showing camera 
path. Source: Google Maps. Note the U-turn in the north-most 
part of the dataset, which was necessary for street access with 
road closures during dataset acquisition. 
4.3 Ground Truth 
As sufficiently accurate GPS was not available when 
gathering the dataset, manual frame correspondences 
were made to assess frame-matching performance. 
Approximately 200 exact frame correspondences were 
marked, with linear interpolation used to generate in-
between correspondences. The manually selected frame 
pairs can be considered correct to within 1 frame, 
corresponding to a distance of approximately 1 metre. 
4.4 Data Pre-Processing 
The original videos were recorded at a resolution of 
1920 by 1440 pixels at frequencies of 30 and 24 frames 
per second for day and night, respectively. The night 
video was recorded at a lower frame rate to enable a 
longer exposure time (approximately 1/48th of a 
second). A rectangular crop was then performed to 
remove visible internal areas of the car, and both 
videos were converted to 480 by 200 pixels at 30 
frames per second as working copies. 
For the tests with sky blackening, a MATLAB® 
script was used to automatically generate the image 
masks, perform thresholding and save the modified 
daytime video file. Patch-normalisation (Figure 9) was 
applied as a final processing step to every frame of 
both traversals. 
The video files were synchronised to their 
corresponding OBD logging files, which were used to 
generate lists of frame numbers with 1-metre 
separations as inputs to SMART. For the non-odometry 
tests, frame lists were generated with fixed frame 
subsampling to give approximately the same total 
frame count as in the odometry case. 
 
Figure 9: Conversion of a frame from the Surfers Paradise 
dataset to a resolution-reduced, patch-normalised image. 
4.5 Studies and Parameters 
To evaluate the performance of SMART, the following 
scenarios were tested: 
 
1. Classic SeqSLAM 
2. Sky blackening and 1-pixel offset matching in 
each direction 
3. Odometry only 
4. Odometry and the top 25% of each frame 
cropped out 
5. Odometry and the top 50% of each frame 
cropped out 
6. Odometry and the top 75% of each frame 
cropped out 
7. Odometry and sky blackening 
8. Odometry, sky blackening and 1-pixel offset 
matching in each direction 
9. Odometry, sky blackening and 2-pixel offset 
matching in each direction 
 
Scenario 1 acts as a benchmark, demonstrating how the 
original SeqSLAM performs on our challenging 
dataset. Scenario 2 was designed to demonstrate the 
best possible result without including odometry. 
Scenario 3 tests odometry integration without the new 
image comparison techniques. Scenarios 4-7 compare 
the effectiveness of the sky blackening technique to 
simply cropping out part or all of the image regions 
containing sky. Finally, scenarios 8 and 9 were used to 
test the performance effects of the image offsetting. 
A sequence length of ds = 30 was used in all cases, 
which corresponds to 30 metres in the odometry 
scenarios – a reasonable real-world sequence length, 
and an order of magnitude shorter than those used in 
the original SeqSLAM studies [Milford and Wyeth, 
2012]. This sequence length corresponds to anywhere 
from 0 to 255 metres in the non-odometry scenarios 
when vehicle speed, camera frame rate and frame 
learning rate are taken into account. The search was 
constrained to angles of 40°, 45° and 50° – further 
intermediate angles make little performance difference 
due to the short sequence length. Table 1 shows the 
parameters for each of the testing scenarios. 
TABLE I 
PARAMETER LIST 
Parameter Value Description 
Rx,Ry 64,32 
Reduced image 
size (scenarios 1-
3, 7-9) 
Rx,Ry 64,24 
Reduced image 
size (scenario 4) 
Rx,Ry 64,16 
Reduced image 
size (scenario 5) 
Rx,Ry 64,8 
Reduced image 
size (scenario 6) 
fjump 15 frames 
Frame learning 
rate (scenario 1-
2) 
fdist 1 metre 
Frame learning 
rate (scenarios 3-
9) 
l 80 templates Neighbourhood length 
ds 30 frames Sequence length 
P 8x8 pixels Patch size 
xL, xR, yT, yB 1,1,1,1 
Maximum shift 
offsets (scenarios 
2 and 8) 
xL, xR, yT, yB 2,2,2,2 
Maximum shift 
offsets (scenario 
9) 
ϕ  [40°, 45°, 50°] Trajectory search angles 
 
4.6 Speed Variation 
To test the sensitivity of SMART, we started with 
optimal settings (scenario 8) and artificially 
downgraded the quality of the odometry signal. Each 
velocity value in the query traversal was increased by a 
given percentage to simulate scale error from 10% to 
50% in steps of 10%.  
5 Results 
In this section, we present the speed variation results, 
the sequence matching performance over all testing 
scenarios and the performance with degraded 
odometry. A video accompaniment to this paper 
demonstrates the methodology and results. 
5.1 Speed Variation 
To illustrate the significant speed variation within and 
between each traversal of the Surfers Paradise dataset, 
we present the graph seen in Figure 10. These 
variations were caused by occasional bumper-to-
bumper traffic, roadwork and traffic light stoppages. 
 
Figure 10: Plot of the vehicle’s speed as a function of position 
along the day (blue) and night time (black) traversals of the 
dataset. The dotted red line shows the speed profile of the night 
time traversal in the presence of 50% error. Note the large 
number of stops and starts due to busy traffic. 
5.2 Sequence Matching Performance 
Figure 11 shows example image correspondences 
equally distributed along a sequence of the dataset. For 
ease of visualisation, the original images are shown, 
rather than the pre-processed, resolution-reduced, 
patch-normalised versions that SMART uses. 
 
Figure 11: Example images equally-spaced along a sequence of 
the Surfers Paradise dataset. The centre image pair (outlined in 
red) is the reported match from this sequence.  
Precision-recall curves were generated by varying the 
sequence cost threshold and comparing the midpoints 
of the accepted sequences to ground truth. Reported 
matches were deemed correct if they were within 10 
metres of ground truth – a reasonable figure for a road-
based navigation system. The 10-metre threshold is 
also comparable to or significantly smaller than that 
used in previous studies (e.g. 40-metre threshold in 
[Cummins and Newman, 2009; Milford and Wyeth, 
2012; Milford, et al., 2013]). Note that achieving 100% 
recall is impossible, as the first and last ds/2 frames do 
not form part of complete sequences. Precision refers 
to the proportion of returned sequence midpoints that 
were correct, and recall refers to the proportion of 
correct sequence midpoints (out of all possible correct 
frame matches) that were returned. 
Figure 12 shows the performance of image 
matching on the Surfers Paradise dataset under the 
varying parameters. The best result yielded 80.72% 
recall at 100% precision with odometry, sky 
blackening and image offsetting of up to 1 pixel in both 
the horizontal and vertical directions (see Table 2). 
 
Figure 12: Precision-Recall performance for all testing 
scenarios (top) and close-up of scenarios 7-9 (bottom). Note the 
poor performance of the original SeqSLAM algorithm shown in 
the bottom-left corner of the full graph (scenario 1). 
TABLE II 
SCENARIO TESTING RESULTS 
Scenario Best Recall at 100% Precision 
1 – 
2 16.97% 
3 – 
4 01.10% 
5 26.60% 
6 04.68% 
7 75.45% 
8 80.72% 
9 79.79% 
 
Scenarios 1 and 3 performed matching using entire 
images without sky blackening, and each achieved less 
than 1% recall at any level of precision. The integration 
of odometry in scenario 3 had a negligible effect on 
recall and only increased best-case precision to 20%. 
Thus, odometry on its own does not radically improve 
performance if individual image matching is poor to 
begin with. 
The presence of sky regions drastically reduced 
matching performance due to their lack of information 
content. Attempting to crop out these regions without 
significantly removing ground objects (scenario 4) did 
not significantly address this problem, nor did 
removing the majority of sky regions at the expense of 
some ground regions (scenario 6). The compromise of 
a 50% sky crop in scenario 5 was found to be optimal. 
The pre-processing step of sky blackening in the 
daytime traversal (scenario 7) made the most 
significant performance improvement, increasing recall 
by almost 50% when used in lieu of simply cropping 
out the top half of the image. This can be attributed to 
the relatively large information content of buildings 
and ground objects at varying heights – all of which 
were preserved with this technique, while preventing 
sky regions from diluting the matching scores. 
Image matching at varying offsets was shown to 
have the least significant performance improvement 
(approximately 5% increase at up to 1-pixel shifting), 
but we attribute this to the relatively repeated pose of 
the dataset (same lane and camera position between 
traversals). The small drop in performance from 
increasing the allowable offset to 2 pixels was most 
likely caused by visual aliasing – erroneously 
strengthening matches between dissimilar images. We 
expect the image offsetting process to provide a greater 
performance contribution on datasets with larger lateral 
pose variations, such as between lanes on a road. 
To visualise the spread of correct sequence 
matches, recalled frames for scenario 5 at 100% 
precision were overlayed on the ground truth line 
(Figure 13). The areas lacking sequence matches 
generally were found on longer stretches of road with 
less scenic change (aliased environments, common 
distal features). 
 
Figure 13: Ground truth plot of Surfers Paradise for the best-
performance case (80.72% recall at 100% precision). The 
absence of matches at the start and end of the dataset is due to 
those frames not forming part of complete sequences. Note that 
the ground truth line is not straight due to imperfect odometry.  
5.3 Error Performance 
Figure 14 and Table 3 show the performance impact of 
introducing scale error to the odometry signal on the 
night time traversal. 
 
Figure 14: Precision-Recall performance with a scale error 
applied to each velocity timestamp of the query traversal.  
TABLE III 
ERROR PERFORMANCE 
Error on Night 
Odometry 
Best Recall at 100% 
Precision 
None 80.72% 
+10% 82.39% 
+20% 76.66% 
+30% 63.64% 
+40% 57.60% 
+50% 40.75% 
 
As expected, matching performance degraded as the 
introduced error increased, but performance was still 
good (41% recall at 100% precision) even with the 
large 50% odometry error. Surprisingly, there was a 
small performance improvement in the presence of 
10% error. While we cannot conclusively explain this 
apparent outlier, we attribute it to the fact that 
increasing the query velocity causes sequence lines to 
flatten out. A 10% error on ideal odometry corresponds 
to a search angle of approximately 42° – a value still 
within our search range. Observation of the reported 
sequences indicated that this small error pushed a 
higher proportion of false sequences out of the search 
range than true sequences. It is also worth noting that a 
20% error corresponds to a sequence angle of 
approximately 40° (within the search range), thus the 
performance decrease at this error level was relatively 
minor. 
Although not presented here, we also tested a 
range of scenarios with uniform random noise up to 
50% without significantly affecting performance. 
6 Discussion and Future Work 
The results presented in this paper demonstrate how 
adding a velocity signal, even a significantly degraded 
one, results in large improvements in the precision-
recall performance, spatial accuracy, latency and hence 
general applicability of the SeqSLAM algorithm.  
SMART worked successfully in a challenging 
environment with a short sequence length of 30 frames 
– an order of magnitude less than the sequence length 
of 320 previously demonstrated with SeqSLAM. This 
short sequence length proved effective over the 
majority of the dataset, except in bland areas prone to 
aliasing, such as longer road sections with common 
horizons. One possible solution would be to 
automatically lengthen the search sequence based on 
criteria such as trajectory cost or trajectory uniqueness 
– an avenue we are currently investigating. 
Performance remained strong even in the presence 
of significant (up to 50%) error introduced to the 
odometry data. Thus, even a poor odometry signal 
provides a marked benefit to image matching over no 
odometry signal at all (40.75% recall compared to 
16.97%).  
In addition to using odometry to linearise search 
trajectories (as presented in this paper), future work 
could use a characterisation of the odometry source 
quality to appropriately shape the search space and 
improve search speed. For example, if odometry 
information is deemed to be correct within 10%, and 
the camera has travelled a reported 10 metres forward 
since the last sequence match, the current query frame 
should match to a database frame between 9 and 11 
metres since the last known location. Dead reckoning 
using odometry could also be used between sequence 
matches to update the current location estimate until 
the next match. 
While saved frames are small (approximately 2 kB 
per template), the total data requirement becomes 
sizeable when entire road networks are considered. 
Large-scale storage concerns have been previously 
discussed, but go beyond the scope of the paper. 
Instead, we refer the reader to [Milford, 2013]. 
With a fixed database size, there is no 
computational growth in comparing each queried 
image to the database, and real-time computation has 
been calculated to be feasible within a large city 
[Milford, 2013] (a slower initial global localisation 
phase is required if prior spatial context is not used and 
the system has to localise globally). Our method for 
incorporating odometry to constrain the search space 
offers significant speed advantages, likely enabling 
rapid initial localisation in larger environments, such as 
a small country.  
In future, we will continue to develop SMART as 
a place recognition module for real-time navigation 
systems. Odometry is widely available on modern road 
vehicles making deployment relatively straightforward 
on those platforms. The ability of the system to 
function well even with significantly degraded 
odometry is a promising sign for deployment on other 
platforms such as humans, where only alternative 
sources of motion information, such as visual odometry 
or human step counting methods are available.  
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