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This paper introduces a new concept of observability based on the information 
set possessed by a local control station in decentralized ynamic system. 
Necessary and sufficient conditions are presented for the initial state ob- 
servability, present state reconstructibility, and strong observability by the 
local control station. When these conditions are satisfied, the local control 
station, who possesses no information on the control inputs generated by the 
other control station, can uniquely determine the required state vector. Further- 
more, these conditions are stated in terms of the system coefficient matrices 
alone, and provide the structural information of the observable decentralized 
dynamic system. The derivation of the results is based on the properties of 
Penrose generalized inverse of partitioned matrix. An explicit expression for 
the required state vector is obtained as a by-product. The well-known ob- 
servability condition (Kalman, 1961) is also rederived from the results obtained 
in this paper. Examples are demonstrated to illustrate the theory. 
1. INTRODUCTION 
A fundamental  problem in the analysis of physical systems is whether 
unmeasurable state of the system can be uniquely determined from the 
measurable outputs. Given the mathematical  description of the system 
and the observation mechanism, under what conditions can the state of 
the system be determined uniquely on the basis of the observed data ? This  
is the problem of observability. After the introduction of the concept of 
observabil ity by Ka lman (1961), many studies have been devoted to the 
observabil ity problems of dynamic systems. The  theories developed hitherto, 
however, were based on the assumption that there is a complete knowledge 
of input history. 
On the other hand, as the dimension of a dynamic system becomes large, 
it becomes less feasible to control it on the basis of the information on the 
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time history of the state collected centrally at a single control station. One 
of the approaches to control the large-scale systems is to share the control 
task among several local control stations. A dynamic system with more 
than one control station, who generally have a local information on the 
system state, parameters etc. and generate control inputs on the basis of 
their local information, is termed a decentralized ynamic system (Aoki, 
1971, 1972). 
In this paper, we consider a situation where due to either technical or 
economic reasons, no communication among local control stations is possible. 
Hence, each control station cannot have a knowledge of the control inputs 
used by the other. 1 Therefore, the problem of observability in the decen- 
tralized dynamic system differs from the usual observability problem in the 
information set available to each control station. 
Basile and Marrow (1969) considered the observability problem in which 
some of the input vectors are unknown; and gave an expression for the 
observability subspace. Recently, this result was extended and deepened 
by Aoki and Li (1973) to the decentralized iscrete-time linear dynamic 
system. However, no explicit necessary and sufficient condition under which 
the state vector is reconstructible completely is presented in both Basile 
and Marro (1969) and Aoki and Li (1973). 
The purpose of this paper is to propose a new concept of observability 
in the decentralized dynamic system and to clarify its necessary and sufficient 
condition. In Section 2, new definitions of observability are introduced, 
which are based on the information set possessed by the local control station 
in the decentralized ynamic system. Necessary and sufficient conditions 
for the initial state observability, present state reconstructibility, and strong 
observability by the local control station are presented in Section 3. These 
conditions are stated in terms of the system coefficient matrices alone, 
and provide the structural information of the observable decentralized 
dynamic system. The well-known observability condition (Kalman, 1961) 
is also rederived from them. A few simple examples are demonstrated to
illustrate the theory. The results obtained in this paper are proved in 
Section 4 by making use of the properties of Penrose generalized inverse 
of partitioned matrix (Cline, 1964; Mih~lyffy, 1971). An explicit expression 
for the required state vector is derived as a by-product. 
1 Such a situation may be found in differential games (where one player does not 
know necessarily the control policy employed by the other) and/or stochastic systems 
(where some of the inputs are completely unknown noises). 
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2. INFORMATION SET AND OBSERVABILITY IN 
DECENTRALIZED DYNAMIC SYSTEM 
Let the system under consideration is described by a discrete-time linear 
dynamic system with two control stations, i.e., 
x(k -~ 1) = Ax(k) + BlUl(k ) -~- B#2(k ) k = O, 1, 2,., 
x(k) ~ Rn; u,(k) ~ R~, (i = 1, 2), (1) 
where x is the state vector and u i is the control input vector generated by 
the control station i, i = 1, 2. The matrices A, B i ,  i = 1, 2, are real, 
constant matrices of compatible sizes; and all assumed to be known to 
both control stations. The initial state vector x(0) is unknown to both control 
stations. 
Suppose that the control stations 1 and 2 observe x(k) through 
and 
Cl:y~(k) =Hlx(k) (2) 
c2: y2(k) ---- H~x(k) 
yi(k) ER ~,  m~ ~n ( i=  1,2), (3) 
where Hi, i ~ 1, 2, are real, constant matrices of compatible sizes, and 
assumed to be known only to the control station i. 
We consider a following situation in this paper. 
(i) Each control station can possess the past and present observations 
acquired through (2) or (3); and has a complete knowledge of its own past 
control input but no knowledge of the other's control input. 
(ii) Due to either technical or economic reasons, however, no com- 
munication between two control stations is assumed to be possible. 
Hence, the information set I~(j, k) possessed by the control station i 
from time j to time k is 
Information Set. 
Ii(j, k) ~ {(Yi(J),Yi(j + 1),...,Ydk))& (ui(j), udj + 1),..., ui (k -  1)) 
& H i & (A, B1, B2) ) (i = 1, 2). (4) 
Therefore, the information set available to each control station in the 
decentralized ynamic system considered in this paper generally differs 
from the usual assumption that there is a single control station and he has a 
complete knowledge of all the control inputs. 
643/261I-4 
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On the basis of the above information set, new definitions of observability 
relevant o the decentralized dynamic system are introduced. 2 
DEFINITION 1. An initial state vector x(0) is said to be N-step observable 
by the control station i if x(0) can be uniquely determined from the information 
set Ii(0, N) possessed by the control station i up to time N. 
DEFINITION 2. A present state vector x(k) is said to be N-step recon- 
structible by the control station i if x(k) can be uniquely determined from 
the information set I i ( k -  N, k) possessed by the control station i from 
time k - -  N to time h. 
DEFINITION 3. A decentralized ynamic system is said to be N-step 
strongly observable by the control station i if all of the state vector up to 
time N, i.e., {x(k); k - -0 ,  1 .... , N} can be uniquely determined from the 
information set 1i(0, N) possessed by the control station i up to time N. 
Remark 1. Primary emphasis in most of the usual theory of observability 
has been given to determine the initial state vector x(0) alone, which is 
enough. In the decentralized system with above-mentioned information 
set, however, the initial state observability does not necessarily imply the 
present state reconstructibility, and vice versa, even if the state transition 
matrix A be invertible. Furthermore, both the initial state observability 
and the present state reconstructibility do not, in general, imply the strong 
observability. Note that the difference between Definitions 1 and 2 and 
the usual definitions lies in the information set I i .  
3. NECESSARY AND SUFFICIENT CONDITIONS 
Necessary and sufficient conditions for the initial state observability, 
present state reconstructibility and strong observability by the control 
We distinguish the concept of observability from that of reconstructibility (Kalman 
et al., 1969). In the former case, we determine the present state from future outputs, 
while in the latter case, we determine the present state from past outputs. Note that 
in the presence of a complete knowledge of control input history the former is 
equivalent to the latter provided the matrix A is nonsingular. Unless the state transition 
matrix of the discrete-time systems is nonsingular, however, there is a significant 
difference between them even if we have a complete knowledge of control input 
history (Sarachik and Kreindler, 1965; Weiss, 1972). 
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station 1 are character ized in the following theorems. ~ These conditions 
are represented in terms of the system coefficient matrices A,  B 2 , H 1 , alone. 
The  proof of the theorems will be defered to the next section. 
THEOREM 1. The initial state vector x(O) is N-step observable by the 
control station 1 if and only if 
and 
rank P1 - -  n 
Pe( I -  M+M) : O, 
where I denotes an identity matrix of compatible size; "+"  Penrose generalized 
inverse (Penrose, 1955); and 
M A (I -- P1PI+)P2 
P1 A 
HIA I 
H1. A2 ] 
.I 
LHIANA 
P2 zL 
H1AN-1B 2 
" '"  0 
o\  I 
H~B~ \ \\~1" 
H1AN-2B2 .~.. ~iOfflB2 
Theorem 1 has the following concrete and interesting corollaries. 
COROLLARY 1.1 (vector space characterization). The initial state vector 
x(O) is N-step observable by the control station 1 if and only if 
dim ~(P1) = n 
and 
~(P1) c~ ~(P2) = {0}, 
where ~(') denotes the range space and {0} the zero space. 
Corol lary 1.1 can be rephrased as follows. 
3 Discussions on the control station 2 are similar to those on the control station 1 
and will be omitted here. 
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COROLLARY 1.2 (rank condition). The initial state vector x(O) is N-step 
observable by the control station 1 if and only if 4 
and 
rank P1 = n 
rank[P1 IP2] = rank P1 + rank P=. 
Remark 2. In view of the results given above, it has been shown that 
the well-known observability condition (Kalman, 1961) is not, in general, 
sufficient, but an additional condition is required for the decentralized 
dynamic system to be initial state observable by the local control station 
without knowledge of the other's control inputs. This additional condition 
(e.g., ~(P1) c~ ~(P2) = {0}) has the following interpretation. The intersection 
between the range space of P1 (where the effect of the unknown initial 
state vector appears) and the range space of P~ (where the effect of the 
unknown input vector appears) must consist of the zero vector only. 
We note that N-step observability implies N'-step observability for all 
integers N'  ~/N.  It is also shown that unless the initial state vector x(0) 
is N ~ (n -  rank Hi)-step observable by the control station i, it is no 
longer M-step observable for any integers M ~ N ~ (n -- rank Hi) (Suda, 
1973). 
In the absence of the control input u2(k ) generated by the control station 2, 
Theorem 1 reduces to the well-known corollary. 
COROLLARY 1.3. Let there exist in (1) no control input generated by the 
control station 2. Then, the initial state vector x(O) is N-step observable by 
the control station 1 if and only if rank P1 = n. 
It is helpful to consider a few simple examples. 
EXAMPLE 1. 
yl(k) ~--- [1 O] x(k). 
It is easily seen that the initial state vector x(O)' = [xl(O ) x2(O)] is 1-step 
observable by the control station 1. Of course, it is observable in the sense 
4 A similar condition, termed perfect observability, is discussed in Rappaport and 
Silverman (1971) for the properties of the algebraic Riccati equations. 
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of Kalman, i.e., in the presence of a knowledge of the control input u2(k). 
Notice that the system is reachable (and/or controlIable), in the usual sense 
(e.g., Weiss, 1972), by the control station 2. 
EXAMPLE 2. 
x(k+l )= [00 101 x(k )+ [10 
y~(k) = [1 O] x(k). 
The initial state vector x(0) is not 1-step observable by the control station 1, 
but observable in the sense of Kalman. 
Remark 3. Suppose that the necessary and sufficient condition is satisfied. 
Then, the initial state vector x(0) can be uniquely determined by ~ 
where 
Next, we show 
reconstructibility. 
x(O) - (PF  - PFP~M+)Y~ , 
[j°l YN & Yl 
N 
J -1 
y~ A= Yl(J) -- H1 ~ AS-i-lBlul(i), 
i=0  
Y0 _A_ yl(0) j = 1, 2,..., N. 
necessary and sufficient conditions for the present state 
T~IEOREM 2. Assume that the matrix A is nonsingular. Then, the present 
state vector x(k) is N-step reconstructible by the control station 1 if and only if 
rank R a ~ n 
and 
R~( I -  S+S) = O, 
5 For the computing technique of the generalized inverse, see, e.g., Boullion and 
Odell (1971) or Rao and Mitra (1971). A practical computing technique for the 
solution of the linear systems is outside of this paper. In recent years, several computing 
technique for large linear systems have appeared, which may be helpful in this regard. 
See, e.g., Forsythe (1967) and Young (1971). 
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where 
S~ 
R1 & 
I -- R1RI+)R2 
HI 
H1A -1 
H1 A -2 
[11 A -N 
R2 A 
0 0 "" 0 
H1A -1B2 0 ] 
H1A-2B2 H~A-~B2 ~ [ \ \  
\ \  I I 
\ o 
h~A-NB2 H1A-N+IB2 ... H1A-1B~ 
Theorem 2 also has the following concrete and interesting corollaries. 
COROLLARY- 2.1 (vector space characterization). Assume that the matrix A 
is nonsingular. Then, the present state vector x(k) is N-step reconstructible 
by the control station 1 if and only if 
and 
dim ~(R1) = n 
~(R~) c~ ~(G)  = {0}. 
COROLLARY 2.2 (rank condition)• Assume that the matrix A is nonsingular. 
Then, the present state vector x(k) is N-step reconstructible by the control 
station 1 if and only if 
rank R 1 = n 
and 
rank[R 1 jR2] = rank R 1 + rank R~. 
Remark 4. Although Theorem 2 is analogous to Theorem 1, the former 
does not necessarily imply the latter, and vice versa. It is easily shown that 
in the absence of the control input us(k ) generated by the control station 2, 
rank R 1 ~- n is a necessary and sufficient condition for the system (1) to be 
N-step reconstructible by the control station 1. In this case, Theorem 2 
is equivalent to Corollary 1.3, because rank P1 -~ n if and only if rank R 1 = n 
in view of the nonsingularity of A. This is a well-known result. 
EXAMPLE 3. 
yl(k) = E1 
1] [I] ul(k  + 
o] x(k). 
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This system is 1-step reconstructible by the control station 1, and 
observable (and reconstructible) in the sense of Kalman, too. 
EXAMPLE 4. 
x(k + 1) :  [0 l 
yl(k) = I1 o] x(k). 
This system is not 1-step reconstructible by the control station 1, but 
observable (and reconstructible) in the sense of Kalman. 
Finally, a necessary and sufficient condition for the strong observability 
is given by the following theorem. 
THEOREM 3. Assume that rank B~ -- rz .6 Then, the decentralized dynamic 
system (1) is N-step strongly observable by the control station 1 if  and only if 
rank P -= n + Nr2 , 
where 
P = [P, I P2]. 
Remark 5. The number of output terminal of the control station 1 
must be no less than that of input terminal of the control station 2, i.e., 
m 1 and r e must satisfy m 1 >/ r  e in order that the condition holds. Then, 
the control station 1 can uniquely reconstruct the past control inputs used 
by the other from the information set I 1 provided rank P -= n + Nr 2 . 
In the absence of the control input ue(k ) generated by the control station 2, 
Theorem 3 also reduces to the well-known corollary. 
COROLLARY 3.1. Let there exist in (1) no control input generated by the 
control station 2. Then, the decentralized dynamic system (1) is N-step strongly 
observable by the control station 1 if  and only if rank P1 = n. 
Remark 6. Some discussions on the mutual relationship among Theo- 
rem 1, 2, and 3 are helpful. For simplicity, let us suppose that h = N in 
Theorem 2. It is easily seen that Theorem 3 implies Theorem 1 and/or 
Theorem 2, but the converse is not true, in general. Note that the condition 
in Theorem 1 is weaker than that in Theorem 3. In case where there exists 
6 This assumption has no loss of generality. 
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no control input generated by the control station 2, Theorems 1, 2, and 3 
have been shown to reduce to the well-known result. 
4. PROOF OF THE THEOREMS 
Since the control station 1 has a complete knowledge of its own past 
control input, removing this quantity from both (1) and (2) and defining 
new variable yield the following proposition. 
PROPOSITION 1 (Aoki, 1971). 
where 
The system (1) and (2) is equivalent o 
Sa: x~+1 = Axj  + B2u~, (5) 
yj = Hax j j = 0, 1, 2,..., (6) 
J -a  
xj A x(j) - -  ~ AJ-i-aBaua(i) j -= 1, 2, 3,..., (7a) 
/=0 
x0 ~ x(0), (rb) 
J -a  
YJ ~ Yl(j) -- Ha ~ AJ-'-~Baul(i) j = 1, 2, 3,.., (8a) 
i=0 
Yo & ya(0), (8b) 
uj zx u2(j ) j = 0, 1, 2 ..... (9) 
Proof of Theorem 1. Theorem 1 follows from Proposition 2 through 
Proposition 6. In view of Proposition 1, we have the following. 
PROPOSITION 2. The initial state observability problem with respect o the 
control station 1 is equivalent to whether the initial state vector x o of the system 
S 1 ((5)-(9)) with unknown control input can be uniquely determined from the 
information set: 
Ia' ~ {(Yo, Ya ,..., YN) & 1-11 & (M, B2) }. 
Let lfo] [u0] 
YN ~ Yl U & ul (10) 
N U --1 
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P1 A 
-HI  
H~A~ I:l' P2 A 0 0 Z1 
H1B ~ 0 I 
H~AB2 HIB2 ~ 
\ \ \  , 
\ 
H1AN-1B2 H1AN-2B2 ... H~B2_ l 
the from (5) and (6) we have a system of linear equation: 
: 
PROPOSITION 3. 
(11) 
(12) 
x o is a unique solution of the system (12) if and only if 
where 
Q1PI=I  and 01P~=O, 
91 ~= (I + TT')-~(PI + -- P~+P2M+), 
M z~ ( I -  PIPt+)P2, 
T A= pl+P2(I_ M+M). 
Proof. Since the vector YN is in the range space of [PllP2] by con- 
struction of (12), the system (12) is consistent. Therefore, in view of 
Corollary 1 in Penrose (1955) and Theorem 2 in Mihfilyffy (1971) the general 
solution of (12) is 
[--~--] = [@:--] YN @-[/-QIPI ---Q1P-2] 
- -  92P1 I -- Q2P~J z, (13) 
where z is an arbitrary (n + Nr2)-vector; Q1 and Q2 are given by 
(~1 ~ (~ 27 TT')-~(PI + -- P~+P2M+), 
9.2 ~ T'(I + TT')-~(P~ +-- PI+P~M +) + M +, 
M A= ( I -  P~PI+)P~, 
T z~ P~+P~(I- M÷M). 
(14) 
(15) 
(16) 
(17) 
Since Penrose generalized inverse is unique, it follows from (13) that 
the solution x o is unique if and only if 
Q1P1 = I and Q1P~ = 0. (18) 
This completes the proof. 
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PROPOSITION 4. Q1P2 = 0 if and only if T == 0. 
Proof. Since the matrix I + TT '  is nonsingular, in view of (14), Q1P~ = 0 
if and only if 
Px+P~(I -  M+P2) = O. (19) 
Notice that invoking the properties of Penrose generalized inverse, (16) 
yields 
M+P1 = 0 and M+M = M+P~. (20) 
Hence, from (17) we have 
T = PI+P2(I -- M+P2) (21) 
which together with (19) completes the proof. 
PROPOSITION 5. T = 0 if and only if P~(I -- M+M) -~ O. 
Proof. It is clear from (17) that Pe( I -  M+M)= 0 implies T = 0. 
Conversely, by invoking Theorem 2 in Mihfilyffy (1971), it follows that 
T - 0 implies 
[Pi "P2] + = [ PI+ "---PI+P~M-+] (22) 
M + j" 
Furthermore, (22) implies 
P2 = P=M+P= • (23) 
See, for more details, Corollary 1.3 in Cline (1964). 
In view of (20), (23) yields 
P2(I -- M+M) = O, (24) 
which completes the proof. 
PROPOSITION 6. Let Q1P2 = O, then Q1P1 = I if and only if rank P1 = n. 
Proof. By the nonsingularity of the matrix I + TT '  and (20), it follows 
from (14) that Q1Pa ~ I if and only if 
which is equivalent to 
because of Proposition 4. 
PI+P1 = l @ TT',  (25) 
PI+P1 = I (26) 
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Furthermore, it is easily shown that (26) is equivalent to 
rank P1 = n. (27) 
This completes the proof. 
Corollary 1.1 is a consequence of Theorem 1 and the following proposition. 
PROPOSITION 7 (Mihfilyffy, 1971). Let the intersection f the range spaces 
of P1 and P2 consist of the zero vector alone, i.e., ~(P1) ~ ~(P2) = (0). 
Then, M+M = Pz+P~. 
Note that the necessity is immediate by contradiction. 
Corollary 1.2 follows from the following proposition. 
PROPOSITION 8. 
if and only if 
8(P1) c~ ~(p~) = {o) 
rank[P 1 [P~] = rank P1 + rank P2. 
Pro@ In view of the definition of the range space of a matrix it is easily 
seen that 
dim(~(P1) -t- ~(P~)) = rank[P~ [P2]. (28) 
Therefore, the well-known equality, 
dim ~(P1) + dim ~(P~) 
= dim(~(P1) -t- ~(P2)) @ dim(.~(P1) n ~(P2)), (29) 
is equivalent to 
rank P1 -t- rank P2 = rank[Px i P2] -]- dim(~(P~) c~ N(P2)). (30) 
Thus, noticing that 
~(P~) n ~(P2) = {0} (31) 
if and only if 
dim(~(P1) c~ ~(P~)) = 0, 
we have completed the proof. 
Corollary 1.3 is clear, because B2 ---- 0 implies P2 = 0. 
(32) 
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Proof of Theorem 2. First, in view of Proposition 1, we have the following 
proposition. 
PROPOSITION 9. The present state reconstructibility problem with respect 
to the control station 1 is equivalent o whether the present state vector x(k) 
of the system SI ((5)-(9)) with unknown control input can be uniquely determined 
from the information set: 
If" ~ {(Yk-N ..... Yk-1, Y~) & 1-11 & (A, B2)}. 
By the assumption, the matrix A is nonsingular. Therefore, a system of 
linear equation which is similar to (12) is derived from (5) and (6): 
where 
[R~ "R~] [ -~-]  = zu,  (33) 
~.A-2 
Y.~-I V A __ 
LYk-NA ]o o 
H1A -1B2 0 
H1A-~B~ H1A-1B2 
u~_l u~._~ [ 
U~_uJ 
. , °  0 
I 
i 
I 
0 
H1A -1B~ 
(34) 
: 
-N_ A NB 2 H1A-N+IB, "'" 
Hence, the proof of Theorem 2 is similar to that of Theorem 1, and will 
be omitted. Corollaries 2.1 and 2.2 are proved in the same way. 
Proof of Theorem 3. The following proposition is easily shown. 
PROPOSITION 10. Let the rank orB2 be equal to r~ . Then, {x0, u0, u 1 .... , UN-1} 
is unique if and only if {Xo, xl , x~ ..... XN} is SO. 
Furthermore, it follows from (12) that {x0, Uo, ua ..... uy_l} is uniquely 
determined from YN if and only if 
rank[P 1 [P~] = n + Nr~ . (36) 
Therefore, we have completed the proof of Theorem 3. 
Corollary 3.1 follows from that B~ ~ 0 implies both P2 ~- 0 and r z = 0. 
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5. CONCLUSIONS 
The problem of observability in the decentralized dynamic system with 
no information exchange has been investigated. New definition of ob- 
servability based on the information set possessed by each local control 
station was introduced. Necessary and sufficient conditions for the initial 
state observability, present state reconstruetibility, and strong observability 
by the local control station have been presented. These conditions are 
stated in terms of the system coefficient matrices alone, and provide the 
structural information of the observable decentralized ynamic system. 
The well-known observability condition for the system with a complete 
knowledge of the control input has been also rederived from the results 
obtained in this paper. 
An important problem for future research will be to clarify the interplay 
among the local observability, controllability and stabilizability in the 
decentralized dynamic system. 7 
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