Abstract-In a large scale mobile sensor network, some coordinators may exhaust energy earlier if they are connected with excessive number of mobile nodes compared to the others. Balancing the load could stable and prolong the network lifetime, maximizes coordinators capabilities and improves net-work performance. In this paper, a mechanism to balance the coordinators' load based on the distribution of mobile sensor nodes in IEEE 802.15.4 protocol is presented. In this scheme, a coordinator is a static cluster head that collects data from the associated mobile sensor nodes. From the simulation results, the load balancing scheme successfully balances the distribution of mobile sensor nodes that attached to each coordinators. This therefore balances the energy consume among the coordinators and indirectly, delay in data reception is reduced when there are large number of mobile nodes in the system.
I. INTRODUCTION Load balancing in wireless sensor network (WSN)
improves network stability by distributing the associated nodes as evenly as possible among coordinators. Without load balancing, a coordinator with excessive number of mobile nodes may lead to more energy consumption and experiences data reception delay as compared to the other coordinators. Load balancing maximizes coordinators capabilities and reduces delay in data transmission. In a mobile sensor network (MSN), the frequent changes in large scale network topology lead to a challenge for delay sensitive data reception. When nodes which are associated with the same coordinator send data at the same time, there will be a delay or a failure of data received by the coordinator. This could causes inaccurate information because the sensor node may already move to another location. For example, in an animal monitoring system where sensors are attached to the animals, the movement of these animals may reduce the accuracy of sensors reading regarding the animals' location if the information cannot be sent to the coordinator at the specific time.
There are three important issues when designing a load balancing scheme in MSN. First, it must be established within a short time to adapt with the changes in mobile nodes' locations. Second, in order to save energy, it must be implemented with the smallest number of overheads because it will be triggered regularly, depending on the changes in the topology. And finally, the parameter that triggers the action must relate to the changes in the topology.
The load-balancing schemes in WSN proposed by most of the researchers [1, 2, 3] require each node to broadcast its position to their neighbours during the network clustering. This will create traffic congestion in large networks, because the neighbours have to keep data of each node. In WSN, this is not practical because sensor nodes have very limited memory. The redundant data received by all nodes lead to more overhead and energy spent within a network. Even though the schemes succeed in balancing the energy among the cluster heads, in the long run, the design exploits more energy consumption causes by the overhead messages.
In [4] , the load balancing technique is applied in the static sensor nodes when they are not uniformly distributed and associated with gateways. The key idea is to balance the number of nodes associated with each gateways by arranging the nodes that have more than one possible gateway within reach, to associate with least loaded gateways. The gateways exchange information regarding the communication cost and current load in their cluster. This basic idea is adapted into our proposed load balancing scheme, however, our approach is based on the IEEE 802.15.4 protocol to support the mobility of sensor nodes.
In this paper, the load balancing scheme is achieved by applying it to a cluster topology, therefore mobile nodes in the neighbourhood do not need to broadcast their data to all neighbours, but only to its coordinator. In IEEE 802.15.4 MAC protocol, a method to form a cluster network is based on the ZigBee cluster tree. A large scale network may consist of multiple clusters with one personal area network (PAN) coordinator as a root and several coordinators. Coordinators are the static nodes that can be routers, gateways or sensors with more power, act as the backbone to the network. The examples of mobile sensor application are animal or health monitoring, where sensors are attached to the animals or humans respectively.
II. OVERVIEW: ZIGBEE CLUSTER TREE
In a ZigBee cluster tree topology, a network formation can be divided into two phases, which are network initialization and clustering. In network initialization, the first coordinator is nominated as a PAN coordinator and broadcasts its beacon frames to identify itself to other sensor nodes within its range. Other nodes that are in the coverage range of this coordinator may request to associate to form a virtual cluster in the network clustering. Once associated, the nodes, either a coordinator or a mobile sensor will be added as a child in the PAN coordinator's list. The newly joined node adds the PAN th International Conference on IT in Asia (CITA) coordinator as its parent. If a new node is a coordinator, it then begins transmitting periodic beacon frames to other nodes within its coverage range and forms another virtual cluster. For a network that has few coordinators but numerous sensors, network clustering can be designed based on link quality indicator (LQI) or signal values of beacon frames received. Figure 1 shows the network initialization and clustering. Other nodes gradually connect and form a cluster tree structure. The network layer defined in the ZigBee specification uses the primitives provided by the IEEE 802.15.4 MAC sub-layer and proposes a cluster-tree protocol for either a single cluster network or a potentially larger cluster-tree network [5] .
III. RELATED WORKS
There are many researches which are related to load balancing schemes in WSNs. The objectives of load balancing are to prolong the network lifetime by distributing tasks evenly to the responsible nodes [4, 6] and to reduce the latency of data relaying using routing protocol to the base station [1, 2, 3] . Most of the approaches appoint a node to be a cluster head (CH) in a virtual group of nodes. A CH will be a more powerful node than the others and it is responsible to be a parent to other simpler sensor nodes and a router or gateway in relaying data to the end terminal. Network clustering is also a structured network which is capable to manage large networks.
In [6] , the objective is almost the same as in [4] to achieve equal energy consumption among CHs, but it is implemented with an adaptive approach, based on the sensor nodes' position in the transmission radius, the sensor node may send data in one hop or multi hop to the CH. It introduces the probability of pi, to determine how the sensor nodes send their data (Fig. 2) . It is based on the average of energy consumption in certain transmission radius from the gateway. However, both of these approaches only applicable to static sensor networks, while in [4] claim that sensors will always be in a fixed position which is not true in some MSN application. The studies by [2, 3] proposed the traffic load balance through all possible routing paths. Both of these research focus on reducing energy consumption and balancing the data transmission path in routing protocol. In [1, 7] , the research involve mobile nodes, and both schemes are designed to achieve an equal amount of data received by mobile nodes. In [1] , the position of mobile CHs is carefully calculated to ensure each area is covered with the maximum lifetime. While in [7] , mobile nodes visit the event locations by following the calculated schedule to balance the moving distance of the mobile sensors. In both designs, the mobile nodes are the CHs while other sensor devices are static, which are different than the nodes topology suggested in this paper. Therefore, the load balancing strategies proposed by others cannot be used in the application that required sensor devices to be mobile, because they are too complex to achieve load balance in short time, as the topology changes with the continuous movement of sensor nodes.
IV. PROBLEM STATEMENT
Consider the example in Figure 3 (a) , where C i is the parent coordinator of C j. The dots around C i are the sensor nodes associated with C i and according to the figure, more nodes are associated to C i compared to C j . C i consumes more energy because it receives data more frequently and sends more overhead to the sensor nodes compared to C j . When events are triggered, the associated mobile sensors send data nearly at the same time, lead to information overflow for the associated coordinator. Some data may lost cause by data collision, or failed to be sent because lack of contention slot in beacon interval and while the mobile sensors waiting for their turn to send data, they may already move to another location. The transmitted data may be delayed because most data are hopping through the same path, which are send to C i as shown in Figure 4 . In Figure 3 (b) , after the load balancing mechanism is triggered, some of the sensors have changed their association to C j , represented by the square dots. Figure 4 explains that the changes in sensors association may reduce delays in data transmission. With load balance, C i can save an amount of energy and reduced delay in data transmission.
V. THE PROPOSED LOAD BALANCING SCHEME
The approach of the scheme is to balance the number of associated mobile sensor nodes among coordinators in a tree structured network based on the standard MAC proto-col, the IEEE 802.15.4. The objectives are (i) to prolong the coordinators' lifetime by balancing the energy consumed among all coordinators in one neighbourhood, thus, avoid any coordinator having extreme number of nodes compared to the others (ii) to balance the traffic and data transmission to coordinators, and (iii) with the clustering approach, data will be sent in a manageable path and capable to support large network.
The load balancing scheme is triggered when a coordinator has associated nodes which are more or less than a predefined threshold value, compared with other nearby coordinators. There are two conditions that the mobile nodes will stay connected with their current coordinators. First, those which are located very near to their coordinators because they are in a stable state and second, those that receive beacon frames signal with increment in the values, because they are approaching their current coordinators. This scheme only reclusters the associated nodes that received weak signals from its coordinator. To understand more, let C i =parent coordinator, while C j is the child of C i , and both C i and C j are coordinators, where j = 1,2,…n. In this scheme, three informations are added in the beacon frame broadcasted from C i to C j , which are:
x Number of mobile nodes associated, n c -This field stated the number of current mobile nodes associated to the coordinator. This number can be retrieved based on the addresses of mobile nodes in the coordinator's storage.
x Offer -This field only has two values, either 1 or 0. Value 1 means mobile nodes start searching for a new coordinator with address C id to balance the association.
x C id -This field is the address of the coordinator that offers the new association.
Parent coordinator, C i , broadcasts beacon frames periodically to C j . In the beacon frames contain the number mobile nodes associated to C i in its beacon frame. All C j , upon receiving this information (in a beacon frame), compared the number of mobile nodes associated: C i (n ci ) with C i (n cj ). If |n Cj n Ci | > m, C j will trigger the load balancing where n Cj is the number of mobile nodes associated to C j and n Ci is the number of mobile nodes associated to C i . In this paper, we introduce variable m in Eq. (1), so that m will be the threshold value before a load balancing is triggered and is given as:
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where σ is a decisive value to decide how often the load balancing is triggered, while n is the total number of mobile nodes in the network, and ∑C is the total number of coordinators. In this algorithm, if m is set as a small value, the mechanism is triggered more often, therefore more accurate load-balance is achieved because the number of associated nodes for each coordinator is close to the average load, however, more energy is consumed by both coordinators and mobile nodes. The number of mobile nodes, x that is required to switch coordinator is calculated as:
which means that if the number of attached nodes in n Cj are more than n Ci , x represents the number of mobile nodes that need to be reclustered from C j to C i , while if number of nodes attached to n Cj are less than n Ci , x represents the number of mobile nodes that need to be reclustered from C i to C j . The recluster of attached nodes are designed only between the parent-child coordinators, and not between child-child coordinators. Figure 5 shows a message sequence of this load balancing scheme. As can be seen in Figure 5 (a) , if the number of mobile nodes associated with C i are less than C j by m, C j will send msgG(x). Upon receiving this message, C i sends msgA to the particular C j and is prepared to accept x or less association requests, where the value of x is retrieved using Eq. 2. C j broadcasts its beacon frame to mobile nodes that currently associated to it with Offer = 1 and C id = C i . The mobile nodes that receive weak signals from C j , and located within C i coverage, then send association requests to C i . C i accepts x or less association requests and will not response after x association requests have been granted. The mobile nodes that do not receive any reply from C i , will continue to associate with its original parent. In each beacon interval, if C i receives more than one msgT (x) or msgG(x) from different C j where ݆ = 1,2, … ݊, it will choose C j with the biggest value of x.
A. The implementation
In Figure 5 (b) , the message sequence shows the event when the number of mobile nodes associated with C i is more than C j by m. The main concept in Figure 5 (a) and (b) is the same, where a coordinator with less associated mobile nodes will accept nodes from other coordinators.
VI. RESULTS
Two stages of experiments have been carried out to evaluate the performance of the proposed scheme. The first stage is to validate the effectiveness of the scheme in balancing the number of mobile sensor nodes when the parent coordinator has the most and least number of mobile nodes. The second experiment is to study the relation of load balancing frequency with energy consumption. Both experiments are based on the tree structured network, consist of one parent coordinator, and four child coordinators with 80 mobile sensor nodes distributed across the network. The energy consumed is considered the same when data is transmitted by all nodes, regardless the distance differences. Coordinators are located 50 meter from each other, and each coordinator signal coverage is up to 70 meter. All mobile sensor nodes have 50 meter or less coverage. All of the results are based on ideal situation, where all sensor nodes that offered to change their association are in the coverage range of the offering coordinator.
Experiments to observe the distribution of mobile sensor nodes associated with each coordinator and energy consumption in each virtual cluster are compared between the standard protocol and the proposed scheme. In observing the advantage of load-balancing scheme and its effect to variation distribution of mobile nodes and energy consumption, we setup the following experiments, where:
x Case 1 -When the number of nodes associated with C i are more than C j where j = 1, 2, 3,…n.
x Case 2 -When the number of nodes associated with C i are more than C j where j = 1, 2, 3,…n.
x Case 3 -When the number of nodes associated with C i is nearly to the average value.
According to the results in Table I , the balancing is achieved very well when C i has either the most or the least number of mobile nodes as in case 1 and case 2, where the coordinator which has the heaviest load are reduced by 15 % of its load. Table II shows standard deviation in both the standard protocol and the proposed scheme. Now, we observe the energy consumption in each virtual cluster as in C i , C j1, C j2 , C j3 and C j4 . When the load balance is triggered, the overhead and energy consumed are related to the activities when (i) sending a data packet from C j to C i , (ii) sending a data response from C i to C j , and in (iii) mobile sensor nodes association process. Therefore, we compared with the energy consumed by each cluster in the standard protocol and the proposed scheme.
From Figure 6 , the coordinator with the largest number of associated mobile nodes has reduced its energy consumption after load balancing by 13.2%. In this experiment, an assumption is made that all mobile sensors show a slow movement that mixed with pauses.
In the second stage of the experiment, the relation of value m and energy consumption is observed. The smaller value of m causes the number of mobile sensor nodes in each cluster close to average but the load balancing is triggered more often that lead to more energy consumption as shown in Table III . When a smaller value of m is used, more energy is consumed by the coordinators and the mobile nodes. This can be observed when the value of m is reduced from 5 to 2 shown in Table III , the standard deviation only reduced from 2.53 to 2, but the energy consumption is increased from 17.7 A to 18.5 A. Therefore, our load-balancing scheme introduces m to save energy because by setting m to a suitable value, loadbalancing will not be triggered too frequent and thus, less energy is consumed.
VII. CONCLUSION This paper proposes a scheme to balance mobile sensor nodes as evenly as possible across the coordinators. The excessive number of mobile nodes associated with a coordinator can be distributed to the nearby coordinators and divides the load between parent and child coordinators. The proposed scheme adapts the standard protocol, IEEE 802.15.4 with the clustering topology and triggers when the number of mobile sensor nodes that associated with a parent coordinator, (i.e. a cluster head) are more or less by a predefined threshold value with its child coordinator. This mechanism acknowledges the associated mobile nodes and the related coordinators by adding information in the beacon frame so that they can react to the scheme. The results show that the load-balancing mechanism has successfully balancing the number of sensor nodes and reducing the excessive energy consumption in the coordinator.
