Hydraulic transients in closed conduits
Introduction
Thus the growth of knowledge of the physical aspect of reality cannot be regarded as a cumulative process. The basic Gestalt of this knowledge changes from time to time . . . During the cumulative periods scientists behave as if reality is exactly as they know it except for missing details and improvements in accuracy. They speak of the laws of nature, for example, which are simply models that explain their experience of reality at a certain time. Later generations of scientists typically discover that these conceptions of reality embodied certain implicit assumptions and hypotheses that later on turned out to be incorrect. Vanderburg, ͓1͔ Unsteady fluid flows have been studied since man first bent water to his will. The ancient Chinese, the Mayan Indians of Central America, the Mesopotamian civilizations bordering the Nile, Tigris, and Euphrates river systems, and many other societies throughout history have developed extensive systems for conveying water, primarily for purposes of irrigation, but also for domestic water supplies. The ancients understood and applied fluid flow principles within the context of ''traditional,'' culture-based technologies. With the arrival of the scientific age and the mathematical developments embodied in Newton's Principia, our understanding of fluid flow took a quantum leap in terms of its theoretical abstraction. That leap has propelled the entire development of hydraulic engineering right through to the mid-twentieth century. The advent of high-speed digital computers constituted another discrete transformation in the study and application of fluids engineering principles. Today, in hydraulics and other areas, engineers find that their mandate has taken on greater breadth and depth as technology rapidly enters an unprecedented stage of knowledge and information accumulation.
As cited in The Structure of Scientific Revolutions, Thomas Kuhn ͓2͔ calls such periods of radical and rapid change in our view of physical reality a ''revolutionary, noncumulative transition period'' and, while he was referring to scientific views of reality, his remarks apply equally to our technological ability to deal with a revised or more complex view of the physical universe. It is in this condition that the field of closed conduit transient flow, and even more generally, the hydraulic analysis, design, and operation of pipeline systems, currently finds itself.
The computer age is still dawning, bringing with it a massive development and application of new knowledge and technology. Formerly accepted design methodologies, criteria, and standards are being challenged and, in some instances, outdated and revised. Computer aided analysis and design is one of the principal mechanisms bringing about these changes.
Computer analysis, computer modeling, and computer simulation are somewhat interchangeable terms, all describing techniques intended to improve our understanding of physical phenomena and our ability to predict and control these phenomena. By combining physical laws, mathematical abstraction, numerical procedures, logical constructs, and electronic data processing, these methods now permit the solution of problems of enormous complexity and scope.
This paper attempts to provide the reader with a general history and introduction to waterhammer phenomena, a general compendium of key developments and literature references as well as an updated view of the current state of the art, both with respect to theoretical advances of the last decade and modeling practice.
where aϭacoustic ͑waterhammer͒ wavespeed, Pϭg(HϪZ) ϭpiezometric pressure, Zϭelevation of the pipe centerline from a given datum, Hϭpiezometric head, ϭfluid density, Vϭ͐ A udA ϭcross-sectional average velocity, uϭlocal longitudinal velocity, Aϭcross-sectional area of the pipe, and gϭgravitational acceleration. The positive sign in Eq. ͑1͒ is applicable for a water-hammer wave moving downstream while the negative sign is applicable for a water-hammer wave moving upstream. Readers familiar with the gas dynamics literature will note that ⌬ PϭϮa⌬V is obtainable from the momentum jump condition under the special case where the flow velocity is negligible in comparison to the wavespeed. The jump conditions are a statement of the conservation laws across a jump ͑shock͒ ͓11͔. These conditions are obtained either by directly applying the conservation laws for a control volume across the jump or by using the weak formulation of the conservation laws in differential form at the jump. Allievi ͓9,10͔ developed a general theory of water hammer from first principles and showed that the convective term in the momentum equation was negligible. He introduced two important dimensionless parameters that are widely used to characterize pipelines and valve behavior. Allievi ͓9,10͔ also produced charts for pressure rise at a valve due to uniform valve closure. Further refinements to the governing equations of water hammer appeared in Jaeger ͓12,13͔, Wood ͓14͔, Rich ͓15,16͔, Parmakian ͓17͔, Streeter and Lai ͓18͔, and Streeter and Wylie ͓19͔. Their combined efforts have resulted in the following classical mass and momentum equations for one-dimensional ͑1D͒ water-hammer flows
in which w ϭshear stress at the pipe wall, Dϭpipe diameter, x ϭthe spatial coordinate along the pipeline, and tϭtemporal coordinate. Although Eqs. ͑2͒ and ͑3͒ were fully established by the 1960s, these equations have since been analyzed, discussed, rederived and elucidated in numerous classical texts ͑e.g., ͓20-23͔͒. Equations ͑2͒ and ͑3͒ constitute the fundamental equations for 1D water hammer problems and contain all the physics necessary to model wave propagation in complex pipe systems.
Discussion of the 1D Water Hammer Mass and Momentum Equations.
In this section, the fundamental equations for 1D water hammer are derived. Special attention is given to the assumptions and restrictions involved in various governing equations so as to illuminate the range of applicability as well as the limitations of these equations.
Rapid flow disturbances, planned or accidental, induce spatial and temporal changes in the velocity ͑flow rate͒ and pressure ͑pi-ezometric head͒ fields in pipe systems. Such transient flows are essentially unidirectional ͑i.e., axial͒ since the axial fluxes of mass, momentum, and energy are far greater than their radial counterparts. The research of Mitra and Rouleau ͓23͔ for the laminar water hammer case and of Vardy and Hwang ͓25͔ for turbulent water-hammer supports the validity of the unidirectional approach when studying water-hammer problems in pipe systems.
With the unidirectional assumption, the 1D classical water hammer equations governing the axial and temporal variations of the cross-sectional average of the field variables in transient pipe flows are derived by applying the principles of mass and momentum to a control volume. Note that only the key steps of the derivation are given here. A more detailed derivation can be found in Chaudhry ͓20͔, Wylie et al. ͓23͔, and Ghidaoui ͓26͔. Using the Reynolds transport theorem, the mass conservation ͑''continuity equation''͒ for a control volume is as follows ͑e.g., ͓20-23͔͒
Equation ͑6͒ provides the conservative form of the area-averaged mass balance equation for 1D unsteady and compressible fluids in a flexible pipe. The first and second terms on the left-hand side of Eq. ͑6͒ represent the local change of mass with time due to the combined effects of fluid compressibility and pipe elasticity and the instantaneous mass flux, respectively. Equation ͑6͒ can be rewritten as follows:
where D/Dtϭ‫ץ/ץ‬tϩV‫ץ/ץ‬xϭsubstantial ͑material͒ derivative in one spatial dimension. Realizing that the density and pipe area vary with pressure and using the chain rule reduces Eq. ͑7͒ to the following:
where a Ϫ2 ϭd/dPϩ(/A)dA/dP. The historical development and formulation of the acoustic wave speed in terms of fluid and pipe properties and the assumptions involved in the formulation are discussed in Sec. 3.
The momentum equation for a control volume is ͑e.g., ͓20-23͔͒:
Applying Eq. ͑9͒ to the control volume of Fig. 2 ; considering gravitational, wall shear and pressure gradient forces as externally applied; and taking the limit as ␦x tends to zero gives the following local form of the axial momentum equation:
where ␥ϭgϭunit gravity force, ␣ϭangle between the pipe and the horizontal direction, ␤ϭ͐ A u 2 dA/V 2 ϭmomentum correction coefficient. Using the product rule of differentiation, invoking Eq. ͑7͒, and dividing through by A gives the following nonconservative form of the momentum equation:
Equations ͑8͒ and ͑11͒ govern unidirectional unsteady flow of a compressible fluid in a flexible tube. Alternative derivations of Eqs. ͑8͒ and ͑11͒ could have been performed by applying the unidirectional and axisymmetric assumptions to the compressible Navier-Stokes equations and integrating the resulting expression with respect to pipe cross-sectional area while allowing for this area to change with pressure.
In practice, the order of magnitude of water hammer wave speed ranges from 100 to 1400 m/s and the flow velocity is of order 1 to 10 m/s. Therefore, the Mach number, MϭU 1 /a, in water-hammer applications is often in the range 10 Ϫ2 -10 Ϫ3 , where U 1 ϭlongitudinal velocity scale. The fact that MӶ1 in water hammer was recognized and used by Allievi ͓9,10͔ to further simplify Eqs. ͑8͒ and ͑11͒. The small Mach number approximation to Eqs. ͑8͒ and ͑11͒ can be illustrated by performing an order of magnitude analysis of the various terms in these equations. To this end, let 0 aU 1 ϭwater hammer pressure scale, 0 ϭdensity of the fluid at the undisturbed state, and TϭL/aϭtime scale, where Lϭpipe length, XϭaTϭLϭlongitudinal length scale, ϭa positive real parameter, f U 1 2 /8ϭwall shear scale, and f ϭDarcy-Weisbach friction factor T d ϭradial diffusion time scale. The parameter allows one to investigate the relative magnitude of the various terms in Eqs. ͑8͒ and ͑11͒ under different time scales. For example, if the order of magnitude of the various terms in the mass momentum over a full wave cycle ͑i.e., Tϭ4L/a) is desired, is set to 4. Applying the above scaling to Eqs. 
Using the Piezometric head definition ͑i.e., P/g 0 ϭHϪZ), Eqs. ͑16͒ and ͑17͒ become 
which are identical to the classical 1D water hammer equations given by Eqs. ͑2͒ and ͑3͒. Thus, the classical water hammer equations are valid for unidirectional and axisymmetric flow of a compressible fluid in a flexible pipe ͑tube͒, where the Mach number is very small. According to Eq. ͑15͒, the importance of wall shear, w , depends on the magnitude of the dimensionless parameter ⌫ ϭLMf /2DϩT d /(L/a). Therefore, the wall shear is important when the parameter ⌫ is order 1 or larger. This often occurs in applications where the simulation time far exceeds the first wave cycle ͑i.e., large ͒, the pipe is very long, the friction factor is significant, or the pipe diameter is very small. In addition, wall shear is important when the time scale of radial diffusion is larger than the wave travel time since the transient-induced large radial gradient of the velocity does not have sufficient time to relax. It is noted that T d becomes smaller as the Reynolds number increases. The practical applications in which the wall shear is important and the various w models that are in existence in the literature are discussed in Sec. 4.
If ⌫ is significantly smaller than 1, friction becomes negligible and w can be safely set to zero. For example, for the case L ϭ10,000 m, Dϭ0.2 m, f ϭ0.01, and Mϭ0.001, and T d /(L/a) ϭ0.01 the condition ⌫Ӷ1 is valid when Ӷ4. That is, for the case considered, wall friction is irrelevant as long as the simulation time is significantly smaller than 4L/a. In general, the condition ⌫Ӷ1 is satisfied during the early stages of the transient ͑i.e., is small͒ provided that the relaxation ͑diffusion͒ time scale is smaller than the wave travel time L/a. In fact, it is well known that waterhammer models provide results that are in reasonable agreement with experimental data during the first wave cycle irrespective of the wall shear stress formula being used ͑e.g., ͓29-32͔͒. When ⌫Ӷ1, the classical waterhammer model, given by Eqs. ͑20͒ and ͑21͒, becomes
which is identical to the model that first appeared in Allievi ͓9,10͔. The Joukowsky relation can be recovered from Eqs. ͑22͒ and ͑23͒. Consider a water hammer moving upstream in a pipe of length L. Let xϭLϪat define the position of a water hammer front at time t and consider the interval ͓LϪatϪ⑀,LϪatϩ⑀͔, where ⑀ϭdistance from the water hammer front. Integrating Eqs. ͑22͒ and ͑23͒ from xϭLϪatϪ⑀ to xϭLϪatϩ⑀, invoking Leibnitz's rule, and taking the limit as ⑀ approaches zero gives
Similarly, the relation for a water hammer wave moving downstream is ⌬Hϭϩa⌬V/g.
Water Hammer "Acoustic… Wave Speed
The water hammer wave speed is ͑e.g., ͓8,20,23,33,34͔͒,
The first term on the right-hand side of Eq. ͑25͒ represents the effect of fluid compressibility on the wave speed and the second term represents the effect of pipe flexibility on the wave speed. In fact, the wave speed in a compressible fluid within a rigid pipe is obtained by setting dA/dPϭ0 in Eq. ͑25͒, which leads to a 2 ϭdP/d. On the other hand, the wave speed in an incompressible fluid within a flexible pipe is obtained by setting d/dPϭ0 in ͑25͒, which leads to a 2 ϭAdP/dA. Korteweg ͓33͔ related the right-hand side of Eq. ͑25͒ to the material properties of the fluid and to the material and geometrical properties of the pipe. In particular, Korteweg ͓33͔ introduced the fluid properties through the state equation dP/dϭK f /, which was already well established in the literature, where K f ϭbulk modulus of elasticity of the fluid. He used the elastic theory of continuum mechanics to evaluate dA/dP in terms of the pipe radius, thickness e, and Young's modulus of elasticity E. In his derivation, he ͑i͒ ignored the axial ͑longitudinal͒ stresses in the pipe ͑i.e., neglected Poisson's effect͒ and ͑ii͒ ignored the inertia of the pipe. These assumptions are valid for fluid transmission lines that are anchored but with expansion joints throughout. With assumptions ͑i͒ and ͑ii͒, a quasi-equilibrium relation between the pressure force per unit length of pipe DdP and the circumferential ͑hoop͒ stress force per unit pipe length 2ed is achieved, where ϭhoop stress. That is, DdPϭ2ed or dpϭ2ed /D. Using the elastic stress-strain relation, dAϭdD 2 /2, where d ϭd /Eϭradial ͑lateral͒ strain. As a result, AdP/dAϭeE/D and
The above Korteweg formula for wave speed can be extended to problems where the axial stress cannot be neglected. This is accomplished through the inclusion of Poisson's effect in the stress-strain relations. In particular, the total strain becomes d ϭd /EϪ p d x /E, where p ϭPoisson's ratio and x ϭaxial stress. The resulting wave speed formula is ͑e.g., ͓17,23͔͒
where cϭ1Ϫ p /2 for a pipe anchored at its upstream end only, cϭ1Ϫ p 2 for a pipe anchored throughout from axial movement, and cϭ1 for a pipe anchored with expansion joints throughout, which is the case considered by Korteweg ͑i.e., x ϭ0).
Multiphase and multicomponent water hammer flows are common in practice. During a water hammer event, the pressure can cycle between large positive values and negative values, the magnitudes of which are constrained at vapor pressure. Vapor cavities can form when the pressure drops to vapor pressure. In addition, gas cavities form when the pressure drops below the saturation pressure of dissolved gases. Transient flows in pressurized or surcharged pipes carrying sediment are examples of multicomponent water hammer flows. Unsteady flows in pressurized or surcharged sewers are typical examples of multiphase and multicomponent transient flows in closed conduits. Clearly, the bulk modulus and density of the mixture and, thus, the wave speed are influenced by the presence of phases and components. The wave speed for multiphase and multicomponent water hammer flows can be obtained by substituting an effective bulk modulus of elasticity K e and an effective density e in place of K f and in Eq. ͑27͒. The effective quantities, K e and e , are obtained by the weighted average of the bulk modulus and density of each component, where the partial volumes are the weights ͑see, ͓23͔͒. While the resulting mathematical expression is simple, the explicit evaluation of the wave speed of the mixture is hampered by the fact that the partial volumes are difficult to estimate in practice.
Equation ͑27͒ includes Poisson's effect but neglects the motion and inertia of the pipe. This is acceptable for rigidly anchored pipe systems such as buried pipes or pipes with high density and stiffness, to name only a few. Examples include major transmission pipelines like water distribution systems, natural gas lines, and pressurized and surcharged sewerage force mains. However, the motion and inertia of pipes can become important when pipes are inadequately restrained ͑e.g., unsupported, free-hanging pipes͒ or when the density and stiffness of the pipe is small. Some examples in which a pipe's motion and inertia may be significant include fuel injection systems in aircraft, cooling-water systems, unrestrained pipes with numerous elbows, and blood vessels. For these systems, a fully coupled fluid-structure interaction model needs to be considered. Such models are not discussed in this paper. The reader is instead directed to the recent excellent review of the subject by Tijsseling ͓35͔.
Wall Shear Stress Models
It was shown earlier in this paper that the wall shear stress term is important when the parameter ⌫ is large. It follows that the modeling of wall friction is essential for practical applications that warrant transient simulation well beyond the first wave cycle ͑i.e., large ͒. Examples include ͑i͒ the design and analysis of pipeline systems, ͑ii͒ the design and analysis of transient control devices, ͑iii͒ the modeling of transient-induced water quality problems, ͑iv͒ the design of safe and reliable field data programs for diagnostic and parameter identification purposes, ͑v͒ the application of transient models to invert field data for calibration and leakage detection, ͑vi͒ the modeling of column separation and vaporous cavitation and ͑vii͒ systems in which L/aӶT d . Careful modeling of wall shear is also important for long pipes and for pipes with high friction.
Quasi-Steady Wall Shear Models.
In conventional transient analysis, it is assumed that phenomenological expressions relating wall shear to cross-sectionally averaged velocity in steady-state flows remain valid under unsteady conditions. That is, wall shear expressions, such as the Darcy-Weisbach and HazenWilliams formulas, are assumed to hold at every instant during a transient. For example, the form of the Darcy-Weisbach equation used in water hammer models is ͑Streeter and Wylie ͓36͔͒
where ws (t)ϭquasi-steady wall shear as a function of t. The use of steady-state wall shear relations in unsteady problems is satisfactory for very slow transients-so slow, in fact, that they do not properly belong to the water hammer regime. To help clarify the problems with this approach for fast transients, consider the case of a transient induced by an instantaneous and full closure of a valve at the downstream end of a pipe. As the wave travels upstream, the flow rate and the cross-sectionally averaged velocity behind the wave front are zero. Typical transient velocity profiles are given in Fig. 3 . Therefore, using Eq. ͑28͒, the wall shear is zero. This is incorrect. The wave passage creates a flow reversal near the pipe wall. The combination of flow reversal with the no-slip condition at the pipe wall results in large wall shear stresses. Indeed, discrepancies between numerical results and experimental and field data are found whenever a steady-state based shear stress equation is used to model wall shear in water hammer problems ͑e.g., ͓25,30,32,37,38͔͒.
Let wu (t) be the discrepancy between the instantaneous wall shear stress w (t) and the quasi-steady contribution of wall shear stress ws (t). Mathematically
wu (t) is zero for steady flow, small for slow transients, and significant for fast transients. The unsteady friction component attempts to represent the transient-induced changes in the velocity profile, which often involve flow reversal and large gradients near the pipe wall. A summary of the various models for estimating wu (t) in water hammer problems is given below.
Empirical-Based
Corrections to Quasi-Steady Wall Shear Models. Daily et al. ͓39͔ conducted laboratory experiments and found wu (t) to be positive for accelerating flows and negative for decelerating flows. They argued that during acceleration the central portion of the stream moved somewhat so that the velocity profile steepened, giving higher shear. For constantdiameter conduit, the relation given by Daily et al. ͓39͔ can be rewritten as
where K u ϭunsteady flow coefficient of boundary resistance and momentum flux of absolute local velocity and 
Denoting c 2 by k and f V 2 /8 by ws reduces Eq. ͑31͒ to the following:
The formulations of Daily et al. ͓39͔ shows that coefficient c 2 ϭk is a measure of the deviations, due to unsteadiness, of the wall shear and momentum flux. Therefore, k generally depends on x and t. This remark is supported by the extended thermodynamics approach used by Axworthy et al. ͓30͔ . Figure 4 clearly illustrates the poor agreement between model and data when using Eq. ͑32͒ with a constant value of k.
The experimental data of Daily et al. ͓39͔ show that kϭ0.01 for accelerating flows and kϭ0.62 for decelerating flows. On the other hand, the research of Shuy ͓40͔ led to kϭϪ0.0825 for accelerating flows and kϭϪ0.13 for decelerating flows. In fact, Shuy's data led him to conclude that unsteady wall friction increases in decelerating flows and decreases in accelerating flows. This result contradicts the previously accepted hypothesis, namely, that unsteady wall friction decreases in decelerating flows and increases in accelerating flows. Shuy ͓40͔ attributed the decrease in wall shear stress for acceleration to flow relaminarization. Given its controversial conclusion, this paper generated a flurry of discussion in the literature with the most notable remarks being those of Vardy and Brown ͓41͔.
Vardy and Brown ͓41͔ argued that Shuy's results should not be interpreted as contradicting previous measurements. Instead, the results indicated that the flow behavior observed in Shuy's experiments may have been different from the flow behavior in previous experiments. Vardy and Brown ͓41͔ put forward the time scale hypothesis as a possible explanation for the different flow behavior between Shuy's ͓40͔ experiments and previous ones. They also observed that, while Shuy's experiments dealt with long time scales, previous measurements dealt with much shorter time scales. Vardy and Brown ͓41͔ provided insightful and convincing arguments about the importance of time scale to the flow behavior in unsteady pipe flows. In fact, the stability analysis of Ghidaoui and Kolyshkin ͓42͔ concurs with the time scale hypothesis of Vardy and Brown ͓41͔. Moreover, the stability analysis shows that, while other experiments belong to the stable domain, the experiments of Shuy belong to the unstable domain.
Theoretical investigations aimed at identifying the domain of applicability of Eq. ͑32͒ have appeared in the literature. For example, Carstens and Roller ͓43͔ showed that Eq. ͑32͒ can be derived by assuming that the unsteady velocity profiles obey the power law as follows:
where nϭ7 for Reynolds number Reϭ10 5 and increases with Reynolds number, rϭdistance from the axis in a radial direction, Rϭradius of the pipe. An unsteady flow given by Eq. ͑33͒ describes flows that exhibit slow acceleration and does not allow for flow reversal ͑i.e., does not contain inflection points͒. In fact, Eq. ͑33͒ cannot represent typical water hammer velocity profiles such as those found in Vardy and Hwang ͓25͔, Silva-Araya and Chaudhry ͓37͔, Pezzinga ͓38,44͔, Eichinger and Lein ͓45͔ and Ghidaoui et al. ͓46͔. The theoretical work of Carstens and Roller ͓43͔ shows only that Eq. ͑32͒ applies to very slow transients in which the unsteady velocity profile has the same shape as the steady velocity profile. Unfortunately, the Carstens and Roller ͓43͔ study neither supports nor refutes the possibility of using Eq. ͑32͒ in water hammer problems.
The theoretical work of Vardy and Brown ͓47͔ shows that Eq. ͑32͒ can be derived for the case of an unsteady pipe flow with constant acceleration. In addition, they show that this model is approximately valid for problems with time dependent acceleration as long as the time scale of the transient event greatly exceeds the rising time, which is a measure of time required for the vorticity diffusion through the shear layer. Their work also warns against using Eq. ͑32͒ for problems with time dependent acceleration induced by transient events with time scales smaller than the rising time (i.e., L/aӶT d ).
Axworthy et al. ͓30͔ found that Eq. ͑32͒ is consistent with the theory of Extended Irreversible Thermodynamics ͑EIT͒ and satisfy the second law of thermodynamics. In addition, the EIT derivation shows that unsteady friction formulas based on instantaneous acceleration such as Eq. ͑32͒ are applicable to transient flow problems in which the time scale of interest ͑e.g., simulation time͒ is significantly shorter than the radial diffusion time scale of vorticity. Using the vorticity equation, Axworthy et al. ͓30͔ showed that for such short time scales, the turbulence strength and structure is unchanged ͑i.e., ''frozen''͒, and the energy dissipation Transactions of the ASME behind a wave front is well represented by the degree of shift in the cross-sectional mean value of the velocity ͑i.e., dV/dt) and the cross-sectional mean value of V, itself. The time scale arguments by Vardy and Brown ͓47͔ and Axworthy et al. ͓30͔ represent two limit cases: very slow transients and very fast transients, respectively. In the former case, there is enough mixing such that the acceleration history pattern is destroyed, only the instantaneous acceleration is significant to the wall shear stress. In the latter case, the pre-existing flow structure is frozen, there is no additional acceleration history developed except that of instantaneous acceleration. The Axworthy et al. ͓30͔ argument represents a water hammer flow situation where the acceleration behaves like a pulse, say, the flow drops from a finite value to zero in a short period.
An important modification of instantaneous acceleration-based unsteady friction models was proposed by Brunone and Golia ͓48͔, Greco ͓49͔, and Brunone et al. ͓50,51͔. The well known Brunone et al. ͓50͔ model has become the most widely used modification in water hammer application due to its simplicity and its ability to produce reasonable agreement with experimental pressure head traces.
Brunone et al. ͓50͔ incorporated the Coriolis correction coefficient and the unsteady wall shear stress in the energy equation for water hammer as follows:
where ϭdifference from unity of the Coriolis correction coefficient, J s ϭ( f ͉V͉V)/2gD ϭsteady-state friction term, (/g) (‫ץ‬V/‫ץ‬t)ϭdifference between unsteady friction and its corresponding steady friction. In Eq. ͑34͒, the convective term is dropped as the Mach number of the flow is small in water hammer problems.
A constitutive equation is needed for ϩ. Brunone The dependence of ϩ on x and t as well as the flow acceleration is consistent with the theoretical formulations in ͓30͔ and ͓39͔. In addition, the form of ϩ gives significant correction for the unsteady friction when the flow is accelerated (V‫ץ‬V/‫ץ‬tϾ0) and small correction when the flow is decelerated (V‫ץ‬V/‫ץ‬tϽ0) ͓50͔.
Utilization of the models presented in this section requires a reliable estimate of the parameter k. The data of Brunone et al. ͓31͔, Daily et al. ͓39͔ , and others show that k is not a universal constant. An empirical method for estimating this parameter was proposed by Brunone et al. ͓52͔ by fitting the decay of measured pressure head history. Moody diagram-like charts for k were developed by Pezzinga ͓44͔ using a quasi-two-dimensional turbulence model. Vardy and Brown ͓47͔ provided a theoretically-based expression for determining the coefficient k. This expression was successfully applied by Bergant et al. ͓52͔ and Vitkovsky et al. ͓55͔ . Although the charts of Pezzinga ͓44͔ and the formula of Vardy and Brown ͓47͔ are theory-based, their reliability is limited by the fact that they rely on steady-state-based turbulence models to adequately represent unsteady turbulence. It should, however, be stressed that modeling turbulent pipe transients is currently not well understood ͑see Sec. 9͒.
The mechanism that accounts for the dissipation of the pressure head is addressed in the discussion by Ghidaoui et al. ͓46͔. They found that the additional dissipation associated with the instantaneous acceleration based unsteady friction model occurs only at the boundary due to the wave reflection. It was shown that after n c complete wave cycles, the pressure head is damped by a factor equivalent to ͓1/(1ϩk)͔ 2n c .
Physically Based Wall Shear
Models. This class of unsteady wall shear stress models is based on the analytical solution of the unidirectional flow equations and was pioneered by Zielke ͓56͔. Applying the Laplace transform to the axial component of the Navier-Stokes equations, he derived the following wall shear expression for unsteady laminar flow in a pipe:
where tЈϭa dummy variable, physically represents the instantaneous time in the time history; ϭkinematic viscosity of the fluid; Wϭweighting function
The first term on the right-hand side of Eq. ͑39͒ represents the steady-state wall shear stress ws and the second term represents the correction part due to the unsteadiness of the flow wu . The numerical integration of the convolution integral in Eq. ͑39͒ requires a large amount of memory space to store all previously calculated velocities and large central processing unit ͑CPU͒ time to carry out the numerical integration, especially when the time step is small and the simulation time large. Trikha ͓57͔ used three exponential terms to approximate the weighting function. The advantage of using exponential forms is that a recursive formula can easily be obtained, so that the flow history can be lumped into the quantities at the previous time step. In this way, only the calculated quantities at the previous time step needs to be stored in the computer memory, and there is no need to calculate the convolu-tion integral from the beginning at every time step. This reduces the memory storage and the computational time greatly. In Suzuki et al. ͓58͔, for Ͻ0.02, the summation is calculated in a normal way; for Ͼ0.02, the recursive formula similar to that of Trikha ͓57͔ is used, since each of the five terms included in the weighting function is exponential. Although Zielke's formula is derived for laminar flow, Trikha ͓57͔ and others ͓29,52͔ found that this formula leads to acceptable results for low Reynolds number turbulent flows. However, Vardy and Brown ͓47͔ warned against the application of Zielke's formula outside the laminar flow regime, but did note that the error in applying Zielke's formula to turbulent flows diminishes as the duration of the wave pulse reduces.
Vardy A summary of the assumptions involved in deriving Eqs. ͑39͒ and ͑41͒ is in order. The analytical approach of Zielke ͓56͔ involves the following assumptions: ͑i͒ the flow is fully developed, ͑ii͒ the convective terms are negligible, ͑iii͒ the incompressible version of the continuity equation is used ͑i.e., the influence of mass storage on velocity profile is negligible͒, and ͑iv͒ the velocity profile remains axisymmetric ͑i.e., stable͒ during the transient. In order to extend Zielke's approach to turbulent flows, Vardy and Brown ͓60͔ made two fundamental assumptions in relation to the turbulent eddy viscosity in addition to assumptions ͑i͒ through ͑iv͒. First, the turbulent kinematic viscosity is assumed to vary linearly within the wall shear layer and becomes infinite ͑i.e., a uniform velocity distribution͒ in the core region. Second, the turbulent eddy viscosity is assumed to be time invariant ͑i.e., frozen to its steady-state value͒. Assumptions ͑i͒, ͑ii͒, and ͑iii͒ are accurate for practical water hammer flows, where the Mach number is often negligibly small and pipe length far exceeds flow development length. The validity of assumptions such as that the flow remains axisymmetric ͑stable͒, that the eddy viscosity is independent of time, and that its shape is similar to that in steady flow, is discussed later in the paper ͑see Secs. 6 and 7͒.
Understanding the connection between Eq. ͑32͒ and the physically based unsteady wall friction models proposed by Zielke ͓56͔ and Vardy and Brown ͓60͔ further illuminates the limitations of instantaneous acceleration, unsteady wall friction models as described in the previous section. In particular, it is evident from Eqs. ͑39͒ and ͑41͒ that Eq. ͑32͒ is recovered when the acceleration is constant. In addition, plots of W in Fig. 5 show that for flows with large Reynolds number, this function is very small everywhere except when t/R 2 approaches 0, that is, when tЈ approaches t in Eq. ͑41͒. The region where W(tϪtЈ) in Eq. ͑41͒ becomes significant and provides a measure of the time scale of the radial diffusion of vorticity T d . If the acceleration varies slowly in the region where W(tϪtЈ) is significant, it is clear that Eqs. ͑39͒ and ͑41͒ can be accurately approximated by Eq. ͑32͒. This is simply an alternative way to state that Eq. ͑32͒ is acceptable when the acceleration is not constant as long as the time scale of the flow disturbance far exceeds the time scale of radial diffusion of vorticity across the shear layer. Moreover, it is obvious that Eq. ͑32͒ is a good approximation to Eqs. ͑39͒ and ͑41͒ when t is small, as the integral interval is so small that the integrand can be considered as a constant. Furthermore, the time interval where W(tϪtЈ) is significant reduces with Reynolds number, which shows that Eq. ͑32͒ becomes more accurate for highly turbulent flows.
Numerical Solutions for 1D Water Hammer Equations
The equations governing 1D water hammer ͑i.e., Eqs. ͑20͒ and ͑21͒͒ can seldom be solved analytically. Therefore, numerical techniques are used to approximate the solution. The method of characteristics ͑MOC͒, which has the desirable attributes of accuracy, simplicity, numerical efficiency, and programming simplicity ͑e.g., ͓20,23,61͔͒, is most popular. Other techniques that have also been applied to Eqs. ͑20͒ and ͑21͒ include the wave plan, finite difference ͑FD͒, and finite volume ͑FV͒ methods. Of the 11 commercially available water hammer software packages reviewed in Sec. 12, eight use MOC, two are based on implicit FD methods, and only one employs the wave-plan method.
MOC-Based Schemes.
A significant development in the numerical solution of hyperbolic equations was published by Lister ͓62͔. She compared the fixed-grid MOC scheme-also called the method of fixed time interval-with the MOC grid scheme and found that the fixed-grid MOC was much easier to compute, giving the analyst full control over the grid selection and enabling the computation of both the pressure and velocity fields Transactions of the ASME in space at constant time. Fixed-grid MOC has since been used with great success to calculate transient conditions in pipe systems and networks. The fixed-grid MOC requires that a common time step (⌬t) be used for the solution of the governing equations in all pipes. However, pipes in the system tend to have different lengths and sometimes wave speeds, making it impossible to satisfy the Courant condition ͑Courant number C r ϭa⌬t/⌬xр1) exactly if a common time step ⌬t is to be used. This discretization problem can be addressed by interpolation techniques, or artificial adjustment of the wave speed or a hybrid of both.
To deal with this discretization problem, Lister ͓62͔ used linear space-line interpolation to approximate heads and flows at the foot of each characteristic line. Trikha ͓57͔ suggested using different time steps for each pipe. This strategy makes it possible to use large time steps, resulting in shorter execution time and the avoidance of spatial interpolation error. This increased flexibility comes at the cost of having to interpolate at the boundaries, which can be a major source of error when complex, rapidly changing control actions are considered.
Wiggert and Sundquist ͓63͔ derived a single scheme that combines the classical space-line interpolation with reachout in space interpolation. Using Fourier analysis, they studied the effects of interpolation, spacing, and grid size on numerical dispersion, attenuation, and stability. These researchers found that the degree of interpolation decreases as the ratio of the wavelength of the kth harmonic L k to the reach length ⌬x increases. As a result, both numerical dissipation and dispersion are improved. These conclusions are not surprising for several reasons. First, every interpolation technique can be expected to produce better results for wave components with larger wavelengths. Second, for a fixed time step ⌬t, larger values of n imply smaller values of ⌬x and vice versa, since n⌬x represents the total length of the reachout on one side. Consequently, this scheme generates more grid points and, therefore, requires longer computational times and computer storage. Furthermore, an alternative scheme must be used to carry out the boundary computations.
The reachback time-line interpolation scheme, developed by Goldberg and Wylie ͓64͔, uses the solution from m previously calculated time levels. The authors observed that reachback timeline interpolation is more accurate than space-line interpolation for the same discretization. This is a subjective comparison because, as the degree of temporal interpolation varies from 0 to 1, the degree of spatial interpolation ␣ is only allowed to vary from 1/(mϩ1) to 1/m. A fairer comparison would have been to also divide the distance step by m so that both and ␣ vary equally. In addition, Goldberg and Wylie ͓64͔ assert that numerical errors are reduced by increasing m. This is somewhat misleading because, for a fixed ⌬x, increasing m means increasing the number of computational steps ͑i.e., reducing the effective time step ⌬t) which in turn generates finer interpolation intervals. Moreover, in cases where the friction term is large and/or when the wave speed is not constant, reaching back in time increases the approximation error of these terms.
Lai ͓65͔ combined the implicit, temporal reachback, spatial reachback, spatial reachout, and the classical time and space-line interpolations into one technique called the multimode scheme. Depending on the choice of grid size (⌬t,⌬x) and the limit on the maximum allowable reachbacks in time m, this scheme may function as either of the methods or a combination of any two methods. Numerical errors were studied using a mass balance approach. Stability conditions were derived from Von Neumann analysis. The multimode scheme gives the user the flexibility to select the interpolation scheme that provides the best performance for a particular problem.
Yang and Hsu ͓66,67͔ published two papers dealing with the numerical solution of the dispersion equation in 1D and 2D, respectively. The authors propose reaching back in time more than one time step and then using the Holly-Preissmann method to interpolate either in space or in time. It is claimed that the reachback Holly-Preissmann scheme is superior to the classical HollyPreissmann method. An interesting discussion of this work, published in Bentley ͓68͔,  showed that the solution obtained by the classical Holly-Preissmann method when the time step equals m⌬t is identical to that obtained by the reachback in space HollyPreissmann ͑i.e., the foot of the characteristic line is extended back more than one time step until it intersects the space-line͒ with m reachbacks and a time step value of ⌬t. The only difference is that the reachback approach produces mϪ1 extra intermediate solutions at the cost of more computational time.
Sibetheros et al. ͓69͔ showed that the spline technique is well suited to predicting transient conditions in simple pipelines subject to simple disturbances when the nature of the transient behavior of the system is known in advance. The most serious problem with the spline interpolation is the specification of the spline boundary conditions.
The authors point out that the selection procedure was a ''trial and error'' one involving many possibilities. This ''flexibility'' suffers from the curse of ''permutability,'' i.e., in a complex system the number of permutations and combinations of spline boundary conditions can become enormous. Moreover, in many multipipe applications it is not accuracy that directly governs the selection of the time step, but the hydraulically shortest pipe in the system. Since the most successful spline boundary conditions necessarily involve several reaches, application of the method becomes problematic in short pipes. It would appear to require much smaller time steps simply to apply the method at all. Other necessary conditions for the success of spline schemes are: ͑i͒ the dependent variable͑s͒ must be sufficiently smooth, ͑ii͒ the computation of the derivatives at internal nodes must be accurate, and ͑iii͒ the formulation of the numerical and/or physical derivative boundary conditions must be simple and accurate. Conditions ͑i͒ and ͑iii͒ are a problem in water hammer analysis because the boundary conditions are frequently nonlinear and complex, and the dependent variables may be discontinuous.
Karney and Ghidaoui ͓70͔ developed ''hybrid'' interpolation approaches that include interpolation along a secondary characteristic line, ''minimum-point'' interpolation ͑which reduces the distance from the interpolated point to the primary characteristic͒, and a method of ''wave path adjustment'' that distorts the path of propagation but does not directly change the wave speed. The resulting composite algorithm can be implemented as a preprocessor step and thus uses memory efficiently, executes quickly, and provides a flexible tool for investigating the importance of discretization errors in pipeline systems. The properties of the algorithm are analyzed theoretically and illustrated by example in the paper.
Other Schemes.
The wave plan method ͓71͔ is similar to the MOC in the sense that both techniques explicitly incorporate wave paths in the solution procedure. However, the wave plan method requires that flow disturbance functions such as valve curves be approximated by piecewise constant functions. That is, flow disturbances are approximated by a series of instantaneous changes in flow conditions. The time interval between any two consecutive instantaneous changes in flow conditions is fixed. The piecewise constant approximation to disturbance functions implies that the accuracy of the scheme is first order in both space and time. Therefore, fine discretization is required for achieving accurate solutions to water hammer problems.
The wave plan method ''lumps'' friction at the center of each pipe. In particular, friction is modeled using a disturbance function, where the form of this function is determined using the ''orifice analogy.'' This disturbance function is friction approximated by piecewise constant functions. The modeling of friction as a series of discrete disturbances in space and time generates small spurious waves. In general, with small values of friction, these would be observed only as low-amplitude noise on the main tran-sient signal. It is also unclear as to how additional physics, such as convolution-integral unsteady friction models, can be incorporated with the wave plan methodology.
Wylie and Streeter ͓72͔ propose solving the water hammer equations in a network system using the implicit central difference method in order to permit large time steps. The resulting nonlinear difference equations are organized in a sparse matrix form and are solved using the Newton-Raphson procedure. Only pipe junction boundary conditions were considered in the case study. It is recognized that the limitation on the maximum time step is set by the frequency of the dependent variables at the boundaries. Two commercially available water hammer software packages use the four point implicit scheme ͑see Sec. 12 Water Hammer Software͒. The major advantage of implicit methods is that they are stable for large time steps ͑i.e., C r Ͼ1 ͓65,72͔͒. Computationally, however, implicit schemes increase both the execution time and the storage requirement and need a dedicated matrix inversion solver since a large system of equations has to be solved. Moreover, for most problems, iterative schemes must also be invoked. From a mathematical perspective, implicit methods are not suitable for wave propagation problems because they entirely distort the path of propagation of information, thereby misrepresenting the mathematical model. In addition, a small time step is required for accuracy in water hammer problems in any case ͓23͔. For these reasons, most of the work done on numerical modeling of hyperbolic equations in the last three decades concentrated on developing, testing, and comparing explicit schemes ͑e.g., ͓63,64,73͔͒.
Chaudhry and Hussaini ͓74͔ apply the MacCormack, Lambda, and Gabutti schemes to the water hammer equations. These three methods are explicit, second-order ͑in time and space͒ finite difference schemes. Two types of boundary conditions are used: ͑i͒ one characteristic equation and one boundary equation, or ͑ii͒ extrapolation procedure boundary condition. The second boundary condition solution method adds one fictitious node upstream of the upstream boundary and another downstream of the downstream boundary. Using the L 1 and L 2 norms as indicators of the numerical errors, it was shown that these second-order finitedifference schemes produce better results than first-order method of characteristics solutions for C r ϭ0.8 and 0.5. Spurious numerical oscillations are observed, however, in the wave profile.
Although FV methods are widely used in the solution of hyperbolic systems, for example, in gas dynamics and shallow water waves ͑see recent books by Toro ͓75,76͔͒, this approach is seldom applied to water hammer flows. To the authors' knowledge, the first attempt to apply FV-based schemes was by Guinot ͓77͔. He ignored the advective terms, developed a Riemann-type solution for the water hammer problem, and used this solution to develop a first-order-based FV Godunov scheme. This first-order scheme is very similar to the MOC with linear space-line interpolation. At the time of writing, a second paper by Hwang and Chung ͓78͔ that also uses the FV method for water hammer, has appeared. Unlike in Guinot ͓77͔, the advective terms are not neglected in the work of Hwang and Chung ͓78͔. Instead, they use the conservative form of the compressible flow equations, in which density, and not head, is treated as an unknown. The application of such a scheme in practice would require a state equation relating density to head so that ͑i͒ all existing boundary conditions would have to be reformulated in terms of density and flow rather than head and flow, and ͑ii͒ the initial steady-state hydraulic grade line would need to be converted to a density curve as a function of longitudinal distance. At present, no such equation of state exists for water. Application of this method would be further complicated at boundaries where incompressible conditions are generally assumed to apply.
Methods for Evaluating Numerical Schemes.
Several approaches have been developed to deal with the quantification of numerical dissipation and dispersion. The wide range of methods in the literature is indicative of the dissatisfaction and distrust among researchers of more conventional, existing techniques.
This section discusses a number of methods employed by transient modelers to quantify numerical dissipation and dispersion.
Von Neumann Method.
Traditionally, fluid transient researchers have studied the dispersion and dissipation characteristics of the fixed-grid method of characteristics using the Von Neumann ͑or Fourier͒ method of analysis ͓63,64͔. The Von Neumann analysis was used by O'Brian et al. ͓79͔ to study the stability of the numerical solution of partial differential equations. The analysis tracks a single Fourier mode with time and dissipation by determining how the mode decays with time. Dispersion is evaluated by investigating whether or not different Fourier modes travel with different speeds.
There are a number of serious drawbacks to the Von Neumann method of analysis. For example, it lacks essential boundary information, it ignores the influence of the wave profile on the numerical errors, it assumes constant coefficients and that the initial conditions are periodic, and it can only be applied to linear numerical models ͓69,79-81͔. To illustrate, the work by Wiggert and Sundquist ͓63͔, Goldberg and Wylie ͓64͔, and others clearly shows that the attenuation and dispersion coefficients obtained from the Fourier analysis depend on the Courant number, the ratio of the wavelength of the kth harmonic L k to the reach length ⌬x, and the number of reachbacks and/or reachouts, but does not depend on the boundary conditions. Yet, the simulation of boundary conditions and knowledge of how these boundary conditions introduce and reflect errors to the internal pipe sections is crucial to the study of numerical solutions of hydraulic problems. In short, the Von Neumann method cannot be used as the only benchmark for selecting the most appropriate numerical scheme for nonlinear boundary-value hyperbolic problems.
L 1 and L 2 Norms Method. Chaudhry and Hussaini
͓74͔ developed L 1 and L 2 norms to evaluate the numerical errors associated with the numerical solution of the water hammer equations by the MacCormack, Lambda, and Gabutti schemes. However, the L 1 and L 2 method as they apply it can only be used for problems that have a known, exact solution. In addition, these two norms do not measure a physical property such as mass or energy, thereby making the interpretation of the numerical values of these norms difficult. Hence, the L 1 and L 2 norms can be used to compare different schemes, but do not give a clear indication of how well a particular scheme performs.
Three Parameters Approach. Sibetheros et al. ͓69͔
used three dimensionless parameters to study various numerical errors. A discussion followed by Karney and Ghidaoui ͓82͔ and a closure was provided by the authors. Salient points from the discussion and closure are summarized below.
The attenuation parameter is intended to measure the numerical dissipation by different interpolation schemes by looking at the maximum head value at the valve. This parameter, however, underestimates the numerical attenuation because the computation of head and flow at the downstream end of the pipe uses one characteristic equation and one boundary equation. The dispersion parameter is intended to measure the numerical dispersion by different interpolation schemes. This parameter is determined by asserting that the change in the wave shape is governed by the constant diffusion equation with initial conditions described by the Heaviside function. Although this method allows a rudimentary comparison of simple system responses, general conclusions cannot be drawn for a hyperbolic equation based on a diffusion equation. The longitudinal displacement parameter is intended to measure the extent by which different numerical schemes artificially displace the wave front. However, this parameter only suggests to what degree the interpolation method used is symmetrically dispersive and says little about the magnitude of artificial displacement of the wave by the numerical scheme.
Mass Balance Approach.
The mass balance method ͓83,84͔ is a more general technique than the other existing meth-
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Transactions of the ASME ods since this approach can be applied to a nonlinear transient problem with realistic boundary conditions. The basic idea is to check how closely a particular numerical method conserves mass. Note that the mass balance approach can become ineffective in cases where a numerical scheme conserves mass but not energy and momentum.
EHDE Approach.
Ghidaoui and Karney ͓85͔ developed the concept of an equivalent hyperbolic differential equation ͑EHDE͒ to study how discretization errors arise in pipeline applications for the most common interpolation techniques used to deal with the discretization problem in fixed-grid MOC. In particular, it is shown that space-line interpolation and the Holly-Preissmann scheme are equivalent to a wave-diffusion model with an adjusted wave speed, but that the latter method has additional source and sink terms. Further, time-line interpolation is shown to be equivalent to a superposition of two waves with different wave speeds. The EHDE concept evaluates the consistency of the numerical scheme, provides a mathematical description of the numerical dissipation and dispersion, gives an independent way of determining the Courant condition, allows the comparison of alternative approaches, finds the wave path, and explains why higher-order methods should usually be avoided. This framework clearly points out that numerical approximation of the water hammer equations fundamentally changes the physical problem and must be viewed as a nontrivial transformation of the governing equations. For example, implicit methods, while noted for their stability characteristics, transform the water hammer problem into a superposition of wave problems, each of which has a wave speed different from the physical wave speed and at least one of which has an infinite wave speed. The infinite numerical wave speed associated with implicit schemes ensures that the numerical domain of dependence is larger than the physical domain of dependence, and explains why these are highly stable. While good for stability, the large discrepancy between the numerical and physical domains of dependence hinders the accuracy of these schemes. Another problem with implicit schemes is that they are often computationally inefficient because they require the inversion of large matrices.
Energy Approach. Ghidaoui et al. ͓86͔
developed an integrated energy approach for the fixed-grid MOC to study how the discretization errors associated with common interpolation schemes in pipeline applications arise and how these errors can be controlled. Specifically, energy expressions developed in this work demonstrate that both time-line and space-line interpolation attenuate the total energy in the system. Wave speed adjustment, on the other hand, preserves the total energy while distorting the partitioning of the energy between kinetic and internal forms. These analytic results are confirmed with numerical studies of several series pipe systems. Both the numerical experiments and the analytical energy expression show that the discretization errors are small and can be ignored as long as there is continuous work in the system. When the work is zero, however, a C r value close to one is required if numerical dissipation is to be minimized. The energy approach is general and can be used to analyze other water hammer numerical schemes.
Flow Stability and the Axisymmetric Assumption
Existing transient pipe flow models are derived under the premise that no helical type vortices emerge ͑i.e., the flow remains stable and axisymmetric during a transient event͒. Recent experimental and theoretical works indicate that flow instabilities, in the form of helical vortices, can develop in transient flows. These instabilities lead to the breakdown of flow symmetry with respect to the pipe axis. For example, Das and Arakeri ͓87͔ performed unsteady pipe flow experiments where the initial flow was laminar and the transient event was generated by a piston. They found that when the Reynolds number and the transient time scale exceed a threshold value, the flow becomes unstable. In addition, they observed that the flow instability results in the formation of nonstationary helical vortices and that the breakdown of these vortices into turbulence is very rapid. The breakdown of the helical vortices into turbulence resulted in strong asymmetry in the flow with respect to the pipe axis. Brunone et al. ͓31,88͔ carried out measurements of water hammer velocity profiles in turbulent flows. They also observed strong flow asymmetry with respect to the pipe axis. In particular, they found that a short time after the wave passage, flow reversal no longer appears simultaneously in both the top and the bottom sides of the pipe. Instead, flow reversal appears to alternate between the bottom and top sides of the pipe. This is consistent with the asymmetry observed by Das and Arakeri ͓87͔. The impact of instabilities on wall shear stress in unsteady pipe flows was measured by Lodahl et al. ͓89͔. They found that inflectional flow instabilities induce fluctuations in the wall shear stress, where the root mean square of the wall shear stress fluctuation in the pipe was found to be as high as 45% of the maximum wall shear stress.
Das and Arakeri ͓87͔ applied linear stability analysis to unsteady plane channel flow to explain the experimentally observed instability in unsteady pipe flow. The linear stability and the experimental results are in good qualitative agreement. Ghidaoui and Kolyshkin ͓90͔ investigated the linear stability analysis of unsteady velocity profiles with reverse flow in a pipe subject to three-dimensional ͑3D͒ perturbation. They used the stability results to reinterpret the experimental results of Das and Arakeri ͓87͔ and assess their planar flow and quasi-steady assumptions.
Comparison of the neutral stability curves computed with and without the planar channel assumption shows that this assumption is accurate when the ratio of the boundary layer thickness to the pipe radius is below 20%. Any point in the neutral stability curve represents the parameters combination such that the perturbations neither grow nor decay. Critical values for any of these parameters can be obtained from the neutral stability curve. For unsteady pipe flows, the parameters related are Re and t. Therefore, critical Re can be obtained.
The removal of the planar assumption not only improves the accuracy of stability calculations, but also allows for the flow stability of both axisymmetric and nonaxisymmetric modes to be investigated, and for the experimental results to be reinterpreted. For example, both the work of Ghidaoui and Kolyshkin ͓90͔ and the experiments of Das and Arakeri ͓87͔ show that the nonaxisymmetric mode is the least stable ͑i.e., the helical type͒.
With the aim of providing a theoretical basis for the emergence of helical instability in transient pipe flows, Ghidaoui and Kolyshkin ͓42͔ performed linear stability analysis of base flow velocity profiles for laminar and turbulent water hammer flows. These base flow velocity profiles are determined analytically, where the transient is generated by an instantaneous reduction in flow rate at the downstream end of a simple pipe system. The presence of inflection points in the base flow velocity profile and the large velocity gradient near the pipe wall are the sources of flow instability. The main parameters governing the stability behavior of transient flows are Reynolds number and dimensionless time scale. The stability of the base flow velocity profiles with respect to axisymmetric and asymmetric modes is studied and the results are plotted in the Reynolds number/time scale parameter space. It is found that the asymmetric mode with azimuthal wave number one is the least stable. In addition, it is found that the stability results of the laminar and the turbulent velocity profiles are consistent with published experimental data. The consistency between the stability analysis and the experiments provide further confirmation ͑i͒ that water hammer flows can become unstable, ͑ii͒ that the instability is asymmetric, ͑iii͒ that instabilities develop in a short ͑water hammer͒ time scale and, ͑iv͒ that Reynolds number and the wave time scale are important in the characterization of the stability of water hammer flows. Physically, flow instabilities change the structure and strength of the turbulence in a pipe, result in strong flow asymmetry, and induce significant fluctuations in wall shear stress. These effects of flow instability are not represented in existing water hammer models.
In an attempt to gain an appreciation of the importance of including the effects of helical vortices in transient models, Ghidaoui et al. ͓46͔ applied current transient models to flow cases with and without helical vortices. In the case where stability results indicate that there are no helical vortices, Ghidaoui et al. ͓46͔ found that the difference between water hammer models and the data of Pezzinga and Scandura ͓91͔ increases with time at a mild rate. However, for the case where stability results and experiments indicate the presence of helical vortices, it is found that the difference between water hammer models and the data of Brunone et al. ͓31͔ exhibits an exponential-like growth. In fact, the difference between models and the data of Brunone et al. ͓31͔ reaches 100% after only six wave cycles. This marked difference between models and data suggests that the influence of helical vortices on the flow field is significant and cannot be neglected.
Quasi-Steady and Frozen Turbulence Assumptions
The convolution integral analytical models for wall shear in unsteady turbulent flows derived in Vardy et al. ͓59͔ and Vardy and Brown ͓60͔ assume that eddy viscosity remains ''frozen'' ͑i.e., time independent͒ during the transient. Turbulence closure equations used by Vardy and Hwang ͓25͔, Silva-Araya and Chaudhry ͓37͔, and Pezzinga ͓38͔ assume that the turbulence changes in a quasi-steady manner and that the eddy viscosity expressions derived for steady-state pipe flows remain applicable for water hammer flows. An understanding of the response of the turbulence field to water hammer waves is central to judging the accuracy of using either the frozen or the quasi-steady turbulence assumptions.
There is a time lag between the passage of a wave front at a particular location along the pipe and the resulting change in turbulent conditions at this location ͑e.g., ͓46,92,93͔͒. In particular, at the instant when a water hammer wave passes a position x along the pipe, the velocity field at x undergoes a uniform shift ͑i.e., the fluid exhibits a slug flowlike motion͒. The uniform shift in velocity field implies that the velocity gradient and turbulent conditions are unaltered at the instant of the wave passage. However, the combination of the uniform shift in velocity with the no-slip condition generates a vortex sheet at the pipe wall. The subsequent diffusion of this vortex ring from the pipe wall to the pipe core is the mechanism responsible for changing the turbulence conditions in the pipe.
A short time after the wave passage, the extent of vorticity diffusion is limited to a narrow wall region and the turbulence field is essentially frozen. In this case, both the quasi-steady turbulence and ''frozen'' turbulence assumptions are equally applicable. A similar conclusion was reached by Greenblatt and Moss ͓92͔ for a temporally accelerating flow; by Tu and Ramparian ͓94͔, Brereton et al. ͓95͔, and Akhavan et al. ͓96,97͔ for oscillatory flow; He and Jackson ͓93͔ for ramp-type transients; and Ghidaoui et al. ͓46͔ for water hammer flows. As the time after the wave passage increases, the extent of the radial diffusion of vorticity becomes more significant and begins to influence the velocity gradient and turbulence strength and structure in the buffer zone. The experiments of He and Jackson ͓93͔ show that the axial turbulent fluctuations are the first to respond to the changes in the radial gradient of the velocity profile and that there is a time delay between the changes in the axial turbulent fluctuations and its redistribution among the radial and azimuthal turbulent components. The production of axial turbulent kinetic energy and the time lag between production and redistribution of axial turbulent kinetic energy within the buffer zone are not incorporated in steady-state-based turbulence models. The characteristics of the flow in the core region will start to change only when the waveinduced shear pulse emerges from the buffer zone into the core region. On the basis of their unsteady flow experiments, He and Jackson ͓93͔ provided an estimate for the time delay from the moment the wall vortex ring was generated at the pipe wall to the moment when significant changes in the structure and strength of turbulence appeared near the pipe axis.
Ghidaoui et al. ͓46͔ proposed a dimensionless parameter P for assessing the accuracy of quasi-steady turbulence modeling in water hammer problems. This parameter is defined as the ratio of the time scale of radial diffusion of vorticity to the pipe core to the time scale of wave propagation from one end of the pipe to the other. This parameter provides a measure for the number of times a wave front travels from one end of the pipe to the other before the preexisting turbulence conditions start to respond to the transient event. It follows that the frozen and quasi-steady assumptions are ͑i͒ acceptable when Pӷ1, ͑ii͒ questionable when P is of order 1, and ͑iii͒ applicable when PӶ1. However, the last case does not belong to the water hammer regime. These conclusions are supported by the work of Ghidaoui et al. ͓46͔, where they compared the results of quasi-steady turbulence models with available data and by the work of Ghidaoui and Mansour ͓32͔ where they compared the results of frozen eddy viscosity models with experimental data.
Two-Dimensional Mass and Momentum Equations
Quasi-two-dimensional water hammer simulation using turbulence models can ͑i͒ enhance the current state of understanding of energy dissipation in transient pipe flow, ͑ii͒ provide detailed information about transport and turbulent mixing ͑important for conducting transient-related water quality modeling͒, and ͑iii͒ provide data needed to assess the validity of 1D water hammer models. Examples of turbulence models for water hammer problems, their applicability, and their limitations can be found in 
where uЈ and vЈϭturbulence perturbations corresponding to longitudinal velocity u and radial velocity v, respectively. Turbulence models are needed to describe the perturbation term ϪuЈvЈ since most practical water hammer flows are turbulent. The governing equations can be further simplified by neglecting nonlinear convective terms, as is done in the 1D case since the wave speed a is usually much larger than the flow velocity u or v. Then the equations become the following:
These governing equations are usually solved by numerical means. For an adequately anchored or restrained pipe, i.e., the pipe is rigid and the radial velocity at the pipe wall is zero. From flow symmetry, the radial velocity at the centerline is also zero. Integrating Eq. ͑45͒ across the pipe section, the radial velocity vanishes, leaving the following:
where Qϭdischarge. These equations are the same as those presented by Pezzinga ͓38͔.
In cases where the radial velocity component ͑mass flux͒ is negligible, Eqs. ͑47͒-͑49͒ can be usefully applied. However, the inclusion of radial fluxes in Eqs. ͑45͒ and ͑46͒ remove the inconsistency that occurs near boundary elements due to the simultaneous imposition of the no-slip condition and the plane wave assumption ͓24͔. Since numerical integration of Eq. ͑49͒ is needed to relate velocity distribution to discharge, even very small errors from neglecting radial fluxes can produce spurious oscillations in pressure head calculations.
Ghidaoui ͓26͔ derived quasi-two-dimensional equations from the complete 3D continuity equation and Navier-Stokes equations using an ensemble averaging process in which the assumptions inherent in the quasi-two-dimensional equations ͑such as flow axisymmetry and the plane wave assumption͒ are made explicit. The scaling analysis ͓26͔ shows that the viscous terms associated with the compressibility of the fluid are significantly smaller than the viscous term associated with angular deformation. Therefore, the compressibility is neglected in the momentum equations of both 1D and 2D models.
In Silva-Araya and Chaudhry ͓37,98͔ and Eichinger and Lein ͓45͔, an integration of the momentum equation is also carried out. In each case, the system reduces to a 1D formulation. The quasitwo-dimensional momentum Eq. ͑46͒ is only used to provide an unsteady friction correction for 1D governing equations. These corrections include: ͑i͒ an energy dissipation factor, which is the ratio of the energy dissipation calculated from the cross-sectional velocity distribution to that calculated from the Darcy-Weisbach formula ͓37,98͔ or ͑ii͒ direct calculation of wall shear stress, either by velocity gradient at the pipe wall or through energy dissipation ͓45͔.
Turbulence Models
Turbulence models are needed to estimate the turbulent perturbation term for ϪuЈvЈ. In the water hammer literature, the widely used turbulence models are algebraic models ͓25,37,38,98,99͔ in which eddy viscosity is expressed as some algebraic function of the mean flow field. Other sophisticated models ͑such as the kϪ⑀ model, which require additional differential equations for eddy viscosity͒ have also been tried ͓45͔. Similar results for the pressure head traces have been obtained.
The algebraic turbulence models used by Vardy and Hwang ͓25͔ and Pezzinga ͓38͔ are discussed further to illustrate some features of algebraic turbulence models. These models were comparatively studied by Ghidaoui et al. ͓46͔. The comparison shows that very similar dissipation is produced by the two models. Other different variations of algebraic turbulence models are available in Rodi ͓102͔. ϭa function of Reynolds number ͑usually a value of 0.06 is used͒. The total viscosity distribution depends on friction velocity u * and position y only. This is true for steady flow since all information at interior points will ultimately propagate to the wall boundary. Given sufficient time, the velocity profile adjusts and finally depends on wall shear stress only. However, this model may be problematic for unsteady flow since the interior conditions cannot solely be represented by wall shear stress.
Five-Region

Two-Layer Turbulence Model.
In the two-layer turbulence model, flow is divided into two layers: ͑i͒ a smooth pipe, viscous sublayer is assumed to exist near the wall; and ͑ii͒ outside the viscous sublayer, the Prandtl mixing length hypothesis is used and in which lϭmixing length and ReϭReynolds number for initial flow. The thickness of the viscous sublayer is determined by the wall shear stress. The eddy viscosity in the turbulent region includes some information about the velocity profile. The twolayer model appears to be more suitable for unsteady flow simu-lation, but one should note that the expression for mixing length and the empirical coefficient are based on steady flow equivalents. Ghidaoui et al. ͓46͔ compared both models ͑i.e., the fiveregion and the two-layer model͒ and obtained very similar results for pressure head estimates. The comparative study suggests that the pressure head is not sensitive to eddy viscosity distribution in the pipe core region. As these models are based on steady flow principles, the application of these models to unsteady flow problems implicitly includes the quasi-steady assumptions discussed in Section 7.
These algebraic turbulence models are widely used, mainly because of their simplicity and robustness. As more powerful computers become available and improvements are made to numerical solution techniques, detailed turbulence structures may be obtained using more sophisticated turbulence models, such as the two-equation kϪ⑀ models, or perhaps even Reynolds stress models, for which no eddy viscosity hypothesis is needed.
All of the models mentioned above are based on the Reynoldsaveraged Navier-Stokes ͑RANS͒ equation. The averaging process is clearly a time average and valid for steady flows. For unsteady flows, the use of the time average is highly questionable unless the unsteadiness has a much larger time scale than the time scale of turbulence. Obviously, this is not the case for fast transients.
As an alternative, large eddy simulation ͑LES͒ has been developed recently. In LES, the Navier-Stokes equation is filtered, large-scale motion is resolved while the small-scale motion is modeled. If results from LES were available, then some of the assumptions mentioned previously could, in principle, be more rigorously evaluated. Unfortunately, in carrying out LES, a full 3D system of equations must be solved using very fine grids ͓104͔. For steady flow simulations, when the turbulence statistics reach steady, the ensemble average can be obtained over a time interval from a single run ͓104͔. However, the ensemble average cannot be obtained from a single run for transient flow. The requirement of many runs makes the resulting computational process prohibitively time consuming. As yet, such analyses have not been performed in pipe transients.
Numerical Solution for 2D Problems
The 2D governing equations are a system of hyperbolicparabolic partial differential equations. The numerical solution of Vardy and Hwang ͓25͔ solves the hyperbolic part of governing equations by MOC and the parabolic part using finite difference. This hybrid solution approach has several merits. First, the solution method is consistent with the physics of the flow since it uses MOC for the wave part and central differencing for the diffusion part. Second, the use of MOC allows modelers to take advantage of the wealth of strategies, methods, and analysis developed in conjunction with 1D MOC water hammer models. For example, schemes for handling complex boundary elements and strategies developed for dealing with the 1D MOC discretization problem ͑e.g., wave speed adjustment and interpolation techniques͒ can be adapted to quasi-two-dimensional MOC models. Third, although the radial mass flux is often small, its inclusion in the continuity equation by Vardy and Hwang ͓25͔ is more physically correct and accurate. A major drawback of the numerical model of Vardy and Hwang ͓25͔, however, is that it is computationally demanding. In fact, the CPU time required by the scheme is of the order N r 3 where N r ϭnumber of computational reaches in the radial direction. Vardy and Hwang's scheme was modified by Zhao and Ghidaoui ͓105͔ to a much more efficient form. The CPU time required is reduced to order N r , making the scheme more amenable to application to the quasi-two-dimensional modeling of pipe networks and for coupling with sophisticated turbulence models. Several numerical schemes for quasi-two-dimensional modeling are summarized in the following material.
Vardy-Hwang Scheme.
The characteristic form of Eqs. ͑45͒ and ͑46͒ is as follows ͓25͔:
where qϭrv. The pipe is divided into N r cylinders of varying thickness. At a given time t and location x along the pipe, two equations apply to each cylinder. Since there are N r cylinders in total, the total number of equations is 2N r . Therefore, the governing equations for all cylinders can be written in matrix form as follows: Az ϭb, where A is a 2Nrϫ2Nr matrix whose form is as follows:
where jϭindex along radial direction; C u1 ,C u2 ,C u3 ϭcoefficients associated with axial velocity u; C q1 ,C q2 ϭcoefficients associated with radial flux q; and ⑀ and are weighting coefficients. The unknown vector z
T in which iϭindex along axial direction and the superscript T de-
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Transactions of the ASME notes the transpose operator and bϭa known vector that depends on head and velocity at time level n. Therefore, the solution for head, and longitudinal and radial velocities, involves the inversion of a 2N r ϫ2N r matrix. The sparse nature of A is the reason the scheme is inefficient. Improving the efficiency of the Vardy-Hwang scheme is essential if quasi-two-dimensional models are to become widely accepted as tools for analyzing practical pipe systems or for conducting numerical experiments. Algebraic manipulation of the coefficient matrix leads to a highly efficient scheme in which the original system becomes two subsystems with tridiagonal coefficient matrices expressed as the following: Buϭb u and Cvϭb v , where B is a tridiagonal N r ϫN r matrix given by
The unknown vector uϭ͕u i,1 nϩ1 ,¯,u i, j nϩ1 ,¯,u i,Nr nϩ1 ͖ T represents longitudinal flow velocity; b u is a known vector whose elements depend on H, u, and q at time level n; and C is a tridiagonal N r ϫN r matrix given by
T is an unknown vector of head and radial velocities and b v ϭa known vector whose elements depend on H,u,q at time level n. Inversion of tridiagonal systems can be performed efficiently by using the Thomas algorithm.
Pezzinga Scheme.
The numerical solution by Pezzinga ͓38͔ solves for pressure head using explicit FD from the continuity Eq. ͑47͒. Once the pressure head has been obtained, the momentum Eq. ͑48͒ is solved by implicit FD for velocity profiles. This velocity distribution is then integrated across the pipe section to calculate the total discharge. The scheme is fast due to decoupling of the continuity and momentum equations and the adoption of the tridiagonal coefficient matrix for the momentum equation. It has been applied to network simulations.
While the scheme is efficient, the authors have found that there is a difficulty in the numerical integration step. Since the integration can only be approximated, some error is introduced in this step that leads to spurious oscillations in the solution for pressure. To get rid of these oscillations, a large number of reaches in the radial direction may be required or an iterative procedure may need to be used ͓37͔.
Other Schemes.
In Ohmi et al. ͓99͔, the averaged 1D equations are solved to produce pressure and mean velocity. The pressure gradient is then used to calculate a velocity profile using the quasi-two-dimensional momentum equation, from which wall shear stress is determined.
A similar procedure is used in Eichinger and Lein ͓45͔. Onedimensional equations are first solved to obtain the pressure gradient. This pressure gradient is used to solve Eq. ͑46͒ using a finite difference method. The eddy viscosity is obtained from a kϪ⑀ model. Once the velocity profile is known, the friction term can be calculated from the velocity gradient at the wall, which is then used in the 1D equations. An iterative procedure is employed in this calculation to obtain eddy viscosity. Although there might be some difference between the discharge calculated from 1D equations and that obtained from the velocity profile integration, it is neglected, since the calculation of the velocity profile is only used to estimate the friction term. This latter difference has only a minor influence on the calculation of the unsteady friction term, as argued by Eichinger and Lein ͓45͔.
Silva-Araya and Chaudhry's ͓37,98͔ procedure is similar to the foregoing methods. Once the velocity is obtained, energy dissipation and discharge can be calculated. The dissipation is used to estimate an energy dissipation ratio, which provides a correction factor for the friction term in the 1D equations. The adjusted 1D equations are then solved to give a new discharge, which is compared to that calculated from velocity profile integration. If the difference is small ͑say, less than 5%͒, the calculation proceeds to the next time step. Otherwise, the pressure gradient is adjusted, and the procedure is repeated. A mixing length algebraic turbulence model ͑smooth pipe, ͓37͔, rough pipe ͓98͔͒ is used in the calculation of the velocity profile.
Boundary Conditions
The notion of boundary conditions as applied to the analysis of fluid transient problems is analogous to, but slightly different from, the conventional use of the terminology in solving differential equations. Just as a ''boundary value'' problem in the mathematical sense implies conditions that must be satisfied at the edges of the physical domain of the problem, boundary conditions in fluid transients implies the need for additional head-discharge relations to describe physical system components such as pumps, reservoirs and valves. Thus, one or more simplified auxiliary relations can be specified to solve for piezometric head, flow velocity, or other variables associated with the physical devices themselves. Examples of boundary conditions include, but are not limited to, valves, nozzles, pumps, turbines, surge tanks, air valves, tanks and reservoirs, heat exchangers, condensers and many other application-specific devices.
This section of the paper discusses a generalized approach to incorporating boundary conditions within the method of charac-teristics framework that preserves the complex physical and topological character of the compressible fluid system. The approach utilizes unambiguous definitions of the nodes, links, and boundary conditions that represent the components of a physical pipe system or network. Attention is restricted to the method of characteristics solution because it is the most powerful and physically consistent method for dealing with physically and behaviorally complex devices without imposing unrealistic or difficult modifications to the numerical scheme. The discussion begins by reviewing the governing equations and the form of the method of characteristics solution that has been developed for this purpose.
Governing Equations and Their Solution.
Two equations-a relation of mass conservation and a momentum equation-are generally used to model transient flow in closed conduits ͑e.g., ͓20-23͔͒, which can be written from Eqs. ͑20͒, ͑21͒, and ͑28͒ as
To be compatible, x and V must be positive in the same direction. Equations ͑61͒ and ͑62͒ are valid as long as the flow is 1D, the conduit properties ͑diameter, wave speed, temperature, etc͒ are constant, the ''convective'' and slope terms are small, and the friction force can be approximated by the Darcy-Weisbach formula for steady flow. In addition, it is usually assumed that the friction factor f is either constant or weakly dependent on the Reynolds number. Note that, for simplicity, the shear model in the momentum Eq. ͑61͒ above is equivalent to Eq. ͑41͒ without the convolution term. Other shear models can be readily adapted for use in the boundary condition framework described herein. Because the equations governing transient fluid flow can seldom be solved analytically, numerical solutions are used to approximate the solution. The most widely used procedure is the fixed grid method of characteristics, which has the desirable attributes of accuracy, simplicity and numerical efficiency. The method is described in many standard references including Chaudhry ͓20͔ and Wylie et al. ͓23͔ . Again, the procedures described here can be easily adapted for use with any of the interpolation, reach-back, reach-out, and wave speed or pipe length adjustment schemes mentioned previously.
In essence, the method of characteristics combines the momentum and continuity equations to form a compatibility expression in terms of discharge Q and head H, that is
where Bϭa/gA and 
For this reason, the x-t grid in Fig. 6 is chosen to ensure ⌬x ϭϮa⌬t. Then, if the dependent variables are known at A and B, Eq. ͑63͒ can be integrated along both AP and BP. Integration of the first two terms is straightforward, while the third requires the variation of Q with x to be known. Although this function is generally unknown, the term can usually be approximated ͓23͔. A convenient linearization of the A to P integration is given by Karney and McInnis ͓106͔ as follows:
in which ͉⑀͉р1. This linearization of the friction term includes the ''classical'' Q A ͉Q A ͉⌬x approximation (⑀ϭ0.0) and the ''modified'' Q P ͉Q A ͉⌬x linearization (⑀ϭ1.0) as special cases. The approximation associated with ⑀ϭ0.0 has been traditionally employed, but is troublesome for high friction cases; the modified linearization is often more accurate and has improved stability properties ͓107͔, but has not yet been universally adopted. Not only does Eq. ͑66͒ allow a single program to be used for both approximations, but intermediate values of ⑀ can be used to optimize accuracy for a given ⌬t. Preliminary results indicate values near 0.81 are well suited to most applications. Higher-order approximations of the energy loss term can also be incorporated, but generally require iterative solution procedures. The linearized first-order approaches result in explicit formulations and provide acceptable results over the initial wave cycle for systems of low to moderate friction.
If Eq. ͑63͒ is integrated as illustrated above, two equations can be written for the unknowns at P H P ϭC P ϪB P Q P (67) and
in which
In more complex systems, a subscript to indicate the pipe number is often added to these equations. At points P internal to a pipeline, H P can be eliminated from Eqs. ͑67͒ and ͑68͒ to obtain
At the ends of a conduit, however, the solution of the characteristic equations is algebraically complicated by one or more ''boundary conditions.''
Boundary Conditions.
The subject of what constitutes a boundary condition can be treated generally. Karney ͓108͔ presents concise terminology for describing pipe networks and boundary conditions. His nomenclature is followed throughout this paper and is briefly reviewed here. Once the time domain is Transactions of the ASME discretized into ⌬t segments, most conduits in the network are divided into one or more reaches of length ⌬x. For clarity, the term ''pipe'' is henceforth restricted to conduits containing at least one characteristic reach. The end of each reach, where head and flow values must be determined, is called a section. At sections internal to a pipe, the discharge can be obtained from Eq. ͑73͒. However, at each end of the pipe, an auxiliary relation between head and discharge must be specified. Such a head-discharge relation is called a boundary condition. The term ''node'' is used herein to indicate a location where boundary sections meet. The degree of a node is the number of pipes ͑i.e., characteristic sections͒ connected to it. However, in a general network, not only pipes may be connected to a node, but various other elements as well. For example, a node may represent a suction or discharge flange of a pump, the location of a valve discharging from the network, or a connection for a pressure relief valve. All such nonpipe junctions are labeled external and the number of such connections is called the complexity of the node. A node of complexity zero is called simple, a node of complexity one ordinary, and a node of complexity greater than one complex. In this paper, boundary conditions associated with complex nodes are referred to as boundary systems. Generally, the difficulty of solving a network increases as the complexity of the nodes in the network increases but, as the following section shows, is independent of the degree of any node in the network. The terminology related to nodes can be extended in a natural way to networks as well and has been used by Karney ͓109͔ to develop a general approach for analyzing complex networks.
Simple and Ordinary One-Node Boundary Conditions.
Junctions of several pipes are usually modeled as frictionless in transient flow applications ͑e.g., ͓109,110͔͒. Complications arising by attempting to calculate junction losses at a general node are considerable and are not discussed in this paper. Generally, energy losses at junctions are relatively small and neglecting them does not appear to significantly impair the accuracy of the method of characteristics solution for a simple pipe junction.
The assumption that local losses are negligible is equivalent to representing the hydraulic grade line elevation at the node by a single number, designated H P .
Consider now Fig. 7 , which depicts a junction of any number of pipes at a node. Let N 1 be the set of all pipes whose assumed flow direction is toward the node in question and N 2 be the set of pipes whose assumed flow direction is away from the node. Let one flow be identified as external and governed by an auxiliary relation. Positive flows are assumed to be from the junction. The following derivation is similar to that appearing in Chapter 11 of Fluid Transients by Wylie and Streeter ͓22͔, but uses the notation proposed by Karney ͓108͔. It differs from the latter only by the inclusion of the variable friction term linearization.
For all pipes belonging to the set N 1 , Eq. ͑67͒ holds while Eq. ͑68͒ applies for members of N 2 . These equations can be rearranged to obtain
and
in which the second subscript represents the variable at the boundary section of a particular pipe in the set. The continuity equation for the junction requires the sum of the flows entering the node to equal the sum of the flows leaving the node
Equations ͑74͒ and ͑75͒ can be substituted directly into Eq. ͑76͒ to produce the following expression for H P :
Equation ͑77͒ represents a single relationship between junction head H P and external flow Q ext in a multipipe frictionless junction. The form of this equation is equivalent to the single C ϩ compatibility Eq. ͑67͒ and shows that any one-node boundary condition located in a network can be evaluated in exactly the same manner as if the boundary condition occurred at the downstream end of a single pipe.
Once a functional relationship representing a particular hydraulic device is substituted into Eq. ͑77͒, a single equation and unknown results. If this relationship is either linear or quadratic, an explicit formula for the unknown can be obtained.
For example, the simplest boundary condition occurs when Q ext is either constant or a known function of time ͑e.g., constant displacement pumps or fixed demands͒. In this case, the value of Q ext can be substituted into Eq. ͑77͒ to obtain the junction head. In particular, this equation becomes H P ϭC C when Q ext is zero. This solution for a simple node is algebraically equivalent to Eq. ͑73͒ if the node has only two pipes.
Comprehensive treatment of various boundary conditions such as valves, pumps, turbines, accumulators, air valves and many others can be found in Wylie et al. 
Water Hammer Software
With the advent of the Windows operating system, computer languages such as Visual Basic and Visual C, geographic information systems ͑GIS͒, and the World Wide Web, many water hammer models, previously only suited to academics and expert engineering practitioners, are now accessible to even the most novice analyst. In this section, we describe several commercially available water hammer software packages. The information presented here is intended to aid readers in locating software appropriate to their water hammer analysis needs.
It is important to note that two of the authors of this paper are also authors of a commercially available water hammer software package. To avoid any conflicts of interest and to be fair to all water hammer software developers, a critique of each water hammer software package is not presented here.
Instead, the intention of this section is to summarize the pertinent features of each computer model. These features include, but are not limited to, the available hydraulic devices, selectable surge protection measures, input facilities, and output graphical visualization options. Also listed for each software package is the numerical method used by the water hammer model to solve the unsteady flow problem. The reader is directed to Sec. 5 for background on these numerical methods.
Each computer model has special features that distinguish it from the other reviewed models. These differences are most often the result of a desire to serve a specific commercial market. For example, some packages are best suited to fire protection sprinkler systems, fueling systems, or oil pipelines, while others are clearly tailored to large municipal water distribution systems. Still other models specialize in the analysis of hydroelectric systems, sewage force mains, or industrial applications such as cooling water systems. However, despite their obvious market focus, it is often possible to analyze just about any piping system with each of these models.
The software packages described herein are in no particular order and more information on a product ͑e.g., up-to-date pricing, new features, computer system requirements, etc͒ can be obtained upon browsing the appropriate Internet homepage, which is listed at the end of each review. Unless otherwise noted, the software packages reviewed below operate within a Windows-based environment. Please also note that the information summarized below is largely derived from each water hammer modeler's Internet homepage and is current at the writing of this paper ͑2003͒.
Due to space limitations, all of the water hammer software packages now readily available could not be included in this summary. The reader is encouraged to search out alternatives on the Internet prior to selecting one of the models described herein.
12.1 Pipenet. This fluid flow program predicts pressure surges, calculates hydraulic transient forces, models control systems, and has been commercially available for over 20 years.
The interface drag-and-drop facilities are used to build a schematic of the pipeline or network and the associated boundary devices. Pipe schedules as well as fitting, lining, pump and valve data are provided on-line for the user's convenience. The user can specify the units of both the input and output data. Fluid properties such as viscosity and specific gravity can also be input by the user. Boundary devices include pumps, air chambers, reservoirs, tanks, caissons, vacuum relief valves, check valves, flow control valves, surge relief valves, and air release valves.
PIPENET performs a surge analysis using the method of characteristics and calculates pressures and flow rates at nodes, pipes, and boundary devices, as well as transient pressure forces on pipes and bends. As an option, the program calculates the formation, growth, and collapse of a vapor cavity if the pressure in the pipe system drops to vapor pressure. PIPENET also has facilities for incorporating control theory ͑e.g., proportional, integral, derivative loops͒ in the operation of pumps and valves. Note that a special module is available for analyzing sprinkler systems.
Output data can be plotted as time history plots, each with user defined titles. Examples include pressure and flow rate time history plots at nodes, pipe sections, or boundary devices. In addition, graphs of fluid level in an air chamber versus simulation time may be plotted ͑Contact: www.sunrise-sys.com͒.
HAMMER.
With HAMMER, a schematic of the piping layout for both pipelines and networks can be drawn on-screen and groups of hydraulic elements duplicated to save time during the input process. As an initial condition, steady-state data can be imported from EPANET and WATERCAD. Some of the available boundary devices include pumps, air vessels, open surge tanks, reservoirs, surge control valves, vacuum relief and air release valves, and bypass lines with check valves.
Commercially available for over 15 years, this method of characteristics-based model can be used to simulate pump power failure, valve closure, pipe breaks, and pump startup. Time history animations and plots of transient pressure, flow rate, and air or vapor volume at nodes and along pipes are available for both pipelines and networks. The model also produces profile views of network pipeline paths, showing the initial steady-state pressure as well as the maximum and minimum pressure envelopes ͑Con-tact: www.ehg.dns2go.com͒.
12.3 HYTRAN. Drag-and-drop facilities enable on-screen construction or deletion of a pipeline or network in either plan or profile views. Alternatively, node, pipe, and boundary device data can be directly imported from EPANET. Some of the selectable boundary devices include pumps, turbines, air chambers, vacuum relief valves, check valves, tanks, reservoirs, pressure relief valves, pressure regulating valves, and demands. On-line help, including a database of valve coefficients and pipe material properties, is available to the user.
A method of characteristics-based solver generates pressure and flow rate history traces at nodes and along the pipeline following pump power failure or startup. In addition, the computed transient hydraulic grade line at any instant in simulation time can be plotted in combination with the pipeline profile. Pressure traces, hydraulic grade line plots, and pipe flow direction can be animated for real-time viewing. A column separation indicator warns the user when cavitation is detected ͑contact: www.hytran.net͒.
HYPRESS.
This model has an object-oriented interface that allows for flexible input of pipe, node, and boundary device data for pipelines and networks. Some of the boundary devices that can be represented by the model include pumps, turbines, valves, reservoirs, surge chambers, and air vessels.
Using a fourth-order implicit finite difference based numerical solver, HYPRESS calculates the maximum, minimum, and instantaneous transient hydraulic grade line for a pipeline following pump power failure. The hydraulic grade lines are plotted in combination with the pipeline elevation profile and the instantaneous transient hydraulic grade line, which can be animated in real time ͑Contact: www.hif.cz͒. 12.5 IMPULSE. Liquids such as water, petroleum, chemical products, cryogens, and refrigerants can all be modeled using the IMPULSE water hammer model. A piping schematic is created in the workspace using drag-and-drop facilities and data can be input directly by the user or obtained from a built-in database containing properties for nine fluids and eight pipe materials. Some of the hydraulic devices that can be incorporated into the pipe network include pumps, reservoirs, liquid accumulators, gas accumulators, vacuum breaker valves, demands, relief valves, and pressure control valves.
IMPULSE will calculate a system steady state and transfer it to the method of characteristics solver. Pipe length adjustment, as opposed to wave speed adjustment, is used in combination with the time step to spatially discretize the piping network. In some cases, this means that the modeled pipe length can approximate the true length of the pipe. Transient events ͑e.g., pump power failures, pump starts, valve closures, etc͒ can be initiated based on time or a device setpoint. Liquid column separation, vapor cavitation, and cavity collapse can be modeled. This model will identify when and where maximum pressures occur and plot flow rate, pressure, and velocity time histories, which can be formatted by the user. At each time interval, output, such as maximum and minimum pressures, are tabulated for each node, pipe, and boundary device ͑Contact: www.aft.com͒.
12.6 WANDA. Both pressurized and nonpressurized branched and looped pipe systems can be simulated with this water hammer model. Free-surface flow ͑i.e., a partly filled pipe͒ is modeled using a conjugate gradient method with an upwind advection approximation. The effects of draining and filling a pipeline can be simulated with this component.
A schematic of the piping system can be created on-screen using a palette of boundary devices. A user defined image ͑e.g., a street map͒ can be imported as a background to the schematic and properties of nodes, pipes, and boundary devices are input using dialog boxes. Some of the available boundary devices include pumps, control valves, check valves, taps, air vessels, air inlet valves, surge towers, pressure relief valves, weirs, and condensers.
The method of characteristics-based solver can be interrupted and resumed during a simulation. Cavitation and control theory ͑e.g., proportional integral derivative loops, sensors, etc͒ modules are optional. Pressure versus time histories can be plotted at userdefined locations within the pipe system. In addition, it is possible to view an animation of pressure wave propagation and reflection along pipeline routes of a network ͑Contact: www.wldelft.nl/soft/ wanda/͒.
FLOWMASTER.
This model calculates transient pressures and flow rates in piping networks. In addition, calculation of heat transfer and simulation of partly empty pipe segments ͑e.g., sprinkler systems͒ is possible.
Pipe networks can be drawn on-screen using a list of piping components and some of the boundary devices that can be represented include pumps, reservoirs, weirs, orifices, valves, accumulators, diaphragms, diffusers, heat-exchangers and pipe fittings. User-defined boundary devices can be programmed in either FOR-TRAN or C. Operational issues can be studied using predefined controllers or user-defined controllers programmed in Visual Basic or Java.
The method of characteristics solver generates results that can be viewed graphically or in tabular formats. Note that in addition to liquids, gas flow dynamics can be simulated ͑Contact: www-.flowmaster.com͒.
SURGE2000.
With this model, a schematic of the piping layout can be drawn on-screen and over it can be placed an imported background image, such as a street or elevation contour map. Boundary devices include pumps, valves, reservoirs, tanks, air vessels, air and vacuum valves, pressure relief valves, surge anticipating valves, and heat exchangers.
This model uses the wave-plan method as opposed to the method of characteristics or finite difference methods employed by the other models reviewed in this paper. Pump power failure, pump startup, and valve operations ͑e.g., closure͒ are just some of the unsteady fluid flow events that can be simulated with SURGE2000. Output, such as pressures, can be tabulated, plotted as contours over the system map, and displayed in time history plots at nodes. In addition, for each pipeline path, the maximum, minimum, and instantaneous transient hydraulic grade lines can be plotted on an elevation versus distance graphic ͑Contact: www.kypipe. com͒.
12.9 LIQT. First introduced in 1972, LIQT can model fluid transients in pipelines and networks subject to pump power failure and startup, turbine load loss, and valve closure. Some of the boundary devices that can be selected by the user include pumps, turbines, check valves, air and vacuum valves, surge tanks, standpipes, accumulators, and pressure relief valves. LIQT operates within a DOS environment window and uses the method of characteristics to compute pressures and flow rates that can be exported to spreadsheets, databases, and graphic software for presentation ͑Contact: www.advanticastoner.com͒.
12.10 WHAMO. This model uses a four-point implicit finite difference method to calculate time-varying flow and head in pipelines and networks. The user can select boundary devices such as pumps, turbines, valves, tanks, reservoirs, vented or unvented air chambers, pressure control valves, electric governors, and constant or time varying demands. A schematic of the piping system can be drawn on-screen with the help of a palette of boundary device symbols.
Both steady-state and transient conditions are generated and simulations of pump power failure, valve closure, turbine load rejection, turbine startup, and governor controlled turbine operation are possible ͑Contact: www.cecer.army.mil/usmt/whamo/ whamo.htm͒.
12.11 TRANSAM. Using this model, real-time, 3D ͑i.e., distance, time, and pressure͒ animations of the transient pressure surface can be viewed along user-defined network and pipeline paths. A piping layout map can be created in a designated workspace using point-and-click options and a combination of pulldown menus and dialog boxes are available for node, pipe, and boundary device data input. An EPANET to TRANSAM conversion utility is supplied. Some of the boundary devices that can be represented by this model include pumps, turbines, air chambers, reservoirs, tanks, flow control valves, air and vacuum relief valves, check valves, pressure relief valves, surge anticipating valves, pressure reducing/sustaining valves, constant and time varying demands, and bypass lines with check valves.
Pump power failure and startup, variable speed pump and valve operations ͑e.g., full and partial openings or closures͒, turbine load rejection, and pipe breaks are just some of the event or time initiated unsteady flow conditions that can be simulated using this method of characteristics-based model. Simulation of the formation, growth, and collapse of vapor cavities is optional. Time history plots of pressure ͑and flow rate at nodes͒ can be produced at nodes and along pipes. Real-time animations of the instantaneous transient, maximum, and minimum hydraulic grade lines can be viewed for pipe paths ͑Contact: www.hydratek.com͒.
Emerging Applications in Water Hammer
By now, the reader is likely aware that the principal use of transient analysis, both historically and present day, is the prediction of peak positive and negative pressures in pipe systems to aid in the selection of appropriate strength pipe materials and appurtenances and to design effective transient pressure control systems.
Two important areas in which transient modeling is now taking a key role are parameter estimation for leakage detection and water quality predictions in potable water systems. Brief discussions of these two important areas of application are provided in this section.
Parameter Estimation for Leakage Detection and
Inverse Models. In many pipeline related industries, such as a potable water supply or in oil or gas transmission, owners know that information is the key to successful management of their pipeline operation. For example, in the case of a water supply, physical system characteristics, customer data, production rates, maintenance records, quality assays, and so on, each provide management, engineering, operations, and maintenance staff with information they need to keep the system running efficiently and safely, and at a reasonable cost to the consumer. A large body of literature on the subject of information requirements and data management already exists, and all private and public pipeline utilities are aware of the importance of collecting, archiving, and analyzing data. Perhaps the most costly and time consuming aspect of information management, however, is the collection of data. This section outlines how inverse transient analysis can be applied to gather some types of physical system data. The technology has the potential to be both cost efficient and accurate.
Using high-frequency pressure transducers, it is now possible to safely measure induced, or naturally occurring, pressure surge events. Coupling water hammer models to inverse models offers the possibility of inexpensive data collection with a wide coverage of the system. System demands, leakage, pipe condition ͑rough-ness͒, closed or partially closed valves, even pockets of trapped gas or air can ͑in theory at least͒ all be detected using recorded high-frequency pressure data. In addition to pressure measurements, transient flow data can also be used in the inverse analysis procedures. However, flow meters capable of accurately resolving the variation in flow rates that occurs during water hammer events are quite expensive and more troublesome to install. Highfrequency pressure transducers, on the other hand, are relatively inexpensive and easy to mount at common access points, such as valve and meter chambers, or even at fire hydrants. To date, hydraulic model parameters such as pipe roughness and wave speeds have been successfully calibrated using these techniques.
Inverse Analysis of Transient Data.
Whether a transient is small or large, accidental or planned, pressure waves propagate from their respective points of origin to other parts of the system. They travel at speeds ranging from about 250 m/s to nearly 1500 m/s, depending on pipe material, soil and anchoring conditions. The shock fronts interact with any part of the system that either dissipates energy or does work in a thermodynamic sense. Thus, the energy content of the wave is diminished by virtue of its interaction with the physical system, and its frequency components, amplitude, phasing, and attenuation characteristics become modified through successive interaction with the system. In effect, a pressure signal at a given location constitutes a record of conditions in the system during the course of a given transient event.
Deciphering this record of interaction and extracting its information content is precisely what an inverse transient model does. The inverse model evaluates the recorded pressure ͑or flow͒ signal and determines which set ͑or sets͒ of system parameters, i.e., pipe roughness, water consumption ͑leakage͒, wave speed, etc, best matches the measured data. In this way, information ͑data͒ of several types can be gathered from those areas of the pipe system that the transient waves have traversed. For example, pressure traces from two pump trip tests can be sufficient to estimate pipe roughness values for every major pipe and consumption values at each node in a small city. Of course, the accuracy of the estimates can be improved by increasing the number of tests performed or by monitoring pressures ͑flows͒ at more than one location.
There is extensive literature about inverse analysis in both scientific and engineering journals. The techniques have been applied for many years to structural engineering applications e.g., system identification and damage detection ͓113͔. Sykes ͓114͔, Sun and Yeh ͓115͔, and Sun ͓116͔ have used inverse methods to identify parameters in 2D groundwater flow. Jarny et al. ͓117͔ applied the adjoint technique to heat conduction problems. Cacuci et al. ͓118͔ and Hall ͓119͔ applied the adjoint method to meteorology and climate modeling. Marchuk ͓120͔ applied the adjoint technique to air pollution problems.
Most, though not all, inverse models utilize real measurements in a ''data-fitting'' exercise that typically provides ''best-fit'' parameters for the mathematical model postulated to fit the data. Least-squares data-fitting is a simple example of an inverse method that tries to fit the best mathematical model ͑i.e., linear, exponential, polynomial, etc͒ to some observed data set. The ''goodness of fit,'' i.e., how well the particular assumed mathematical model represents the data, can be measured statistically by an analysis of the errors between the observed data and those predicted by the model. In fact, these errors are explicitly minimized using Lagrangian optimization such that the optimal parameter set is directly solved for.
The same concept can be applied to more complex physical systems using sophisticated models. In an inverse problem, output from a ''forward'' model is used to generate an estimate of one or more measured data sets using some assumed set of system parameters. System parameters could be pipe wave speed, friction factor, water consumption rates and locations, leakage rates and locations, and so on. A ''merit'' function is used to compare the goodness of fit between the observed data and the model output. Common merit functions are the error sum of squares, sum of the absolute values of errors, etc. Some sort of search or optimization procedure is employed to find the set of parameter values that minimizes the discrepancy between observed data values and those predicted by the forward model. It is the nature of the search technique employed in the optimization step that characterizes the inverse modeling approach.
13.1.1.1 Adjoint models. Adjoint models use a form of Lagrangian optimization coupled with a gradient search to minimize the errors between the observed data and the forward model prediction. In transient flow applications, the problem statement would take the following general form ͑see also Liggett and Chen ͓121͔͒:
subject to the following physical constraints:
where E is the error sum of squares and Eqs. ͑81͒ and ͑82͒ are the continuity and momentum equations rewritten in terms of discharge and assuming steady Darcy-Weisbach friction. The superscript m denotes measured data values and the superscript c denotes the values computed by the forward model, h is piezometric pressure head, q is the flow rate, a is the pipeline celerity, f is the Darcy-Weisbach friction factor, t is time, x is a spatial coordinate, g is gravitational acceleration, and A and D are the pipeline crosssectional area and diameter, respectively. Equation ͑80͒ can be combined with Eqs. ͑81͒ and ͑82͒ by using Lagrangian multipliers 1 and 2 as follows:
The merit ͑error͒ function has now been designated E* to indicate that it includes the Lagrangian terms for the continuity and momentum equations, and has been expressed as an integral to be consistent with the continuum form of the momentum and continuity equations. The Dirac delta functions are included to ensure that merit function terms are evaluated only at those locations and times for which observed data exist, i.e., 
The conventional approach to Lagrangian optimization is to take partial derivatives of the merit function with respect to the unknown system parameters (a or f in this simple formulation͒ and the Lagrangian multipliers 1 and 2 , and equate these slope functions to zero. This provides four equations from which the four unknown variables a, f , 1 , and 2 could be determined.
However, as these equations are quasi-linear hyperbolic partial differential equations, a more elaborate procedure must be used. Partial derivatives of the merit function are taken with respect to 1 and 2 and at critical points of the merit function must have a slope of zero. The two derivative functions given in Eq. ͑85͒ below are known as the adjoint equations. It suffices to say that the adjoint model is solved iteratively. Values for physical system parameters a and f are assumed, and the forward model is run to determine the transient head and flow. The adjoint equations are solved using the known heads and flows in a backward pass to calculate the Lagrangian parameters 1 and 2 . These values are used in a gradient search step ͑the conjugate gradient technique is often used͒ to select new estimates of the optimal parameters. The search procedure terminates when the value of E* cannot be reduced any further.
The advantage of the adjoint method is that it can be extremely efficient for a well-conditioned problem. The model can be formulated to solve for other parameters of interest beside wave speed and friction.
Genetic algorithms.
Genetic algorithms ͑GAs͒ have gained widespread popularity in recent years. There are many reasons for this success: ͑i͒ GAs can be applied to a wide variety of problems; ͑ii͒ GAs do not require the development of additional code needed to solve the adjoint of the forward problem; ͑iii͒ a single GA can be used with various models that solve the same forward problem; ͑iv͒ any model parameters can be specified as the unknown system parameters in a GA; ͑v͒ GAs are quite successful in problems containing local extrema; and ͑vi͒ GAs can find not only the global optimum, but can also describe other suboptimal solutions of interest, particularly for flat merit functions. Genetic algorithms do not work for every problem, however, and one must be aware of their limitations. GAs work best for problems in which genotypes consist of a small number of genes that can be expressed in short length strings, i.e., problems having few decision variables ͑parameters͒ that can be identified by a small number of binary digits. Problems with large numbers of real-valued parameters over an extensive and continuous domain are demanding of computer resources when solved by genetic algorithms. Despite these limitations, the method seems to work well with pipeline problems, albeit solution procedures are slower than those of the adjoint method.
In the simplest sense, genetic algorithms are an efficient form of enumeration. A candidate set of parameters is assumed or randomly generated to form individuals in a population. Subsequent iterations use evolutionary ͑mutation͒ and reproductive ͑cross-over͒ functions to generate further generations of solutions. The mathematical principle upon which genetic algorithms are based is intended for use with problems in which the decision variables are discrete, and in these situations the method can be extremely efficient. Modifications to the method have been developed to extend its application to continuous real-valued problems, although the procedures are less efficient in these cases.
Karney and Tang ͓122͔ have successfully applied the genetic algorithm method to parameter estimation problems in water distribution systems using transient pressure readings. Using data from only two pump trip tests ͑one for model validation and the other for the parameter estimation͒, Karney and Tang have successfully estimated pipe roughness factors and wave speed for several large water distribution systems.
13.1.1.3 Pressure wave method. Brunone ͓123͔ and Brunone and Ferrante ͓124͔ conducted numerical and physical experiments to investigate the possibility of using transient data for leakage detection. The transient response of a pipeline system to a given flow disturbance with and without leakage points was measured as well as computed. The influence of the size and shape of small leaks, along with discharge conditions and initial flow regime, on the transient response of a pipeline system were analyzed. It is found that the influence of the leak on the shape and amplitude of the pressure signal is quite noticeable, even when the leak flow is only a few percent of the total flow in the pipe. Therefore, Brunone ͓123͔ and Brunone and Ferrante ͓124͔ formulated a scheme for leakage detection on the basis of studying the difference in transient response of a pipeline system with and without a leak. It is observed that the measured pressure head traces for the pipeline with a leak is different from that for an intact pipe. When the transient wave encounters a leak, part of the wave is reflected back. The leak location is determined from the time when the reflected wave arrives at the measurement station. The leak induces additional drop in the pressure head traces, the amount of drop depending on the size of the leak. The size of the leak is using a formal inverse approach. The agreement between the actual and the computed location and size of leak points is good.
Frequency response method.
The frequency response method is used by Mpesha et al. ͓125, 126͔ . A hydraulic system is made up of several components. Each component can be represented by a transfer matrix. Transient flow is caused by the periodic opening and closing of a valve ͓125͔ or by the sudden opening or closing of a valve ͓126͔. A frequency response diagram at the valve is developed based on the transform matrix. For a system with leaks, this diagram has additional resonant pressure amplitude peaks that are lower than the resonant pressure amplitude peaks for the system with no leaks. From the frequency of the peaks, the location of the leak can be detected. Very good agreement have been obtained between the computed and the real leak condition.
In Ferrante and Brunone ͓127͔, the governing equations for transient flow in pipes are solved directly in the frequency domain by means of the impulse response method. Therefore, the solution of the response of the system to more attractive transient events is available. Harmonic analysis of the transient pressure is used to identify the location and the size of a leak.
13.1.1.5 Mode damping method. Wang et al. ͓128͔ investigated the damping characteristics of a transient pressure wave by wall friction and by system leakage. It is found that wall friction damps all modes similarly, but leakage damps different Fourier modes differently. In addition, mode damping by leakage is found to depend on leak location. The marked difference in mode damping between wall friction and system leakage was successfully used to identify the location and size of leaks ͓128͔. In particular, Wang et al. ͓128͔ were able to accurately identify system leaks by investigating mode damping characteristics of transient pressure data obtained from numerical as well as laboratory studies. The damping characteristic technique was successfully applied to single and multiple leaks.
13.1.1.6 Wavelet transform method. Frequency analysis can only deal with a stationary signal ͑i.e., the signal has to be either periodic or decomposable into a set of periodic signals͒. Wavelet transform can be used to detect local singularities in a measured signal. Whenever there is a singularity in a measured signal, a local maximum of the transform coefficient for the measured signal appears. The application of the transient wavelet transform to leakage detection in a pipeline was pioneered by Ferrante and Brunone ͓129͔. The wavelet transform of pressure head history is performed. According to the transform of the signal, the discontinuities in pressure head traces are detected. These discontinuities correspond to wave reflections at boundary elements and at leak points. Using the time at which a discontinuity is observed, the distance between the leak and the measurement station can be calculated. The location found by wavelet transform agrees with the real location very well.
Identifiability and uniqueness requirements.
In order for any inverse method to be successfully applied, two key mathematical properties of the problem must be satisfied: identifiability and uniqueness. Identifiability refers to the notion that a single set ͑or a finite number of distinct sets͒ of parameter values must reproduce, within an established level of error, the same response exhibited by the actual system. Uniqueness means that the merit function exhibits a single, global minimum. For complex problems, there is no rigorous mathematical procedure that can assure us that identifiability and uniqueness requirements are satisfied in general. However, a simple example is described in the following section that provides insight into the suitability of different inverse modeling techniques for pipeline transient problems.
13.1.1.8 Identifiability. Let H m ϭ͕H 0 ,H 1 ,H 2 , . . . ,H n ͖ denote a set of measured values, e.g., piezometric head, at time steps 0 to n corresponding to some sampling rate (t n Ϫt 0 )/(nϪ1). Let h c ϭ͕h 0 ,h 1 ,h 2 , . . . ,h n ͖ similarly denote the set of computed heads at the same time steps but for a particular pair of unknown, but desired, parameter values 1 and 2 . Then, the following criterion for identifiability can be stated:
Identifiability criterion: A set of parameter values 1 and 2 are identifiable if and only if H m ϵh c Ϯ⑀, where ⑀ represents the absolute value of data, measurement, and model error. The identifiability criterion can be visualized by plotting the difference between H m and h c for each pair of feasible values of parameters 1 and 2 in the domain and selecting the zero contour of the differences. Identifiable parameter pairs for which H m ϵh c would appear as intersections ͑loci of intersecting lines͒ of all such contours.
Uniqueness: The second condition that needs to be met if adjoint methods are to be used with a reasonable expectation of success is uniqueness, i.e., there should ideally be only a single critical point of the merit function within the feasible search domain.
The adjoint technique can still be useful if the feasible search domain can be restricted to a smaller region containing the global minimum. To this end, a more robust optimization scheme is often employed to locate the probable region of the global minimum. Following this initial screening, the adjoint scheme can then be applied to refine the solution. This two-phase optimization approach is only worthwhile if the time required to find a global minimum by other methods is too costly. Compared to the adjoint technique, genetic algorithms are better suited to solving problems with multiple critical points and those that appear to give good results for inverse modeling in pipeline transient applications.
Pathogen Intrusion in Water Supply
Systems. In the first sentence of its proposed Ground Water Rule: Public Health Concerns document, the U.S. EPA Office of Water states that, ''Assurance that the drinking water is not contaminated by human or animal fecal waste is the key issue for any drinking water system.'' The proposed Ground Water Rule is designed to protect against pathogenic bacteria and viruses in source water, against growth of opportunistic pathogenic bacteria in ground water distribution systems, and to mitigate against any failure in the engineered systems, such as cross-connections or sewage infiltration into distribution systems.
There is considerable evidence in the literature that the number of disease outbreaks ͑including a large number that are unreported ͓www.epa.gov/orgwdw000/standard/phs.html͔͒ due to fecal contamination of distribution systems is already large and might be growing. From 1971 From -1994 of 356 reported waterborne disease outbreaks occurred as a result of pathogen entry into distribution systems. More recent statistics from the U.S. Center for Disease Control put the ratio of distribution system intrusions to other sources of drinking water contamination as high as 1:1. Studies by Payment ͓130͔ suggest that one third of the 99 million gastroenteritis cases in the U.S. each year might involve exposure to waterborne pathogens in the distribution system. Conservatively estimating that 20% of these cases result from pathogen intrusion into water pipes, then, in America alone, as many as 20 million cases of gastroenteritis annually might be directly caused by contamination of drinking water distribution systems.
Recent research into the problem is now attempting to address four critical questions that naturally arise in response to these alarming statistics. ͑i͒ What is the nature of the pathogen intrusion mechanism͑s͒? ͑ii͒ Why don't routine water sampling and laboratory testing detect intrusion events? ͑iii͒ Is the health of water consumers in a particular system at risk? ͑iv͒ Can the risk of distribution system intrusions be reduced ͑and by how much͒ or eliminated altogether? Answers to these four questions depend entirely on developing a clear understanding of the complex interactions with hydraulic transients in pipe systems.
Distribution System Intrusion Pathways.
There are several potential intrusion pathways whereby bacterial, protozoan, and viral pathogens can enter a water supply, transmission, or distribution pipeline: ͑i͒ at the source; ͑ii͒ during loss of pressure and subsequent exposure of the pipe interior to the external air, soil or groundwater ͑such as may happen during a main break repair͒; ͑iii͒ via cross-connections on a consumer's property; and ͑iv͒ via cross-connections in the distribution system.
The first two intrusion mechanisms are ''controlled'' situations insofar as the quality of finished water is carefully monitored and treated to ensure compliance with drinking water standards, while the latter two pathways are largely ''uncontrolled.'' Crossconnections can arise whenever a possible source of contaminated water or other liquid can be introduced into the potable water system by virtue of backpressure ͑an excess of pressure causing flow to occur in a direction opposite to its normal intended flow direction͒ or siphonage ͑suction or ''negative'' pressure inducing flow from a contamination source into the distribution system͒. While backpressure and negative pressures are usually eliminated through proper hydraulic design, there is one major source of negative pressures that is not normally accounted for in distribution system design-hydraulic transients.
Water hammer occurs regularly in some systems and periodically in others whenever flow conditions are changed rapidly. Whether these changes in flow are the result of planned operations like pump starts and stops, or are unplanned events initiated by power outages, accidental valve closures, or rupturing of a pipe, the ensuing episodes of negative pressure can introduce contaminated fluids into the pipeline. Contamination can occur on a customer's property or on the utility side of a service connection. Contaminated fluids introduced at a cross-connection would be largely transported in the prevailing direction of flow in the pipe after entering the system. Pressure dependent leakage is commonly known to occur from the potable system to the surrounding ͑soil͒ environment through pipe joints, cracks, pinholes, and larger orifice-like openings. Funk et al. ͓131͔ developed analytic hydraulic parameters to assess the potential for transient intrusion in a water distribution system. Their intrusion model was based on the percentage of water lost through leakage lumped at system nodes and an ''equivalent orifice'' needed to pass the discrete leakage flow at the prevailing system pressure.
A paper by McInnis ͑in progress͒ extends the work of Funk et al. to incorporate alternative intrusion flow models based on laminar flow, turbulent orifice flow, or a mixture of the two flow types. Work done by Germanopoulos and Jowitt ͓132͔ on pressure dependent leakage suggests that most distributed leakage is probably laminar in nature, occurring through larger numbers of small openings. The 2D water hammer equations with turbulence models developed by Vardy and Hwang ͓25͔, Pezzinga ͓38͔, and Silva-Araya and Chaudhry ͓37,98͔ will be useful in generating models for predicting intrusion volumes, initial distribution of contaminant concentrations in the pipes, and the ultimate fate of contaminants within the distribution system.
McInnis ͓133͔ expands the consideration of transient intrusion events from purely fluid mechanics aspects by developing a riskbased framework for comparing the actual human health risks and relative risk reduction achieved by alternative transient-intrusion mitigation strategies. McInnis ͓133͔ applies transient modeling with some assumed reference groundwater contamination level and computes hypothetical intrusion volumes for a given transient event to predict the transitory impact of the event on system water quality. He has also proposed meaningful risk-based measures to provide quantitative comparisons of the relative reduction in the risk of receptor infection achieved by alternative mitigation strategies.
Practical and Research Needs in Water Hammer
Both theory and experiments confirm the existence of helical type vortices in transient pipe flows. The conditions under which helical vortices emerge in transient flows and the influence of these vortices on the velocity, pressure, and shear stress fields are currently not well understood and, thus, are not incorporated in transient flow models. Future research is required to accomplish the following: 1͒ understand the physical mechanisms responsible for the emergence of helical type vortices in transient pipe flows 2͒ determine the range in the parameter space, defined by Reynolds number and dimensionless transient time scale over which helical vortices develop 3͒ investigate flow structure together with pressure, velocity, and shear stress fields at subcritical, critical, and supercritical values of Reynolds number and dimensionless time scale
The accomplishment of the stated objectives would be sought through the use of linear and nonlinear analysis. Understanding the causes, emergent conditions, and behavior of helical vortices in transient pipe flows as well as their influence on the velocity, pressure, and shear stress field are fundamental problems in fluid mechanics and hydraulics. Understanding these phenomena would constitute an essential step toward incorporating this new phenomena in practical unsteady flow models and reducing significant discrepancies in the observed and predicted behavior of energy dissipation beyond the first wave cycle. Current physically based 1D and 2D water hammer models assume that ͑i͒ turbulence in a pipe is either quasi-steady, frozen or quasi-laminar; and ͑ii͒ the turbulent relations that have been derived and tested in steady flows remain valid in unsteady pipe flows. These assumptions have not received much attention in the water hammer literature. Understanding the limitations and accuracy of assumptions ͑i͒ and ͑ii͒ is essential for establishing the domain of applicability of models that utilize these assumptions and for seeking appropriate models to be used in problems where existing models fail. Preliminary studies by Ghidaoui et al. ͓46͔ show that agreement between physically based 1D and 2D water hammer models and experiments is highly dependent on the Reynolds number and on the ratio of the wave to turbulent diffusion time scales. However, the lack of in-depth understanding of the changes in turbulence during transient flow conditions is a significant obstacle to achieving conclusive results regarding the limitation of existing models and the derivation of more appropriate models. Therefore, a research program whose main objective is to develop an understanding of the turbulence behavior and energy dissipation in unsteady pipe flows is needed. This research program needs to accomplish the following:
1͒ improve understanding of and the ability to quantify changes in turbulent strength and structure in transient events at different Reynolds numbers and time scales 2͒ use the understanding gained in item 1 to determine the range of applicability of existing models and to seek more appropriate models for problems where current models are known to fail The development of inverse water hammer techniques is another important future research area. A number of very promising inverse water hammer techniques have been developed in the last decade. Future work in this area needs to accomplish the following: 1͒ further investigate the issues of efficiency, reliability, and identifiability of inverse water hammer techniques 2͒ develop more realistic laboratory and field programs in order to further test existing inverse techniques as well as develop new ones 3͒ develop systematic approaches ͑e.g., using stochastic methods͒ that can incorporate the influence of modeling and measurement errors on the reliability of inverse methods 4͒ develop identifiability-based methods to determine the quantity and quality of data necessary to carry out a successful inverse program
The practical significance of the research goals stated above is considerable. An improved understanding of transient flow behavior gained from such research would permit development of transient models able to accurately predict flows and pressures beyond the first wave cycle. One important consequence of this is that the behavioral aspects of control devices activated ͑or reactivated͒ by local flow or pressure is correctly modeled. Most importantly, however, reducing the modeling errors beyond the first wave cycle, along with better inverse techniques, will greatly improve the accuracy and reliability of inverse transient models. This is important because inverse models have the potential to utilize field measurements of transient events to accurately and inexpensively calibrate a wide range of hydraulic parameters, including pipe friction factors, system demands, and leakage. At this time, such information can only be obtained through costly field measurements of flows and pressures conducted on a few individually sampled pipes in the system. Transients, on the other hand, traverse the entire system, interacting with each pipe or device in the system. Thus, they contain large amounts of information regarding the physical characteristics of the system. Inverse transient analysis techniques are now being developed to decode this information for hydraulic model calibration as well as to identify and locate system leakage, closed or partially closed valves, and damaged pipes. The potential annual savings in routine data collection costs for water supply utilities world wide is significant. Equally important, an improved understanding of the true nature of turbulence in transient flows will be a groundbreaking step toward modeling transient-induced water quality problems. Negative pressure waves can cause intrusion of contaminants from the pipe surroundings through cracks, pinholes, joints, and ruptures in the pipes. In addition, water hammer events cause biofilm sloughing and resuspension of particulates within the pipe, potentially leading to unsafe or unpleasant drinking water. Without a better understanding of transient flow behavior, the risk and degree of contamination of water supply systems during transient events cannot be quantitatively assessed.
Summary
The scientific study of transient fluid flow has been undertaken since the middle of the nineteenth century. As is true of every other area of engineering research, a great many advances have been made in the accuracy of analysis and the range of applications since then. Although only a few simple problems were approachable by earlier analytical methods and numerical techniques, a much broader spectrum of transient problems could be solved once graphical methods were developed. More recently, the application of digital computing techniques has resulted in a rapid increase in the range and complexity of problems being studied. This paper provides both a historical perspective and review of water hammer theory and an overview of recent developments in this field of fluid mechanics.
Specifically, advances in the last one or two decades dealing with some of the more complex and fundamental fluid mechanics issues have been discussed: 1͒ The relation between state equations and wave speeds in single as well as multiphase and multicomponent transient flows are illustrated and discussed. 2͒ Various forms of 1D and 2D water hammer equations, such as the Joukowsky model, classical 1D waterhammer equations, the 2D plane wave equations, and the quasi-two-dimensional plane wave equations are derived. 3͒ Governing equations of turbulent water hammer flows are obtained by ensemble averaging of the quasi-two-dimensional plane wave equations. 4͒ Order of magnitude analysis is used throughout the paper to evaluate the accuracy of the assumptions in the various forms of water hammer governing equations.
Water hammer models are becoming more widely used ͑i͒ for the design, analysis, and safe operation of complex pipeline systems and their protective devices; ͑ii͒ for the assessment and mitigation of transient-induced water quality problems; and ͑iii͒ for the identification of system leakage, closed or partially closed valves, and hydraulic parameters such as friction factors and wave speeds. In addition, turbulence models have been developed and used to perform numerical experiments in turbulent water hammer flows for a multitude of research purposes such as the computation of instantaneous velocity profiles and shear stress fields, the calibration and verification of 1D water hammer models, the evaluation of the parameters of 1D unsteady friction models, and the comparison of various 1D unsteady friction models. Understanding the governing equations that are in use in water hammer research and practice and their limitations is essential for interpreting the results of the numerical models that are based on these equations, for judging the reliability of the data obtained from these models, and for minimizing misuse of water hammer models.
