In this paper, we propose a new algorithm for solving the split common fixed point problem for infinite families of demicontractive mappings. Strong convergence of the proposed method is established under suitable control conditions. We apply our main results to study the split common null point problem, the split variational inequality problem, and the split equilibrium problem in the framework of a real Hilbert space. A numerical example supporting our main result is also given.
Introduction
Let H be a real Hilbert space with inner product ·, · and norm · . Let I denote the identity mapping. Let C and Q be nonempty closed convex subsets of real Hilbert spaces H 1 and H 2 , respectively. Let A : H 1 → H 2 be a bounded linear operator with adjoint operator A * .
The split feasibility problem (SFP), which was first introduced by Censor and Elfving [1] , is to find v * ∈ C such that Av * ∈ Q.
Let P C and P Q be the orthogonal projections onto the sets C and Q, respectively. Assume that (1) has a solution. It known that v * ∈ H 1 solves (1) if and only if it solves the fixed point equation
where γ > 0 is any positive constant. SFP has been used to model significant real-world inverse problems in sensor networks, radiation therapy treatment planning, antenna design, immaterial science, computerized tomography, etc. (see [2] [3] [4] ).
The split common fixed point problem (SCFP) for mappings T and S, which was first introduced by Censor and Segal [5] , is to find
where T : H 1 → H 1 and S : H 2 → H 2 are two mappings satisfying F(T) = {x ∈ H 1 : Tx = x} = ∅ and F(S) = {x ∈ H 2 : Sx = x} = ∅, respectively. Since each closed and convex subset may be considered as a fixed point set of a projection onto the subset, the SCFP is a generalization of the SFP. Recently, the SFP and SCFP have been studied by many authors; see, for example, [6] [7] [8] [9] [10] [11] .
In 2010, Moudafi [11] introduced the following algorithm for solving (2) for two demicontractive mappings: ⎧ ⎪ ⎨ ⎪ ⎩ x 1 ∈ H 1 choose arbitrarily, u n = x n + γ αA * (S -I)Ax n ,
He proved that {x n } converges weakly to some solution of SCFP.
The multiple set split feasibility problem (MSSFP), which was first introduced by Censor et al. [4] , is to find
where
and {Q i } r i=1 are families of nonempty closed convex subsets of real Hilbert spaces H 1 and H 2 , respectively. We see that if m = r = 1, then problem (4) reduces to problem (1) .
Recently, Eslamian [12] considered the problem of finding a point
F(S i ) and
where A He proved that {x n } converges strongly to some solution of (5) under some control conditions.
Question. Can we modify algorithm (6) to a simple one for solving the problem of finding
where In this work, we introduce a new algorithm for solving problem (7) for infinite families of demicontractive mappings and prove its strong convergence to a solution of problem (7).
Preliminaries
Throughout this paper, we adopt the following notations.
(i) "→" and " " denote the strong and weak convergence, respectively.
(ii) ω ω (x n ) denotes the set of the cluster points of {x n } in the weak topology, that is,
is the solution set of problem (7), that is,
A mapping P C is said to be a metric projection of H onto C if for every x ∈ H, there exists a unique nearest point in C, denoted by P C x, such that
It is known that P C is a firmly nonexpansive mapping. Moreover, P C is characterized by the following property: x -P C x, y -P C x ≤ 0 for all x ∈ H, y ∈ C. A bounded linear operator B : H → H is said to be strongly positive if there is a constant ξ > 0 such that
or equivalently, for all u, v ∈ H,
The following example is an infinite family of k-demicontractive mappings in R 2 .
and · is the Euclidean norm on R 2 . Observe that
So, U i are 3 4 -demicontractive mappings for all i ∈ N. 
Then lim n→∞ a n = 0. Lemma 2.7 ([16] ) Let {κ n } be a sequence of real numbers that does not decrease at infinity, that is, there exists at a subsequence {κ n i } of {κ n } that satisfies κ n i < κ n i +1 for all i ∈ N. For every n ≥ n o , define the integer sequence {τ (n)} as follows:
Results and discussion
In this section, we propose a new algorithm, which is a modification of (6) and prove its strong convergence under some suitable conditions. We start with the following important lemma. 
Proof Suppose that T : H 2 → H 2 is a k-demicontractive mapping and let x * ∈ H 1 be such that Ax * ∈ F(T). Then we have
Since A is a bounded linear operator with adjoint operator A * and T is a k-demicontractive mapping, by Lemma 2.5(ii) we deduce that
From (8) and (9) we get
This completes the proof. 
From (10) and Lemma 3.1 we obtain
Proof The statement directly follows from Lemma 3.2 by putting H 1 = H 2 and A = I. Now, we introduce a new algorithm for solving problem (7) for an infinite family of demicontractive mappings and then prove its strong convergence. 
For arbitrary x 1 ∈ H 1 , let {u n }, {v n }, {y n }, and {x n } be generated by
where {δ n }, {θ n }, {τ n }, {σ n }, {α n,i }, {β n,i }, and {γ n,i } are sequences in [0, 1] satisfying the following conditions:
Then the sequence {x n } converges strongly to x
Proof For any u, v ∈ H 1 , by Lemma 2.4 we have
that is, the mapping P (f + I -B) is a contraction. So, by the Banach contraction principle there is a unique element x * ∈ H 1 such that x
. From Lemmas 3.2 and 3.3 and from (12) we obtain
and
Therefore
By conditions (C4), (C5), and (C6) we have
By condition (C3) we may assume that σ n ∈ (0, B -1 ) for all n ∈ N. By Lemma 2.4 we get (12) and (17) we get
Therefore {x n } is bounded, and we also have that {y n } and {f (y n )} are bounded. To this end, we consider the following two cases.
is nonincreasing for some n o ∈ N. Then we get that lim n→∞ x n -x * exists. By (16) , (17) , and Lemma 2.5(i) we get
This implies, for j = 1, 2, . . . , n,
From (19), (20), (21), and conditions (C2)-(C6) we obtain
Next, we show that
To see this, choose a subsequence {x n p } of {x n } such that
Since the sequence {x n p } is bounded, there exists a subsequence {x n p j } of {x n p } such that x n p j z ∈ H 1 . Without loss of generality, we may assume that x n p z ∈ H 1 . Since A 1 is a bounded linear operator, this yields that A 1 x n p A 1 z. By the demiclosedness principle of S i -I at zero and (22) we get A 1 z ∈ ∞ i=1 F(S i ). By (12) and (22) we have
Similarly, we also have v n -u n → 0 as n → ∞. Using the fact that x n p z and u n -x n → 0, we conclude that u n p z. Since A 2 is a bounded linear operator, we get that A 2 u n p A 2 z. By the demiclosedness principle of T i -I at zero and (23) we get
Again, since u n p z and v n -u n → 0, we conclude that v n p z. By the demiclosedness principle of U i -I at zero and (24) we also have z ∈
Since x * = P (f + I -B)x * and z ∈ , we get
Using Lemma 2.5 and (17), we have
This implies that
By (25), (26), and Lemma 2.6 we conclude that x n → x * as n → ∞.
Case 2. Suppose that there exists an integer m o such that
Let {μ(n)} be the sequence defined by
for all n ≥ m o . By Lemma 2.7 we obtain that {μ(n)} is a nondecreasing sequence such that
By the same argument as in case 1 we obtain
By the demiclosedness principle of S i -I, T i -I, and U i -I at zero, we have ω ω (x μ(n) ) ⊂ . This implies that
By a similar argument from (26) we also have
So, we get lim n→∞ κ μ(n) = 0 and also have lim n→∞ κ μ(n)+1 = 0. By Lemma 2.7 we have
Therefore x n → x * as n → ∞. This completes the proof.
By setting T i = I for all i ∈ N in Theorem 3.4 we obtain the following result. 
, let {u n }, {y n }, and {x n } be generated by
where {δ n }, {τ n }, {σ n }, {α n,i }, and {γ n,i } are sequences in [0, 1] satisfying the following conditions:
γ n,i = 1 for all n ∈ N; (C2) lim inf n→∞ α n,i > 0 and lim inf n→∞ γ n,i > 0 for all i ∈ N; (C3) lim n→∞ σ n = 0 and
Remark 3.6 By the same setting as in Corollary 3.5, Eslamian [17] used another algorithm for solving the same problem as in Corollary 3.5; see [17] , Theorem 3.3. Note that each step of our algorithm is much easier for computation than that of Eslamian [17] because our algorithm concerns only the finite sum.
By setting f (y) = v for all y ∈ H 1 and B = I in Theorem 3.4 we obtain the following result. 
γ n,i = 1 for all n ∈ N; (C2) lim inf n→∞ α n,i > 0, lim inf n→∞ β n,i > 0, and lim inf n→∞ γ n,i > 0 for all i ∈ N; (C3) lim n→∞ σ n = 0 and
Then the sequence {x n } converges strongly to x * = P (v).
It is known that every quasi-nonexpansive mapping is 0-demicontractive mapping, so the following result is directly obtained by Theorem 3.2. 
F(T i )} = ∅. For arbitrary x 1 ∈ H 1 , let {u n }, {v n }, {y n }, and {x n } be generated by
Applications

The split common null point problem
Let M be the set-valued mapping of H into 2 H . The effective domain of M is denoted by
The mapping M is said to be monotone if
A monotone mapping M is said to be maximal if the graph G(M) is not properly contained in the graph of any other monotone map, where 
i 0} = ∅. For arbitrary x 1 ∈ H 1 , let {u n }, {v n }, {y n }, and {x n } be generated by
where r 1 , r 2 , r 3 > 0 and {δ n }, {θ n }, {τ n }, {σ n }, {α n,i }, {β n,i }, {γ n,i } are sequences in [0, 1] satisfying the following conditions:
Then the sequence {x n } converges strongly to x * = P (f + I -B)x * .
The split variational inequality problem
Let C and Q be nonempty closed convex subsets of two real Hilbert spaces H 1 and H 2 , respectively. Let A : H 1 → H 2 be a bounded linear operator, g : H 1 → H 1 , and h :
The split variational inequality problem (SVIP) is to find a point u * ∈ C such that
and the point v
We denote the solution set of the SVIP by Ω = SVIP (C, Q, g, h, A) . The set of all solutions of variational inequality problem (35) is denoted by VIP(C, g), and it is known that VIP(C, g) = F(P C (I -λg) ) for all λ > 0. 
where {C i } i∈N is a family of nonempty closed convex subsets of a real Hilbert space H 1 , and {Q i } i∈N and {K i } i∈N are two families of nonempty closed convex subsets of a real Hilbert space H 2 . We now prove a strong convergence theorem for problem (37)-(38). 
Theorem 4.2 Let
i ∈ N}, and {l i : H 2 → H 2 ; i ∈ N} be r 1 -, r 2 -, and r 3 -inverse strongly monotone mappings, respectively. Let r = min{r 1 , r 2 , r 3 } and μ ∈ (0, 2r).
where {δ n }, {θ n }, {τ n }, {σ n }, {α n,i }, {β n,i }, {γ n,i } are sequences in [0, 1] satisfying the following conditions:
Proof It is known that S i := P Q i (I -μh i ), T i =: P K i (I -μl i ), and U i := P C i (I -μg i ) are nonexpensive mappings for all μ ∈ (0, 2r), and hence they are 0-demicontractive mappings. We obtain the desired result from Theorem 3.4.
The split equilibrium problem
Let H 1 and H 2 be two real Hilbert spaces, and let C and Q be nonempty closed convex subsets of H 1 and H 2 , respectively. Let A : H 1 → H 2 be a bounded linear operator, and let g : C × C → R and h : Q × Q → R be two bifunctions. The split equilibrium problem (SEP) is to find a point u * ∈ C such that
and Au
The set of all solutions of equilibrium problem (40) is denoted by EP(g). 
Numerical example for the main result
We now give a numerical example of the studied method. Let
-demicontractive mappings for all i ∈ N and 3 4 -demicontractive mappings for all i ∈ N and ∞ i=1 F(U i ) = 0 × R, and T i are 0-demicontractive mappings for all i ∈ N and
for all x 1 , x 2 ∈ R. Then f is a 1 8 -contraction, B is a self-adjoint strongly positive bounded linear operator with coefficient ξ = 1 2 , and A 1 , A 2 are bounded linear operators. Define the real sequence {α n,i }, {β n,i }, and {γ n,i } as follows:
o t h e r w i s e ,
o t h e r w i s e , and
o t h e r w i s e , that is, for i ∈ N. Now, we start with the initial point x 1 = (1, 1) and let {x n } be the sequence generated by (12) . Suppose that x n is of the form x n = (a n , b n ). where a n , b n ∈ R. The criterion for stopping our testing method is taken as x n-1 -x n 2 < 10 -6 . Choose δ n = n 11n-1 , θ n = n 30n-1 , τ n = n 2n-1 , and σ n = 1 n 0.01 for all n ∈ N. Figure 1 shows the errors x n-1 -x n 2 of our proposed method. The values of x n and x n-1 -x n 2 are shown in Table 1 .
We observe from Table 1 that x n → (0, 0) ∈ . We also note that the error is bounded by x 30 -x 31 2 < 10 -6 , and we can use x 31 = (0.00000003, 0.00000117) to approximate the solution of (7) with accuracy at least 6 D.P.
Conclusion
We introduce a new algorithm for solving the split common fixed point problem (7) of the infinite families of demicontractive mappings in Hilbert spaces. Strong convergence of the proposed algorithm is obtained under some suitable control conditions. The main results of this paper can be considered as an extension of work by Eslamian [12] by providing an algorithm for finding a solution of problem (7), which is a generalization of problem (5).
