Abstract. Guba and Sapir asked, in their joint paper [3] , if the simultaneous conjugacy problem was solvable in Diagram Groups or, at least, for Thompson's group F . We give an elementary proof for the solution of the latter question. This relies purely on the description of F as the group of piecewise linear orientationpreserving homeomorphisms of the unit interval with dyadic breakpoints and slopes that are powers of 2. We show that, with the techniques we develop, we can solve the ordinary conjugacy problem as well, and we can compute roots and centralizers. Moreover, these techniques can be generalized to solve the same questions in larger groups of piecewise-linear homeomorphisms.
Introduction
Richard Thompson's group F can be defined by the following presentation:
This group was introduced and studied by Richard Thompson in the 1960s. The standard introduction to F is [2] . For a compact interval J of R we define P L 2 (J) to be the group of piecewise linear orientationpreserving homeomorphism of the interval J, with finitely many breakpoints such that:
• all slopes are integral powers of 2, and • all breakpoints are in Z[ 1 2 ], the ring of dyadic rational numbers. The product of two elements is given by the composition of functions. The group P L 2 (I), with I = [0, 1] is called Thompson's group F , which is isomorphic to P L 2 (J) for any interval J with dyadic end points. More generally, we can change the last two requirements of the previous definition to get a larger group. For any interval J ⊂ [0, 1] we define P L 0 (J) to be the group of piecewise linear orientation-preserving homeomorphism of the interval J, with finitely many breakpoints such that slopes are positive real numbers. We say that a group G has solvable conjugacy problem if there is an algorithm such that, given any two elements x, y ∈ G, we can determine whether there is, or not, a g ∈ G such that g −1 xg = y. Similarly, for a fixed k ∈ N, we say that the group G has solvable k-simultaneous conjugacy problem if there is an algorithm such that, given any two k-tuples of elements in G, (x 1 , . . . , x k ), (y 1 , . . . , y k ), can determine whether there is, or not, a g ∈ G such that g −1 x i g = y i for all i = 1, . . . , k. For both these problems, we say that there is an effective solution if the algorithm produces such an element g, in addition to proving its existence. Theorem 1.1. Thompson's group F has a solvable k-simultaneous conjugacy problem, for every k ∈ N. There is an algorithm which produces an effective solution.
As an application of the proof of Theorem in the case k = 1 we have the following two corollaries, which were proved in [4] by different techniques: Theorem 1.2. Let x ∈ P L 2 (I), then:
(1) C P L 2 (I) (x) ∼ = P L 2 (I) m × Z n , for some numbers 0 ≤ m ≤ n + 1. (2) x has a finite number of roots, which can be effectively computed. ( 3) The centralizer of any subgroup A is the direct product of its restrictions A i 's between any two consecutive points of some finite partition of I. The A i 's are trivial, infinite cyclic or isomorphic to P L 2 (I).
We recall that the ordinary conjugacy problem for P L 2 (I) was addressed by Guba and Sapir [4] , who solved it for general diagram groups in 1997, observing that F itself is a diagram group. Their solution, for general diagram groups, amounted to an algorithm which had the same complexity as the isomorphism problem of planar graphs. This last problem was solved in linear time in 1974 by Hopcroft and Wong [5] , thus proving the Guba and Sapir solution of the conjugacy problem for diagram groups optimal. In 1999, Guba and Sapir [3] posed the question of whether or not the simultaneous conjugacy problem was solvable for diagram groups. Even though some of the results of the present paper are already known, we include our proof of them to show how everything can be deduced by our tools. In addition to that, with similar techniques we can prove that the same result holds for larger groups of piecewise linear homeomorphisms, containing F as a subgroup (see [6] ).
The solution we are going to give amounts to using several elementary lemmas in the appropriate order. The paper is organized as follows. In section 2 we introduce the general machinery and apply it to solve the ordinary conjugacy problem. In section 3 we derive a few applications including the computation of roots and centralizers. In section 4 we use the description of the intersection of centralizers given in section 3 to solve the k-simultaneous problem. Acknowledgements. The authors would like to thank Mark Sapir for suggesting the problem and Ken Brown for many helpful discussions.
The Ordinary Conjugacy Problem for P L 2 (I)
We prove a sequence of lemmas which will yield the solution to the ordinary conjugacy problem, that is, the k-simultaneous conjugacy problem with k = 1. To attack the ordinary conjugacy problem, we will split the study into that of some families of functions inside P L 2 (I). The reduction to these subfamilies will come from the study of the fixed point subset of the interval I for a function f . For an interval J = [η, ζ] ⊆ I, a function f ∈ P L 2 (J) can be extended to the interval I by f (t) = t for t ∈ I \ J, which allows us to consider P L 2 (J) as a subgroup of P L 2 (I). Throughout the paper we will assume the interval J to have dyadic endpoints, so that P L 2 (J) ∼ = P L 2 (I). For a function f ∈ P L 2 (J) we define
to simplify the notation will will often drop the subscript J. The motivation for introducing this subset is easily explained -If y, z ∈ P L 0 (J) are conjugate through g ∈ P L 0 (I) and s ∈ (η, ζ) is such that
, that is, if y has a fixed point then z must have a fixed point. For a subset S ⊆ J, we denote by ∂S the usual boundary of S in J.
to be the set of all functions in P L 0 (J) with graph strictly below the diagonal (respectively, above the diagonal). Similarly, we can define P L < 2 (J) (respectively P L > 2 (J)) as the set of all functions of P L 2 (J) with graph strictly below the diagonal (respectively, above the diagonal).
Since x ∈ P L 2 (I) has only finitely many breakpoints, D(x) consists of a disjoint union of a finite number of closed intervals and isolated points. It is easy to see that ∂D(x) ⊆ Q. As mentioned before, if g −1 yg = z, then D(y) = g(D(z)). Thus, as a first step we need to know if, given y and z, there exists a g ∈ P L 2 (I) such that D(y) = g(D(z)) and, in particular, ∂D(y) = g(∂D(z)).
Our strategy will be the following: first we will find a way to verify if we can make ∂D(y) coincide with ∂D(z) through conjugation. Then we reduce the problem to ∂D(y) = ∂D(z) = {α 1 , . . . , α n } and so we can focus to solve the conjugacy problem on each group P L 2 ([α i , α i+1 ]). If y = z = id on the interval [α i , α i+1 ] there is nothing to prove, otherwise we can suppose that both y, z are below/above the diagonal on [α i , α i+1 ]. This case will be dealt through a procedure called the "stair algorithm" that we provide in section 2. Given a function f ∈ P L 2 (I) and a number 0 < t 0 < 1 fixed by f , it is not always true that t 0 ∈ Z[ 1 2 ] (see the example on figure 1 ). Thus we define another subset, 
If such an element exists, it can be constructed.
To start off, we need a tool to decide if this can be proved for the boundaries of the fixed point sets. In other words, we need to decide if it is possible to make ∂D(y) coincide with ∂D(z) (see figure 2) . The first step is to see how, given two rational numbers α and β, we can find a g ∈ P L 2 (I) with g(α) = β. The next two results are well known: Lemma 2.4 (Cannon-Floyd-Parry [2] ). If 0 = x 0 < x 1 < x 2 < . . . < x n = 1 and 0 = y 0 < y 1 < y 2 < . . . < y n = 1 are two partitions of [0, 1] consisting of dyadic rational numbers, then we can build an f ∈ F , such that f (x i ) = y i .
Lemma 2.5 (Extension of Partial Maps
be another family of intervals with the same property. Suppose that g i : I i → J i is a piecewise-linear function with a finite number of breakpoints, occurring at dyadic rational points, and such that all slopes are integral powers of 2. Then there exists an g ∈ P L 2 (I) such that
Proof. By our hypotheses we have that 0 < a 1 < b 1 < . . . < a k < b k < 1 and 0 < c 1 < d 1 < . . . < c k < d k < 1 are two partitions of [0, 1] with the same number of points. By the previous Lemma, there exists an h ∈ P L 2 (I) with h(a i ) = c i and
This function satisfies the extension condition.
We observe that this proof is constructive although it is not the most efficient way to build an element in F .
with t, k ∈ Z, m, n, u odd integers, (m, n) = (u, n) = 1, and the following holds
Proof. Suppose that there is g ∈ F such that g(α) = β. If α is a dyadic rational then β is also a dyadic rational and the conclusion of the Lemma holds. Otherwise g(t) = 2 r t + 2 s w inside a small open neighborhood of α, for some r, s, w ∈ Z. Let α =
Now the numerator of 2 r+t m+2 s w n and n may not be coprime any more, in which use we may cancel the common part and get a new odd part n ′ of the denominator of the right hand side. Moreover we have v|n. Applying the same argument for g −1 we have that n|v, i.e., v=n. Thus, if there is a g carrying α to β, then
Now we can rename R := r + t − k so that the equation becomes u ≡ 2 R m (mod n) Figure 3 . How to build a g ∈ P L 2 (I), with g(α) = β.
Conversely, suppose u satisfies (1). Then we can find r, s, w such that, by going backwards in the "only if" argument, there is a small open interval (γ, δ) ⊂ [0, 1] containing α and a function g(t) = 2 r t+2 s w, with g(α) = β and we can choose γ, δ so that they are dyadic rationals and g(γ), g(δ) ∈ I. Now we just apply the extension Lemma and extend g to the whole interval [0, 1] (see figure 3) .
, β = . It is easy to see that we can find a g ∈ P L 2 (I) with g(α) = β, but there is no h ∈ P L 2 (I) with h(α) = γ.
Corollary 2.7. Given α, β ∈ Q ∩ (0, 1) the problem of determining whether there is a g ∈ P L 2 (I) such that g(α) = β is solvable.
We now state the same results for a finite number of points. Its proof uses the extension Lemma on a number of disjoint intervals, one around each point. Proof of Theorem 2.3. Using the previous Lemma we can determine whether or not we can make ∂D(y) and ∂D(z) coincide. First we have to check if #∂D(y) = #∂D(z). Then we use the previous Corollary to find a g ∈ P L 2 (I), with g(∂D(y)) = ∂D(z), if it exists. Let y := g −1 yg. Now we just have to check if the sets where the graphs of the two functions y and z intersect the diagonal are the same. In fact, we know that the boundary points of these sets are the same, so it is enough to check whether D( y) contains the same intervals as D(z) (see figure 4).
The Linearity Boxes.
The very first thing to check, if y and z are to be conjugate through a g ∈ P L 2 (J), is whether they can be made to coincide in a neighborhood beginning and at their end. This subsection and the following one will be dealt for functions in P L 0 (J), since the results do not depend on dyadic numbers. figure 5 ). Proof. We prove the Lemma for the first interval. Let ε > 0 be a number small enough that
for some a, b > 0. Let α = min{η + ε, g(η + ε), yg(η + ε)}. Then, for t ∈ [η, α], we have
The second interval is found in the same way, after recentering the axis at the point (ζ, ζ).
After this check we will move on to compute the intersections of y and z with the diagonal and compare them. Before doing passing to that, we need to observe that if two functions coincide at the beginning and at the end, then g will have to be linear in certain particular "boxes", which depend only on y and z.
Lemma 2.10 (Initial Box). Suppose y, z, g ∈ P L 0 (J) and g −1 yg = z. Let α > 0 and c > 1 satisfy
Then the graph of g is linear inside the square
i.e., the graph of g is linear in some neighborhood of the point (η, η) in J × J depending only on y and z (see figure 6 ). Equivalently, if we define
Proof. Assume the contrary ε < α and ε + η < g −1 (α + η). We take 1/c < σ < 1. Since σ < 1 and ε < α we have
On the other hand, since g(η + σε) < g(η + ε) < η + α z(g(η + σε)) = z(η + γσε) = η + cγσε.
Notice that the square neighborhood depends only on y and z. We observe that the Lemma also holds when z ′ (η + ) = y ′ (η + ) = c < 1 and the proof is given by applying the previous proof to the homeomorphisms y −1 , z −1 . Thus we can remove any requirement on the initial slopes of y and z. Note that the Initial Box Lemma has an analogue for the points close to ζ:
Remark 2.12. The Lemmas are not true if the in slope is 1.
We conclude this subsection with a technical lemma: Figure 6 . Initial linearity box.
(ii) We can determine whether there is or not an n ∈ Z, such that
Proof. If h(τ ) = τ then it is clear. Otherwise, without loss of generality, we can assume h(τ ) > τ . The two sequences {h ±n (τ )} n∈N are strictly monotone, and they have a limit lim
Thus we have that {h n (τ )} n∈Z ⊆ (ϕ − , ϕ + ) and we have that ϕ + is the closest intersection of h with the diagonal on the right of τ (similarly for ϕ − ), so we can compute ϕ + , ϕ − directly, without using the limit. As a first check, we must see if µ ∈ (ϕ − , ϕ + ). Then since the two sequences {h ±n (τ )} n∈N are monotone, then after a finite number of steps we find n 1 , n 2 ∈ Z such that h −n 1 (τ ) < µ < h n 2 (τ ) and so this means that either there is an integer −n 1 ≤ n ≤ n 2 with h n (τ ) = µ or not, but this is a finite check.
The Stair Algorithm for P L
This subsection will deal with the main construction of this paper. We show how, under certain hyptheses, if there is a conjugator, then it is unique. On the other hand, we give a construction of such a conjugator, if it exists.
Proof. Suppose, to set a contradiction, that there exist λ ≤ θ 1 < θ 2 ≤ µ points such that g(t) = t, for all t ∈ [η, θ 1 ] and g(t) = t and g is linear, for t ∈ (θ 1 , θ 2 ]. Recenter the axes in the point (θ 1 , θ 1 ) through T = t−θ 1 and
and that due to the recentering g(t) = t on [−θ 1 , 0]. For any 0 < t < min{θ 2 − θ 1 , ε, ε/α} the following equalities hold:
and so this implies βt = αβt, hence α = 1. Contradiction. The previous Lemma, easily implies the following result.
Proof. Since g ′ (η + ) = 1, we have g(t) = t in an open neighborhood of η. Suppose, to set a contradiction, that g(t 0 ) = t 0 , for some t 0 ∈ (η, ζ). Let λ be the the first point after which g(t) = t. It is obvious that η < λ < ζ. Thus z(λ) < λ and we let
Then ϕ z is an injective group homomorphism.
Proof Let y ∈ P L < 0 (J) and suppose that there exists two elements
1 g 2 has a slope 1 near η and by the previous Lemma is equal to the identity. Therefore g 1 = g 2 , which proves the injectivity. Clearly this is a group homomorphism.
The Lemma implies the following:
be the set of all conjugators. We define the map
Then ϕ y,z is an injective map.
Lemma 2.18. Let y, z ∈ P L < 0 (J), λ and let λ be in the interior of J. Define
There is a map ρ λ : J → R + such that the following diagram commutes:
Proof. (i) Without loss of generality we can assume that the initial slopes of y, z are the same (otherwise the set C P L 0 (J) (y, z) is obviously empty and any map will do). We define the map ρ λ : J → R + as
We observe that the limit exists, i.e. the sequence stabilizes under these assumptions.
To prove that the diagram commutes we define µ = g(λ) and observe that y
Since g fixes η we have
where ε depends on g. Let N = N(g) ∈ N be large enough, so that the numbers y
and so then
(ii) Since ϕ y,z = ρ λ ψ y,z,λ is injective by corollary 2.17, then ψ y,z,λ is also injective.
Our strategy will be to construct a "section" of the map ϕ y,z , if it exists. Then as a consequence we will build a "section" of the map ψ y,z,λ too. The main tool of this subsection is the Stair Algorithm. This procedure builds a conjugator, if it exists, with a given fixed initial slope. The idea of the algorithm is the following. In order for y and z to be conjugate, they must have the same initial slope; by the initial linearity box Lemma this determines uniquely the first piece of a possible conjugator. Then we "walk up the first step of the stair", with the Identification Trick, that is basically identifying y and z inside a rectangle next to the linearity box, by taking opportune products of y and z as a conjugator. Then we repeat and walk up more rectangles, until we "reach the door" (represented by the final linearity box) and this happens when a rectangle that we are building crosses the final linearity box.
Lemma 2.19 (Identification Trick).
Let y, z ∈ P L < 0 (J) and let α ∈ (η, ζ) be a point up to which they coincide. Then there exists a g ∈ P L 0 (I) such that z and y g coincide up to the point z −1 (α) and 
. Now, that we have derived this necessary condition, we are ready to prove that such a g exists. Now define
and extend it to J as a line from the point (z
and let q be a fixed positive real number. We can decide whether or not there is a g ∈ P L 0 (I) with initial slope g
Proof. Assume y = z and, up to taking inverses, suppose 0 < g 
and extend it to the whole J. Now take the function y 1 = g −1 0 yg 0 , which is still below the diagonal. Our goal now is to see if y 1 and z are conjugate. What is different now is that the new conjugator we will try to build is the identity on [η, α], where we already know that y 1 and z coincide. We use the Identification Trick under the diagonal and build
then extending it to J. Again, we want to see we can find a conjugator of y 2 and z such that it is the identity on [η, z −1 (α)]. Thus if we iterate this process and we build a sequence g 2 , y 3 , g 3 . . . , y r , g r , . . .. By construction, we always have that g r is the identity on [η, z −r (α)] and that y r (t) = z(t) for all t ∈ [η.z −r (α)]. We apply Lemma 2.22 and choose the smallest integer r so that min{z −r (α), y −r (η + q(α − η))} > β and notice that this r depends only on y, z and q. Observe now that the Identification Trick tells us that, if the function g of the statement exists, it must coincide with the function h(t) := g 0 . . . g r (t), for t ∈ [η, z −r (α)]. If we prove that h is inside the final box at the point z −r (α) then we can build g by extending it linearly up to the point (ζ, ζ). Recall that, by construction g i−1 y
, for all i = 1, . . . , r. Then
and therefore we can define g by extending it linearly in the last segment
If the function h is not linear on [β, z −r (α)], then there is no conjugator for y and z. Otherwise, we have to verify if g −1 yg = z and we are done. To prove the uniqueness of g, we just apply Lemma 2.17.
Proof. The "only if" part is obvious. The "if" part follows from the injectivity of ϕ x of Lemma 2.16 since g −1 yg and z both centralize the element g −1 y n g = z n . 
Moreover y k and z k are still conjugate through g, so g must still be linear in the same linearity boxes of y and z.
Proof. Since y(β) < β and y ∈ P L
Similarly this is true for {z n (β)} and so we can pick any number r ∈ N big enough to satisy the statement. Moreover, we have g
Finally we observe that the linearity box of y r and z r is smaller than that of y and z, but that we already know that g has to be linear on [η, α] and on [β, ζ].
The stair algorithm can also be proved in a slightly different way. We can apply Lemma 2.22 at the beginning and work with y r and z r instead of y and z. This gives a proof which concludes in two steps, although it yields the same complexity for a machine which has to compute immediately the powers y r and z r .
"Short" Proof of Proposition 2.20. Assume the same setting of the Proposition 2.20. We choose r to be the smallest number satisfying Lemma 2.22, so that
If we call z = z r and y = y r then we have:
With this assumption, the algorithm we are going to define will need only two steps to end. We define g 0 as before. Then we define y 1 = g −1 0 yg 0 and we define a map g 1 as in the previous proof out of y 1 . Now we observe that g 0 g 1 is a conjugator up to the point z −1 (α) and that it enters the final linearity box, as in the previous proof. Now we extend it by linearity and we verify if this is a conjugator. If it is, it is the unique one.
Remark 2.23. We observe that in both the proofs of the stair algorithm, we can change the map g 0 previously defined with any other map g 0 ∈ P L 0 (J) which is linear in the initial box and g ′ 0 (η + ) = q and the proofs remain the same.
Corollary 2.24 (Explicit Conjugator
be the initial linearity box and let q be a positive real number. There is an r ∈ N such that the unique candidate conjugator with initial slope q is given by
and linear otherwise, where g 0 is any map in P L 0 (J) which is linear in the initial box and such that g
Proof. We run the short stair algorithm and let g = g 0 g 1 be defined as above. By the short proof of the stair algorithm and the previous Remark, we have g = g 0 g 1 = y −1 g 0 g 1 z on [η, z −r (α)] for some r. Therefore
and it is linear on [z −r (α), ζ].
The stair algorithm gives a practical way to find conjugators if they exists and we have chosen a possible initial slope. By modifying the algorithm we can see that, if two elements are in P L < 2 (J) and they are conjugate through an element with initial slope a power of 2 then the conjugator is an element of P L 2 (J). 
admits a section, i.e. ψ y,z,λ is invertible, then it is constructible.
, then in order to be conjugate, they will have to be both in P L < 0 (J) or both in P L > 0 (J), because by Lemma 2.9 they will have to coincide in a small interval [η, α]. Moreover, g −1 yg = z if and only if g −1 y −1 g = z −1 , and so, up to working with y −1 , z −1 , we may reduce to study the case where they are both in P L < 0 (J). Remark 2.28. All the results of subsections 2 and 2 can be stated and proved by subsituting P L 2 (J) and P L < 2 (J) in every appearance of P L 0 (J) and P L < 0 (J). Only a few more remarks must be made in order to prove it. In the Identification Trick we need to observe that α and z −1 (α) are dyadic and to take all the extensions in P L 2 (J) through the extension Lemma.
Remark 2.29 (Backwards Stair Algorithm). The stair algorithm for P L
< 0 (J) can be reversed. This is to say that, given q a positive real number, we can determine whether or not there is a conjugator g with final slope g ′ (ζ − ) = q. The proof is the same: we simply start building g from the final box.
The Stair Algorithm for
Subsection 2 proves that we can reduce our study to y and z such that ∂D(y) = ∂D(z). It is now important to notice that an intersection point α of the graph of z with the diagonal may not be dyadic rational. If this is the case then α cannot be a breakpoint for y, z, g. This means that, for these α's, we have that y ′ (α), z ′ (α) and g ′ (α) are defined, i.e., the left and right derivatives coincide. Recall that a function z belongs to the set P L and suppose that ∂D(y) = ∂D(z). Let q be a fixed power of 2. We can decide whether or not there is a g ∈ P L 2 (J) with initial slope g ′ (η + ) = q such that y is conjugate to z through g. If g exists it is unique.
Proof. This proof will be essentially as the previous stair algorithm with a few more remarks. We assume therefore that such a conjugator exists and build it. Let ∂D(y) = ∂D(z) = {η = α 0 < α 1 < . . . < α s < α s+1 = ζ}. We restrict our attention to P L 2 ([α i , α i+1 ]), for each i = 0, . . . , s. Since y and z are conjugate on [α i , α i+1 ] then we can speak of linearity boxes: let
. Now what is left to do is to repeat the procedure of the stair algorithm for elements in P L < 2 (U), for some interval U. We build a conjugator g on [α 0 , α 1 ] by means of the stair algorithm. Since g ′ (α 1 ) must be defined, then g ′ (α An immediate consequence of the previous result is the following Lemma:
Remark 2.32 (Backwards and Midpoint Stair Algorithm). It is possible to run a backwards version of the stair algorithm also for P L 0 2 (J). Morever, in this case it also possible to run a midpoint version of it: if we are given a point λ in the interior of J fixed by y and z and q a fixed power of 2, then, by running the stair algorithm at the left and the right of λ we determine whether there is or not a conjutator g such that g ′ (λ) = q.
From the previous Lemma and Remark it is immediate to derive: 
.
λ admits a section, then it is constructible
Proof. Let D(y) = D(z) = {η = µ 0 < µ 1 < . . . < µ k < µ k+1 = ζ} and suppose µ i < λ < µ i+1 for some i. We define the partial map
With this definition, the proof follows closely that of Lemma 2.18, Proposition 2.26 and by applying Corollary 2.33 and the previous Remark.
The conjugacy problem for P L 2 (I).
We are now ready to prove that the ordinary conjugacy problem is solvable. The first proof was discovered by Guba and Sapir by means of diagrams in [4] in 1997. Proof. Let y, z ∈ P L 2 (I), y = z. We use Theorem 2.3 to make ∂D(y) = ∂D(z), if possible. In order to be conjugate, we must have y
Up to taking inverses of y and z, we can assume that 2 u = y ′ (0 + ) = z ′ (0 + ) < 1. Now observe that g −1 yg = z is satisfied if and only if (y v g) −1 y(y v g) = z is satisfied for every v ∈ Z. If 2 ρ(g) is the initial slope of g, then 2 vu+ρ(g) is the initial slope of y v g. Thus, up to taking powers of y we can assume, that the exponent of the initial slope of g is between 2 u and 2 −1 . Now we choose all q ∈ U := {2 u , 2 u+1 , . . . , 2 −1 } as possible initial slopes for g, therefore we apply the stair algorithm for P L 0 2 (I) for all the elements of U and check if we find a solution or not. There is only a finite number of "possible" initial slopes, so the algorithm will terminate. Moreover, by Lemma 2.22 we can derive the uniqueness of each solution, for a given initial slope. 
Applications: Roots and Centralizers
In this section we prove how the techniques developed so far allow us to obtain two previously known results. The first of these results was first proved by Brin and Squier in [1] in 1985 and later proved again by Guba and Sapir in [4] in 1997. The second, the third and the fourth results were also proved by Guba and Sapir. Proof. We suppose that ∂ 2 D(z) = {0 = α 0 < α 1 < . . . < α r < α r+1 = 1} and we restrict again to an interval [α i , α i+1 ]. So we can suppose ∂ 2 D(z) = {0, 1}. Let m = x ′ (0 + ) and let n ∈ N such that n √ m is still an integral power of 2 (otherwise it does not make sense to look for a n-th root). We want to determine whether there is, or not, a g ∈ P L 2 (I) such that g −1 xg = x and such that g
that there is such a g, then g −k xg k = x and (g k ) ′ (0 + ) = m. Then, by the uniqueness of the solution of the conjugacy problem with initial slope m (Lemma 2.33), we have that g n = x. Conversely, if we have h such that h n = x, then h
Thus an element h is a n-th root of x if and only if it is the solution the "differential type" equation with a given initial condition
So we can decide whether or not there is a n-th root, by solving the equivalent conjugacy problem. Moreover, if the n-th root of g exists, it is computable by Theorem 2.36 and unique by Lemma 2.33.
Proof. Consider the conjugacy problem with y = z = x and let
Since all the points of ∂ 2 D(x) are fixed by x then g ∈ C P L 2 (I) (x) must fix the set ∂ 2 D(x) and thus each of the α i 's. This implies that we can restrict to solve the conjugacy problem in each of the subgroups
) and so we can assume that
Proof. Let ϕ x,x be as in Lemma 2.33, then log 2 (Im ϕ x,x ) = MZ, for some M ∈ Z. Let 2 n = ϕ x,x (x) and let
Proposition 3.4 (Intersection of Centralizers
Proof. The set ∂ 2 D(x i ) is fixed by all elements in C P L 2 (I) (x i ), therefore all elements in C fix the end points of the intervals J i . The decomposition of C as C J 1 · . . . · C Jr follows from the observation:
Claim: Let J and J ′ be intervals such that J ′ ⊂ J. Then for any x ∈ P L 2 (J), such that ∂ 2 D(x) does not contain any points in the interior of J ′ we have the the restriction of
to the interval J ′ is either trivial in the case that x does not preserves By the previous claim we see that, for each i = 1, . . . , r and j = 1, . . . , k, 
be the intersection of k ≥ centralizers of elements of F . By the previous Proposition we have U = J 1 ∪ . . . ∪ J r and C = C J 1 · . . . · C Jr . We want to define
If C J i = id, then we define w 1 , w 2 as any two elements in P L < 2 (J i ) such that are not one a power of another. Case 2:
, then we define w 1 = w 2 = id.
The k-Simultaneous Conjugacy Problem
We will make a sequence of reductions to solve first a particular case. This reductions will assume that we are able to solve the ordinary conjugacy problem. First we notice that, if we know how to solve the ordinary conjugacy problem, then solving the (k + 1)-simultaneous conjugacy problem is equivalent to find a positive answer to the following problem:
Problem 4.1. Is there an algorithm such that given (x 1 , . . . , x k , y) and
Since we understand the structure of the intersection of centralizers, we are going to work on solving this last question. Our strategy now is to reduce the problem to the ordinary conjugacy problem and a very special one that we will deal with in the following subsection.
4.1. A special case:
This subsection is technical and it deals with a very special case of the ordinary conjugacy problem. We want to see if we can solve it when we have a restriction on the possible conjugators. Thus, given x, y, z we want to see if
M √ x is the "smallest possible" root (in the sense of the proof of centralizers in P L 2 (J)), then we need to find if there is a power of
x. For simplicity, we assume still call x with x. The plan for this subsection will be to reduce to solve an equation of the type f k = wh k where f, h, , w are given, w ′ (η + ) = 1 and we need to find if there is any k ∈ Z satisfying the previous equation. The second step will be to prove that there is only a finite number of k's to that may solve the equation and so we try all of them. We need first to run the usual conjugacy problem on [η, ζ] between y and z to see if they are conjugate. If they are, we continue. Otherwise
If s + t ≥ 2, then there must be some τ ∈ (η, ζ) ∩ Z[ ] fixed point for every element in C P L 2 (I) (y). So if y and z are conjugate through a power of x then there is a k such that x k (τ ) = g 0 (τ ). Finally x(τ ) = τ , so we apply Lemma 2.13 with µ := g 0 (τ ) and find, if possible a unique integerk such that xk(τ ) = µ. Now we take g := xk and we check if it is a conjugator or not.
If s = 0, t = 1, then this would mean that C P L 2 (J) (y) ∼ = P L 2 (J) and so that y = id on [η, ζ] and so do not need to check the powers of x, but simply if the function z = id on [η, ζ].
If s = 1, t = 0, then C P L 2 (J) (y) = y ∼ = Z, for y a generator. Thus, y and z are conjugate through an element of C P L 2 (J) (x), if and only if there exist k, m ∈ Z such that x m = g 0 y n in [η, ζ].
and following two problems are equivalent:
Proof. Suppose we have
and so αm = γ + βn. Thus, in order for y and z to be conjugate we must have that gcd(α, β) divides γ. That is, γ = αm 0 − βn 0 , for some m 0 , n 0 ∈ Z which can be computed and thus α(m − m 0 ) = β(n − n 0 ). We can change variables and call m = m − m 0 and n = n − n 0 . So we have to find m, n such that α m = β n and so that
Thus there must exist a k ∈ Z such that m = β gcd(α, β) k and n = α gcd(α, β) k.
Going backwards, we write m := β gcd(α, β) k + m 0 and n := α gcd(α, β) k + n 0 .
By substituting these two values in the equation
gcd(α,β) and so we are left to find a k ∈ Z, if it exists, such that
Notice that, with these adjustments, G 0 (η + ) = 2 0 = 1.
In the last case we are examining, both x and y cannot have fixed dyadic points, since their centralizers are cyclic groups. Thus D(x)∩(η, ζ) and D(y) ∩ (η, ζ) must be empty or finite. The same is also true for the new functions X and Y , i.e. D(X) ∩ (η, ζ) and D(Y ) ∩ (η, ζ) must be empty or finite. For sake of simplicity, we will still call X, Y, G 0 with lowercase letters. We will make distinction in the following cases, by checking what are D(x) ∩ (η, ζ) and D(y) ∩ (η, ζ) and see if they coincide or not.
There exists a τ ∈ (η, ζ) with y(τ ) = τ = x(τ ). Thus, by applying Lemma 2.13, we can determine if there is a k such that x k (τ ) = g 0 (τ ). We act similarly if there is a τ ∈ (η, ζ) with x(τ ) = τ = y(τ ).
. . < r v < r v+1 = 1}. Thus we reduce our task to smaller squares, where neither x nor y intersect the diagonal. In other words, we can restrict to look what happens in every interval [r i , r i+1 ]. This allows us to reduce to the following case.
We can now assume that both x, y ∈ P L < 2 (J). Define
Our goal is to find whether or not K = ∅. The first step will be to prove that the set K is finite, by computing directly its upper and lower bounds. Therefore, we will have that K ⊆ Z ∩ [l 0 , k 0 ], for some integers l 0 , k 0 , and so we can check all these integers and see if any satisfies
K is bounded and its bounds are computable.
Proof. The first step is to prove that there exists a k 0 ∈ K, upper bound for K and that we can compute it. Suppose that K has no upper bound. Let θ < ζ be a point such that g 0 (t) = t and x(t) = y(t) on [η, θ]. Let ψ > θ a number such that x(ψ) < y(ψ) and x(t) ≤ y(t) for t ≤ ψ. Since y ∈ P L < 2 (J) then lim k→∞ y k (ψ) = η, and so we can choose a k 0 ∈ K be a large enough number such that y k 0 (ψ) < θ. Suppose k ≥ k 0 , by definition of θ and k 0 ∈ K we have
Now recall that x(ψ) < y(ψ) < θ + ε and so, since x ≤ y on [η, ψ]
By comparing the last two expressions, we get x k (ψ) < y k (ψ) = x k (ψ). Contradiction. So k 0 is an upper bound for K. We now want to bound the K from below, and so we use a similar technique. If k ∈ K is negative, then we consider the equation
where we have set x := g −1 0 xg 0 . Since D(x) = ∅, then D( x) = ∅ and x ∈ P L < 2 (I). So we have reduced to the situation of the previous claim (with x and y switched in their role) and we obtain that the set of possible (−k)'s is bounded above, so that k is bounded below.
Hence K is finite the k's to be checked are finite and we can find its bound in finite time. Now we can check all possible the elements of K and we conclude this case.
General case: any k and any centralizer.
This subsection deals with the general case. We will first extend Theorem 2.3 and then we will use our description for the intersection of many centralizers to solve the general problem. The argument of Proposition 4.5 will show us that we can build possible conjugators by using the stair algorithm and then check if they are in an intersection of centralizers. This will be verifiable, since we have given a description of such intersection in Proposition 3.4.
Lemma 4.4. Let x 1 , . . . , x k , y, z ∈ P L 2 (J). We can determine whether there is, or not, a g ∈ C = C P L 2 (J) (x 1 ) ∩ . . . ∩ C P L 2 (J) (x k ) such that g(D(y)) = D(z).
Proof. The proof is essentially the same of the quoted Lemma. We just need to check if Corollary 2.8 holds for this case too. This means that we first check if #∂D(y) = #∂D(y) = r + 2 (otherwise y and z cannot be conjugate). Since g ∈ C, then g must fix the all the sets ∂ 2 D(x i ) for each i and therefore g must fix the set k i=1 ∂ 2 D(x i ) = {η = λ 0 < λ 1 < . . . < λ k < λ k+1 = ζ}. Let ∂D(y) = {η < α 1 < . . . < α r < ζ} and ∂D(z) = {η < β 1 < . . . < β r < ζ}. We need to find a g ∈ C such that g(α i ) = β i for all i = 1, . . . , r. The first thing to check if, for every i, there exists an index m(i) such that α i , β i ∈ [λ m(i) , λ m(i)+1 ], otherwise it is impossible to find the function g. If this condition is true, then we can partition all of the α's and the β's between some intervals of λ's, that is A 1 := {α 1 , β 1 , . . . , α i 1 , β i 1 } ⊆ I m 1 := [λ m 1 , λ m 1 +1 ], . . . , A s := {α t 1 , β t 1 , . . . , α tr , β tr } ⊆ I ms := [λ ms , λ ms+1 ] and m 1 < . . . < m s . Now, for j = 1, . . . , s, we use Proposition 3.4 to know what group C i := {f ∈ C|f (t) = t, ∀t / ∈ I m i } is. If C i is trivial then the only possibility is that the α i 's and the β i 's in I m i coincide pairwise. If C i is infinite cyclic, we have to look if there is a unique power v such that x v (α c ) = β c , for all α c , β c in A j , and this can be done by using Lemma 2.13. Finally, if C i = P L 2 (I m j ), we use Corollary 2.8 on the interval I m j , to find such a g, if it exists. If we find a solution on each of the smaller problems in the intervals I m j , then we have found a g ∈ C, such that g(∂D(y)) = ∂D(z). Now we proceed as in Theorem 2.3 to conclude. Proposition 4.5. Let x 1 , . . . , x k , y, z ∈ P L 2 (J). We can determine whether there is, or not, a g ∈ C = C P L 2 (J) (x 1 ) ∩ . . . ∩ C P L 2 (J) (x k ) with g −1 yg = z.
Proof. Apply Lemma 4.4 to make D(y) = D(z). Let k i=1 ∂ 2 D(x i ) = {λ m } m and ∂ 2 D(y) = {µ 1 < . . . < µ k } and recall that now we are looking for a conjugator g which fixes both k i=1 ∂ 2 D(x i ) and ∂ 2 D(y). Let J i denote the interval [µ i , µ i+1 ], for i = 1, . . . , k − 1. We have the following three cases: Case 1: y is the identity on J i . In this case we define g to be the identity on J i . Case 2: y is not the identity on J i and there is a point λ j ∈ ∂ 2 D(x) which is in the interior of J i . Since µ i < λ j < µ i+1 and λ j is dyadic, then λ j ∈ ∂ 2 D(y) and in particular λ j is not fixed by y and z. Therefore we can apply Proposition 2.34 so that g is uniquely determined in this case. Case 3: y is not the identity on J i and k i=1 ∂ 2 D(x i ) does not contain any point of the interior of J i . Thus, we can apply the claim in the proof of Proposition 3.4 to get that the restriction of elements in C P L 2 (J) (x i ) which preserve the endpoints of J i to the interval J i is the trivial group or P L 2 (J i ) or isomorphic to a copy of Z. Therefore C J i will also be trivial or infinite cyclic or P L 2 (J i ). In the first case g has to be trivial on J i , in the second problem reduces to the ordinary conjugacy problem in P L 2 (J i ) and the third case is covered in subsection 4. Finally we have to verify that the element g constructed by the above procedure conjugates y to z and commutes with x.
