Abstract: This paper proposes a method of approximating positively invariant sets and nstep controllable sets of uncertain linear systems that are subject to chance constraints. The computed sets are robustly invariant and are guaranteed to satisfy the probabilistic constraints of the control problem. In contrast, existing methods based on random sampling are only able to satisfy such constraints with a fixed level of confidence. The proposed approach uses explicitly parametrised auxiliary disturbance sets, which are optimised subject to a constraint on their probability measure so as to maximise the relevant positively invariant or n-step controllable set. The results are illustrated by numerical examples.
INTRODUCTION
Positively invariant sets for uncertain linear systems have been researched for several decades, see e.g. Gilbert (1995, 1998) ; Blanchini and Miani (2008) . The properties of such sets and the algorithms to compute them are well known and are documented in the literature. As well as being objects of interest in their own right, these sets are often used as terminal constraint sets in Model Predictive Control (MPC) in order to guarantee the feasibility of the control scheme at all times (see e.g. Mayne, 2014) .
For the methods presented in Kolmanovsky and Gilbert (1998) and Blanchini and Miani (2008) to be applicable, the modelled uncertainty has to be constrained to a known disturbance set, in particular a convex polytopic or ellipsoidal set. If constraints on the system do not have to be satisfied for all uncertainty realisations but instead are invoked for an arbitrary subset of the uncertainty set of sufficient size (or probability measure), then the problem becomes a chance constrained problem (see e.g. Kall and Wallace, 1994) . Control formulations of this kind can be addressed using a range of techniques including scenario optimization (e.g. Calafiore, 2010) , and sampling-based methods, (e.g. Margellos et al., 2014; Zhang et al., 2015; Fleming and Cannon, 2016) .
Positively invariant sets based on samples of uncertain model parameters are often computationally expensive to determine and guarantees can only be given in a stochastic sense, namely with a certain confidence level. The method presented in Zhang et al. (2015) determines a set in which the probabilistic requirements are met with a given confidence and uses that set for subsequent analysis. However, for simple probability distributions such as the uniform distribution considered in this paper, this approach does not require sampling; instead we can explicitly parametrise an auxiliary disturbance set in which all probabilistic conditions are met. Using such a parametrised set, we can perform an optimisation in order to compute the largest positively invariant set while guaranteeing satisfaction of the probabilistic constraints, hence approximating the maximal positively invariant set for a chance-constrained problem. Unlike sample based approaches, this method ensures probabilistic constraint satisfaction with certainty (rather than with a confidence level less than 1, which is the case for sample-based methods). A similar principle of using parametrised sets of a specified probability measure is used in p-efficiency theory (Dentcheva, 2009) , where the distribution is not required to be simple but the structure of the chance constraints is restrictive.
In order to formulate a robust MPC law for a chance constrained stochastic system while introducing a minimal amount of conservatism, we consider a closed-loop minmax formulation (Lee and Yu, 1997) . This requires the determination of additional constraints. The n-step controllable set for a given horizon n and target set (see e.g. Bertsekas and Rhodes, 1971) has the property that, for every state in the n-step controllable set, there exists an admissible input sequence such that the system state enters the target set after n steps, for any admissible sequence of uncertainty realisations. Using a parametrised uncertainty set with specified probabilistic properties, chance constraints can be replaced by computationally convenient set operations that guarantee the satisfaction of the original chance constraints. By maximising the size of the nstep controllable set we indirectly approximate the n-step controllable set of the chance constrained system. The paper is organised as follows: In section 2 we present the problem formulation and derive, in section 3, conditions that define the positively invariant set under chance constraints. The corresponding conditions for the n-step controllable set are derived in section 4 and these are used to define an MPC law in section 5. A parametrisation employing parallelotopes is discussed in section 6 and the general problem formulations introduced in section 2 are made precise for this parametrisation. A numerical example is presented in section 7 to illustrate the proposed scheme in two dimensions and in section 8 we conclude the paper and sketch possible extensions to the proposed scheme.
Notation. Given sets A, B ⊂ R d , A ⊕ B = {x : x = a + b, a ∈ A, b ∈ B} denotes the Minkowski sum and A B = {x : x + b ∈ A ∀b ∈ B} the Pontryagin difference. We denote the image and pre-image of C ⊂ R d under the linear map A :
is denoted by vol(C). We define v as a random parameter on a probability space (V, F , P) and denote the probability of an event E(v) as P{v ∈ V : E(v)}. For a positive definite matrix P we write x 2 P = x T P x, and the set B P (r) = {x ∈ R d : x T P x ≤ r 2 } denotes the P -ball of radius r centred at the origin. The constraint Γx ≤ 1, where Γ ∈ R m×n and 1 is a vector of ones in R m , is understood to apply element-wise.
PROBLEM FORMULATION
The discrete time system we consider is given by
where the state x and control input u are subject to constraints defined in terms of compact, convex polytopic sets X , U:
and the disturbance input w is subject to the constraint
We furthermore consider the output variable y, y = Cx + Du + v which depends on the random variable v,
Throughout this paper v is assumed to be uniformly distributed on V. The output variable y is subject to the chance (or probabilistic) constraint
We make use of the following proposition.
Proposition 1. Let v ∈ V be a uniformly distributed random variable and let V ⊆ V be such that vol(V ) ≥ p, then every q ∈ Z V satisfies P{v ∈ V : q + v ∈ Z} ≥ p.
Proof: For any given q ∈ Z V , the definition of the Pontryagin difference implies that q + v ∈ Z whenever v ∈ V . Therefore, for every q ∈ Z V , the probability of the event that q + v lies in Z can be no less than the probability of the event that v lies in V . It follows that
Note that for polytopic Z and V the set Z V can be computed explicitly and is itself polytopic.
In the remainder of this paper we discuss how V can be chosen in order to obtain the largest guaranteed nstep controllable set for a given target set and the largest guaranteed positively invariant set for the system (1) subject to the robust constraints (2) and the chance constraint (4).
APPROXIMATING THE GUARANTEED INVARIANT SET
First we discuss how to extend existing methods to calculate the maximal robust positively invariant (MRPI) set (see e.g. Blanchini and Miani (2008) ) in such a way that all states in the MRPI set produce only feasible successor states for a given feedback controller u = Kx. Thus we seek to determine a set of initial conditions for which all possible trajectories of (1) subject to (3) satisfy the robust constraints (2) and probabilistic constraint (4). Denoting the largest such set as X ∞ we have
For a given set V , let X ∞ denote the set
Then from Proposition 1, the inclusion X ∞ ⊆ X ∞ necessarily holds for any V ⊆ V with probability measure P{V } ≥ p. Furthermore, by maximising the volume of X ∞ we can improve the approximation of X ∞ .
In order to determine an algorithm to compute X ∞ we rewrite the conditions in (5) by introducing the set of all possible successor states D k (X) of states in X after k time steps:
for all k ≥ 0. Using these conditions we can express X ∞ directly as
furthermore it can be shown that E k expands exponentially and therefore X ∞ is finitely determined (see Theorem 2 below). In order to compute X ∞ we define the sequence X 0 , X 1 , . . . via the iteration:
Clearly X k = l=0,...,k E l and, analogously to the conventional MRPI calculation (Kolmanovsky and Gilbert, 1998) , the iteration therefore gives
Theorem 2. Assume that K is chosen so that ρ < 1, where ρ is the spectral radius of A + BK. Also let Γ be a matrix such that Γx ≤ 1 and −Γx ≤ 1 for all x ∈ X 0 and let (A + BK), Γ be observable, then the iteration (9) yields X k+1 = X k for all k ≥ N and hence X k = X ∞ for some finite integer N .
The matrix Γ is introduced to simplify analysis of the iteration (9). Note that the rows of Γ can include E i and F i K, but Γ need not contain all hyperplanes supporting X 0 (consider for example the case of asymmetrical constraints).
Proof: The observability of the pair (A+BK), Γ implies that X d−1 is compact, since
where O is the (full rank) observability matrix.
Let P be such that (A + BK)
holds (a suitable matrix P can be found using semi-definite programming). To see that E k grows exponentially let W ⊆ B P (r) then
It follows that the subtrahend in square brackets on the RHS of (8) is bounded for all k by B P r/(1−ρ) . Therefore the iteration (9) must either yield X N = ∅ for finite N (in which case X ∞ = ∅) or, since X d−1 is bounded and E k expands exponentially, there must exist a finite N such that X N ∩ E N +1 = X N and hence
An optimisation problem whose solution approximates the maximal guaranteed positively invariant set X ∞ can therefore be formulated as max
subject to
(10c) In section 6 we discuss how this optimisation can be solved using a parallelotope parameterisation of V .
APPROXIMATING THE GUARANTEED N -STEP CONTROLLABLE SET
We now turn our attention to the n-step controllable set C n (T ) for a given target set T . This is defined as the set of initial states x 0 of (1) such that a sequence of control inputs exists that drives the state in n steps to the target set, so that x n ∈ T for all admissible disturbance sequences w k ∈ W, k = 0, . . . , n − 1, while guaranteeing that the robust state and input constraints (2) and the probabilistic constraint (4) are satisfied. Thus C n (T ) can be expressed as follows.
Using Proposition 1 it is easy to verify that the set C n (T ) defined by C n (T ) = x 0 ∈ X : ∃ u 0 (·), . . . , u n−1 (·)
is necessarily contained in C n (T ) for any V ⊆ V with probability measure P{V } ≥ p. As in the case of positively invariant sets, fixing V to be a polytopic set leads to a computationally tractable optimisation for the maximisation of C n . This suggests an algorithm for constructing C n as a polytopic approximation of C n by optimising V so as to maximise the volume of C n . It is known that Blanchini and Miani, 2008) , which allows the use of simple computational geometry algorithms.
In particular, the one-step controllable set C 1 (T ) for a polytopic target set T is given by the projection on to the x-subspace of the polytopic set L 1 (T ) ⊂ R d+q U , defined by
Thus
C 1 (T ) = {x ∈ X : ∃u such that (x, u) ∈ L 1 (T )}. As all involved sets are polytopic, L 1 (T ) is polytopic and its exact projection can be determined computationally.
A set C n (T ) approximating the n-step controllable set C n (T ) is then given by the solution of the optimisation: max
(11c) The property C n (T ) ⊆ C n (T ) guarantees the existence of a control sequence such that the constraints (2) and (4) are met and x n ∈ T for all x 0 ∈ C n (T ).
Note that an additional improvement to the n-step controllable set C n (T ) could be obtained by introducing V 1 , . . . , V n−1 , to allow different sets V i at each stage.
MODEL PREDICTIVE CONTROL
The method proposed for computing n-step controllable sets in section 4 can be used to formulate a chance constrained Model Predictive Control law. In order to minimise conservatism while guaranteeing constraint satisfaction, a closed loop MPC scheme should be used (see e.g. Lee and Yu, 1997) . This involves computing (offline) the set X ∞ using (10a-c), and (also offline) the sets
. . , n by repeated application of (11a-c) with C 0 (X ∞ ) = X ∞ . Online, at each time step k = 0, 1, . . ., a min-max MPC law is defined by
where u (n) (x k ) is the solution of
and J (n) is defined by the recursion, for i = 1, . . . , n:
P0 . An algorithm for solving the online optimization of this min-max robust MPC law is given in Buerger et al. (2016) . Since the stage constraints are constructed using the controllable sets C i (X ∞ ), the decision variables are constrained at each stage to be such that the successor state is guaranteed to lie on a feasible trajectory to the target set X ∞ . Therefore the MPC law solves a deterministically constrained problem with guaranteed probabilistic feasibility and guaranteed recursive feasibility.
PARAMETERISATION USING PARALLELOTOPES
In this section we present a method that enables optimisation over polytopes, as is required to solve (10a-c) and (11a-c). For this we consider the class of parallelotopes (see e.g. Coxeter, 1973) ), i.e. the minimal zonotope in R d :
It is well known that the volume of a parallelotope is given by
Recall also that
and since the volume of an object is translation invariant we have
Using v 0 and t i as decision variables we can solve (10a-c) and (11a-c) by solving an optimisation program with 2d decision variables. All geometric calculations necessary to compute (10) and (11) can be performed using the vertex description of V , which can easily be shown to be
where λ i are the vertices of the unit box
The optimisation (10a-c) can therefore be reformulated as
are convex. Note also that the constraints (15b) and (16b) are equivalent to V ⊆ V, whereas the constraints (15c) and (16c) are equivalent to
The uniqueness of a maximiser for the volume in the objective functions (15a) and (16a) is less transparent however, and cannot be guaranteed in general.
COMPUTATIONAL EXAMPLES
In this section we use a two dimensional example to illustrate the computation of guaranteed invariant and guaranteed n-step controllable sets. First we illustrate the approximation of the maximal guaranteed positively invariant set X ∞ for the system
subject to the constraints
The output y = −0.08 −0.05 −0.14 −0.04
is subject to the probabilistic constraint
To compute a feedback controller u = Kx we use a LQR design with Q = I and R = 1. As span vectors we use v 1 = 0.08 0.07 and v 2 = −0.08 0.07 , which means that V is a scaled version of V. Although we are unable to make a statement on convexity of the volume vol(X ∞ ) in this parametrisation, the optimisation converges to the same maximiser (shown in Figure 1 ) for different initialisers. Numerical evaluation of the Hessian reveals that this is indeed a (local) maximum point, although one eigenvalue vanishes at the solution.
In order to compare the proposed method with existing results we compute a sample-based set as described in Zhang et al. (2015) , that is we compute the smallest set V containing enough samples to guarantee constraint satisfaction with a confidence of 1 − β. To obtain a comparable result we use again constrain V to be a scaled version of V, so that V = {v : Γ i v ≤ γ i , i = 1, . . . , 4}, where V = {v : Γ i v ≤ 1, i = 1, . . . , 4}. The optimisation (Zhang et al., 2015, eq. (10) ) is then given as min γ1,...,γ4 . . ,v (N ) are the samples used to satisfy the probabilistic requirements with the given confidence of The set V computed using (20a,b) is clearly sub-optimal ( Fig. 1) , and in fact it contains 80.77% of the total volume of V. This sub-optimality is a result of the requirement for a high level of confidence (1−β = 0.999), and is reflected in a reduction in volume of the associated positively invariant set (Fig. 2 ). For the same system and constraints (17)- (19) we approximate the guaranteed 3-step controllable set C 3 (T ),
, where X ∞ is the guaranteed positively invariant set computed via (15a-d). Again the results illustrated in Figure 3 can be reproduced using different initial values even though the Hessian at the maximiser has a non-trivial nullspace. The figure also shows the controllable sets that are obtained, for the same target set (i.e. T = X ∞ ), with a fixed set V which was computed using the sample based approach of Zhang et al. (2015) by solving (20a-b) . Clearly the high level of sub-optimality in this choice of V , which is a consequence of the requirement for a high level of confidence of satisfaction of the chance constraint, translates to sub-optimality in the computed sets C n (X ∞ ). 3 . Approximation of the guaranteed 3-step controllable set for a T = X ∞ (in green). Sets C 1 (T ), C 2 (T ) and C 3 (T ) computed by optimising V using (11a-c) are shown in solid lines. For comparison, the controllable sets obtained for a fixed V computed using (20a,b) with confidence 1−β = 0.999 are shown in dashed lines.
CONCLUSIONS AND FUTURE WORK
In this paper we present methods for approximating the positively invariant set and the n-step controllable set of a chance constrained stochastic system. The approach we present is based on a simple restriction of the set V to be a parallelotope; this yields remarkable results in simulations and avoids the introduction of non-convex constraints in the optimisation problems (10a-c) and (11a-c).
Although the presented scheme scales well to higher dimensions, the complexity of positively invariant sets and n-step controllable sets does not in general, and this could lead to computational intractability in the objective functions (10a) and (11a) when the state dimension d is large.
The underlying probability distribution was assumed to be uniform for ease of presentation, a similar method may be applied to more general distributions as long as they allow the probability measure of a parallelotope to be analytically determined. Future work will remove this restriction by approximating non-uniform probability densities as discrete distributions defined by collections of spatially distributed point masses. This would necessarily introduce a degree of uncertainty in the probability measure of V . However the uncertainty would be subject to deterministic bounds (rather than the statistical bounds provided by a sample based approach), which would allow for a deterministic guarantee of constraint satisfaction.
