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Abstract—We address the problem of abnormal event detec-
tion from trajectory data. In this paper, a new adversarial ap-
proach is proposed for building a deep neural network binary
classifier, trained in an unsupervised fashion, that can distin-
guish normal from abnormal trajectory-based events without
the need for setting manual detection threshold. Inspired by the
generative adversarial network (GAN) framework, our GAN
version is a discriminative one in which the discriminator
is trained to distinguish normal and abnormal trajectory
reconstruction errors given by a deep autoencoder. With urban
traffic videos and their associated trajectories, our proposed
method gives the best accuracy for abnormal trajectory de-
tection. In addition, our model can easily be generalized for
abnormal trajectory-based event detection and can still yield
the best behavioural detection results as demonstrated on the
CAVIAR dataset.
Keywords-Deep autoencoder; Unsupervised learning; Abnor-
mal event detection; Generative adversarial networks;
I. INTRODUCTION
Nowadays, the collection of user data is increasing ex-
ponentially. With this huge amount of data, many end users
struggle to find the most efficient way of interpreting it. One
of the most challenging tasks is to learn and detect unusual
information patterns from the observed data. This kind of
information can be thought as any form of observations
that do not follow the usual ones and that can also look
suspicious. A popular application of anomaly detection is
the detection of abnormal events in video surveillance [1]–
[4] in which the main purpose is to identify all the pixel
groups that deviate from the ordinarily observed groups. The
main issue behind it is the fact that there are many possible
abnormal events and detecting most of them requires a large
amount of normal and abnormal training data.
In the case of abnormal road user trajectories as shown
in figure 1, a significant amount of frames is required
in order to form a trajectory and, by doing so, the pre-
processing step of transforming multiple object locations
into their corresponding trajectories significantly lessens the
amount of abnormal training data required for any kinds of
statistical or machine learning approaches. A solution would
be to learn usual representation and detect abnormalities as
outliers [1]–[5]. This, however, needs the computation of a
threshold value that separates normal from abnormal data
using a generally defined formula. The latter can be context
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Figure 1. Example of normal (solid lines) and abnormal (dotted lines)
trajectories of the road users including pedestrians (blue), cars (green), and
bikes (purple), where the directions are illustrated by coloured arrows.
dependent and, therefore, the formula itself might need to
be manually tuned in order to have a better threshold value.
In this paper, we propose the idea of using an adver-
sarial network which basically transforms a one-class deep
autoencoder (DAE), like the one used in [6], which learns
solely from normal data, into a two-class network that
can classify normal and abnormal trajectories without the
need of setting manually a detection threshold. We use
a similar data structure and deep autoencoder model to
that of Roy and Bilodeau [5] proposed, but, instead of
computing the threshold value that separates normal from
abnormal data, we integrate the pretrained DAE into a deep
fully-connected generative adversarial network (GAN). The
GAN is designed in such a way to automatically find the
best classification boundary between normal and abnormal
data by generating realistic abnormal data for training the
discriminator. We applied our method for detecting abnormal
road user trajectories, as well as for detecting suspicious
behaviours in video surveillance. In both cases, our proposed
approach outperforms previous work.
Our contributions are: 1) a GAN model in which the gen-
erator produces some mean square trajectory reconstruction
errors in order for the discriminator to better distinguish
abnormal trajectories, 2) an algorithm for training efficiently
our GAN version which enables the discriminative model to
learn the most realistic abnormal data while ensuring that
normal data is correctly classified, and 3) a demonstration
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that, by using the same dataset as [5], our proposed method
gives better results for the detection of abnormal road user
trajectories and that our model can be generalized for other
abnormal event detection applications.
II. RELATED WORK
Considering the hypothesis that abnormal events are out-
liers, many authors recently suggested the idea of using an
autoencoder that outputs reconstruction errors to distinguish
normal and abnormal data. Ribeiro et al. [3] trained a
convolutional autoencoder (CAE) model solely using normal
training data for recognizing the structure of normal events.
Therefore, the CAE network outputs the regularization of re-
construction errors (RRE) by taking as input the appearance
features from a single frame extracted using a Canny edge
detector and the motion features from optical flow. Normal
and abnormal events are classified using a threshold value
based on normal RRE. In [7], the authors use sparse recon-
struction analysis by calculating the reconstruction residuals
of the test trajectories by using L1-norm minimization and
comparing those to the collected normal trajectory dictionary
set constructed with the Least-squares Cubic Spline Curves
Approximation (LCSCA) method. Again, a threshold is used
for the classification decision. In the work of Roy and
Bilodeau [5], a similar approach is used for classifying
normal and abnormal road user trajectories using a threshold
value computed through the mean squared error (MSE)
of the reconstructed output of a DAE model trained with
normal data only. Although the latter approach gives better
precision than the most popular classical methods like a
one-class support vector machine (OC-SVM) [8], it suffers
from the following limitations: 1) the threshold does not
take into account the structure of the variations of the
squared reconstruction error (SRE) for each trajectory point,
2) stating that anything smaller or equal than the computed
threshold value is considered as normal will not work with
noisy input in the DAE model, and 3) the threshold has to
be set manually for every new video.
To tackle the issue that comes with one-class models,
some authors suggest incorporating GAN for generating
plausible abnormalities and using the discriminative model
for classifying normal and abnormal data. Sabokrou et al. [9]
proposed the idea of using a GAN where the first network
acts as a generator which tries to fool the second network
working as a regularity detector. Even though their method
works well for finding irregularities in surveillance videos,
it is difficult to make the generator converge in the case
of trajectory data. Similarly, Sabokrou et al. [10] uses the
autoencoder (AE) model as the generator to adversarially
learn reconstructed outputs that can fool the convolutional
neural network (CNN) classifier. It also suffers from the
same issue. Another work done by Gupta et al. [11] suggests
the social GAN approach where a recurrent discriminator is
used for training a generator that outputs socially plausible
trajectories. The generator is then used to predict future
movements. Although this method can be applied for detect-
ing abnormal trajectories, their proposition is only limited
to pedestrians.
The GAN framework is a very interesting approach for
generating data, especially when the latter is very limited.
Several versions of the GAN have been proposed recently.
Odena et al. [12] introduced Auxiliary Classifier GANs
(AC-GANs) in order to improve the training of GANs for
image synthesis, where the generated samples are based on
the Gaussian noise and on the corresponding class label.
Makhzani et al. [13] proposed the idea of Adversarial
Autoencoder (AAE) in which the encoder of the framework
learns to transform the data distribution into the prior one
while respecting the formal autoencoder objective. Another
one is the Bidirectional Generative Adversarial Network
(BiGAN), suggested by Donahue et al. [14], in which the
encoder and the generator of the framework learn to invert
each other in order to fool the corresponding discriminator.
Although these different varieties of GAN might be useful
for image generation tasks, they appear to be very unsta-
ble during the training process in the case where we are
applying them on a non-image data structure. In the case
of the sparse data structure, where each element represents
a corresponding point coordinate value, the data does not
follow any particular distribution like image data. Therefore,
it is difficult to generate realistic abnormal trajectory data
with these methods.
III. PROPOSED APPROACH
Given the center of the bounding box of each object for
each video frame, trajectory samples are extracted. The data
is also augmented in order to increase the training efficiency
of our deep neural network (DNN). These extracted and
augmented trajectory samples, considered as normal, are
then used in the training of a deep AE (DAE) network. We
then train a GAN-based framework that adversarially learns
an irregularity classifier solely by using the trained DAE and
the same corresponding training samples.
A. Problem Definition
We define trajectories as a collection of consecutive per-
son/object positions and velocities. After the preprocessing
steps that extract and augment the trajectory data, we use
the following data structure for each sample [5]:
[u, x1, y1, vx1 , vy1 , x2, y2, vx2 , vy2 , ..., xm, ym, vxm , vym ] ,
(1)
where u is the object class label, m is the number
of trajectory points per sample, which are given in the
2D Cartesian coordinate system (x, y), vx and vy are
the velocities of the corresponding object at a particular
location according to x and y axes respectively. The problem
to solve is to distinguish normal trajectory samples from
abnormal ones. It is assumed that we observe only the
normal trajectory during the training of our model.
B. Background on Autoencoders and Adversarial Networks
In our proposed method, two main machine learning
frameworks are used for the detection of irregularities.
Firstly, an autoencoder (AE) model, like the one used in [15],
is trained in order to reconstruct the input data. Therefore,
any sample that deviates from the ones used during the
training of the AE will result in a bad reconstruction,
where the output does not resemble the original input data.
Secondly, a generative adversarial network (GAN) [16] that
works, in part, as an abnormality generator that does not
depend on any observed or handmade abnormal data, and
in part, as a classifier which identifies if the provided input
data is real or not.
1) Autoencoder (AE): The general concept of an autoen-
coder is to be able to reconstruct the input data. The network
does so by having two subnetworks stacked together. The
original data first enters the encoder model in which the
encoded data is generated. The encoded data is also known
as the Compressed Feature vector (CFV) or the latent
representation. After that, the CFV is passed through the
decoder model in order to generate the reconstruction of the
original input. The AE model learns to minimize the fol-
lowing objective function ΘAE, shown in equation 2, where
ψ(n) and ψˆ(n) are the input data and the corresponding
reconstructed data.
ΘAE =
N∑
n=1
∣∣∣ψ(n)− ψˆ(n)∣∣∣2 (2)
It is worth mentioning that, although the objective func-
tion of an AE is the same as the Principal Component
Analysis (PCA) method, the AE framework is more flexible
and can handle nonlinear representations.
2) Generative Adversarial Network (GAN): Inspired by
a 2-player game-theoretic method, GANs are considered as
the most efficient approach for generating realistic data. The
original framework of GAN was first introduced by Good-
fellow et al. [16] and the implementation was optimized
for the image data type (like MNIST). The idea is to have
a generator G and a discriminator D that are trained to
fight each other, where D classifies real/fake data knowing
that G generates fake one and where G tries to fool D by
generating data that is indistinguishable from the real one.
Globally, the networks of a GAN are trained via a two-
player minimax game, represented by the optimization of
the following objective function:
min
G
max
D
(Eψ∼pψ [logD(ψ)] + Ez∼pz [1− logD(G(z))]) , (3)
where pψ is the distribution of the real input data ψ and
pz describes the Gaussian distribution of the random noise z
used as an input of G. Basically, D is learned by performing
gradient ascent on that objective function and G works by
gradient descent on the same function. By following this
alternating training approach, G eventually fools D with the
generated realistic data G(z).
Even though the training process of a GAN seems easily
doable in theory, it can be very unstable when trying to make
it work in practice, especially for trajectory data. Therefore,
designing an algorithm for efficiently training a GAN model
might be necessary for some tasks. In our case of abnormal
trajectory detection, it was necessary to apply a training
algorithm that makes the learning of the GAN model much
more stable.
C. Our Method: Adversarially Learned Reconstruction Er-
ror Classifier (ALREC)
Despite the recent success in using the GAN framework,
it is very unstable for trajectory data structure when the
generator G is trained to generate realistic trajectories that
are ordered sequences of points that must respect spatial
and temporal constraints in order to fool the discriminator
D. To tackle this problem, we propose to train G to generate
instead some trajectory reconstruction mean squared errors
(MSEs) that reassemble the ones obtained by using a trained
DAE with normal trajectory data. The MSE is obtained
with normal data by calculating the error between the
input and the output of the DAE. The model D of our
framework learns to distinguish real reconstruction MSEs
from fake ones. Also, an adversarial criteria-based learning
algorithm, which controls the learning speed of D and stops
the training as soon as a particular criterion is achieved,
is followed during the training process of our network in
order to let D learn the most realistic abnormal MSEs as
fake, while ensuring to classify the normal MSEs as real.
When the training is completed, D is used for predicting if
the observed trajectory data is normal (real) or not (fake).
Figure 2 illustrates the general architecture of our adversarial
approach for detecting trajectory-based abnormalities.
The goal of our G during the training process is to start
from generating random sets of reconstruction MSEs and to
finish with the most realistic MSEs that might still be consid-
ered as abnormal. For example, a car that drives in the wrong
direction will result in a very similar looking reconstruction
MSEs when using the pretrained DAE, but the D model
should be able to identify this as abnormal/fake. Figure 3
shows the spectrum of abnormality that the generator G is
approximately generating during the training process.
Before training our adversarial network, a DAE must be
trained using the extracted and augmented trajectory data
considered as normal, as already summarized above. After
that, the partial averages of the reconstruction error (φs) are
extracted in the following way for each trajectory sample s:
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Figure 2. Architecture of our GAN-based approach for abnormal trajectory
detection using a pretrained deep fully-connected AE.
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Figure 3. Example of the abnormal reconstruction MSE spectrum φ
that the model G roughly generates during the training. Normal MSEs
are extracted by using the pretrained AE model. The axes represent the
MSE values in which all the input data are normalized between 0 and 1.
The model D learns to distinguish the normal φ (illustrated by the area in
between blue dots) from the abnormal one (in red). Red arrows illustrate
that generated MSEs are getting closer to normal ones as the training of G
progresses.
φs =
L−1∑i=0 (ψ(i)−ψˆ(i))2L ,
2L−1∑
i=L
(ψ(i)−ψˆ(i))2
L , . . . ,
ML−1∑
i=(M−1)L
(ψ(i)−ψˆ(i))2
L

= [PMSE0,PMSE1, . . . ,PMSEM−1] ,
(4)
where PMSE is the partial mean squared error with
respect to the input trajectory sample size N = M ×L. By
using the PMSEs instead of one MSE per sample, D can also
learn the “normal” level of variations among each PMSE in
φs. This enables D to distinguish the most realistic looking
trajectory. Once the corresponding AE is trained and the
φs are extracted for every training trajectory, the adversarial
model, constituting of two networks G and D, is trained
following the objective function:
Algorithm 1 Training of our Adversarial Classifier Model.
Input: normalized normal trajectory data ψ
1: Initialize ιg to ιd/2
2: Set the minimum learning rate of G to ιd/4
3: for e = 1 to Emax do . epoch
4: Generate random noise z
5: Extract a random batch of input data ψb
6: Generate a batch of new data φg using G
φg = G(z)
7: Train D with batch ψb labelled as valid = 1
a: Reconstruct ψˆb using the pretrained DAE
b: Compute the squared errors (ψb − ψˆb)2
c: Compute φs
d: Fit D using φs and get the accuracy αD(φs)
8: if αD(φs) ≥ 0.99 then
9: Train D using φg with label ’0’ and get the
accuracy value αD(φg)
10: Train G by fitting the combined model (G+D)
using z with label ’1’ while keeping the weights
of D constant and store the accuracy αG(φg)
11: Generate new φg using G
12: Adjust ιg depending on αG(φg)
a: ιg varies from ιd/2 to ιd/4
b: When αG(φg) gets higher, ιg becomes smaller
13: if K consecutive values of αG(φg) > 0.95 then
14: Stop the training.
15: end if
16: end if
17: Test D using the new φg and get the global accuracy
αD = (αD(φs) + αD(φg))/2
18: end for
min
G
max
D
(
Eφ∼pφ [logD(φ)] + Ez∼pz [1− logD(G(z))]
)
(5)
where pφ represents the distribution of φs retrieved using
the pretrained autoencoder with the normal (real) data and
D(. . . ) is the classification decision of the discriminator D.
Algorithm 1 presents the training process that stabilizes
the learning of both G and D models of the GAN framework
by basically controlling the learning rate of G (ιg) relative
to that of D (ιd) based on the performance of G. The
training stops as soon as D detects almost all the generated
samples by G as real or, when it reaches the maximum
number of epochs Emax. In the learning algorithm, αD(φs)
corresponds to the classification by D of φs as real, αD(φg)
is the detection of the generated φg as fake and αG(φg)
represents the classification by D of φg as real. Therefore,
αD(φg) = 1− αG(φg).
As previously mentioned, only the discriminator D net-
work is used for the testing phase of our GAN framework.
Also, the proposed adversarial approach can be seen as a
way of transforming an unsupervised network, a DAE in our
case, into a supervised binary classifier without the need of
using abnormal data.
IV. EXPERIMENTS
Our proposed adversarial method for classifying abnormal
trajectories (ALREC) is tested on four different outdoor
urban traffic videos obtained from the Urban Tracker dataset
[17], in which 1) the Sherbrooke video includes 15 cars and
5 pedestrians, 2) the Rouen video includes 4 vehicles, 1 bike
and 11 pedestrians, 3) the St-Marc video includes 7 vehicles,
2 bicycles and 19 pedestrians and 4) the Rene´-Le´vesque
video contains 29 vehicles and 2 bikes. As in [5], all the
observed trajectories are considered as being normal. To
test our model, abnormal trajectories were generated. They
correspond to 1) pedestrians walking in the middle of the
road, 2) vehicles driving on the opposite/wrong directions,
or in the bike paths or on the sidewalks, and 3) bikes going
outside the bike paths when there is one. Figure 4 illustrates
normal and abnormal trajectories.
Also, in order to demonstrate the genericity of our
proposed method, we conducted ablation studies in which
ALREC is applied to six scenes from the INRIA dataset
of the CAVIAR project [18]. As in [7], we applied our
method on 40 scenarios where 21 are labelled as normal
(person walking, browsing, resting, people meeting) and
19 are labelled as abnormal (person slumping or fainting,
leaving bags behind and people fighting).
A. Experimental Setup
For comparing ALREC to the method of [5], the same
hyperparameters are used during the training of the DAE.
To summarize it briefly, the input size of a trajectory sample
is set to (1 + 4 × m) = 125, with m = 31 referring to
the section III-A. Then, we train the DAE, containing the
following number of neurons in the hidden layers from the
first to the last CFV layer: 128, 64, 32, 16, 8, with a batch
size of 128 for 100 epochs. The learning rate is fixed to
0.001 using the RMSProp optimizer and the loss function is
based on the MSE as presented in equation 2. The trajectory
samples are collected by sliding a window over complete
trajectories, and each complete trajectory of an object is
augmented by randomly generating positions and velocities
near the original ones.
The additional parameters necessary for the training of
ALREC are presented in table I. We have noticed that the
discriminator learns better to differentiate between normal
and abnormal PMSEs when the vector size of φs and φg
is small enough and therefore M = 5 seems convenient
because of the fact that N is divisible by M . For building
the networks G and D, each layer has a number of neurons
that is a power of two except for the input and the output
layers in which they must have the same sizes of the desired
input and output. Note that the size of the input layer in
Table I
PARAMETERS AND HYPERPARAMETERS USED FOR THE TRAINING OF
ALREC.
Label Value Definition
N 125 Size of each input sample
M 5 Size of φs and φg
Gin 8 Size of input layer of G
Gh1 128 Size of hidden layer 1 of G
Gh2 64 Size of hidden layer 2 of G
Gh3 32 Size of hidden layer 3 of G
Gh4 16 Size of hidden layer 4 of G
Gout 5 Size of output layer of G
Din 5 Size of input layer of D
Dh1 128 Size of hidden layer 1 of D
Dh2 64 Size of hidden layer 2 of D
Dh3 32 Size of hidden layer 3 of D
Dh4 16 Size of hidden layer 4 of D
Dh5 8 Size of hidden layer 5 of D
Dout 1 Size of output layer of D
Sbat 128 Batch size for G and D
Emax 5e+6 Maximum number of epochs
ιd 5e-6 Learning rate of D
Θd RMSprop (ιd) Optimizer RMSprop for D
Θg RMSprop (ιg) Optimizer RMSprop for G
the G network is the same as the size of each random
sample z. For the model D, which is the crucial part of
our proposed method, we added an extra hidden layer in
order to avoid over-fitting. We use the RMSprop optimizer
during the training of our networks and the learning rate of
G varies following algorithm 1, where K = 100. Also, the
ReLU and the Sigmoid activation are used in the hidden and
the output layers of all our networks respectively. Note that
all the implementations1 are done in a Python environment
using the Keras package [19].
B. Evaluation Procedure
We follow the same evaluation procedure as in [5]. Once
ALREC is fully trained using 80% of the normal trajectory
dataset, it is tested with the other 20% of normal data
and the abnormal data. The evaluation of the accuracy is
based on Normal Detection Accuracy (NDA) and Abnormal
Detection Accuracy (ADA). Given the number of normal
sample SizeN and the number of abnormal sample SizeA,
NDA and ADA are given by NDA = SizeNSizeN+SizeA and
ADA = SizeASizeN+SizeA .
C. Results
1) Abnormal Trajectory Detection: For demonstrating
that our proposed adversarial classifier (ALREC) performs
better than other well-known outliers detection methods,
like One-Class Support Vector Machine (OC-SVM) [8] and
Isolation Forest (IF) [20], and two other based on a single
layer AE and an DAE [5], we trained the previous methods
(using the code provided by the authors of [5]) with the
same normal and abnormal trajectory data. Table II shows
the results for the classification of each trajectory sample.
1Codes in https://github.com/proy3/Abnormal Trajectory Classifier.
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Figure 4. Observed (normal) and created (abnormal) trajectories of the Urban Tracker Dataset. The coloured arrows illustrate trajectory direction where
the road users are represented by colours: blue: pedestrians, green: cars, and purple: bikes.
Note that, although we tried many adversarial approaches
proposed in [10], [11], [13], [14], our ALREC is the first
adversarial model that is compatible with the structure of
our trajectory sample, where the training of the generator G
and the discriminator D are stable.
With our proposed ALREC, table II shows that the ADA is
significantly better than all the other tested models including
OC-SVM, IF, AE and DAE [5], where the latter is used as
the pretrained model in our ALREC. Therefore, we show
that by adversarially learning to classify the reconstruction
error extracted through the pretrained DAE, the abnormal
trajectories are better detected, even with the most difficult
ones of Rene-L. video. We notice that, generally, the ADA
are noticeably better by around 20-30% for St-Marc and
Rene-L. videos in which the abnormal samples are very
close to the normal ones.
However, for the Sherb. video, the NDA results with
ALREC are 1% lower than DAE [5]. The reason behind
it is that our proposed ALREC model strictly follows the
training algorithm 1 in which the performance of NDA is
limited by the condition that ensures to train D with the
generated samples only if 99% of the normal reconstruction
errors were detected as normal. Therefore, the “normal”
generated samples by G, near the end of the training of
ALREC, have a chance of lowering NDA by around 1%.
In our case, this minimal degradation in NDA is not an
issue, mainly because of the fact that we assumed all the
observed videos as “normal” even though there might be
some that are not. In that logic, a model that is trained to
focus slightly more on the detection of abnormal trajectories
than the normal ones is more preferable.
2) Abnormal Events Detection: In this section, we
demonstrate that, by using the INRIA lab entrance dataset
of the CAVIAR project [18], our proposed method can be
generalized for other abnormal event detection and can give
significantly better results than the state-of-the-art method of
[7]. Each trajectory sample, in this case, follows a slightly
different structure than the one defined in equation 1, in
which the height h, the width w and the orientation o of
each bounding box, which is already given in the ground
truth, are taken into account.
We also added one additional hidden layer in the DAE and
the GAN models, and adjusted the parameters of the table I
with N = 232, M = 8 and an additional hidden layer with
256 units, which is added in between the input layer and the
first hidden layer of the generator and the discriminator of
the GAN framework, and also in the encoder and decoder
of the DAE network.
Table III reports the results of ALREC compared to sparse
reconstruction analysis (SRA) from [7] by using Detection
Accuracy (DACC: the number of normal and abnormal test
samples detected as normal and abnormal respectively) and
Correct Classification Rate (CCR: the number of correctly
detected normal test samples as normal) metrics introduced
in [7]. Note that, in the case of ALREC, we consider that
the complete trajectory of a user is abnormal if at least 5%
of the corresponding trajectory samples are abnormal. Also,
we used the best results that were presented in [7] with the
same evaluation metrics in order to compare with their best
results.
Results show that ALREC is able to detect all abnormal
events as abnormal while detecting the normal ones as
normal. Also, the improvement compared to SRA [7] is quite
significant with around 10% in DACC and 30% in CCR.
This illustrates that our approach is not only limited to ab-
normal road user trajectories but can also be generalized for
broader applications like detecting abnormal events/activities
including people fighting, running or leaving bags behind.
Table II
ABNORMAL AND NORMAL ROAD USER TRAJECTORY DETECTION RESULTS. BOLDFACE VALUES IMPLY THE BEST PRECISION. DATA: NAME OF VIDEO,
TYPE: ROAD USER TYPE, OC-SVM: ONE-CLASS SVM, IF: ISOLATION FOREST, AE: SIMPLE AE, DAE: DEEP AE [5], ALREC: OUR METHOD.
Model
OC-SVM IF AE DAE [5] ALREC (ours)
Data Type SizeN SizeA ADA NDA ADA NDA ADA NDA ADA NDA ADA NDA
Sherb.
Cars 8824 174 0.56 0.88 0.63 0.80 0.26 0.99 0.83 0.99 0.95 0.99
Peds 11782 232 0.23 0.91 0.00 0.99 0.06 1.00 0.82 1.00 0.96 0.99
All 20606 406 0.37 0.90 0.28 0.89 0.13 0.99 0.82 1.00 0.96 0.99
Rouen
Cars 1429 29 0.48 0.54 0.55 0.26 0.31 1.00 0.58 1.00 0.90 1.00
Peds 9843 193 0.00 0.95 0.00 1.00 0.00 1.00 0.98 1.00 0.99 1.00
Bike 612 12 0.00 0.86 0.33 0.81 0.00 1.00 1.00 1.00 1.00 1.00
All 11884 234 0.05 0.90 0.07 0.89 0.03 1.00 0.93 1.00 0.96 1.00
St-Marc
Cars 4488 88 0.07 0.68 0.31 0.62 0.03 0.96 0.52 0.96 0.67 0.96
Peds 33407 657 0.00 0.94 0.00 0.98 0.00 1.00 0.76 1.00 0.94 1.00
Bike 2244 44 0.11 0.72 0.61 0.41 0.02 1.00 0.72 1.00 0.93 1.00
All 40139 789 0.01 0.90 0.07 0.90 0.00 0.99 0.67 0.99 0.92 0.99
Rene-L.
Cars 38762 762 0.16 0.91 0.29 0.90 0.00 0.99 0.30 0.99 0.61 0.99
Bike 6579 129 0.06 0.84 0.08 0.89 0.00 1.00 0.98 1.00 1.00 1.00
All 45341 891 0.14 0.90 0.25 0.89 0.00 0.99 0.35 0.99 0.62 0.99
Table III
BEHAVIOURAL EVENT DETECTION RESULTS WITH THE INRIA DATASET
[18]. SRA: METHOD OF [7], ALREC: OUR METHOD, DACC:
DETECTION ACCURACY [7], CCR: CORRECT CLASSIFICATION RATE
[7].
SRA [7] ALREC (ours)
DACC % 90.42 100.00
CCR % 70.09 100.00
3) Ablation Study: In order to further demonstrate the
effectiveness of ALREC, we conducted an ablation study for
the behavioural detection of complete trajectories using the
INRIA lab entrance dataset in which we tested the various
possible combination of DAE with ALREC are shown in
figure 5. Note that the results were plotted by varying the
classification behavioural threshold, which is the minimal
amount of trajectory samples of a complete trajectory of an
object that needs to be detected as abnormal in order for
that complete trajectory to be labelled abnormal.
Results show that adding the adversarial learning frame-
work on the pretrained DAE significantly improves the ADA
as shown by the AUC. Also, adding additional features
(height, width and orientation) into the data structure proves
to better classify abnormal events from the normal ones.
In addition, we observe that adding ALREC or additional
features to the trajectory data does not affect the NDA.
V. CONCLUSION
In this article, we propose an adversarially learned recon-
struction error classifier (ALREC) for detecting abnormal
trajectory-based events by using a pretrained deep autoen-
coder (DAE) model. The adversarial method transforms
a one-class DAE, which requires to manually define a
detection threshold, to a two-class model that can classify
normal and abnormal trajectories without that threshold.
Compared to a typical GAN which is a generative model,
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Figure 5. Ablation study results based on ADA and NDA of complete
trajectories with the INRIA dataset [18]. Features: height, width and
orientation of the bounding box as additional features, Threshold: minimal
percentage of trajectory samples of a complete trajectory of an object that
needs to be detected as abnormal in order for the complete trajectory to be
abnormal, [AUC]: area under the curve.
our ALREC framework is a discriminative adversarial model
that, instead of the generator generating fake trajectories, it
rather generates abnormal MSEs that the discriminator learns
to differentiate from the normal ones. An adversarial training
algorithm is also proposed which makes the discriminator
learn the most realistic looking abnormal MSEs while en-
suring to learn the normal ones. The ALREC model was
tested against other methods and was shown to outperform
them. By conducting the ablation study, results show that all
the components of our method ensure its success.
ACKNOWLEDGMENT
This research was supported by a grant from IVADO
funding program for fundamental research projects.
REFERENCES
[1] Y. Benezeth, P. M. Jodoin, V. Saligrama, and C. Rosenberger,
“Abnormal events detection based on spatio-temporal co-
occurences,” in 2009 IEEE Conference on Computer Vision
and Pattern Recognition, June 2009, pp. 2458–2465.
[2] C. Lu, J. Shi, and J. Jia, “Abnormal event detection at 150
fps in matlab,” in 2013 IEEE International Conference on
Computer Vision, Dec 2013, pp. 2720–2727.
[3] M. Ribeiro, A. E. Lazzaretti, and H. S. Lopes, “A study
of deep convolutional auto-encoders for anomaly detection
in videos,” Pattern Recognition Letters, vol. 105, pp. 13 –
22, 2018, machine Learning and Applications in Artificial
Intelligence. [Online]. Available: http://www.sciencedirect.
com/science/article/pii/S0167865517302489
[4] T. Wang, M. Qiao, A. Zhu, Y. Niu, C. Li, and
H. Snoussi, “Abnormal event detection via covariance
matrix for optical flow based feature,” Multimedia Tools
and Applications, Nov 2017. [Online]. Available: https:
//doi.org/10.1007/s11042-017-5309-2
[5] P. R. Roy and G.-A. Bilodeau, “Road user abnormal
trajectory detection using a deep autoencoder,” CoRR, vol.
abs/1809.00957, 2018. [Online]. Available: http://arxiv.org/
abs/1809.00957
[6] R. Xie, J. Wen, A. Quitadamo, J. Cheng, and X. Shi, “A
deep auto-encoder model for gene expression prediction,”
BMC Genomics, vol. 18, no. 9, p. 845, Nov 2017. [Online].
Available: https://doi.org/10.1186/s12864-017-4226-0
[7] C. Li, Z. Han, Q. Ye, and J. Jiao, “Visual abnormal behavior
detection based on trajectory sparse reconstruction analysis,”
Neurocomputing, vol. 119, pp. 94 – 100, 2013, intelligent
Processing Techniques for Semantic-based Image and Video
Retrieval. [Online]. Available: http://www.sciencedirect.com/
science/article/pii/S0925231213000179
[8] B. Scho¨lkopf, J. C. Platt, J. C. Shawe-Taylor, A. J.
Smola, and R. C. Williamson, “Estimating the support of
a high-dimensional distribution,” Neural Comput., vol. 13,
no. 7, pp. 1443–1471, Jul. 2001. [Online]. Available:
https://doi.org/10.1162/089976601750264965
[9] M. Sabokrou, M. PourReza, M. Fayyaz, R. Entezari,
M. Fathy, J. Gall, and E. Adeli, “AVID: adversarial visual
irregularity detection,” CoRR, vol. abs/1805.09521, 2018.
[Online]. Available: http://arxiv.org/abs/1805.09521
[10] M. Sabokrou, M. Khalooei, M. Fathy, and E. Adeli, “Ad-
versarially learned one-class classifier for novelty detection,”
in The IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), June 2018.
[11] A. Gupta, J. Johnson, L. Fei-Fei, S. Savarese, and A. Alahi,
“Social gan: Socially acceptable trajectories with generative
adversarial networks,” in The IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), June 2018.
[12] A. Odena, C. Olah, and J. Shlens, “Conditional image
synthesis with auxiliary classifier GANs,” in Proceedings
of the 34th International Conference on Machine Learning,
ser. Proceedings of Machine Learning Research, D. Precup
and Y. W. Teh, Eds., vol. 70. International Convention
Centre, Sydney, Australia: PMLR, 06–11 Aug 2017, pp.
2642–2651. [Online]. Available: http://proceedings.mlr.press/
v70/odena17a.html
[13] A. Makhzani, J. Shlens, N. Jaitly, and I. J.
Goodfellow, “Adversarial autoencoders,” in Proceed-
ings of the International Conference on Learning
Representations (ICLR), 2016. [Online]. Available:
https://openreview.net/pdf?id=2xwp4Zwr3TpKBZvXtWoj
[14] J. Donahue, P. Kra¨henbu¨hl, and T. Darrell, “Adversarial
feature learning,” in Proceedings of the International
Conference on Learning Representations (ICLR), April
2014. [Online]. Available: https://openreview.net/pdf?id=
BJtNZAFgg
[15] C. Fan, F. Xiao, Y. Zhao, and J. Wang, “Analytical
investigation of autoencoder-based methods for unsupervised
anomaly detection in building energy data,” Applied
Energy, vol. 211, pp. 1123 – 1135, 2018. [Online].
Available: http://www.sciencedirect.com/science/article/pii/
S0306261917317166
[16] I. J. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu,
D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio,
“Generative adversarial nets,” in Proceedings of the 27th
International Conference on Neural Information Processing
Systems - Volume 2, ser. NIPS’14. Cambridge, MA,
USA: MIT Press, 2014, pp. 2672–2680. [Online]. Available:
http://dl.acm.org/citation.cfm?id=2969033.2969125
[17] J. P. Jodoin, G. A. Bilodeau, and N. Saunier, “Urban tracker:
Multiple object tracking in urban mixed traffic,” in IEEE Win-
ter Conference on Applications of Computer Vision, March
2014, pp. 885–892.
[18] J. S.-V. Robert Fisher and J. Crowley, “Caviar: Context aware
vision using image-based active recognition,” 2002. [Online].
Available: http://homepages.inf.ed.ac.uk/rbf/CAVIAR/
[19] F. Chollet et al., “Keras,” 2015. [Online]. Available:
https://keras.io
[20] F. T. Liu, K. M. Ting, and Z. H. Zhou, “Isolation forest,” in
2008 Eighth IEEE International Conference on Data Mining,
Dec 2008, pp. 413–422.
