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El objetivo de este trabajo es explicar el uso del teorema de Bayes en la estimación de la 
función de densidad posterior (fdp) de parámetros de interés, usando el software 
matemático Maple. Se presenta el caso de la distribución de Pareto como una 
aproximación a la distribución de los ingresos de una población. Se estima la fdp del 
parámetro alfa de la distribución de Pareto para el caso de datos agrupados. 
 
PALABRAS CLAVE Econometría bayesiana, distribución de Pareto, teorema de Bayes, fdp posterior. 
INTRODUCCIÓN: 
 El presente trabajo se centra en el uso del teorema de Bayes para estimar funciones de densidad posteriores de determinados parámetros.  
 Se ilustra la estimación de la fdp posterior del parámetro alfa de la distribución de Pareto, representativa de la distribución de ingresos de una población. Para realizar dicha estimación se usa el software matemático Maple. 
MARCO DE REFERENCIA Los métodos estadísticos  sustentan la investigación científica, considerada ésta como un proceso controlado de aprendizaje. El avance científico se fundamenta en la experiencia. El conocimiento obtenido de esta manera es una descripción de lo que se ha observado, pero también, consiste en hacer inferencias basadas en experiencias pasadas, para predecir futuras experiencias, es decir inducción o generalización obtenida de las experiencias pasadas (Jeffreys, p 8).  El proceso de inducción está gobernado por una serie de reglas, como que todas las hipótesis deben declararse explícitamente, y las conclusiones deben deducirse de esas hipótesis; además, cualquier regla debe ser aplicable para que sea útil (Zellner, p. 4).  La probabilidad bayesiana es una probabilidad condicionada y a medida que la información sobre esa proposición cambia, también se revisa la probabilidad o creencia que se tiene en ella. Este proceso de revisión de probabilidades asociadas con proposiciones, ante nuevas evidencias, es la base del aprendizaje a partir de la experiencia (Zellner, p.10;  Box, p.5). Mediante el teorema de Bayes se hace operativo este proceso de revisión de probabilidades para incorporar nueva información (Figura 1).  





Información                 Probabilidad 
Inicial        a Priori                                                      
   Io                              p(q/Io)                       Teorema                 Probabilidad  
                                                                         de          Posteriori  
Información                 Función  de                 Bayes                      p(q/y,Io) 
nueva        Verosimilitud                                                
      y           p(y/q) 
Figura 1. Teorema de Bayes. Actualización de probabilidades Se plantea analizar los siguientes temas: 
x Estadística Bayesiana y Teorema de Bayes. 
x Estimación de la Probabilidad Posterior fdp 
x Distribución de Pareto. 
x Estimación de la fdp del parámetro alfa de la fd Pareto (Figura 2).   





Figura 2. FDP parámetro Alfa. Distribución Pareto. 
ASPECTOS METODOLÓGICOS Sesión 1: Introducción a la Estadística Bayesiana. El Teorema de Bayes. Estimación de la Probabilidad Posterior. Uso del software matemático Maple para estimar fdp. Sesión 2: El caso de la distribución de Pareto. Estimación de la fdp del parámetro alfa de la distribución. Uso del software matemático Maple para estimar la fdp del parámetro alfa.  Software estadístico alternativo al lenguaje Maple: R y OpenBugs. 
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