robot that tries to do everything, the Delaware team is creating a group of robots with complementary skills. For example, one robot might be good at opening doors, while another might be good at flying through doorways en route to fight a fire.
Designing for this kind of close collaboration poses special challenges for robotics engineers, who have traditionally focused on the relatively more straightforward programming challenges of perception, cognition, and movement. "The multi-robot paradigm brings a new dimension to these problems," notes professor Manuela Veloso of Carnegie Mellon University's Department of Computer Science.
At the most basic level, collaborative robots need access to each others' sensory data, so they cannot only "see" via their fellow robots, but in some cases reconcile perceptual differences as well. They then must learn to merge that shared spatial data into a unified whole, so that the robots can converge effectively in a physical space.
These are nontrivial problems, but researchers face a far more difficult computational challenge in developing systems to support the distributed cognition necessary to support effective collaboration. To function as a team, robots must learn to negotiate decision-making processes in a distributed, multi-agent environment.
In principle, it would be easy enough to solve that problem by putting one robot in charge of the others. But such a simplistic command-andcontrol architecture would greatly limit the potential of collaborative robots, especially in dangerous situations where any one of the robots could easily become damaged. Just as the Internet is designed to withstand outages by re-routing data dynamically around the network, an effective robot team needs to adapt on the fly if one or more of its members becomes inoperable. news independently and come together, as needed, to accomplish common goals. Rather than put a single robot in charge of the entire operation, the robots would take turns overseeing particular tasks and issuing instructions to the other robots as needed. "The authority could be passed around," Simmons explains.
Distributed Robot cognition
Making matters more complicated, the robots needed to work together in a remote environment with long communication delays. In addition to the 20 minutes it takes a signal to travel from Earth to Mars, orbiting conditions and thermal limitations meant the robots could communicate with Earth for at most three hours a day. Given these constraints, it would have been terribly inefficient for the robots to wait on continual instructions from Earth-based coordinators. The team instead began exploring a model of mixed autonomy, in which robots could function largely by themselves, but determine when they needed to stop and ask for help from the Earthbound human staff.
The communications constraints prompted the engineers to consider another thorny issue: how to program the robots to determine when to ask for help. "Robots are really, really bad at detecting when they are outside the bounds of their accepted behaviors," says Simmons. "You find that people tend to realize pretty quickly that they're in a situation that's completely unfamiliar, but robots are bad at determining that they need help."
For example, a robot might try to insert an object into a container over and over again without realizing that the object is turned backward. Without the ability to diagnose the problem, the robot might attempt to repeat the procedure ad infinitum. And while it might be possible to control for a particular known error condition in advance, it is far more difficult to abstract the problem to account for the vast array of potential unforeseen circumstances that could occur on a remote planetary surface.
"At some point the robot needs to understand this isn't working," Simmons says. "We looked a lot into how you can make predictions about how well the task is progressing in order to proactively repair multi-agent, multirobot plans. For instance, instead of waiting until something fails and trying to do something [about it], maybe I can pull this resource off this task."
Simmons' work with NASA eventually gave rise to the Distributed Robot Architectures (DIRA) project, a framework that allows robots to react to changing and unexpected conditions by replanning and renegotiating their working relationships.
Simmons is now taking what he learned with NASA and applying it to more terrestrial endeavors. His team is currently trying to apply the DIRA framework to projects for General Motors on next-generation robotics for the manufacturing floor.
DIRA tries to permit as much autonomy as possible for each individual robot, while providing a multi-layered structure that helps the extended group function as a team. Simmons is now developing communication protocols that allow the robots to negotiReid Simmons began working with NASA on designing cooperative robots for planetary exploration.
"It became clear that sending up a single monolithic robot to do everything was less than ideal," says Simmons. By building smaller, specialpurpose robots, the team could reduce the overall payload size while mitigating the risks of technical failure. "From the NASA perspective it had to with mass and redundancy," he says. "The argument was that if you wanted to do it all it would be bigger and bulkier, even though you had multiple robots."
Simmons and his NASA colleagues began exploring how to create teams of special-purpose robots that could work ate their tasks and monitor progress, distribute sensory data, and cope with reliability issues when one member of the group malfunctions. By distributing the decision-making responsibilities, these machines will likely prove more robust and able to adapt to unforeseen adverse conditions.
Learning from Mistakes
In a similar vein, Manuela Veloso is exploring how to help robots reflect on their own experiences and learn from their successes and mistakes to improve future decision making.
Veloso's team has discovered a great deal about robot learning by way of robot soccer. Her CMU team has built several robot soccer teams that have to play with and against each other in different configurations. To collaborate effectively, the robots must negotiate constraints and build coalitions with each other to solve problems. Veloso has found game theory particularly instructive in this regard, exploring how robots can learn to negotiate winning outcomes in cooperative, adversarial, or semi-cooperative situations.
Robot soccer also raises the question of how groups of robots might begin to negotiate relationships with fellow robots when they meet each other for the first time. As cooperative robots eventually find their way into the real world, there will inevitably be a growing need for robots to find ways to negotiate their initial encounters.
Veloso thinks that such open collaboration will likely depend on the development of standards and protocols for robot interaction. "We must develop a model for robots to declare their actuation capabilities," she explains. "It's crucial." Alas, no such model currently exists. Veloso has been pressing the U.S. National Science Foundation to fund research on open protocol standards, so far to no avail. However, she remains hopeful that the need for such standards will eventually prove self-evident.
Tanner also sees a need for more unifying frameworks to guide future collaborative robot development. "We don't have a theory that can capture and express clearly how actions of one agent can enhance or inhibit the capabilities of others, and then use that theory to plan and coordinate cooperative behavior," he notes.
For now, it seems that collaborative robots will continue to muddle along in their developmental stages, trying to do their jobs, improve their relationships, and bridge the communication gaps that continue to keep them apart. If robots ever manage to solve those problems, perhaps they will have something to teach the rest of us.
