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INTRODUCTION 
In this note we obtain an Amitsur-Levitzki theorem for octonion 
algebras. We show that octonions over a field of characteristic not 2, 3, or 
5 do not satisfy any polynomial identity of degree 4 and that the identities 
of degree 5 are all obtained from two polynomials: one which holds for 
algebras of degree 2 and another which holds for Jordan algebras of 
degree 2. 
Let K[X] (respectively Ass[X], Alt [Xl) be the free non-associative 
algebra (respectively free associative, free alternative algebra) in countably 
many non-commuting variables X (which we will denote by letters of the 
end of the alphabet, subscripted or not) over an arbitrary field K. While a 
polynomial identity of an octonion algebra is an element of Alt[X], we will 
at times work in the free non-associative algebra since it has a natural basis 
consisting of all monomials with all possible bracketings. Denote by v the 
natural map from K[X] to Alt[X] and by 4 the maps from K[X] and 
Alt[X] to Ass[X] obtained by forgetting brackets. 
Define S, the standard polynomial 
S,(.u, , .y,, .. . . x,) = c ( - 1)” x,,, )X,(Z) . . X,,,) 
0 
in Ass[X], where ( - 1)” denotes the sign of the permutation O. S, is a mul- 
tilinear alternating polynomial. Denote by [x, y, z] the associator of x, y, 
=, by [x, y] the commutator of x, y, by xVy the Jordan product 
x oy = xy + yx, and by (xy~} the Jordan triple product (xy) z + (zy) x. We 
will write S,f(x,, xZ, . . . . x,) for the operator S,( Vx,, Vx,, . . . . Vx,). 
Let C be an octonion algebra over an arbitrary field K. Then every 
element a of C satisfies 
x2 - t(x) x + n(x) 1 = 0, 
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where t is the trace and n is the norm form of C. Therefore 
and 
x(x, .v) = CC-& VI’, -ul (1) 
is a polynomial identity for C. Moreover C+ is a Jordan algebra of degree 
2. It was shown in [8] that 
is a polynomial identity for C+. 
One form of he octonions, the division octonions over the reals, has a 
particularly symmetrical basis: 1, e,, e2, . . . . e,, with multiplication defined 
by 
lei = e, = e,l, et= -1, 
ejei+, = e,,, = --e;+ ,ei. 
(3) 
e ,+ Ifi+ =e,= -er+3el+l, 
ej+,e,=e,+, = -eieit3, 
where 1 Q i < 7, and where subscripts are to be interpreted modulo 7 [2]. 
Any two e’s and their product span the trace 0 elements of a Hamiltonian 
quaternion algebra and, in some order, these three elements multiply like 
the standard basis elements i, j, k. It is not hard to prove that if distinct eis 
are substituted in a multilinear monomial having arbitrary but fixed 
bracketing then permuting adjacent elements changes the sign of the 
resulting product. Since these transpositions generate the symmetric group, 
if the variables are permuted (without changing the bracketing) this 
amounts to multiplying the original product by the sign of the 
permutation. 
We will need to consider elements in the associator ideal. Bruck and 
Kleinfeld [ 1 ] showed that when the characteristic is not 3 the associator 
ideal is generated by associators of degree 3 and McCrimmon [6] noted 
that this follows from the identity 
3 c-x, )‘, LM’I = c-u, [I y, =, w]] - [y, [x, z, W-J] + z 0 [x, y, w] 
+ u’@ cx, y, =] + M’[X, y, z] + [w, 5, y-J 3. (4) 
We also note that if a, b, c are elements of an alternative algebra then by 
the alternativity of the associator the six left justified products and any 
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right justified product span the space of multilinear products of degree 3 in 
a, b, c. 
Il’tyakov [4] has shown that the free alternative algebra over a field of 
characteristic not 2 or 3 contains no nilpotent elements. In [S] he proved 
that the T-ideal of identities of an octonion algebra is finitely generated, 
without giving a set of generators. 
THE MINIMAL IDENTITIES OF OCTONION ALGEBRAS 
If the base field has more elements then the maximal degree of any 
variable in an identity f of C then all homogeneous components off are 
identities [7]. Since we are dealing with identities of degree 4 or 5, by 
excluding low characteristics, we may restrict ourselves to homogeneous 
polynomials. Partially order these first by degree and then by the number 
of variables. If J’ and z are linear variables in an identityf(..., y, Z, . ..) and if 
f( . . . . y, z, . ..) +f( . ..) 2, J’, . ..) is not the zero polynomial then f( . . . . y, y, . ..) is 
not the zero polynomial and is a homogeneous identity in fewer variables 
thanf: Thus provided we “know” about identities lower in our ordering we 
may assume that f is alternating in J’ and Z. So we study identities with as 
few variables as possible. Since octonion algebras contain quaternion sub- 
algebras and since the T-ideal of identities of a quaternion algebra in 
Ass[X] is the same as the T-ideal I of identities of the 2 by 2 matrices, the 
polynomial obtained by forgetting the brackets in an identityfof octonions 
will be an element of I. By subtracting from fan identity which is a con- 
sequence of x and K, we would like to arrange for the unbracketed 
polynomial to be zero; the new f would then belong to the associator ideal 
of Alt[X]. 
We recall a few facts concerning I. If the characteristic is zero I is 
generated as a T-ideal by S, and [[x, L,]~, x] [3]. By the Amitsur-Levitzki 
Theorem any element of degree 4 must be a scalar multiple of S,. If the 
characteristic is not 2, one can show that there are 4 types of elements of 
degree 5: -S,, S,-, S,(-, -, -, --) and [-, [-, -10 [-, -11. We are now 
ready to deal with the case of degree 4. 
PROPOSITION. An o&onion algebra over afield of characteristic not 2 or 3 
does not satisfy any polynomial identity of degree less than 5. 
Proof It suffices to show that there are no identities of degree 4. By the 
above remarks we need only consider homogeneous polynomials. The 
possible degrees correspond to the partitions of 4, namely [4], [3, 11, 
[2, 21, [2, 1, 11, and [l, 1, 1, 11. Polynomials corresponding to the first 
three partitions have no more than two variables. So, by Artin’s Theorem, 
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we may view them as being in Ass[X] and since the matrices of order 2 
have only multilinear identities of degree 4, these first three cases are 
excluded. In the last two cases we may assume that the identity is alter- 
nating in the linear variables. 
Consider first an identity f(x, y, z) of degree 2 in x, 1 and y and z, and 
alternating in y and z. Since the image off in Ass[X] is 0, vf is in the 
associator ideal of Ah [Xl. So vf is a linear combination of x[x, y, z] and 
[x,.v,z] x. Substituting x=e,, y=e,, z=ee, and x= 1 +e,, y-e,, z=e3, 
one sees that vf = 0. 
Finally we consider multilinear alternating identities. Denote by Sg, 
1 < id 5, the polynomials obtained by the five possible bracketings of Sq. 
Any multilinear alternating polynomial is a linear combination of the live 
Si’s. If we substitute in an Sd distinct e,‘s from the basis given in (3), it suf- 
fices to compute the value of the first monomial, since the value of other 
monomials changes only by the sign of the permutation. So Sa equals 4! 
times the value of this first monomial. Substituting e,, e,, e3, e,; 
el,e2,e3, e,; el,e2,e3, e6; 
e,, e2, e3, e,; e,,e,,e,,e,; 
in a multilinear alternating identity, we obtain a matrix of rank 5 and 
hence all the coefficients of the Sys are zero. Thus C does not satisfy any 
polynomial of degree 4 and the proposition is proved. 
THE DEGREE 5 CASE 
We now prove the main theorem. 
THEOREM. All polynomial identities of degree 5 of an octonion algebra 
over a field of characteristic not 2, 3, or 5 are consequences of x(x, y) and 
x(x; y, z, M’). 
Proof. The possible degrees of homogeneous identities of degree 5 are 
given by the partitions of 5: [S], [4, 11, [3, 21, [3, 1, 11, [2,2, 11, 
[2, 1, 1, 11, and [l, 1, 1, 1, 11. The first three involve no more than two 
variables, so by Artin’s Theorem they are associative polynomials. Since 
the matrix algebra Kz has no identity of the first two types, neither has C. 
Any identity of the third type must be a multiple of x. We are left with the 
last four cases and we may assume that the linear variables are alternating. 
Let f (x, y, z) be an identity of degree [3, 1, 11, alternating in y and z. 
Then q4f is a polynomial identity for K,. Of the four types of such identities 
of degree 5 mentioned above, SJx, y, z, x2) is, up to sign, the only one 
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obtainable from S, since any other distribution of the live variables will not 
yield four different arguments. For the last type we have only 
[x, [x, y] 0 [x, z]], a symmetric polynomial in y and z Therefore df is a 
multiple of S,(x, y, z, x2). In [8] we showed that 
k.(x; y. z, w) = S,(y, z, w, x2) - S,(y, z, w, x) ox. (5) 
Therefore X(X; x, y, 2) = S,(x, y - , A) x2) and replacingf by f minus a multiple 
of K(X; x, y, Z) if necessary, we may assume that dfiis 0, that is,fbelongs to 
the associator ideal. Thus f is a linear combination of x2[x, y, z], 
x[x, y, Z] x, and [x, y, Z] x2. Substituting e,, e7, e,; 1 +e,, e2, e, we see 
that all three coefficients must be 0. 
If p(x, y, 2) is an identity of degree [2, 2, 1 ] then f(x, y, 2) = 
p(x, y, 2) +p(y, x, Z) is symmetric in x and y while g(x, y, Z) = 
p(x, y, 2) --P(I), x, 2) is alternating in x and y. It suffices to show that both 
fand g are consequences of x and K. We need to know about homogeneous 
elements of I of degree [2, 2, 11. Since S, is alternating, S,(x, y, Z, xy) and 
S,(x, y, Z, yx) are the only non-zero consequences of S, of degree [2, 2, 11, 
while [z, [x, y]‘], [x, [x, y] 0 [y, z]] and [y, [x, y] 0 [x, z]] are the only 
consequences of x. The subspace of x, y symmetric elements of degree 
[2, 2, l] of I is spanned by S,(x, y, 2, [x, y]), [z, [x,y12] and 
Cx, Cx, ylo Cy,zll - Cy, C-x, ylo C-u, z]]. Since 
S,(A J’, z-, ~1’)=[.~,y]o[z,~t’]+[~,z]~[~‘,y]+[x,~t’]~[y,z], (6) 
UC J: z, t-x, .Yl ) 
using the Jacobi identity. Thus, subtracting a known identity from f, we 
may assume that it lies in the associator ideal. Similarly the subspace of x, 
y alternating elements of degree [2, 2, l] of I is spanned by 
S,(x 1’ ,. ,=, .u~.v) and Cx, C-x,ylo [y, =I1 + Cy, Cx, ~10 Cx, zll. 
Since S, is alternating, (5) implies 
4x, y; -q y, z) = S,(x, y, z, x o,>). 
Again, subtracting an identity from g, we may assume that g lies in the 
associator ideal. 
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Recall [9, p. 1451 that in an alternative algebra 
cx, I’, cx, Y, zll = cx, VI cx, 4: z], (7) 
CJYYI o [x, Y, zl = 0. (8) 
If we have an element of degree [2,2, l] in the associator ideal then it is a 
linear combination of (xy) a, (yx) a, (xa) y, (ya) x, (ax) y, and (uy) x, 
where a = [x, y, z], since by (7) we do not need a left justified word. 
Substituting 1 + e,, 1 +e,, e,; e,, e, +e,, e3 we get that any identity must 
be a multiple of 
(xy)u-(y?C)u-(u.u)?,+(uy)x 
= [x, y] a - [a, x, y] - u(xy) + [a, y, x] + a( yx) 
= [x,y]u-u[.u,p]-2[x,v,u] 
= 2[s, y] a - 2[x, y, a] by (8) 
=o by (7). 
Let p(x, y, Z, W) be an identity of degree [2, 1, 1, l] alternating in the last 
three variables. Again qlp belongs to I and we would like to subtract 
consequences of 2 and K from p to get an identity in the associator ideal. 
The subspace of polynomials of I of degree [2, 1, 1, 1 ] in x, ~9, Z, u’ is 
spanned by .Y 0 S&s, ~1, Z, w), [x, S,(.u, y, Z, w)], S,(x*, y, z, w), and the 
polynomials obtained by cyclically permuting y, Z, w in S,(x, x o)‘, Z, it’), 
S,(x, [x, y], 5, w), [x, [s. yl 0 [z, WI], and [y, [x, Z] 0 [x, w]]. The last 
two types are consequences of x and so is the second by (6). Again by (6), 
using the Jacobi identity. Letting y = x in (5) and linearizing, shows that 
&(x2, y, z, w) - S,(x, x “J’, z, w) 
is a consequence of K. Combining this with (5), we see that the subspace of 
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I consisting of polynomials of degree [2, 1, 1, 1 ] is spanned by consequen- 
ces of x and K and by S,(.u2, y, Z, w). 
We may therefore assume that p is a linear combination of $(x2, y, Z, u.) 
and elements of the associator ideal of degree [2, 1, 1, 11 in x, JJ, Z, MI alter- 
nating in the last three variables, that is 
Substituting 1 +e,, 1 +e,, e3, e,; 
l+el,e2,e3,e5; l+e,,e,,e,,e,; 
e,, e2, e3, e,; el, elT e2,e3; 
we obtain a matrix of rank 10 from which we get that any identity of 
degree [2, 1, 1, l] which is alternating in the linear variables and is not a 
consequence of x and K must be a linear multiple of 
We will show that this polynomial is zero in Alt[X]. In the plus algebra 
of an alternative algebra 
(xyz) = (xy) z + (zy) x = x(yz) + z( yx), 
258 MICHEL L. RACINE 
(xyz} - [x, y, z] = (zy) x + x(yz). 
In an alternative algebra [9, p. 361, 
[x, y, z’] = z 0 [x, y, z-j, 
thus 
(9) 
[x, y, -1 is a derivation of the plus algebra of an alter- 
native algebra. (10) 
We will also need [9, pp. 36, 533 
cx, xy, zl = c-x, )‘, 21 4 cx, YX, zl = XC% Y, zl, (11) 
c-x, CY, I, WI] = [.u, y, zw] + [x, z, wy] + [x, w, yz]. (12) 
The polynomial p can be rewritten 
where &, =. ,,.) denotes the sum over cyclic permutations of y, z, w. This 
sum equals 
{x[x, 2, w] y} - {xy[x, z, w]} - [x, y, c-u, 2, fill1 
+ {x[x, w,y] z) - {xz[x, w,y]} - [x, z, [x, w,yll 
+ {X[.K, y, z] w} - {xw[x. y, 2-l) - [x, w, C.&Y, 211 
= {x[x, z, WI Y> + (.4x, ‘79 Yl) 
+ {XC& w, Yl =) + {XYCX, )L’, zl} 
+ {XC4 y, zl WI) -k {XZC.~, y, w>l> 
- cx, y, [x, ‘7, WI] - cx, 2, C-T U’, Yll - cx, U’, [.A y, 211 
= cx, z, (xwy}l + c 7 J+‘, { .v’}l + c-x, Y, (xzw}l 
- Cx, z, Cx, w, Y II- Cx, u’, Cx, Y, ~1 1 - Cx, y, [x, z, WI 1 by (10) 
= [x 7 =, -‘C(M’Y) + (YW) uyl+ CT w, X(YZ) + (ZY) xl 
+ [x, y, x(zw) + (wz) x] by (9) 
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= x( [x, z, yw] + C-K, U’, zy] + [x, y, WI ) 
+ ( cx, z, wy ] + [x, W’, yz] + [x, j’, 34’ ] ) x 
= x[x, [z, y, iv]] + [x, [z, )I’, .v]] x 
= - [x, [x, [y, 2, w]]. 
by(ll) 
by (12) 
Therefore p is zero in Alt[X]. 
Finally, a multilinear alternating identity is a linear combination of S;, 
1 6 i < 14, where S’,‘s denote the 14 different ways of distributing brackets 
in a word of length five. Arguing as above, the value of si,, when distinct 
e,‘s are substituted in, is simply 5 ! times the value of the first monomial. By 
the symmetry of the eys and the fact that the identity is alternating, we may 
start any substitution by e, , e,. Then there are 10 choices for the remaining 
three variables among the remaining five eis. The 10 by 14 matrix thus 
obtained has rank 9. Substituting 1 for one of the variables we obtain a 
linear combination of Sd’s which is an identity for C. Thus by the 
proposition each coefftcient of .S\, 1 < id 5, is 0, yielding five more 
equations. The resulting matrix has rank 13. Solving, one obtains that any 
multilinear alternating identity is a scalar multiple of the alternating sum 
over all permutations of 
Since the first two terms differ by an even permutation, taking the alter- 
nating sum over all permutations yields 0. Similarly the alternating sum of 
the last two terms vanishes and C has no multilinear alternating 
polynomial identity of degree 5. This completes the proof of the theorem. 
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