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Abstract: Here we investigate some procedures for the randomization f lattice rules for numerical multiple integration 
similar to those proposed by Cranley and Patterson (1976) for number-theoretic rules. Currently, there is no easily 
calculable error estimate available for general lattice rules and the randomization procedures looked at here allow the 
calculation of confidence intervals for the error. 
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1. Introduction 
Lattice rules for the numerical approximation of the s-dimensional integral 
I(f)= fvf(x) dx, 
where U s is the unit cube in s dimensions, 
U s= {x~RS:  0~<xi< 1, l~<i~<s},  
and f is a real-valued function on U s, have previously been introduced in [3,5] and further work 
on them may be found in [2,6]. However, currently, there does not appear to be any easy way to 
calculate rror estimates for these lattice rules. Here we investigate some randomization proce- 
dures for lattice rules and our investigations will follow closely those found in [1] where 
randomization procedures for number-theoretic rules (which are actually themselves examples of 
lattice rules) are considered. The use of randomization allows confidence intervals for the 
magnitude of the error to be calculated. We remark that it is not generally possible to get an 
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error estimate by repetition with an increasing number of lattice points since the true errors tend 
to exhibit erratic behaviour when this is done. This essentially occurs because the lattice points 
for lattice rules with different numbers of points usually have no relation to each other. 
Firstly, let us give the definition of a multiple integration lattice from [6]. 
Definition 1. A multiple integration lattice L is an infinite set of points in R s with the following 
three properties: 
(1) If x and x' belong to L, then so do x + x'. 
(2) Each lattice point is the centre of a sphere of finite radius containing no other point of the 
lattice. 
(3) The lattice L contains the integer lattice 77 s as a sub-lattice where Z s consists of all points 
in R s having integer components. 
An N-point lattice rule for the numerical approximation of I ( f )  is then given by 
1 N 
IN( f )  = -~ Y'~ f(x j ) ,  
j= l  
where { x , , . . . ,  xN } are the points of L lying in U s. In this paper, we shall assume that f has an 
absolutely convergent Fourier series representation 
f (x )  = E a(m) e 2~rim'x, X~ U s, 
mE7 s 
where m.  x is the usual dot product in s dimensions. Then [5, Theorem 2] shows that the error in 
I u ( f )  may be written as 
IN ( f ) - - I ( f )  = E' a(m). (1.1) 
m~L ± 
Here the prime on the sum indicates we omit the m = 0 term, and L ± is the dual lattice of L 
defined by 
L ±={m~Rs:  m.x~ZVx~L}.  
2. Randomization of lattice rules 
We now consider the family of displaced lattice rules given by 
1 N 
I~v(f, A) = ~ Ef ({x j+A}) ,  (2.1) 
j=l  
where zl is a random vector and the braces about a vector indicate that each component of the 
vector is to be replaced by its fractional part. The error for these displaced lattice rules may be 
written (see [5, Theorem 2]) as 
IN(f,  A) -- I ( f )  = Y~' a(m) e 2~im'a. (2.2) 
m~L l 
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We see from (1.1) and (2.2) that the errors in IN( f )  and IN(f,  A) depend on the same set of 
Fourier coefficients and that there is no reason to believe that any one member of the family of 
displaced lattice rules would be better than any other. So, in the terminology of Cranley and 
Patterson [1], IN( f ,  A) is a stochastic family of quadrature rules. As in [1], we now consider two 
possible choices of A, the first where A is from a multivariate uniform distribution and the 
second where A is chosen by systematic sampling. We remark that our investigation here into 
systematic sampling will be only a preliminary one as there are a number of questions raised 
which cannot be answered fully without us moving away from the main topic of randomization 
and going onto the general theory of lattice rules. This is seen in [4], where systematic sampling is 
considered from the viewpoint of imbedded lattice rules rather than of randomization. 
2.1. Uniform distribution of A 
Here we show that if A has a multivariate uniform distribution on U s, then the stochastic 
family of rules given in (2.1) is an unbiased estimator of I ( f ) .  
Theorem 2. Suppose A has a multivariate uniform distribution on U s. Then 
E( IN( f  , zl)) = I ( f ) ,  
where E(.)  is the expectation operator. 
Proof. It follows from (2.2) that we need to prove that 
z' 
m~L ± 
This is easily done since the expectation operator is linear and 
s 
E(e 2"i''~) = f e 2"i' 'a da= 1-I fo 'ez"i'/a' dA :=0 
"U  ~ j= l  
for m ~0.  [] 
Corollary 3. For any positive integer q, let A 1 . . . . .  Aq be linearly independent random vectors with a 
multivariate uniform distribution on U s. Then the estimate 
1 q i(f) = E IN(f, a,) 
j=l 
is an unbiased estimate of I ( f ) .  
Hence we see that an unbiased estimate of I ( f )  may be obtained by taking the mean of q 
approximations calculated from q displaced lattice rules. Calculation of this estimate would 
require Nq function evaluations. The standard error of i ( f )  is given by o = p/¢r~ where p 2 is the 
variance of IN( f ,  A), and it follows from the well-known Chebyshev inequality that 
1 
Probability( 1i ( f )  - I ( f )  l < ko ) >1 1 - k--- £, 
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so that it is possible to calculate a confidence interval for the error. Of course, we do not in 
general know what o is, and we would use the estimate of o given by 
7 q 
E[l.(i, aj)-s(i)] 
6= J=' (2.3) 
q (q -  1) 
to get our desired confidence interval. 
2.2. Systematic sampling of A 
We now investigate the situation where the vectors  A j, 1 <~j <~ q, are not chosen randomly, but 
are actually of the form 
Aj=y j+ I", 
where F is a fixed but random vector and { Yl .... , yq } is a set of points lying in U s that belong 
to another multiple integration lattice L'. The choice of L' will be discussed later when we look 
at a more general case. Then the following theorem suggests that the estimate given by 
1 q 1 q N 
P(f) EIu(f, ys+ F) =-~--~j~ 1 E f({x,<+ys+r}) 
j : l  = k:l 
would be a better estimate than i ( f )  as the error expression has only contributions from those 
Fourier coefficients for which the corresponding m are in both L ± and (L ' )± .  
Theorem 4. 
i ' ( f ) - I ( f )=  ~ '  a(m) e z~i'''r. 
m~L±N(L')  ±
Proof. We have 
1 q 
I ' ( f )  - I ( f )=  -~ E Y'~' a (m)  e 2"~im'(yl+r') 
j=l m~L ± 
e2~im.r 
- -  E • E '  a(m) q j=l 
m~L ± 
But [5, Theorem 1] yields 
q (1,  __1 E e2~rim'yj "-~
q j=l  0, 
which yield the desired result. 
m~(L ' )  ± , 
mq~(L')  ± , 
[] 
However, though we would expect I ' ( f )  to be a better estimate than I ( f ) ,  it can be shown 
that it has the same problem as the analogous estimate for number-theoretic rules given in [1, 
Section 2.1.2] in that there does not seem to be a sensible way to get an estimate of the standard 
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error of i ' ( f )  and hence to calculate confidence intervals. This problem could be overcome by 
allowing /" to vary. If I'1,..., Fq,, are q' random vectors chosen from a multivariate uniform 
distribution, we could then calculate the approximation 
1 q' q N 
Nqq" ~ ~ ~ f( { xk + yj + I'i } ) ' (2.4) 
i=1 j= l  k=l 
and an estimate of the standard error could be found using an expression similar to (2.3). 
More generally, as suggested in [1], we could (after making some changes to our notation) 
generalize (2.4) by constructing for l = 1, 2,. . .  a sequence of estimates of the form 
1 q' Nt N1 
i " ( f )=  Nt...NEN1 q, E E "'" E f ({x /+ . . -  +x / ,+F~)) ,  (2.5) 
i=l jt=l Jl =1 
where xi,, Jk = 1 . . . .  , N k, are the points in U s that belong to different multiple integration 
lattices L k, k = 1 , . . ,  1. Successive stimates would require Nlq', N2Nlq', N3N2Nlq', etc. points 
and we see that no function evaluations are discarded in going from one estimate to the 
successive one since 0 belongs to every multiple integration lattice (this follows from property (3) 
given in Definition 1). An expression for the error of i " ( f )  would be given by an obvious 
extension of Theorem 4 and again an expression similar to (2.3) could be used to calculate an 
estimate of the standard error. 
However in (2.4) or for the general case in (2.5), we have not completely specified the 
procedure as we have not said how the lattices L" or L k, k = 1,..., l, should be chosen. It would 
seem reasonable to choose the L k so that (2.5) (without he randomization) was a N 1 • • • N t -point 
lattice rule. To look at this more closely would require concepts uch as the representation of
lattice rules as found in [6] and is beyond the scope of this paper. However, we remark that if the 
L k can be chosen appropriately, then we see that (2.5) is actually a sequence of imbedded lattice 
rules and this is the approach taken in [4]. 
3. Conclusion 
In the previous section, we have seen that lattice rules may be randomized either by choosing 
A directly from a multivariate uniform distribution or by systematic sampling with both choices 
allowing the calculation of confidence intervals for the error. However, even if the lattices L k for 
the second choice were suitably chosen, it is not clear which one would be the best in practice if 
we were comparing approximations obtained using about the same number of function evalua- 
tions, so that tests and further investigations are needed. Moreover, if we do have a sequence of 
imbedded lattice rules as suggested above, it may be possible to obtain error estimates from 
using, say, two successive stimates in the sequence so that a randomization procedure is not 
required. For number-theoretic rules, the conclusion in [1] is that the second choice is better. 
However, the scheme of choosing A directly from a multivariate uniform distribution as 
proposed in Section 2.1 has the advantage of ease of implementation and it is actually this 
procedure that is used to get standard errors for the number-theoretic rules that are implemented 
in the NAG subroutine D01GCF. 
304 S. Joe / Randomization of lattice rules 
References 
[1] R. Cranley and T.N.L. Patterson, Randomization of number theoretic methods for multiple integration, SIAM J. 
Numer. Anal. 13 (1976) 904-914. 
[2] J.N. Lyness, An introduction to lattice rules and their generator matrices, 1MA J. Numer. Anal. 9 (1989) 405-419. 
[3] I.H. Sloan, Lattice methods for multiple integration, J. Comput. Appl. Math. 12 & 13 (1985) 131-143. 
[4] I.H. Sloan and S. Joe, Imbedded lattice rules for multidimensional integration, in preparation. 
[5] I.H. Sloan and P.J. Kachoyan, Lattice methods for multiple integration: theory, error analysis and examples, 
SIAM J. Numer. Anal. 24 (1987) 116-128. 
[6] I.H. Sloan and J.N. Lyness, The representation f lattice quadrature rules as multiple sums, Math. Comp. 52 (1989) 
81-94. 
