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After a short introduction to Matrix theory, we explain how can one generalize matrix
models to describe toroidal compactifications of M-theory and the heterotic vacua with
16 supercharges. This allows us, for the first time in history, to derive the conventional
perturbative type IIA string theory known in the 80s within a complete and consistent non-
perturbative framework, using the language of orbifold conformal field theory and conformal
perturbation methods. A separate chapter is dedicated to the vacua with Horˇava-Witten
domain walls that carry E8 gauge supermultiplets. Those reduce the gauge symmetry of
the matrix model from U(N) to O(N). We also explain why these models contain open
membranes. The compactification of M-theory on T 4 involves the so-called (2, 0) supercon-
formal field theory in six dimensions, compactified on T 5. A separate chapter describes an
interesting topological contribution to the low energy equations of motion on the Coulomb
branch of the (2, 0) theory that admits a skyrmionic solution that we call “knitting five-
branes”. Then we return to the orbifolds of Matrix theory and construct a formal classical
matrix model of the Scherk-Schwarz compactification of M-theory and type IIA string
theory as well as type 0 theories. We show some disastrous consequences of the broken
supersymmetry. Last two chapters describe a hyperbolic structure of the moduli spaces of
one-dimensional M-theory.
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1Chapter 1
Introduction to M(atrix) theory
Superstring theory has been known to lead to a consistent perturbative S-matrix for a
decade or so, since the discoveries of Green and Schwarz in the middle 80s. Superstring the-
ory is only consistent in ten spacetime dimensions and it can be approximated by supergrav-
ity theories at low energies (or supergravities coupled to supersymmetric Yang-Mills theo-
ries). However the most symmetric supergravity theory required eleven spacetime dimen-
sions and seemed to be disconnected from superstring theory completely. Green, Schwarz
and Witten wrote [1] in 1987: “Eleven-dimensional supergravity remains an enigma. It is
hard to believe that its existence is just an accident, but it is difficult at the present time
to state a compelling conjecture for what its role may be in the scheme of things.”
The state of affairs changed drastically in 1995 when Witten ignited the second super-
string revolution [84], building upon previous works by Duff [85] and Hull and Townsend
[86]. It turned out that M-theory, a consistent completion of 11-dimensional supergravity
at all energy scales, can be defined as the strong coupling limit of type IIA superstring
theory: the radius of the new (circular) eleventh dimension increases with the coupling
and D0-branes and their bound states become light degrees of freedom at strong coupling
and play the role of the Kaluza-Klein modes in this new direction. Type IIA fundamen-
tal strings themselves are membranes (that couple to the three-form potential AMNP of
M-theory) wrapped on the circle. M-theory also contains five-branes, magnetic duals of
membranes.
This line of reasoning led physicists to find an overwhelming evidence for dualities that
imply that what has been thought of as several independent string theories are really just
perturbative expansions of the same theory around different points in the moduli space. A
full nonperturbative and background-independent definition of the theory was still missing.
2However in 1996, Banks, Fischler, Shenker and Susskind [9] found the first nonperturbative
definition of M-theory. A recent review can be found in [10].
1.1 Basics of M(atrix) theory
While the nature of M-theory in 11 dimensions was a complete enigma in 1995, exactly
this eleven-dimensional vacuum became the first one to be described in so-called Discrete
Light Cone Quantization (DLCQ) [56, 45] (the authors of [9] originally formulated their
model in terms of the Infinite Momentum Frame). The theory is defined as a large N
limit of a quantum mechanical model with a U(N) symmetry that can be derived as the
dimensional reduction of N = 1 ten-dimensional supersymmetric Yang-Mills theory into
0 + 1 dimensions. This model has been known for some years [43] as the regularization of
supermembrane theory in the light cone gauge.
Using a slightly more modern logic explained in [63] (see also [64]) we can derive the
M(atrix) theory as the description of M-theory in the light cone gauge as follows.
We want to compactify M-theory on a lightlike circle i.e. identify points (x+, x−, xi)
and (x+ + 2πkR, x−, xi) where k ∈ Z, i = 1...9 are the transverse directions and x± =
(x0±x10)/√2 are the lightlike directions; x+ plays the role of time in the light cone gauge.
The component of the momentum p+ must then be quantized,
p+ =
N
R
, N ∈ Z (1.1)
and furthermore this quantity must be positive (except for the vacuum with p+ = 0).
Because p+ is conserved, we can study subspaces of the full Hilbert space with different
values of N separately. In order to find a description of this sector of the Hilbert space, we
identify the points in an almost lightlike (but spacelike) direction:
(x+, x−, xi) ≈ (x+ + 2πkR, x− − kǫ, xi), ǫ→ 0+. (1.2)
If we chose ǫ negative, closed timelike curves would appear and the theory would not be
causal. However for a very small positive ǫ we can make a large boost to convert the
almost lightlike vector (2πR,−ǫ, 0) into a spacelike vector (R′,−R′, 0) with a very small
R′. Therefore the physics is equivalent to the physics of M-theory compactified on a small
3circle i.e. type IIA superstring theory, and the original longitudinal momentum p+ = N/R
is translated to N D0-branes of type IIA superstring theory. Because of the large boost, the
D0-branes have very small velocities. This limit of their dynamics was studied by DKPS
[8]. We obtain a quantum matrix Hamiltonian
H = p− =
p2 +m2
2p+
= RTr
(
1
2
ΠiΠi − M
6
11
16π2
[Xi,Xj ]
2 − M
3
11
4π
λΓ0Γi[Xi, λ]
)
. (1.3)
Here Xi, i = 1 . . . 9, are N ×N Hermitean matrices, Πi are their canonical duals and λ are
Hermitean fermionic matrices that have 16 components forming a spinor of spin(9). The
model is supersymmetric, i.e. the Hamiltonian equals an anticommutator of supersymme-
tries, and physical states are required to be U(N) invariant.
BFSS explained [9] that this model describes graviton multiplets with any value of
p+ = N/R: it is generally believed that there is a unique bound state of the SU(N)
quantum mechanics for any value of N (we will present some evidence in the next chapter)
and that the traces (the U(1) part) are responsible for the transverse momentum (TrΠi)
and for the 128+128 polarizations of the supergraviton (Trλ). A state containing several
well-separated subsystems is described by a set of block-diagonal matrices, so that each
subsystem (cluster) lives in one of the blocks. The existence of the exactly flat directions
of the potential is guaranteed by supersymmetry. The off-diagonal degrees of freedom
(“W-bosons”) stay in their ground states if the distances are large enough, but generally,
they are responsible for the interactions between the two blocks. Many nontrivial tests
of the interactions between the gravitons have been made in the framework of M(atrix)
theory and an agreement with supergravity has been found. We should emphasize that
the “unphysical” lightlike compactification becomes harmless and goes away in the limit
R→∞ which implies (for a fixed p+) large N , and also that some quantities are required
to agree with supergravity for large N only.
1.1.1 Membranes
The matrix model contains also two-dimensional objects, membranes. The simplest exam-
ple is to show that the model contains membranes of toroidal topology. We start with n×n
4matrices U, V that satisfy
Un = V n = 1, UV = V Uα, α = exp(2πi/n). (1.4)
In a convenient basis they can be represented as the clock and the shift operator:
U =

1 ◦ ◦ . . . ◦
◦ α ◦ . . . ◦
◦ ◦ α2 . . . ◦
...
...
...
. . . ◦
◦ ◦ ◦ . . . αn−1

, V =

◦ ◦ ◦ . . . 1
1 ◦ ◦ . . . ◦
◦ 1 ◦ . . . ◦
...
...
...
. . . ◦
◦ ◦ ◦ . . . ◦

. (1.5)
Then a general n× n matrix Xi can be decomposed as
Xi =
n−[n/2]∑
r,s=1−[n/2]
XirsU
rV s. (1.6)
The coefficients Xirs can be represented as the modes in the Fourier expansion and we can
define a periodic function of p, q (with periods 2π) by
Xi(p, q) =
n−[n/2]∑
r,s=1−[n/2]
Xirsexp(ipr + iqs). (1.7)
We assume that the functionXi(p, q) is smooth enough, or equivalently, that the coefficients
Xirs decrease sufficiently with |r| , |s|. In this map between matrices and functions, trace is
identified with the integral (the expressions below are the “average” values of a function or
diagonal entries of a matrix)
Tr
n
=
∫
dp dq
(2π)2
(1.8)
and the commutator becomes the Poisson bracket (to understand it, compute the commu-
tators of expressions like U rV s):
[Xi,Xj ]→ 2πi
n
(∂pX
i∂qX
j − ∂qXi∂pXj) +O(n2) (1.9)
In this new language, the BFSS Hamiltonian becomes
R
∫
dp dq
(2π)2
(
n
2
ΠiΠi +
M611
4n
{Xi,Xj}2PB − i
M311
2
λΓ0Γi{Xi, λ}PB
)
... (1.10)
This is the Hamiltonian for a supermembrane in the light cone gauge; it reduces to a
Hamiltonian for a superstring in ten dimensions after the dimensional reduction. It is
5useful to realize that the matrix model contains closed oriented membranes of arbitrary
topology; the existence of flat directions is related to the fact that we can always join two
membranes by a very thin throat without modifying the Hamiltonian.
6Chapter 2
Matrix string theory
In this chapter I show why the maximally supersymmetric Yang-Mills theory in 1 + 1 di-
mensions captures the nonperturbative physics of type IIA superstrings in the light cone
gauge. The relevant approximation of the SYM theory is an orbifold conformal field theory.
The original U(N) gauge symmetry is broken to a semidirect product of U(1)N and the
permutation group SN . The boundary conditions of the fields involve a general permu-
tation; each cycle of this permutation is uniquely associated with a “long” string whose
longitudinal momentum p+ is determined by the length of the cycle. The multi-string states
are therefore represented by block-diagonal matrices as is usual in M(atrix) theory. The
condition L0 = L˜0 arises in the large N limit from the requirement of the invariance of the
physical Hilbert space under a ZN subgroup of the local group. The interactions can be
understood via the so-called DVV vertex operator, and the correct scaling law between the
radius of the 11th circle and the type IIA coupling constant can be derived.
2.1 Reflections on the second quantization and its matrix competitor
For a long time, the second quantization has been the only way to accomodate multi-particle
states that expressed naturally the fact that they were identical. The first candidate to
replace this machinery turned out to have the form of matrix models [9] that we sketched
in the first chapter. Different particles “live” in different blocks of a block diagonal matrix
and their permutation symmetry (either Bose or Fermi) is contained in the gauge group
of the theory which is U(N) in [9]. The Hamiltonian contains squares of all the possible
commutators, and thus for large distances the physical states (of not too high energies)
can be described by almost commuting matrices which can be simultaneously diagonalized.
Only when the distances are small, the commutators are not so dominant and the classical
7positions of particles make no sense. This mechanism offers a natural and very specific
realization of the old paradigm that on distances smaller than the Planck length the usual
concepts of geometry do not work and are replaced by something more general that can
perhaps be called “noncommutative geometry” in the sense that coordinates become (non-
commuting) matrices.
The phrase “the second quantization” is usually used in an inaccurate meaning – as the
canonical (first) quantization of a classical field which has an infinite number of degrees of
freedom, for example the electromagnetic or the Dirac field. The machinery of quantizing
is however the same as the machinery for quantizing one classical particle. In a sense, a
classical field carries the same number of degrees of freedom as a wave function of one
particle.
But the procedure of the second quantization can be also presented in a more orthodox
fashion. The first quantization makes classical observables such as x, p become operators
and leads to a state vector (wave function). The second quantization is based on the next
step: we lift the values of the wave function evaluated at different points to operators. The
whole procedure can be written independently of basis: the first quantized state vector
|ψ〉 is replaced by an operator vector |Ψ〉 and the relation of orthonormality becomes the
(anti)commutation relation
[〈u|Ψ〉 , 〈Ψ|v〉]grad = 〈u|v〉 . (2.1)
The graded commutator is an anticommutator if both states |u〉; |v〉 are Grassmann-odd,
otherwise it is just a commutator. The operator-ket-vector |Ψ〉 contains annihilation op-
erators ai = 〈i|Ψ〉, while the conjugate bra-vector 〈Ψ| contains the Hermitean conjugate
operators i.e. creation operators a†i = 〈Ψ|i〉. Then we usually postulate the existence of a
ground state |0〉 annihilated by the whole |Ψ〉, and the excited states are built by application
of 〈Ψ|u〉 creation operators.
Then we often write the free part of the second quantized Hamiltonian as the “push-
forward” of the first quantized Hamiltonian to the multiparticle Hilbert space. For example,
the first quantized operator f is lifted to the second quantized F :
F = 〈Ψ| f |Ψ〉 (2.2)
8Namely the identity operator 1 is replaced by the number operator N that counts the
particles. It is easy to show that graded commutators of the second quantized operators
arise from the corresponding first quantized ones.
[〈Ψ|f |Ψ〉 , 〈Ψ|g|Ψ〉]grad = 〈Ψ|[f, g]grad|Ψ〉 . (2.3)
Exactly this second quantization was used for strings in the light cone gauge in papers
by Green, Schwarz and others as well as in the cubic covariant string field theory where
the classical spacetime fields are formally elements of the first quantized Fock space of a
string, too. We build the canonical second quantized Hamiltonian from the one-string (first-
quantized) Hamiltonian and then we are adding interaction terms reponsible for splitting
and joining the strings (as well as the crossing-over interactions and others required by a
stringy version of locality). These terms are proportional to the coupling constant (and
in the light-cone gauge we also need “contact terms” proportional to its higher powers in
order to cover the whole moduli space of Riemann surfaces), which itself is a modulus of
the theory. For a long time only perturbative calculations were possible.
An important physical property of this second-quantized scheme is the cluster property:
the states formed by two (or more) sufficiently distant (and thus almost non-interacting)
subsystems are represented by the tensor product of these subsystems. In this sense, there
is a qualitative difference between a one-string state and multistring states.
On the contrary, from an aesthetical and intuitive point of view there should be no
qualitative difference between e.g. a state with two touching closed strings and a state with
one closed string going along the same curve in space: just like the number of particles
in quantum field theory depends on the energy scales at which we measure the system,
there should be no general definition of the number of strings in string theory; we probably
cannot write the number of strings as some integral of a local quantity.
Therefore our desire is a formulation making no qualitative distinction between one-
and multi-string states. Of course, we must preserve the cluster property. Matrix models
obey both of these requirements: the difference between states with different numbers of
gravitons (or strings) really becomes well-defined only in the limit of large distances (or in
the free string limit) and the cluster property is realized in terms of a block decomposition
9of matrices. The permutation group of particles SN is naturally contained in the U(N)
gauge group of these models.
2.2 M(atrix) theory in 0 + 0 and 0 + 1 dimensions
Let us begin almost at the beginning of the world – in 0 + 0 dimensions. We write the
action as the dimensional reduction of the 9 + 1-dimensional Super-Yang-Mills theory to
0 + 0 dimensions (this action, formally describing a collection of D-instantons in type IIB
theory in a certain energetic regime, is often called the IKKT model – or the “Japanese
matrix model” – and has been claimed to be related to type IIB strings [37]):
S = Tr
(
1
4
[Xµ,Xν ][X
µ,Xν ] + θTγ0γµ[X
µ, θ] + β · 1
)
(2.4)
Here the X’s and θ’s are Hermitean matrices, θ is a real spinor of spin(9, 1) constrained to
contain sixteen components of one chirality only. The auxiliary constant β term corresponds
in some sense to P+ (or P11 in the infinite momentum language): its trace is the total P
+,
proportional to the size of matrices. Physical systems must be invariant under the group
fixing a quantity like
v† · P+ · v = v†eiX†P+e−iXv. (2.5)
The X’s must be Hermitean, because here, P+ is a multiple of the unit matrix. Other
choices of P+ would be inequivalent only if P+ had a different signature. Such systems,
naively describing branes and antibranes, have been studied as well. The symmetry group
is then noncompact and the analytic continuation from U(N) to U(N − k, k) might be
related to the crossing symmetry [38].
Because the appearance of γ0, which must be included in the 32 × 32 language (while
in the 16× 16 language it can be replaced by the unit matrix), may look unfamiliar, let us
say a few words about it: the invariants made out of spinors are formed using the Dirac
conjugate spinor ψ¯ = ψ†γ0, just like in four dimensions. The 32 × 32 matrices γµ can be
written using the 16× 16 ones of spin(9) denoted by gµ as
γ0 =
 0 −1
1 0
 , γµ=1..9 =
 0 gµ
gµ 0
 , γchir =
 1 0
0 −1
 (2.6)
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All the matrices are real, γ0 is antisymmetric while the other nine are symmetric as is clear
from the following explicit form of those. These 16 × 16 matrices can be written as the
following tensor products of Pauli (or unit) matrices. Note the even number of y ≡ σ2 in
each of them (which implies reality) and the fact that they anticommute with each other:
g1...9 = z111, x111, yz1y, yx1y, yyz1, yyx1, y1yz, y1yx, yyyy. (2.7)
Now we are at the level of the action; we do not have a Hilbert space yet. In spite of
that we can perform a formal variation of the machinery described by Taylor [31] to obtain
the theory in 0 + 1 dimensions of BFSS [9].
We wish to mod out by a continuous symmetry isomorphic to R containing all the shifts
of X0:
X0 7→ X0 +∆X0. (2.8)
According to [31] we must represent this group by a subgroup of the gauge group. So we add
two continuous indices tm, tn ∈ R. The matrices Xµmn are now upgraded to Xµmn(tm, tn).
Here tm plays a similar role as m and tn as n. In other words, tm and m together form the
left index, while tn and n represent the right one. In other words, the matrices are tensored
with operators on the space of complex functions of a real variable. Thus, for instance, the
hermiticity condition takes the form
Xµmn(tm, tn)
† = Xµnm(tn, tm). (2.9)
These indices are sufficient to represent the ∆X0 shift as the operator exp(i∆X0 · t), which
has matrix elements
Shift(tm, tn) = δ(tm − tn)exp(i∆X0 · tm). (2.10)
Note that if t should be interpreted as a “time” then the ∆X0 and thus also X0 should be
understood as the dual quantity (“energy”).
Let us now write down the conditions of [31] that restrict the operators. The shift of
X0 has no influence on the other matrices Y , so they should obey (here Y is understood as
the operator on the space of functions of t here)
exp(i∆X0t)Y exp(−i∆X0t) = Y. (2.11)
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It means that Y ’s commute with all the Fourier modes and thus with all the functions of
t – therefore these matrices are functions of t i.e. they have matrix elements proportional
to δ(tm − tn). Therefore we can omit one of the two indices t. In the case of X0 we must
make one modification only – take the X0 shift into account:
exp(i∆X0t)X0 exp(−i∆X0t) = X0 +∆X0. (2.12)
Therefore X0 has the form of a function of t plus the derivative with respect to t, creating
the ∆X0 term.
X0 = x0(t) + i
∂
∂t
. (2.13)
At this moment we derived the BFSS model [9], the t-derivative is generated properly and
the function x0 plays the role of the A gauge potential in [9]. The trace in the 0 + 0 model
now includes also the trace over the continuous indices tm, tn and thus the action will change
to a t-integral. (We must be careful and normalize the action properly; essentially we must
divide it by an infinite factor δ(0) in order for this procedure to work.)
We should perhaps emphasize that the physical time t arises as the dual variable to
X0 of the 0 + 0-dimensional model in our construction. In a similar way, M(atrix) theory
describing M-theory on a torus of dimension smaller than four is described as the maximally
supersymmetric Yang-Mills theory on a dual torus.
As the IKKT model has no Hamiltonian, we can have serious doubts whether it has
any physical meaning, and therefore we might consider the previous paragraphs to be just
a motivation. Nevertheless the final product of this construction is the BFSS model that
certainly does allow a Hamiltonian treatment. The general idea of the construction above
– that gauging a symmetry is guaranteed by requiring the matrix to be gauge-equivalent
to their transforms – has been already understood in [9] and we can apply it to study type
IIA string theory, i.e. M-theory on a circle.
2.2.1 An old-fashioned approach to the compactification of one spatial
coordinate
Now we will compactify the coordinate X1 on a circle with period R1. In other words, we
will mod [52] the theory in 0+1 dimensions by the group (isomorphic to Z) of all the shifts
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by multiples of R1:
X1 7→ X1 + k ·R1, k ∈ Z. (2.14)
We will Fourier-transform the procedure of [31] directly to the continuous basis. The
construction in [31] involves D0-branes copied to all the locations identified by the symmetry
and therefore two integer-valued indices m,n ∈ Z must be added to the matrices. We
will present a direct Fourier transformation of this procedure and add two indices σm1 , σ
n
1
parametrizing a circle in the same fashion as in the previous section. The period of σm1 , σ
n
1
is taken to be 2π.
In other words, we tensor the matrices with the space of operators on the space of
functions of an angular variable.
We represent the symmetry X1 7→ X1 + k ·R1 by the operator (gauge transformation)
exp(ikσ1). Note again that the σ1 is a momentum-like variable. (Its period should be
≈ 1/R1 if we want to make the dual torus manifest.)
Now we can repeat the arguments of the previous section and show that all the operator-
matrices except for X1 are ordinary functions of σ1. They contain δ(σ
m
1 − σn1 ), so again,
we can erase one σ1 “index”. And we can also show that the X
1 operator contains a sum
of a function of σ1 and the derivative with respect to σ1 (understood to be multiplied by
the unit matrix):
X1 = x1(σ1) + iR1
∂
∂σ1
. (2.15)
This derivative acts on the other matrices, for instance
[X1,X2] = [x1, x2] + iR1
∂x2
∂σ1
. (2.16)
The Hamiltonian was written as a trace and now the trace must include also the trace (the
integral) over the σ1 variable. Therefore the Hamiltonian has the form
H ≈
∫ 2π
0
dσ1Tr
(
Πi(σ1)Πi(σ1)
2
− [X
i(σ),Xj(σ)]2
4
+ θT (σ1)γi[X
i(σ1), θ(σ1)]
)
. (2.17)
Since X1 is understood to contain also iR1∂/∂σ1, a commutator with such a “matrix” is
equal to (iR1 times) the covariant derivative.
We had to divide the trace by an infinite factor, namely the trace of the unit matrix
over the continuous σ1. (The same was true even in the first step which gave us the
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0 + 1-dimensional theory from the 0 + 0-dimensional theory.) But this factor should be
compensated by the same factor by which we must rescale the longitudinal momentum P+
(or P11 in the infinite momentum frame formulation): the P
+ should be also proportional
to that trace and thus we can scale P+ to be only a product of the minimal quantum and
the size N of the matrices at each point.
This procedure has been essentially known to the authors of [9] although it was not
clear from the beginning that a different background requires a different matrix model.
2.2.2 Limits of the resulting type IIA theory
Let us now have a look at the Hamiltonian we got in the case of a single D-brane with
the gauge group U(1). The model is always a description of D1-branes of type IIB string
theory on a circle (we start with type IIA string theory and D0-branes on a subplanckian
circle and therefore we must T-dualize the circle to get D1-branes in type IIB string theory)
at low energies. For a single D1-brane, we get a free theory in which the S-duality of type
IIB string theory is manifest: the Hamiltonian is nothing else than the light cone gauge
Green-Schwarz Hamiltonian of a type IIA string.
The 16-component spinor θ of spin(9) includes 8-component spinors of spin(8) of both
chiralities γ1; one chirality becomes left-moving, the other chirality becomes right-moving,
just like for a type IIA string.1 In the N = 1 case all the commutators are zero and the
Hamiltonian equals
H ≈
∫ 2π
0
dσ1
Πi(σ1)Πi(σ1)
2
+
R21
4
9∑
j=2
(
∂Xj(σ)
∂σ1
)2
+ iR1 · θT (σ1)γ1 ∂θ(σ1)
∂σ1
 . (2.18)
The limits R1 → 0 and R1 → ∞ behave as expected. In the case R1 → ∞, from the
[X1 + iR1 · d/dσ,Xi] the most important term is the ∂/∂σXi term which causes the X’s
to be essentially independent of σ1. We can replace X
i(σ1) by X
i and we are back to the
original D0-branes model of [9]. This is the decompactification, strongly coupled limit of
type IIA string theory.
1You might be puzzled why a description of type IIB D1-branes, which are S-dual to type IIB fundamental
strings, contains left-moving and right-moving spinors of the opposite spin(8) chirality. But do not forget
that while the type IIA matrix strings are described in the light cone gauge, the type IIB D1-branes are in
the static gauge.
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In the case R1 → 0 the σ1 derivative terms are negligible. Then the typical configuration
should have the commutators sufficiently small because otherwise they dominate the energy.
Therefore for every σ1, X
i(σ), i = 2 . . . 9 can be approximated by commuting matrices. But
the basis in which they are simultaneously diagonalizable can differ as we change σ1 and
the derivative of the basis is stored in the gauge field X1(σ1). This change can be fixed
together with the gauge but there is a very important global effect which we will discuss in
the following section.
2.3 Representation of the “long” strings, screwing strings to matrices
In Czech there is a single word both for a matrix and a nut: “matice”. This provides the
motivation for the phrase “screwing strings to matrices” (in Czech “sˇroubova´n´ı strun do
matic”). Some people prefer to call this model matrix strings [58]. But what is the idea?
If we ask how the multistring states are represented, we find the usual answer of [9] with
a natural modification: in an appropriate gauge, the matrices Xi(σ1) whose matrix elements
are the functionsXimn(σ1) have a (block) diagonal form where each block corresponds to one
string. (The real physical state is obtained from such an idealized one by the symmetrizing
over all the gauge group and other procedures.)
But now we face a new question: the longitudinal momentum P+ in the light cone
gauge (or P11 in the infinite momentum frame ideology) is naturally given again by the size
N of the matrices. Note that in the light cone gauge superstring field theories the total
p+ was always proportional to the length of strings. Now the length is a multiple of the
minimal quantum.
So the question is: how can we represent a string with P+ greater than the quantum
of P+ carried by the N = 1 string? We have already said that in the R1 ≪ 1 case the
matrices Xi(σ), i = 2 . . . 9 should be simultaneously diagonalizable but the basis in which
all of them have the diagonal form can change with σ1. This evolution with σ1 is stored in
X1(σ) which plays the role of a component of the vector gauge field. Typically, because of
the local U(N) symmetry of the model, the basis can be locally chosen to be independent
of σ1, but there can also be certain global effects.
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We have the condition that after adding a period 2π to σ1, the basis transforms again
into a basis where X’s are diagonal. But does it mean that the monodromy must be the
identity? Are there other transformations keeping the diagonal form?
Of course, there are: these transformations are the permutations of the eigenvectors: if
we conjugate a diagonal matrix by a permutation of its eigenvectors, we obtain another
diagonal matrix. Every permutation can be decomposed into a product of cycles. And
what does a cycle permuting k eigenvectors represent? It simply represents a string of
length (P+) equal to k (times the length of the minimal string).
It is perhaps useful to write down some explicit formulae for the classical configuration
describing long strings. Let Xi, i = 2 . . . 9 denote the functions with period 2πk in which
the embedding of a string of length k into spacetime is encoded. How does the matrix
model store the information about these functions in the simultaneously diagonalizable
k × k matrix variables Xik×k(σ) of period 1 · 2π? The answer is
Xik×k(σ) = U(σ)

Xi(σ + 2π) ◦ . . . ◦
◦ Xi(σ + 4π) . . . ◦
◦ ◦ . . . ...
◦ ◦ . . . Xi(σ + 2kπ)

U−1(σ) (2.19)
where the unitary matrix-valued function U(σ) must obey the following relation in order
to make Xik×k(σ) periodic with the period 2π (written for the k = 4 case for the sake of
simplicity)
U(σ + 2π) = U(σ)

◦ 1 ◦ ◦
◦ ◦ 1 ◦
◦ ◦ ◦ 1
1 ◦ ◦ ◦

(2.20)
Here ◦ denotes 0. In the last matrix we could write arbitrary phases eiαj instead of 1’s. Such
a matrix function U(σ) can be explicitly found for finite k because U(N) is connected. Note
that the connection X1 is pure gauge and carries the information about the dependence of
U(σ) on σ
X1 ∼ i(∂U(σ)
∂σ
)U−1(σ) (2.21)
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In other words, generic diagonal expectation values of the matrices Xi(σ) break the group
U(N) into a semidirect product of U(1)N and the permutation group SN . Configurations
involving a nontrivial bundle with the permutations of the eigenvalues are part of the theory
and are responsible for the existence of the long strings. States of a long string can be also
understood as a bound state of k D-branes. Namely the type IIA string of a general length
k has a massless supergraviton multiplet as its ground state and this state is continuously
connected to the bound state of k D0-branes in the SU(k) BFSS model: if we accept that
the number of the ground states (or at least the index) is independent of the coupling
constant and that the 1+1-dimensional matrix model becomes the free type IIA string
theory or the BFSS model in the two respective limits, we can view the existence of long
strings as a proof of the existence of the D0-brane bound states.
2.4 The origin of the level matching conditions and the interactions
The correct explanation of the condition L0 = L˜0 that a closed type IIA string must satisfy
has been clarified by Dijkgraaf, Verlinde and Verlinde [58] and it holds for very long strings
only.
The cyclic permutation matrix in (2.20) is a global element of the gauge group. The
matrices X in the adjoint of U(N) transform under this permutation matrix and we can
see in (2.19) that the transformation has the effect of shift of σ by 2π which is 1/k of the
circumference of the long string. Because the stringy wave functional must be invariant
under this gauge transformation and this shift can be written as exp(2πik(L0−L˜0)), L0−L˜0
must be a multiple of k (in the usual normalization) for all physical states and we see that
for large k L0 − L˜0 must vanish, otherwise the state would have an infinite energy.
The fact that the 1+1-dimensional supersymmetric Yang-Mills theory reproduces type
IIA string theory holds beyond the free theory approximation. At weak type IIA string
coupling, the Hilbert space contains states with an arbitrary number of free type IIA strings
of length k (whose sum equals N); these are described by a conformal field theory. How do
the strings interact? Two strings of lengths k1, k2 can join into a string of length k1 + k2
(or vice versa, a longer string can split into two). At the level of the permutations, we
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see that two cycles should merge into one: this happens if we compose the permutation,
containing two cycles, with a transposition. Physically such an interaction can occur on the
“worldsheet” (on which the gauge theory is defined) if two strings touch: then two vectors
of the eigenvalues Xi(σ) are equal and a U(2) symmetry is restored. The approximation
of free strings breaks down, the basis in which the matrices are diagonal is not well defined
near the interaction point and the strong dynamics can change the permutation monodromy
associated with a given state. This is the origin of the interactions.
Can we derive the correct scaling law between the radius of the 11-th circle of M-theory
and the string coupling constant? The circumference of the circle in the gauge theory
scales like (R11/l11)
−3/2 in the gauge-theoretical natural units of 1/g2Y M as we have seen
before. In a revised version of [56] I argued that the amplitude for an interaction to occur is
inversely proportional to this length: a collection of long type IIA strings can be embedded
in the theories with different values of the coupling constant (i.e. of the circumference of
the circle in the gauge theory in units of 1/g2Y M ) and a different value of N , so that the
total length of the string in units of 1/g2Y M is identical in both cases (this corresponds to
fixing R11 in string units): but the shorter the circumference of this circle is, the more
the long string must be “wound” around it and consequently the greater is number of the
points which a given point on the worldsheet can interact with (in the large N limit, the
interaction can effectively occur between any two points and the density makes the only
difference). Therefore the coupling constant is inversely proportional to the circumference
of the circle in the gauge theory (if we set g2YM = 1 so that locally the interaction, based
on the restoration of the U(2) symmetry, looks the same regardless of what the coupling
constant is), i.e. gs ∼ R3/211 as expected. This argument holds for the E8 × E8 heterotic
strings, too.
2.4.1 The DVV interaction vertex
DVV offered a derivation that allows one to check more technical details [58]. They used
the language of conformal perturbation theory. The free theory is the conformal field theory
describing free type IIA strings in various sectors determined by the permutation. Let us
scale σ again to have a circumference 2π, independent of R11; the dimensionful coupling
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g2YM has dimension of mass and scales like (R11/l11)
−3/2. The theory is perturbed by some
corrections because a gauge group U(2) or more generally U(M) can be restored.
S = SCFT + λ
∫
d2σ Vint + . . . (2.22)
These corrections are irelevant in the infrared and we should look for the “least irelevant”
one. This correction is nothing else than the DVV vertex.
To explain its nature, consider first the case of the “bosonic matrix string”, i.e. the 1+1-
dimensional purely bosonic U(N) gauge theory with 24 transverse scalars X2 . . . X25. (The
lack of supersymmetry makes a spacetime interpretation of such a matrix model impossible,
but let us not worry about it.) Two vectors of eigenvalues Xia(σ) and X
i
b(σ), corresponding
to strings a, b, can suddenly permute for σ > σI , if an interaction occurs at σI . It means
that the sum Xia + X
i
b remains constant while the X
i
a − Xib flips the overall sign. Such a
twist is generated by the twist field τ associated with the Xia − Xib degrees of freedom –
the vertex operator of the ground state of the sector where Xia −Xib are antiperiodic. This
τ is the product
τ =
24∏
i=1
τi (2.23)
of the twist fields associated with each scalar. Each twist field has dimension 1/16, and
there are 24 of them, so the total weight of such a field is (24/16, 24/16) = (3/2, 3/2), if we
take the product of the twist fields in both the left-moving and the right-moving sectors
of the CFT. The total scaling dimension is therefore 3. The vertex operator is integrated
over
∫
d2σ so the coefficient still must have a dimension of length1. The only local length
scale in the problem is 1/g2Y M (the masses of the W-bosons that we integrate out when we
use the low energy description of CFT are inversely proportional to 1/g2Y M ), which scales
like (R11/l11)
3/2, and therefore also the coefficient of the interaction will scale in this way.
And we know that this is the correct scaling of the string coupling gs in the superstring
case, both in type IIA and heterotic E8 × E8. Actually the dimension of the DVV vertex
is always (3/2, 3/2). In the heterotic case we must replace the right-moving bosonic twist
field by its supersymmetric counterpart. In the type IIA superstring case we must do it for
the left-movers, too. In both cases the supersymmetric partner τS has again weight equal
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to 3/2. It can be written as
τS = τ
i
excΣ
i, (2.24)
where the sum is over the vector indices i = 1 . . . 8. The symbol τ iexc denotes the vertex
operator for the first excited state in the antiperiodic sector of X’s (an excited twist field),
namely the state αi−1/2 |0〉antiper. The αi−1/2 excitation contributes 1/2 to the weight, the
ground state itself carries 1/2 = 8× 1/16, and the remaining 1/2 is the weight of the spin
field Σi which is the vertex operator for the degenerate ground state of the periodic sector
of the spinorial fermions. The ground state for θα transforming in 8s transforms as 8c+8v.
The familiar fact that the Ramond-Ramond ground state of ψµ transforms as 8s + 8c is
related to the fact we need here by triality. Anyway, half of the spin fields associated with
the spinorial fermion transform as a vector 8v. This is the reason why we must contract
them with the excited τ iexc. Once again, the total dimension is (3/2, 3/2) and we reproduce
the correct relation between the string coupling and the size of the eleventh dimension.
The total action in the conformal perturbative expansion is
S = SCFT + gs
N∑
i<j=1
∫
d2σ τkexc,i,j(σ)Σ
k
i,j(σ) ⊗ τ˜ lexc,i,j(σ)Σ˜li,j(σ) + . . . , (2.25)
where the sum goes over all pairs of the eigenvalues i, j and the tilde denotes the right-
moving sector of the CFT. The interaction operator, essentially known to Mandelstam
decades ago, is known to respect the SO(9, 1) Lorentzian symmetry. This might be viewed
as a hint that also the original BFSS model restores this symmetry in the large N limit.
2.4.2 Compactification to nine dimensions
It is possible to compactify M(atrix) theory on T 2 and T 3, too. For instance M-theory on
a subplanckian T 2 should be described by type IIB strings. In M(atrix) theory we can see
this as follows. The matrix model for M-theory on T 2 is a 2 + 1-dimensional maximally
supersymmetric U(N) gauge theory on a dual torus. If the spacetime torus shrinks, the
worldvolume torus of the matrix model becomes infinite. Therefore the physics is dominated
by the infrared fixed point of the gauge theory which is a 2+1-dimensional superconformal
field theory where the spin(7) R-symmetry enhances to spin(8). The M-theoretical reason is
that 2+1-dimensional supersymmetric Yang-Mills theory describes D2-branes (for α′ → 0)
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and the D2-branes of type IIA string theory become M2-branes of M-theory at strong
coupling. The gauge field can be electromagnetically dualized in 2 + 1 dimensions to a
scalar
Fµν = ǫµνλ∂λφ8 (2.26)
and this φ8 is nothing else than the extra dimension appearing in the type IIB description,
corresponding to M2-branes wrapped on the small two-torus. Matrix theory offers quite
rigorous explanations of many conjectures associated with string duality. This should not
be surprising because M(atrix) theory is a nonperturbative definition of M-theory in certain
backgrounds, in fact the first definition that people found. But now we want to move on to
the question of heterotic strings. Do they admit a description in terms of matrix models?
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Chapter 3
Heterotic matrix models
In this chapter I propose a nonperturbative definition of heterotic string theory on multidi-
mensional tori and discuss the question of their matrix string limits and the origin of open
membranes.
3.1 Introduction
The matrix model of uncompactified M-theory [43], [44], [9] has been generalized to arbi-
trary toroidal compactifications of type IIA and IIB string theory. For M-theory on T k,
k ≤ 3 (i.e. type II strings on T k−1), one describes the physics by a k + 1-dimensional
supersymmetric Yang-Mills theory on a dual T k. For k = 4, the “4+1-dimensional SYM”
is replaced by a 5+1-dimensional (2, 0) theory on T 5 (the momentum in the new, sixth di-
mension represents the winding number of the longitudinal fivebranes on the four-torus in
spacetime, Z−ijkl, this is the first time where the total fivebrane charge can be nonzero). In
the case k = 5 one needs a little string theory on T 5 and for k > 5 the matrix models do not
decouple from gravity anymore. All these models can be understood as particular large M
limits of the original matrix model, in the sense that they may be viewed as the dynamics
of a restricted class of large M matrices, with the original matrix model Lagrangian.
A separate line of reasoning has led to a description of the Horˇava-Witten domain wall
in terms of matrix quantum mechanics [49]-[52]. Here, extra degrees of freedom have to be
added to the original matrix model. As we will review below, if these new variables, which
transform in the vector representation of the gauge group, are not added, then a potential
causes that the model does not live in an eleven dimensional spacetime, but only on its
boundary. Although it is, by construction, a unitary quantum mechanics, it probably does
not recover ten dimensional Lorentz invariance in the large M limit. Its nominal massless
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particle content is the ten dimensional N = 1 supergravity (SUGRA) multiplet, which is
anomalous.
With the proper number of vector variables added, the theory does have an eleven
dimensional interpretation. It is possible to speak of states far from the domain wall and
to show that they behave exactly like the model of [9]. Our purpose in the present paper is
to compactify this model on spaces of the general form S1/Z2×T d. We begin by reviewing
the argument for the single domain wall quantum mechanics, and generalize it to an S1/Z2
compactification. The infinite momentum frame Hamiltonian for this system is practically
identical to the static gauge O(M) Super Yang Mills (SYM) Hamiltonian for M heterotic
D strings in type I string theory. They differ only in the boundary conditions imposed on
the fermions which transform in the vector of O(M). These fermions are required for O(M)
anomaly cancellation in both models, but the local anomaly does not fix their boundary
conditions. Along the moduli space of the O(M) theory, the model exactly reproduces the
string field theory Fock space of the E8×E8 heterotic string theory. The inclusion of both
Ramond and Neveu-Schwarz boundary conditions for the matter fermions, and the GSO
projection, are simple consequences of the O(M) gauge invariance of the model.
Generalizing to higher dimensions, we find that the heterotic matrix model on S1/Z2×
T d is represented by a U(M) gauge theory on S1×T d/Z2. On the orbifold circles, the gauge
invariance reduces to O(M). We are able to construct both the heterotic and open string
sectors of the model, which dominate in different limits of the space of compactifications.
In the conclusions, we discuss the question of whether the heterotic models which we
have constructed are continuously connected to the original uncompactified eleven dimen-
sional matrix model. The answer to this question leads to rather surprising conclusions,
which inspire us to propose a conjecture about the way in which the matrix model solves the
cosmological constant problem. It also suggests that string vacua with different numbers of
supersymmetries are really states of different underlying theories. They can only be con-
tinuously connected in limiting situations where the degrees of freedom which differentiate
them decouple.
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3.2 Heterotic matrix models in ten and eleven dimensions
In [51] an O(M) gauged supersymmetric matrix model for a single Horˇava-Witten domain
wall embedded in eleven dimensions was proposed. It was based on an extrapolation of the
quantum mechanics describing D0-branes near an orientifold plane in type IA string theory
[49]. The model was presented as an orbifold of the original [9] matrix model in [52].
3.2.1 Heterotic string theory as an orientifold of M-theory
There exists a formal way how to derive a matrix description of an orbifold theory. If we
start with M-theory in 11 dimensions and divide it by a group G, physical states should
be invariant under G. Therefore the elements of G must be identified with some elements
of the gauge group: the matrices Xi and θi are constrained to satisfy this identification.
In the previous chapter we saw that the procedure for the case of the compactification on
a circle, G = Z, has the effect of the dimensional “oxidation” of the matrix model: a new
circular spatial dimension appears and the matrix Xi where i points along the circle is
lifted to a component of the covariant derivative with respect to the new dimension of the
matrix model.
Can we apply the same logic to construct the R/Z2 (and then S
1/Z2) compactification
of M-theory? Yes, we can. First we must realize how does the symmetry Z2 act. It flips the
sign of X1, the direction perpendicular to the domain wall at X1 = 0, and correspondingly
multiplies the spinors θ by ±γ1 (the sign in front of γ1 determines the chirality of the E8
multiplet as well as gravitino on the boundary, let us consider the plus sign). What we
have said so far is not a symmetry: in M-theory we know that we must also change the
sign of the 3-potential (to keep
∫
C3 ∧ F4 ∧ F4 invariant, for example): the Horˇava-Witten
domain wall is really an orientifold plane since it flips the orientation of membranes. In
the matrix model we can see this because the term of the form Tr θ[X, θ] in the matrix
model Hamiltonian is odd under the Z2 generator described so far. It is easy to fix this
problem. The true symmetry must also transpose all the matrices. Matrices must be
invariant under this combined operation. As a result, X1 (and Π1) as well as the spinors
with γ1θ = −θ become antisymmetric Hermitean matrices and X2 . . . X9, their conjugate
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momenta and the rest of the spinors become symmetric Hermitean matrices. Clearly, X1
and its superpartners transform in adjoint of a restricted gauge group O(N) while the
remaining fields transform in the symmetric tensor representation of O(N). We can see
that the number of bosonic degrees of freedom exceeds the number of the fermionic degrees
of freedom (since most of the bosons are symmetric and the symmetric tensor has more
components than the antisymmetric tensor, by N): this can be viewed as the first hint that
we need to add some more fermions transforming in the fundamental representation and
we will explain details in one of the subsections below.
3.2.2 Open membranes in M(atrix) theory
What is the interpretation of the transposition of matrices explained in the previous sub-
section in terms of membranes? We see that while the matrix U from the Chapter 1 is
symmetric, the transposition of the matrix V is V −1. Because V represents exp(iq) where
q is a spatial coordinate of the membrane, the transposition corresponds to a reflection of
the membrane (of its coordinate q, more precisely). And because the matrices X2 . . . X9
must be invariant under this reflection (they are symmetric), the corresponding functions
Xi(p, q) defined on the toroidal membrane also satisfy Xi(p,−q) = Xi(p, q) and the toroidal
membrane is effectively reduced to a cylinder. The matrix X1 is antisymmetric, therefore
it is an odd function of q and X1(q = 0) = X1(q = π) = 0: the open membrane must
terminate on the end of the world.
A more detailed analysis was subsequently made by Kim and Rey [49]. The orthogonal
and symplectic group was shown to be capable to describe the Z2 orbifolds of the sphere
S2 and the torus T 2 summarized in the table below.
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Table 3.1: Matrix representations of Z2 orbifolds of the sphere S
2 and the torus T 2: here
Ylm are the spherical harmonics and Jr,s are the Fourier modes on the torus. Both are
represented by some matrix generators in the regularized case.
Gauge group Matrix generators Membrane topology
SO(2N) and SO(2N + 1) Ylm − (−1)l+mYlm Disk
USp(2N) Ylm − (−1)lYlm Projective plane
SO(2N) and SO(2N + 1) Jr,s − Jr,−s Cylinder
SO(2N) Jr,s − (−1)sJr,−s Cylinder
SO(2N) and USp(2N) Jr,s − (−1)rJr,−s Klein bottle
SO(2N) and USp(2N) Jr,s − (−1)r+sJr,−s Klein bottle
SO(2N) and SO(2N + 1) Jr,s − Js,r Mo¨bius strip
SO(2N) Jr,s − (−1)r+sJs,r Mo¨bius strip
3.2.3 Additional degrees of freedom
The orbifold derivation presented above has a formal character and one should rather
follow Seiberg’s more rigorous derivation of the matrix model. In order to describe M-
theory near a Horˇava-Witten domain wall, we need to consider type IIA string theory near
the corresponding orientifold plane i.e. type IA string theory. Since the dilaton is constant,
there must be eight D8-branes stuck at this orientifold plane. In the type IA context it
is necessary to add to the matrix model the low-energy degrees of freedom transforming
in the vector of O(M) and corresponding to the existence of D8-branes and the 08-strings
connecting them to the D0-branes. Since D8-branes are movable in type IA theory, there
are consistent theories both with and without these extra degrees of freedom. That is, we
can consistently give them masses, which represent the distances between the D8-branes
and the orientifold. However, as first pointed out by [49], unless the number of D8-branes
sitting near the orientifold is exactly 8, the D0-branes feel a linear potential (resulting from
the dilaton gradient) which either attracts them to or repels them from the orientifold.
This is the expression in the quantum mechanical approximation, of the linearly varying
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dilaton first found by Polchinski and Witten [54]. This system was studied further by
Kim and Rey and by Banks, Seiberg and Silverstein in [49]-[50]. In the latter work the
supersymmetry and gauge structure of model were clarified, and the linear potential was
shown to correspond to the fact that the “supersymmetric ground state” of the model
along classical flat directions representing excursions away from the orientifold was not
gauge invariant.
From this discussion it is clear that the only way to obtain a model with an eleven
dimensional interpretation is to add sixteen massless real fermions transforming in the
vector of O(M), which is the model proposed in [51]. In this case, D0-branes can move
freely away from the wall, and far away from it the theory reduces to the U([M2 ]) model of
[9] 1.
Our task now is to construct a model representing two Horˇava-Witten end of the world
9-branes separated by an interval of ten dimensional space. As in [52] we can approach this
task by attempting to mod out the 1 + 1 dimensional field theory [9], [31], [56], [57], [58]
which describes M-theory compactified on a circle. Following the logic of [52], this leads
to an O(M) gauge theory. The 9-branes are stretched around the longitudinal direction of
the infinite momentum frame (IMF) and the 2− 9 hyperplane of the transverse space. X1
is the differential operator
R1
i
∂
∂σ
−A1
where σ is in [0, 2π], and A1 is an O(M) vector potential. The other X
i transform in the
M(M+1)
2
of O(M). There are two kinds of fermion multiplet. θ is an 8c of the spacetime
SO(8), a symmetric tensor of O(M) and is the superpartner ofXi under the eight dynamical
and eight kinematical SUSYs which survive the projection. λ is in the adjoint of O(M),
the 8s of SO(8), and is the superpartner of the gauge potential. We will call it the gaugino.
As pointed out by Kim and Rey [49] and [50], this model is anomalous. One must add
32 Majorana-Weyl fermions χ in the M of O(M). For sufficiently large M , this is the
1Actually there is a highly nontrivial question which must be answered in order to prove that the effects of
the wall are localized. In [50] it was shown that supersymmetry allowed an arbitary metric for the coordinate
representing excursions away from the wall. In finite orders of perturbation theory the metric falls off with
distance but, as in the discussion of the graviton scattering amplitude in [9], one might worry that at large M
these could sum up to something with different distance dependence. In [9] a nonrenormalization theorem
was conjectured to protect the relevant term in the effective action. This cannot be the case here.
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only fermion content which can cancel the anomaly. The continuous SO(M) anomaly does
not fix the boundary conditions of the χ fields. There are various consistency conditions
which help to fix them, but in part we must make a choice which reflects the physics of the
situation which we are trying to model.
The first condition follows from the fact that our gauge group is O(M) rather than
SO(M). That is, it should consist of the subgroup of U(M) which survives the orbifold
projection. The additional Z2 acts only on the χ fields, by reflection. As a consequence, the
general principles of gauge theory tell us that each χ field might appear with either periodic
or antiperiodic boundary conditions, corresponding to a choice of O(M) bundle. We must
also make a projection by the discrete transformation which reflects all the χ’s. What is
left undetermined by these principles is choice of relative boundary conditions among the
32 χ’s.
The Lagrangian for the χ fields is
χ(∂t + 2πR1∂σ − iA0 − iA1)χ. (3.1)
In the large R1 limit, the volume of the space on which the gauge theory is compactified is
small, and its coupling is weak, so we can treat it by semiclassical methods. In particular,
the Wilson lines become classical variables. We will refer to classical values of the Wilson
lines as expectation values of the gauge potential A1. (We use the term expectation value
loosely, for we are dealing with a quantum system in finite volume. What we mean is
that these “expectation values” are the slow variables in a system which is being treated
by the Born-Oppenheimer approximation.) An excitation of the system at some position
in the direction tranverse to the walls is represented by a wave function of n × n block
matrices in which A1 has an expectation value breaking O(n) to U(1) × U([n/2]). In the
presence of a generic expectation value, in A0 = 0 gauge, the χ fields will not have any
zero frequency modes. The exceptional positions where zero frequency modes exist are
A1 = 0 (for periodic fermions) and A1 = πR1 (for antiperiodic fermions). These define the
positions of the end of the world 9-branes, which we call the walls. When R1 ≫ l11, all
of the finite wavelength modes of all of the fields have very high frequencies and can be
integrated out. In this limit, an excitation far removed from the walls has precisely the
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degrees of freedom of a U([n2 ]) gauge quantum mechanics. The entire content of the theory
far from the walls is U([M2 ]) gauge quantum mechanics. It has no excitations carrying the
quantum numbers created by the χ fields, and according to the conjecture of [9] it reduces
to eleven dimensional M-theory in the large M limit. This reduction assumes that there is
no longe range interaction between the walls and the rest of the system.
In order to fulfill this latter condition it must be true that at A1 = 0, and in the large R1
limit, the field theory reproduces the O(M) quantum mechanics described at the beginning
of this section (and a similar condition near the other boundary). We should find 16 χ
zero modes near each wall. Thus, the theory must contain a sector in which the 32 1 + 1
dimensional χ fields are grouped in groups of 16 with opposite periodicity. Half of the fields
will supply the required zero modes near each of the walls. Of course, the question of which
fields have periodic and which antiperiodic boundary conditions is a choice of O(M) gauge.
However, in any gauge only half of the χ fields will have zero modes located at any given
wall. We could of course consider sectors of the fundamental O(M) gauge theory in which
there is a different correlation between boundary conditions of the χ fields. However, these
would not have an eleven dimensional interpretation at large R1. The different sectors are
not mixed by the Hamiltonian so we may as well ignore them.
To summarize, we propose that M-theory compactified on S1/Z2 is described by a 1+1
dimensional O(M) gauge theory with (0, 8) SUSY. Apart from the (Aµ, λ) gauge multiplet,
it contains a right moving Xi, θ supermultiplet in the symmetric tensor of O(M) and 32
left moving fermions, χ, in the vector. The allowed gauge bundles for χ (which transforms
under the discrete reflection which leaves all other multiplets invariant), are those in which
two groups of 16 fields have opposite periodicities. In the next section we will generalize
this construction to compactifications on general tori.
First let us see how heterotic strings emerge from this formalism in the limit of small R1.
It is obvious that in this limit, the string tension term in the SYM Lagrangian becomes very
small. Let us rescale our Xi and time variables so that the quadratic part of the Lagrangian
is independent of R1. Then, as in [57], [56], [58], the commutator term involving the X
i gets
a coefficient R−3 so that we are forced onto the moduli space in that limit. In this O(M)
system, this means that the Xi matrices are diagonal, and the gauge group is completely
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broken to a semidirect product of Z2 (or O(1)) subgroups which reflect the individual
components of the vector representation, and an SM which permutes the eigenvalues of the
Xi. The moduli space of low energy fields2 consists of diagonalXi fields, their superpartners
θa (also diagonal matrices), and the 32 massless left moving χ fields. The gauge bosons
and their superpartners λα˙ decouple in the small R1 limit. All of the χ fields are light in
this limit.
3.2.4 Screwing heterotic strings
As first explained in [56] and elaborated in [57], and [58], twisted sectors under SN lead to
strings of arbitrary length3. The strings of conventional string theory, carrying continuous
values of the longitudinal momentum, are obtained by taking N to infinity and concen-
trating on cycles whose length is a finite fraction of N . The new feature which arises in
the heterotic string is that the boundary conditions of the χ fields can be twisted by the
discrete group of reflections.
A string configuration of length 2πk, XiS(s), 0 ≤ s ≤ 2πk, is represented by a diagonal
matrix:
Xi(σ) =

XiS(σ)
XiS(σ + 2π)
. . .
XiS(σ + 2π(N − 1))

. (3.2)
2We use the term moduli space to refer to the space of low energy fields whose effective theory describes
the small R1 limit (or to the target space of this effective theory). These fields are in a Kosterlitz-Thouless
phase and do not have expectation values, but the term moduli space is a convenient shorthand for this
subspace of the full space of degrees of freedom.
3These observations are mathematically identical to considerations that arose in the counting of BPS-
states in black hole physics [55].
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This satisfies the twisted boundary condition Xi(σ + 2π) = E−1O X
i(σ)EO with
EO =

ǫk
ǫ1
ǫ2
. . .
ǫN−1

, (3.3)
and ǫi = ±1. The latter represent the O(1)k transformations, which of course do not effect
Xi at all.
To describe the possible twisted sectors of the matter fermions we introduce the matrix
rab = diag(1 . . . 1,−1 . . .− 1), which acts on the 32 valued index of the χ fields. The sectors
are then defined by
χa(σ + 2π) = rabE
−1
O χ
b(σ) (3.4)
As usual, inequivalent sectors correspond to conjugacy classes of the gauge group. In
this case, the classes can be described by a permutation with a given set of cycle lengths,
corresponding to a collection of strings with fixed longitudinal momentum fractions, and
the determinants of the O(1)k matrices inside each cycle. In order to understand the
various gauge bundles, it is convenient to write the “screwing formulae” which express the
components of the vectors χa in terms of string fields χas defined on the interval [0, 2πk].
The defining boundary conditions are
χai (σ + 2π) = ǫir
a
bχ
b
i+1(σ) (3.5)
where we choose the gauge in which ǫi<k = 1 and ǫk = ±1 depending on the sign of the
determinant. The vector index i is counted modulo k. This condition is solved by
χai (σ) = (r
i−1)abχ
b
S(σ + 2π(i− 1)) (3.6)
where χS satisfies
χaS(σ + 2πk) = (r
k)ab ǫkχ
b
S(σ) (3.7)
For k even, this gives the PP and AA sectors of the heterotic string, according to the sign of
the determinant. Similarly, for k odd, we obtain the AP and PA sectors. As we explained
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in a paper with Susskind [47], the E8 symmetry is broken to SO(16) by a longitudinal
Wilson line around the light-like direction that is equivalent to a 2π rotation in SO(16):
therefore the states containing an odd number of spinors of SO(16) appear in the models
with odd k. Recall that 248 of E8 decomposes as the adjoint 120 plus a chiral spinor 128
under SO(16).
As usual in a gauge theory, we must project on gauge invariant states. It turns out that
there are only two independent kinds of conditions which must be imposed. In a sector
characterized by a permutation S, one can be chosen to be the overall multiplication of χ
fields associated with a given cycle of the permutation (a given string) by −1. This GSO
operator anticommuting with all the 32 χ fields is represented by the −1 matrix from the
gauge group O(N). The other is the projection associated with the cyclic permutations
themselves. It is easy to verify that under the latter transformation the χS fields transform
as
χaS(σ)→ rabχbS(σ + 2π) (3.8)
Here σ ∈ [0, 2πk] and we are taking the limit M →∞, k/M fixed. In this limit the 2π shift
in argument on the righthand side of (3.8) is negligible, and we obtain the second GSO
projection of the heterotic string.
Thus, 1+1 dimensional O(M) SYM theory with (0, 8) SUSY, a left moving supermulti-
plet in the symmetric tensor representation and 32 right moving fermion multiplets in the
vector (half with P and half with A boundary conditions) reduces in the weak coupling,
small (dual) circle limit to two copies of the Horˇava-Witten domain wall quantum mechan-
ics, and in the strong coupling large (dual) circle limit, to the string field theory of the
E8 × E8 heterotic string.
3.3 Multidimensional cylinders
The new feature of heterotic compactification on S1/Z2×T d is that the coordinates in the
toroidal dimensions are represented by covariant derivative operators with respect to new
world volume coordinates. We will reserve σ for the periodic coordinate dual to the interval
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S1/Z2 and denote the other coordinates by σ
A. Then,
XA =
2πRA
i
∂
∂σA
−AA(σ); A = 2 . . . k + 1. (3.9)
Derivative operators are antisymmetric, so in order to implement the orbifold projection,
we have to include the transformation σA → −σA, for A = 2 . . . d+ 1, in the definition of
the orbifold symmetry. Thus, the space on which SYM is compactified is S1 × (T d/Z2).
There are 2d orbifold circles in this space, which are the fixed manifolds of the reflection.
Away from these singular loci, the gauge group is U(M) but it will be restricted to O(M) at
the singularities. We will argue that there must be a number of 1+ 1 dimensional fermions
living only on these circles. When d = 1 these orbifold lines can be thought of as the
boundaries of a dual cylinder. Note that if we take d = 1 and rescale the σA coordinates so
that their lengths are 1/RA then a long thin cylinder in spacetime maps into a long thin
cylinder on the world volume, and a short fat cylinder maps into a short fat cylinder. As
we will see, this geometrical fact is responsible for the emergence of Type IA and heterotic
strings in the appropriate limits.
The boundary conditions on the world volume fields are
Xi(σ, σA) = X¯i(σ,−σA), Aa(σ, σA) = A¯a(σ,−σA), (3.10)
A1(σ, σ
A) = −A¯1(σ,−σA) (3.11)
θ(σ, σA) = θ¯(σ,−σA), λ(σ, σA) = −λ¯(σ,−σA) (3.12)
All matrices are Hermitean, so transposition is equivalent to complex conjugation. The
right hand side of the boundary condition (3.11) can also be shifted by 2πR1, reflecting the
fact that A1 is an angle variable.
Let us concentrate on the cylinder case, d = 1. In the limits R1 ≪ l11 ≪ R2 and
R2 ≪ l11 ≪ R1, we will find that the low energy dynamics is completely described in terms
of the moduli space, which consists of commuting Xi fields. In the first of these limits,
low energy fields have no σ2 dependence, and the boundary conditions restrict the gauge
group to be O(M), and force Xi and θ to be real symmetric matrices. Anomaly arguments
then inform us of the existence of 32 fermions living on the boundary circles. The model
reduces to the E8 ×E8 heterotic matrix model described in the previous section, which, in
the indicated limit, was shown to be the free string field theory of heterotic strings.
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3.3.1 Type IA strings
The alternate limit produces something novel. Now, low energy fields are restricted to be
functions only of σ2. Let us begin with a description of closed strings. We will exhibit a
solution of the boundary conditions for each closed string field XS(σ) with periodicity 2πk.
Multiple closed strings are constructed via the usual block diagonal procedure.
Xi(σ2) = U(σ2)DU−1(σ2), (3.13)
D = diag(Xis(σ
2), ǫXis(2π − σ2),Xis(2π + σ2), ǫXis(4π − σ2),
. . . ,Xis(2π(N − 1) + σ2), ǫXis(2πN − σ2)).
(3.14)
where ǫ is +1 for X2...9 and θ’s, −1 for A1 and λ’s. From this form it is clear that
the matrices will commute with each other for any value of σ2. We must obey Neumann
boundary conditions for the real part of matrices and Dirichlet conditions for the imaginary
parts (or for ǫ = −1 vice versa), so we must use specific values of the unitary matrix U(σ2)
at the points σ2 = 0, π. Let us choose
U ′(0+) = U ′(π−) = 0 (3.15)
(for instance, put U constant on a neighbourhood of the points σ2 = 0, π) and for a closed
string,
U(π) =

m
m
. . .
m

, U(0) = C · U(π) · C−1, (3.16)
where C is a cyclic permutation matrix
C =

1
1
. . .
1
1

(3.17)
where m are 2 × 2 blocks (there are N of them) (while in the second matrix the 1’s are
1× 1 matrices so that we have a shift of the U(π) along the diagonal by half the size of the
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Pauli matrices. The form of these blocks guarantees the conversion of τ3 to τ2:
m =
τ2 + τ3√
2
. (3.18)
This 2 × 2 matrix causes two ends to be connected on the boundary. It is easy to check
that the right boundary conditions will be obeyed.
To obtain open strings, we just change the U(0) and U(π). An open string of odd length
is obtained by throwing out the last element in (3.14) and taking
U(0) =

11×1
m
m
. . .
m

, U(π) =

m
m
m
. . .
11×1

(3.19)
Similarly, an open string of even length will have one of the matrices U(0), U(π) equal to
what it was in the closed string case m⊗ 1 while the other will be equal to
U(0) =

11×1
m
m
. . .
m
11×1

(3.20)
Similar constructions for the fermionic coordinates are straightforward to obtain. We
also note that we have worked above with the original boundary conditions and thus obtain
only open strings whose ends are attached to the wall at R1 = 0. Shifting the boundary
condition (3.11) by 2πR1 (either at σ
2 = 0 or σ2 = π or both) we obtain strings attached
to the other wall, or with one end on each wall. Finally, we note that we can perform the
gauge transformation M → τ3Mτ3 on our construction. This has the effect of reversing the
orientation of the string fields, XS(σ
2)→ XS(−σ2). Thus we obtain unoriented strings.
We will end this section with a brief comment about moving D8-branes away from the
orientifold wall. This is achieved by adding explicit SO(16) × SO(16) Wilson lines to the
Lagrangian of the χa fields. We are working in the regime R2 ≪ l11 ≪ R1, and we take
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these to be constant gauge potentials of the form χaAabχb, with A of order R1. In the
presence of such terms χa will not have any low frequency modes, unless we also shift the
O(M) gauge potential A1 to give a compensating shift of the χ frequency. In this way
we can construct open strings whose ends lie on D8-branes which are not sitting on the
orientifold.
In this construction, it is natural to imagine that 16 of the χ fields live on each of
the boundaries of the dual cylinder. Similarly, for larger values of d it is natural to put
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2d
fermions on each orbifold circle, a prescription which clearly runs into problems when
d > 4. This is reminiscent of other orbifold constructions in M theory in which the most
symmetrical treatment of fixed points is not possible (but here our orbifold is in the dual
world volume). It is clear that our understanding of the heterotic matrix model for general
d is as yet quite incomplete. We hope to return to it in a future paper.
3.4 Conclusions
We have described a class of matrix field theories which incorporate the Fock spaces of the
the E8 × E8 heterotic/Type IA string field theories into a unified quantum theory. The
underlying gauge dynamics provides a prescription for string interactions. It is natural to
ask what the connection is between this nonperturbatively defined system and previous
descriptions of the nonperturbative dynamics of string theories with twice as much super-
symmetry. Can these be viewed as two classes of vacua of a single theory? Can all of these
be obtained as different large N limits of a quantum system with a finite number of degrees
of freedom?
The necessity of introducing the χ fields into our model suggests that the original eleven
dimensional system does not have all the necessary ingredients to be the underlying theory.
Yet we are used to thinking of obtaining lower dimensional compactifications by restricting
the degrees of freedom of a higher dimensional theory in various ways. Insight into this
puzzle can be gained by considering the limit of heterotic string theory which, according to
string duality, is supposed to reproduce M-theory on K3. The latter theory surely reduces
to eleven dimensional M-theory in a continuous manner as the radius of K3 is taken to
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infinity. Although we have not yet worked out the details of heterotic matrix theory on
higher dimensional tori, we think that it is clear that the infinite K3 limit will be one in
which the χ degrees decouple from low energy dynamics.
The lesson we learn from this example is that decompactification of space time dimen-
sions leads to a reduction in degrees of freedom. Indeed, this principle is clearly evident in
the prescription for compactification of M-theory on tori in terms of SYM theory. The more
dimensions we compactify, the higher the dimension of the field theory we need to describe
the compactification. There has been some discussion of whether this really corresponds
to adding degrees of freedom since the requisite fields arise as limits of finite matrices.
However there is a way of stating the principle which is independent of how one chooses to
view these constructions. Consider, for example, a graviton state in M-theory compactified
on a circle. Choose a reference energy E and ask how the number of degrees of freedom
with energy less than E which are necessary to describe this state, changes with the radius
of compactification. As the radius is increased, the radius of the dual torus decreases. This
decreases the number of states in the theory with energy less than E, precisely the opposite
of what occurs when we increase the radius of compactification of a local field theory
3.4.1 Cosmological constant problem
It seems natural to speculate that this property, so counterintuitive from the point of view of
local field theory, has something to do with the cosmological constant problem. In [108] one
of the authors suggested that any theory which satisfied the ’t Hooft-Susskind holographic
principle would suffer a thinning out of degrees of freedom as the universe expanded, and
that this would lead to an explanation of the cosmological constant problem. Although the
speculations there did not quite hit the mark, the present ideas suggest a similar mechanism.
Consider a hypothetical state of the matrix model corresponding to a universe with some
number of Planck size dimensions and some other dimensions of a much larger size, R.
Suppose also that SUSY is broken at scale B, much less than the (eleven dimensional)
Planck scale. The degrees of freedom associated with the compactified dimensions all have
energies much higher than the SUSY breaking scale. Their zero point fluctuations will lead
to a finite, small (relative to the Planck mass) R independent, contribution to the total
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vacuum energy. As R increases, the number of degrees of freedom at scales less than or
equal to B will decrease. Thus, we expect a corresponding decrease in the total vacuum
energy. The total vacuum energy in the large R limit is thus bounded by a constant, and is
dominated by the contribution of degrees of freedom associated with the small, compactified
dimensions. Assuming only the minimal supersymmetric cancellation in the computation of
the vacuum energy, we expect it to be of order B2l11. This implies a vacuum energy density
of order B2l11/R
3, which is too small to be of observational interest for any plausible values
of the parameters. If a calculation of this nature turns out to be correct, it would constitute
a prediction that the cosmological constant is essentially zero in the matrix model.
It should not be necessary to emphasize how premature it is to indulge in speculations
of this sort (but we couldn’t resist the temptation). We do not understand supersymmetry
breaking in the matrix model and we are even further from understanding its cosmology.
Indeed, at the moment we do not even have a matrix model derivation of the fact4 that
parameters like the radius of compactification are dynamical variables. Perhaps the most
important lacuna in our understanding is related to the nature of the large N limit. We
know that many states of the system wander off to infinite energy as N is increased. Our
discussion above was based on extrapolating results of the finiteN models, without carefully
verifying that the degrees of freedom involved survive the limit. Another disturbing thing
about our discussion is the absence of a connection to Bekenstein’s area law for the number
of states. The Bekenstein law seems to be an integral part of the physical picture of the
matrix model. Despite these obvious problems, we feel that it was worthwhile to present
this preliminary discussion of the cosmological constant problem because it makes clear
that the spacetime picture which will eventually emerge from the matrix model is certain
to be very different from the one implicit in local field theory.
4Indeed this “fact” is derived by rather indirect arguments in perturbative string theory.
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Chapter 4
Knitted fivebranes in the (2,0) theory
In this chapter which results from a collaboration with Ori Ganor [2] we study non-linear
corrections to the low-energy description of the (2,0) theory. We argue for the existence
of a topological correction term similar to the C3 ∧X8(R) in M-theory. This term can be
traced to a classical effect in supergravity and to a one-loop diagram of the effective 4+1D
Super Yang-Mills. We study other terms which are related to it by supersymmetry and
discuss the requirements on the subleading correction terms from M(atrix) theory. We also
speculate on a possible fundamental formulation of the theory.
4.1 Introduction
During the last four years a lot of attention has been devoted to the newly discovered 5+1D
theories [3]. The version of these theories with (2,0) supersymmetry arises as a low-energy
description of type-II B on an AN−1 singularity [3] or as the dual low-energy description
of N coincident 5-branes in M-theory [4]. Part of the attention [5, 6, 7] is due to the
roˆle they play in compactified M(atrix) theory [9], part is because they provide testing
grounds to M(atrix) theory ideas [11, 12, 13, 14, 15], and another part is because they
shed light on non-perturbative phenomena in 3+1D gauge theories [3]. These theories are
also very exciting on their own right. They lack any parameter which will allow a classical
perturbative expansion (like the coupling constant of SYM). Thus, these theories have no
classical limit (for finite N). The only possible classical expansion is a derivative expansion
where the energy is the small parameter.
One of our goals will be to explore the low-energy description of the (2,0) theory. At
low energies, and a generic point in moduli space the zeroth order approximation is N
free tensor multiplets which contain the chiral anti-self-dual 2-forms. Since the theory
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contains chiral 2-forms it is more convenient to write down the low-energy equations of
motion rather than the non-manifestly covariant Lagrangian (there is the other option of
using the manifestly covariant formulation of [16, 17], but using the equations of motion
will be sufficient for our purposes). These equations are to be interpreted a` la Wilson,
i.e. as quantum equations for operators but with a certain unspecified UV cutoff. The
leading terms in the Wilsonian low-energy description are the linear equations of motion
for the N free tensor multiplets. We will be looking for the first sub-leading corrections.
Those corrections will be non-linear and are a consequence of the interacting nature of the
full (2,0) theory. In general at high enough order in the derivative expansion the terms
in the Wilsonian action are cutoff dependent. However, we will see that the first order
corrections are independent of the cutoff. We will argue that the low-energy equations
contain a topological term somewhat analogous to the subleading C3∧X8(R) term of M-
theory [18, 19] and which describes a topological correction term to the anti-self-dual string
current. We will then study the implications of supersymmetry.
The chapter is organized as follows. Section 4.2 is a review of the (2,0) theory. In
section 4.3 we derive the topological term from the supergravity limit of N 5-branes of
M-theory. Our discussion will be an implementation of results described in [20]. In section
4.4 we discuss the implied correction terms after compactification to 3+1D, and we find
related terms which are implied by supersymmetry. In section 4.5 we discuss the currents
in 5+1D. Finally, in sections 4.6, 4.7 we speculate on a possible “deeper” meaning of these
correction terms.
4.2 Review of the (2,0) theory
This section is a short review of some facts we will need about the (2,0) theory.
4.2.1 Realization
The (2, 0)N theory is realized either as the low-energy decoupled degrees of freedom from
an AN−1 singularity (for N ≥ 2) of type IIB [3] or from the low-energy decoupled degrees of
freedom of N 5-branes of M-theory [4]. This is a conformal 5+1D theory which is interacting
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for N > 1. It has a chiral (2,0) supersymmetry with 16 generators. One can deform the
theory away from the conformal point. This corresponds to separating the N 5-branes (or
blowing up the AN−1 singularity). If the separation scale x is much smaller than the 11D
Planck length M−1p then at energies E ∼ M3/2p x1/2 one finds a massive decoupled theory
whose low-energy description is given by N free tensor multiplets.
Each free tensor multiplet in 5+1D comprises of 5 scalar fields ΦA with A = 1 . . . 5,
one tensor field B
(−)
µν where the (−) indicates that its equations of motion force it to be
anti-self-dual, and 4 multiplets of chiral fermions Θ. The (2,0) supersymmetry in 5+1D
has Sp(2) = Spin(5)R R-symmetry. The scalars Φ
A are in the 5 whereas the fermions are
in the (4,4) of SO(5, 1)× Sp(2) but with a reality condition. Thus there are 16 real fields
in Θ.
For the low-energy of the (2, 0)N theory there are N such tensor multiplets. The moduli
space, however, is not just (R5)N because there are discrete identifications given by the
permutation group. It is in fact (R5)N/SN . Let us discuss what happens for N = 2. The
moduli space can be written as R5 × (R5/Z2). The first R5 is the sum of the two tensor
multiplets. In 5+1D this sum is described by a free tensor multiplet which decouples from
the rest of the theory (although after compactification, it has some global effects which do
not decouple). The remaining R5/Z2 is the difference of the two tensor multiplets. This
moduli space has a singularity at the origin where the low-energy description is no longer
two free tensor multiplets but is the full conformal theory.
4.2.2 Equations of motion for a free tensor multiplet
To write down the lowest order equations of motion for a free tensor multiplet we use the
field strength
Hαβγ = 3∂[αB
(−)
βγ] .
This equation does not imply that H is anti-self-dual but does imply that H is a closed
form. It is possible to modify this equation such that H will be manifestly anti-self-dual.
We will define H to be anti-self-dual part of dB according to,
Hαβγ =
3
2
(∂[αBβγ])−
1
4
ǫαβγ
α′β′γ′(∂α′Bβ′γ′) . (4.1)
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This definition is the same as the previous one for anti-self-dual dB, it trivially implies that
H is anti-self-dual and it does not lead to the equation dH = 0 which we will find useful
later on. In any case, we will use the equations of motion for H only and B will therefore
not appear. For the fermions it is convenient to use 11D Dirac matrices
Γµ, µ = 0 . . . 5 , ΓA, A = 6 . . . 10 ,
with commutation relations
{Γµ,Γν} = 2ηµν , {ΓA,ΓB} = 2δAB , {ΓA,Γµ} = 0 .
We define
Γ˜ = Γ012345 = Γ0Γ1 · · ·Γ5 = Γ6Γ7 · · ·Γ10 .
The spinors have positive chirality and satisfy
Θ = Γ˜Θ .
The Spin(5)R acts on Γ
A while SO(5, 1) acts on Γµ. The free equations of motion are given
by
Hµνσ =
1
6
ǫτργ
µνσHτργ ≡ −1
6
ǫµνστργH
τργ , (4.2)
∂[τHµνσ] = 0, (4.3)
ΦA = 0 , (4.4)
6∂Θ = 0 . (4.5)
The supersymmetry variation is given by
δHαβγ = − i
2
ǫ¯ΓδΓαβγ∂
δΘ (4.6)
δΦA = −iǫ¯ΓAΘ (4.7)
δΘ = (
1
12
HαβγΓ
αβγ + Γα∂αΦAΓ
A)ǫ . (4.8)
The quantization of the theory is slightly tricky. There is no problem with the fermions
Θ and bosons ΦA, but the tensor field is self-dual and thus has to be quantized similarly to
a chiral boson in 1+1D. This means that we second-quantize a free tensor field without any
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self-duality constraints and then set to zero all the oscillators with self-dual polarizations.
The action that we use in 5+1D is:
A = − 1
4π
∫ {
∂µΦ
A∂µΦA +
3
2
∂[µBστ ]∂
[µBστ ] + iΘ¯ 6∂Θ
}
d6σ .
Here we have defined Θ¯ = ΘTΓ0. The normalization is such that integrals of Bστ over
closed 2-cycles live on circles of circumference 2π. In appendix A we list some more useful
formulae.
4.3 Low-energy correction terms – derivation from SUGRA
In this section we will derive a correction term to the zeroth order low-energy terms.
Let us consider two 5-branes in M-theory. Let their center of mass be fixed. The
fluctuations of the center of mass are described by a free tensor multiplet. Let us assume
that the distance between the 5-branes at infinity |M−2p Φ0| is much larger than the 10+1D
Planck lengthM−1p and let us consider the low-energy description of the system for energies
E ≪ |Φ0|. The description at lowest order is given by supergravity in the 10+1D bulk and
by a 5+1D tensor multiplet with moduli space R5/Z2 (we neglect the free tensor multiplet
coming from the overall center of mass). The lowest order equations of motion for the
tensor multiplet are the same linear equations as described in the previous section. We
would like to ask what are the leading nonlinear corrections to the linear equations.
We will now argue that according to the arguments given in [20] there is a topological
contribution to the dH equation of motion (here Φ(ij) ≡ Φ(i) − Φ(j))
∂[αH
(i)
βγδ] =
(j 6=i)∑
j=1...N
3ǫABCDE
16π|Φ(ij)|5Φ
E,(ij)∂[αΦ
A,(ij)∂βΦ
B,(ij)∂γΦ
C,(ij)∂δ]Φ
D,(ij) . (4.9)
Here A . . . E = 1 . . . 5. ΦA are the scalars of the tensor multiplet and Hαβγ is the anti-self-
dual field strength. Note that the RHS can be written as a pullback π∗ω4 of a closed form
on the moduli space which is
M≡ R5/Z2 − {0} .
Here
π : R5,1 −→M = R5/Z2 − {0}
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is the map ΦA from space-time to the moduli space and
ω4 =
3
8π2|Φ|5 ǫ
ABCDEΦEdΦA∧dΦB∧dΦC∧dΦD
is half an integral form in H4(
1
2Z), i.e.∫
S4/Z2
ω4 =
1
2
.
Let us explain how (4.9) arises. When ΦA changes smoothly and slowly, the supergravity
picture is that each 5-brane “wraps” the other one. Each 5-brane is a source for the (dual of
the) F4 = dC3 4-form field-strength of 10+1D supergravity. When integrated on a sphere
S4 surrounding the 5-brane we get
∫
S4 F4 = 2π. The other 5-brane now feels an effective C3
flux on its world-volume. This, in turn, is a source for the 3-form anti-self-dual low-energy
field-strength dH = dC3. It follows that the total string charge measured at infinity of the
R
5,1 world-volume of one 5-brane is,
∫
dH =
∫
dC3 =
∫
F4 .
The integrals here are on R4 which is a subspace of R5,1 and they measure how much
effective string charge passes through that R4. The integral on the RHS can now be
calculated. It is the 4D-angle subtended by the R4 relative to the second 5-brane which
was the source of the F4. But this angle can be expressed solely in terms of Φ
A and the
result is the integral over ω4.
These equations can easily be generalized to N 5-branes. We have to supplement each
field with an index i = 1 . . . N . We can also argue that there is a correction
ΦD,(i) = −
(j 6=i)∑
j=1...N
ǫABCDE
32π|Φ(ij)|5Φ
E,(ij)∂αΦ
A,(ij)∂βΦ
B,(ij)∂γΦ
C,(ij)Hαβγ,(ij) + · · · (4.10)
Here Φ(ij) ≡ Φ(i)−Φ(j) and similarly H(ij) = H(i)−H(j). The term (· · ·) contains fermions
and other contributions.
The equation (4.10) for Φ can be understood as the equation for force between a tilted
fivebrane and another fivebrane which carries an Hαβγ flux. As far as BPS charges go, the
H flux inside a 5-brane is identified in M-theory with a membrane flux. This means that
(after compactification) as a result of a scattering of a membrane on a 5-brane an H-flux
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can be created and the membrane can be annihilated. The identification of the H-flux with
the membrane charge is also what allows a membrane to end on a 5-brane [4]. Consistency
implies that a 5-brane with an H flux should exert the same force on other objects as a
5-brane and a membrane. This is indeed the case, as follows from the C3∧H interaction
on the 5-brane world-volume [4].
The Lorentz force acting on a point like particle equals (in its rest frame)
m
d2
dt2
xi = e · F 0i . (4.11)
As a generalization for a force acting on the fivebrane because of the flux H in the other
5-brane, we can replace d2/dt2 by  and write
ΦA = FAαβγH
αβγ . (4.12)
But we must calculate the four-form supergravity field strength at the given point. Only
components with one Latin index and three Greek indices are important. We note that the
electric field strength in the real physical 3+1-dimensional electrostatics is proportional to
F0A ∝ rA
r3
∝ 1
r2
. (4.13)
The power 3 denotes 3 transverse directions, F contains all the indices in which the “world-
volume” of the particle is stretched. As an analogue for fivebrane stretched exactly in 012345
directions,
∗F012345A ∝ Φ
(ij)
A
|Φ(ij)|5
∝ 1|Φ(ij)|4
. (4.14)
We wrote star because we interpret the fivebrane as the “magnetic” source. F in (4.12)
has one Latin index and three Greek indices, so its Hodge dual has four Latin indices and
three Greek indices. ∗F in (4.14) contains only one Latin index but when the 5-branes are
tilted by infinitesimal angles ∂γΦC we get also a contribution to the desired component of
F :
∗FαβγABCD = ∗FαβγδστD∂δΦ(ij)A ∂σΦ(ij)B ∂τΦ(ij)C . (4.15)
Now if we substitute (4.14) to (4.15) and the result insert to (4.12), we get the desired form
of the Φ equations.
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Similarly, there is an equation for Θ,
6∂Θi ∝
(j 6=i)∑
j=1...N
ǫABCDE∣∣Φ(ij)∣∣5 (Φ(ij)E∂α(Φ(ij))A∂β(Φ(ij))B∂γ(Φ(ij))CΓαβγΓDΘ(ij) . (4.16)
Our goal in this chapter is to deduce the corrections in the derivative expansion in the
low-energy of the (2,0) theory. We cannot automatically deduce that (4.9), (4.10) and
(4.16) can be extrapolated to the (2,0) theory because this description is valid only in the
opposite limit, when |Φ| ≪ Mp, and supergravity is not a good approximation. However,
the RHS of (4.9) is a closed 4-form on the moduli space M = R5/Z2 − {0} which is also
half integral, i.e. in H4(M, 12Z). It must remain half-integral as we make |Φ| smaller.
Otherwise, Dirac quantization will be violated. (Note that the wrapping number is always
even.) Eqn. (4.10) follows from the same term in the action as (4.9). As for other correction
terms, if we can show that they are implied by (4.9) and supersymmetry, then we can trust
them as well. This will be the subject of the next section.
We would like to point out that this reasoning is somewhat similar to that of [62, 61]
who related the R4 terms in 11D M-theory to the C∧X8(R) term of [18, 19].
4.4 Compactification
In this section we will study the reduction of the terms to 3+1D by compactifying on T2.
Let A be the area of T2 and τ be its complex structure. At low-energy in 3+1D we obtain a
free vector multiplet of N = 4 with coupling constant τ . We are interested in the subleading
corrections to the Wilsonian action. We will study these corrections as a function of A.
Let us first note a few facts (see [22] for a detailed discussion).
When one reduces classically a free tensor multiplet from 5+1D down to 3+1D one
obtains a free vector-multiplet with one photon and 6 scalars. Out of the 6 scalars one is
compact. This is the scalar that was obtained from B45. We denote it by σ.
σ = (Imτ)−1/2A−1/2
∫
T2
B45 .
We have normalized its kinetic energy so as to have an Imτ in front, like 3+1D SYM. The
radius of σ is given by
σ ∼ σ + 2π(Imτ)−1/2A−1/2 . (4.17)
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In 5+1D there was a Spin(5)R global symmetry. N = 4 SYM has Spin(6)R global sym-
metry but the dimensional reduction of the (2,0)-theory has only Spin(5)R. Let us also
denote by Φ0 the square root of sum of squares of the VEV of the 5 scalars other than σ.
Now let us discuss the interacting theory. When Φ0A≪ 1 we can approximate the 3+1D
theory at energy scales E ≪ A−1 by 3+1D SYM. In this case the Spin(5)R is enhanced, at
low-energy, to Spin(6)R. For Φ0A≫ 1 the “dynamics” of the theory occurs at length scales
well below the area of the T2 where the theory is effectively (5+1)-dimensional. The 3+1D
low-energy is therefore the classical dimensional reduction of the 5+1D low-energy. Thus,
from our 3+1D results below we will be able to read off the 5+1D effective low-energy in
this regime.
4.4.1 Dimensional reduction of the correction term
Let us see what term we expect to see at low-energy in 3+1D. We take the term,
∂[αHβγδ] =
3
16π|Φ|5 ǫABCDEΦ
E∂αΦ
A∂βΦ
B∂γΦ
C∂δΦ
D ,
and substitute 0123 for αβγδ. The field Hβγδ is,
Hβγδ = −ǫβγδαHα45 = −(Imτ)1/2A−1/2ǫβγδα∂ασ .
The equation becomes
∂µ∂µσ = − 1
32π
(Imτ)−1/2A1/2
1
|Φ|5 ǫABCDEΦ
E∂αΦ
A∂βΦ
B∂γΦ
C∂δΦ
Dǫαβγδ .
Here ΦA . . .ΦE are the six-dimensional fields. The 4-dimensional fields are defined by
ΦA = (Imτ)1/2A−1/2ϕA . (4.18)
Thus, the action should contain a piece of the form
1
32π
(Imτ)
∫
d4x ∂µσ∂
µσ−
− 1
32π
(Imτ)1/2A1/2ǫABCDE
∫
d4x
σ
|ϕ|5 ǫ
αβγδϕE∂αϕ
A∂βϕ
B∂γϕ
C∂δϕ
D . (4.19)
Note that this is the behavior we expect when Φ0A≫ 1. When Φ0A ∼ 1 the approximation
of reducing the 5+1D effective action is no longer valid as explained above.
47
Let us first see how to write such a term in an N = 1 superfield notation. Let us take
three chiral superfields, Φ and ΦI (I = 1, 2). We assume that
Φ = ϕ0 + δϕ + iσ .
σ is the imaginary part of Φ and ϕ0 is the VEV of the real part. Below, the index I of Φ
I
is lowered and raised with the anti-symmetric ǫIJ .
4.4.2 Interpolation between 3+1D and 5+1D
In the previous section we assumed that we are in the region Φ0A ≫ 1. This was the
region where classical dimensional reduction from 5+1D to 3+1D is a good approximation.
However, the question that we are asking about the low-energy effective action makes sense
for any A. For Φ0A ∼ 1 quantum effects are strong. Let us concentrate on another possible
term which appears in the 5+1D effective action and behaves like,
∫
d6x
(∂Φ)4
|Φ|3 . (4.20)
This term is of the same order of magnitude as (4.19) and its existence in the 5+1D effective
action is suggested by M(atrix) theory. It would give the correct v4/r3 behavior for the
potential between far away gravitons in M-theory compactified on T4. We will also see
below how terms similar in structure to (4.20) are related to (4.19) by supersymmetry.
After dimensional reduction to 3+1D we obtain a term which behaves like
(Imτ)1/2A1/2
∫
d4x
(∂ϕ)4
|ϕ|3 . (4.21)
This is valid when Φ0A ≫ 1. On the other hand, when Φ0A ≪ 1, N = 4 SYM with
a coupling constant given by the combination τ is a good approximation, at low enough
energies (around the scale of Φ0A
1/2). In SYM, 1-loop effects can produce a term that
behaves like (see [25]), ∫
d4x
(∂ϕ)4
|ϕ|4 . (4.22)
Note that this term contains no τ , and no A.
How can we interpolate between (4.19) and (4.22)?
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The answer lies in the periodicity of σ. For any value of Φ0A the formula must be
periodic in the 6th scalar σ, according to (4.17). Thus, we propose to write∫
d4x(∂ϕ)4
∑
k∈Z
1
[
∑5
A=1 |ϕA|2 + (σ + 2kπ(Imτ)−1/2A−1/2)2]2
. (4.23)
For small A we can keep only the term with k = 0 and recover (4.22). For large A we have
to approximate the sum by an integral and we obtain∑
k∈Z
1
[
∑5
A=1 |ϕA|2 + (σ + 2kπ(Imτ)−1/2A−1/2)2]2
∼
∫ ∞
−∞
dk
[
∑5
A=1 |ϕA|2 + (σ + 2kπ(Imτ)−1/2A−1/2)2]2
=
1
4
(Imτ)1/2A1/2
1
(
∑5
A=1 |ϕA|2)3/2
.
Thus we recover roughly (4.21). One can make a similar conjecture for the generalization
of (4.19) by changing the power of the denominator in the denominator from 2 to 5/2 and
modifying the numerator according to (4.19). It is also easy to see, by Poisson resummation,
that the corrections to the integral fall off exponentially like (using (4.18)),
exp
{
−(Imτ)1/2A1/2(
5∑
A=1
|ϕA|2)1/2}
}
= e−Φ0A ,
and so are related to instantons made by strings wrapping the T2. There are no corrections
which behave like Yang-Mills instantons, i.e. e2πiτ . The reason for this was explained in
[25], in the SYM limit.
4.4.3 A derivation from 4+1D SYM
When we compactify the (2, 0)(N=2) theory on S
1 of radius L, we find a low-energy descrip-
tion of U(1)2 SYM. When Φ0L
2 ≪ 1 and when the energies are much smaller than L−1,
the effective 4+1D SYM Lagrangian with U(2) gauge group is a good approximation.
The moduli space is R5/Z2 and the term (4.9) implies that there is a term in the
Lagrangian which is proportional to (we have switched to physical units),
gǫABCDE
∫
d5x
1
|ϕ|5 ǫ
αβγδµAµϕ
E∂αϕ
A∂βϕ
B∂γϕ
C∂δϕ
D .
This term can actually be seen as a 1-loop effect! Let us consider a loop of a charged gluino
with 4 external legs of scalars and 1 external leg of a photon. Let the external momenta be
k1, k2, · · · , k5
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The loop behaves as,
g5tr{t1t2t3t4}
∫
d5p tr{γµ 16p−m ·
1
6p+ 6k1 −m
· · · 16p + 6k1 + · · · 6k4 −m
} . (4.24)
Here m is the mass of the gluino and is proportional to gϕ0. The coupling constant g is
proportional to
√
L (see appendix). The term with ǫαβγδµ comes from expanding (4.24) in
the 6ki. We find
g5tr{t1t2t3t4}tr{γµ 6k1 6k2 6k3 6k4}m
∫
d5p
(p2 +m2)5
∼ g5m−4ǫABCDEǫαβγδµkα1 kβ2 kγ3kδ4 .
This is the behavior that we want. It would be interesting to check if a similar term appears
in the low energy description of the M-theory on T 6 as a matrix model [30]-[68]. In a certain
regime we can approximate by 6+1D Yang-Mills. For the SU(2) case the moduli space is
R
3/Z2. A similar effect could generate term of the form below.∫
A∧F∧F∧ǫABC φ
AdφB∧dφC
|φ|3 .
After completion of this work, we have found out that such terms were indeed calculated
in [71]. We are grateful to G. Thompson for pointing this out to us.
4.4.4 Component form
Let us see how to write the term (4.19) in an N = 1 superfield notation. Let us take three
chiral superfields, Φ and ΦI (I = 1, 2). We assume that
Φ = ϕ0 + δϕ + iσ .
σ is the imaginary part of Φ and ϕ0 is the VEV of the real part. Below, the index I of Φ
I
is lowered and raised with the anti-symmetric ǫIJ .
Let us examine the following term:
I1 =
1
32π
(Imτ)1/2A1/2
∫
d4xd4θ
1
(ΦΦ + ΦIΦI)3/2
D¯α˙Φ
I
DαΦIσ
µ
αα˙Φ
J
∂µΦJ + c.c.(4.25)
We can expand∫
d4xd4θ
1
(ΦΦ + ΦIΦI)3/2
D¯α˙Φ
I
DαΦIσ
µ
αα˙Φ
J
∂µΦJ
=
1
ϕ03
∫
d4xd4θD¯α˙Φ
I
DαΦIσ
µ
αα˙Φ
J
∂µΦJ
− 3
2ϕ04
∫
d4xd4θ(Φ + Φ− 2ϕ0)D¯α˙ΦIDαΦIσµαα˙Φ
J
∂µΦJ +O(
1
ϕ05
) . (4.26)
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Let us denote
I2 =
i
8ϕ03
∫
d4xd4θD¯α˙Φ
I
DαΦIσ
µ
αα˙Φ
J
∂µΦJ + c.c. ,
I3 =
i
8ϕ04
∫
d4xd4θ (Φ + Φ− 2ϕ0)D¯α˙ΦIDαΦIσµαα˙Φ
J
∂µΦJ + c.c. , (4.27)
Let us check the bosonic part of I1. We use ϕ˜ and ϕ˜
I for the scalar components of Φ and
ΦI . We will expand in inverse powers of ϕ0 and keep only leading terms.
It is easy to see that I3 contains the term
1
ϕ04
∫
d4x σǫαβγδ∂αϕ˜
I∂βϕ˜I∂γϕ˜
J
∂δϕ˜J (4.28)
At the order of 1/ϕ0
3 there are a few more terms that do not include Φ. They are listed
below.
J1 =
1
ϕ03
∫
d4θ∂µΦ
I∂µΦJΦIΦJ +
1
ϕ03
∫
d4θ∂µΦ
I
∂µΦ
J
ΦIΦJ ,
J2 =
1
ϕ03
∫
d4θ∂µΦ
I∂µΦIΦ
JΦJ ,
J3 =
1
ϕ03
∫
d4θ∂µΦ
I∂µΦ
J
ΦIΦJ ,
J4 =
1
ϕ03
∫
d4θσµαα˙D
αΦID¯α˙ΦI∂µΦ
JΦJ , (4.29)
We now write down the bosonic terms of the above
J3 =
1
ϕ03
∫
d4x {ϕ˜I∂µϕ˜I∂νϕ˜J∂µ∂ν ϕ˜J − ϕ˜I∂µ∂νϕ˜I ϕ˜J∂µ∂νϕ˜J}
J2 =
1
2ϕ03
∫
d4x {−4ϕ˜I∂µ∂νϕ˜J ϕ˜I∂µ∂ν ϕ˜J + 2ϕ˜I∂µ∂νϕ˜J ϕ˜J∂µ∂νϕ˜I
−2ϕ˜I∂µ∂νϕ˜J∂ν ϕ˜I∂µϕ˜J − 3ϕ˜I ϕ˜J∂µ∂νϕ˜I∂µ∂νϕ˜J
+ϕ˜I∂µϕ˜
I∂ν ϕ˜J∂
µ∂ν ϕ˜
J}
J1 =
1
2ϕ03
∫
d4x {6ϕ˜I∂µ∂ν ϕ˜J∂µϕ˜I∂ν ϕ˜J + 3ϕ˜I∂µ∂ν ϕ˜J ϕ˜J∂µ∂ν ϕ˜I
+3ϕ˜I∂µ∂νϕ˜J ϕ˜
I
∂µ∂νϕ˜
J
+ ϕ˜I ϕ˜J∂µ∂ν ϕ˜
I
∂µ∂ν ϕ˜
J}
J4 =
8
ϕ03
∫
d4x {∂µϕ˜I∂ν ϕ˜I∂µϕ˜J∂ν ϕ˜J + ∂ν ϕ˜J∂ν ϕ˜I∂µϕ˜I∂µϕ˜J
−2ϕ˜J∂µϕ˜I∂νϕ˜I∂µ∂νϕ˜J} . (4.30)
We will now check which combination has the following symmetry which is part of SO(5)
and doesn’t involve ϕ˜ and ϕ˜,
δϕ˜I = ϕ˜
I
. (4.31)
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We find
δJ1 =
1
ϕ03
∫
d4x {4ϕ˜I ϕ˜J∂µ∂ν ϕ˜I∂ν∂µϕ˜J − 4ϕ˜I∂µϕ˜I∂ν ϕ˜J∂µ∂νϕ˜J}
δJ2 =
1
2ϕ03
∫
d4x {5ϕ˜I∂µϕ˜I∂νϕ˜J∂µ∂ν ϕ˜J − 3ϕ˜I ϕ˜J∂µ∂νϕ˜I∂µ∂ν ϕ˜J
+8ϕ˜I∂νϕ˜
I∂µϕ˜J∂
µ∂νϕ˜
J}
δJ3 =
1
ϕ03
∫
d4x {2ϕ˜I∂µϕ˜I∂ν ϕ˜J∂µ∂νϕ˜J + 2ϕ˜I∂µϕ˜I∂ν ϕ˜J∂µ∂νϕ˜J}
δJ4 =
8
ϕ03
∫
d4x {2ϕ˜I∂νϕ˜J∂µϕ˜I∂µ∂νϕ˜J + 2ϕ˜I ϕ˜J∂µ∂ν ϕ˜I∂µ∂νϕ˜J} . (4.32)
This puts some restrictions on the possible 1/Φ0
3 term
ϕ0
3δ(C1J1 + C2J2 + C3J3 + C4J4)
= (4C1 − 3
2
C2 + 16C4)ϕ˜I ϕ˜J∂µ∂
ν ϕ˜
I
∂ν∂
µϕ˜
J
+(
5
2
C2 + 2C3 + 16C4)ϕ˜I∂µϕ˜
I
∂νϕ˜J∂
µ∂νϕ˜
J
+(−4C1 + 4C2 + 2C3)ϕ˜I∂νϕ˜I∂µϕ˜J∂µ∂νϕ˜J . (4.33)
We see that
5
2
C2 + 2C3 + 16C4 = 0 , 4C1 − 3
2
C2 + 16C4 = 0 .
Thus, we need to take the following SO(4) invariant combination:
C(3J1 + 8J2 − 10J3) + C ′(4J1 + 8J3 − J4) ,
where C,C ′ are undetermined. We have not checked if one can extend it to a supersymmet-
ric and SO(5) invariant combination by including interactions with Φ. We thank Savdeep
Sethi for discussions on this point.
4.5 Conserved quantities
We can check that the overall “center of mass” decouples. We can write it as a conservation
equation for the total dissolved membrane charge (jZ), total transverse momentum (jΦ)
and kinematical supersymmetry (jΘ):
jα,βγZ =
1
2π
N∑
i=1
Hαβγi , j
α,A
Φ =
1
2π
N∑
i=1
∂αΦAi , j
α
Θ =
1
2π
N∑
i=1
ΓαΘi . (4.34)
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They are conserved simply because ∂αj
α gives the sum over i, j of the right hand sides
of (4.9, 4.10, 4.16) but the summand is ij antisymmetric. The charges are defined as the
integrals of the α = 0 (lowered index) components
ZIJ =
∫
d5σ
2π
N∑
i=1
H i,IJ0 , P
A =
∫
d5σ
2π
N∑
i=1
∂0Φ
A
i , Q
KIN =
∫
d5σ
2π
N∑
i=1
Γ0Θi . (4.35)
We use the terms “dissolved membranes” and “thin membranes” for membranes of M-
theory with 0 or 1 directions transverse to the fivebranes, respectively. The thin membrane
charge appears as a central charge in the supersymmetry algebra [24]. The reason is
that {Q, Q¯} in M-theory contains momenta, twobrane and fivebrane charges. But in (2,0)
theory, only the generators with Γ˜Q = Q i.e. Q¯Γ˜ = −Q¯ survive. So we see that {Q, Q¯}
is a matrix anticommuting with Γ˜ (i.e. containing an odd number of Greek indices). For
momenta it means that only momenta inside the fivebrane worldvolume appear on RHS of
supersymmetry algebra because Γµ anticommutes with Γ˜ while the transverse ΓA commutes
with Γ˜.
Only membrane charges contain ΓµΓA which anticommutes with Γ˜ while Γµν and ΓAB
commute with Γ˜. This is an explanation why the thin membranes (looking like strings) with
one direction transverse to the fivebrane occur on the RHS of the supersymmetry algebra.
There are also 3-form central charges which appear with ΓµνσΓA in the SUSY algebra.
These correspond to tensor fluxes of the 3-form H (analogous to electric and magnetic
fluxes in Yang-Mills theories). But let us return to the thin membranes. We should be able
to find the corresponding current. The answer is (up to an overall normalization)
MAα,β = −
1
12π
ǫαβγδǫζ
N∑
i=1
∂γ(ΦAi H
δǫζ
i ) =
1
2π
N∑
i=1
∂γ(H iαβγΦ
A
i ) . (4.36)
The conservation law ∂αMAαβ is a simple consequence of αγ anti-symmetry of ǫαβγδǫζ .
It is also easy to see that for a configuration containing a membrane, the total integral∫
d5σMA0I = WI ·∆ΦA measures the membrane charge. Here WI is the winding vector of
the induced string and ∆ΦA is the asymptotic separation of the two fivebranes.
There must be also a current corresponding to the SO(5) R-symmetry. It is given by
RABα =
1
2π
N∑
i=1
(
2Φ
[A
i ∂αΦ
B]
i −
i
2
Θ¯iΓαΓ
ABΘi
)
+ corrections. (4.37)
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It is also quite remarkable that the corrected equations conserve the stress energy tensor
known from free theory. For the initial considerations, let us restrict our attention to the
bosonic part of the stress tensor and choose the sign so that T00 > 0 i.e. T
0
0 < 0. Ignoring
the requirement of the vanishing trace (i.e. without the second derivatives that we discuss
below), the bosonic part of our stress tensor is given by
T tryαβ =
1
2π
N∑
i=1
(
1
4
H iαγδH
i,γδ
β + ∂αΦ
i
A∂βΦ
i
A −
1
2
ηαβ∂γΦ
i
A∂
γΦiA
)
. (4.38)
Note that the Φ part has nonzero trace. The divergence of this symmetric tensor can be
written as
∂αT tryαδ =
1
2π
N∑
i=1
(
1
2
H iδγδ′(∂αH
i,αγδ′) + (ΦiD)∂δΦ
i
D
)
. (4.39)
If we substitute ΦD from (4.10) and ∂αH
i,αγδ′ from (4.9) we obtain ∂αT tryαδ = 0.
We should note one thing that could be confusing. In the M-theory containing N
fivebranes, the stress tensor is not equal to zero but rather to1
TMαβ = −Nτ (5)ηαβ + Tαβ , (4.40)
where our Tαβ is just a small correction to the infinite first term given by the tension of
the fivebrane τ (5). The first term is in the limit of (2,0) theory infinite because τ (5) is of
order l−6P lanck and lP lanck is much smaller than a typical distance inside fivebranes studied
by (2,0) theory. Nevertheless, gravity in this limit decouples and thus the “cosmological”
term in (4.40) plays no role.
4.5.1 Traceless stress tensor and supercurrent
In this subsection, we exhibit a traceless version of the stress tensor and the supercurrent.
We will use the adjective “traceless” both for the supercurrent Jα and the stress tensor Tαβ
which means that
ΓαJα = 0, T
α
α = 0 . (4.41)
The supercurrent has positive chirality (Γ˜ − 1)Jα = 0 – it means that the total super-
charges have positive chirality as well. We will also require continuity for stress tensor and
1The minus sign in (4.40) is because our choice of the spacelike metric and T00 > 0.
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supercurrent.
∂αJα = 0, ∂
αTαβ = 0 . (4.42)
Our definition of the stress tensor will be finally
Tαβ =
1
2π
{
N∑
i=1
1
4
H iαγδH
i,γδ
β +
+
N∑
i=1
3
5
(
∂αΦ
i
A∂βΦ
i
A −
1
6
ηαβ∂γΦ
i
A∂
γΦiA
)
− 2
5
ΦiA
(
∂α∂β − 1
6
ηαβ
)
ΦiA +
+
N∑
i=1
(−i)
2
Θ¯i
(
Γ(α∂β) −
1
6
ηαβ 6∂
)
Θi
}
. (4.43)
We fixed a normalization forH,Φ,Θ in this equation. The factors 1/6 inside the parentheses
guarantee the tracelessness while the relative factor −3/2 between the parentheses ensures
vanishing of the dangerous terms in ∂αTαβ which cannot be expressed from the equations
of motion, namely ∂αΦ∂αβΦ. The H
2 part of the stress tensor is traceless identically. An
explicit calculation shows that for the divergence of the stress tensor we get
∂αTαβ =
1
2π
N∑
i=1
[
1
2
(∂αH iαγδ)H
i,γδ
β +
2
3
(∂βΦ
i
A)(Φ
A
i )−
1
3
ΦiA(∂βΦ
A
i )+
+
7i
12
(∂βΘ¯
i)(6∂Θi)− i
4
Θ¯iΓβΘ
i − i
6
Θ¯i∂β 6∂Θi
]
. (4.44)
A similar approach can be used for the supercurrent as well. Here also the HΘ part is
traceless identically while for the other parts it is ensured by the 1/6 factors. The relative
factor −3/2 between the parentheses is again chosen to cancel the dangerous ∂αΦ∂αΘ terms
in ∂αJα. Note that the structure of Jα mimics the form of Tαβ.
Jα =
1
24π
N∑
i=1
Hβγδi ΓβγδΓαΘ
i +
+
1
π
N∑
i=1
[
3
5
(
∂αΦ
i
A −
1
6
Γα 6∂ΦiA
)
ΓAΘ
i − 2
5
ΦiA
(
∂α − 1
6
Γα 6∂
)
ΓAΘi
]
. (4.45)
We can compute also a similar continuity equation for the supercurrent as we did for the
stress tensor. The result is
∂αJα =
1
4π
∂αH
αβγΓβγΘ+
1
24π
HβγδΓβγδ 6∂Θ
+
1
2π
[
(ΦA)Γ
AΘ− 1
3
6∂ΦAΓA(6∂Θ)− 2
3
ΦAΓ
A(Θ)
]
. (4.46)
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Using the equations of motion and the integration by parts, the Hamiltonian and the total
supercharge defined as
H =
∫
d5σT00 , Q =
∫
d5σJ0 (4.47)
can be easily expressed as
H = 1
2π
∫
d5σ
(
1
2
(
Π2 + (∇Φ)2
)
+
1
12
HKLMH
KLM +
(−i)
2
Θ¯ΓJ∂JΘ
)
. (4.48)
(we use conventions with [Π(x),Φ(y)] = −2πiδ(5)(x − y) and {Θs(x), Θ¯s′(y)} = π((1 +
Γ˜)Γ0)
s
s′δ
(5)(x− y)) and
Q =
1
2π
∫
d5σ
(
1
6
HIJKΓIJKΓ0Θ− ∂βΦAΓβΓ0ΓAΘ
)
. (4.49)
For convenience, we can also easily compute
Q¯ =
1
2π
∫
d5σ
(
1
6
Θ¯Γ0ΓIJKH
IJK + Θ¯Γ0ΓβΓA∂βΦA
)
(4.50)
using a simple identity
(ΘΓµ1 . . .ΓµN ) = (−1)N Θ¯ΓµN . . .Γµ1 . (4.51)
Now we can consider the supersymmetry transformation. A variation of a field F will be
written as
δF = [ǫ¯Q, F ] = [Q¯ǫ, F ] . (4.52)
Note that ǫ¯Q is an antihermitean operator because the components of Q or ǫ are hermitean
anticommuting operators or numbers, respectively. Using the canonical commutation rela-
tions we can easily compute the variations of the fields
δΘ = −[Θ, Q¯ǫ] =
(
1
6
ΓIJKH
IJK + ΓβΓA∂βΦA
)
ǫ . (4.53)
This agrees with the transformations written before. This, together with the normalization
of {Q, Q¯} is how we determined the relative coefficients. Similarly
δΦA = [ǫ¯Q,ΦA] = ǫ¯[Q,ΦA] = ǫ¯[
1
2π
∫ d5σΠBΓBΘ,ΦA] = −iǫ¯ΓAΘ , (4.54)
which agrees with previous definitions. A similar but more tedious calculation gives us
δHIJK =
i
2
ǫ¯ · ǫ0J ′K ′IJKΓI′J ′K ′Γ0∂I′Θ , (4.55)
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which also agrees with the previous definition.
Let us summarize some formulae that are useful in understanding the commutator of
two supersymmetry transformations:
δf = [ǫ¯Q, f ] = [Q¯ǫ, f ], ∂αf = −i[Pα, f ], P 0 = H > 0 (4.56)
{Qs, Q¯s′} = −2Pµ((1 + Γ˜)/2 · Γµ)ss′ + thin (4.57)
⇒ δQ = −[Q, Q¯ǫ] = 2PµΓµǫ+ thin (4.58)
δJα = −2TαβΓβǫ+ thin (4.59)
(δ1δ2 − δ2δ1)f = [ǫ¯1Q, [ǫ¯2Q, f ]]− [ǫ¯2Q, [ǫ¯1Q, f ]] = [[ǫ¯1Q, ǫ¯2Q], f ] (4.60)
= [ǫ¯s1{Qs, Q¯s
′}ǫ2,s′ , f ] = −2[Pµǫ¯1Γµǫ2, f ] + thin (4.61)
= −2i(ǫ¯1Γµǫ2)∂µf + thin (4.62)
4.6 Speculations about the fundamental formulation
In this section we would like to speculate on whether a fundamental formulation of the (2,0)
theory can be constructed from the equations we discussed above. We warn the reader in
advance that this section could cause some gritting of teeth! Of course, the correction terms
are not renormalizable if treated as “fundamental” but let us go on, anyway. Perhaps some
hidden symmetry makes them renormalizable after all?
The model has the following virtues:
• there are absolutely no new fields. We use only N copies of the field strength HMNP ,
five scalars ΦA and the 16 component fermion Θ. Because of that, restriction to N
copies for distant fivebranes is almost manifest.
• the string current automatically satisfies the quantization condition as a right winding
number. This is related to the fact that our current is automatically conserved (obeys
the continuity equation) which is necessary to allow us to insert it to equation dH = J
– and it has the correct dimension mass4.
• the total charge (sum over 1...N) vanishes. The string (membrane connecting five-
branes) brings correctly minus source to one fivebrane and plus source to the other
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which agrees with the fact that the oriented membrane is outgoing from one fivebrane
and incoming to another fivebrane – and with ei − ej roots of U(N)
• the model is symmetric with respect to the correct Horˇava-Witten symmetry [48] that
accompanies the reflection ΦiA → −ΦiA by changing sign of CMNP (i.e. of HMNP ).
• string states are given by strange configuration of fivebranes so that the vector of
direction between two Φ’s draws whole S4 (surface of ball in R5) if one moves in the
4 transverse directions of the string.
• U(N) is not manifest, it arises due to the string states – perhaps in analogy with the
way enhanced symmetries appear in string theory because of D-brane bound states.
What does a string look like? It is a solution constant in the time and in one spatial
direction, with a given asymptotical value of ∆Φ =
∣∣Φi − Φj∣∣ in infinity. We can show
that such solution will have typical size of order ∆Φ−1/2 in order to minimize the tension
(energy per unit of length of the string).
The value of ∂Φ is of order ∆Φ/s, integral of its square over the volume s4 is of order
(s∆Φ)2. On the contrary, such a topological charge makes the field H to behave like 1/r3
where r is the distance from the center of the solution. Therefore H inside the solution is of
order 1/s3 which means that the contribution of H2 to the tension is of order s4/s6 = 1/s2.
The total tension (s∆Φ)2 + 1/s2 is minimal for s = (∆Φ)−1/2 and the tension is therefore
of order ∆Φ. The field Φ tries to shrink the solution while H attempts to blow it up. In
the next section we will describe the solution more concretely.
4.7 String-like solution of the (2,0) theory
We will try to describe the string-like solution of the bosonic part of the equations, con-
sidering only the topological term of dH and the corresponding term in Φ equation. The
following discussion is somewhat reminiscent of a related discussion in [26] for the effect of
higher order derivative terms on monopole solutions in N = 2 Yang-Mills but our setting
is different.
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4.7.1 A rough picture
Our solution will be constant in σ0, σ5 coordinates but it will depend on the four coordinates
σ1, σ2, σ3, σ4. We are looking for a solution that minimizes the energy. If the size of the
solution in these four directions is of order s, then the “electric” field, going like 1/r3, is
of order 1/s3 inside the solution and therefore the integral d4σ(H2), proportional to the
tension, is of order s4/(s3)2.
On the contrary, for the asymptotic separation ∆Φ quantities ∂Φ are of order ∆Φ/s
inside the typical size of the solution and therefore the contribution to the tension d4σ(∂Φ)2
is of order s4(∆Φ/s)2.
Minimizing the total tension 1/s2 + s2∆Φ2 we get the typical size s = (∆Φ)−1/2 and
the tension of order ∆Φ. In this reasoning, we used the energy known from the free theory
because the bosonic part of the interacting stress energy tensor equals the free stress energy
tensor. The fact that the solution corresponds to the interacting theory (and not to the
free theory) is related to the different constraint for (dH)IJKL.
4.7.2 The Ansatz
We will consider N = 2 case of the (2,0) theory, describing two fivebranes. Our solution
will correspond to the membrane stretched between these two fivebranes. Denoting by (1)
and (2) the two fivebranes, we will assume Φ(1) = −Φ(2), H(1) = −H(2) and we denote Φ(1)
and H(1) simply as Φ and H.
Our solution will be invariant under SO(4)D rotating spacetime and the transverse
directions together. The variable
r =
√
σ21 + σ
2
2 + σ
2
3 + σ
2
4
measures the distance from the center of the solution. We choose the asymptotic separation
to be in the 10th direction and we denote it as
Φ10(∞) = 1
2
∆Φ .
Now there is an arbitrariness in the identification of the coordinates 1, 2, 3, 4 and 6, 7, 8, 9.
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So there is in fact a moduli space of classical solutions, corresponding to the chosen identi-
fication of these coordinates. According to our Ansatz, the solution will be determined in
the terms of the three functions.
ΦI+5 = σIf1(r), I = 1, 2, 3, 4 Φ
10 = f2(r) , B05 = f3(r).
We set the other components of Bµν to zero and define H as the anti-self-dual part of dB,
Hαβγ =
3
2
∂[αBβγ] − dual expression .
It means that H05I = 1/2 · ∂If3 and the selfduality says
H051 = −H234, H052 = H134, H053 = −H124, H054 = H123.
Now we can go through the equations. dH equations for 1, 2, 3, 4 determines −4∂[1H234] =
∂IH05I =
1
2∆f3 where we used ∆ =  because of the static character. Therefore dH
equation says
∆f3 = −8c1 f
3
1
(f22 + r
2f21 )
5/2
(−rf1f ′2 + f1f2 + rf ′1f2).
The three factors f1 arose from ∂2Φ7, ∂3Φ8, ∂4Φ9, we calculated everything at σ
1,2,3,4 =
(r, 0, 0, 0). At this point, only EABCD = 10, 6789 and 6, 10, 789 from ǫ symbol contributed.
Here ∆ always denotes the spherically symmetric part of the laplacian in 4 dimensions, i.e.
∆ =
∂2
∂r2
+
3
r
∂
∂r
.
Similarly, we get hopefully two equations from Φ. For Φ10 (in the direction of asymptotic
separation), we seem to get
∆f2 = 6
c2
2
∂1(−B05) ǫ
7,8,9,10,6
(f22 + r
2f21 )
5/2
rf41 .
Similarly, for the four other components we have
∆(rf1) = −3c2f ′3
f2f
3
1
(f22 + r
2f21 )
5/2
.
4.7.3 Numerical solution, tension and speculations
The functions f1, f2, f3 are all even, therefore their derivatives are equal to zero for r = 0.
The value of f2(0) finally determines f2(∞) which we interpret as ∆Φ/2. The value of f1(0)
60
must be fixed to achieve a good behavior at infinity and f3(0) has no physical meaning,
because only derivatives of f3 = B05 enter the equations.
We can calculate the tension and we can compare the result with the BPS formula. If
we understand our equations just as some low energy approximation, there should be no
reasons to expect that the calculated tension will be precise, because the approximation
breaks down at the core.
The tension expected from SYM theory is something like
MW /L5 = ∆Φ
SYM · g/L5 =
√
2π/L5∆Φ
SYM =
√
2π∆Φ(2,0) .
We just used simple formula for W boson masses, W bosons are string wound around 5th
direction and the Φ fields of SYM and (2,0) are related by
√
L5 ratio as well.
The tension from our (2,0) theory is just twice (the same contribution from two five-
branes) the integral
2
∫
d4σ
1
4π
(
H205I + (∂IΦ
A)2
)
.
Because of the spherical symmetry, we can replace
∫
d4σ by
∫∞
0 dr · 2π2r3. Work is in
progress.
4.8 Discussion
Recently, a prescription for answering questions about the large N limit of the (2,0) theory
has been proposed [28]. In particular, the low-energy effective description for a single 5-
brane separated from N 5-branes has been deduced [28]. The topological term that we have
discussed is, of course, manifestly there. This is because a 5-brane probe in an AdS7 × S4
feels the 4-form flux on S4 and and this will induce the anomalous dH term.
What does M(atrix) theory have to say about non-linear corrections to the low-energy
of the (2,0) theory? This is a two-sided question as the (2,0) theory is a M(atrix) model
for M-theory on T4 [5, 6] and has a M(atrix) model of its own [11, 12].
In order to be able to apply our discussion of the uncompactified 5+1D (2,0) theory to
the M(atrix) model for M-theory on T4 we need to be in a regime such that the VEV of
the tensor multiplet is much larger than the size of Tˆ5. This means that for a scattering
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process of two gravitons in M-theory on T4 the distance between the gravitons must remain
much larger than the compactification scale which we assume is of the order of the 11D
Planck scale. In this regime we expect the potential to behave as v4/r3 (in analogy with
v4/r7 in 11D). Thus, things would work nicely if there were a term
(∂Φ)4
|Φ|3 (4.63)
in the effective low-energy description in 5+1D. In the large N limit, the existence of
this term has been observed in [28]. The term (4.63) will also be the leading term in the
amplitude for a low-energy scattering of two massless particles in the (2,0) theory. It should
thus be possible to calculate it from the M(atrix) model of the (2,0) theory, with a VEV
turned on.
It is also interesting to ask whether a term like (4.63) is renormalized or not. An analysis
which addresses such a question in 0+1D will appear in [27]. Perhaps a similar analysis in
5+1D would settle this question.
4.9 Appendix A: Formulae for SUSY transformations
In this text, we will use the SO(10, 1) formalism for spinors, inherited from the M-theory
containing N fivebranes, and the space-like metric (in 5, 6 and 11 dimensions)
ηµν = diag(−++++++++++) , µ, ν = 0, 1, . . . 10.
ds2 = ηαβdx
αdxβ = −dx20 + dx21 + dx22 + dx23 + dx24 + dx25 . (4.64)
4.9.1 SUSY transformation
The SUSY transformations of the free tensor multiplet in 5+1D is given by
δHαβγ = − i
2
ǫ¯ΓδΓαβγ∂
δΘ = −3iǫ¯Γ[αβ∂γ]Θ+
i
2
ǫ¯ΓαβγΓδ∂
δΘ
δΦA = −iǫ¯ΓAΘ
δΘ = (
1
12
HαβγΓ
αβγ + Γα∂αΦAΓ
A)ǫ .
Since we are dealing with corrections to the low-energy equations of motion, it is important
to keep terms which vanish by the equations of motion. The SUSY commutators are thus
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given by
(δ1δ2 − δ2δ1)Hαβγ = −2i(ǫ¯1Γµǫ2)∂µHαβγ
− i
2
ǫ[αβ
δα′β′γ′ ǫ¯1Γγ]ǫ2∂[δHα′β′γ′] + 4i(ǫ¯1Γ
δǫ2)∂[δHαβγ]
(δ1δ2 − δ2δ1)Θ = −2i(ǫ¯1Γµǫ2)∂µΘ
− i
24
{
18(ǫ¯2Γµǫ1)Γ
µ − 6(ǫ¯2ΓµΓAǫ1)ΓµΓA
}
Γβ∂
βΘ
(δ1δ2 − δ2δ1)ΦA = −2i(ǫ¯1Γµǫ2)∂µΦA .
The equations of motion transform according to,
δ
(
Γδ∂
δΘ
)
=
1
6
Γδαβγǫ∂[δHαβγ] + Γ
Aǫ∂α∂
αΦA ,
δ
(
∂[µHαβγ]
)
=
i
2
ǫ¯Γ[αβγ∂µ]
(
Γδ∂
δΘ
)
,
δ (∂µ∂
µΦA) = −iǫ¯ΓA
(
Γδ′∂
δ′
)
Γδ∂
δΘ = −iǫ¯ΓAΘ .
4.10 Appendix B: Quantization
The quantization of the free tensor multiplet was discussed at length in [29]. There is no
problem with the fermions Θ and bosons ΦA, but the tensor field is self-dual and thus has
to be quantized similarly to a chiral boson in 1+1D. This means that we second-quantize a
free tensor field without any self-duality constraints and then set to zero all the oscillators
with self-dual polarizations.
The analogy with chiral bosons is made more explicit if we compactify on T4 and take
the low-energy limit we we can neglect Kaluza-Klein states. We obtain a 1+1D conformal
theory. This theory is described by compact chiral bosons on a (3, 3) lattice. This is the
lattice of fluxes on T4. For T4 which is a product of four circles with radii Li (i = 1 . . . 4),
we get 3 non-chiral compact bosons with radii
L1L2
L3L4
,
L1L3
L2L4
,
L1L4
L2L3
.
Of course, in 1+1D, T-duality can replace each radius R with 1/R and thus SL(4,Z)
invariance is preserved.
If we further compactify on T5 the zero modes will be described by quantum mechanics
on T10, where T10 is the unit cell of the lattice of fluxes.
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4.10.1 Commutators
Let us write down the commutation relations.
We want to reproduce the equations of motion by the Heisenberg equations
∂0(L) = i[H, L] where H =
∫
d5σT00 . (4.65)
We should be allowed to substitute H,Φ,Θ for the operator L. In the following text we
will use indices I, J,K, . . . for the spatial coordinates inside the fivebrane. We will keep the
spacelike metric and the convention
ǫ12345 = ǫ
12345 = 1 . (4.66)
We have the equations H = − ∗H and dH = 0. Among the fifteen equations for the
vanishing four-form dH = 0 we find ten equations with index 0. These will be satisfied as
the Heisenberg equations (4.65). Remaining five equations with space-like indices will only
play a role of some constraints that are necessary for consistent quantization as we will see.
Let us take the example of equations of motion for (dH)0345.
0 = ∂0H345 − ∂3H450 + ∂4H503 − ∂5H034 = ∂0H345 + ∂3H123 + ∂4H124 + ∂5H125 . (4.67)
It means that we should have the commutator
i[H,H345(σ′)] = −∂(σ
′)
I H12I(σ
′) , (4.68)
where the important part of hamiltonian is
HH = 1
8π
∫
d5σH0IJH
IJ
0 =
∫
d5σ
1
24π
HKLMH
KLM . (4.69)
But it is straightforward to see that the relation (4.68) will be satisfied if the commutator
of H’s will be
[HIJK(σ),HLMN (σ
′)] = −6πi∂(σ)[I δ(5)(σ − σ′)ǫJK]LMN . (4.70)
What does all this mean for the particles of the H field? Let us study Fourier modes of
H’s with ±pI where pI = (0, 0, 0, 0, p). Then we can see that H125(p) = H125(−p)† is a dual
variable to H345(−p) = H345(p)† and similarly for two other pairs which we get using cyclic
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permutations 12, 34 → 23, 14 → 31, 24. So totally we have three physical polarizations of
the tensor particle (which is of course the same number like that of polarizations of photon
in 4 + 1 dimensional gauge theory).
We can also easily see from (4.70) that the p-momentum modes of variables that do not
contain index “5”, namely H123,H124,H134,H234 commute with everything. They (more
precisely their ∂5 derivatives) exactly correspond to the components of dH, namely
(dH)1235, (dH)1245, (dH)1345, (dH)2345 (4.71)
that we keep to vanish as the constraint part of dH = 0. Let us just note that (∗5dH)I = 0
contains four conditions only because d(dH) = 0 is satisfied identically. Anyhow, there are
no quantum mechanical variables coming from the components of (dH)I . The variables
dH are the generators of the two-form gauge invariance
BIJ 7→ BIJ + ∂IλJ − ∂JλI . (4.72)
Note that for λI = ∂Iφ we get a trivial transformation of B’s which is the counterpart of
the identity d(dH) = 0.
But what about the zero modes, the integrals of HIJK over the five-dimensional space?
These are the ten fluxes that should be quantized, i.e. they should belong to a lattice. In
the 4+1 dimensional SYM theory they appear as four electric and six magnetic fluxes. In
the matrix model of M-theory on T 4 these ten variables are interpreted as four compact
momenta and six transverse membrane charges.
The fact that “unpaired” degrees of freedom are restricted to a lattice is an old story.
For instance, in the bosonic formulation of the heterotic string in 1+1 dimensions we have
16 left-moving (hermitean) bosons (“anti-self-dual field strengths”) αi, i = 1, . . . , 16 with
commutation relations
[αi(σ), αj(σ′)] = iδ′(σ − σ′)δij . (4.73)
After combining them to Fourier modes
αi(σ) =
√
2
π
∑
n∈Z
αine
−2iσn ⇔ αin =
1√
2π
∫ π
0
αi(σ)e2iσndσ , (4.74)
we get relations
[αim, α
j
n] = mδm+nδ
ij , (αim)
† = αi−m (4.75)
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and we can interpret αin and α
i
−n for n > 0 as annihilation and creation operators respec-
tively. The modes αi0 are then restricted to belong to a selfdual lattice. Roughly speaking,
αi0 equals the total momentum and it equals to the total winding vector due to selfduality
– but these two must belong to mutually dual lattices. The lattice must be even in order
for the operator
L =:
1
2
∑
n∈Z
αi−mα
i
m :=:
1
4
∫ π
0
α(σ)2dσ : (4.76)
to have integer eigenvalues. We see that the 480 ground level states |0〉αi0 with (α
i
0)
2 = 2
give the same value L = 1 as the sixteen lowest excited states αi−1|0〉α0=0. These combine
to the perfect number 496 of the states.
4.10.2 Correspondence to Super Yang Mills
We will use the normalization of the gauge theory with Lagrangian and covariant derivative
as follows
L = − 1
4g2
FµνFµν , Dα = ∂α + iAα . (4.77)
The hamiltonian for the U(1) theory then can be written as (i, j = 1, 2, 3, 4)
HSYM = 1
2g2
∫
d4σ
∑
i
(Ei)
2 +
∑
i<j
(Fij)
2
 . (4.78)
Let us consider compactification on a rectangular T 5 (the generalization for other tori is
straightforward) of volume V = L1L2L3L4L5. We should get (4.78) from our hamiltonian.
Let us write d5σ as L5d
4σ (we suppose that the fields are constant in the extra fifth
direction).
H(2,0)SYM =
L5
4π
∫
d4σ
∑
I<J<K
(HIJK)
2 . (4.79)
So it is obvious that we must identify (up to signs) Fαβ with Hαβ5 · g
√
L5/(2π) e.g.
H234 =
E1
g
√
L5/(2π)
, H125 =
F12
g
√
L5/(2π)
. (4.80)
To change Ai of the SYM theory by a constant, we must take the phase φ of the gauge
transformation to be a linear function of coordinates. But it should change by a multiple
of 2π after we go around a circle. Thus
φ =
2πni
Li
σi , Ai → Ai + 2πni
Li
. (4.81)
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The dual variable to the average value of Ai is the integral of Ei/g
2. We just showed that
the average value of Ai lives on a circle with radius and therefore L1L2L3L4 ·Ei/g2 belongs
to the lattice with spacing Li. Similarly, we can obtain a nonzero magnetic flux from the
configuration (Ai can change only by a multiple of the quantum in (4.81))
Ai =
2πnij
Li
· σj
Lj
, (4.82)
which gives the magnetic field
Fij =
2πnij
LiLj
. (4.83)
Therefore for the spacings of the average values of Ei, Fij we have
∆Ei =
g2Li
L1L2L3L4
, ∆Fij =
2π
LiLj
. (4.84)
Looking at (4.80) we can write for the averages of H’s e.g.
∆H234 =
gL1
L1L2L3L4
√
L5/(2π)
, ∆H125 =
2π
L1L2g
√
L5/(2π)
, (4.85)
which can be extended to a six-dimensionally covariant form only using the following precise
relation between the coupling constant and the circumference L5
g =
√
2πL5 , (4.86)
giving us the final answer for the spacing
∆HIJK =
2π
LILJLK
. (4.87)
The formula (4.87) can be also written as
1
6
∮
HIJKdV
IJK ∈ 2π · Z , (4.88)
or (using antiselfduality) as
∆
∫
d5σH0IJ = 2πLILJ , (4.89)
in accord with the interpretation of H as the current of dissolved membranes (the integral
in (4.89) is the total membrane charge).
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4.10.3 Normalization of the current
We can also work out the value of c1 in (4.9). Let us write this equation for αβγδ = 1234.
∂[1H234] =
1
4
(∂1H234 − ∂2H341 + ∂3H412 − ∂4H123) = 1
4
∂αH
05α = J1234 . (4.90)
We see from (4.80) that
J1234 =
1
4g
√
L5/(2π)
4∑
i=1
∂iEi. (4.91)
The integral of ∂iEi should be an integer multiple of g
2 (in these conventions) and because
of (4.91), the integral of J1234 should be an integer multiple of π/2 which was the way we
determined the coefficient in (4.9).
4.11 Appendix C: Identities
4.11.1 Identities for gamma matrices
ΓαΓβ = Γαβ + ηαβ (4.92)
Γα
′
Γβ
′γ′ = Γα
′β′γ′ + Γγ
′
ηβ
′α′ − Γβ′ηγ′α′ , (4.93)
Γβ
′γ′Γα
′
= Γα
′β′γ′ − Γγ′ηβ′α′ + Γβ′ηγ′α′ , (4.94)
Γα
′
Γβ
′γ′ + Γβ
′γ′Γα
′
= 2Γα
′β′γ′ (4.95)
Γα
′
Γαβ − ΓαβΓα′ = 4δα′[αΓβ] (4.96)
ΓδΓαβγ = Γδαβγ + 3ηδ[αΓβγ] (4.97)
ΓδΓαβγ + ΓαβγΓδ = 6ηδ[αΓβγ] (4.98)
Γα
′β′γ′Γαβ − ΓαβΓα′β′γ′ = 12Γδ′[β′γ′δα
′]
[α ηβ]δ′ (4.99)
Γα
′β′γ′Γαβ + ΓαβΓ
α′β′γ′ = −12δ[α′[α δβ
′
β]Γ
γ′] + 2Γα
′β′γ′
αβ (4.100)
Γ˜Γµ1µ2···µk = (−1)k(k+1)/2
1
(6− k)!ǫµ1µ2···µk
ν1ν2···ν6−kΓν1ν2···ν6−k (4.101)
ǫµ1µ2···µk
ν1ν2···ν6−k = (−1)kǫν1ν2···ν6−kµ1µ2···µk (4.102)
ǫµ1···µ6−k
ν1···νkΓµ1···µ6−k = (−1)k(k−1)/2(6− k)! · Γ˜Γν1···νk (4.103)
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Γ˜2 = +1 (4.104)
ΓαβΓβ = 5Γ
α (4.105)
ΓαΓα = 6I, (4.106)
ΓαΓµΓα = −4Γµ, (4.107)
ΓαΓµ1µ2···µkΓα = (−1)k(6− 2k)Γµ1µ2···µk , (4.108)
Γα1···αlΓα1···αl =
6!
(6− l)!(−1)
l(l−1)/2I, (4.109)
Γα1···αlΓµΓα1···αl = (−1)l(l+1)/2
(6− 2l)5!
(6− l)! Γµ . (4.110)
ΓαβΓαβ = −30I, ΓαβγΓαβγ = −120I,
ΓαβΓµΓαβ = −10Γµ, ΓαβγΓµΓαβγ = 0,
ΓαβΓµνΓαβ = 2Γµν , Γ
αβγΓµνΓαβγ = 24Γµν ,
ΓαβΓµνσΓαβ = 6Γµνσ , Γ
αβγΓµνσΓαβγ = 0.
(4.111)
Derivation for last equations:
ΓαβγΓµν(σ)Γαβγ = (Γ
βγΓα + Γγηβα − Γβηγα)Γµν(σ)Γαβγ = ΓβγΓαΓµν(σ)Γαβγ
= ΓβγΓαΓµν(σ)(ΓαΓβγ + Γβηαγ − Γγηαβ)
= ΓβγΓαΓµν(σ)ΓαΓβγ + 2Γ
γβΓβΓµν(σ)Γγ .
(4.112)
ΓAΓA = 5I ,
ΓAΓBΓA = −3ΓB ,
ΓAΓBCΓA = ΓBC ,
ΓAΓB1B2···BkΓA = (−1)k(5− 2k)ΓB1B2···Bk .
(4.113)
tr{Γµ1µ2···µkΓν1ν2···νk} = 32k!(−1)
k(k−1)
2 δ
[µ1
[ν1
δµ2ν2 · · · δ
µk ]
νk]
. (4.114)
tr{Γµ1···µkΓA1···AlΓν1···νkΓB1···Bl}
= 32k!l!(−1) (k+l)(k+l−1)2 δ[µ1[ν1 δµ2ν2 · · · δ
µk ]
νk ]
δ
[A1
[B1
δA2B2 · · · δ
Ak ]
Bk ]
. (4.115)
4.11.2 Fierz rearrangments
We need an identity of the form
Mmn ≡ (ǫ1)m(ǫ¯2)n = (
6∑
k=0
2∑
l=0
Cµ1···µkA1···AlΓ
µ1···µkΓA1···Al)mn . (4.116)
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(l ≤ 2 because Γ01...10 = 1.) We then get:
Cµ1···µkA1···Al =
(−1) (k+l)(k+l−1)2
32k!l!
tr{MΓµ1···µkΓA1···Al} . (4.117)
Now we take
ǫ2 = −Γ˜ǫ2 , ǫ1 = −Γ˜ǫ1 . (4.118)
and rearrange M = ǫ1ǫ¯2. Now Γ˜M = −M = −M Γ˜ and we see that only terms with odd k
survive.
M ≡ ǫ1ǫ¯2
=
(
−(ǫ¯2Γµǫ1)
32
Γµ +
(ǫ¯2ΓµΓAǫ1)
32
ΓµΓA +
(ǫ¯2ΓµΓABǫ1)
64
ΓµΓAB
)
(1 + Γ˜)
+
1
192
(ǫ¯2Γµνσǫ1)Γ
µνσ − 1
192
(ǫ¯2ΓµνσΓAǫ1)Γ
µνσΓA
− 1
384
(ǫ¯2ΓµνσΓABǫ1)Γ
µνσΓAB . (4.119)
N ≡ ǫ1ǫ¯2 − ǫ2ǫ¯1
=
(
− 1
16
(ǫ¯2Γµǫ1)Γ
µ +
1
16
(ǫ¯2ΓµΓAǫ1)Γ
µΓA
)
(1 + Γ˜)
− 1
192
(ǫ¯2ΓµνσΓABǫ1)Γ
µνσΓAB . (4.120)
L ≡ ǫ1ǫ¯2 + ǫ2ǫ¯1
=
1
32
(ǫ¯2ΓµΓABǫ1)Γ
µΓAB(1 + Γ˜)
+
1
96
(ǫ¯2Γµνσǫ1)Γ
µνσ − 1
96
(ǫ¯2ΓµνσΓAǫ1)Γ
µνσΓA . (4.121)
where we have used, e.g.
ǫ¯2Γµνσǫ1 = ǫ¯1Γµνσǫ2 . (4.122)
For opposite chirality spinors we have to replace Γ˜ by −Γ˜.
For, perhaps, future use, we will also calculate this for M = ψ1ǫ¯2 with
ǫ2 = −Γ˜ǫ2, ψ1 = Γ˜ψ1 . (4.123)
M ≡ ψ1ǫ¯2 =
(
− 1
32
(ǫ¯2ψ1)I− 1
32
(ǫ¯2ΓAψ1)Γ
A +
1
64
(ǫ¯2ΓABψ1)Γ
AB
+
1
64
(ǫ¯2Γµνψ1)Γ
µν +
1
64
(ǫ¯2ΓµνΓAψ1)Γ
µνΓA
− 1
128
(ǫ¯2ΓµνΓABψ1)Γ
µνΓAB
)
(1 + Γ˜) . (4.124)
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we also need
N ≡ Γαβψ1ǫ¯2Γαβ =
(
15
16
(ǫ¯2ψ1)I+
15
16
(ǫ¯2ΓAψ1)Γ
A − 15
32
(ǫ¯2ΓABψ1)Γ
AB
+
1
32
(ǫ¯2Γµνψ1)Γ
µν +
1
32
(ǫ¯2ΓµνΓAψ1)Γ
µνΓA
− 1
64
(ǫ¯2ΓµνΓABψ1)Γ
µνΓAB
)
(1 + Γ˜). (4.125)
and
K ≡ ΓAψ1ǫ¯2ΓA =
(
− 5
32
(ǫ¯2ψ1)I +
3
32
(ǫ¯2ΓAψ1)Γ
A +
1
64
(ǫ¯2ΓABψ1)Γ
AB
+
5
64
(ǫ¯2Γµνψ1)Γ
µν − 3
64
(ǫ¯2ΓµνΓAψ1)Γ
µνΓA
− 1
128
(ǫ¯2ΓµνΓABψ1)Γ
µνΓAB
)
(1 + Γ˜) . (4.126)
4.11.3 A few notes about spin(5, 1)
We use the eleven-dimensional language for the spinors. But nevertheless one could be
confused by some elementary facts concerning the reality condition for the spinor (4, 4) of
spin(5, 1) × spin(5). The spinor representation 4 of spin(5) is quaternionic (pseudoreal).
Therefore (4, 4) of spin(5)×spin(5) is a real 16-dimensional representation. But one might
think that spinor 4 of spin(5, 1) is complex so that we cannot impose a reality condition
for the (4, 4) representation.
But of course, this is not the case. The spinor representation 4 of spin(5, 1) is quater-
nionic as well since the algebra spin(5, 1) can be understood also as sl(2,H) of 2 × 2
quaternionic matrices with unit determinant of its 8 × 8 real form. This has the right
dimension
4 · 4− 1 = 15 = 6 · 5
2 · 1 . (4.127)
In the language of complex matrices, there is a matrix j1 so that
(j1)
2 = −1 , j1M1 = M¯1j1 (4.128)
for all 4 × 4 complex matrices M1 of spin(5, 1). Of course, for the 4 × 4 matrices M2 in
spin(5) there is also such a matrix j2 that
(j2)
2 = −1 , j2M2 = M¯2j2 . (4.129)
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An explicit form for the equations (4.128)-(4.129) is built from 2× 2 blocks
j1 =
 ◦ 1
−1 ◦
 , M1 =
 α β
−β¯ α¯
 . (4.130)
In the (4, 4) representation of spin(5, 1)× spin(5) the matrices are given by M =M1⊗M2
and therefore we can define a matrix j that shows that M is equivalent to a real matrix
j = j1 ⊗ j2 , j2 = 1 , jM = j1M1 ⊗ j2M2 = M¯1j1 ⊗ M¯2j2 = M¯j . (4.131)
The algebra spin(5, 1) is quite exceptional between the other forms of spin(6). The algebra
so(6) is isomorphic to su(4), algebra so(4, 2) to su(2, 2) and algebra so(3, 3) to su(3, 1).
The other form of su(4) isomorphic to so(5, 1) is sometimes denoted su∗(4) but now we can
write it as sl(2,H) as well (the generators are 2 × 2 quaternionic matrices with vanishing
real part of the trace). From the notation sl(2,H) it is also obvious that u(2,H) = usp(4)
forms a subgroup (which is isomorphic to so(5)).
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Chapter 5
Nonsupersymmetric matrix models
In this chapter I construct the matrix description for a twisted version of the IIA string
theory on S1 with fermions antiperiodic around a spatial circle. The result is a 2 + 1-
dimensional U(N) × U(N) nonsupersymmetric Yang-Mills theory with fermionic matter
transforming in the (N, N¯). The the two U(N)’s are exchanged if one goes around a
twisted circle of the worldvolume. Relations with type 0 theories are explored and we find
type 0 matrix string limits of our gauge theory. We argue however that most of these results
are falsified by the absence of SUSY nonrenormalization theorems and that the models do
not in fact have a sensible Lorentz invariant space time interpretation.
5.1 The conformal field theory description
Matrix Theory [9] has been used to describe M-theory with 32 supercharges in 8,9,10 and
11 dimensions as well as various projections of this theory. In this chapter we would like
to study a nonsupersymmetric Matrix model in order to obtain a better understanding of
SUSY breaking in string theory. The problems of the model that we study show that SUSY
breaking leads to rather disastrous consequences. However, we point out in the conclusions
that the restriction to the light cone frame prevents us from abstracting completely clearcut
lessons from this exercise.
Before proceeding, we note that after this chapter was completed (but before we had
become convinced that the results were worth publishing) another paper on Matrix models
of nonsupersymmetric string theories appeared [59]. We do not understand the connection
between the model presented there and the one we study. Another recent paper on non-
supersymmetric compactifications, with considerations related to ours is [60]. Our results
do not agree with the suggestion of these authors that nonsupersymmetric compactifications
73
lead to Poincare´ invariant physics.
Let us start with the description of the conformal field theory that describes the model
we are interested in. We start with the type IIA theory. Compactification on a circle of
radius R can be described as modding out the original theory by a symmetry isomorphic
to Z, consisting of the displacements by 2πkR, k ∈ Z, in the chosen direction. We can
write those displacement as exp(2πikRpˆ). A “GSO-like” projection by this operator now
guarantees that the total momentum of a string is a multiple of 1/R. We also have to add
“twisted sectors” where the trip around the closed string is physically equivalent to any
element of the group that we divided by. Those sectors are wound strings, X(σ + 2π) =
X(σ) + 2πRw, where w ∈ Z is the winding number.
Such a compactification preserves all 32 supercharges. We will study a more complicated
model which breaks the supersymmetry completely. The symmetry isomorphic to Z will
be generated by (the direction of the circle is denoted by the index 2)
G = exp(2πiRpˆ2)(−1)F , (5.1)
where (−1)F counts the spacetime statistics (or spin; in the Green-Schwarz formalism
it is also equivalent to the worldsheet spin). Because of this extra factor of (−1)F the
physics becomes very different. The fermionic fields of the spacetime effective field the-
ory become antiperiodic with the period 2πR2 while bosons are still periodic. Such
a boundary condition of course breaks supersymmetry completely because it is impos-
sible to define the (sign of the) supercharge everywhere. Those antiperiodic bound-
ary conditions for the fermions are the same as those used in finite temperature cal-
culations, with Euclidean time replaced by a spatial circle. This compactification, in-
troduced in [35] is motivated by Scherk-Schwarz compactifications of supergravity [34].
The physical spectrum is obtained by requiring G |ψ〉 = |ψ〉 and in the twisted sec-
tors corresponding to Gw, w ∈ Z, a trip around the closed string is equivalent the
shift by 2πwR2 times (−1)wF . Because (−1)wF for odd w anticommutes with fermions
in the Green-Schwarz formalism, the fermions θ must be antiperiodic in the sectors
with odd winding number. Similarly, the GSO projection G |ψ〉 = |ψ〉 now does not
imply that p2 must be a multiple of 1/R2. Looking at (5.1) we see that there are
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two possibilities. Either (−1)F is equal to +1 and p2 = n/R2 or (−1)F = −1 and
p2 = (n + 1/2)/R2. We have sectors with p2R2 both integer or half-integer, but for in-
teger p2R2 we project out all the fermions and for half-integer p2R2 we project out all the
bosonic states.
Thus we have four kinds of sectors; odd or even w can be combined with integer or half-
integer p2R2. For even w the boundary conditions are as in the untwisted theory but for
odd values of w we must impose antiperiodic boundary conditions for the Green-Schwarz
fermions θ.
Since the sectors with even values of w are well-known (we just keep only bosons or only
fermions according to p2), we note only that in the sectors with odd values of w the ground
state has 8× (−1/24− 1/48) = −1/2 excitations both in the left-moving and right-moving
sector (the same as the ground state of a NS-NS sector in the RNS formalism). In other
words, the ground state is a nondegenerate bosonic tachyon. We must also take into the
account the condition “L0 = L˜0”, more precisely (NL = NR = 0 for the ground state of
even w and NL = NR = −1/2 for odd w and we define n = p2R2)
NL = NR + nw . (5.2)
Furthermore for integer n we must project all the fermions out of the spectrum. For
even w (which means also even nw) this leaves us with the bosonic states of the untwisted
IIA theory. For odd w (which implies integer nw) the fermionic modes are half-integers and
we see that due to (5.2) the number of left-moving and right-moving fermionic excitations
must be equal mod 2. Therefore the level matching condition (5.2) automatically projects
out all the fermionic states.
Similarly for half-integer n we must get rid of all the bosonic states. If w is even, nw
is integer and odd and apart from (5.2) we must also independently impose the condition
(−1)F = −1 and we get just the fermionic part of the spectrum of the type IIA string
theory. However for w odd (which implies that nw is half-integer and the fermions are
antiperiodic), we see a mismatch 1/2 modulo 1 between NL and NR in (5.2), so the bosons
are projected out automatically as a result of the level-matching condition (5.2).
In both cases we saw that the (−1)F projection was automatic in sectors with odd
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values of w. It is a general property of orbifolds that in the twisted sectors where a trip
around the closed string is equivalent to the symmetry g, the GSO projection g |ψ〉 = |ψ〉
is a direct consequence of the level-matching condition.
What about the tachyons? For even values of w we have a part of the spectrum of
type IIA strings, so there is no tachyon. However for odd values of w, we can find a
tachyon. Recall that
m2 =
4
α′
NL +
(
n
R2
− wR2
α′
)2
=
4
α′
NR +
(
n
R2
+
wR2
α′
)2
. (5.3)
For n = 0, w = ±1, we see that the ground level NL = NR = −1/2 is really tachyonic for
R22/α
′ < 2. For sufficiently small radius R2 there is a bosonic tachyon in the spectrum. If
R2 is really small, also states with ±w = 3, 5, . . . (but always n = 0) may become tachyons.
However for n = 1/2 (fermionic sector) and w = 1 we see from (5.2) that the lowest
possible state has NR = −1/2 and NL = 0 (one θ−1/2 left-moving excitation) which means
that m2 expressed in (5.3) is never negative. This means that the tachyons can appear only
in the bosonic spectrum (as scalars).
There are many interesting relations of such a nonsupersymmetric theory with other
theories of this kind. For example, by a Wick rotation we can turn the twisted spatial circle
into a time circle. The antiperiodic boundary conditions for the fermionic field then describe
a path integral at finite temperature. The appearance of the tachyon in the spectrum for
R2 <
√
2α′ is related to the Hagedorn phase transition. The infinite temperature, or zero
R2 limit of our model gives the type 0 theories.
The type 0 theories (-0A and -0B) are modifications of the type II theories containing
bosonic states only in “diagonal sectors” NS-NS and RR; we have also only one GSO
projection counting the number of left-moving minus right-moving fermionic excitations.
The type II theories can be obtained as an Z2 orbifold (making separate projections on
left-moving fermions) of the type 0 theories in the R-NS formalism; the difference between
type IIA and type IIB theories is a sign of the projection in the RR sector; type IIA is in a
sense type IIB with a discrete torsion. Equivalently, we can also obtain type 0 theories by
orbifolding type II theories but in the Green-Schwarz formalism: type 0A and 0B theories
can be described in the Green-Schwarz formalism by the same degrees of freedom as the
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corresponding type II theories, but we must include both PP and AA sector and perform
the corresponding (diagonal) GSO-projection.
5.2 The matrix model
In a first naive attempt to construct a model describing the type 0A theory, we would
probably make a local orbifold (orbifolding in Matrix theory was described in [52]) of
the original Matrix Theory, corresponding to the Z2 orbifold of the worldsheet theory
in the Green-Schwarz formalism. We would represent the operator (−1)F by a gauge
transformation e.g. σ3 ⊗ 1 and the bosonic matrices would then be restricted to the block
diagonal form, reducing the original group U(2N) into U(N) × U(N) with fermions in
the off-diagonal blocks i.e. transforming as (N, N¯). However the coordinates X of the two
blocks would suffer from an instability forcing the eigenvalues of the two blocks to escape
from each other: the negative ground-state energy of the “off-diagonal” fermions is not
cancelled by a contribution of bosons and therefore the energy is unbounded from below
even for finite N .
Bergman and Gaberdiel however pointed out [40] that it is more appropriate to think
about type 0A string theory as a type IIA theory orbifolded by a Z2 group generated by
the usual (−1)F times the displacement by half of the circumference of the corresponding
M-theoretical circle. Of course, this displacement could not be seen perturbatively. We
are clearly led to the Scherk-Schwarz compactification of M-theory. We will thus attempt
to construct a more sophisticated matrix model. We will find a model which naively
incorporates all of the duality conjectures of Bergman and Gaberdiel and has type 0A,B
and Rohm compactified type IIA,B matrix string limits. In the end, we will find that
many of our naive arguments are false, due to the absence of SUSY nonrenormalization
theorems, and that the model we construct does not have a Lorentz invariant large-N
limit. We argue that this implies that Scherk-Schwarz compactified M-theory does not
have a Lorentz invariant vacuum.
Let us start with a review of untwisted M-theory compactified on a circle. The algo-
rithm [52] to mod out the BFSS model by a group of physical symmetries H is to enlarge
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the gauge group U(N) and identify elements of H with some elements g of the gauge group.
It means that the matrices Y = X,Π, θ are constrained to satisfy
h(Y ) = ghY g
−1
h , gh ∈ U(N) , h ∈ H . (5.4)
We wrote gY g−1 because Y transform in the adjoint representation and the physical ac-
tion of the symmetries on Y is denoted h(Y ). To obtain the O(N) matrix model describing
a single Horˇava-Witten domain wall, we can set gh = 1 and just postulate Y to be symmet-
ric with respect to the symmetry (consisting of the reflection of X1,Π1, multiplying spinors
θ by γ1 and transposing all the matrices). Therefore X
1 and half θ’s become antisymmetric
hermitean matrices in the adjoint of O(N) while the other X’s and θ’s become symmetric
real matrices. The naive matrix description of the heterotic strings on tori together with
the sectors and GSO-like projections on the heterotic matrix strings was obtained in [53].
Compactification of X2 on a circle with radius R2 can be done in a similar way. We just
postulate the set of possible values of the U(N) indices to be {1, 2, . . . , N}×(0, 2π)circle and
represent the physical symmetry exp(2πiR2pˆ) by the gauge transformation 1 ⊗ exp(iσ2).
Note that the matrices now have two discrete and two continuous “indices”. Postulat-
ing (5.4) tells us that the matrices must commute with any function of σ:
X2mn(σ2, σ
′
2) = X
2
mn(σ2)δ(σ2 − σ′2)− iδ′(σ2 − σ′2) (5.5)
and similarly for the other matrices Xi and θ (without the δ′(σ2 − σ′2) term). Now if we
understand the summation over the sigma index as integration and ignore the factor δ(0)
in the trace, the BFSS hamiltonian becomes precisely the hamiltonian of SYM theory with
σ2 being an extra coordinate.
“Matrices” of the form (5.5) can be also expressed in the terms of the Fourier modes
as done first by Taylor [31]. The extra Fourier mode indices replacing σ2, σ
′
2 are denoted
M,N and (5.5) becomes
(X2M+1,N+1)mn = (X
2
M,N )mn + 2πR2δM,Nδmn (5.6)
and similarly for the other matrices without the last term.
We will study a compactification of M-theory on a twisted T 2 so we will use two
worldvolume coordinates σ1, σ2 to represent those two circles. What about the (−1)F
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twist which modifies the compactification of X2? Shifting both ends of the open strings
M,N → M + 1, N + 1 as in (5.6) must be accompanied by (−1)F which commutes with
bosons but anticommutes with spacetime fermions. In the Green-Schwarz formalism it also
anticommutes with the θ’s. So the structure of the bosonic matrices is unchanged and the
condition for θ’s will be twisted:
(θM+1,N+1)mn = −(θM,N )mn. (5.7)
In the continuous basis this is translated to
θmn(σ2, σ
′
2) = θmn(σ2)δ(σ2 − σ′2 + π). (5.8)
This can be described by saying that θ has nonzero matrix elements between opposite
points of the σ2 circle. We will often use this “nonlocal” interpretation of the resulting
theory even though the theory can be formulated as a conventional nonsupersymmetric
gauge theory with fermionic matter, as we will show in a moment.
5.2.1 The U(N)× U(N) formalism
In order to get rid of the nonlocality, we must note that if we identify the opposite points
with σ2 and σ2 + π, so that σ2 lives on a circle of radius π, everything becomes local. By
halving the circle, we double the set of bosonic fields. The two U(N) groups at points σ2
and σ2 + π are completely independent, so that the gauge group becomes U(N) × U(N).
We should also note that if we change σ2 by π, the two factors U(N) exchange; this is an
important boundary condition.
The bosonic fields thus transform in the adjoint representation of U(N)×U(N). What
about the fermions θ? We saw that the two “matrix indices” σ2 and σ
′
2 differ by π. One of
them is thus associated with the gauge group U(N) at point σ, the other with the U(N)
at point σ + π which is the other U(N) factor in the U(N)× U(N) formulation. In other
words, θ’s transform as (N, N¯) under the U(N)×U(N). This is a complex representation
of (complex) dimension N2 and the complex conjugate θ†s transform as (N¯,N). In the old
language, θ and θ† differed by π in σ2 or in other words, they corresponded to the opposite
orientations of the arrow between σ2 and σ2 + π. The number of real components is 2N
2
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(times the dimension of the spinor 16), the same as the dimension of the adjoint representa-
tion. This should not surprise us since for R2 →∞ we expect that our nonsupersymmetric
model mimics the physics of the supersymmetric model.
We could also check that the commutation relations derived from the “nonlocal” orbifold
formulation agree with the canonical commutation relations of the U(N)×U(N) nonsuper-
symmetric gauge theory with the matter in (N, N¯). These theories are very similar to the
“quiver” theories of Moore and Douglas [39], but with a peculiar boundary condition that
exchanges the two U(N) groups as we go around the twisted circle.
5.2.2 Actions for the local and nonlocal formulations
We will be considering both descriptions. In one of them, the Yang-Mills theory has
gauge group U(N) and is defined on a time coordinate multiplied by a two-torus with
circumferences 1/R1, 1/R2 (instead of 2π employed in the previous section) where R1, R2
are the radii of the spacetime circles in Planck units1 and the fermions are nonlocal degrees
of freedom (arrows) pointing from the point (σ1, σ2) to the point (σ1, σ2+1/2R2). We will
call this picture “nonlocal”.
We will also sometimes use a “local” picture where the coordinate σ2 is wrapped twice
and its circumference is only 1/2R2. In the local picture, the gauge group is U(N)×U(N)
and these two factors exchange when we go around the σ2 circle so that the “effective”
period is still equal to 1/R2:
Aαij
(
σ0, σ1, σ2 +
1
2R2
)
= A1−αij (σ0, σ1, σ2) . (5.9)
Here α = 0, 1 is an index distinguishing the two factors in U(N) × U(N). We suppresed
the worldvolume vector index µ = 0, 1, 2. Indices i, j run from 1 to N ; here i spans N
and j belongs to N¯. Similar boundary conditions are imposed on the scalars X which also
transform in the adjoint of U(N) × U(N). Both satisfy the usual hermiticity conditions.
Fermions θ (whose spacetime transformation rules are the same as in the supersymmetric
theory) transform in (N, N¯). Writing them as θij, the index i belongs to N of the first
1To simplify the presentation, we choose the convention for the numerical constants in various dimen-
sionful quantities to agree with these statements.
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U(N) and the index j belongs to N¯ of the second U(N). In the same way, in (θ†)ij = (θji)
†
the first index i belongs to N of the second U(N) and the second index j belongs to N¯ of
the first U(N) so that Tr θ†θ = θ†ijθji is invariant. The boundary condition for θs reads
θij
(
σ0, σ1, σ2 +
1
2R2
)
= (θ†)ij(σ0, σ1, σ2) . (5.10)
Of course, θ matrices are complex, they do not obey a hermiticity condition. The lagrangian
is (i = 1, . . . , 7)
L =
∑
α=0,1
Tr
[
−1
4
Fµν(α)F(α),µν −
1
2
DµX
i
(α)D
µXi(α) +
1
4
[Xi(α),X
j
(α)]
2
]
+ (5.11)
+Tr
[
iθ†γiXi(α=0)θ + iθγ
iXi(α=1)θ
† + θ†γµ∂
µθ + iθ†γµA
µ
(α=0)θ + iθγµA
µ
(α=1)θ
†
]
.
The trace always runs over N ×N matrices. We have put the dimensionful quantity gYM
equal to one. The action is simply
A =
∫
dσ0
∫ 1/R1
0
dσ1
∫ 1/(2R2)
0
dσ2L(σ0, σ1, σ2) . (5.12)
For the purposes of the calculations of Feynman diagrams it is also useful to write the
action in the nonlocal (nl) formulation of the theory. In this formulation, the period of σ2
is doubled and equal to 1/R2. The fields can be identified as follows (the dependences on
σ0, σ1 and indices µ, i are suppressed):
X(α)(σ
2) = Xnl
(
σ2+
α
(2R2)
)
, A(α)(σ
2) = Anl
(
σ2+
α
(2R2)
)
, α = 0, 1, (5.13)
θ(σ2) = θnl(σ
2) , θ†(σ2) = θ†nl(σ
2) = θnl
(
σ2+
1
(2R2)
)
, 0 ≤ σ2 ≤ 1
2R2
.
All the equalities are N ×N matrix equalities. In this nonlocal language the action can be
written as
A =
∫
dσ0
∫ 1/R1
0
dσ1
∫ 1/R2
0
dσ2Lnl(σ0, σ1, σ2) , (5.14)
where (the subscript “nl” of all fields is suppressed)
Lnl = Tr
[
−1
4
FµνFµν − 1
2
DµX
iDµXi +
1
4
[Xi,Xj ]2
]
+
+Tr
[
θ†γµ∂
µθ + iθ†(γiXi(σ2) + γµA
µ(σ2))θ
]
+
+Tr
[
iθ
(
γiXi(σ2 +
1
2R2
) + γµA
µ(σ2 +
1
2R2
)
)
θ†
]
. (5.15)
We denoted the σ2 dependence in which one of the fermionic terms is nonlocal.
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5.3 Alternative derivation and connection with type 0 theories
It has long been known [32, 33] that the type 0A,B string theories in ten dimensions can
be viewed as infinite temperature limits of type IIB,A theories. Rotating the Euclidean
time to a spacelike direction, this means that the zero radius limits of Rohm compacti-
fications are the type 0 theories. It is less well known (but, we believe, known to many
experts) that the finite radius Rohm compactifications are compactifications of the type 0
theories on dual circles with a certain orbifold projection. Indeed, both type 0 theories
have two types of Ramond-Ramond fields which are related by a discrete symmetry. This
doubled number is a consequence of having one GSO-projection only (the diagonal one).
More precisely, the operator R= (−1)FR which counts the right-moving fermionic excita-
tions has eigenvalues (+1) for half of the RR-fields and (−1) for the other half. Therefore
(−1)FR is a generator of a Z2 symmetry that exchanges the RR-fields in a basis rotated
by 45 degrees, i.e. RR+1 + RR−1 with RR+1 − RR−1 where RR±1 denotes the fields with
(−1)FR = ±1.
Twisted compactification of type 0A or -0B with monodromy R i.e. the orbifold of
type 0 string theory on a circle of circumference 2L by the symmetry R exp(iLp) gives a
string model T-dual to the Rohm compactified type IIB or type IIA string, respectively.
We will refer to the twisted circle as the Scherk-Schwarz circle when describing it from the
type II point of view and as the R circle from the type 0 point of view.
This T-duality is not hard to understand at the level of the string spectrum. Because
of the GSO projection, Scherk-Schwarz compactified type II theory contains bosonic states
of integer momenta and fermionic states of half-integer momenta (in appropriate units).
The dual type 0 string theory initially had bosonic excitations only (in NS-NS and RR
sectors). But because of the extra orbifold by R exp(iLp), we obtain also fermions in NS-R
and R-NS twisted sectors with a half-integer winding. This agrees with the assumption
of T-duality. Apart from T-duality between type IIA/IIB on a Scherk-Schwarz circle and
type 0B/0A on an R circle which we just mentioned, we should be aware of the T-duality
between type 0A and type 0B string theory on a usual circle.
Now consider the DLCQ of M-theory compactified on a Scherk-Schwarz circle. Using
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the logic of [30], this is a zero coupling limit of type IIA string theory compactified on a
Scherk-Schwarz circle of Planck size, in the presence of N D0-branes. Using the T-duality
adumbrated in the previous paragraphs, this is weakly coupled type 0B string theory on an
R circle in the presence of N D-strings of the first kind; since the R monodromy exchanges
two types of D-strings, there must be an equal number of D-strings of the other type. In
other words, the D-strings are compactified on a circle dual to the M-theory Scherk-Schwarz
circle, with R twisted boundary conditions.
Now we can use the description of D-branes in type 0 theories discovered by Bergman
and Gaberdiel [40]. As we have said, there are two types of D-strings in type 0B theory,
each of which has a bosonic 1 + 1 dimensional gauge theory on its world volume: open
strings stretched between two like D-strings contain bosonic states only. These two types
are related (exchanged) by the R symmetry. In the presence of closely spaced D-strings
of both types, there are additional fermionic degrees of freedom which transform in the
(N, M¯ )[⊕(N¯ ,M)] of the U(N) × U(M) gauge group: open strings stretched between two
unlike D-strings contain fermions only. These fermions are spacetime spinors. In the
corresponding Seiberg limit, all the closed string states (including tachyons) are decoupled
and in the corresponding DKPS energy scale only the massless open string states survive.
The result is a 1 + 1 dimensional U(N) × U(N) gauge theory with fermions in the
bifundamental and a boundary condition that exchanges the two U(N) groups as we go
around the circle, a result of the R monodromy. This is the same gauge theory we arrived
at by the orbifolding procedure of the previous section.
It is now easy to compactify an extra dimension on an ordinary circle and obtain the
2 + 1 dimensional gauge theory of the previous section as the matrix description of Rohm
compactification. The double T-duality in Seiberg’s derivation can be done in two possible
orders, giving always the same result. In the next section, we will see that at least formally
we can rederive the various string theories as matrix string limits of the gauge theory. In
particular, this will provide a derivation of the Bergman-Gaberdiel duality relation between
Scherk-Schwarz compactification of M-theory, and type 0A strings.
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5.4 The matrix string limits
5.4.1 Rohm compactified type IIA strings
In the limit where the spacetime radius R2 goes to infinity, the radius of the worldvolume
torus 1/R2 goes to zero so that we also have 1/R1 ≫ 1/R2. Therefore the fields become
effectively independent of σ2 up to a gauge transformation. Furthermore, because of the
boundary conditions exchanging the two U(N)’s, the expectation values of scalars in both
U(N)’s must be equal to each other (up to a gauge transformation). This can be also seen
in the nonlocal formulation: in the limit R2 → ∞ the fields must be constant (up to a
gauge transformation) on the long circle of circumference 1/R2.
Thus in this limit we can classify all the fields according to how they transform under
the σ2 independent gauge symmetry U(N). In the nonlocal language this U(N) is just a
“global” (but σ1 dependent) symmetry. In the U(N)×U(N) language this is the diagonal
symmetry U(N). In both cases, we find that not only bosons but also fermions (transform-
ing originally in (N, N¯)) transform in the adjoint (the same as N⊗N¯) of this U(N). There
is only one set of fields: the σ2 independence causes the bosons in both U(N)’s to be equal
and the complex matrices θ to be hermitean.
In the matrix string limit we expect to get a matrix description of the Scherk-Schwarz
compactification of type IIA strings on a long circle. The appearance of the matrix strings
(at a naive level) can be explained as usual: most things work much like in the supersym-
metric matrix string theory [56, 57, 58].
In the nonlocal formulation, U(N) gauge group is broken completely down to a semidi-
rect product of U(1)N and the Weyl group, SN , of U(N). Therefore the classical config-
urations around which we expand are diagonalizable N × N matrices where the basis in
which they can be diagonalized can undergo a permutation p ∈ SN for σ1 → σ1 + 1/R1:
Xi(σ
1) = U(σ1) diag(x1i , x
2
i , . . . x
n
i )U
−1, U
(
σ1 +
1
R1
)
= U(σ1)p . (5.16)
This is the mechanism of matrix strings [56, 57, 58]. Every permutation p can be
decomposed into a product of cycles and each cycle of length k then effectively describe a
“long string” with the longitudinal momentum equal to p+ = k/R−. For instance, a single
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cyclic permutation of k entries (written as a k × k matrix p) describes a single string:
p =

◦ 1 ◦ . . . ◦
◦ ◦ 1 . . . ◦
...
...
...
. . . 1
1 ◦ ◦ . . . ◦
 . (5.17)
The definition (5.16) of Xi creates effectively a string of length k (relatively to the circum-
ference 1/R1). We can write the eigenvalues as
xmi (σ
1) = xlongi
(
σ1 +
(m− 1)
R1
)
, m = 1, 2, . . . , k (5.18)
where xlongi has period k/R1. Assuming the k/R1 periodicity of x
long
i we can show 1/R1
periodicity of the matrix (5.16) with p defined in (5.17).
The matrix origin of the level-matching conditions was first explained in [58]: the resid-
ual symmetry Zk rotating the “long” string is a gauge symmetry and because the states
must be invariant under the gauge transformations, we find out that L0 − L˜0 must be
a multiple of k (the length of the string) because the generator of Zk can be written as
exp(i(L0 − L˜0)/k). In the large-N limit such states are very heavy unless L0 = L˜0 and we
reproduce the usual level-matching conditions. In this limit the discrete group Zk approx-
imates the continuous group quite well.
5.4.2 Dependence on the fluxes
In the conformal field theory of the Rohm compactification, sectors with odd or even
winding numbers should have antiperiodic or periodic spinors θ, respectively. We want to
find the analog of this statement in the Matrix formulation.
Let us put w units of the magnetic flux in the nonlocal representation of our theory.
The corresponding potential can be taken to be
Aµ=1 = 2πR1R2σ2
w
N
, Aµ=2 = 0 (5.19)
Recall that the periods of σ1, σ2 are 1/R1, 1/R2. In the local U(N) × U(N) formulation,
the fields in the region 0 ≤ σ2 ≤ 1/2R2 from (5.19) define the block of the first U(N) and
the region 1/2R2 ≤ σ2 ≤ 1/R2 defines the second U(N). Note that for σ2 → σ2 + 1/R2,
TrAµ=1 changes by 2πR1w which agrees with the circumference of X
1.
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Now if we substitute the background (5.19) into (5.11) we see that the contributions of
the form θAθ from the last two terms give us a contribution coming from the difference
σ2 → σ2 + 1/2R2 which is equal to
iTr [θ†γ1θ]
πwR1
N
. (5.20)
Such a term without derivatives would make the dynamics nonstandard. However it is easy
to get rid of it by a simple redefinition (we suppress σ0, σ2 dependence)
θ(σ1)→ θ(σ1)exp
(
iσ1R1πw
N
)
. (5.21)
Note that under σ1 → σ1 + N/R1 which corresponds to a loop around a matrix string of
length N , θ changes by a factor of (−1)w. This confirms our expectations: in the sectors
with an odd magnetic flux (=winding number) the fermions θ are antiperiodic.
We might also wonder about the electric flux (= compact momentum p2) in the direction
of σ2. As we have explained in the beginning, this flux should be allowed to take 1/2
of the original quantum so that the sectors with half-integer electric flux contain just
fermions and the usual sectors with integer electric flux contain bosons only, the other being
projected out by the GSO conditions in both cases. This behaviour should be guaranteed
“by definition”: the operator exp(2πR2pˆ2)(−1)F is identified with a gauge transformation
(namely exp(2πR2σ2)⊗ 1N×N ).
However it might seem a little strange that the together with the θ excitations one must
also change the electric flux; it might be useful to see the origin of the sectors of various
electric flux “microscopically”. We propose the following way to think about this issue.
The θ excitations in a compact space carry charge ± with respect to groups U(1) at the
opposite points of σ2. The total charge vanishes therefore we do not have an obstruction to
excite θ. However the charge does not vanish locally, therefore we should accompany the
excitation by an electric flux tube running between σ2 and σ2+1/2R2 in a chosen direction
(it is useful to think about it as a “branch-cut”) and the total electric flux induced by this
excitation equals one half of the quantum in the supersymmetric (untwisted) theory.
As a consequence of these observations, we see that our model contains the string field
theory Hilbert space of the Rohm compactification in the large-N limit. At a very formal
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level, the dynamics of the model in an appropriate limit of small radii and large Yang-Mills
coupling, appears to reduce to that of free Rohm strings. However, this is not necessarily
a correct conclusion. The analysis of the moduli space lagrangian is done at the classical
level, but the apparent free string limit corresponds to a strongly coupled YM theory.
In [57] it was emphasized that the derivation of Matrix string theory depends crucially on
the nonrenormalization theorem for the moduli space lagrangian. We do not have such a
theorem here and cannot truly derive the free Rohm string theory from out model. This is
only the first of many difficulties.
A further important point is that the U(1) gauge theory (or U(1) × U(1) in the local
formalism) leads to a free theory which is identical to the conformal field theory in the
matrix string limit 1/R1 ≫ 1/R2. In particular we can see that the ground state in
the sectors with an odd magnetic flux has negative light cone energy, and would have to
be interpreted as a tachyon in a relativistic theory. Even if we assumed the clustering
property to be correct (in the next section we show that this property is likely to be broken
at the two-loop level), this tachyon would lead to inconsistency in the large-N limit: it
would be energetically favoured for a configuration in the U(N) theory to emit the N = 1
tachyonic string — and compensate the magnetic flux by the opposite value of the flux in
the remaining U(N − 1) theory. The energy of tachyon is of order −N0 which is negative
and N times bigger than the scale of energies we would hope to study in the large-N limit
(only states with energies of order 1/N admit a relativistic interpretation in the large-N
limit).
To make this more clear: in order to establish the existence of a relativistic large-N
limit we would have to find states with dispersion relation p
2+m2
N in the model, as well
as multiparticle states corresponding to separated particles which scatter in a manner
consistent with relativity. The observation of the previous paragraph shows that such
states would generally be unstable to emission of tachyons carrying the smallest unit of
longitudinal momentum.2 The only way to prevent this disaster is to lift the moduli space.
However, once we imagine that the moduli space is lifted it is unlikely that multiparticle
2Note that in SUSY Matrix Theory the excitations along directions where the gauge group is completely
broken down to U(1) factors have higher energy than the states with large longitudinal momentum.
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states of any kind exist and the model loses all possible spacetime interpretation. We will
investigate the cluster property of our model below. However, we first want to investigate
the type 0 string limits of our model. As above, we will work in a purely classical manner
and ignore the fact that the moduli space is lifted by quantum corrections.
5.4.3 Type 0 matrix strings
The Rohm compactified IIA string is the formal limit of our 2+1 dimensional gauge theory
when the untwisted circle of the Yang-Mills torus is much larger than the scale defined
by the gauge coupling, while the twisted circle is of order this scale or smaller. We will
now consider three other limits. The relation between the Yang-Mills parameters and the
M-theory parameters is
g2YM =
R
L1 L2
Σi =
l3pl
RLi
, (5.22)
where Σ1,2 is the untwisted (twisted) YM radius, L1,2 are the corresponding M-theory radii,
and R is the lightlike compactification length. In the type 0 string limit, we want to take
L2 → 0, with Σ2 fixed (it is the string length squared divided by R) and L1 of order the
string length). The latter restriction means that g2YMΣ1 is fixed. The limit is thus a 1 + 1
dimensional gauge theory on a fixed length twisted circle, with gauge coupling going to
infinity.
Restricting ourselves to classical considerations, we are led to the classical moduli space
of this gauge theory. The bosonic sector of the moduli space consists of two sets of in-
dependent N × N diagonalizable matrices. However, in order to obtain configurations
which obey the twisted boundary conditions and have energy of order 1/N , one must
consider only topological sectors in which the matrices in the two gauge groups are iden-
tical. Note however, that since the bosonic variables are in the adjoint representation,
they are not affected by gauge transformations which are in the U(1) subgroup. This
additional freedom becomes important when we consider the fermionic variables. The
boundary conditions on these allow one other kind of configuration with energy of or-
der 1/N : considering the fermions as N × N matrices, we can allow configurations in
which the diagonal matrix elements come back to minus themselves (corresponding to
the gauge transformation ±(1,−1) in U(N) × U(N)) after a cycle with length of order
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N . The resulting low energy degrees of freedom are fermion fields on the “long string”
with either periodic or antiperiodic boundary conditions. The gauge fields are vector
like so in terms of left and right moving fields we get only the PP and AA combina-
tions of boundary conditions. The O(8) chirality of the fermions is correlated to the
world sheet chirality as in IIA matrix string theory. One also obtains a GSO projec-
tion on these fermionic degrees of freedom by imposing the gauge projection correspond-
ing to the (1,−1) transformation. The resulting model is thus seen to be the type 0A
string theory, written in light cone Green-Schwarz variables. Remembering that the
1 + 1 twisted gauge theory was the matrix description of Scherk-Schwarz compactification
of M-theory, we recognize that we have derived the conjecture of Bergmann and Gab-
erdiel.
To obtain the 0B matrix string limit and the T-duality (on an untwisted circle) between
the two type 0 theories, we simply follow the results of one of the present authors and
Seiberg [57] and first take the strongly coupled Yang-Mills limit by going to the classical
moduli space and performing a 2+1 dimensional duality transformation. This corresponds
to both directions of the Yang-Mills torus being much larger than the Yang-Mills scale. We
then do a dimensional reduction to a 1 + 1 dimensional theory to describe the 0B and IIB
string limits. In the former, the twisted circle is taken much larger than the untwisted one,
while their relative sizes are reversed in the latter limit. After the duality transformation
and dimensional reduction the manipulations are identical to those reported above.
A serious gap in the argument is the absence of 2+1 superconformal invariance. In [57]
this was the crucial fact that enabled one to show that the interacting type IIB theory
was Lorentz invariant. Here that argument fails. We view this as an indication that the
spacetime picture derived from free type 0 string theory is misleading. We will discuss this
further below. Indeed, in the next subsection we show that the cluster property which is
at the heart of the derivation of spacetime from Matrix Theory fails to hold in our model.
5.4.4 Breakdown of the cluster property
The easiest way to derive the Feynman rules is to use the nonlocal formulation (5.15). It
looks similar to a local lagrangian except that the gauge field in the last term (i.e. the
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whole third line) is taken from σ2+1/2R2. In the Feynman diagrams the propagators have
(worldvolume) momenta in the lattice corresponding to the compactification, i.e. P1, P2 are
multiples of 2πR1 or 2πR2 respectively. The last term in (5.15) gives us a vertex with two
fermions and one gauge boson and the corresponding Feynman vertex contains a factor
(−1)P 2/2πR2 .
In order to determine the cluster properties of our theory, we must calculate the effective
action along the flat directions in the classical moduli space of the gauge theory. We will
concentrate on a single direction in which (in the nonlocal formulation) the gauge group
is broken to U(N1)× U(N2). That is, we calculate two body forces, rather than general k
body interactions. There is a subtlety in this calculation which has to do with our lack of
knowledge of the spectrum of this nonsupersymmetric theory.
In general, one may question the validity of the Born-Oppenheimer approxima-
tion for the flat directions because the individual nonabelian gauge groups appear
to give rise to infrared divergences in perturbation theory. In the SUSY version
of Matrix Theory this problem is resolved by the (folk) theorem that the general
U(N) theory (compactified on a torus) has threshold bound states. These correspond
to wave functions normalizable along the flat directions and should cut off the in-
frared divergences. In our SUSY violating model, we do not know the relevant theo-
rems.
The most conservative way to interpret our calculation is to take N1 = N2 = 1 in the
U(2) version of the model. If one finds an attractive two body force then it is reasonable
to imagine that in fact the general U(N) theory has a normalizable ground state, thus
justifying the Born-Oppenheimer approximation in the general case.
So let us proceed to calculate the potential in the U(2) case, and let R be the field which
represents the separation between two excitations of the U(1) model. From the point of
view of 2 + 1 dimensional field theory, R is a scalar field, with mass dimension 1/2. It is
related to the distance measured in M-theory by powers of the eleven dimensional Planck
scale. At large R, the charged fields of the U(2) model are very heavy. To integrate them
out we must understand the UV physics of the model. The formulation in terms of a
U(2) × U(2) theory with peculiar boundary conditions shows us that the UV divergences
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Figure 5.2: Non-vanishing two-loop contribu-
tions to the effective potential. Here V ′2 ≡
(ǫ(p)− 1)V2.
are of the same degree as those of the SUSY model, though some of the SUSY cancellations
do not occur, as we will see below. Ultraviolet physics is thus dominated by the fixed point
at vanishing Yang-Mills coupling and we can compute the large R expansion of the effective
action by perturbation theory.
The one loop contribution, figure 5.1, to the effective potential vanishes because it is
identical to that in the SUSYmodel. The only difference between the models in the nonlocal
formulation is the peculiar vertex described above. The leading contribution comes from
two loops and is of order g2YM (the squared coupling has dimensions of mass). It comes
only from the diagrams containing fermion lines shown in figure 5.2. These diagrams
should be evaluated in the nonlocal model and then their value in the SUSY model should
be subtracted. The rest of the two loop diagrams in the model are the same as the SUSY
case and they cancel (for time independent R) against the SUSY values of the diagrams
shown. Taking R very large in the diagrams is, by dimensional analysis, equivalent to
taking the volume large, and the potential is extensive in the volume in the large volume
limit. The massive particles in the loops have masses of order gYMR and this quantity is
kept fixed in the loop expansion.
Our lagrangian has two gauge boson fermion vertices V1 + ǫ(p)V2. p is the momentum.
In the SUSY theory, these are the two terms in the commutator. In our lagrangian, the
first is identical to that in the SUSY theory while the second differs from it by the sign
ǫ(p), which is negative for odd values of the loop momentum around the twisted circle.
Schematically then, the nonvanishing two loop contribution has the form
〈(V1 + ǫ(p)V2)2〉 − 〈(V1 + V2)2〉 (5.23)
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This can be rewritten as
2〈(ǫ(p)− 1)V1V2〉 . (5.24)
The resulting loop integral is quadratically ultraviolet divergent. The leading diver-
gence is independent of R, but there are subleading terms of order g2YMΛ |gYMR| and
g2YM ln(Λ)(gYMR)
2. Corrections higher order in the Yang-Mills coupling, as well as those
coming from finite volume of the Yang-Mills torus, are subleading both in R and Λ. Thus,
the leading order contribution to the potential is either confining, or gives a disastrous
runaway to large R. Which of these is the correct behavior is determined by our choice
of subtractions. It would seem absurd to choose the renormalized coefficient of R2 to be
negative, and obtain a hamiltonian unbounded from below. If that is the case, then a
confining potential prevents excitations from separating from each other in the would-be
transverse spacetime. In other words, the theory does not have a spacetime interpretation
at all, let alone a relativistically invariant one.
We also see that the fear expressed in the previous chapter that all excitations will decay
into tachyons of minimal longitudinal momentum was ill founded. Instead it would appear
that the entire system will form a single clump in transverse space. The U(1) part of the
theory decouples, so we can give this clump transverse momentum and obtain an energy
spectrum
P− ∼ RP
2
N
+∆ . (5.25)
where ∆ is the ground state energy of our nonlocal SU(N) Yang-Mills theory.
If ∆ were to turn out positive and of order 1/N , this dispersion relation would look like
that of a massive relativistic particle. We might be tempted to say that the system looked
like a single black hole propagating in an asymptotically flat spacetime. The stability of the
black hole would be explained if its mass were within the Planck regime. This interpretation
does not appear to be consistent, for semiclassical analysis of such a system indicates that
it has excitations corresponding to asymptotic gravitons propagating in the black hole
background. Our result about the lifting of the moduli space precludes the existence of
such excitations.
Since the vacuum energy is divergent, the positivity of ∆ is a matter of choice. However,
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large-N analysis suggests that it scales like a positive power of N , so we have another reason
that the black hole interpretation does not seem viable.
5.5 Conclusions
What are we to make of all these disasters? We believe that our work is solid evidence
for the absence of a Lorentz invariant vacuum of M-theory based on the Rohm compact-
ification. The Rohm strings are certainly degrees of freedom of our matrix model, even
if we cannot derive the (apparently meaningless because of the tachyon and unbounded
effective potential) string perturbation expansion from it (as a consequence of the absence
of a nonrenormalization theorem).
However, naive physical intuition based on the string perturbation series, sug-
gest that if there is a stable solution corresponding to the Rohm model, it is not
Lorentz invariant. While we cannot trust the perturbative calculations in detail,
they at least imply that the vacuum energy of the system is negative at its (hy-
pothetical) stable minimum. (We remind the reader that even at large radius, be-
fore the tachyon appears, the potential calculated by Rohm is negative and the sys-
tem wants to flow to smaller radius). Perhaps there is a nonsupersymmetric anti-
de Sitter solution of M-theory to which the Rohm model “flows”. There are many
problems with such an interpretation, since it involves changing asymptotic bound-
ary conditions in a generally covariant theory. Normally one would imagine that
M-theory with two different sets of asymptotic boundary conditions breaks up into
two different quantum mechanical systems which simply do not talk to each other.
The finite energy states with one set of boundary conditions simply have no over-
lap with the finite energy states of another (the definition of energy is completely
different).
As an aside we note that an extremely interesting question arises for systems (un-
like the Rohm compactification) which have a metastable Minkowski vacuum. In the
semiclassical approximation [36] one can sometimes find instantons which represent tun-
neling of a Minkowski vacuum into a “bubble of anti-de Sitter space”. Does this
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idea make any sense in a fully quantum mechanical theory, particularly if one be-
lieves in the holographic principle? Coleman and De Luccia argue that the system
inside the AdS bubble is unstable to recollapse and interpret this as a disaster of
cosmic proportions: Minkowski space fills up with bubbles, expanding at the speed
of light, the interior of each of which becomes singular in finite proper time. It
is hard to imagine how such a scenario could be described in a holographic frame-
work.3
At any rate, it is clear that the fate of the Rohm compactification depends cru-
cially on a change in vacuum expectation values. In this sense one might argue that
our attempt to study it in light cone frame was “doomed from the start”. It is
a notorious defect of the light cone approach that finding the correct vacuum is ex-
tremely difficult. It involves understanding and cancelling the large-N divergences of
the limiting DLCQ, by changing parameters in the light cone hamiltonian. If the
correct vacuum is a finite distance away in field space from the naive vacuum from
which one constructs the original DLCQ hamiltonian, this may simply mean that
the true hamiltonian has little resemblance to the one from which one starts. If
our physical arguments above are a good guide, the problem may be even more se-
vere. The correct vacuum may not even have a light cone frame hamiltonian formula-
tion.
We confess to having jumped in to the technical details of our construction before
thinking through the physical arguments above. Nonetheless, we feel that our failure is a
useful reminder that gravitational physics is very different from quantum field theory, and
an indication of the extreme delicacy of SUSY breaking in M-theory.
3This should not be taken simply as an indication that a holographic description of asymptotically
flat spacetimes is somehow sick. The Coleman-De Luccia instanton also exists in an asymptotically AdS
framework, with two negative energy vacua. If the higher energy state has very small vacuum energy the
semiclassical analysis is practically unchanged. So, if the Coleman-De Luccia phenomenon really exists in
M-theory we should be able to find a framework for studying it within AdS/CFT.
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Chapter 6
Asymptotic limits in the moduli space of M-theory
In this chapter which results from a work done together with Prof. Tom Banks and Prof.
Willy Fischler from Texas [72], we show that a subgroup of the modular group of M-theory
compactified on a ten torus, implies the Lorentzian structure of the moduli space, that is
usually associated with naive discussions of quantum cosmology based on the low energy
Einstein action. This structure implies a natural division of the asymptotic domains of
the moduli space into regions which can/cannot be mapped to Type II string theory or
11D Supergravity (SUGRA) with large radii. We call these the safe and unsafe domains.
The safe domain is the interior of the future light cone in the moduli space while the
unsafe domain contains the spacelike region and the past light cone. Within the safe
domain, apparent cosmological singularities can be resolved by duality transformations
and we briefly provide a physical picture of how this occurs. The unsafe domains represent
true singularities where all field theoretic description of the physics breaks down. They
violate the holographic principle. We argue that this structure provides a natural arrow
of time for cosmology. All of the Kasner solutions, of the compactified SUGRA theory
interpolate between the past and future light cones of the moduli space. We describe
tentative generalizations of this analysis to moduli spaces with less SUSY.
6.1 Introduction
There have been a large number of papers on the application of string theory and M-theory
to cosmology [73]-[83]. In the present chapter we will study the cosmology of toroidally
compactified M-theory, and argue that some of the singularities encountered in the low
energy field theory approximation can be resolved by U-duality. We argue that near any of
the singularities we study, new light states appear, which cannot be described by the low
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energy field theory. The matter present in the original universe decays into these states
and the universe proceeds to expand into a new large geometry which is described by a
different effective field theory.
In the course of our presentation we will have occasion to investigate the moduli space
of M-theory with up to ten compactified rectilinear toroidal dimensions and vanishing three
form potential. We believe that the results of this investigation are extremely interesting.
For tori of dimension, d ≤ 8, we find that all noncompact regions of the moduli space can
be mapped into weakly coupled Type II string theory, or 11D SUGRA, at large volume.
For d ≤ 7 this result is a subset of the results of Witten [84] on toroidal compactification
of string theory. The result for d = 9 is more interesting. There we find a region of moduli
space which cannot be mapped into well understood regions. We argue that a spacetime
cannot be in this regime if it satisfies the Bekenstein bound.
For the ten torus the moduli space can be viewed as a 9 + 1 dimensional Minkowski
space. The interior of the future light cone is the region that can be mapped into Type
II or 11D (we call the region which can be so mapped the safe domain of the moduli
space). We again argue that the other regions violate the Bekenstein bound, in the form
of the cosmological holographic principle of [87]. Interestingly, the pure gravity Kasner
solutions lie precisely on the light cone in moduli space. The condition that homogeneous
perturbations of the Kasner solutions by matter lie inside the light cone of moduli space is
precisely that the energy density be positive.
However, every Kasner solution interpolates between the past and future light cones.
Thus, M-theory appears to define a natural arrow of time for cosmological solutions in
the sense that it is reasonable to define the future as that direction in which the universe
approaches the safe domain. Cosmological solutions appear to interpolate between a past
where the holographic principle cannot be satisfied and a future where it can.
We argue that the 9 + 1 dimensional structure, which we derive purely group theoreti-
cally, 1 is intimately connected to the De Witt metric on the moduli space. In particular,
in the low energy interpretation, the signature of the space is a consequence of the familiar
1and thus presumably the structure of the (in)famous hyperbolic algebra E10, about which we shall have
nothing to say in this chapter, besides what is implicit in our use of its Weyl group.
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fact that the conformal factor has a negative kinetic energy in the Einstein action. Thus,
the fact that the duality group and its moduli space are exact properties of M-theory tells
us that this structure of the low energy effective action has a more fundamental significance
than one might have imagined. The results of this section are the core of the chapter and
the reader of limited patience should concentrate his attention on them.
In the Section 4 of this chapter we speculatively generalize our arguments to moduli
spaces with less SUSY. We argue that the proper arena for the study of M-theoretic cos-
mology is to be found in moduli spaces of compact ten manifolds with three form potential,
preserving some SUSY. The duality group is of course the group of discrete isometries of
the metric on moduli space. We argue that this is always a p + 1 dimensional Lorentz
manifold, where p is the dimension of the moduli space of appropriate, static, SUSY pre-
serving solutions of 11D SUGRA in 10 compact dimensions, restricted to manifolds of unit
volume. We discuss moduli spaces with varying amounts of SUSY, raise questions about
the adequacy of the 11D SUGRA picture in less supersymmetric cases, and touch on the
vexing puzzle of what it means to speak about a potential on the moduli space in those
cases where SUSY allows one. In the Appendix we discuss how the even self-dual lattices
Γ8 and Γ9,1 appear in our framework.
6.2 Moduli, vacua, quantum cosmology and singularities
6.2.1 Some idiosyncratic views on general wisdom
M-theorists have traditionally occupied themselves with moduli spaces of Poincare´ invariant
SUSY vacua. It was hoped that the traditional field theoretic mechanisms for finding stable
vacuum states would uniquely pick out a state which resembled the world we observe.
This point of view is very hard to maintain after the String Duality Revolution. It
is clear that M-theory has multiparameter families of exact quantum mechanical SUSY
ground states, and that the first phenomenological question to be answered by M-theory
is why we do not live in one of these SUSY states. It is logical to suppose that the
answer to this question lies in cosmology. That is, the universe is as it is not because this
is the only stable endpoint to evolution conceivable in M-theory but also because of the
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details of its early evolution. To motivate this proposal, recall that in infinite Poincare´
invariant space time of three or more dimensions, moduli define superselection sectors.
Their dynamics is frozen and solving it consists of minimizing some effective potential once
and for all, or just setting them at some arbitrary value if there is no potential. Only in
cosmology do the moduli become real dynamical variables. Since we are now convinced
that Poincare´ invariant physics does not destabilize these states, we must turn to cosmology
for an explanation of their absence in the world of phenomena.
The focus of our cosmological investigations will be the moduli which are used to
parametrize SUSY compactifications of M-theory. We will argue that there is a natu-
ral Born-Oppenheimer approximation to the theory in which these moduli are the slow
variables. In various semiclassical approximations the moduli arise as zero modes of fields
in compactified geometries. One of the central results of String Duality was the realization
that various aspects of the space of moduli could be discussed (which aspects depend on
precisely how much SUSY there is) even in regions where the notions of geometry, field
theory and even weakly coupled string theory, were invalid. The notion of the moduli space
is more robust than its origin in the zero modes of fields would lead us to believe.
The moduli spaces of solutions of the SUGRA equations of motion that preserve eight
or more SUSYs, parametrize exact flat directions of the effective action of M-theory. Thus
they can perform arbitrarily slow motions. Furthermore, their action is proportional to
the volume of the universe in fundamental units. Thus, once the universe is even an order
of magnitude larger than the fundamental scale we should be able to treat the moduli
as classical variables. They provide the natural definition of a semiclassical time variable
which is necessary to the physical interpretation of a generally covariant theory. In this
and the next section we will concentrate on the case with maximal SUSY. We relax this
restriction in section 4. There we also discuss briefly the confusing situation of four or fewer
SUSYs where there can be a potential on the moduli space.
In this chapter we will always use the term moduli in the sense outlined above. They
are the slowest modes in the Born-Oppenheimer approximation to M-theory which becomes
valid in the regime we conventionally describe by quantum field theory. In this regime
they can be thought of as special modes of fields on a large smooth manifold. However,
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we believe that string duality has provided evidence that the moduli of supersymmetric
compactifications are exact concepts in M-theory, while the field theoretic (or perturbative
string theoretic) structures from which they were derived are only approximations. The
Born-Oppenheimer approximation for the moduli is likely to be valid even in regimes where
field theory breaks down. The first task in understanding an M-theoretic cosmology is to
discuss the dynamics of the moduli. After that we can begin to ask when and how the
conventional picture of quantum field theory in a classical curved spacetime becomes a
good approximation.
6.2.2 Quantum cosmology
The subject of Quantum Cosmology is quite confusing. We will try to be brief in explain-
ing our view of this arcane subject. There are two issues involved in quantizing a theory
with general covariance or even just time reparametrization invariance. The first is the
construction of a Hilbert space of gauge invariant physical states. The second is describing
the physical interpretation of the states and in particular, the notion of time evolution in a
system whose canonical Hamiltonian has been set equal to zero as part of the constraints
of gauge invariance. The first of these problems has been solved only in simple systems like
first quantized string theory or Chern-Simons theory, including pure 2+1 dimensional Ein-
stein gravity. However, it is a purely mathematical problem, involving no interpretational
challenges. We are hopeful that it will be solved in M-theory, at least in principle, but such
a resolution clearly must await a complete mathematical formulation of the theory.
The answer to the second problem, depends on a semiclassical approximation. The
principle of time reparametrization invariance forces us to base our measurements of time
on a physical variable. If all physical variables are quantum mechanical, one cannot expect
the notion of time to resemble the one we are used to from quantum field theory. It is well
understood [88]-[90] how to derive a conventional time dependent Schro¨dinger equation for
the quantum variables from the semiclassical approximation to the constraint equations for
a time reparametrization invariant system. We will review this for the particular system of
maximally SUSY moduli.
In fact, we will restrict our attention to the subspace of moduli space described by
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rectilinear tori with vanishing three form. In the language of 11D SUGRA, we are discussing
metrics of the Kasner form
ds2 = −dt2 + L2i (t)(dxi)2 (6.1)
where the xi are ten periodic coordinates with period 1. When restricted to this class of
metrics, the Einstein Lagrangian has the form
L = V
∑
i
L˙2i
L2i
−
(∑
i
L˙i
Li
)2 , (6.2)
where V , the volume, is the product of the Li. In choosing to write the metric in these
coordinates, we have lost the equation of motion obtained by varying the variable g00. This
is easily restored by imposing the constraint of time reparametrization invariance. The
Hamiltonian E00 derived from (6.2) should vanish on physical states. This gives rise to the
classical Wheeler-De Witt equation
2E00 =
(∑
i
L˙i
Li
)2
−
∑
i
(
L˙i
Li
)2
= 0, (6.3)
which in turn leads to a naive quantum Wheeler-De Witt equation:
1
4V
(∑
i
Π2i −
2
9
(
∑
i
Πi)
2
)
Ψ = 0. (6.4)
That is, we quantize the system by converting the unconstrained phase space variables
(we choose the logarithms of the Li as canonical coordinates) to operators in a function
space. Then physical states are functions satisfying the partial differential equation (6.4).
There are complicated mathematical questions involved in constructing an appropriate in-
ner product on the space of solutions, and related problems of operator ordering. In more
complex systems it is essential to use the BRST formalism to solve these problems. We
are unlikely to be able to resolve these questions before discovering the full nonperturba-
tive formulation of M-theory. However, for our present semiclassical considerations these
mathematical details are not crucial.
We have already emphasized that when the volume of the system is large compared to
the Planck scale, the moduli behave classically. It is then possible to use the time defined
by a particular classical solution (in a particular coordinate system in which the solution
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is nonsingular for almost all time). Mathematically what this means is that in the large
volume limit, the solution to the Wheeler De Witt equation takes the form
ψWKB(c)Ψ(q, t[c0]) (6.5)
Here c is shorthand for the variables which are treated by classical mechanics, q denotes the
rest of the variables and c0 is some function of the classical variables which is a monotonic
function of time. The wave function Ψ satisfies a time dependent Schro¨dinger equation
i∂tΨ = H(t)Ψ (6.6)
and it is easy to find an inner product which makes the space of its solutions into a Hilbert
space and the operators H(t) Hermitian. In the case where the quantum variables q are
quantum fields on the geometry defined by the classical solution, this approximation is
generally called Quantum Field Theory in Curved Spacetime. We emphasize however that
the procedure is very general and depends only on the validity of the WKB approximation
for at least one classical variable, and the fact that the Wheeler De Witt equation is a
second order hyperbolic PDE, with one timelike coordinate. These facts are derived in the
low energy approximation of M-theory by SUGRA. However, we will present evidence in
the next section that they are consequences of the U-duality symmetry of the theory and
therefore possess a validity beyond that of the SUGRA approximation.
From the low energy point of view, the hyperbolic nature of the equation is a conse-
quence of the famous negative sign for the kinetic energy of the conformal factor in Einstein
gravity, and the fact that the kinetic energies of all the other variables are positive. It means
that the moduli space has a Lorentzian metric.
6.2.3 Kasner singularities and U-duality
The classical Wheeler-De Witt-Einstein equation for Kasner metrics takes the form:
(
V˙
V
)2 −
10∑
i=1
(
L˙i
Li
)2 = 0 (6.7)
This should be supplemented by equations for the ratios of individual radii Ri;
∏10
i=1Ri = 1.
The latter take the form of geodesic motion with friction on the manifold of Ri (which we
parametrize e.g. by the first nine ratios)
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∂2tRi + Γ
i
jk∂tRj∂tRk + ∂t(lnV )∂tRi (6.8)
Γ is the Christoffel symbol of the metric Gij on the unimodular moduli space. We write the
equation in this general form because many of our results remain valid when the rest of the
variables are restored to the moduli space, and even generalize to the less supersymmetric
moduli spaces discussed in section 4. By introducing a new time variable through V (t)∂t =
−∂s we convert this equation into nondissipative geodesic motion on moduli space. Since
the “energy” conjugate to the variable s is conserved, the energy of the nonlinear model in
cosmic time (the negative term in the Wheeler De Witt equation) satisfies
∂tE = −2∂t(lnV )E (6.9)
whose solution is
E =
E0
V 2
(6.10)
Plugging this into the Wheeler De Witt equation we find that V ∼ t (for solutions which
expand as t → ∞). Thus, for this class of solutions we can choose the volume as the
monotonic variable c0 which defines the time in the quantum theory.
For the Kasner moduli space, we find that the solution of the equations for individual
radii are
Ri(t) = Lplanck(t/t0)
pi (6.11)
where ∑
p2i =
∑
pi = 1 (6.12)
Note that the equation (6.12) implies that at least one of the pi is negative (we have again
restricted attention to the case where the volume expands as time goes to infinity).
It is well known that all of these solutions are singular at both infinite and zero time.
Note that if we add a matter or radiation energy density to the system then it dominates
the system in the infinite volume limit and changes the solutions for the geometry there.
However, near the singularity at vanishing volume both matter and radiation become neg-
ligible (despite the fact that their densities are becoming infinite) and the solutions retain
their Kasner form.
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All of this is true in 11D SUGRA. In M-theory we know that many regions of moduli
space which are apparently singular in 11D SUGRA can be reinterpreted as living in large
spaces described by weakly coupled Type II string theory or a dual version of 11D SUGRA.
The vacuum Einstein equations are of course invariant under these U-duality transforma-
tions. So one is lead to believe that many apparent singularities of the Kasner universes
are perfectly innocuous.
Note however that phenomenological matter and radiation densities which one might
add to the equations are not invariant under duality. The energy density truly becomes
singular as the volume goes to zero. How then are we to understand the meaning of the
duality symmetry? The resolution is as follows. We know that when radii go to zero, the
effective field theory description of the universe in 11D SUGRA becomes singular due to the
appearance of new low frequency states. We also know that the singularity in the energy
densities of matter and radiation implies that scattering cross sections are becoming large.
Thus, it seems inevitable that phase space considerations will favor the rapid annihilation
of the existing energy densities into the new light degrees of freedom. This would be
enhanced for Kaluza-Klein like modes, whose individual energies are becoming large near
the singularity.
Thus, near a singularity with a dual interpretation, the contents of the universe will be
rapidly converted into new light modes, which have a completely different view of what the
geometry of space is2. The most effective description of the new situation is in terms of the
transformed moduli and the new light degrees of freedom. The latter can be described in
terms of fields in the reinterpreted geometry. We want to emphasize strongly the fact that
the moduli do not change in this transformation, but are merely reinterpreted. This squares
with our notion that they are exact concepts in M-theory. By contrast, the fields whose
zero modes they appear to be in a particular semiclassical regime, do not always make
sense. The momentum modes of one interpretation are brane winding modes in another
and there is no approximate way in which we can consider both sets of local fields at the
same time. Fortunately, there is also no regime in which both kinds of modes are at low
2After this work was substantially complete, we received a paper, [91], which proposes a similar view of
certain singularities. See also [92].
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energy simultaneously, so in every regime where the time dependence is slow enough to
make a low energy approximation, we can use local field theory.
This mechanism for resolving cosmological singularities leads naturally to the question
of precisely which noncompact regions of moduli space can be mapped into what we will
call the safe domain in which the theory can be interpreted as either 11D SUGRA or Type
II string theory with radii large in the appropriate units. The answer to this question is,
we believe, more interesting than the idea which motivated it. We now turn to the study
of the moduli space.
6.3 The moduli space of M-theory on rectangular tori
In this section, we will study the structure of the moduli space of M-theory compactified
on various tori T k with k ≤ 10. We are especially interested in noncompact regions of this
space which might represent either singularities or large universes. As above, the three-
form potential AMNP will be set to zero and the circumferences of the cycles of the torus
will be expressed as the exponentials
Li
Lplanck
= tpi , i = 1, 2, . . . , k. (6.13)
The remaining coordinates x0 (time) and xk+1 . . . x10 are considered to be infinite and
we never dualize them.
So the radii are encoded in the logarithms pi. We will study limits of the moduli space
in various directions which correspond to keeping pi fixed and sending t→∞ (the change
to t→ 0 is equivalent to pi → −pi so we do not need to study it separately).
We want to emphasize that our discussion of asymptotic domains of moduli space is
complete, even though we restrict ourselves to rectilinear tori with vanishing three form.
Intuitively this is because the moduli we leave out are angle variables. More formally, the
full moduli space is a homogeneous space. Asymptotic domains of the space correspond to
asymptotic group actions, and these can always be chosen in the Cartan subalgebra. The
pi above can be thought of as parametrizing a particular Cartan direction in E10.
3
3We thank E.Witten for a discussion of this point.
104
6.3.1 The 2/5 transformation
M-theory has dualities which allows us to identify the vacua with different pi’s. A subgroup
of this duality group is the Sk which permutes the pi’s. Without loss of generality, we can
assume that p1 ≤ p2 ≤ . . . ≤ p9. We will assume this in most of the text. The full group
that leaves invariant rectilinear tori with vanishing three form is the Weyl group of the
noncompact Ek group of SUGRA. We will denote it by Gk. We will give an elementary
derivation of the properties of this group for the convenience of the reader. Much of this
is review, but our results about the boundaries of the fundamental domain of the action
of Gk with k = 9, 10 on the moduli space, are new. Gk is generated by the permutations,
and one other transformation which acts as follows:
(p1, p2, . . . , pk) 7→ (p1 − 2s
3
, p2 − 2s
3
, p3 − 2s
3
, p4 +
s
3
, . . . , pk +
s
3
). (6.14)
where s = (p1 + p2 + p3). Before explaining why this transformation is a symmetry of
M-theory, let us point out several of its properties (6.14).
• The total sum S = ∑ki=1 pi changes to S 7→ S + (k − 9)s/3. So if s < 0, the sum
increases for k < 9, decreases for k > 9 and is left invariant for k = 9.
• If we consider all pi’s to be integers which are equal modulo 3, this property will hold
also after the 2/5 transformation. The reason is that, due to the assumptions, s is a
multiple of three and the coefficients −2/3 and +1/3 differ by an integer. As a result,
from any initial integer pi’s we get pi’s which are multiples of 1/3 which means that
all the matrix elements of matrices in Gk are integer multiples of 1/3.
• The order of p1, p2, p3 is not changed (the difference p1 − p2 remains constant, for
instance). Similarly, the order of p4, p5, . . . , pk is unchanged. However the ordering
between p1...3 and p4...k can change in general. By convention, we will follow each 2/5
transformation by a permutation which places the pi’s in ascending order.
• The bilinear quantity I = (9 − k)∑(p2i ) + (∑ pi)2 = (10 − k)∑(p2i ) + 2∑i<j pipj is
left invariant by Gk.
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The fact that 2/5 transformation is a symmetry of M-theory can be proved as follows.
Let us interpret L1 as the M-theoretical circle of a type IIA string theory. Then the
simplest duality which gives us a theory of the same kind (IIA) is the double T-duality.
Let us perform it on the circles L2 and L3. The claim is that if we combine this double
T-duality with a permutation of L2 and L3 and interpret the new L1 as the M-theoretical
circle again, we get precisely (6.14).
Another illuminating way to view the transformation 2/5 transformation is to compact-
ify M-theory on a three torus. The original M2-brane and the M5-brane wrapped on the
three torus are both BPS membranes in eight dimensions. One can argue that there is a
duality transformation exchanging them [93]. In the limit in which one of the cycles of the
T 3 is small, so that a type II string description becomes appropriate, it is just the double
T-duality of the previous paragraph. The fact that this transformation plus permutations
generates Gk was proven by the authors of [94] for k ≤ 9, see also [95].
6.3.2 Extreme moduli
There are three types of boundaries of the toroidal moduli space which are amenable to
detailed analysis. The first is the limit in which eleven-dimensional supergravity becomes
valid. We will denote this limit as 11D. The other two limits are weakly coupled type IIA
and type IIB theories in 10 dimensions. We will call the domain of asymptotic moduli
space which can be mapped into one of these limits, the safe domain.
• For the limit 11D, all the radii must be greater than Lplanck. Note that for t→∞ it
means that all the radii are much greater than Lplanck. In terms of the pi’s , this is
the inequality pi > 0.
• For type IIA, the dimensionless coupling constant gIIAs must be smaller than 1 (much
smaller for t → ∞) and all the remaining radii must be greater than Lstring (much
greater for t→∞).
• For type IIB, the dimensionless coupling constant gIIBs must be smaller than 1 (much
smaller for t → ∞) and all the remaining radii must be greater than Lstring (much
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greater for t→∞), including the extra radius whose momentum arises as the number
of wrapped M2-branes on the small T 2 in the dual 11D SUGRA picture.
If we assume the canonical ordering of the radii, i.e. p1 ≤ p2 ≤ p3 ≤ . . . ≤ pk, we can
simplify these requirements as follows:
• 11D: 0 < p1
• IIA: p1 < 0 < p1 + 2p2
• IIB: p1 + 2p2 < 0 < p1 + 2p3
To derive this, we have used the familiar relations:
L1
Lplanck
= (gIIAs )
2/3 =
(
Lplanck
Lstring
)2
=
(
L1
Lstring
)2/3
(6.15)
for the 11D/IIA duality (L1 is the M-theoretical circle) and similar relations for the 11D/IIB
case (L1 < L2 are the parameters of the T
2 and LIIB is the circumference of the extra
circle):
L1
L2
= gIIBs , 1 =
L1L
2
string
L3planck
=
gIIBs L2L
2
string
L3planck
=
LIIBL1L2
L3planck
, (6.16)
1
gIIBs
(
Lplanck
Lstring
)4
=
L1L2
L2planck
=
Lplanck
LIIB
= (gIIBs )
1/3
(
Lstring
LIIB
)4/3
(6.17)
Note that the regions defined by the inequalities above cannot overlap, since the regions
are defined by M,M c ∩A,Ac ∩B where Ac means the complement of a set. Furthermore,
assuming pi < pi+1 it is easy to show that p1+2p3 < 0 implies p1+2p2 < 0 and p1+2p2 < 0
implies 3p1 < 0 or p1 < 0.
This means that (neglecting the boundaries where the inequalities are saturated) the
region outside 11D∪IIA∪IIB is defined simply by p1+2p3 < 0. The latter characterization
of the safe domain of moduli space will simplify our discussion considerably.
The invariance of the bilinear form defined above gives an important constraint on the
action of Gk on the moduli space. For k = 10 it is easy to see that, considering the pi to
be the coordinates of a ten vector, it defines a Lorentzian metric on this ten dimensional
space. Thus the group G10 is a discrete subgroup of O(1, 9). The direction in this space
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Figure 6.1: The structure of the moduli space for T 2.
corresponding to the sum of the pi is timelike, while the hyperplane on which this sum
vanishes is spacelike. We can obtain the group G9 from the group G10 by taking p10 to
infinity and considering only transformations which leave it invariant. Obviously then, G9
is a discrete subgroup of the transverse Galilean group of the infinite momentum frame.
For k ≤ 8 on the other hand, the bilinear form is positive definite and Gk is contained in
O(k). Since the latter group is compact, and there is a basis in which the Gk matrices
are all integers divided by 3, we conclude that in these cases Gk is a finite group. In a
moment we will show that G9 and a fortiori G10 are infinite. Finally we note that the 2/5
transformation is a spatial reflection in O(1, 9). Indeed it squares to 1 so its determinant
is ±1. On the other hand, if we take all but three coordinates very large, then the 2/5
transformation of those coordinates is very close to the spatial reflection through the plane
p1 + p2 + p3 = 0, so it is a reflection of a single spatial coordinate.
We now prove that G9 is infinite. Start with the first vector of pi’s given below and
iterate (6.14) on the three smallest radii (a strategy which we will use all the time) – and
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sort pi’s after each step, so that their index reflects their order on the real line. We get
(−1,−1,−1, −1,−1,−1, −1,−1,−1)
(−2,−2,−2, −2,−2,−2, +1,+1,+1)
(−4,−4,−4, −1,−1,−1, +2,+2,+2)
(−5,−5,−5, −2,−2,−2, +4,+4,+4)
...
(3× (2− 3n), 3× (−1), 3× (3n − 4))
(3× (1− 3n), 3× (−2), 3× (3n − 2))
(6.18)
so the entries grow (linearly) to infinity.
6.3.3 Covering the moduli space
We will show that there is a useful strategy which can be used to transform any point {pi}
into the safe domain in the case of T k, k < 9. The strategy is to perform iteratively 2/5
transformations on the three smallest radii.
Assuming that {pi} is outside the safe domain, i.e. p1+2p3 < 0 (pi’s are sorted so that
pi ≤ pi+1), it is easy to see that p1 + p2 + p3 < 0 (because p2 ≤ p3). As we said below the
equation (6.14), the 2/5 transformation on p1, p2, p3 always increases the total sum
∑
pi for
p1 + p2 + p3 < 0. But this sum cannot increase indefinitely because the group Gk is finite
for k < 9. Therefore the iteration proccess must terminate at some point. The only way
this can happen is that the assumption p1+2p3 < 0 no longer holds, which means that we
are in the safe domain. This completes the proof for k < 9.
For k = 9 the proof is more difficult. The group G9 is infinite and furthermore, the sum
of all pi’s does not change. In fact the conservation of
∑
pi is the reason that only points
with
∑
pi > 0 can be dualized to the safe domain. The reason is that if p1 + 2p3 ≥ 0, also
3p1 + 6p3 ≥ 0 and consequently
p1+p2+p3+p4+p5+p6+p7+p8+p9 ≥ p1+p1+p1+p3+p3+p3+p3+p3+p3 ≥ 0. (6.19)
This inequality is saturated only if all pi’s are equal to each other. If their sum vanishes,
each pi must then vanish. But we cannot obtain a zero vector from a nonzero vector by
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2/5 transformations because they are nonsingular. If the sum
∑
pi is negative, it is also
clear that we cannot reach the safe domain.
However, if
∑9
i=1 pi > 0, then we can map the region of moduli space with t→∞ to the
safe domain. We will prove it for rational pi’s only. This assumption compensates for the
fact that the order of G9 is infinite. Assuming pi’s rational is however sufficient because
we will see that a finite product of 2/5 transformations brings us to the safe domain. But
a composition of a finite number of 2/5 transformations is a continuous map from R9 to
R
9 so there must be at least a “ray” part of a neighborhood which can be also dualized to
the safe domain. Because Q9 is dense in R9, our argument proves the result for general
values of pi.
From now on we assume that the pi’s are rational numbers. Everything is scale invariant
so we may multiply them by a common denominator to make integers. In fact, we choose
them to be integer multiples of three since in that case we will have integer pi’s even after
2/5 transformations. The numbers pi are now integers equal modulo 3 and their sum is
positive. We will define a critical quantity
C =
1...9∑
i<j
(pi − pj)2. (6.20)
This is a priori an integer greater than or equal to zero which is invariant under permu-
tations. What happens to C if we make a 2/5 transformation on the radii p1, p2, p3? The
differences p1 − p2, p1 − p3, p2 − p3 do not change and this holds for p4 − p5, . . . p8 − p9,
too. The only contributions to (6.20) which are changed are from 3 · 6 = 18 “mixed” terms
like (p1 − p4)2. Using (6.14),
(p1 − p4) 7→ (p1 − 2s
3
)− (p4 + s
3
) = (p1 − p4)− s (6.21)
so its square
(p1 − p4)2 7→ [(p1 − p4)− s]2 = (p1 − p4)2 − 2s(p1 − p4) + s2 (6.22)
changes by −2s(p1 − p4) + s2. Summing over all 18 terms we get (s = p1 + p2 + p3)
∆C = −2s[6(p1+p2+p3)−3(p4+. . .+p9)]+18s2 = 6s2+6
(
(
9∑
i=1
pi)− s
)
= 6s
9∑
i=1
pi. (6.23)
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But this quantity is strictly negative because
∑
pi is positive and s < 0 (we define the safe
domain with boundaries, p1 + 2p3 ≥ 0).
This means that C defined in (6.20) decreases after each 2/5 transformation on the
three smallest radii. Since it is a non-negative integer, it cannot decrease indefinitely. Thus
the assumption p1 + 2p3 < 0 becomes invalid after a finite number of steps and we reach
the safe domain.
The mathematical distinction between the two regions of the moduli space according to
the sign of the sum of nine pi’s, has a satisfying interpretation in terms of the holographic
principle. In the safe domain, the volume of space grows in the appropriate Planck units,
while in the region with negative sum it shrinks to zero. The holographic principle tells
us that in the former region we are allowed to describe many of the states of M-theory in
terms of effective field theory while in the latter region we are not. The two can therefore
not be dual to each other.
Now let us turn to the fully compactified case. As we pointed out, the bilinear form I ≡
2
∑
i<j pipj defines a Lorentzian signature metric on the vector space whose components are
the pi. The 2/5 transformation is a spatial reflection and therefore the group G10 consists
of orthochronous Lorentz transformations. Now consider a vector in the safe domain. We
can write it as
(−2,−2 + a1, 1 + a2, . . . , 1 + a9)S, S ∈ R+ (6.24)
where the ai are positive. It is easy to see that I is positive on this configuration. This means
that only the inside of the light cone can be mapped into the safe domain. Furthermore,
since
∑
pi is positive in the safe domain and the transformations are orthochronous, only
the interior of the future light cone in moduli space can be mapped into the safe domain.
We would now like to show that the entire interior of the forward light cone can be so
mapped. We use the same strategy of rational coordinates dense in R10. If we start outside
the safe domain, the sum of the first three pi is negative. We again pursue the strategy of
doing a 2/5 transformation on the first three coordinates and then reordering and iterating.
For the case of G9 the sum of the coordinates was an invariant, but here it decreases under
the 2/5 transformation of the three smallest coordinates, if their sum is negative. But
∑
pi
is (starting from rational values and rescaling to get integers congruent modulo three as
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before) a positive integer and must remain so after G10 operations. Thus, after a finite
number of iterations, the assumption that the sum of the three smallest coordinates is
negative must fail, and we are in the safe domain. In fact, we generically enter the safe
domain before this point. The complement of the safe domain always has negative sum
of the first three coordinates, but there are elements in the safe domain where this sum is
negative.
It is quite remarkable that the bilinear form I is proportional to the Wheeler-De Witt
Hamiltonian for the Kasner solutions:
I
t2
=
(∑
i
dLi/dt
Li
)2
−
∑
i
(
dLi/dt
Li
)2
=
2
t2
∑
i<j
pipj. (6.25)
The solutions themselves thus lie precisely on the future light cone in moduli space. Each
solution has two asymptotic regions (t → 0,∞ in (6.1)), one of which is in the past light
cone and the other in the future light cone of moduli space. The structure of the modular
group thus suggests a natural arrow of time for cosmological evolution. The future may be
defined as the direction in which the solution approaches the safe domain of moduli space.
All of the Kasner solutions then, have a true singularity in their past, which cannot be
removed by duality transformations.
Actually, since the Kasner solutions are on the light cone, which is the boundary of
the safe domain, we must add a small homogeneous energy density to the system in order
to make this statement correct. The condition that we can map into the safe domain
is then the statement that this additional energy density is positive. Note that in the
safe domain, and if the equation of state of this matter satisfies (but does not saturate)
the holographic bound of [87], this energy density dominates the evolution of the universe,
while near the singularity, it becomes negligible compared to the Kasner degrees of freedom.
The assumption of a homogeneous negative energy density is manifestly incompatible with
Einstein’s equations in a compact flat universe so we see that the spacelike domain of
moduli space corresponds to a physical situation which cannot occur in the safe domain.
The backward lightcone of the asymptotic moduli space is, as we have said, visited by
all of the classical solutions of the theory. However, it violates the holographic principle of
[87] if we imagine that the universe has a constant entropy density per comoving volume.
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We emphasize that in this context, entropy means the logarithm of the dimension of the
Hilbert space of those states which can be given a field theoretic interpretation and thus
localized inside the volume.
Thus, there is again a clear physical reason why the unsafe domain of moduli space
cannot be mapped into the safe domain. Note again that matter obeying the holographic
bound of [87] in the future, cannot alter the nature of the solutions near the true singular-
ities.
To summarize: the U-duality groupG10 divides the asymptotic domains of moduli space
into three regions, corresponding to the spacelike and future and past timelike regimes of
a Lorentzian manifold. Only the future lightcone can be understood in terms of weakly
coupled SUGRA or string theory. The group theory provides an exact M-theoretic meaning
for the Wheeler-De Witt Hamiltonian for moduli. Classical solutions of the low energy
effective equations of motion with positive energy density for matter distributions lie in the
timelike region of moduli space and interpolate between the past and future light cones.
We find it remarkable that the purely group theoretical considerations of this section seem
to capture so much of the physics of toroidal cosmologies.
6.4 Moduli spaces with less SUSY
We would like to generalize the above considerations to situations which preserve less SUSY.
This enterprise immediately raises some questions, the first of which is what we mean
by SUSY. Cosmologies with compact spatial sections have no global symmetries in the
standard sense since there is no asymptotic region in which one can define the generators.
We will define a cosmology with a certain amount of SUSY by first looking for Euclidean
ten manifolds and three form field configurations which are solutions of the equations of
11D SUGRA and have a certain number of Killing spinors. The first approximation to
cosmology will be to study motion on a moduli space of such solutions. The motivation for
this is that at least in the semiclassical approximation we are guaranteed to find arbitrarily
slow motions of the moduli. In fact, in many cases, SUSY nonrenormalization theorems
guarantee that the semiclassical approximation becomes valid for slow motions because the
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low energy effective Lagrangian of the moduli is to a large extent determined by SUSY.
There are however a number of pitfalls inherent in our approach. We know that for some
SUSY algebras, the moduli space of compactifications to four or six dimensions is not a
manifold. New moduli can appear at singular points in moduli space and a new branch
of the space, attached to the old one at the singular point, must be added. There may be
cosmologies which traverse from one branch to the other in the course of their evolution. If
that occurs, there will be a point at which the moduli space approximation breaks down.
Furthermore, there are many examples of SUSY vacua of M-theory which have not yet been
continuously connected on to the 11D limit, even through a series of “conifold” transitions
such as those described above [96]. In particular, it has been suggested that there might
be a completely isolated vacuum state of M-theory [97]. Thus it might not be possible
to imagine that all cosmological solutions which preserve a given amount of SUSY are
continuously connected to the 11D SUGRA regime.
Despite these potential problems, we think it is worthwhile to begin a study of compact,
SUSY preserving, ten manifolds. In this chapter we will only study examples where the
three form field vanishes. The well known local condition for a Killing spinor, Dµǫ = 0, has
as a condition for local integrability the vanishing curvature condition
Rabµνγabǫ = 0 (6.26)
Thus, locally the curvature must lie in a subalgebra of the Lie algebra of Spin(10) which
annihilates a spinor. The global condition is that the holonomy around any closed path
must lie in a subgroup which preserves a spinor. Since we are dealing with 11D SUGRA,
we always have both the 16 and 16 representations of Spin(10) so SUSYs come in pairs.
For maximal SUSY the curvature must vanish identically and the space must be a torus.
The next possibility is to preserve half the spinors and this is achieved by manifolds of the
form K3× T 7 or orbifolds of them by freely acting discrete symmetries.
We now jump to the case of 4 SUSYs. To find examples, it is convenient to consider
the decompositions Spin(10) ⊇ Spin(k)× Spin(10 − k).
The 16 is then a tensor product of two lower dimensional spinors. For k = 2, the
holonomy must be contained in SU(4) ⊆ Spin(8) in order to preserve a spinor, and it
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then preserves two (four once the complex conjugate representation is taken into account).
The corresponding manifolds are products of Calabi-Yau fourfolds with two tori, perhaps
identified by the action of a freely acting discrete group. This moduli space is closely related
to that of F-theory compactifications to four dimensions with minimal four dimensional
SUSY. The three spatial dimensions are then compactified on a torus. For k = 3 the
holonomy must be in G2 ⊆ Spin(7). The manifolds are, up to discrete identifications,
products of Joyce manifolds and three tori. For k = 4 the holonomy is in SU(2) × SU(3).
The manifolds are free orbifolds of products of Calabi-Yau threefolds and K3 manifolds.
This moduli space is that of the heterotic string compactified on a three torus and Calabi-
Yau three fold. The case k = 5 does not lead to any more examples with precisely 4
SUSYs.
It is possible that M-theory contains U-duality transformations which map us between
these classes. For example, there are at least some examples of F-theory compactifica-
tions to four dimensional Minkowski space which are dual to heterotic compactifications on
threefolds. After further compactification on three tori we expect to find a map between
the k = 2 and k = 4 moduli spaces.
To begin the study of the cosmology of these moduli spaces we restrict the Einstein
Lagrangian to metrics of the form
ds2 = −dt2 + gAB(t)dxAdxB (6.27)
where the euclidean signature metric gAB lies in one of the moduli spaces. Since all of
these are spaces of solutions of the Einstein equations they are closed under constant
rescaling of the metric. Since they are spaces of restricted holonomy, this is the only Weyl
transformation which relates two metrics in a moduli space. Therefore the equations (6.7)
and (6.8) remain valid, where Gij is now the De Witt metric on the restricted moduli space
of unit volume metrics.
It is clear that the metric on the full moduli space still has Lorentzian signature in the
SUGRA approximation. In some of these cases of lower SUSY, we expect the metric to be
corrected in the quantum theory. However, we do not expect these corrections to alter the
signature of the metric. To see this note that each of the cases we have described has a
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two torus factor. If we decompactify the two torus, we expect a low energy field theoretic
description as three dimensional gravity coupled to scalar fields and we can perform a Weyl
transformation so that the coefficient of the Einstein action is constant. The scalar fields
must have positive kinetic energy and the Einstein term must have its conventional sign if
the theory is to be unitary. Thus, the decompactified moduli space has a positive metric.
In further compactifying on the two torus, the only new moduli are those contained in
gravity, and the metric on the full moduli space has Lorentzian signature.
Note that as in the case of maximal SUSY, the region of the moduli space with large
ten volume and all other moduli held fixed, is in the future light cone of any finite point in
the moduli space. Thus we suspect that much of the general structure that we uncovered
in the toroidal moduli space, will survive in these less supersymmetric settings.
The most serious obstacle to this generalization appears in the case of 4 (or fewer)
supercharges. In that case, general arguments do not forbid the appearance of a potential
in the Lagrangian for the moduli. Furthermore, at generic points in the moduli space
one would expect the energy density associated with that potential to be of order the
fundamental scales in the theory. In such a situation, it is difficult to justify the Born-
Oppenheimer separation between moduli and high energy degrees of freedom. Typical
motions of the moduli on their potential have frequencies of the same order as those of the
ultraviolet degrees of freedom.
We do not really have a good answer to this question. Perhaps the approximation
only makes sense in regions where the potential is small. We know that this is true in
extreme regions of moduli space in which SUSYs are approximately restored. However, it
is notoriously difficult to stabilize the system asymptotically far into such a region. This
difficulty is particularly vexing in the context of currently popular ideas [98]-[100] in which
the fundamental scale of M-theory is taken to be orders of magnitude smaller than the
Planck scale.
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6.5 Discussion
We have demonstrated that the modular group of toroidally compactified M-theory pre-
scribes a Lorentzian structure in the moduli space which precisely mirrors that found in the
low energy effective Einstein action. We argued that a similar structure will be found for
moduli spaces of lower SUSY, although the precise details could not be worked out because
the moduli spaces and metrics on them generally receive quantum corrections. As a conse-
quence the mathematical structure of the modular group is unknown. Nonetheless we were
able to argue that it will be a group of isometries of a Lorentzian manifold. Thus, we argue
that the generic mathematical structure discussed in minisuperspace4 approximations to
quantum cosmology based on the low energy field equations actually has an exact meaning
in M-theory. We note however that the detailed structure of the equations will be different
in M-theory, since the correct minisuperspace is a moduli space of static, SUSY preserving
static solutions.
The Lorentzian structure prescribes a natural arrow of time, with a general cosmological
solution interpolating between a singular past where the holographic principle is violated
and a future described by 11D SUGRA or weakly coupled string theory where low energy
effective field theory is a good approximation to the gross features of the universe. Note
that it is not the naive arrow of time of any given low energy gravity theory, which points
from small volume to large volume. Many of the safe regions of moduli space are singular
from the point of view of any given low energy effective theory. We briefly described how
those singularities are avoided in the presence of matter.
We believe that the connections we have uncovered are important and suggest that there
are crucial things to be learned from cosmological M-theory even if we are only interested
in microphysics. We realize that we have only made a small beginning in understanding
the import of these observations.
Finally, we want to emphasize that our identification of moduli spaces of SUSY pre-
serving static solutions of SUGRA (which perhaps deserve a more exact, M-theoretical
characterization) as the appropriate arena for early universe cosmology, provides a new
4A term which we have avoided up to this point because it is confusing in a supersymmetric theory.
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starting point for investigating old cosmological puzzles. We hope to report some progress
in the investigation of these modular cosmologies in the near future.
6.6 Appendix A: The appearance of Γ8 and Γ9,1
In this appendix we will explain the appearance of the lattices Γ8 and Γ9,1 in our framework.
For the group Gk we have found a bilinear invariant
~u · ~v = (9− k)
k∑
i=1
(uivi) + (
k∑
i=1
ui)(
k∑
i=1
vi). (6.28)
Now let us take a vector
~v ≡ ~v123 = (−2
3
,−2
3
,−2
3
,+
1
3
,+
1
3
, . . .) (6.29)
and calculate its scalar product with a vector ~p according to (6.28). The result is
~v · ~p = (9− k)
k∑
i=1
(vipi) +
k − 9
3
(
k∑
i=1
pi) = (k − 9)(p1 + p2 + p3). (6.30)
Thus for k = 9 the product vanishes and for k = 10 and k = 8 the product equals
±(p1 + p2 + p3). If the entries (−2/3) are at the positions i, j, k instead of 1, 2, 3, we get
±(pi + pj + pk). Substituting ~vijk also for ~p, we obtain
~vijk · ~vijk = 2(9 − k). (6.31)
So this squared norm equals ±2 for k = 8, 10. More generally, we can calculate the scalar
products of any two vijk’s and the result is
~vijk ·~vlmn
9− k =

+23 +
2
3 +
2
3 = +2 if {i, j, k} and {l,m, n} have 3 elements in common
+23 +
2
3 − 13 = +1 if {i, j, k} and {l,m, n} have 2 elements in common
+23 − 13 − 13 = 0 if {i, j, k} and {l,m, n} have 1 element in common
−13 − 13 − 13 = −1 if {i, j, k} and {l,m, n} have no elements in common
(6.32)
so the corresponding angles are 0◦, 60◦, 90◦ and 120◦. Now a reflection with respect to the
hyperplane perpendicular to ~v ≡ ~vijk is given by
~p 7→ ~p′ = ~p− 2~v ~p · ~v
~v · ~v (6.33)
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and we see that for k 6= 9 it precisely reproduces the 2/5 transformation (6.14).
Let us define the lattice Λk to be the lattice of all integer combinations of the vectors
~vijk. We will concentrate on the cases k = 8 and k = 10 since Λk will be shown to be
even self-dual lattices. Thus they are isometric to the unique even self-dual lattices in these
dimensions.
It is easy to see that for k = 8, 10, the lattice Λk contains exactly those vectors whose
entries are multiples of 1/3 equal modulo 1. The reason is that all possible multiples of
1/3 modulo 1 i.e. −1/3, 0,+1/3 are realized by −~vijk, 0, ~vijk and we can also change any
coordinate by one (or any integer) because for instance
~v123 + ~v456 + ~v789 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 1) for k = 10
~v812 + ~v345 + ~v678 = (0, 0, 0, 0, 0, 0, 0,−1) for k = 8
(6.34)
Since the scalar products of any two ~vijk are integers and the squared norms of ~v’s are even,
Λ8 and Λ10 are even lattices. Finally we prove that they are self-dual.
The dual lattice is defined as the lattice of all vectors whose scalar products with any
elements of the original lattice (or with any of its generators ~vijk) are integers. Because of
(6.30) it means that the sum of any three coordinates should be an integer. But it is easy
to see that this condition is identical to the condition that the entries are multiples of 1/3
equal modulo 1. The reason is that the difference (p1 + p2 + p3)− (p1 + p2 + p4) = p3 − p4
must be also an integer – so all the coordinates are equal modulo one. But if they are equal
modulo 1, they must be equal to a multiple of 1/3 because the sum of three such numbers
must be integer.
We think that this construction of Γ8 and Γ9,1 is more natural in the context of U-
dualities than the construction using the root lattice of E8 with the SO(16) sublattice
generated by ±ei ± ej .
Let us finally mention that the orders of G3, G4,. . .G8 are equal to 2 · 3!, 5 · 4!, 16 · 5!,
72 · 6!, 576 · 7! and 17280 · 8!. For instance the group G4 is isomorphic to S5. We can see it
explicitly. Defining
pi = Ri − 1
3
(R1 +R2 +R3 +R4 −R5), i = 1, 2, 3, 4 (6.35)
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which leaves pi invariant under the transformation Ri 7→ Ri+λ, the permutation of R4 and
R5 is easily seen to generate the 2/5 transformation on p1, p2, p3. Note that p1+ p2+ p3 =
−R4 +R5.
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Chapter 7
Hyperbolic structure of the heterotic moduli space
In analogy with the previous chapter, we study the asymptotic limits of the heterotic
string theories compactified on tori [102]. We find a bilinear form uniquely determined by
dualities which becomes Lorentzian in the case of one spacetime dimension. For the case
of the SO(32) theory, the limiting descriptions include SO(32) heterotic strings, type I,
type IA and other T-duals, M-theory on K3, type IIA theory on K3 and type IIB theory
on K3 and possibly new limits not understood yet.
7.1 Introduction
In the previous chapter we showed that the space of asymptotic directions in the moduli
space of toroidally compactified M-theory had a hyperbolic metric, related to the hyperbolic
structure of the E10 duality group. We pointed out that this could have been anticipated
from the hyperbolic nature of metric on moduli space in low energy SUGRA, which ulti-
mately derives from the negative kinetic term for the conformal factor.
An important consequence of this claim is that there are asymptotic regions of the
moduli space which cannot be mapped onto either 11D SUGRA (on a large smooth man-
ifold) or weakly coupled Type II string theory. These regions represent true singularities
of M-theory at which no known description of the theory is applicable. Interestingly, the
classical solutions of the theory all follow trajectories which interpolate between the mys-
terious singular region and the regions which are amenable to a semiclassical description.
This introduces a natural arrow of time into the theory. We suggested that moduli were
the natural semiclassical variables that define cosmological time in M-theory and that “the
Universe began” in the mysterious singular region.
We note that many of the singularities of the classical solutions can be removed by
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duality transformations. This makes the special nature of the singular region all the more
striking.1
In view of the connection to the properties of the low energy SUGRA Lagrangian, we
conjectured in [72] that the same sort of hyperbolic structure would characterize moduli
spaces of M-theory with less SUSY than the toroidal background. In this chapter, we verify
this conjecture for 11D SUGRA backgrounds of the form K3×T 6, which is the same as the
moduli space of heterotic strings compactified on T 9. A notable difference is the absence of
a completely satisfactory description of the safe domains of asymptotic moduli space. This
is not surprising. The moduli space is known to have an F-theory limit in which there is no
complete semiclassical description of the physics. Rather, there are different semiclassical
limits valid in different regions of a large spacetime.
Another difference is the appearance of asymptotic domains with different internal sym-
metry groups. 11D SUGRA on K3×T 3 exhibits a U(1)28 gauge group in four noncompact
dimensions. At certain singularities, this is enhanced to a nonabelian group, but these sin-
gularities have finite codimension in the moduli space. Nonetheless, there are asymptotic
limits in the full moduli space (i.e. generic asymptotic directions) in which the full heterotic
symmetry group is restored. From the heterotic point of view, the singularity removing,
symmetry breaking, parameters are Wilson lines on T 9. In the infinite (heterotic torus)
volume limit, these become irrelevant. In this chapter we will only describe the subspace
of asymptotic moduli space with full SO(32) symmetry. We will call this the HO moduli
space from now on. The points of the moduli space will be parametrized by the dimen-
sionless heterotic string coupling constant ghet = expp0 and the radii Ri = Lhetexppi where
i = 1, . . . , 10− d with d being the number of large spacetime dimensions and Lhet denoting
the heterotic string length. Throughout the chapter we will neglect factors of order one.
Apart from these, more or less expected, differences, our results are quite sim-
ilar to those of [72]. The modular group of the completely compactified theory
preserves a Lorentzian bilinear form with one timelike direction. The (more or
1For reference, we note that there are actually two different types of singular region: neither the exterior
of the light cone in the space of asymptotic directions, nor the past light cone, can be mapped into the safe
domain. Classical solutions do not visit the exterior of the light cone.
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less) well understood regimes correspond to the future light cone of this bilinear
form, while all classical solutions interpolate between the past and future light cones.
We interpret this as evidence for a new hyperbolic algebra O, whose infinite momentum
frame Galilean subalgebra is precisely the affine algebra oˆ(8, 24) of [104]–[105]. This would
precisely mirror the relation between E10 and E9. Recently, Ganor [106] has suggested
the DE18 Dynkin diagram as the definition of the basic algebra of toroidally compacti-
fied heterotic strings. This is indeed a hyperbolic algebra in the sense that it preserves a
nondegenerate bilinear form with precisely one negative eigenvalue.2
7.1.1 The bilinear form
We adopt the result of [72] with a few changes in notation. First we will use d = 11 − k
instead of k because now we start in ten dimensions instead of eleven. The parameter that
makes the parallel between toroidal M-theory and heterotic compactifications most obvious
is the number of large spacetime dimensions d. In [72], the bilinear form was
I =
(
k∑
i=1
Pi
)2
+ (d− 2)
k∑
i=1
(P 2i ) . (7.1)
where Pi (denoted pi in [72]) are the logarithms of the radii in 11-dimensional Planck units.
Now let us employ the last logarithm Pk as the M-theoretical circle of a type IIA
description. For the HE theory, which can be understood as M-theory on a line interval,
we expect the same bilinear form where Pk is the logarithm of the length of the Horˇava-
Witten line interval. Now we convert (7.1) to the heterotic units according to the formulae
(k − 1 = 10− d)
Pk =
2
3
p0 , Pi = pi − 1
3
p0 , i = 1, . . . , 10− d , (7.2)
where p0 = ln ghet and pi = ln(Ri/Lhet) for i = 1, . . . 10 − d. To simplify things, we
use natural logarithms instead of the logarithms with a large base t like in [72]. This
corresponds to a simple rescaling of p’s but the directions are finally the only thing that
2Kac’ definition of a hyperbolic algebra requires it to turn into an affine or finite dimensional algebra
when one root of the Dynkin diagram is cut. We believe that this is too restrictive and that the name
hyperbolic should be based solely on the signature of the Cartan metric. We thank O. Ganor for discussions
of this point.
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we study. In obtaining (7.2) we have used the well-known formulae R11 = L
eleven
planckg
2/3
het and
Lelevenplanck = g
1/3
hetLhet. Substituing (7.2) into (7.1) we obtain
I =
(
−2p0 +
10−d∑
i=1
pi
)2
+ (d− 2)
10−d∑
i=1
(p2i ). (7.3)
This bilinear form encodes the kinetic terms for the moduli in the E8×E8 heterotic theory
(HE) in the Einstein frame for the large coordinates.
We can see very easily that (7.3) is conserved by T-dualities. A simple T-duality (with-
out Wilson lines) takes HE theory to HE theory with R1 inverted and acts on the parameters
like
(p0, p1, p2, . . .)→ (p0 − p1,−p1, p2, . . .) . (7.4)
The change of the coupling constant keeps the effective 9-dimensional gravitational constant
g2het/R1 = g
′2
het/R
′
1 (in units of Lhet) fixed. In any number of dimensions (7.4) conserves
the quantity
p10 = −2p0 +
10−d∑
i=1
pi (7.5)
and therefore also the first term in (7.3). The second term in (7.3) is fixed trivially since
only the sign of p1 was changed. Sometimes we will use p10 instead of p0 as the extra
parameter apart from p1, . . . , p10−d.
In fact those two terms in (7.3) are the only terms conserved by T-dualities and only
the relative ratio between them is undetermined. However it is determined by S-dualities,
which exist for d ≤ 4. For the moment, we ask the reader to take this claim on faith. Since
the HE and HO moduli spaces are the same on a torus, the same bilinear form can be
viewed in the SO(32) language. It takes the form (7.3) in SO(32) variables as well.
Let us note also another interesting invariance of (7.3), which is useful for the SO(32)
case. Let us express the parameters in the terms of the natural parameters of the S-dual
type I theory
p0 = −q0 = − ln(gtype I) , pi = qi − 1
2
q0 , i = 1, . . . , 10 − d , (7.6)
where qi = ln(Ri/Ltype I). We used gtype I = 1/ghet and Lhet = g
1/2
type ILtype I , the latter
expresses that the tension of the D1-brane and the heterotic strings are equal. Substituing
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this into (7.3) we get the same formula with q’s.
I =
(
−2q0 +
10−d∑
i=1
qi
)2
+ (d− 2)
10−d∑
i=1
(q2i ) (7.7)
7.1.2 Moduli spaces and heterotic S-duality
Let us recall a few well-known facts about the moduli space of heterotic strings toroidally
compactified to d dimensions. For d > 4 the moduli space is
Md = R+× (SO(26− d, 10− d,Z)\SO(26− d, 10− d,R)/SO(26− d,R)× SO(10− d,R)) .
(7.8)
The factor R+ determines the coupling constant Lhet. For d = 8 the second factor can be
understood as the moduli space of elliptically fibered K3’s (with unit fiber volume), giving
the duality with the F-theory. For d = 7 the second factor also corresponds to the Einstein
metrics on a K3 manifold with unit volume which expresses the duality with M-theory on
K3. In this context, the factor R+ can be understood as the volume of the K3. Similarly
for d = 5, 6, 7 the second factor describes conformal field theory of type II string theories
on K3, the factor R+ is related to the type IIA coupling constant.
For d = 4, i.e. compactification on T 6, there is a new surprise. The field strength
Hκλµ of the B-field can be Hodge-dualized to a 1-form which is the exterior derivative of
a dual 0-form potential, the axion field. The dilaton and axion are combined in the S-field
which means that in four noncompact dimensions, toroidally compactified heterotic strings
exhibit the SL(2,Z) S-duality.
M4 = SL(2,Z)\SL(2,R)/SO(2,R) × (SO(22, 6,Z)\SO(22, 6,R)/SO(22) × SO(6)). (7.9)
Let us find how our parameters pi transform under S-duality. The S-duality is a kind
of electromagnetic duality. Therefore an electrically charged state must be mapped to a
magnetically charged state. The U(1) symmetry expressing rotations of one of the six
toroidal coordinate is just one of the 28 U(1)’s in the Cartan subalgebra of the full gauge
group. It means that the electrically charged states, the momentum modes in the given
direction of the six torus, must be mapped to the magnetically charged objects which are
the KK-monopoles.
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The strings wrapped on the T 6 must be therefore mapped to the only remaining point-
like3 BPS objects available, i.e. to wrapped NS5-branes. We know that NS5-branes are
magnetically charged with respect to theB-field so this action of the electromagnetic duality
should not surprise us. We find it convenient to combine this S-duality with T-dualities
on all six coordinates of the torus. The combined symmetry ST 6 exchanges the point-like
BPS objects in the following way:
momentum modes ↔ wrapped NS5-branes
wrapped strings ↔ KK-monopoles (7.10)
Of course, the distinguished direction inside the T 6 on both sides is the same. The
tension of the NS5-brane is equal to 1/(g2hetL
6
het). Now consider the tension of the KK-
monopole. In 11 dimensions, a KK-monopole is reinterpreted as the D6-brane so its tension
must be
TD6 =
1
gIIAL
7
IIA
=
R211
(Lelevenplanck)
9
, (7.11)
where we have used gIIA = R
3/2
11 L
eleven
planck
−3/2
and LIIA = L
eleven
planck
3/2
R
−1/2
11 (from the tension
of the fundamental string).
The KK-monopole must always be a (d − 5)-brane where d is the dimension of the
spacetime. Since it is a gravitational object and the dimensions along its worldvolume play
no role, the tension must be always of order (R1)
2 in appropriate Planck units where R1 is
the radius of the circle under whose U(1) the monopole is magnetically charged. Namely
in the case of the heterotic string in d = 4, the KK-monopole must be another fivebrane
whose tension is equal to
TKK5 =
R21
(Ltenplanck)
8
=
R1
2
g2hetL
8
het
, (7.12)
where the denominators express the ten-dimensional Newton’s constant.
Knowing this, we can find the transformation laws for p’s with respect to the ST 6
symmetry. Here V6 = R1R2R3R4R5R6 denotes the volume of the six-torus. Identifying the
3Macroscopic strings (and higher-dimensional objects) in d = 4 have at least logarithmic IR divergence
of the dilaton and other fields and therefore their tension becomes infinite.
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tensions in (7.10) we get
1
R′1
=
V6
g2hetR1L
6
het
,
R′1
(L′het)
2
=
V6R1
g2hetL
8
het
. (7.13)
Dividing and multiplying these two equations we get respectively
R′1
L′het
=
R1
Lhet
,
1
L′het
=
V6
g2hetL
7
het
. (7.14)
It means that the radii of the six-torus are fixed in string units i.e. p1, . . . , p6 are fixed.
Now it is straightforward to see that the effective four-dimensional SO(32) coupling con-
stant g2hetL
6
het/V6 is inverted and the four-dimensional Newton’s constant must remain
unchanged. The induced transformation on the p’s is
(p0, p1, . . . , p6, p7, p8 . . .)→ (p0 +m, p1, . . . , p6, p7 +m, p8 +m. . .) (7.15)
where m = (p1 + p2 + p3 + p4 + p5 + p6 − 2p0) and the form (7.3) can be checked to be
constant. It is also easy to see that such an invariance uniquely determines the form up to
an overall normalization i.e. it determines the relative magnitude of two terms in (7.3).
For d = 4 this ST 6 symmetry can be expressed as p10 → −p10 with p1, . . . , p6 fixed
which gives the Z2 subgroup of the SL(2,Z). For d = 3 the transformation (7.15) acts as
p7 ↔ p10 so p10 becomes one of eight parameters that can be permuted with each other. It
is a trivial consequence of the more general fact that in three dimensions, the dilaton-axion
field unifies with the other moduli and the total space becomes [103]
M3 = SO(24, 8,Z) \SO(24, 8,R) /SO(24,R) × SO(8,R) . (7.16)
We have thus repaid our debt to the indulgent reader, and verified that the bilinear
form (7.3) is indeed invariant under the dualities of the heterotic moduli space for d ≥ 3.
For d = 2 the bilinear form is degenerate and is the Cartan form of the affine algebra
oˆ(8, 24) studied by [104]. For d = 1 it is the Cartan form of DE18 [106]. The consequences
of this for the structure of the extremes of moduli space are nearly identical to those of [72].
The major difference is our relative lack of understanding of the safe domain. We believe
that this is a consequence of the existence of regimes like F-theory or 11D SUGRA on a
large smooth K3 with isolated singularities, where much of the physics is accessible but
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there is no systematic expansion of all scattering amplitudes. In the next section we make
some remarks about different extreme regions of the restricted moduli space that preserves
the full SO(32) symmetry.
7.2 Covering the SO(32) moduli space
7.2.1 Heterotic strings, type I, type IA and d ≥ 9
One new feature of heterotic moduli spaces is the apparent possibility of having asymptotic
domains with enhanced gauge symmetry. For example, if we consider the description of
heterotic string theory on a torus from the usual weak coupling point of view, there are
domains with asymptotically large heterotic radii and weak coupling, where the the full
nonabelian rank 16 Lie groups are restored. All other parameters are held fixed at what
appears from the weak coupling point of view to be “generic”values. This includes Wilson
lines. In the large volume limit, local physics is not sensitive to the Wilson line symmetry
breaking.
Now, consider the limit described by weakly coupled Type IA string theory on a large
orbifold. In this limit, the theory consists of D-branes and orientifolds, placed along a
line interval. There is no way to restore the E8 × E8 symmetry in this regime. Thus,
even the safe domain of asymptotic moduli space appears to be divided into regimes in
which different nonabelian symmetries are restored. Apart from sets of measure zero (e.g.
partial decompactifications) we either have one of the full rank 16 nonabelian groups, or
no nonabelian symmetry at all. The example of F-theory tells us that the abelian portion
of asymptotic moduli space has regions without a systematic semiclassical expansion.
In a similar manner, consider the moduli space of the E8 ×E8 heterotic strings on rec-
tilinear tori. We have only two semiclassical descriptions with manifest E8×E8 symmetry,
namely HE strings and the Horˇava-Witten (HW) domain walls. Already for d = 9 (and
any d < 9) we would find limits that are described neither by HE nor by HW. For example,
consider a limit of M-theory on a cylinder with very large ghet but the radius of the circle,
R, in the domain LP ≫ R ≫ L2het/Lelevenplanck, and unbroken E8 × E8. We do not know how
to describe this limit with any known semiclassical expansion. We will find that we can
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Figure 7.1: The limits in d = 9.
get a more systematic description of asymptotic domains in the HO case, and will restrict
attention to that regime for the rest of this chapter.
For d = 10 there are only two limits. p0 < 0 gives the heterotic strings and p0 > 0 is
the type I theory. However already for d = 9 we have a more interesting picture analogous
to the figure 7.1 in [72]. Let us make a counterclockwise trip around the figure. We start
at a HO point with p1 = 0 which is a weakly coupled heterotic string theory with radii of
order Lhet (therefore it is adjacent to its T-dual region). When we go around the circle,
the radius and also the coupling increases and we reach the line p0 ≡ (p1 − p10)/2 = 0
where we must switch to the type I description. Then the radius decreases again so that
we must perform a T-duality and switch to the type IA description. This happens for
p1 − (p0/2) = (3p1 + p10)/4 = 0; we had to convert R1 to the units of Ltype I = g1/2hetLhet.
Then we go on and the coupling gIA and/or the size of the line interval increases. The
most interesting is the final boundary given by p1 = 0 which guarantees that each of the
point of the p-space is covered precisely by one limit.
We can show that p1 > 0 is precisely the condition that the dilaton in the type IA theory
is not divergent. Roughly speaking, in units of Ltype I = LIA the “gravitational potential”
is linear in x1 and proportional to g
2
IA/gIA. Here g
2
IA comes from the gravitational constant
and 1/gIA comes from the tension of the D8-branes. Therefore we require not only gIA <
1 but also gIA < Ltype I/Rline interval. Performing the T-duality Ltype I/Rline interval =
Rcircle/Ltype I and converting to Lhet the condition becomes precisely Rcircle > Lhet.
In all the text we adopt (and slightly modify) the standard definition [72] for an asymp-
totic description to be viable: dimensionless coupling constants should be smaller than one,
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but in cases without translational invariance, the dilaton should not diverge anywhere, and
the sizes of the effective geometry should be greater than the appropriate typical scale (the
string length for string theories or the Planck length for M-theory). It is important to realize
that in the asymptotic regions we can distinguish between e.g. type I and type IA because
their physics is different. We cannot distinguish between them in case the T-dualized circle
is of order Ltype I but such vacua are of measure zero in our investigation and form various
boundaries in the parameter space. This is the analog of the distinction we made between
the IIA and IIB asymptotic toroidal moduli spaces in [72]
7.2.2 Type IA2 and d = 8
In d = 8 we will have to use a new desciption to cover the parameter space, namely the
double T-dual of type I which we call type IA2. Generally, type IAk contains 16 D-(9− k)-
branes, their images and 2k orientifold (9 − k)-planes. We find it also useful to perform
heterotic T-dualities to make pi positive for i = 1, . . . , 10−d and sort p’s so that our interest
is (without a loss of generality) only in configurations with
0 ≤ p1 ≤ p2 ≤ · · · ≤ p10−d . (7.17)
We need positive p’s for the heterotic description to be valid but such a transformation can
only improve the situation also for type I and its T-dual descriptions since when we turn
p’s from negative to positive values, ghet increases and therefore gtype I decreases. For type I
we also need large radii. For its T-duals we need a very small string coupling and if we
make a T-duality to convert R > Ltype I into R < Ltype I , the coupling gIA still decreases;
therefore it is good to have as large radii in the type I limit as possible.
In d = 8 our parameters are p0, p1, p2 or p10, p1, p2 where p10 = −2p0 + p1 + p2 and we
will assume 0 < p1 < p2 as we have explained (sets of measure zero such as the boundaries
between regions will be neglected). If p0 < 0, the HO description is good. Otherwise p0 > 0.
If furthermore 2p1−p0 > 0 (and therefore also 2p2−p0 > 0), the radii are large in the type I
units and we can use the (weakly coupled) type I description. Otherwise 2p1 − p0 < 0. If
furthermore 2p2 − p0 > 0, we can use type IA strings. Otherwise 2p2 − p0 < 0 and the
type IA2 description is valid. Therefore we cover all the parameter space. Note that the
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F-theory on K3 did not appear here. In asymptotic moduli space, the F-theory regime
generically has no enhanced nonabelian symmetries.
In describing the boundaries of the moduli space, we used the relations Lhet =
g
1/2
type ILtype I , ghet = 1/gtype I . The condition for the dilaton not to diverge is still p1 > 0
for any type IAk description. The longest direction of the T k/Z2 of this theory is still the
most dangerous for the dilaton divergence and is not affected by the T-dualities on the
shorter directions of the T k/Z2 orientifold. For d = 9 (and fortunately also for d = 8) the
finiteness of the dilaton field automatically implied that gIAk < 1. However this is not true
for general d. After a short chase through a sequence of S and T-dualities we find that the
condition gIAk < 1 can be written as
(k − 2)p0 − 2
k∑
i=1
pi < 0 . (7.18)
We used the trivial requirement that the T-dualities must be performed on the shortest
radii (if Rj < Ltype I , also Rj−1 < Ltype I and therefore it must be also T-dualized). Note
that for k = 1 the relation is −p0 − 2p1 < 0 which is a trivial consequence of p1 > 0 and
p0 > 0. Also for k = 2 we get a trivial condition −2(p1 + p2) < 0. However for k > 2 this
condition starts to be nontrivial. This is neccessary for consistency: otherwise IAk theories
would be sufficient to cover the whole asymptotic moduli space, and because of S-dualities
we would cover the space several times. It would be also surprising not to encounter regimes
described by large K3 geometries.
7.2.3 Type IA3, M-theory on K3 and d = 7
This happens already for d = 7 where the type IA3 description must be added. The
reasoning starts in the same way: for p0 < 0 HO, for 2p1 − p0 > 0 type I, for 2p2 − p0 > 0
type IA, for 2p3 − p0 > 0 type IA2.
However, when we have 2p3−p0 < 0 we cannot deduce that the conditions for type IA3
are obeyed because also (7.18) must be imposed:
p0 − 2(p1 + p2 + p3) < 0 . (7.19)
It is easy to see that this condition is the weakest one i.e. that it is implied by any of the
conditions p0 < 0, 2p1− p0 > 0, 2p2− p0 > 0 or 2p3− p0 > 0. Therefore the region that we
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have not covered yet is given by the opposite equation
2p0 − 4(p1 + p2 + p3) = −p10 − 3(p1 + p2 + p3) > 0 (7.20)
The natural hypothesis is that this part of the asymptotic parameter space is the limit
where we can use the description of M-theory on a K3 manifold. However things are not so
easy: the condition that VK3 > (L
eleven
planck)
4 gives just p10 < 0 which is a weaker requirement
than (7.20).
The K3 manifold has a D16 singularity but this is not the real source of the troubles.
A more serious issue is that the various typical sizes of such a K3 are very different and we
should require that each of them is greater than Lelevenplanck (which means that the shortest one
is). In an analogous situation with T 4 instead of K3 the condition VT 4 > L
eleven
planck
4
would
be also insufficient: all the radii of the four-torus must be greater than Lelevenplanck.
Now we would like to argue that the region defined by (7.20) with our gauge 0 < p1 <
p2 < p3 can indeed be described by the 11D SUGRA on K3, except near the D16 singularity.
Therefore, all of the asymptotic moduli space is covered by regions which have a reasonable
semiclassical description.
While the fourth root of the volume of K3 equals
V
1/4
K3
Lelevenplanck
=
g
1/3
hetL
1/2
het
V
1/6
3
= exp
(
p0
3
− (p1 + p2 + p3)
6
)
= exp
(−p10
6
)
, (7.21)
the minimal typical distance in K3 must be corrected to agree with (7.20). We must
correct it only by a factor depending on the three radii in heterotic units (because only
those are the parameters in the moduli space of metric on the K3) so the distance equals
(confirming (7.20))
Lmin.K3
Lelevenplanck
= exp
(−p10
6
− (p1 + p2 + p3)
2
)
. (7.22)
Evidence that (7.22) is really correct and thus that we understand the limits for d = 7 is
the following. We must first realize that 16 independent two-cycles are shrunk to zero size
because of the D16 singularity present in the K3 manifold. This singularity implies a lack
of understanding of the physics in a vicinity of this point but it does not prevent us from
describing the physics in the rest of K3 by 11D SUGRA. So we allow the 16 two-cycles to
shrink. The remaining 6 two-cycles generate a space of signature 3+3 in the cohomology
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lattice: the intersection numbers are identical to the second cohomology of T 4. We can
compute the areas of those 6 two-cycles because the M2-brane wrapped on the 6-cycles are
dual to the wrapped heterotic strings and their momentum modes. Now let us imagine that
the geometry of the two-cycles of K3 can be replaced by the 6 two-cycles of a T 4 which
have the same intersection number.
It means that the areas can be written as a1a2, a1a3, a1a4, a2a3, a2a4, a3a4 where
a1, a2, a3, a4 are the radii of the four-torus and correspond to some typical distances of
the K3. If we order the a’s so that a1 < a2 < a3 < a4, we see that the smallest of the
six areas is a1a2 (the largest two-cycle is the dual a3a4) and similarly the second smallest
area is a1a3 (the second largest two-cycle is the dual a2a4). On the heterotic side we have
radii Lhet < R1 < R2 < R3 (thus also L
2
het/R3 < L
2
het/R2 < L
2
het/R1 < Lhet) and therefore
the correspondence between the membranes and the wrapping and momentum modes of
heterotic strings tells us that
a1a2
Lelevenplanck
3 =
1
R3
,
a3a4
Lelevenplanck
3 =
R3
L2het
,
a1a3
Lelevenplanck
3 =
1
R2
,
a2a4
Lelevenplanck
3 =
R2
L2het
. (7.23)
As a check, note that VK3 = a1a2a3a4 gives us L
eleven
planck
6
/L2het as expected (since heterotic
strings are M5-branes wrapped on K3). We will also assume that
a1a4
Lelevenplanck
3 =
1
R1
,
a2a3
Lelevenplanck
3 =
R1
L2het
. (7.24)
Now we can calculate the smallest typical distance on the K3.
a1 =
√
a1a2 · a1a3
a2a3
=
Lelevenplanck
3/2
Lhet√
R1R2R3
, (7.25)
which can be seen to coincide with (7.22). There is a subtlety that we should mention. It is
not completely clear whether a1a4 < a2a3 as we assumed in (7.24). The opposite possibility
is obtained by exchanging a1a4 and a2a3 in (7.24) and leads to a1 greater than (7.25) which
would imply an overlap with the other regions. Therefore we believe that the calculation
in (7.24) and (7.25) is the correct way to find the condition for the K3 manifold to be
large enough for the 11-dimensional supergravity (as a limit of M-theory) to be a good
description.
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7.2.4 Type IA4,5, type IIA/B on K3 and d = 6, 5
Before we will study new phenomena in lower dimensions, it is useful to note that in any
dimension we add new descriptions of the physics. The last added limit always corresponds
to the “true” S-dual of the original heterotic string theory – defined by keeping the radii
fixed in the heterotic string units (i.e. also keeping the shape of the K3 geometry) and
sending the coupling to infinity – because this last limit always contains the direction with
p0 large and positive (or p10 large and negative) and other pi’s much smaller.
• In 10 dimensions, the true S-dual of heterotic strings is the type I theory.
• In 9 dimensions it is type IA.
• In 8 dimensions type IA2.
• In 7 dimensions we get M-theory on K3.
• In 6 dimensions type IIA strings on K3.
• In 5 dimensions type IIB strings on K3×S1 where the circle decompactifies as the
coupling goes to infinity. The limit is therefore a six-dimensional theory.
• In 4 dimensions we observe a mirror copy of the region p10 < 0 to arise for p10 > 0.
The strong coupling limit is the heterotic string itself.
• In 3 dimensions the dilaton-axion is already unified with the other moduli so it be-
comes clear that we studied an overly specialized direction in the examples above.
Nevertheless the same claim as in d = 4 can be made.
• In 2 dimensions only positive values of p10 are possible therefore the strong coupling
limit does not exist in the safe domain of moduli space.
• In 1 dimension the Lorentzian structure of the parameter space emerges. Only the
future light cone corresponds to semiclassical physics which is reasonably well under-
stood. The strong coupling limit defined above would lie inside the unphysical past
light cone.
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Now let us return to the discussion of how to separate the parameter space into regions
where different semiclassical descriptions are valid. We may repeat the same inequalities
as in d = 7 to define the limits HO, I, IA, IA2, IA3. But for M-theory on K3 we must
add one more condition to the constraint (7.20): a new circle has been added and its size
should be also greater than Lelevenplanck. For the new limit of the type IIA strings on K3 we
encounter similar problems as in the case of the M-theory on K3. Furthermore if we use
the definition (7.22) and postulate this shortest distance to be greater than the type IIA
string length, we do not seem to get a consistent picture covering the whole moduli space.
Similarly for d = 5, there appear two new asymptotic descriptions, namely type IA5 theory
and type IIB strings on K3× S1. It is clear that the condition gIA5 < 1 means part of the
parameter space is not understood and another description, most probably type IIB strings
on K3×S1, must be used. Unfortunately at this moment we are not able to show that the
condition for the IIB theory on K3 to be valid is complementary to the condition gIA5 < 1.
A straightforward application of (7.25) already for the type IIA theory on a K3 gives us a
different inequality. Our lack of understanding of the limits for d < 7 might be solved by
employing a correct T-duality of the type IIA on K3 but we do not have a complete and
consistent picture at this time.
7.2.5 Type IA6 and S-duality in d = 4
Let us turn to the questions that we understand better. As we have already said, in d = 4
we see the Z2 subgroup of the SL(2,Z) S-duality which acts as p10 → −p10 and p1, . . . , p6
fixed in our formalism. This reflection divides the p-space to subregions p10 > 0 and
p10 < 0 which will be exchanged by the S-duality. This implies that a new description
should require p10 > 0. Fortunately this is precisely what happens: in d = 4 we have one
new limit, namely the type IA6 strings and the condition (7.18) for gIA6 < 1 gives
4p0 − 2
6∑
i=1
pi = −2p10 < 0 (7.26)
or p10 > 0.
In the case of d = 3 we find also a fundamental domain that is copied several times
by S-dualities. This fundamental region is again bounded by the condition geff.4−dimgauge < 1
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which is the same like gIA6 < 1 and the internal structure has been partly described: the
fundamental region is divided into several subregions HO, type I, type IAk, M/K3, IIA/K3,
IIB/K3. As we have said, we do not understand the limits with a K3 geometry well enough
to separate the fundamental region into the subregions enumerated above. We are not even
sure whether those limits are sufficient to cover the whole parameter space. In the case of
E8 × E8 theory, we are pretty sure that there are some limits that we do not understand
already for d = 9 and similar claim can be true in the case of the SO(32) vacua for d < 7.
We understand much better how the entire parameter space can be divided into the copies
of the fundamental region and we want to concentrate on this question.
The inequality geff.4−dimgauge < 1 should hold independently of which of the six radii are
chosen to be the radii of the six-torus. In other words, it must hold for the smallest radii
and the condition is again (7.26) which can be for d = 3 reexpressed as p7 < p10.
So the “last” limit at the boundary of the fundamental region is again type IA6 and
not type IA7, for instance. It is easy to show that the condition gIA6 < 1 is implied by any
of the conditions for the other limits so this condition is the weakest of all: all the regions
are inside gIA6 < 1.
This should not be surprising, since geff.4−dimgauge = (gIA6)
1/2 = gopenIA6 ; the heterotic S-
duality in this type IA6 limit can be identified with the S-duality of the effective low-energy
description of the D3-branes of the type IA6 theory. As we have already said, this inequality
reads for d = 3
2p0 −
6∑
i=1
pi = −p10 + p7 < 0 (7.27)
or p10 > p7. We know that precisely in d = 3 the S-duality (more precisely the ST
6
transformation) acts as the permutation of p7 and p10. Therefore it is not hard to see what to
do if we want to reach the fundamental domain: we change all signs to pluses by T-dualities
and sort all eight numbers p1, . . . , p7; p10 in the ascending order. The inequality (7.27) will
be then satisfied. The condition geff.4−dimgauge < 1 or (7.26) will define the fundamental region
also for the case of one or two dimensions.
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7.2.6 The infinite groups in d ≤ 2
In the dimensions d > 2 the bilinear form is positive definite and the group of dualities
conserves the lattice Z11−d in the p-space. Therefore the groups are finite. However for
d = 2 (and a fortiori for d = 1 because the d = 2 group is isomorphic to a subgroup of the
d = 1 group) the group becomes infinite. In this dimension p10 is unchanged by T-dualities
and S-dualities. The regions with p10 ≤ 0 again correspond to mysterious regions where the
holographic principle appears to be violated, as in [72]. Thus we may assume that p10 = 1;
the overall normalization does not matter.
Start for instance with p10 = 1 and
(p1, p2, . . . , p8) = (0, 0, 0, 0, 0, 0, 0, 0) (7.28)
and perform the S-duality (ST 6 from the formula (7.15)) with p7 and p8 understood as the
large dimensions (and p1, . . . , p6 as the 6-torus). This transformation maps p7 7→ p10 − p8
and p8 7→ p10 − p7. So if we repeat ST 6 on p7, p8, T-duality of p7, p8, ST 6, T 2 and so on,
p1 . . . , p6 will be still zero and the values of p7, p8 are
(p7, p8) = (1, 1)→ (−1,−1)→ (2, 2) → (−2,−2)→ (3, 3)→ · · · (7.29)
and thus grow linearly to infinity, proving the infinite order of the group. The equation for
gIA6 < 1 now gives
2p0 −
6∑
i=1
pi = −p10 + p7 + p8 < 0 (7.30)
or p10 > p7 + p8. Now it is clear how to get to such a fundamental region with (7.30) and
0 < p1 < · · · < p8. We repeat the ST 6 transformation with the two largest radii (p7, p8)
as the large coordinates. After each step we turn the signs to + by T-dualities and order
p1 < · · · < p8 by permutations of radii. A bilinear quantity decreases assuming p10 > 0
and p10 < p7 + p8 much like in [72], the case k = 9 (d = 2):
Cd=2 =
8∑
i=1
(pi)
2 →
8∑
i=1
(pi)
2 + 2p10(p10 − (p7 + p8)) (7.31)
In the same way as in [72], starting with a rational approximation of a vector ~p, the
quantity Cd=2 cannot decrease indefinitely and therefore finally we must get to a point
with p10 > p7 + p8.
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In the case d = 1 the bilinear form has a Minkowski signature. The fundamental region
is now limited by
2p0 −
6∑
i=1
pi = −p10 + p7 + p8 + p9 < 0 (7.32)
and it is easy to see that under the ST 6 transformation on radii p1, . . . , p6, p10 transforms
as
p10 → 2p10 − (p7 + p8 + p9) . (7.33)
Since the ST 6 transformation is a reflection of a spatial coordinate in all cases, it keeps us
inside the future light cone if we start there. Furthermore, after each step we make such
T-dualities and permutations to ensure 0 < p1 < · · · < p9.
If the initial p10 is greater than [(p1)
2+· · ·+(p9)2]1/2 (and therefore positive), it remains
positive and assuming p10 < p7 + p8 + p9, it decreases according to (7.33). But it cannot
decrease indefinitely (if we approximate p’s by rational numbers or integers after a scale
transformation). So at some point the assumption p10 < p7+ p8+ p9 must break down and
we reach the conclusion that fundamental domain is characterized by p10 > p7 + p8 + p9.
7.2.7 The lattices
In the maximally supersymmetric case [72], we encountered exceptional algebras and their
corresponding lattices. We were able to see some properties of the Weyl group of the
exceptional algebra E10 and define its fundamental domain in the Cartan subalgebra. In
the present case with 16 supersymmetries, the structure of lattices for d > 2 is not as rich.
The dualities always map integer vectors pi onto integer vectors.
For d > 4, there are no S-dualities and our T-dualities know about the group O(26 −
d, 10 − d,Z). For d = 4 our group contains an extra Z2 factor from the single S-duality.
For d = 3 they unify to a larger group O(8, 24,Z). We have seen the semidirect product
of (Z2)
8 and S8 related to its Weyl group in our formalism. For d = 2 the equations of
motion exhibit a larger affine oˆ(8, 24) algebra whose discrete duality group has been studied
in [104].
In d = 1 our bilinear form has Minkowski signature. The S-duality can be interpreted
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as a reflection with respect to the vector
(p1, p2, . . . , p9, p10) = (0, 0, 0, 0, 0, 0,−1,−1,−1,+1). (7.34)
This is a spatial vector with length-squared equal to minus two (the form (7.3) has a
time-like signature). As we have seen, such reflections generate together with T-dualities
an infinite group which is an evidence for an underlying hyperbolic algebra analogous to
E10. Indeed, Ganor [106] has argued that the DE18 “hyperbolic” algebra underlies the
nonperturbative duality group of maximally compactified heterotic string theory. The
Cartan algebra of this Dynkin diagram unifies the asymptotic directions which we have
studied with compact internal symmetry directions. Its Cartan metric has one negative
signature direction.
7.3 Conclusions
The parallel structure of the moduli spaces with 32 and 16 SUSYs gives us reassurance that
the features uncovered in [72] are general properties of M-theory. It would be interesting
to extend these arguments to moduli spaces with less SUSY. Unfortunately, we know of
no algebraic characterization of the moduli space of M-theory on a Calabi Yau threefold.
Furthermore, this moduli space is no longer an orbifold. It is stratified, with moduli spaces
of different dimensions connecting to each other via extremal transitions. Furthermore, in
general the metric on moduli space is no longer protected by nonrenormalization theorems,
and we are far from a characterization of all the extreme regions. For the case of four
SUSYs the situation is even worse, for most of what we usually think of as the moduli
space actually has a superpotential on it, which generically is of order the fundamental
scale of the theory.4
There are thus many hurdles to be jumped before we can claim that the concepts
discussed here and in [72] have a practical application to realistic cosmologies.
4Apart from certain extreme regions, where the superpotential asymptotes to zero, the only known loci
on which it vanishes are rather low dimensional subspaces of the classical moduli space, [107].
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