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Abstract
By building up on the recent theory that established the connection between implicit generative
modeling and optimal transport, in this study, we propose a novel parameter-free algorithm for learning
the underlying distributions of complicated datasets and sampling from them. The proposed algorithm
is based on a functional optimization problem, which aims at finding a measure that is close to the
data distribution as much as possible and also expressive enough for generative modeling purposes. We
formulate the problem as a gradient flow in the space of probability measures. The connections between
gradient flows and stochastic differential equations let us develop a computationally efficient algorithm
for solving the optimization problem, where the resulting algorithm resembles the recent dynamics-based
Markov Chain Monte Carlo algorithms. We provide formal theoretical analysis where we prove finite-time
error guarantees for the proposed algorithm. Our experimental results support our theory and shows that
our algorithm is able to capture the structure of challenging distributions.
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1 Introduction
Implicit generative modeling (IGM) [1, 2] has become very popular recently and has proven successful in
various fields; variational auto-encoders (VAE) [3] and generative adversarial networks (GAN) [4] being its
two well-known examples. The goal in IGM can be briefly described as learning the underlying probability
measure of a given dataset, denoted as ν ∈ P(Ω), where P is the space of probability measures on the
measurable space (Ω,A), Ω ⊂ Rd is a domain and A is the associated Borel σ-field.
Given a set of data points {y1, . . . , yP } that are assumed to be independent and identically distributed
(i.i.d.) samples drawn from ν, the implicit generative framework models the data points as the output of a
measurable map, i.e. y = T (x), with T : Ωµ 7→ Ω. Here, the inputs x are generated from a known and easy
to sample source measure µ on Ωµ (e.g. Gaussian or uniform measures), and the outputs T (x) should match
the unknown target measure ν on Ω.
Learning generative networks has witnessed several groundbreaking contributions in the recent years.
Motivated by this fact, there has been an interest in illuminating the theoretical foundations of VAEs and
GANs [5, 6]. It has been shown that these implicit models have close connections with the theory of Optimal
Transport (OT) [7]. As it turns out, OT brings new light on the generative modeling problem: there have
been several extensions of VAEs [8, 9] and GANs [10, 11, 12, 13], which exploit the links betwen OT and
IGM.
OT studies whether it is possible to transform samples from a source distribution µ to a target distribution
ν. From this perspective, an ideal generative model is simply a transport map from µ to ν. This can be written
by using some ‘push-forward operators’: we seek a mapping T that ‘pushes µ onto ν’, and is formally defined
as ν(A) = µ(T−1(A)) for all Borel sets A ⊂ A. If this relation holds, we denote the push-forward operator
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T#, such that T#µ = ν. Provided mild conditions on these distributions hold (notably µ is non-atomic [7]),
existence of such a transport map is guaranteed; however, it remains a challenge to construct it in practice.
One common point between VAE and GAN is to adopt an approximate strategy and consider transport
maps that belong to a parametric family Tφ with φ ∈ Φ. Then, they aim at finding the best parameter φ?
that would give Tφ?#µ ≈ ν. This is typically achieved by attempting to minimize the following optimization
problem: φ? = arg minφ∈ΦW2(Tφ#µ, ν), where W2 denotes the Wasserstein distance that will be properly
defined in Section 2. It has been shown that [14] OT-based GANs [10] and VAEs [8] both use this formulation
with different parameterizations and different equivalent definitions ofW2; however, their resulting algorithms
still lack theoretical understanding.
In this study, we follow a completely different approach for IGM and we seek to estimate a transport map
between source µ and target ν that is nonparametric, but rather iteratively augmented, always increasing
the quality of the fit along iterations. Formally, we take Tt as the constructed transport map at time t, and
define µt = Tt#µ as the corresponding output distribution. Our objective is to build the maps so that µt
will converge to the solution of a functional optimization problem, defined through a gradient flow in the
Wasserstein space. Informally, we will consider a gradient flow that have the following form:
∂tµt = −∇W2
{
Cost(µt, ν) + Reg(µt)
}
, µ0 = µ, (1)
where the functional Cost computes a discrepancy between µt and ν, Reg denotes a regularization functional,
and ∇W2 denotes a notion of gradient with respect to a probability measure in the W2 metric for probability
measures1. If this flow can be simulated, one would hope for µt = Tt#µ to converge to the minimum of the
functional optimization problem: minµ(Cost(µ, ν) + Reg(µ)).
We construct a gradient flow where we choose the Cost functional as the sliced Wasserstein distance
(SW2) and the Reg functional as the negative entropy. The SW2 distance is equivalent to theW2 distance [15]
and has important computational implications since it can be expressed as an average of (one-dimensional)
projected optimal transportation costs whose analytical expressions are available.
We first show that, with the choice of SW2 and the negative-entropy functionals as the overall objective,
we obtain a valid gradient flow that has a solution path (µt)t, and the probability density functions of this
path solve a particular partial differential equation, which has close connections with stochastic differential
equations. Even though the gradient flows in Wasserstein spaces cannot be solved in general, by exploiting
this connection, we are able to develop a practical algorithm that provides approximate solutions to the
gradient flow and is reminiscent of stochastic gradient Markov Chain Monte Carlo (MCMC) methods [16, 17].
We provide finite-time error guarantees for the proposed algorithm and show explicit dependence of the error
to the algorithm parameters.
Apart from its nice theoretical properties, the proposed algorithm has also significant practical importance:
(i) it has low computationally requirements and can be easily run on an everyday laptop CPU, (ii) it has a
strong potential for privacy preserving applications since it only requires random projections of the data,
1This gradient flow is similar to the usual Euclidean gradient flows, i.e. ∂txt = −∇(f(xt) + r(xt)), where f is typically
the data-dependent cost function and r is a regularization term. The (explicit) Euler discretization of this flow results in the
well-known gradient descent algorithm for solving minx(f(x) + r(x)).
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rather than the data itself. Our experiments on both synthetic and real datasets support our theory and
illustrate the advantages of the algorithm in challenging scenarios.
2 Preliminaries and Technical Background
2.1 Wasserstein distance, optimal transport maps and Kantorovich potentials
For two probability measures µ, ν ∈ P2(Ω), P2(Ω) = {µ ∈ P(Ω) :
∫
Ω ‖x‖2 µ(dx) < +∞}, the 2-Wasserstein
distance is defined as follows:
W2(µ, ν) ,
{
inf
γ∈C(µ,ν)
∫
Ω×Ω
‖x− y‖2γ(dx, dy)
}1/2
, (2)
where C(µ, ν) is called the set of transportation plans and defined as the set of probability measures γ on
Ω× Ω satisfying for all A ∈ A, γ(A× Ω) = µ(A) and γ(Ω×A) = ν(A), i.e. the marginals of γ coincide with
µ and ν. From now on, we will assume that Ω is a compact subset of Rd.
In the case where Ω is finite, computing the Wasserstein distance between two probability measures turns
out to be a linear program with linear constraints, and has therefore a dual formulation. Since Ω is a Polish
space (i.e. a complete and separable metric space), this dual formulation can be generalized as follows [7,
Theorem 5.10]:
W2(µ, ν) = sup
ψ∈L1(µ)
{∫
Ω
ψ(x)µ(dx) +
∫
Ω
ψc(x)ν(dx)
}1/2
, (3)
where ψc denotes the c-conjugate of ψ and is defined as follows: ψc(y) , {infx∈Ω ‖x − y‖2 − ψ(x)}. The
functions ψ that realize the supremum in (3) are called the Kantorovich potentials between µ and ν. Provided
that µ satisfies a mild condition, we have the following nice uniqueness result.
Theorem 1 ([18, Theorem 1.4]). Assume that µ ∈ P2(Ω) is absolutely continuous with respect to the Lebesgue
measure. Then, there exists a unique optimal transport plan γ? that realizes the infimum in (2) and it is of
the form (Id× T )#µ, for a measurable function T : Ω→ Ω. Furthermore, there exists at least a Kantorovich
potential ψ whose gradient ∇ψ is uniquely determined µ-almost everywhere. The function T and the potential
ψ are linked by T (x) = x−∇ψ(x).
The measurable function T : Ω→ Ω is referred to as the optimal transport map from µ to ν. This result
implies that there exists a solution for transporting samples from µ to samples from ν and this solution
is optimal in the sense that it minimizes the `2 displacement. However, identifying this solution is highly
non-trivial. In the discrete case, effective solutions have been proposed [19]. However, for continuous and
high-dimensional probability measures, constructing an actual transport plan remains a challenge. Even if
recent contributions [20] have made it possible to rapidly compute W2, they do so without constructing the
optimal map T , which is our objective here.
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2.2 Wasserstein spaces and gradient flows
By [21, Proposition 7.1.5], W2 is a distance over P(Ω). In addition, if Ω ⊂ Rd is compact, the topology
associated withW2 is equivalent to the weak convergence of probability measures and (P(Ω),W2)2 is compact.
The metric space (P2(Ω),W2) is called the Wasserstein space.
In this study, we are interested in functional optimization problems in (P2(Ω),W2), such as minµ∈P2(Ω)F(µ),
where F is the functional that we would like to minimize. Similar to Euclidean spaces, one way to formulate
this optimization problem is to construct a gradient flow of the form ∂tµt = −∇W2F(µt), where ∇W2 denotes
a notion of gradient in (P2(Ω),W2). If such a flow can be constructed, then one can utilize it both for
practical algorithms and theoretical analysis.
Gradient flows ∂tµt = ∇W2F(µt) with respect to a functional F in (P2(Ω),W2) have strong connections
with partial differential equations (PDE) that are of the form of a continuity equation [22]. Indeed, it is
shown than under appropriate conditions on F (see e.g.[21]), (µt)t is a solution of the gradient flow if and
only if it admits a density ρt with respect to the Lebesgue measure for all t ≥ 0, and solves the continuity
equation given by: ∂tρt+div(vρt) = 0, where v denotes a vector field and div denotes the divergence operator.
Then, for a given gradient flow in (P2(Ω),W2), we are interested in the evolution of the densities ρt, i.e. the
PDEs which they solve. Such PDEs are of our particular interest since they have a key role for building
practical algorithms.
2.3 Sliced-Wasserstein distance
In the one-dimensional case, i.e. µ, ν ∈ P2(R), W2 has an analytical form, given as follows: W2(µ, ν) =∫ 1
0 |F−1µ (τ)− F−1ν (τ)|2 dτ , where Fµ and Fν denote the cumulative distribution functions (CDF) of µ and ν,
respectively, and F−1µ , F−1ν denote the inverse CDFs, also called quantile functions (QF). In this case, the
optimal transport map from µ to ν has a closed-form formula as well, given as follows: T (x) = (F−1ν ◦ Fµ)(x)
[7]. The optimal map T is also known as the increasing arrangement, lwhich maps each quantile of µ to the
same quantile of ν, e.g. minimum to minimum, median to median, maximum to maximum. Due to Theorem 1,
the derivative of the corresponding Kantorovich potential is given as ψ′(x) , ∂xψ(x) = x− (F−1ν ◦ Fµ)(x).
In the multidimensional case d > 1, building a transport map is much more difficult. The nice properties
of the one-dimensional Wasserstein distance motivate the usage of sliced-Wasserstein distance (SW2) for
practical applications. Before formally defining SW2, let us first define the orthogonal projection θ∗(x) , 〈θ, x〉
for any direction θ ∈ Sd−1 and x ∈ Rd, where 〈·, ·〉 denotes the Euclidean inner-product and Sd−1 ⊂ Rd
denotes the d-dimensional unit sphere. Then, the SW2 distance is formally defined as follows:
SW2(µ, ν) ,
∫
Sd−1
W2(θ∗#µ, θ∗#ν) dθ, (4)
where dθ represents the uniform probability measure on Sd−1. As shown in [15], SW2 is indeed a distance
metric and induces the same topology as W2 for compact domains.
2Note that in that case, P2(Ω) = P(Ω)
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The SW2 distance has important practical implications: provided that the distributions θ∗#µ and θ∗#ν
can be computed, then for any θ ∈ Sd−1, the distance W2(θ∗#µ, θ∗#ν), as well as its optimal transport map
and the corresponding Kantorovich potential can be analytically computed (since the projected measures
are one-dimensional). Therefore, one can easily approximate (4) by using a simple Monte Carlo scheme
that draws uniform random samples from Sd−1 and replace the integral in (4) with a finite-sample average.
Thanks to its computational benefits, SW2 was very recently considered for OT-based VAEs and GANs
[9, 23, 24], appearing as a stable alternative to the adversarial methods.
3 Regularized Sliced-Wasserstein Flows for Generative Modeling
3.1 Construction of the gradient flow
We propose in this paper to consider the minimization of the functional Fνλ on P2(Ω), that is defined as
follows:
Fνλ (µ) ,
1
2SW
2
2 (µ, ν) + λH(µ), (5)
where λ > 0 is a regularization parameter and H denotes the negative entropy defined by H(µ) ,∫
Ω ρ(x) log ρ(x)dx if µ has density ρ with respect to the Lebesgue measure and H(µ) = +∞ otherwise.
Note that the case λ = 0 has been already proposed and studied in [15] in a more general OT context.
Here, in order to introduce the necessary noise inherent to generative model, we suggest to penalize the
slice-Wasserstein distance using H. In other words, the main idea is to find a measure µ? that is close to ν
as much as possible and also has a certain amount of entropy to make sure that it is sufficiently expressive
for generative modeling purposes. The importance of the entropy regularization becomes prominent in
practical applications where we have finitely many data samples that are assumed to be drawn from ν. In
such a circumstance, the regularization would prevent µ? to collapse on the data points and therefore avoid
‘over-fitting’ to the data distribution. Note that this regularization is fundamentally different than the one
used in Sinkhorn distances[25].
In the next result, we show that there exists a flow (µt)t≥0 in (P(B(0, r)),W2) which decreases along
Fνλ , where B(0, a) denotes the closed unit ball centered at 0 and radius a. This flow will be referred to as
a generalized minimizing movement scheme (see Definition 1 in Appendix). In addition, the flow (µt)t≥0
admits a density ρt with respect to the Lebesgue measure for all t > 0 and (ρt)t≥0 is solution of a non-linear
PDE (in the weak sense).
Theorem 2. Let ν be a probability measure on B(0, 1) with a strictly positive smooth density. Choose a
regularization constant λ > 0 and radius r >
√
d. Assume that µ0 ∈ P(B(0, r)) is absolutely continuous
with respect to the Lebesgue measure with density ρ0 ∈ L∞(B(0, r)). There exists a generalized minimizing
movement scheme (µt)t≥0 given by Theorem S2 in Appendixand if ρt stands for the density of µt for all t ≥ 0,
then (ρt)t satisfies the following continuity equation:
∂ρt
∂t
= −div(vtρt) + λ∆ρt, vt(x) , v(x, µt) = −
∫
Sd−1
ψ′t,θ(〈x, θ〉)θdθ (6)
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in a weak sense. Here, ∆ denotes the Laplacian operator, div the divergence operator, and ψt,θ denotes the
Kantorovich potential between θ∗#µt and θ∗#ν.
The precise statement of this Theorem, related results and its proof are postponed to Appendix. For
its proof, we use the technique introduced in [26]: we first prove the existence of a generalized minimizing
movement scheme by showing that the solution curve (µt)t is a limit of the solution of a time-discretized
problem. Then we prove that the curve (ρt)t solves the PDE given in (6).
3.2 Connection with stochastic differential equations
As a consequence of the entropy regularization, we obtain the Laplacian operator ∆ in the PDE given in
(6). We therefore observe that the overall PDE is a Fokker-Planck-type equation [27] that has a well-known
probabilistic counterpart, which can be expressed as a stochastic differential equation (SDE). More precisely,
let us consider a stochastic process (Xt)t, that is the solution of the following SDE:
dXt = v(Xt, µt)dt+
√
2λdWt, X0 ∼ µ0 (7)
where Wt denotes the standard Brownian motion. Then, the probability distribution of Xt at time t solves
the PDE given in (6). This informally means that, if we could simulate (7), then the distribution of Xt would
converge to the solution of (5), therefore, we could use the sample paths (Xt)t as samples drawn from (µt)t.
However, in practice this is not possible due to two reasons: (i) the drift vt cannot be computed analytically
since it depends on the probability distribution of Xt, (ii) the SDE (7) is a continuous-time process, it needs
to be discretized.
We now focus on the first issue. We observe that the SDE (7) is similar to McKean-Vlasov SDEs [28, 29],
a family of SDEs whose drift depends on the distribution of Xt. By using this connection, we can borrow
tools from the relevant SDE literature [30, 31] for developing an approximate simulation method for (7).
Our approach is based on defining a particle system that serves as an approximation to the original SDE
(7). The particle system can be written as a collection of SDEs, given as follows [32]:
dXit = v(Xit , µNt )dt+
√
2λdW it , i = 1, . . . , N, (8)
where i denotes the particle index, N ∈ N+ denotes the total number of particles, and µNt = (1/N)
∑N
j=1 δXjt
denotes the empirical distribution of the particles {Xjt }Nj=1. This particle system is particularly interesting,
since (i) one typically has limN→∞ µNt = µt with a rate of convergence of order O(1/
√
N) for all t [30, 31],
and (ii) each of the particle systems in (8) can be simulated by using an Euler-Maruyama discretization
scheme. We note that the existing theoretical results in [28, 29] do not directly apply to our case due to the
non-standard form of our drift. However, we conjecture that a similar result holds for our problem as well.
Proving such a result would be very involved and it is out of the scope of this study.
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3.3 Approximate Euler-Maruyama discretization
In order to be able to simulate the particle SDEs (8) in practice, we propose an approximate Euler-Maruyama
discretization for each particle SDE. The algorithm iteratively applies the following update equation:
X¯i0
i.i.d.∼ µ0, X¯ik+1 = X¯ik + hvˆk(X¯ik) +
√
2λhZik+1, ∀i ∈ {1, . . . , N} (9)
where k ∈ N+ denotes the iteration number, Zik is a standard Gaussian random vector in Rd, h denotes the
step-size, and vˆk is a short-hand notation for a computationally tractable estimator of the original drift
v(·, µ¯Nkh), with µ¯Nkh = (1/N)
∑N
j=1 δX¯j
k
being the empirical distribution of {X¯jk}Nj=1. A question of fundamental
practical importance is how to compute this function vˆ.
We propose to approximate the integral in (6) via a simple Monte Carlo estimate. At each iteration k,
this is done by drawing Nθ uniform i.i.d. samples from the sphere Sd−1, {θk,n}Nθn=1, and computing:
vˆk(x) , −(1/Nθ)
∑Nθ
n=1
ψ′k,θk,n(〈θk,n, x〉)θk,n, (10)
where for any θ, ψ′k,θ is the derivative of the Kantorovich potential (cf. Section 2) that is applied to the OT
problem from θ∗#µ¯Nkh to θ∗#ν: i.e. ψ′k,θ(z) =
[
z − (F−1θ∗#ν ◦ Fθ∗#µ¯Nkh)(z)
]
.
Algorithm 1: Sliced-Wasserstein Flow (SWF)
1 input :D ≡ {yi}Pi=1, µ0, N , Nθ, h, λ
2 output : {X¯iK}Ni=1
// Initialize the particles
3 X¯i0
i.i.d.∼ µ0, i = 1, . . . , N
4 for k = 0, . . .K − 1 do
// Generate random directions
5 θk,n ∼ Uniform(Sd−1), n = 1, . . . , Nθ
6 for θ ∈ {θk,n}Nθn=1 do
// CDF of projected particles
7 Fθ∗#µ¯Nkh
= CDF{〈θ, X¯ik〉}Ni=1
// Quantiles of projected target
8 F−1θ∗#ν = QF{〈θ, yi〉}
P
i=1
// Update the particles
9 X¯ik+1 = X¯ik − hvˆk(X¯ik) +
√
2λhZik+1
10 i = 1, . . . , N
For any particular θ ∈ Sd−1, the QF F−1θ∗#ν for
the projection of the target distribution ν on θ can
be easily computed from the data. This is done
by first computing the projections 〈θ, yi〉 for all
data points yi, and then computing the empirical
quantile function for this set of P scalars. Similarly,
Fθ∗#µ¯
N
kh
, the CDF of the particles at iteration k,
is easy to compute: we first project all particles
X¯ik to get 〈θ, X¯ik〉, and then compute the empirical
CDF of this set of N scalar values.
In both cases, the true CDF and quantile func-
tions are approximated as a linear interpolation
between a set of the computed Q ∈ N+ empiri-
cal quantiles. Another source of approximation
here comes from the fact that the target ν will in
practice be a collection of Dirac measures on the
observations yi. Since it is currently common to
have a very large datasets, we believe this approx-
imation to be accurate in practice for the target.
Even though the error induced by these approximation schemes can be incorporated into our current
analysis framework, we choose to neglect it for now, because (i) all these one-dimensional computations can
be done very accurately and (ii) quantization of the empirical CDF and QF can be modeled as additive
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Gaussian noise that enters our discretization scheme (9) [33]. Therefore, we will assume that vˆk is an unbiased
estimator of v, i.e. E[vˆ(x, µ)] = v(x, µ), for any x and µ, where the expectation is taken over θk,n.
The overall algorithm is illustrated in Algorithm 1. It is remarkable that the updates of the particles
only involves the learning data {yi} through the CDF of its projections on the many θk,n ∈ Sd−1. This
has a fundamental consequence of high practical interest: these CDF may be computed in a massively
distributed manner that is independent of the sliced Wasserstein flow. This aspect is reminiscent of the
compressive learning methodology [34], except we exploit quantiles of random projections here, instead of
random moments as done there.
Besides, we can obtain further reductions in the computing time if the CDF Fθ∗#ν for the target is
computed on random mini-batches of the data, instead of the whole dataset of size P . This simplified
procedure also has some interesting consequences in privacy-preserving settings: since we can vary the
number of projection directions Nθ for a each data point yi, by using the compressed sensing theory [35], we
may guarantee that yi cannot be recovered via these projections, by simply picking fewer projections than
necessary for reconstruction.
3.4 Finite-time analysis for the infinite particle regime
In this section we will analyze the behavior of the proposed algorithm in the asymptotic regime where the
number of particles N →∞. Within this regime, we will assume that the original SDE (7) can be directly
simulated by using an approximate Euler-Maruyama scheme, defined as follows:
X¯0
i.i.d.∼ µ0, X¯k+1 = X¯k + hvˆ(X¯ik, µ¯kh) +
√
2λhZk+1, (11)
where µ¯kh denotes the law of X¯k with step size h and {Zk}k denotes a collection of standard Gaussian
random variables. Apart from its theoretical significance, this scheme is also practically relevant, since one
would expect that it captures the behavior of the particle method (9) with large number of particles.
In practice, we would like to approximate the measure sequence (µt)t as accurate as possible, where
µt denotes the law of Xt. Therefore, we are interested in analyzing the distance ‖µ¯Kh − µT ‖TV, where
T = Kh and ‖µ − ν‖TV denotes the total variation distance between two probability measures µ and ν:
‖µ− ν‖TV , supA∈B(Ω) |µ(A)− ν(A)|.
In order to analyze this distance, we exploit the connections between (11) and the stochastic gradient
Langevin dynamics (SGLD) algorithm [16], which is a Bayesian posterior sampling method, and is obtained
as a discretization of an SDE whose drift has a much simpler form. We then bound the distance by extending
the recent results on SGLD [17] to time- and measure-dependent drifts, that are of our interest in the paper.
We now present our second main theoretical result. We present all our assumptions and the explicit
forms of the constants in Appendix.
Theorem 3. Assume that the conditions given in Appendixhold. Then, the following bound holds for T = Kh:
‖µ¯Kh − µT ‖2TV ≤ δλ
{
L2K
2λ
(C1h3
3 + 3λdh
2
)
+ C2δKh4λ
}
, (12)
for some C1, C2, L > 0, δ ∈ (0, 1), and δλ > 1.
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Figure 1: a) Left: Distribution of particles (contour plots) during the estimation (top) and prediction
(bottom) stages. Right: (top) Close-up of some generated particles in red superimposed with data points in
black. (bottom) Target distribution. b) Influence of the regularization parameter λ.
Here, the constants C1, C2, L are related to the regularity and smoothness of the functions v and vˆ, δ is
directly proportional to the variance of vˆ, and δλ is inversely proportional to λ. The theorem shows that if
we choose h small enough, we can have a non-asymptotic error guarantee, which is formally shown in the
following corollary.
Corollary 1. Assume that the conditions of Theorem 3 hold. Then for all ε > 0, K ∈ N+, setting
h = (3/C1) ∧
(
2ε2λ
δλL2T
(1 + 3λd)−1
)1/2
, we have
‖µ¯Kh − µT ‖TV ≤ ε+
(
C2δλδKh
4λ
)1/2
(13)
for T = Kh.
This corollary shows that for a large horizon T , the approximate drift vˆ should have a small variance in
order to obtain accurate estimations. This result is similar to Theorem 2.1 of [17]: for small ε the variance of
the approximate drift should be small as well. On the other hand, we observe that the error decreases as λ
increases. This behavior is expected since for large λ, the Brownian term in (7) dominates the drift, which
makes the simulation easier.
4 Experiments
In this section, we evaluate the SWF algorithm on both synthetic and real data settings. In all cases, the
initial distribution µ0 is selected as the standard Gaussian distribution on Rd, we take Q = 100 quantiles,
which proved sufficient to approximate the quantile functions, and we have observed that N = 3000 particles
are sufficient. We provide an example implementation in Appendix.
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4.1 Gaussian Mixture Model
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Figure 2: Approximately computed SW2
between the output µ¯Nk and data distribu-
tion ν in the GMM model for different data
dimensions d.
We perform the first set of experiments on synthetic data where
we consider a standard Gaussian mixture model (GMM). We
set the number of the mixture components to 20 and for each
component we randomly draw the weight, covariance matrix and
the centroid. We make sure that the centroids are sufficiently
distant from each other in order to make the problem more
challenging. Given the model parameters, we generate P =
50000 data samples in each experiment.
In our first experiment, we set d = 2 for visualization
purposes and illustrate the general behavior of the algorithm.
Figure 1(a) shows the evolution of the particles through the
iterations. Here, we set Nθ = 30, h = 1, and λ = 10−4. We
observe that the empirical distribution of the particles converges
rapidly to the target distribution. Furthermore, we can see that
the QF, F−1
θ∗#µ¯
N
kh
that is computed with one set of particles (so-
called the estimation stage) can be perfectly re-used for new
unseen particles in a subsequent prediction stage. In both cases, we observe two remarkable outcomes: (i)
Even when some modes are isolated from the others, SWF is able to capture them successfully and we never
observe a mode collapse. This is due to the OT nature of the procedure. (ii) The generated particles do not
collapse on the data points, thanks to the entropy regularization.
In our second experiment, we investigate the effect of the level of the regularization. We use the same
setting as the previous experiment, whereas we differ the value of λ and run the algorithm for sufficiently
many iterations. As we can observe from Figure 1(b), the distribution of the particles becomes more spread
with increasing λ. This is due to the increment of the entropy, as expected.
We also illustrate the behavior of the algorithm for varying dimensionality d. Since visualizing the results
becomes non-trivial for large d, in this experiment we directly monitor the (approximately computed) SW2
distance between the distribution of the particles and the data distribution. Even though minimizing this
distance is not the real objective of our method, arguably, it is still a good proxy for understanding the
convergence behavior. Figure 2 illustrates the results. We observe that, for all choices of d, we see a steady
decrease in the cost for all runs, which is in line with our theory. We also observe that the magnitude of SW2
decreases as d increases. This outcome can be explained by the fact that SW2 = O(d−1/2W2) (cf. [15]).
4.2 Experiments on real data
In a second set of experiments, we test the SWF algorithm on two real datasets. (i) The traditional MNIST
dataset that contains 70K binary images corresponding to different digits (of size 28× 28, i.e. d = 784). (ii)
The recently proposed FashionMNIST dataset [36], that contains 50000 gray-scale images. All images were
interpolated as 64× 64, yielding d = 4096. This dataset is advocated as more challenging than MNIST.
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(a) MNIST (b) Fashion MNIST
Figure 3: The evolution of the particles through 15000 iterations on different datasets.
Our goal in these experiments is to capture the structure of the data distribution such that the particles
that are generated by the algorithm will be samples from this unknown data distribution. In these experiments,
we set λ = 10−6 and Nθ = 200. We will present visual results for qualitative inspection. More results with
higher resolution are given in Appendix.
Figures 3(a) and 3(b), show that SWF is able to generate samples from the datasets in a few thousand
iterations. We can observe that, the generated samples for the MNIST dataset are considerably accurate.
For the FashionMNIST dataset, the samples capture the prominent features of the training samples; the
generated samples take the form of various clothings along the iterations. By considering that SWF only
requires the projections of the data points, in a way, all these samples are generated without seeing the
actual dataset.
Another important advantage of SWF is its low computational requirements. The whole experiment on
the FashionMNIST requires around 1 hour of computational time on the CPU of a standard laptop computer,
to be compared with the significant resource requirements of the current IGM methods.
5 Conclusion and Future Directions
In this study, we proposed SWF, a theoretically grounded nonparametric algorithm for efficient implicit
generative modeling. Our approach lies in the intersection of OT, Wasserstein gradient flows, and SDEs. This
connection allowed us to convert the IGM problem to a non-linear SDE simulation problem. We provided
finite-time error bounds for the infinite-particle regime and established explicit links between the algorithm
parameters and the overall error. We conducted experiments on both synthetic and real datasets, where we
showed that the results support our theory: SWF is able to generate samples from challenging distributions
with low computational requirements.
The SWF algorithm opens up interesting future directions: (i) extension of the algorithm to differentially
private settings [37] by exploiting the fact that it only requires random projections of the data, (ii) showing
the convergence scheme of the particle system (8) to the original SDE (7), (iii) providing error bounds
directly for the particle scheme (9), (iv) combining SWF with existing IGM approaches in order to be able
to simulate the particles in a lower dimensional space.
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Appendix
6 Proof of Theorem 2
We first need to generalize [15, Lemma 5.4.3] to distribution ρ ∈ L∞(B(0, r)), r > 0.
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Theorem 4. Let ν be a probability measure on B(0, 1) with a strictly positive smooth density. Fix a time
step h > 0, regularization constant λ > 0 and a radius r >
√
d. For any probability measure µ0 on B(0, r)
with density ρ0 ∈ L∞(B(0, r)), there is a probability measure µ on B(0, r) minimizing:
G(µ) = Fνλ (µ) +
1
2hW
2
2 (µ, µ0),
where Fνλ is given by (5). Moreover the optimal µ has a density ρ on B(0, r) and:
||ρ||L∞ ≤ (1 + h/
√
d)d||ρ0||L∞ . (14)
Proof. The set of measures supported on B(0, r) is compact in the topology given byW2 metric. Furthermore
by [21, Lemma 9.4.3] H is lower semicontinuous on (P(B(0, r)),W2). Since by [15, Proposition 5.1.2,
Proposition 5.1.3], SW2 is a distance on P(B(0, r)), dominated by d−1/2W2, we have:
|SW2(pi0, ν)− SW2(pi1, ν)| ≤ SW2(pi0, pi1) ≤ 1√
d
W2(pi0, pi1).
The above means that SW2(·, ν) is continuous with respect to topology given by W2, which implies
that SW22 (·, ν) is continuous in this topology as well. Therefore G : P(B(0, r)) → (−∞,+∞] is a lower
semicontinuous function on the compact set (P(B(0, r)),W2). Hence there exists a minimum µ of G on
P(B(0, r)). Furthermore, since H(pi) = +∞ for measures pi that do not admit a density with respect to
Lebesgue measure, the measure µ must admit a density ρ.
If ρ0 is smooth and positive on B(0, r), the inequality 14 is true by [15, Lemma 5.4.3.] When ρ0 is
just in L∞(B(0, r)), we proceed by smoothing. For t ∈ (0, 1], let ρt be a function obtained by convolution
of ρ0 with a Gaussian kernel (t, x, y) 7→ (2pi)d/2 exp(‖x− y‖2 /2), restricting the result to B(0, r) and
normalizing to obtain a probability density. Then (ρt)t are smooth positive densities, and it is easy to see
that limt→0 ||ρt||L∞ ≤ ||ρ0||L∞ . Furthermore, if we denote by µt the measure on B(0, r) with density ρt, then
µt converge weakly to µ0. For t ∈ (0, 1] let µˆt be the minimum of Fνλ (·) + 12hW22 (·, µt), and let ρˆt be the
density of µˆt. Using [15, Lemma 5.4.3.] we get
||ρˆt||L∞ ≤ (1 + h
√
d)d||ρt||L∞ .
so ρˆt lies in a ball of finite radius in L∞. Using compactness of P(B(0, r)) in weak topology and compactness
of closed ball in L∞(B(0, r)) in weak star topology, we can choose a subsequence µˆtk , ρˆtk , limk→+∞ tk = 0,
that converges along that subsequence to limits µˆ, ρˆ. Obviously ρˆ is the density of µˆ, since for any continuous
function f on B(0, r) we have:∫
ρˆfdx = lim
k→∞
∫
ρtkfdx = lim
k→∞
∫
fdµtk =
∫
fdµ.
Furthermore, since ρˆ is the weak star limit of a bounded subsequence, we have:
||ρˆ||L∞ ≤ lim sup
k→∞
(1 + h
√
d)d||ρtk ||L∞ ≤ (1 + h
√
d)d||ρ0||L∞ .
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To finish, we just need to prove that µˆ is a minimum of G. We remind our reader, that we already established
existence of some minimum µ (that might be different from µˆ). Since µˆtk converges weakly to µˆ in P(B(0, r)),
it implies convergence in W2 as well since B(0, r) is compact. Similarly µtk converges to µ0 in W2. Using the
lower semicontinuity of G we now have:
Fνλ (µˆ) +
1
2hW
2
2 (µˆ, µ0) ≤ lim inf
k→∞
(
Fνλ (µˆtk) +
1
2hW
2
2 (µˆtk , µ0)
)
≤ lim inf
k→∞
Fνλ (µ) +
1
2hW
2
2 (µ, µtk)
+ 12hW
2
2 (µˆtk , µ0)−
1
2hW
2
2 (µˆtk , µtk)
= Fνλ (µ) +
1
2hW
2
2 (µ, µ0),
where the second inequality comes from the fact, that µˆtk minimizes Fνλ (·) + 12hW22 (·, µtk). From the above
inequality and previously established facts, it follows that µˆ is a minimum of G with density satisfying 14.
Definition 1. Minimizing movement scheme Let r > 0 and F : R+ × P(B(0, r)) × P(B(0, r)) → R
be a functional. Let µ0 ∈ P(B(0, r)) be a starting point. For h > 0 a piecewise constant trajectory
µh : [0,∞)→ P(B(0, r)) for F starting at µ0 is a function such that:
• µh(0) = µ0.
• µh is constant on each interval [nh, (n+ 1)h), so µh(t) = µh(nh) with n = bt/hc.
• µh((n+ 1)h) minimizes the functional ζ 7→ F(h, ζ, µh(nh)), for all n ∈ N.
We say µˆ is a minimizing movement scheme for F starting at µ0, if there exists a family of piecewise
constant trajectory (µh)h>0 for F such that µˆ is a pointwise limit of µh as h goes to 0, i.e. for all t ∈ R+,
limh→0 µh(t) = µ(t) in P(B(0, r)). We say that µ˜ is a generalized minimizing movement for F starting at µ0,
if there exists a family of piecewise constant trajectory (µh)h>0 for F and a sequence (hn)n, limn→∞ hn = 0,
such that µhn converges pointwise to µ˜.
Theorem 5. Let ν be a probability measure on B(0, 1) with a strictly positive smooth density. Fix a
regularization constant λ > 0 and radius r >
√
d. Given an absolutely continuous measure µ0 ∈ P(B(0, r))
with density ρ0 ∈ L∞(B(0, r)), there is a generalized minimizing movement scheme (µt)t in P(B(0, r)) starting
from µ0 for the functional defined by
Fν(h, µ+, µ−) = Fνλ (µ+) +
1
2hW
2
2 (µ+, µ−). (15)
Moreover for any time t > 0, the probability measure µt = µ(t) has density ρt with respect to the Lebesgue
measure and:
||ρt||L∞ ≤ edt
√
d||ρ0||L∞ . (16)
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Proof. We start by noting, that by 4 for any h > 0 there exists a piecewise constant trajectory µh for 15
starting at µ0. Furthermore for t ≥ 0 measure µht = µh(t) has density ρht , and:
||ρht ||L∞ ≤ ed
√
d(t+h)||ρ0||L∞ . (17)
Let us choose T > 0. We denote ρh(t, x) = ρht (x). For h ≤ 1, the functions ρh lie in a ball in L∞([0, T ]×B(0, r)),
so from Banach-Alaoglu theorem there is a sequence hn converging to 0, such that ρhn converges in weak-star
topology in L∞([0, T ]×B(0, r)) to a certain limit ρ. Since ρ has to be nonnegative except for a set of measure
zero, we assume ρ is nonnegative. We denote ρt(x) = ρ(t, x). We will prove that for almost all t, ρt is a
probability density and µhnt converges in W2 to a measure µt with density ρt.
First of all, for almost all t ∈ [0, T ], ρt is a probability density, since for any Borel set A ⊆ [0, T ] the
indicator of set A× B(0, r) is integrable, and hence by definition of the weak-star topology:∫
A
∫
B(0,r)
ρt(x)dxdt = lim
n→∞
∫
A
∫
B(0,r)
ρhnt (x)dxdt,
and so we have to have
∫
ρt(x)dx = 1 for almost all t ∈ [0, T ]. Nonnegativity of ρt follows from nonnegativity
of ρ.
We will now prove, that for almost all t ∈ [0, T ] the measures µhnt converge to a measure with density ρt.
Let t ∈ (0, T ), take δ < min(T − t, t) and ζ ∈ C1(B(0, r)). We have:∣∣∣∣∣
∫
B(0,r)
ζdµhnt −
∫
B(0,r)
ζdµhmt
∣∣∣∣∣ ≤∣∣∣∣∣
∫
B(0,r)
ζdµhnt −
1
2δ
∫ t+δ
t−δ
∫
B(0,r)
ζdµhns ds
∣∣∣∣∣+
∣∣∣∣∣
∫
B(0,r)
ζdµhmt −
1
2δ
∫ t+δ
t−δ
∫
B(0,r)
ζdµhms ds
∣∣∣∣∣+∣∣∣∣∣ 12δ
∫ t+δ
t−δ
∫
B(0,r)
ζdµhms ds−
1
2δ
∫ t+δ
t−δ
∫
B(0,r)
ζdµhns ds
∣∣∣∣∣ . (18)
Because µhnt have densities ρhnt and both ρhn , ρhm converge to ρ in weak-star topology, the last element
of the sum on the right hand side converges to zero, as n,m→∞. Next, we get a bound on the other two
terms.
First, if we denote by γ the optimal transport plan between µhnt and µhns , we have:∣∣∣∣∣
∫
B(0,r)
ζdµhnt −
∫
B(0,r)
ζdµhns
∣∣∣∣∣
2
≤
∫
B(0,r)×B(0,r)
|ζ(x)− ζ(y)|2 dγ(x, y)
≤ ||∇ζ||2∞W22 (µhnt , µhns ). (19)
In addition, for nt = bt/hnc and ns = bs/hnc we have µhnt = µhnnthn and µhns = µhnnshn . For all k ≥ 0 we have:
W22 (µhnkhn , µhn(k+1)hn) ≤ 2hn(Fνλ (µ
hn
khn
)−Fνλ (µhn(k+1)hn). (20)
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Using this result and (19) and assuming without loss of generality nt ≤ ns, from the Cauchy-Schwartz
inequality we get:
W22 (µhnt , µhns ) ≤
ns−1∑
k=nt
W2(µhnkhn , µhn(k+1)hn)
2
≤ |nt − ns|
ns1∑
k=nt
W22 (µhnkhn , µhn(k+1)hn)
≤ 2hn|nt − ns|(Fνλ (µhnnthn)−Fνλ (µhnnshn)) ≤ 2C(|t− s|+ hn), (21)
where we used for the last inequality, denoting C = Fνλ (µ0) − minP(B(0,r))Fνλ , that (Fνλ (µhnkhn))n is non-
increasing by (20) and minP(B(0,r))Fνλ is finite since Fνλ is lower semi-continuous. Finally, using Jensen’s
inequality, the above bound and 19 we get:∣∣∣∣∣
∫
B(0,r)
ζdµhnt −
1
2δ
∫ t+δ
t−δ
∫
B(0,r)
ζdµhns ds
∣∣∣∣∣
2
≤ 12δ
∫ t+δ
t−δ
∣∣∣∣∣
∫
B(0,r)
ζdµhnt −
∫
B(0,r)
ζdµhns
∣∣∣∣∣
2
ds
≤ C||∇ζ||
2∞
δ
∫ t+δ
t−δ
(|t− s|+ hn)ds
≤ 2C||∇ζ||2∞(hn + δ).
Together with (18), when taking δ = hn, this result means that
∫
B(0,r) ζdµ
hn
t is a Cauchy sequence for all
t ∈ (0, T ). On the other hand, since ρhn converges to ρ in weak-star topology on L∞, the limit of ∫B(0,r) ζdµhnt
has to be
∫
B(0,r) ζ(x)ρt(x)dx for almost all t ∈ (0, T ). This means that for almost all t ∈ [0, T ] sequence µhnt
converges to a measure µt with density ρt.
Let S ∈ [0, T ] be the set of times such that for t ∈ S sequence µhnt converges to µt. As we established
almost all points from [0, T ] belong to S. Let t ∈ [0, T ] \ S. Then, there exists a sequence of times tk ∈ S
converging to t, such that µtk converge to some limit µt. We have:
W2(µhnt , µt) ≤ W2(µhnt , µhntk ) +W2(µhntk , µtk) +W2(µtk , µt).
From which we have for all k ≥ 1:
lim sup
n→∞
W2(µhnt , µt) ≤ W2(µtk , µt) + lim sup
n→∞
W2(µhnt , µhntk ),
and using (21), we get µhnt → µt. Furthermore, the measure µt has to have density, since ρhnt lie in a ball in
L∞(B(0, r)), so we can choose a subsequence of ρhnt converging in weak-star topology to a certain limit ρˆt,
which is the density of µt.
We use now the diagonal argument to get convergence for all t > 0. Let (Tk)∞k=1 be a sequence of times
increasing to infinity. Let h1n be a sequence converging to 0, such that µ
h1n
t converge to µt for all t ∈ [0, T1].
19
Using the same arguments as above, we can choose a subsequence h2n of h1n, such that µ
h2n
t converges to a
limit µt for all t ∈ [0, T2]. Inductively, we construct subsequences hkn, and in the end take hn = hnn. For this
subsequence we have that µhnt converges to µt for all t > 0, and µt has a density satisfying the bound from
the statement of the theorem.
Finally, note that (5) follows from (17).
Theorem 6. Let (µt)t≥0 be a generalized minimizing movement scheme given by Theorem 5 with initial
distribution µ0 with density ρ0 ∈ L(B(0, r)). We denote by ρt the density of µt for all t ≥ 0. Then ρt satisfies
the continuity equation:
∂ρt
∂t
+ div(vtρt) + λ∆ρt = 0 , vt(x) = −
∫
Sd−1
ψ′t,θ(〈x, θ〉)θdθ,
in a weak sense, that is for all ξ ∈ C∞c ([0,∞)× B(0, r)) we have:∫ ∞
0
∫
B(0,r)
[
∂ξ
∂t
(t, x)− vt∇ξ(t, x)− λ∆ξ(t, x)
]
ρt(x)dxdt = −
∫
B(0,r)
ξ(0, x)ρ0(x)dx.
Proof. Our proof is based on the proof of [15, Theorem 5.6.1]. We proceed in five steps.
(1) Let hn → 0 be a sequence given by Theorem 5, such that µhnt converges to µt pointwise. Furthermore we
know that µhn have densities ρhn that converge to ρ in Lr, for r ≥ 1, and in weak-star topology in L∞. Let
ξ ∈ C∞c ([0,∞)× B(0, r)). We denote ξnk (x) = ξ(khn, x). Using part 1 of the proof of [15, Theorem 5.6.1], we
obtain:∫
B(0,r)
ξ(0, x)ρ0(x)dx+
∫ ∞
0
∫
B(0,r)
∂ξ
∂t
(t, x)ρt(x)dxdt
= lim
n→∞−hn
∞∑
k=1
∫
B(0,r)
ξnk (x)
ρhnkhn(x)− ρhn(k−1)hn(x)
hn
dx. (22)
(2) Again, this part is the same as part 2 of the proof of [15, Theorem 5.6.1]. For any θ ∈ Sd−1 we denote by
ψt,θ the unique Kantorovich potential from θ∗#µt to θ∗#ν, and by ψ
hn
t,θ the unique Kantorovich potential from
θ∗#µ
hn
t to θ∗#ν. Then, by the same reasoning as part 2 of the proof of [15, Theorem 5.6.1], we get:
∫ ∞
0
∫
B(0,r)
∫
Sd−1
(ψt,θ)′(〈θ, x〉)〈θ,∇ξ(x, t)〉dθdµt(x)dt
= lim
n→∞hn
∞∑
k=1
∫
B(0,r)
∫
Sd−1
ψhnkhn,θ(θ
∗)〈θ,∇ξnk 〉dθdµhnkhn . (23)
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(3) Since ξ is compactly supported and smooth, ∆ξ is Lipschitz, and so for any t ≥ 0 if we take k = bt/hnc
we get |∆ξnk (x)−∆ξ(t, x)| ≤ Chn for some constant C. Let T > 0 be such that ξ(t, x) = 0 for t > T . We
have: ∣∣∣∣∣
∞∑
k=1
hn
∫
B(0,r)
∆ξnk (x)ρhnkhn(x)dx−
∫ +∞
0
∫
B(0,r)
∆ξ(t, x)ρhnt (x)dxdt
∣∣∣∣∣ ≤ CThn.
On the other hand, we know, that ρhn converges to ρ in weak star topology on L∞([0, T ]× B(0, r)), and ∆ξ
is bounded, so:
lim
n→+∞
∣∣∣∣∣
∫ +∞
0
∫
B(0,r)
∆ξ(t, x)ρhnt (x)dxdt−
∫ +∞
0
∫
B(0,r)
∆ξ(t, x)ρt(x)dxdt
∣∣∣∣∣ = 0.
Combining those two results give:
lim
n→∞hn
∞∑
k=1
∫
B(0,r)
∆ξnk (x)ρhnkhn(x)dx =
∫ +∞
0
∫
B(0,r)
∆ξ(t, x)ρt(x)dxdt. (24)
(4) Let φhnk denote the unique Kantorovich potential from µ
hn
khn
to µhn(k−1)hn . Using [15, Propositions 1.5.7
and 5.1.7], as well as [26, Equation (38)] with Ψ = 0, and optimality of µhnkhn , we get:
1
hn
∫
B(0,r)
〈∇φhnk (x),∇ξnk (x)〉dµhnkhn(x)−
∫
B(0,r)
∫
Sd−1
(ψhnkhn)
′(θ∗)〈θ,∇ξnk (x)〉dθdµhnkhn(x)
− λ
∫
B(0,r)
∆ξnk (x)dµhnkhn(x), (25)
which is the derivative of Fνλ (·) + 12hnW22 (·, µ(k−1)hn) in the direction given by vector field ∇ξnk is zero.
Let γ be the optimal transport between µhnkhn and µ
hn
(k−1)hn . Then:
∫
B(0,r)
ξnk (x)
ρhnkhn(x)− ρhn(k−1)hn(x)
hn
dx = 1
hn
∫
B(0,r)
(ξnk (y)− ξnk (x))dγ(x, y). (26)
1
hn
∫
B(0,r)
〈∇φhnk (x),∇ξnk (x)〉dµhnkhn(x) =
1
hn
∫
B(0,r)
〈∇ξnk (x), y − x〉dγ(x, y). (27)
Since ξ is C∞c , it has Lipschitz gradient. Let C be twice the Lipschitz constant of ∇ξ. Then we have
|ξ(y)− ξ(x)− 〈∇ξ(x), y − x〉| ≤ C|x− y|2, and hence:∫
B(0,r)
|ξnk (y)− ξnk (x)− 〈∇ξnk (x), y − x〉|dγ(x, y) ≤ CW22 (µhn(k−1)hn , µ
hn
khn
). (28)
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Combining (26), (27) and (28), we get:∣∣∣∣∣∣
∞∑
k=1
hn
∫
B(0,r)
ξnk (x)
ρhnkhn − ρhn(k−1)hn
hn
dx+
∞∑
k=1
hn
∫
B(0,r)
〈∇φhnk ,∇ξnk 〉dµhnkhn
∣∣∣∣∣∣
≤ C
∞∑
k=1
W22 (µhn(k−1)hn , µ
hn
khn
). (29)
As some Fνλ have a finite minimum on P(B(0, r)), we have:
∞∑
k=1
W22 (µhn(k−1)hn , µ
hn
khn
) ≤ 2hn
∞∑
k=1
Fνλ (µhn(k−1)hn)−Fνλ (µ
hn
khn
)
≤ 2hn
(
Fνλ (µ0)− minP(B(0,r))F
ν
λ
)
.
(30)
and so the sum on the right hand side of the equation goes to zero as n goes to infinity.
From (29), (30) and (25) we conclude:
lim
n→∞−hn
∞∑
k=1
ξnk (x)
ρhnkhn − ρhn(k−1)hn
hn
dx =
lim
n→∞
(
hn
∞∑
k=1
∫
B(0,r)
∫
Sd−1
ψhnkhn,θ(θ
∗)〈θ,∇ξnk 〉dθdµhnkhn + hn
∞∑
k=1
∫
B(0,r)
∆ξnk (x)ρhnkhn(x)dx
)
, (31)
where both limits exist, since the difference of left hand side and right hand side of the equation goes to zero,
while the left hand side converges to a finite value by (22).
(5) Combining (22), (23), (24) and (31) we get the result.
7 Proof of Theorem 3
Before proceeding to the proof, let us first define the following Euler-Maruyama scheme which will be useful
for our analysis:
Xˆk+1 = Xˆk + hvˆ(Xˆk, µkh) +
√
2λhZn+1, (32)
22
where µt denotes the probability distribution of Xt with (Xt)t being the solution of the original SDE (7).
Now, consider the probability distribution of Xˆk as µˆkh. Starting from the discrete-time process (Xˆk)k∈N+ ,
we first define a continuous-time process (Yt)t≥0 that linearly interpolates (Xˆk)k∈N+ , given as follows:
dYt = v˜t(Y )dt+
√
2λdWt, (33)
where v˜t(Y ) , −∑∞k=0 vˆkh(Ykh)1[kh,(k+1)h)(t) and 1 denotes the indicator function. Similarly, we define a
continuous-time process (Ut)t≥0 that linearly interpolates (X¯k)k∈N+ , defined by (11), given as follows:
dUt = v¯t(U)dt+
√
2λdWt, (34)
where v¯t(U) , −∑∞k=0 vˆ(Ukh, µ¯kh)1[kh,(k+1)h)(t) and µ¯kh denotes the probability distribution of X¯k. Let us
denote the distributions of (Xt)t∈[0,T ], (Yt)t∈[0,T ] and (Ut)t∈[0,T ] as piTX , piTY and piTU respectively with T = Kh.
We consider the following assumptions:
H1. For all λ > 0, the SDE (7) has a unique strong solution denoted by (Xt)t≥0 for any starting point
x ∈ Rd.
H2. There exits L <∞ such that
‖vt(x)− vt′(x′)‖ ≤ L(‖x− x′‖+ |t− t′|), (35)
where vt(x) = v(x, µt) and
‖vˆ(x, µ)− vˆ(x′, µ′)‖ ≤ L(‖x− x′‖+ ‖µ− µ′‖TV). (36)
H3. For all t ≥ 0, vt is dissipative, i.e. for all x ∈ Rd,
〈x, vt(x)〉 ≥ m‖x‖2 − b, (37)
for some m, b > 0.
H4. The estimator of the drift satisfies the following conditions: E[vˆt] = vt for all t ≥ 0, and for all t ≥ 0,
x ∈ Rd,
E[‖vˆ(x, µt)− v(x, µt)‖2] ≤ 2δ(L2‖x‖2 +B2), (38)
for some δ ∈ (0, 1).
H5. For all t ≥ 0: |Ψt(0)| ≤ A and ‖vt(0)‖ ≤ B, for A,B ≥ 0, where Ψt =
∫
Sd−1 ψt(〈θ, ·〉)dθ.
We start by upper-bounding ‖µˆKh − µT ‖TV.
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Lemma 1. Assume that the conditions H2 to 5 hold. Then, the following bound holds:
‖µˆKh − µT ‖2TV ≤ ‖piTY − piTX‖2TV ≤
L2K
4λ
(C1h3
3 + 3λdh
2
)
+ C2δKh8λ , (39)
where C1 , 12(L2C0 +B2) + 1, C2 , 2(L2C0 +B2), C0 , Ce + 2(1 ∨ 1m)(b+ 2B2 + dλ), and Ce denotes the
entropy of µ0.
Proof. We use the proof technique presented in [17, 38]. It is easy to verify that for all k ∈ N+, we have
Ykh = Xˆk.
By Girsanov’s theorem to express the Kullback-Leibler (KL) divergence between these two distributions,
given as follows:
KL(piTX ||piTY ) =
1
4λ
∫ Kh
0
E[‖vt(Yt) + v˜t(Y )‖2] dt (40)
= 14λ
K−1∑
k=0
∫ (k+1)h
kh
E[‖vt(Yt) + v˜t(Y )‖2] dt (41)
= 14λ
K−1∑
k=0
∫ (k+1)h
kh
E[‖vt(Yt)− vˆkh(Ykh)‖2] dt. (42)
By using vt(Yt)− vˆkh(Ykh) = (vt(Yt)− vkh(Ykh)) + (vkh(Ykh)− vˆkh(Ykh)), we obtain
KL(piTX ||piTY ) ≤
1
2λ
K−1∑
k=0
∫ (k+1)h
kh
E[‖vt(Yt)− vkh(Ykh)‖2] dt
+ 12λ
K−1∑
k=0
∫ (k+1)h
kh
E[‖vkh(Ykh)− vˆkh(Ykh)‖2] dt (43)
≤L
2
λ
K−1∑
k=0
∫ (k+1)h
kh
(
E[‖Yt − Ykh‖2] + (t− kh)2
)
dt
+ 12λ
K−1∑
k=0
∫ (k+1)h
kh
E[‖vkh(Ykh)− vˆkh(Ykh)‖2] dt. (44)
The last inequality is due to the Lipschitz condition H2.
Now, let us focus on the term E[‖Yt − Ykh‖2]. By using (33), we obtain:
Yt − Ykh = −(t− kh)vˆkh(Ykh) +
√
2λ(t− kh)Z, (45)
where Z denotes a standard normal random variable. By adding and subtracting the term −(t− kh)vkh(Ykh),
we have:
Yt − Ykh = −(t− kh)vkh(Ykh) + (t− kh)(vkh(Ykh)− vˆkh(Ykh)) +
√
2λ(t− kh)Z. (46)
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Taking the square and then the expectation of both sides yields:
E[‖Yt − Ykh‖2] ≤3(t− kh)2E[‖vkh(Ykh)‖2] + 3(t− kh)2E[‖vkh(Ykh)− vˆkh(Ykh)‖2]
+ 6λ(t− kh)d. (47)
As a consequence of H2 and H5, we have ‖vt(x)‖ ≤ L‖x‖ + B for all t ≥ 0, x ∈ Rd. Combining this
inequality with H4, we obtain:
E[‖Yt − Ykh‖2] ≤6(t− kh)2(L2E[‖Ykh‖2] +B2) + 6(t− kh)2(L2E[‖Ykh‖2] +B2)
+ 6λ(t− kh)d (48)
=12(t− kh)2(L2E[‖Ykh‖2] +B2) + 6λ(t− kh)d. (49)
By Lemma 3.2 of [17]3, we have E[‖Ykh‖2] ≤ C0 , Ce+ 2(1∨ 1m)(b+ 2B2 +dλ), where Ce denotes the entropy
of µ0. Using this result in the above equation yields:
E[‖Yt − Ykh‖2] ≤12(t− kh)2(L2C0 +B2) + 6λ(t− kh)d. (50)
We now focus on the term E[‖vkh(Ykh) − vˆkh(Ykh)‖2] in (44). Similarly to the previous term, we can
upper-bound this term as follows:
E[‖vkh(Ykh)− vˆkh(Ykh)‖2] ≤2δ(L2E[‖Ykh‖2] +B2) (51)
≤2δ(L2C0 +B2). (52)
By using (50) and (52) in (44), we obtain:
KL(piTX ||piTY ) ≤
L2
λ
K−1∑
k=0
∫ (k+1)h
kh
(
12(t− kh)2(L2C0 +B2) + 6λ(t− kh)d+ (t− kh)2
)
dt
+ 12λ
K−1∑
k=0
∫ (k+1)h
kh
2δ(L2C0 +B2) dt (53)
=L
2K
λ
(C1h3
3 +
6λdh2
2
)
+ C2δKh2λ , (54)
where C1 = 12(L2C0 +B2) + 1 and C2 = 2(L2C0 +B2).
Finally, by using the data processing and Pinsker inequalities, we obtain:
‖µˆKh − µT ‖2TV ≤ ‖piTX − piTY ‖2TV ≤
1
4KL(pi
T
X ||piTY ) (55)
=L
2K
4λ
(C1h3
3 + 3λdh
2
)
+ C2δKh8λ . (56)
This concludes the proof.
3Note that Lemma 3.2 of [17] considers the case where the drift is not time- or measure-dependent. However, with H3 it is
easy to show that the same result holds for our case as well.
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Now, we bound the term ‖µ¯Kh − µˆKh‖TV.
Lemma 2. Assume that H2 holds. Then the following bound holds:
‖piTU − piTY ‖2TV ≤
L2Kh
16λ ‖pi
T
X − piTU‖2TV. (57)
Proof. We use that same approach than in Lemma 1. By Girsanov’s theorem once again, we have
KL(piTY ||piTU ) =
1
4λ
K−1∑
k=0
∫ (k+1)h
kh
E[‖vˆ(Ukh, µkh)− vˆ(Ukh, µ¯kh)‖2] dt, (58)
where piTU denotes the distributions of (Ut)t∈[0,T ] with T = Kh. By using H2, we have:
KL(piTY ||piTU ) ≤
L2h
4λ
K−1∑
k=0
‖µkh − µ¯kh‖2TV (59)
≤ L
2Kh
4λ ‖pi
T
X − piTU‖2TV. (60)
By applying the data processing and Pinsker inequalities, we obtain the desired result.
7.1 Proof of Theorem 3
Here, we precise the statement of Theorem 3.
Theorem 7. Assume that the assumptions in Lemma 1 and Lemma 2 hold. Then for λ > KL2h8 , the
following bound holds:
‖µ¯Kh − µT ‖2TV ≤ δλ
{
L2K
2λ
(C1h3
3 + 3λdh
2
)
+ C2δKh4λ
}
, (61)
where δλ = (1− KL2h8λ )−1.
Proof. We have the following decomposition: (with T = Kh)
‖piTX − piTU‖2TV ≤ 2‖piTX − piTY ‖2TV + 2‖piTY − piTU‖2TV (62)
≤ L
2K
2λ
(C1h3
3 + 3λdh
2
)
+ C2δKh4λ +
L2Kh
8λ ‖pi
T
X − piTU‖2TV (63)
≤
(
1− KL
2h
8λ
)−1{L2K
2λ
(C1h3
3 + 3λdh
2
)
+ C2δKh4λ
}
. (64)
The second line follows from Lemma 1 and Lemma 2. Last line follows from the assumption that λ is large
enough. This completes the proof.
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8 Proof of Corollary 1
Proof. Considering the bound given in Theorem 3, the choice h implies that
δλL
2K
2λ
(C1h3
3 + 3λdh
2
)
≤ ε2. (65)
This finalizes the proof.
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