Given the primary sequence of a protein and its α-carbon coordinates, the allatom protein backbone reconstruction problem (PBRP) is to reconstruct the 3D coordinates of all atoms, including N, C, and O atoms on the backbone. A variety of methods for solving PBRP have been proposed, such as Adcock's method, SABBAC, BBQ, and Chang's methods. In this paper, we involve BBQ (Backbone Building from Quadrilaterals) and Chang's method as our candidate prediction tools. Then, we apply a tool preference classification with support vector machine (SVM) to determine which tool is more suitable for solving PBRP. According to the preference classification result, a proper prediction tool, either BBQ or Chang's method, is used to construct the atom of the target protein. Thus, after combining the results of all atoms, the backbone structure of the target protein is reconstructed. The three data sets of our experiments were extracted from CASP7, CASP8, and CASP9, which consists of 29, 24, and 55 proteins, respectively. The data sets contain only the proteins composed of standard amino acids. We improve the average RMSDs of BBQ results from 0.3955 to 0.3835 in CASP7, from 0.4437 to 0.4313 in CASP8, and from 0.4133 to 0.3691 in CASP9.
Introduction
A protein is composed of a series of amino acids. Amino acids can be divided into two groups, standard and nonstandard. There are twenty different kinds of standard amino acids, such as Glycine, Alnine, and Valine. Scientists categorize the rest of amino acids into the nonstandard group. In 1955, Frederick Sanger determined the sequence of amino acids in insulin (James, 1993) . After a few years, Max Perutz and Sir John Cowdery Kendrew determined the 3D (three-dimensional) structure of a protein by using X-ray crystallographic. The first protein whose 3D structure was reconstructed is myoglobin. support vector machine (SVM) and some previous works. Then in Section 3, our method for PBRP is presented in detail. Section 4 shows the experimental results of self-tests and independent tests of our method and the comparisons with some previous methods. Finally, the conclusion and future work of this paper are given in Section 5.
Previous Work
The protein backbone reconstruction problem (PBRP) is to reconstruct all atoms on the protein backbone for a given protein sequence whose 3D coordinates of α-carbons are known. SABBAC is an on-line service devoted to protein backbone reconstruction from α-carbon trace (Maupetit et al., 2006) . SABBAC applies the encoding of the protein trace in a hidden Markov model-derived structural alphabet to assemble the fragments. Then, they use a greedy algorithm to search a combination of fragments. The scoring function inspired from the OPEP force field (Santini, Wei, Mousseau, & Derreumaux, 2003) derives the search. The scoring function is defined as follows: E = E SC,SC + E HB + E V dW + E P hiP + E BB + E T rans .
(1)
In Equation 1, E SC,SC , E HB , E V dW , E P hiP , E BB , and E T rans denote the sidechain and side-chain interaction, the hydrogen bonds, the van der Waals force, the phi (φ) positive contribution, the valence angle distortion of α-carbon, and a pseudo energy term related to the transitions between consecutive fragments, respectively. SABBAC consumes much execution time when the target protein is large. The SABBAC service is also available via the Internet (Maupetit, Gautier, & Tuffery, n.d.) .
The BBQ (Backbone Building from Quadrilaterals) method (Gront et al., 2007 ) is an algorithm for protein backbone reconstruction that comprises high computational efficiency and accuracy. It considers a fragment with four contiguous amino acids as quadrilateral. Distances of C α atoms are also described as the quadrilateral. Therefore, three distances form a three-dimensional look-up table in which average positions of N, C, and O atoms measured in a local coordinate system are acquired from the known PDB structures.
Wang et al. solved the all-atom PBRP by using the homology modeling technique (Wang et al., 2007) . In the beginning, it takes every four consecutive residues as a fragment in the protein sequence, and extracts the fragments from all protein structures in PDB (Protein Data Bank) (Berman et al., 2000) . These fragments are collected as the fragment library. Each fragment is identified by its second, third and fourth residues and it can be classified into 8000 residue groups. The fragments in each residue group are clustered based on their structures. In a cluster, one typical fragment is chosen as the delegate to represent this cluster. While reconstructing, it seeks out suitable candidates from the fragment library.
PULCHRA is a fast and robust method for the reconstruction of all-atom protein models starting from a reduced protein representation (Rotkiewicz & Skolnick, 2008) . The three stages of PULCHRA are described as follows. First, PULCHRA optimizes α-carbon positions. Then, it reconstructs and optimizes backbone and side-chain. Finally, it reconstructs hydrogen atoms and output the result. Chang et al. (2009) found that some results of Wang et al. (2007) are not so good. They discovered that the average RMSD of O atom is usually worse than N and C atoms. They measured the lengths and angles of peptide bonds so that the energy function can be adjusted to a simpler one. According to the energy function, the position of each O atom can be found independently. For improving the accuracy, they also proposed the two-phase refinement strategy. Yen et al. (2010) observed the results from Chang et al. (2009) and SABBAC (Maupetit et al., 2006) , and they discovered that the predictions of Chang's method are not always better than SABBAC, and vice versa. If one can exactly select the better predicting method between SABBAC and Chang's method for each protein, the result of prediction would be improved. Hence Yen et al. proposed a method which employs the SVM as the classifier to build a decision model, which can guide us to determine which tool is better for predicting the structure of the target protein.
Our Method
In the method proposed by Yen et al. (2010) , Chang's method and SABBAC are employed as the candidate prediction tools. There are some other methods (PULCHRA and BBQ) for predicting protein structure. And, we did some primitive experiments on the data sets of CASP7, CASP8 and CASP9 for evaluating these methods. Table 1 shows that BBQ and Chang's method can be thought as better prediction tools among these four methods, because that their frequencies of winning predictions are greater than the other two. It can be easily seen that none of these two selected tools is always the best method for predicting 3D structures of proteins.
In order to predict the structure of protein more accurately, we further observe the results from BBQ and Chang's predictions. Comparing the predictions of N-atoms, C-atoms and O-atoms, we realize that each of these two prediction tools has its own superiority on prediction. Hence, we modify Yen's method by considering N, C, and O atoms individually. We come out with a new prediction model, named atom classifier. We apply the atom classifiers on a given protein sequence whose α-carbon coordinates are known. After assembling the results from different atom classifiers, we can rebuild the 3D coordinates of all atoms (N, C, and O) on the backbone. The flowcharts of our method and the atom classifier are shown in Figures 1 and 2 , respectively.
Figure 1: The flow chart of selecting better predictors for predicting the 3D structure of a protein. (Huang et al., 2003; Li et al., 2006; Yu et al., 2006) .
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Feature Extraction of Atom Classifier
In order to make the SVM classification more accurate, it is necessary to find out good features for organizing a good feature set. Once the inappropriate feature set is used, the noise would make the classification result incorrect. Our universal feature set includes nine features, hydrophobicity (H), van der Waals volume (V), polarity (P), polarizability (Z), size (G), charge (N), molecular weight (W), isoelectric point (I), and accessible surface area (S). According to the physical characteristic, each of these features can be divided into three groups (Huang, Lin, & Pal, 2003; Li et al., 2006; Yu, Cao, Cai, Shi, & Li, 2006) . For example, hydrophobicity contains three groups: polar, neutral, and hydrophobic. Table  2 shows the detail of each feature. In the previous study, Dubchak et al. (Dubchak, Muchnik, Holbrook, & Kim, 1995) use three descriptors, composition (C), transition (T), and distribution (D), to describe the global composition of amino acid property in a protein. Composition (C) denotes the percentage of amino acids of a certain property. Transition (T) is used to indicate the change frequency of a property along the protein sequence. Distribution (D) represents the percentage of the sequence length corresponding to the positions of 1%, 25%, 50%, 75%, and 100% of amino acids for a property (Huang et al., 2003; Yu et al., 2006) . Figure 3 shows an example to illustrate how the feature set is extracted. This figure takes account of hydrophobicity (H) as an example. The length of this sequence is 25 and the counts of three residue groups polar (P), neutral (N) and Hydrophobic (H) are 6, 11 and 8, respectively. The sequence of composition C-descriptor is 0.24 (6/25), 0.44 (11/25), and 0.32 (8/25). The sequence of T-descriptor is 0.08 (2/24), 0.375 (9/24), and 0.08 (2/24). The sequence of D-descriptor for group P is 0.24 (6/25), 0.4 (10/25), 0.44 (11/25), 0.56 (14/25), and 0.6 (15/25). In the same way, the sequence of D-descriptor for Figure 4 shows an example that the feature vector is divided into the former and rear parts.
Feature Set Reorganization
First, all feature sets are initialized by self-tests for selecting better feature subsets. Then, these feature sets are reorganized by using crossover and extension operations. In the crossover operation, given two feature vectors X and Y , we exchange X F and Y F . Then, we get two new feature vectors X F Y R and Y F X R . The extension operation is to add X F or X R to Y, and to add 
Training Set Filtering and Weighting
Generally speaking, every method for PBRP wishes that the RMSD of prediction result is as small as possible. If we know which prediction tool should be used, we can improve the overall RMSD. When the RMSD difference of the prediction results of these two tools on a protein prediction is high, we can improve the overall RMSD significantly if we choose the better tool correctly to do prediction. If the RMSD exceeds the filter (a threshold value), we will duplicate some clones of this sequence into training set to increase the weight of this sequence. On the other hand, when the RMSD difference is less than the filter, it will not be critical if the selected prediction tool is not the better one. Yen's method indicated that once filter is set to 0.05, the results will be better. Then, we consider the RMSD differences of N, C and O atoms individually between BBQ and Chang's method. We weight each protein sequence by the following equation:
where parameter α will be set in the self-test. Table 3 shows an example for training set filtering and weighting. The RMSD difference of N-atom in protein 2HB6 is 0.0447, and the difference is less than filter. This protein is removed from the training set. The RMSD difference of N-atoms in protein 2H57 is 0.1126, then additional 22 clones of the sequence will be added into the training set when α = 2. After the additional clones are added, the total number of clones of 2H57 in the set is 23.
The Classification of SVM
In the atom classification step, we examine the reorganized feature sets by leave-one-out test. Then, the feature set with smaller RMSD is used in the final atom classifier. We use the results of SVM as the tool preference to determinate which tool is the better one for predicting the structure of a specific atom. Then, we combine the predicted results of N, C, and O atoms to construct the all-atom 3D coordinates of a protein.
Experimental Results
CASP (Critical Assessment of Protein Structure Prediction) (Moult, Fidelis, Kryshtafovych, Rost, & Tramontano, 2009 ) is a contest for making the techniques of protein structure prediction improved and finding out which features could be important. It takes place every two years from 1994 and CASP9 was held in 2010. The number of target sequences in CASP7 is 107. In these sequences, 66 proteins are contained in the server part and the other 41 proteins are in the human part. Considering the 66 proteins in the server part, 37 sequences contain at least one nonstandard amino acid. Hence, we have 29 sequences in our training set, which consists of only standard amino acids. Similarly, there are 24 and 55 sequences in the server part containing only standard amino acids in CASP8 and CASP9, respectively. We perform twelve experiments, including three self-tests and nine independent tests. Table 4 describes the training set and testing set of each experiment. It also summarizes the average RMSD of each method. The term "Modified Yen" means that this paper re-performs Yen's method by replacing prediction tools with BBQ and Chang's method rather than SABBAC and Chang's method originally.
The term "PAA" (perfect for all atoms) in Table 4 means the proper tool can be exactly chosen for predicting all atoms, i.e., the best tool is applied to the prediction of all atoms in the whole target protein. One may note that the RMSD of PAA for a certain protein is the better RMSD between BBQ and Chang's method. Another term "PIA" (perfect for individual atoms) means the RMSD of each atom on the backbone (including N, C and O atoms) which is correctly predicted by either BBQ or Chang's method individually. Note again that if one atom (say, N) decides to employ a method as its classifier, then this classifier is invoked for the same kind of atom (N) in the whole target protein. It is clear that "PIA" forms the result bound of our method for PBRP. Table 5 shows the average RMSD of each atom on the backbone. One may observe that the average RMSD of O-atom is always maximal. Our method is excellent on selecting the proper method for predicting O-atom. Therefore, RMSDs of our prediction are better than the previous methods.
Conclusion
For the all-atom protein backbone reconstruction problem (PBRP), Yen et al. (2010) recently proposed a tool preference classification method to predict the coordinates of all atoms on the backbone of a target protein by choosing either Chang's method or SABBAC. According to the preference, a better prediction tool is employed to do the coordinate prediction. This paper improves Yen's method by performing tool preference for N, C and O atoms separately. The candidate tools for us are Chang's method and BBQ (Backbone Building from Quadrilaterals). The backbone can be reconstructed by combining the predictions of all atoms. The feature set contains nine feature vectors initially, and we employ a feature selection scheme to reduce the size of the feature set. The result is pretty close to perfect RMSD. In CASP7, the average RMSDs are 0.3684, 0.4019 and 0.3955 in our method, Yen's method and BBQ, respectively. In addition, the average RMSDs are 0.4203, 0.4543 and 0.4437 in CASP8 and 0.3609, 0.4155 and 0.4133 in CASP9, respectively. For more fair comparison, we compare the results of independent tests in our methods (experiments IV, VIII and XII). We still improve the average RMSDs of BBQ results from 0.3955 to 0.3835in CASP7, from 0.4437 to 0.4313 in CASP8, and from 0.4133 to 0.3691 in CASP9. The results of our method are better than other previous works. Comparing with Yen's method, we may conclude that predicting N, C and O atoms individually is better than using one method to predict all atoms. In the future, the performance may be further improved through several possible ways. First, one may consider other predicting methods with higher accuracies to improve our method. According to the preference of these methods, a better method can be selected by voting. Second, our method is also affected by nonstandard amino acids because Chang's method is not very good on the proteins containing nonstandard amino acids. If we can find an excellent method that can predict proteins containing both standard and nonstandard amino acids, our method would be improved. Third, many methods for feature selection have been proposed (Huang et al., 2003; Muni, Pal, & Das, 2006; Sotoca & Pla, 2010) . We may use these methods to choose the better features for improving the classification accuracy.
