Abstract. In this paper we prove certain algebraic identities, which correspond to differentiations of the shuffle relation, the stuffle relation, and the relations which arise from Möbius transformations of iterated integrals. These formulas provide fundamental and useful tools in the study of iterated integrals on a punctured projective line.
Introduction
Let A {0,1,z} = Z e 0 , e 1 , e z (resp. A {0,1} = Z e 0 , e 1 ) be the non-commutative polynomial algebra over Z generated by the indeterminates e 0 , e 1 and e z (resp. e 0 and e 1 ). Let A Then L satisfies the following derivation formula [3] (
where ∂ α,β : A {0,1,z} → A {0,1,z} is a linear map defined by (1.2) ∂ α,β (e a1 · · · e an ) = n i=1 δ {ai,ai+1},{α,β} − δ {ai−1,ai},{α,β} e a1 · · · e ai · · · e an with a 0 = 0, a n+1 = 1. Here, δ S,T is the Kronecker delta for two sets S and T . We denote the shuffle product, the stuffle product and the duality map by ¡, * and τ z , respectively (here, the precise definition of * and τ z will be explained later). Then, L satisfies the "shuffle relation"
(1.3) Therefore, it is natural to ask whether these equalities in complex numbers lift to the equalities in A {0,1,z} . The purpose of this paper is to show that all these three answers are "Yes". More precisely, we shall prove the following theorem.
Theorem. For c ∈ {0, 1},
The first two equalities state that the linear operator ∂ z,c is a derivation with respect to both the shuffle and the stuffle products (the second equality can also be written as
). These formulas provide fundamental and useful tools in the study of the multiple zeta values and iterated integrals (see, for example, our upcoming paper [4] ). We also define a natural generalization of the stuffle product and prove three formulas above in far more general forms (see Theorems 3, 9, 10).
In Section 2, we introduce some basic settings and state a useful lemma used in the proof of the theorem. In Section 3, we prove the algebraic differential formula for shuffle product (Theorem 3). In Section 4, we prove the algebraic differential formula for stuffle product (Theorem 9). In Section 5, we introduce algebraic Möbius transformations as a generalization of the duality map, and prove their algebraic differential formula (Theorem 10). In Section 6, we derive the theorem above as special cases of Theorems 3, 4, 5.
Basic settings
Let F be a field and A = A F be the non-commutative free algebra over Z generated by the indeterminates {e p | p ∈ F }. For s, t ∈ F , we denote by
Ze z ⊕ x∈F \{s} y∈F \{t} e x A F e y ⊂ A F .
In particular, we put
Note that since Z is torsion-free,
In particular, we put ∂ = ∂ 0,1 . The following lemma provides a useful technique in later sections.
Lemma 1. Let a 0 , . . . , a n+1 ∈ F (with (a 0 , a n+1 ) = (s, t)) and f : {0, . . . , n} → Z be any map such that
Then, we have
We omit the proof of this lemma since it is too trivial. Note that the right-hand side in the above equality does not depend on the choice of f and so we choose suitable f which is convenient for the situation.
As a general notation, for a given function f : S → A on a finite set S, we define
for T ⊂ S. We often use this notation in the following sections.
Differential formula for the shuffle product
In this section we shall prove the derivation property of the algebraic differential operator with respect to the shuffle product. Definition 2. We define the shuffle product ¡ : A × A → A inductively by w ¡ 1 = 1 ¡ w = w for w ∈ A and
As is well known, the shuffle product can also be defined in a more combinatorial way as
where S(n, m) is a set of all permutations σ's of {1, 2, . . . , n + m} such that σ 
where I is the iterated integral symbol by Goncharov [2] .
Proof. It is sufficient to show the equality for monomials u and v. Put u = a 1 · · · a n , v = a n+1 · · · a n+m (a 1 , . . . , a n+m ∈ {e p | p ∈ F }) and X = S(n, m) × {0, 1, . . . , n + m}. Then, from the definition,
Put I := {1, . . . , n}, J := {n + 1, . . . , n + m} and
for A, B ∈ {I, J}. Further, we put
Then we have
) where τ i denotes the transposition of i and
by definition, it readily follows that
Differential formula for the stuffle product
In this section we shall prove the derivation property of the algebraic differential operator with respect to the stuffle product.
4.1. Definition of the generalized stuffle product. Definition 4. We define the (generalized) stuffle product * : A×A → A inductively by w * 1 = 1 * w = w and
Note that in our definition of the stuffle product, e 0 plays a particular role. Thus, we check the compatibility of our definition with the usual one ([1, Section 5], [5, Section 1]) in the first place. Let h 1 be the non-commutative free algebra generated by infinitely many formal indeterminates {z k,a | k ∈ Z ≥1 , a ∈ F × }. Define a binary operator * :
We define an embedding i :
. The following proposition assures that our stuffle product is a generalization of the usual stuffle products.
Proof. It is sufficient to show the equality for monomials u and v. First of all, one can easily check that
holds for any monomials u, v by induction on the degree of v. Now we shall prove the proposition by
Using the induction hypothesis, the last quantity is equal to
which proves the proposition.
The following proposition is not used in this paper, but we give a proof for completeness.
Proposition 6. The stuffle product * is commutative and associative.
Proof. The commutativity of the stuffle product is obvious from the definition. Let us prove the associativity. We define a trilinear map f : A × A × A → A inductively by
Then we can show (u * v) * w = f (u, v, w) by the induction since
Since f (u, v, w) is a symmetric function from the definition, we have
for u, v, w ∈ A. This is the associativity of * .
4.2.
Combinatorial description of the stuffle product. The stuffle product as well as the shuffle product enjoys an interesting combinatorial structure. In this section we give such a description of the stuffle product. This description will be useful in the proof of the algebraic differential formula stated in the next section. Fix positive integers m and n. Also, we fix a 1 , . . . , a n , b 1 , . . . , b m ∈ F . Let G = (V, E) be a directed graph whose vertex set V and edge set E are given by
and by
respectively. For example, if (n, m) = (1, 2), the graph is in the following shape.
: :
; ;
We denote by P the set of paths from (1/2, 1/2) to (n + 1, m + 1), i.e.,
Define sgn : P → {±1} and f : V → F by
and
respectively. Here, we set a n+1 = b m+1 = 1. Then, we have the following combinatorial expression for the stuffle product.
Proposition 7.
e a1 · · · e an * e b1 · · · e bm = p∈P sgn(p) e f (p1) · · · e f (pn+m)
One can easily check that this expression is equivalent to Definition 4.
Remark 8. The vertices p 0 = (
2 ) and p n+m+1 = (n + 1, m + 1) do not appear in Proposition 7, but it is convenient in the description of the proof of Theorem 9.
4.3.
An algebraic differential formula of stuffle product. Put
. In this section, we prove the following identity:
Theorem 9. For non-constant monomials u, v ∈ A, we have
where u = e a u ′ , v = e b v ′ . In particular, for u, v ∈ A 1 ,
Proof. It is sufficient to show the identity for non-constant monomials u and v. Put u = e a1 · · · e an and v = e b1 · · · e bm . Let P be the set of paths as defined in Section 4.2. Put Q = P × {1, · · · , n + m}.
for p ∈ P and i ∈ {1, . . . , n + m}. Then, from Lemma 1, we have
where
where u ′ = e a2 · · · e an and v ′ = e b2 · · · e bm . We decompose Q as Q = Q Z ⊔ Q # , where
Moreover, by putting
and defining the sets
for α, β, γ ∈ {↑, ր, →}, we can further decompose Q Z as
To check this identity, define the bijections ω
where we put p i−1 = (x, y). By the direct calculation, C(p, i) = 0 from which we obtain the identity (4.2). By similar methods, we have
it readily follows that ∂(u * v) = (∂u) * v + u * ∂v + Λ.
Möbius transformation
In this section we investigate the relation between the differential operator ∂ s,t and the transformation on the algebra A = A F associated to the Möbius transformation on P 1 . Recall that GL 2 (F ) naturally acts on P 1 (F ) = F ⊔ {∞} by the Möbius transformation
Put e ∞ := 0. We define an automorphism γ * of A by 2 γ * (e x ) = e γ(x) − e γ(∞) .
Hereafter, we fix γ = a b c d ∈ GL 2 (F ), a starting point s ∈ F and an endpoint t ∈ F . We assume that γ(s) = ∞ and γ(t) = ∞. We set ε γ (z) :
We shall prove the following identity
Theorem 10. For a non-constant monomial w ∈ A,
where w = e x w ′ = w ′′ e y . In particular, for w ∈ A 0 (s,t) ,
In the following, we give a proof of this theorem. We put w = e z1 · · · e zn ∈ A 0 (s,t) and (z 0 , z n+1 ) = (s, t). We define a directed graph G = (V, E) whose vertex set V is given by V = {(0, 0)} ⊔ {1, . . . , n} × {0, 1} ⊔ {(n + 1, 0)} and whose edge set E is given by
for m ∈ {0, . . . , n}. Then, by direct calculations, we have
. . , n} and Q eff = P eff × {1, . . . , n} and
for (p, m) ∈ Q. Then, from (5.1) and Lemma 1, we get
By setting
Also, we can check by direct calculations that
Together with the trivial fact that e f (p1) · · · e f (pm) · · · e f (pn) = 0 for (p, m) ∈ Q ′ , we find that s(p, m) = 0 for (p, m) ∈ Q ′ ∪ Q ′′ and hence s(Q eff ) = s(Q).
Again, by direct calculations, where P m is a coset of P by the equivalence relation (p 0 , . . . , (m, 0), . . . , p n+1 ) ∼ (p 0 , . . . , (m, 1), . . . , p n+1 ).
Since the right-hand side of (5.2) is γ * (∂ s,t w) by definition, this proves Theorem 10.
6. An application to iterated integrals on P 1 \ {0, 1, ∞, z}
In this section we consider the special case F = Q(z). We put A {0,1,z} = Z e 0 , e 1 , e z ⊂ A F and A {0,1} = Z e 0 , e 1 ⊂ A F . Then, from the definition, we have ∂u ∈ A {0,1,z} (u ∈ A {0,1,z} ), u ¡ v ∈ A {0,1,z} (u, v ∈ A {0,1,z} ), u * v ∈ A {0,1,z} (u ∈ A {0,1,z} , v ∈ A {0,1} ).
Recall the linear operator ∂ z,c : A F → A F introduced in (1.2) i.e., Let τ z : A {0,1,z} → A {0,1,z} be the anti-automorphism (i.e., τ z (uv) = τ z (v)τ z (u) for u, v ∈ A {0,1,z} ) defined by τ z (e 0 ) = e z − e 1 , τ z (e 1 ) = e z − e 0 , τ z (e z ) = e z .
We also put A Theorem 11. For c ∈ {0, 1}, we have the following formulas.
(1) For u, v ∈ A {0,1,z} ,
