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Abstract
Deciphering the associations between network connectivity and nodal attributes
is one of the core problems in network science. The dependency structure and high-
dimensionality of networks pose unique challenges to traditional dependency tests in
terms of theoretical guarantees and empirical performance. We propose an approach
to test network dependence via diffusion maps and distance-based correlations. We
prove that the new method yields a consistent test statistic under mild distributional
assumptions on the graph structure, and demonstrate that it is able to efficiently
identify the most informative graph embedding with respect to the diffusion time.
The testing performance is illustrated on both simulated and real data.
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1 Introduction
Network data has seen increased availability and influence in statistics, physics, com-
puter science, biology, social science, etc., which poses many challenges due to its distinct
structure. A network or graph is formally defined as an ordered pair G = (V , E), where V
represents the set of nodes and E is the set of edges, and n = |V|. The edge connectivity of a
graph can be compactly represented by the adjacency matrix A = {A(i, j) : i, j = 1, .., n},
where A(i, j) is the edge weight between node i and node j. For example, for an un-
weighted and undirected network, A(i, j) = A(j, i) = 1 if and only if node i and node
j are connected by an edge, and zero otherwise. Often, each node has some associated
nodal attributes, which we denote as Xi ∈ Rp and use X = [X1| · · · |Xn] to represent the
collection of attributes.
This paper focuses on independence testing between network connectivity and nodal
attributes. Assuming for the adjacency matrix A and attributes X , the connectivity and
attribute corresponding to each node are identically and jointly distributed as FAX , the
null and alternative hypotheses of interest are:
H0 : FAX = FAFX (1)
HA : FAX 6= FAFX .
There are many network data examples where testing independence can be a crucial first
step. For example, determining potential correlation between cultural tastes and relation-
ships over social network (Lewis et al., 2012), identifying association between the strength
of functional connectivity and brain physiology such as regional cerebral blood flow in brain
network (Liang et al., 2013), embedding text data and its hyperlink networks jointly into a
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low-dimensional structure (Shen et al., 2017). Sometimes the correlations among nodes are
not proportional to the strength of connectivity between them. For instance, in signaling
network of biological cells, reaction rate for each cell exhibits non-linear dependence on the
neighboring response due to complex, cooperative biological process involved (Hernandez-
Hernandez et al., 2017). We can observe nonlinear dependence in concentrated propagration
among a few focal persons in the social network (Nekovee et al., 2007), and in screening
informative brain regions for sex and site difference from fMRI image graphs (Wang et al.,
2019), etc.
A notable obstacle in network inference is the structure of the edge connectivity.
Namely, for an undirected graph, A is a symmetric binary matrix whose edges are not
independent of each other, thus preventing many well-established methods from being di-
rectly applicable. One approach is to assume certain model on the graph structure, then
solve the inference question based on the model assumption (Wasserman and Pattison,
1996; Fosdick and Hoff, 2015; Howard et al., 2016). Another approach is spectral em-
bedding, which first embeds the n × n adjacency matrix A into an n × q matrix U by
eigendecomposition, then directly works on U (Rohe et al., 2011; Sussman et al., 2012;
Tang et al., 2017). For example, the network dependence test proposed by Fosdick and
Hoff (Fosdick and Hoff, 2015) assumes that the adjacency matrix is generated from a multi-
variate normal distribution of the latent factors, estimates the latent factor associated with
each node from A, followed by applying the standard likelihood ratio test on the normal
distribution.
However, model-based approaches are often limited by, and do not perform well beyond,
the model assumptions. Moreover, spectral embedding is susceptible to misspecification
of the dimension of q. Both of these factors can significantly degrade the later inference
performance. Indeed, as a ground truth is unlikely in real networks (Peel et al., 2017),
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one often desires a method that is effectively non-parametric and robust against algorithm
parameter selection (Chen et al., 2016).
We propose a methodology to test network dependency via diffusion maps and distance-
based correlations, which is universally consistent under mild graph distributional as-
sumptions and works well under many popular network models. The proposed method
also overcomes parameter selection issues, and exhibits superior empirical testing per-
formance. The R code and accompanying data are publicly available online at http:
//neurodata.io/tools/mgc and https://github.com/neurodata/mgc.
2 Preliminaries
2.1 Notation
We denote a random variable by capital letter such as X with distribution FX , and
denote a matrix or a set of vectors by calligraphic letter such as X . For each node i ∈ V ,
its attribute is denoted by Xi whose realizations are in Rp; and its edge connectivity
vector is denoted by Ai ∈ Rn, which is a column in the n × n adjacency matrix A. We
assume that (Xi, Ai) ∼ FXA, i.e., identically distributed attributes and connectivity vectors.
Later we introduce a multiscale node-wise representation of the nodes as an n× q matrix
U t = [U t1|U t2| · · · |U tn] for any t ∈ {0}
⋃
Z+, where q is the embedding dimension and t is
the Markov iteration time step. Let ·∗ denote estimated optimality; ·t denotes either the
tth power or time step, which shall be clear in the context; and ·T is the matrix transpose.
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2.2 Diffusion Maps
Because the rows and columns of a symmetric adjacency matrix may be correlated,
directly operating on the adjacency matrix breaks theoretical guarantees of existing depen-
dence tests. The diffusion map is introduced as a feature extraction algorithm by Coifman
and Lafon (Coifman et al., 2005; Coifman and Lafon, 2006; Lafon and Lee, 2006), which
computes a family of embeddings in Euclidean space by eigendecomposition on a diffusion
operator of the given data. Here we introduce a version tailored to adjacency matrices.
To derive the diffusion maps for given observations of size n, the first step is to choose a
n×n kernel matrix K that represents the similarity within the sample data. The adjacency
matrix A is a natural similarity matrix; for undirected graphs we let K = A, for directed
graphs we let K = (A + AT )/2. The next step is to compute the normalized Laplacian
matrix by
L = B−1/2KB−1/2,
where B is the n× n degree matrix of K. When B(i, i) or B(j, j) is zero, L(i, j) = 0.
The diffusion map U t = {U ti ∈ Rq : i = 1, . . . , n} is then computed by eigendecomposi-
tion, namely
U ti =
(
λt1φi1, λ
t
2φi2, · · · , λtqφiq
)T
∈ Rq, i = 1, . . . , n, (2)
where {λtj : j = 1, 2, . . . , q} and {φj ∈ Rn : (φ1j, φ2j, . . . , φnj), j = 1, 2, . . . , q} are the q
largest eigenvalues and corresponding eigenvectors of L respectively, and λtj is the tth power
of the jth eigenvalue. The diffusion distance between the ith observation and the jth ob-
servation is defined as the weighted `2 distance of the two points in the observation space,
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which equals the Euclidean distance in the diffusion coordinate:
Ct(i, j) = ‖U ti − U tj‖, i, j = 1, 2, . . . , n,
where ‖ · ‖ is the Euclidean distance.
When t = 0, the diffusion map is exactly the same as a normalized graph Laplacian
embedding in Rohe et al. (2011) up-to a linear transformation; when t > 0, the diffusion
maps are weighted graph Laplacian by powered eigenvalues (Lafon and Lee, 2006); and
the diffusion map at t = 1 equals the adjacency spectral embedding up-to the degree con-
stant (Sussman et al., 2014). Therefore, the diffusion maps can be viewed as a single index
family of embeddings. The embedding dimension choice q can be selected via the profile
likelihood method in Zhu and Ghodsi (2006), which is a standard algorithm in dimension
reduction literature. To select the optimal t, we will utilize a smoothing technique to
maximize the dependency, as discussed shortly.
2.3 Distance-Based Correlations
The problem of testing general dependencies between two random variables has seen
notable progress in recent years. The Pearson’s correlation (Pearson, 1895) is the most
classical approach, which determines the existence of linear relationship via a correlation
coefficient in the range of [−1, 1], with 0 indicating no linear association and ±1 indicat-
ing perfect linear association. To better capture the dependencies not limited to linear
relationship, a variety of distance-based correlation measures have been suggested, includ-
ing the distance correlation and energy statistic (Sze´kely et al., 2007; Sze´kely and Rizzo,
2013a; Rizzo and Sze´kely, 2016), kernel-based independence test (Gretton and Gyorfi,
2010), Heller-Heller-Gorfine test (Heller et al., 2013, 2016), and multiscale graph corre-
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lation (Shen et al., 2018; Vogelstein et al., 2019), among others. In particular, distance
correlation is a distance-based dependency measure that is consistent against all possible
dependencies with finite second moments. The kernel independence test is a kernel variant
of distance correlation (Sejdinovic et al., 2013; Shen and Vogelstein, 2019). The multiscale
graph correlation inherits the same consistency of distance correlation with better finite-
sample testing powers under high-dimensional and nonlinear dependencies, via defining a
family of local correlations and efficiently searching for the optimal local scale in testing.
Here we briefly introduce distance correlation and multiscale graph correlation, which are
denoted as dcorr and mgc in the equations.
Given n pairs of sample data that are independently and identically distributed (i.i.d.),
namely (U ,X ) = {(Ui, Xi) i.i.d.∼ FUX ∈ Rq × Rp : i = 1, 2, . . . , n}. Denote the pairwise
distances within {Ui}ni=1 and {Xi}ni=1 as C(i, j) = ‖Ui − Uj‖ and D(i, j) = ‖Xi − Xj‖ for
i, j = 1, 2, . . . , n respectively. The sample distance covariance is denoted as
dcovn(U ,X ) = 1
n2
n∑
i,j=1
C˜(i, j)D˜(i, j),
where C˜ = HCH and D˜ = HDH, and H = In×n − Jn×n/n is the centering matrix with
In×n being the n × n identity matrix and Jn×n being the n × n matrix of all ones. The
distance correlation follows by normalizing distance covariance via Cauchy-Schwarz into
the range of [−1, 1]. Sze´kely et al. (2007) shows that sample distance correlation converges
to a population form, which is asymptotically 0 if and only if independence, resulting in
a consistent statistic for testing independence. An unbiased sample version of distance
correlation is later proposed to eliminate the sample bias in distance correlation (Sze´kely
and Rizzo, 2013b, 2014), which is the default implementation in this paper.
The multiscale graph correlation is an optimal local version of distance correlation that
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improves its finite-sample testing power. It first derives all local distance covariances as
dcovkln (U ,X ) =
1
n2
n∑
i,j=1
C˜k(i, j)D˜l(i, j); k = 1, . . . , κ, l = 1, . . . , γ,
where κ and γ are the number of unique numerical values in C and D respectively;
C˜k(i, j) = C˜(i, j)I(RCij ≤ k); I(·) is the indicator function; and RCij is a rank function
of Ui relative to Uj, i.e., R
C
ij = k if Ui is the k
th nearest neighbor of Uj, and define
equivalently D˜l(i, j) = D˜(i, j)I(RDij ≤ l) for {Xi}. Then the local distance correlations
{dcorrkl} are the normalizations of the local distance covariances into [−1, 1] via Cauchy-
Schwarz. Among all possible neighborhood choices, the multiscale graph correlation equals
the maximum local correlation within the largest connected component of significant local
correlations, i.e.,
mgcn(U ,X ) = dcorr(kl)∗n (U ,X ), where (kl)∗ = arg max
(kl)
S(dcorrkln )
for a smoothing operation S(·) that filters out all in-significant local correlations. The
multiscale graph correlation has been shown to have power almost equal or better than
distance correlation throughout a wide variety of common dependencies, while being com-
putationally efficient (Shen et al., 2018).
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Input: Adjacency Matrix A ∈ Rn×n
Input: Attributes X = {Xi ∈ Rp : i =
1, 2, . . . , n}
(1) Kernel Matrix K = (A+AT )/2
(2) Normalized Graph Laplacian L =
B−1/2KB−1/2
(3) Diffusion Maps U t = {U ti ∈ Rq : i =
1, 2, . . . , n} for t = 0, 1, . . . , 10
(4) Diffusion Distances Ct = {‖U ti −
U tj‖} ∈ Rn×n, t = 0, 1, 2, . . . , 10
(4) Euclidean Distances D = {‖Xi −
Xj‖} ∈ Rn×n
(5) The Multiscale Graph Correlations: {mgcn(U t,X ) : t = 0, 1, 2, . . . , 10}
(6) Diffusion Multiscale Graph Correlation: mgc∗n({U t},X )
(7) Compute p-value
Eigendecomposition
Smoothed maximum statistic
Permutation Test
Figure 1: Flowchart for Network Dependence Testing via Diffusion Multiscale Graph Correlation
(dmgc).
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3 Main Results
3.1 Testing procedure of Diffusion Correlation
Algorithm 1: Testing procedure of Diffusion Correlation
Input: Adjacency matrix A ∈ Rn×n and nodal attributes
X = {Xi ∈ Rp : i = 1, 2, . . . , n}.
(1) Symmetrize A by K = (A+AT )/2.
(2) Obtain normalized graph Laplacian matrix L = B−1/2KB−1/2.
(3) Do eigendecomposition to obtain diffusion maps U t = {U t1, U t2, . . . , U tn} for
t = 0, 1, 2, . . . , 10.
(4) Derive n× n Euclidean distance of diffusion map Ct, i.e., diffusion distance,
across t, and n× n Euclidean distance of nodal attributes, D.
(5) Compute the multiscale graph correlations using two distance matrices, Ct and
D, for t = 0, 1, . . . , 10.
(6) Derive the diffusion multiscale graph correlation: mgc∗n ({U t},X ) by
estimating t∗.
(7) Compute p-value using permutation test.
Output: P-value at the estimated optimal step t∗, the estimated optimal time step
t∗, dimension choice of q via profile likelihood method, multiscale local correlation
maps {dcorrkln (U t,X )}, the optimal neighborhood choice (k∗, l∗).
Here we develop diffusion multiscale graph correlation, which synthesizes diffusion map
embedding, multiscale graph correlation, and smoothed maximum to better test network
dependency. A flowchart of the testing procedure is illustrated in Fig. 1, and the details of
each step are described in Algorithm 1.
The algorithm is flexible in the choice of correlation measures: by following the exact
same steps but replacing the multiscale graph correlation by distance correlation in Step (5),
one can compute the diffusion distance correlation. Similarly one can derive the diffusion
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Heller-Heller-Gorfine method. The motivation of the smoothing Step (6) is the following:
suppose there exists an optimal t for detecting the relationship between edge connectivity
and attributes, then the test statistics at adjacent time steps t − 1 and t + 1 should also
exhibit strong signal. Under independence, a large test statistic at certain t can occur
by chance and cause a direct maximum to have a low testing power, while the smoothed
maximum effectively filters out any noisy and isolated large test statistic. In practice,
it suffices to consider t ∈ [0, 1, . . . , 10] or even smaller upper bound like 3 or 5. When
smoothed maximum does not exist, we set t = 3 as the default choice. The permutation
test in Step (7) is a common nonparametric procedure used for real data testing in almost
all dependency measures, which is valid as long as the observations are exchangeable under
the null (Rizzo and Sze´kely, 2016).
3.2 Theoretical Properties Under Exchangeable Graph
To derive the theoretical consistency of our methodology, the following mild assump-
tions are required on the distribution of the graph and the nodal attributes.
(C1) Graph G is an induced subgraph of an infinitely exchangeable graph. Namely, the
adjacency matrix A satisfies
A(i, j) d= A(σ(i), σ(j)) (3)
for any i, j = 1, 2, . . . , n and any permutation σ of size n ∈ N. The notation d= stands for
equality in distribution.
(C2) Each nodal attribute Xi is generated independently and identically from FX with
finite second moment.
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(C3) The matrix A is constrained to a domain Ω where the diffusion map embedding
from A ∈ Ω to U t is injective for some t.
Condition (C1) states that G is a collection of independently sampled nodes and their
induced subgraph (Orbanz and Roy, 2015; Tang et al., 2017; Orbanz, 2017), which is a
distributional assumption satisfied by many popular statistical networks models. Based on
condition (C1), the diffusion map U t at each t can furnish exchangeable and asymptotic
conditional i.i.d. embedding for the set of nodes V(G).
Theorem 1. Assume G satisfies (C1). Then at each fixed t, the embedded diffusion maps
U t = {U ti , i = 1, 2, . . . , n} by Equation 2 are exchangeable. As a result, there exists an
underlying variable θt distributed as the limiting empirical distribution of U t, such that
U ti | θt are asymptotically independently and identically distributed for i = 1, 2, . . . , n as
n→∞.
Due to condition (C1), the permutation test is applicable to any U t from an exchange-
able sequence. Condition (C2) is merely a regularity condition, and the distribution of U ti
automatically satisfies the same finite-moment assumption as shown in the Supplementary
Material for proof of Theorem 2. We then have consistency between the diffusion map at
each t and the nodal attribute.
Theorem 2. Assume the graph G and the nodal attributes satisfy condition (C1) and (C2).
Then as n→∞, the multiscale graph correlation between the diffusion map U t at any fixed
t and the nodal attributes X satisfies:
mgcn(U t,X )→ c ≥ 0,
with equality if and only if FUtX = FUtFX .
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The testing consistency naturally extends to the diffusion correlation, which further
holds between edge connectivity and nodal attributes if condition (C3) is satisfied.
Theorem 3. Under the same assumption in Theorem 2, it holds that
mgc∗n({U t},X )→ c ≥ 0,
with equality if and only if FUtX = FUtFX for all t ∈ [0, 10]. Therefore, the diffusion mul-
tiscale graph correlation is a valid and consistent statistic for testing independence between
the diffusion maps {U t} and nodal attributes X .
If condition (C3) holds, then mgc∗n({U t},X ) is also valid and consistent for testing
independence between the adjacency matrix and nodal attributes, i.e., it converges to 0 if
and only if the nodal attribute X is independent of the node connectivity A.
Corollary 1. Theorem 3 still holds, when any of the following changes are applied to the
testing procedure described in Section 3.1:
(1) The multisclale graph correlation in step 2 is replaced by distance correlation or the
Heller-Heller-Gorfine statistic;
(2) When A is restricted to be symmetric, binary, and of finite rank q < n, then
condition (C3) holds at t = 1.
Namely, point (1) suggests that under diffusion maps, other consistent dependency
measure can also be used to produce a valid and consistent diffusion correlation, which
enables us to compare a number of diffusion correlations in the simulations. Point (2)
offers an example of random matrix A where the diffusion map is guaranteed injective
within the domain.
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3.3 Consistency Under Random Dot Product Graph
In this section, we illustrate the theoretical results via the random dot product graph
model, which is widely used in network modeling. It assumes that each node has a latent
position Wi
i.i.d.∼ FW for i = 1, 2, . . . , n, and the edge probability pr(A(i, j) = 1 | Wi,Wj) is
determined by the dot product of the latent positions, i.e.,
A(i, j) | Wi,Wj i.i.d.∼ Bernoulli
(〈Wi,Wj〉), i, j = 1, 2, . . . , n and i < j,
under the restriction that all Wi’s are non-negative vectors and the dot product must be
normalized within [0, 1].
A random dot product graph is an exchangeable graph model that satisfies con-
dition (C1). In addition, random dot product graph fully specifies all exchangeable
graph models that are unweighted and symmetric, whose probability generating matrix
P(i, j) = 〈Wi,Wj〉 is positive semi-definite.
Proposition 1 (Sussman et al. (2014)). An exchangeable random graph has a finite rank
q and positive semi-definite link matrix P , if and only if the random graph is distributed
according to a random dot product graph with i.i.d. latent vectors {Wi ∈ Rq, i = 1, . . . , n}.
Indeed, many other popular network modelings are special cases of random dot product
graph, including the stochastic block model (Airoldi et al., 2008; Hanneke and Xing, 2009;
Rohe et al., 2011; Xin et al., 2017), its degree-corrected version (Karrer and Newman,
2011), the latent factor model from Fosdick and Hoff (2015), etc.
Proposition 2 (Rohe et al. (2011)). Let L be the normalized graph Laplacian for an
adjacency matrixA generated by a random dot product graph with latent positions of which
construct the matrix of W = [W1|W2| . . . |Wn] ∈ Rq×n. Let U t=1 = [U t=11 |U t=12 | . . . |U t=1n ] ∈
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Rq×n. Then there exists a fixed diagonal matrix M and an orthonormal rotational matrix
Q ∈ Rq×q such that ‖U t=1 −QMW‖ → 0 almost surely.
Therefore, under random dot product graph, the diffusion map U t=1 asymptotically
equals the latent position W up to a linear transformation. As the latent position under
random dot product graph can be asymptotically recovered by diffusion maps, diffusion
correlation is consistent against testing general dependency betweenA and X under random
dot product graph.
Corollary 2. Under an induced subgraph from exchangeable graph with positive semi-
definite link function, the diffusion multiscale graph correlation is consistent for testing
independence between edge connectivity and nodal attributes.
3.4 Discussion on the Conditions
Here we discuss the robustness of the methodology with respect to condition (C1)-(C3),
and what happens when any of them is violated. These conditions are essential to guarantee
a consistent and valid testing framework in general, which are not just limited to network
dependence testing.
Condition (C1) is a crucial condition for the permutation test to be valid. When it
is violated and neither set of data can be assumed exchangeable, all aforementioned test
statistics may no longer be valid because the permutation test fails to control the type
1 error level as demonstrated in Guillot and Rousset (2013). In certain special cases like
testing independence between two stationary times series, block permutation technique can
be used to yield a valid test (Lacal and Tjøstheim, 2018), which can be readily used here
but is not guaranteed valid for general non-exchangeable data. Condition (C2) is a regular-
ity condition required for distance-based correlation measure to be well-behaved, without
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which the distance variance can explode to infinity and cause the correlation measure to
be ill-behaved.
In comparison, the diffusion correlation methodology is still valid without condition
(C3). However, the second part of Theorem 3 will no longer hold, and the methodology
is no longer universally consistent. Namely, certain signals of dependency may be lost
during the diffusion map embedding procedure. As a result, the diffusion correlation could
be asymptotically 0 for some dependencies and thus no longer able to detect all possible
dependencies between the edge connectivity and nodal attributes. In the Supplementary
Material we illustrate the performance of the test statistics under the violation of positive
semi-definite link function, and show relative robustness of distance-based tests compared
to model-based tests when condition (C3) is violated.
4 Numerical Studies
4.1 Stochastic Block Model
Throughout the numerical studies, we compare diffusion multiscale graph correlation,
diffusion distance correlation, diffusion Heller-Heller-Gorfine method, the Fosdick-Hoff like-
lihood ratio test (Fosdick and Hoff, 2015), and direct embedding-based tests: using the
adjacency spectral embedding and the latent factors to embed the adjacency matrix first,
followed by any of the multiscale graph correlation, the distance correlation, or the Heller-
Heller-Gorfine method. For each simulation, we generate a sample graph and the corre-
sponding attributes, compute the test statistic of each method, carry out the permutation
test with r = 500 random permutations, and reject the null if the resulting p-value is less
than α = 0.05. The testing power of each method equals the percentage of correct rejection
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out of m = 100 replicates, and a higher power implies a better method against the given
dependency structure.
The first simulation samples graphs from the stochastic block model. It assumes that
each of the n nodes in G must belong to one of K ∈ N blocks, and determines the edge
probability based on the block-membership of the connecting nodes: For i = 1, . . . , n,
assume there exists a latent variable of Zi
i.i.d.∼ Multinomial(pi1, pi2, ..., piK) denoting the
block-membership of each node, and denote the edge probability between any two nodes
of class k and l as bkl ∈ {0, 1}. Then the upper triangular entries of A are independently
and identically distributed when conditioning on Z = {Zi : i = 1, 2, . . . , n}:
A(i, j) | Zi, Zj i.i.d.∼ Bernoulli
{ K∑
k,l=1
bklI
(
Zi = k, Zj = l
)}
; i < j, i, j = 1, 2, . . . , n,
where I(·) is the indicator function. The sample data is generated at n = 100 by using
following parameters:
Zi
i.i.d.∼ Multinom(1/3, 1/3, 1/3),
A(i, j) | Zi, Zj ∼ Bernoulli {0.5I(|Zi − Zj| = 0) + 0.2I(|Zi − Zj| = 1) + 0.4I(|Zi − Zj| = 2)} ,
Xi | Zi ∼Multinom[{1 + I(Zi = 1)}/4, {1 + I(Zi = 2)}/4, {1 + I(Zi = 3)}/4],
(4)
where X is a randomly polluted block assignment: for each i, Xi = Zi with probability 0.5,
and equally likely to take other values in Ω, i.e., the true block-membership is observed
half of the time. For the adjacency matrix, the within-block edge probability is always 0.5;
while the between-block edge probability is 0.2 when the block labels differ by 1, and 0.4
when the block labels differ by 2. As the edge probability between a node of block 1 and
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a node of block 3 is higher than the edge probability between block 1 and block 2, this
three-block stochastic block model generates a noisy and nonlinear dependency structure
between A and X , and we would like to verify how successful the methods are in detecting
the dependency between the adjacency matrix A and the noisy block assignment X .
Figure 2 shows that diffusion multiscale graph correlation prevails the testing powers
among all the methods, because multiscale graph correlation captures high-dimensional
nonlinear dependencies better than distance correlation and Heller-Heller-Gorfine. A visu-
alization of the sample data is available in Fig. 6(a).
MGC dCorr HHG FH
 LF
AM
DM
0.11 0.10 0.11 0.08
0.19 0.30 0.37  NA
0.54 0.23 0.41  NA
Empirical Power (n = 100)
0 0.2 0.4 0.6
Test statistics
M
et
ric
s
Figure 2: The testing powers for the three-block stochastic block model in Equation 4. The
y-axis lists the embedding choices: diffusion map (DM), adjacency spectral embedding (AM),
and latent factor embedding (LF). The x-axis corresponds to the correlation measure in use: the
multiscale graph corelation (MGC), distance correlation (dCorr), Heller-Heller-Gorfine (HHG),
and the Fosdick-Hoff method (FH). The top three entries in the first row represent the diffusion
correlation methods proposed in this paper, which outperform other embedding choices with
diffusion multiscale graph correlation having the best power.
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4.2 Stochastic Block Model with Linear and Nonlinear Depen-
dencies
To further understand and demonstrate the advantage of the diffusion approach, here
we use the same three-block stochastic block model and its block-membership {Zi : i =
1, 2, . . . , n = 100} as in the previous section, except that the edge probability is now
controlled by β ∈ (0, 1) for all i, j = 1, . . . , n:
A(i, j) | Zi, Zj ∼ Bernoulli {0.5I(|Zi − Zj| = 0) + 0.2I(|Zi − Zj| = 1) + βI(|Zi − Zj| = 2)} .
(5)
The noisy block-membership X is generated in the same way as before. When β = 0.2,
the three-block stochastic block model is the same as a two-block stochastic block model,
where within-block edge probability equals 0.5 while the between-block edge probability
is always 0.2, i.e., it represents a linear association between the adjacency matrix and the
block-membership. When β < 0.2, the dependency is still monotonic. When β > 0.2 and
gets further away, the relationship becomes strongly nonlinear. Figure 3(a) plots the power
against β for all diffusion maps-based methods, demonstrating that main approach using
the multiscale graph correlation is the most powerful method against varying dependency
structure.
4.3 Degree-Corrected Stochastic Block Model
In this section we compare different embeddings under the degree-corrected stochas-
tic block model, which better reflects many real-world networks. The degree-corrected
stochastic block model is an extension of stochastic block model by introducing an addi-
tional random variable ci to control the degree of each node.
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Figure 3: (a) The power curve with respect to increasing β under three-block stochastic block
model (Equation 5). When β shifts from less than 0.2 to higher than 0.2, it represents a structural
change in the relationship from monotone to non-monotone. Among all methods utilizing diffusion
maps, diffusion mgc (solid red line) is evidently the best performing one comparing to diffusion
dcorr (yellow brown dashes), diffusion hhg (blue small dashes), and fh (green dot-dash) test.
(b) The power curve with respect to increasing τ under degree-corrected stochastic block model
(Equation 6). The edge variability increases as τ increases. Diffusion mgc (red solid) is relatively
stable in power against increasing variability. The adjacency spectral embedding followed by
mgc (dark blue dashes) is slightly worse, while the latent factor embedding followed by mgc (light
yellow dashes) and fh (green dot-dash) have almost no power against all levels of τ .
We set n = 200 with two blocks, select the binary block-membership Zi uniformly in
Ω = {0, 1}, and generate the edge probability by
A(i, j) | Zi, Zj, Ci, Cj ∼ Bernoulli{0.2CiCj · I(|Zi−Zj| = 0) + 0.05CiCj · I(|Zi−Zj| = 1)},
(6)
where Ci
i.i.d.∼ Uniform(1 − τ, 1 + τ) for i = 1, . . . , n, and τ ∈ [0, 1] is a parameter to
control the amount of variability in the edge degree, e.g., as τ increases, the model becomes
more complex as the variability of the edge probability becomes larger; when τ = 0, the
above model reduces to a two-block stochastic block model without any variability induced
by {Ci : i = 1, 2, . . . , n}. We again generate the nodal attributes X as a noisy version
of the true block-membership via Bernoulli distribution, i.e., for each i, Xi = Zi with
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probability 0.6, and equals the wrong label with probability 0.4. Figure 3(b) compares
different embedding choices using multiscale graph correlation.
4.4 Random Dot Product Graph Simulations
Next we present a variety of random dot product graph simulations by generating the
latent variables via the 20 relationships in Shen et al. (2018) with different levels of noise,
consisting of various linear, monotonic and non-monotonic relationships. The details of
simulation schemes are in the Supplementary Material, and a general outline for data
generating process is:
(
W˜i X˜i
)
i.i.d.∼ FW˜ X˜ i = 1, 2, . . . , n,
A(i, j) | Wi,Wj ∼ Bernoulli (〈Wi,Wj〉) , i < j = 1, 2, . . . , n, (7)
where Wi = {W˜i −min({W˜j : j = 1, 2, . . . , n})}/{max({W˜j : j = 1, 2, . . . , n})−min({W˜j :
j = 1, 2, . . . , n}} for i = 1, 2, . . . , n, so that all the latent variable range from 0 to 1. We
apply the same scaling from X˜i to Xi for visual consistency.
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Figure 4: Power comparison for 20 different random dot product graphs with n = 50 nodes
per m = 100 independent replicates. It shows that when latent positions Wi and nodal attributes
Xi are dependent via a close-to-linear relationship at upper panel, diffusion multiscale graph
correlation (red circle), diffusion distance correlation (blue X), and diffusion Heller-Heller-Gorfine
(brown diamond) achieve similar power while the Fosdick-Hoff test (green triangle) is slightly
worse due to its model-based nature. When non-linearity between Wi and Xi becomes evident
like circle or ellipse at lower panel, multiscale graph correlation and Heller-Heller-Gorfine are the
two best performing correlation measure, which is somewhat consist with the empirical results in
Shen et al. (2018) for non-network data.
Thus the latent positions and nodal attributes are correlated via a joint distribution
of FW˜ X˜ , including linear, quadratic, circle, etc. Figure 4 shows empirical power obtained
from m = 100 independent replicates when the number of nodes is n = 50, for which all the
diffusion map-based methods work fairly well. Note that the last scenario is an independent
relationship and all tests achieve a power approximately at 0.05, implying that they are all
valid tests; there are also a few dependencies of very low power due to the complexity of
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the relationship, e.g., sine, spiral, square, etc., but their powers all converge to 1 as sample
size n increases.
5 Graph Embedding using Diffusion Multiscale
Graph Correlation
This section demonstrates that in deriving the diffusion correlation, we preserve de-
pendency structure between A and X without cross-validation or over-fitting by virtue of
effectively estimating parameters of t and q. As a reminder, the dimension choice q is
selected by the second elbow of the absolute eigenvalue scree plot via the profile likelihood
method from Zhu and Ghodsi (2006). The choice of t∗ is based on a smoothed maximum.
Viewed in another way, diffusion multiscale graph correlation selects the optimal diffusion
map that maximizes the multiscale graph correlation. Thus any testing advantage shall
come down to whether it is able to optimize the embedding without over-fitting, and we in-
vestigate how well our procedure is able to preserve the dependency compared to adjacency
spectral embedding.
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Figure 5: Generate a three-block adjacency matrix A by Equation 4 at n = 100, and compute the
diffusion distances at each combination of (t, q). A visualization of adjacency matrix is provided
in Fig. 6 (a); upon fixing a good t, many choices of q preserve the block structure. Note that the
first three elbows of eigenvalues are (1, 45, 70) and t∗ = 2, so panel (g) is the optimal diffusion
map by diffusion multiscale graph correlation.
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q = 99
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Figure 6: Panel (a) shows the adjacency matrix of three-block adjacency matrix A generated by
Equation 4. Panel (b)-(d) show the Euclidean distance matrix of adjacency spectral embedding at
increasing q, using the same adjacency matrix of Panel (a). Only adjacency spectral embedding
at q = 3, namely at the correct dimension, is able to display a clear block structure. Note that
the first three elbows are (1, 45, 70), so adjacency spectral embedding has a more obscure block
structure when the dimension is chosen via the scree plot, comparing to the diffusion correlation-
based embedding in Fig. 5 (g).
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Figure 5 presents the diffusion distances at different t and q for the three-block stochastic
block model in Equation 4. Although the resulting embedding is sensitive to both t and q
in Fig. 5 (a)–(d), at optimal t∗ = 2 it is robust against q, e.g., Fig. 5 (e)–(h) show that for
a wide range of q the block structure is preserved in the resulting diffusion maps including
the second elbow, so the diffusion correlation-based embedding preserves the dependency
structure well.
On the other hand, Fig. 6 shows the Euclidean distance of the adjacency spectral
embedding (Sussman et al., 2012) applied to the same adjacency matrix. For adjacency
spectral embedding, the correct dimensional choice equals the number of blocks, i.e., the
distance matrix at q = 3 shows a clear block structure in Fig. 6 (b). However, a slight
misspecification of q can cause the embedding to have a more obscure block structure, and
the elbow method often fails to find the correct q for adjacency spectral embedding.
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Figure 7: Testing power comparison between diffusion mgc, and mgc on each diffusion map.
Using m = 100 replicates, the solid red line plots the power of mgc∗n({U t},X ); the dash line
plots the power of mgcn(U t,X ) for t ∈ {0, 1, 2, . . . , 10}; the bar plot shows the proportion that
diffusion mgc (solid) selects each t ∈ {0, 1, 2, . . . , 10} as the optimal t∗. Diffusion hhg (small
dashes) and diffusion dcorr (dashes) are also added by different colors. For each method, the
diffusion statistic is able to achieve an excellent power that is almost equivalent to the best possible
power among all t. It suggests that the smoothed maximum scheme is able to identify the graph
embedding that best preserves the dependency structure.
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Next we compare testing performance of the diffusion correlation-based embedding U t∗
versus all other diffusion maps U t. Figure 7 shows the proportion of choosing t as the
optimal among {0, 1, 2, . . . , 10} and the testing power for each t and also t∗. Figure 7 (a)
illustrates that under the stochastic block model dependency structure in Equation 5 with
β = 0.50, diffusion multiscale graph correlation is mostly likely to choose t∗ = 2 as the
optimal time-step, and the testing power is almost equivalent to the best power among
all t ∈ {0, 1, 2, . . . , 10}. The same phenomena hold for other diffusion correlations, and
Fig. 7 (b) illustrates the results via the random dot product graph simulation example by
Equation 7.
6 Real Data Application
As a real data example, we apply the methodology to the neuronal network of
hermaphrodite Caenorhabditis elegans, which composes of 279 nonpharyngeal neurons
connecting each other through chemical and electrical synapses (Varshney et al., 2011).
Each node represents an individual neuron, and each edge weight indicates the number
of synapses between them. Among a few known attributes including types of neurotrans-
mitter and role of neurons, we use one dimensional, continuous position of each neuron
as the nodal attribute X . Figure 8 shows that neurons at low location and high loca-
tion are connected to other neurons distributed throughout the region; while those at the
relatively middle of location are connected to the neurons only within the narrower area.
The independence test between synapse connectivity and each neuron’s position can be
connected to growing number of studies on relationship between physical arrangement and
functional connectivity in Caenorhabditis elegans (Chen et al., 2006; Kaiser and Hilgetag,
2006) and others’ (Cherniak et al., 2004; Alexander-Bloch et al., 2012). We binarize and
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symmetrize both chemical and electrical synapses, add them together to represent over-
all synapse connectivity of Caenorhabditis elegans, then apply diffusion multiscale graph
correlation, diffusion distance correlation, diffusion Heller-Heller-Gorfine, and Fosdick-Hoff
to test independence between connectivity through synapses and neuron’s position. All
methods result in similar significant p-values less than 0.002.
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Figure 8: Each dot at (x, y) represents the existence of synapses from neuron at y to neuron at
x. Y-axis represents each neurons index assigned from low location to high location, and x-axis
represents 68 different locations where neurons are positioned. Color of dots represents synapse
type, either chemical (red circle) or electrical (blue triangle), and size of dots is proportional to
the number of synapse but capped at 10.
Figure 9 (a)-(d) presents local distance correlation map dcorrkl(U ,X ) across diffusion
times. These plots show that the optimal local correlation is detected at non-global neigh-
borhood choice, i.e. l∗ 6= 68 (the global maximum), which imply a non-linear dependence
between connectivity and position and an optimal t∗ = 5. Figure 9 (e)-(h) illustrate the
relationship between Euclidean distance in diffusion maps and nodal attributes at different
diffusion times at t = 1, 3, 5, 10, which is again the most significant at t = 5.
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Figure 9: Local correlation maps at different diffusion times. Figure (c) presents the correlation
map at optimal time t∗ = 5 identified by diffusion multiscale graph correlation. Panel (e)-(h)
show standardized Euclidean pairwise distance between {U ti } and {Xi} for t = 1, 3, 5, 10, among
which correlation between two distances is most evident at t∗ = 5 as well with highest correlation.
7 Discussion
There are several potential follow-ups that would further advance the work. One exam-
ple is more theoretical investigation into the smoothed maximum and dimension selection
of t′. Assuming t′ is the true optimal diffusion time, it will be helpful to either identify a
more systematic and reliable way to estimate t′, or quantify variability in the estimated
optimal t∗ by smoothed maximum. This would hopefully reduce computational burden in-
stead of going over all possible diffusion times, e.g. t = 0, 1, 2, . . . , 10. Moreover, although
we briefly discussed one example in Section 5, the impact of dimensional choice of q is
still obscure on the embedding quality. Finally, since one can apply diffusion map to any
28
data and one can think of any affinity or kernel matrix as a graph, this method is actually
applicable to more general testing scenarios beyond networks, which is another point of
interest for further investigation.
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Supplementary Material
A Proofs
Unless mentioned otherwise, throughout the proof section we always omit the super-
script t for the diffusion map at a fixed t, i.e., we use U = {Ui : i = 1, 2, . . . , n} instead of
U t = {U ti : i = 1, 2, . . . , n} because most results hold for any t, similarly we use θ instead
of θt whenever appropriate.
(Theorem 1). By the de Finetti’s Theorem (Diaconis and Freedman, 1980; O’Neill, 2009;
Orbanz and Roy, 2015), it suffices to prove that the diffusion map U = {Ui : i = 1, . . . , n}
is always exchangeable in distribution, i.e., for any n and all possible permutation σ, the
permuted sequence Uσ = {Uσ(1), Uσ(2), . . . , Uσ(n)} always distributes the same as the original
sequence U = {U1, U2, . . . , Un}.
Transforming Equation 3 in the main manuscript into matrix notation yields
U = ΛtΦT ,
where U is the q × n matrix having Ui as its ith column, Λ = diag{λ1, λ2, . . . , λq} is
the diagonal matrix having selected eigenvalues of L, Φ = [φ1, φ2, · · · , φq] consists of the
corresponding eigenvectors, ·t denotes tth power, and ·T is the matrix transpose. It suffices
to show that U and UΠ are identically distributed for any permutation matrix Π of size n.
Given that the graph G is an induced subgraph of an infinitely exchangeable graph, it
holds that A(σ(i), σ(j)) d= A(i, j), which further holds for the symmetric graph Laplacian
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L:
L(σ(i), σ(j)) = A(σ(i), σ(j))/{
∑
j
A(σ(i), σ(j))
∑
i
A(σ(i), σ(j))}1/2
d
= A(i, j)/{
∑
j
A(i, j)
∑
i
A(i, j)}1/2
= L(i, j).
In matrix notation, ΠTLΠ d= L for any permutation matrix Π.
By eigen-decomposition, the first q eigenvalues and the corresponding eigenvector of
ΠTLΠ are Λ and ΠTΦ, so it follows that at any t
Φ
d
= ΠTΦ
⇔ U = ΛtΦT d= ΛtΦTΠ = UΠ.
Thus columns in U are exchangeable, i.e., the diffusion maps, {Ui ∈ Rq : i = 1, 2, . . . , n}, are
infinitely exchangeable. By the de Finetti’s Theorem, there exists an underlying variable
θ distributed as the limiting empirical distribution, such that Ui | θ are asymptotically
i.i.d.
(Theorem 2). We first state three lemmas:
Lemma 1. Under the same assumptions of Theorem 2, for any finite time-step t, the
underlying distribution of U ti of the diffusion map is of finite second moment.
Lemma 2. The distance covariance of (U ,X ) = {(Ui, Xi) : i = 1, . . . , n} defined in Equa-
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tion 5 in the paper satisfies
dcovn(U ,X ) =
∫
Rq+p
|gˆU ,X (t, s)− gˆU(t)gˆX (s)|2dw(t, s),
where w(t, s) ∈ Rq × Rp is a nonnegative weight function that equals (cqcp|t|1+qq |s|1+pp )−1,
cq is a nonnegative constant, gˆ· is the empirical characteristic function of {(Ui, Xi) : i =
1, 2, ..., n} or the marginals, e.g., gˆU ,X (t, s) = 1n
∑n
i=1 exp(i 〈t, Ui〉 + i 〈s,Xi〉) with i repre-
senting the imaginary unit.
Lemma 3. Assume U = {Ui ∼ FU : i = 1, 2, . . . , n} are conditional i.i.d. as U | θ, and
X = {Xi i.i.d.∼ FX : i = 1, 2, . . . , n}, and all distributions are both of finite second moment.
It follows that
dcovn(U ,X )→ dcov(U,X) as n→∞,
where dcov(U,X) :=
∫
Rq+p |gU,X(t, s) − gU(t)gX(s)|2dw(t, s) is the population distance
covariance, and g· is the characteristic function, i.e., gU,X(t, s) = E(exp{i 〈t, U〉+ i 〈s,X〉}).
By Theorem 1, the diffusion maps Ui are asymptotically i.i.d. conditioned on θ, whose
finite moment is guaranteed by Lemma 1. The nodal attributes Xi are i.i.d. as FX of
finite second moment as assumed in (C2). Therefore a direct application of Lemma 2 and
Lemma 3 yields that
dcovn(U ,X )→
∫
Rq+p
|gU,X(t, s)− gU(t)gX(s)|2dw(t, s),
which equals 0 if and only if U is independent of X. As distance correlation is just a
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normalized version of distance covariance, it further leads to
dcorrn(U ,X )→ c ≥ 0, (8)
for which the equality holds if and only if FUX = FUFX . By Shen et al. (2018), Equation 8
also holds for mgc when it holds for dcorr.
(Lemma 1). To prove that U is of finite second moment, it suffices to show that ‖Ui‖2 is
always bounded for all i ∈ [1, n]. By Equation 3, we have
‖Ui‖22 =
q∑
j=1
λ2tj φ
2
j(i)
≤
q∑
j=1
λ2tj
≤ q,
where the second line follows by noting φj(i) ∈ [−1, 1] (the eigenvector φj is always of unit
norm), and the third line follows by observing that |λj| ≤ ‖L‖∞ = 1. Therefore, all of Ui
are bounded in `2 norm as n → ∞, so the underlying variable U must be of finite second
moment for any finite t.
(Lemma 2). This lemma is a direct application of Theorem 1 in Sze´kely et al. (2007), which
holds without any assumption on (U ,X ) = {(Ui, Xi) : i = 1, 2, ..., n}, e.g., it holds without
assuming exchangeability, nor identically distributed, nor finite moment.
(Lemma 3). This lemma is equivalent to Theorem 2 in Sze´kely et al. (2007), except the
i.i.d. assumption is replaced by exchangeable assumption, i.e., the original set-up needs
(U ,X ) = {(Ui, Xi) : i = 1, 2, . . . , n} to be independently identically distributed as FUX with
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finite second moment; whereas the diffusion map {Ui : i = 1, 2, . . . , n} is asymptotically
conditional i.i.d. with finite second moment.
Note that gˆU ,X (t, s) = E(gˆU ,X (t, s) | θ), and each term in gˆU ,X (t, s) | θ is asymptotically
i.i.d. of each other. Thus∫
|gˆU ,X (t, s)− gˆU(t)gˆX (s)|2dw = E(
∫
|gˆU ,X (t, s)− gˆU(t)gˆX (s)|2dw | θ)
→ E(
∫
|gU,X(t, s)− gU(t)gX(s)|2dw | θ)
=
∫
|gU,X(t, s)− gU(t)gX(s)|2dw,
where the convergence in the second step follows from Theorem 2 in Sze´kely et al. (2007)
on the i.i.d. case.
(Theorem 3). From Theorem 2, it holds that
mgcn(U t,X )→ c ≥ 0 (9)
for each t, with equality if and only if independence. The dmgc algorithm enforces that
max{mgcn(U t,X ), t = 0, 1, . . . , 10} ≥ mgc∗n({U t},X ) ≥ mgcn(U t=3,X ),
thus Equation 9 also holds when mgc(U t,X ) is replaced by mgc∗({U t},X ).
To show that the test is valid and consistent, it suffices to show that with probability
approaching 1, mgcn(U ,Xσ)→ 0. This holds when (Ui, Xi) i.i.d.∼ FUX : the proof in supple-
mentary of Shen et al. (2018) shows that the percentage of partial derangement of finite
sample size converges to 1 among all random permutations, such that with probability
converging to 1 a permutation test breaks dependency.
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For exchangeable {Ui} here, we instead have (Ui, Xi) | θ i.i.d.∼ FUX|θ asymptotically. The
distribution of θ is the limiting empirical distribution of {Ui}, which is either asymptotically
independent of all Xi or dependent only on finite number of Xi. Thus Ui is asymptotically
conditionally independent with Xσ(i) with probability converging to 1, and we have
mgcn(U ,Xσ) = E(mgcn(U ,Xσ) | θ)→ 0
Moreover, when the transformation from A to U t is injective, we have
A is independent of X
⇔ U t is independent of X for all t
⇔ mgcn(U t,X ) is asymptotically 0,
where the second line follows from injective transformation, and the third line follows from
Theorem 1 and Theorem 2. Thus dmgc is consistent between A and X.
Note that without the injective condition, the reverse direction of the second line may
not always hold, i.e., when the diffusion maps are independent from the nodal attributes,
the adjacency matrix may be still dependent with the nodal attributes. In that case,
dmgc is still valid but the dependency may not be detected by dmgc.
(Corollary 1). (1) Changing the test statistic only affects Theorem 2. Both
dcorr and mgc satisfy Theorem 2 directly, while hhg is also a statistic that is 0 if
and only if independence (Heller et al., 2013).
(2) When A is symmetric and binary, the transformation from A to L is injective,
i.e., two different A always produce two different L. Then for each unique L, the eigen-
decomposition is always unique such that L to U t=1 is injective, provided that the dimension
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choice is made correct at q.
(Corollary 2). From Proposition 1 and 2, U t=1 is asymptotically equivalent to the latent
positionsW up-to a bijection. Moreover, under random dot product graph, if two different
adjacency matrices yield the same U t=1, they must asymptotically equal the same latent
positions and asymptotically the same adjacency matrix (i.e., the difference in Frobenius
norm converges to 0). Therefore injective holds asymptotically, and Theorem 3 applies.
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B Additional Simulation
Here we investigate the performance of the test statistics under the violation of positive
semi-definite link function related to condition (C3) in the main paper. Under the non-
random dot product graph, we generate following two-block stochastic block model for
n = 100:
Zi
i.i.d.∼ B(0.5),
A(i, j) | Zi, Zj ∼ Bernoulli {(0.5− )I (|Zi − Zi| = 0) + 0.3I (|Zi − Zj| 6= 0)} ,
Xi | Zi ∼ B (Zi/3) ,
(10)
where Zi represents the block membership, Xi is the noisy membership from Zi, and we
test independence between A and Z. When  = 0.2, A and Z are actually independent.
When  > 0.2, the above model yields a non-positive semi-definite graph. As  increases
from 0.2, the dependency signal gets stronger.
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Figure S1: Diffusion map-based dependency measures are robust against non-positive semi-
definite link function (see equation 10 for details). All of diffusion mgc (red solid), diffu-
sion dcorr (yellow brown dashes), and diffusion hhg (blue small dashes) have better power
than the fh test (green dot-dashes).
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C Random Dot Product Graph Simulations
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Figure S2: Illustrations of randomly generated n = 50 points of {(Wi, Xi) : i = 1, 2, . . . , 50}
(red dots) along with their population version without noise (black dots).
For the 20 simulations under random dot product graph, we describe the generating
distribution (W˜i, X˜i)
i.i.d.∼ FW˜ ,X˜ under each scenario. They are based on Vogelstein et al.
(2019); Shen et al. (2018), and visualization for the sample observations of {(Wi, Xi) :
i = 1, 2, . . . , n = 50} is shown in Fig.S2. Notation-wise, N (µ, σ) denotes the normal
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distribution with mean µ and standard deviation σ, U [a, b] denotes the uniform distribution
from a to b, B(p) denotes the Bernoulli distribution with probability p, and i denotes white
noise.
1. Linear
W˜i ∼ U [0, 1], i ∼ N (0, 0.5),
X˜i = W˜i + i.
2. Exponential
W˜i ∼ U [0, 3], i ∼ N (0, 5),
X˜i = exp(W˜i) + i.
3. Cubic
W˜i ∼ U [0, 1], i ∼ N (0, 0.5),
X˜i = 20(W˜i − 0.5)3 + 2(W˜i − 0.5)2 − (W˜i − 0.5) + i.
4. Joint Normal
(W˜i, X˜i) ∼ N
0
0
 ,
0.7 0.5
0.5 0.7
 .
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5. Step Function
W˜i ∼ U [−1, 1], i ∼ N (0, 0.5),
X˜i = I(W˜i > 0) + i.
6. Quadratic
W˜i ∼ U [−1, 1], i ∼ N (0, 0.3),
X˜i = W˜
2
i + i.
7. W Shape
W˜i ∼ U [−1, 1]
X˜i = 4(W˜
2
i − 0.5)2
8. Spiral
Zi ∼ U [0, 5], i ∼ N (0, 0.1),
W˜i = Zi cos(Zipi),
X˜i = Zi sin(Zipi) + i.
9. Bernoulli
W˜i ∼ B(0.5), i ∼ N (0, 1),
X˜i = (2B(0.5)− 1)W˜i + i.
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10. Logarithm
W˜i ∼ U [−1, 1], i ∼ N (0, 5),
X˜i = 5 log2(|W˜i|) + i.
11. Fourth Root
W˜i ∼ U [0, 1], i ∼ N (0, 0.5),
X˜i = (|W˜i + i|)1/4.
12. Sine Period 4pi
W˜i ∼ U [−1, 1], i ∼ N (0, 0.01),
X˜i = sin(4W˜ipi) + i.
13. Sine Period 16pi
W˜i ∼ U [−1, 1], i ∼ N (0, 0.01),
X˜i = sin(16W˜ipi) + i.
14. Square
Ui1 ∼ U [−1, 1], ui2 ∼ U [−1, 1],
W˜i = Ui1 cos(−pi/8) + Ui2 sin(−pi/8),
X˜i = −Ui1 sin(−pi/8) + Ui2 cos(−pi/8).
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15.Two Parabolas
Z˜i ∼ B(0.3), i ∼ N (0.5, 0.3),
W˜i ∼ U [0, 1],
X˜i = (W˜
2
i + i)(Z˜i − 0.5).
16. Circle
Ui ∼ U [−1, 1], i ∼ N (0, 0.05),
W˜i = cos(Uipi),
X˜i = sin(Uipi) + i.
17. Ellipse
Ui ∼ U [−1, 1],
W˜i = 5 cos(Uipi),
X˜i = sin(Uipi).
18. Diamond
Ui1 ∼ U [−1, 1], Ui2 ∼ U [−1, 1],
W˜i = Ui1 cos(−pi/4) + Ui2 sin(−pi/4),
X˜i = −Ui1 sin(−pi/4) + Ui2 cos(−pi/4).
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19. Multiplicative Noise
W˜i ∼ N (0.5, 1), i ∼ N (0.5, 1),
X˜i = W˜i · i
20. Independence
W˜i ∼ N (0, 1)
X˜i ∼ U(0, 1)
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