Sur la bio-informatique des réseaux d'automates by Sené, Sylvain
HAL Id: tel-00759287
https://tel.archives-ouvertes.fr/tel-00759287v2
Submitted on 11 Apr 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Sur la bio-informatique des réseaux d’automates
Sylvain Sené
To cite this version:
Sylvain Sené. Sur la bio-informatique des réseaux d’automates. Mathématique discrète [cs.DM].
Université d’Evry-Val d’Essonne, 2012. ￿tel-00759287v2￿
Université d’Évry – val d’Essonne
École doctorale de sciences et ingénierie
HABILITATION À DIRIGER DES RECHERCHES
spécialité informatique
présentée par
Sylvain Sené
Sur la bio-informatique des réseaux d’automates
soutenue le 27 novembre 2012 devant le jury composé de :
M. Alexander Bockmayr Professeur de la Freie Universität Berlin
M. Franck Delaplace Professeur de l’Université d’Évry – val d’Essonne
M. Alain Denise Professeur de l’Université Paris Sud
M. Enrico Formenti Professeur de l’Université de Nice – Sophia Antipolis
M. Erol Gelenbe Professeur de l’Imperial College London
et de Michel Morvan et Jacques Demongeot en tant que membres invités
au vu des rapports de :
M. Alain Denise
M. Enrico Formenti
M. Erol Gelenbe

Université d’Évry – val d’Essonne
École doctorale de sciences et ingénierie
HABILITATION À DIRIGER DES RECHERCHES
spécialité informatique
présentée par
Sylvain Sené
Sur la bio-informatique des réseaux d’automates
soutenue le 27 novembre 2012 devant le jury composé de :
M. Alexander Bockmayr Professeur de la Freie Universität Berlin
M. Franck Delaplace Professeur de l’Université d’Évry – val d’Essonne
M. Alain Denise Professeur de l’Université Paris Sud – Orsay
M. Enrico Formenti Professeur de l’Université de Nice – Sophia Antipolis
M. Erol Gelenbe Professeur de l’Imperial College London
et de Michel Morvan et Jacques Demongeot en tant que membres invités
au vu des rapports de :
M. Alain Denise
M. Enrico Formenti
M. Erol Gelenbe

À Mathilde Noual
À Jacques Demongeot
À tous ceux à qui ces lignes donneront des idées

Au lendemain de la guerre j’étais persuadé, comme certains
de mes contemporains, que les mathématiques pouvaient s’ap-
pliquer à tout. Pour des gens plus ambitieux que compé-
tents, il était assez tentant de voir si l’on pouvait refaire avec
d’autres sciences ce qui avait si bien réussi avec la physique.
[...] Pourquoi la physique est-elle en si parfaite résonance avec
les mathématiques, et pas la chimie, la botanique ou la bio-
logie ? Je n’ai toujours pas trouvé la réponse. [...] En ma-
thématiques comme ailleurs, une partie des recherches origi-
nales vient ainsi de la mise en contact de connaissances pro-
venant de champs apparemment disparates. C’est peut-être
ce que veulent dire les chantres de l’interdisciplinarité qui de-
vraient tous se recommander de Pico della Mirandola, même
s’ils savent qu’il leur est impossible d’embrasser la totalité des
sciences de leur époque.
Marcel-Paul Schützenberger (Dynasteurs, 1988).

Avant-propos
Les propos de Schützenberger, présentés dans l’épigraphe de ce document, peuventparaître âpres à l’endroit de l’interdisciplinarité. Or, l’interdisciplinarité mêlant
informatique et biologie théoriques occupe une position centrale dans ce document.
Je pense bien sûr qu’elle mérite que nous nous intéressions à sa valeur intrinsèque, à
ce qu’elle permet d’apprendre, de déduire, de comprendre. . .Mais elle mérite aussi la
critique (sous toutes ses formes, négatives comme positives). N’est-ce pas ainsi que
la science est faite ? Les discussions, objections, contradictions ne sont-elles pas les
piliers du cheminement des pensées scientifiques ? Ainsi, j’ai choisi de placer ces mots
au début du manuscrit pour éviter toute forme de manichéisme et inviter le lecteur
à la réflexion, aussi bien philosophique que scientifique, sur cette interdisciplinarité,
dans l’espoir qu’il s’en forge une opinion éclairée et argumentée.
Le choix de Schützenberger pour illustrer cette entrée en matière ne tient pas du
hasard. S’il est des personnes à même de discuter et d’argumenter sur le mélange des
sciences informatiques et biologiques, ce gentilhomme de la science, d’après la formule
consacrée d’André Lichnerowicz dans l’hommage à son ami disparu [Lic96], en fait
sans nul doute partie. Ma communauté évoque généralement Schützenberger comme
le père de l’informatique théorique française. Elle oublie très souvent de mentionner
qu’il était plus que cela. Docteur en médecine en 1948, il a notamment participé à
la découverte du gène à l’origine de la trisomie 21. Docteur en sciences mathéma-
tiques en 1953, il a mené de nombreuses études dans des champs des mathématiques
vastes allant des probabilités et statistiques à la théorie des langages, en passant
par l’algèbre et la théorie des ordres (et j’en oublie bon nombre). Il est « considéré
mondialement comme le père absolu de la théorie des codes (1958) [et] n’a cessé de
s’intéresser aux découvertes de la biologie moléculaire. L’étude du code génétique re-
joint très tôt ses préoccupations de théoricien de problèmes de l’information. » Ainsi,
bien qu’il ait préféré consacrer sa carrière aux sciences dites « dures » que sont les
mathématiques et l’informatique, il est toujours resté adepte et fin connaisseur de
l’intrication des disciplines, en particulier des liens entre les mathématiques (au sens
large) et la biologie.
Malgré l’apparente âpreté du discours, qui tient plus selon moi de la mise en
garde d’une interdisciplinarité hâtive dirigée par une ambition trop forte de synthèse,
Schützenberger s’est passionné pour ces questions liant la biologie à l’informatique.
Quoi de plus naturel pour lui que de vouloir comprendre les liens entre l’informa-
tion fournie par le code génétique et la théorie « informatique » de l’information ?
Quoi de plus naturel pour tout informaticien attiré par la biologie que de s’atta-
cher à étudier les transmissions d’information et de vouloir en connaître les causes
et les conséquences, tant au niveau génétique que neuronal ? Cela mène à un travail
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profondément ancré en informatique dont l’exploitation en biologie est limité par
la complexité du vivant. Plus généralement selon moi, la simple application d’une
discipline à une autre a besoin d’être complétée par une réelle interdisciplinarité, fon-
dée sur des allers-retours constants entre les disciplines. Pour aller plus loin, je suis
convaincu que l’informatique et les mathématiques discrètes ont tout autant besoin
de la biologie que cette dernière a besoin d’elles. La biologie fournit en effet son lot
de problèmes qui prennent sens lorsque nous les ancrons dans des disciplines plus
théoriques. Ces problèmes, couplés aux allers-retours inter-disciplinaires, structurent
ce que j’appelle la bio-informatique théorique.
Cette thèse d’habilitation à diriger des recherches prend ses origines en informa-
tique. Elle s’est construite progressivement au fil des années par les multiples dis-
cussions qui m’ont été offertes dans des contextes variés. En particulier, les échanges
dont j’ai le plus nourri ma réflexion ont été partagés avec Jacques Demongeot qui,
à l’instar de Schützenberger, possède cette (trop) rare double-compétence en biolo-
gie/médecine et en mathématiques. Ainsi, à ma modeste manière, en m’inscrivant
dans la lignée de ces deux hommes, je m’apprête à développer certains problèmes
qui me paraissent importants dans le contexte de la bio-informatique théorique.
Sylvain Sené
17 septembre 2012
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Chapitre 1
Ouverture – en guise
d’introduction
Le vingtième siècle aura été marqué par des avancées majeures dans l’ensemble deschamps propres de chacune des disciplines scientifiques considérées comme telles
bien avant le début même de ce siècle, comme la physique, les mathématiques ou
encore la biologie. Au delà de ces développements, grâce aux fondements proposés
par Gödel, Turing et von Neumann et d’autres, ce siècle aura aussi été le témoin
de l’avènement d’une nouvelle discipline, l’informatique. Sans refaire son histoire, le
propos n’est pas là, il convient de souligner la particularité des questions soulevées,
la spécificité des méthodes sans cesse renouvelées de cette discipline ainsi que son
ouverture croissante à d’autres disciplines, en particulier à la biologie. Cette ouverture
donne justement le cadre des travaux de recherche que j’ai menés ces dernières années
et qui sont résumés dans cette thèse d’habilitation à diriger des recherches.
Cette thèse traite ainsi de la bio-informatique des réseaux d’automates, ou de
ce pourquoi l’étude de tels réseaux est intéressante et pertinente dans les contextes
informatiques et biologiques. Un réseau d’automates est un objet mathématique «mi-
nimaliste » possédant l’ensemble des propriétés utiles à la modélisation générale de
réseaux d’entités en interaction. Plus précisément, un tel objet est composé d’entités
qui agissent les unes sur les autres au cours d’un temps discret, en suivant des règles
locales simples pré-déterminées. L’exécution d’une règle peut faire varier l’état de
l’automate auquel elle est associée. Ces variations d’états sont les seuls événements
considérés au sein des réseaux. Les entités peuvent donc être vues comme des unités
permettant de produire en sortie le résultat d’un calcul réalisé à partir de données
fournies en entrée, qui correspondent aux états des automates. Globalement, un ré-
seau d’automates évolue au sein d’un ensemble de configurations qui sont définies
par ces états à un instant donné.
Pertinence des réseaux d’automates en modélisation Malgré son apparente
simplicité, ou devrais-je dire en raison, entre autres, de cette simplicité, les études fon-
damentales et appliquées sur les réseaux d’automates restent pertinentes. À l’heure où
a clairement été mise en avant « la science des systèmes complexes » dans le paysage
scientifique, il est devenu indéniable que la simplicité locale peut engendrer la com-
plexité globale. Les automates cellulaires en sont un exemple évident. La construction
d’un système d’interaction complexe ne nécessite aucunement l’implication d’entités
3
4 Ouverture – en guise d’introduction
gouvernées par des règles d’évolution locales complexes (ou compliquées). Ces der-
nières amènent à l’appellation de « systèmes compliqués » qui s’opposent aux sys-
tèmes complexes, dont la définition (informelle tout du moins) semble avoir convergé
à ce jour : un système complexe est un système composé d’entités en interaction
soumises à des règles locales d’évolution simples, dont le comportement émergeant
au niveau global ne peut être expliqué par la simple connaissance du système au
niveau local.
Comme l’ont écrit Delahaye et Rechenmann dans un dossier de Pour la science
sur la modélisation informatique [DR06], « commençons par nous débarrasser d’une
idée reçue : la modélisation n’est pas destinée à reproduire exactement la réalité. Seul
un modèle identique au système pourrait être considéré comme une représentation
exacte de ce dernier. Or, tout comme la légendaire carte à l’échelle 1/1 de Borges,
un tel modèle ne peut être construit, et, tout comme cette carte, il ne présenterait
aucun intérêt. En effet, l’élaboration d’un modèle est motivée par un ensemble de
questions auxquelles ce modèle doit contribuer à répondre. Quel avantage à dispo-
ser d’un modèle de même complexité que son objet ? » Dans cette lignée, je pense
qu’un autre intérêt notable des réseaux d’automates est qu’ils se placent à un niveau
d’abstraction élevé en termes de modélisation. Ils fournissent dès lors d’importantes
possibilités dans le cadre de la représentation de systèmes réels et peuvent donc être
largement appliqués. Leur champ d’applications va de la physique, avec la modé-
lisation des systèmes de particules, à la sociologie, avec la volonté grandissante de
représentation des interactions sociales, en passant par la biologie et la médecine,
avec le défi d’une compréhension toujours plus fine des systèmes vivants. Aussi, les
résultats valides à un niveau d’abstraction élevé le restent lorsqu’on affine la gra-
nularité sous-jacente pour se « rapprocher » de la réalité des systèmes étudiés, sous
réserve de garantir la consistance des nouveaux paramètres ajoutés vis à vis de la
théorie choisie initialement. En conséquence, les réseaux d’automates permettent de
capturer l’essence de ces systèmes, leurs propriétés de base, sans pour autant renoncer
à leurs subtilités.
Les réseaux au centre du travail présenté ici sont très souvent sujets à une abs-
traction supplémentaire visant à donner aux automates qui les composent deux états
possibles, afin qu’ils puissent être considérés comme « actifs » ou « inactifs ». Ce choix
s’explique notamment par la nature des éléments biologiques considérés qui se prête
particulièrement bien à l’abstraction booléenne. À titre d’exemple, un neurone est
habituellement considéré comme étant excité ou non, et un gène est généralement
défini comme exprimé, s’il est en phase de transcription, ou non. Notons que le choix
du booléen fait l’objet d’une discussion plus approfondie dans la suite du document.
Orientation des recherches : questionnements et méthodes Le terme an-
glais « network » pour « réseau » possède un avantage non négligeable comparé à son
homologue français. Il concentre en sept lettres la vocation même des lignes qui vont
suivre, à savoir divulguer des connaissances acquises récemment sur la façon dont
un net works (c’est-à-dire comment fonctionne un réseau). La vision que je souhaite
donner dans ce document s’articule par conséquent autour de cette notion de fonc-
tionnement des réseaux d’automates vus comme modèles de réseaux de régulation
biologique. Plus précisément, tout en restant ancré disciplinairement en informa-
tique théorique, sa vocation est de mettre en exergue la bio-informatique des réseaux
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d’automates. Ceci est fait en montrant notamment que ces réseaux apportent des
connaissances pertinentes aussi bien du point de vue des applications à biologie que
de celui de la théorie informatique mathématique, et que leur étude profite ainsi aux
deux disciplines. Derrière cela se cache le souhait de montrer que ces disciplines sont
intriquées et qu’elles peuvent se servir l’une de l’autre pour répondre, au moins en
partie, à des questions d’intérêt qui leur sont propres. Nombreuses sont les recherches
ayant mis en avant des liens forts et consistants entre ces disciplines. Dans le contexte
qui nous intéresse ici, à savoir celui des réseaux d’automates, les recherches fonda-
trices ont été menées dans les années 1940 par McCulloch et Pitts. Ces chercheurs,
respectivement neurologue et logicien, ont proposé une modélisation des interactions
neuronales au moyen de réseaux d’automates booléens qui, selon moi, constitue la
cœur de toutes les recherches actuellement menées en modélisation discrète des ré-
seaux de régulation biologique et ont été et sont encore une source d’inspiration de
nombreux travaux théoriques.
Bien sûr, il sera aisé pour le lecteur de constater que mon travail est installé dans
ce contexte depuis mon doctorat qui traitait du problème spécifique de l’influence
des conditions de bord sur la dynamique de réseaux à seuil linéaires. Tout en pour-
suivant mon effort sur ce sujet, j’ai depuis diversifié mon activité en m’attachant à la
résolution de problèmes importants posés par la biologie et naturellement inscrits en
modélisation discrète. Dans cette thèse, je présente donc les travaux récents que j’ai
réalisés seul et ceux menés avec mes « partenaires de recherche », et notamment Ma-
thilde Noual, étudiante de l’École normale supérieure de Lyon dont j’ai co-encadré
la thèse, avec Éric Rémila, qui a été soutenue en juin 2012. Plus précisément, depuis
mon recrutement comme Maître de conférences à l’Université d’Évry – val d’Es-
sonne en 2009, les questions qui ont suscité mon intérêt peuvent être séparées selon
plusieurs axes :
— l’environnement – Très souvent, les réseaux d’interaction sont vus et étudiés
comme étant parfaitement clos, en considérant que les entités qui les com-
posent sont les seules représentantes de l’expressivité du système modélisé.
Lorsque l’on considère des systèmes parfaitement définis à une échelle don-
née, cela ne pose pas de problème majeur. Par ailleurs, selon la nature des
questions posées, il va de soi que cette vision peut apporter un cadre inté-
ressant en évitant la prise en compte d’un jeu de paramètres trop important.
Toutefois, en biologie, ou plus précisément en modélisation du vivant, les ni-
veaux d’observation sont nombreux et les éléments pouvant être classés dans
un niveau spécifique tendent à communiquer avec d’autres éléments apparte-
nant à des niveaux différents. La question de l’influence de l’environnement
d’un système sur son comportement est donc fondamentale et dépasse le cadre
de l’application à la biologie ;
— les motifs « simples » d’interaction – Les études passées concernant les réseaux
d’automates vus comme modèles de la régulation biologique ont fourni une
matière importante quant au rôle que jouent certains motifs d’interaction
spécifiques sur la dynamique asymptotique des réseaux. En particulier, René
Thomas et François Robert ont montré indépendamment que, sans la présence
d’un cycle (au sens de la théorie des graphes) au sein de leur architecture, les
réseaux d’automates évoluent inévitablement vers une unique configuration
stable. En ce sens, ces cycles jouent un rôle que l’on peut comparer à celui
d’un moteur de complexité dynamique des réseaux. La compréhension fine de
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ces moteurs de complexité, étudiés de façon isolée, ainsi que des combinaisons
de ces objets et de leurs interactions est un passage obligé pour mieux cerner
le comportement des réseaux eux-mêmes ;
— les modes de mise à jour – L’un des questionnements fondamentaux dans le
contexte des réseaux d’automates concerne les méthodes selon lesquelles les
états des automates peuvent être recalculés au cours de l’évolution. Ce pro-
blème est fondamental car il soulève des liens forts avec la notion de temps dis-
cret, comme nous le verrons plus tard. Par ailleurs, du point de vue biologique,
l’écoulement du temps est peut-être l’un des problèmes ouverts majeurs. Au
niveau génétique, quelques premiers éléments ont récemment été proposés
dans les recherches entreprises sur la dynamique chromatinienne mais ils ne
sont que préliminaires et ne permettent pas de figer un spectre fin de mises à
jour biologiquement plausibles. Ainsi, d’un point de vue plus mathématique,
comprendre les conséquences du choix d’un mode de mise à jour spécifique
et les sensibilités d’un réseau face à ce choix est l’une des problématiques
actuelles fondamentales du domaine.
— la non-monotonie – Jusqu’à présent, dans le contexte de la modélisation des
réseaux de régulation biologique, beaucoup de recherches ont contraint les
réseaux d’automates booléens avec une hypothèse de monotonie des règles
locales régissant le comportement des automates. Cette hypothèse provient de
la volonté de considérer l’unicité des natures d’action des éléments biologiques
les uns sur les autres. Autrement dit, si un élément en influence un second,
soit il a toujours tendance à l’activer, soit il a toujours tendance à l’inhiber.
La perte de l’hypothèse de monotonie locale permet alors d’aller plus loin en
termes de modélisation de phénomènes biologiques et soulève également des
questions mathématiques intéressantes.
— la modularité – L’analyse complète de l’évolution des réseaux d’automates,
même simplifiés à l’extrême, pose inévitablement le problème de l’explosion
combinatoire. En effet, le nombre de leurs configurations croît exponentiel-
lement en fonction du nombre de leurs automates. Par ailleurs, biologique-
ment parlant, l’identification de fonctionnalités biologiques élémentaires est
un champ de recherches pertinent et relativement vierge. Replacé dans le
contexte des réseaux d’interaction, ce problème d’identification revient à dé-
couvrir les sous-réseaux de taille minimale qui induisent des comportements
propres. L’étude de la modularité des réseaux considère ces deux problèmes
de manière simultanée et vise à trouver des solutions, lorsqu’elles existent.
Le dernier point que je tiens à évoquer avant de présenter le plan du docu-
ment (qui suivra grosso modo les différents axes de recherche venant d’être discutés)
concerne les méthodes mathématiques utilisées et qui se trouvent présentées dans
ce document. J’ai en tête que les problèmes sont importants mais je pense que les
formalismes et les méthodes permettant de les résoudre le sont tout autant. En consé-
quence, dans ce document, selon le problème abordé, le lecteur se trouvera plongé
dans des formalismes induisant des techniques de démonstration adaptées. Notam-
ment, certaines méthodes sont empruntées à la théorie des processus stochastiques,
d’autres à la théorie et à la combinatoire des mots, d’autres sont tout à fait ha-
bituelles en théorie des réseaux d’automates et, enfin, d’autres proviennent de la
théorie des automates cellulaires.
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Organisation du document Afin de définir plus précisément le socle des travaux
menés, ce document commence par expliciter les synergies entre les sciences informa-
tique et biologique en rapport aux réseaux d’automates. Ainsi, le chapitre 2 suivant
présente dans un premier temps comment la science informatique s’est inspirée de
problèmes posés par la biologie pour se développer. Il poursuit en montrant comment,
inversement, la biologie fait de plus en plus appel aux méthodes et à la connaissance
informatiques. Ensuite, il discute plus concrètement des allers-retours entre ces deux
disciplines qui sont indispensables au processus de modélisation. Enfin, il décrit les
principaux concepts du « langage formel » des réseaux d’automates utilisés tout au
long du document.
Le chapitre 3 présente des travaux dans la lignée de ceux menés lors de mon
doctorat sur l’influence que joue l’environnement des réseaux d’automates sur leur
comportement. L’environnement est ici formalisé au travers du concept de bord d’un
réseau. Ce chapitre généralise le travail de mon doctorat à une famille plus large
de réseaux que sont les automates cellulaires à seuil stochastiques non-linéaires. Son
résultat majeur donne une condition nécessaire à l’absence de robustesse environne-
mentale de ces réseaux. Il fournit par là une réponse partielle à un problème ouvert
depuis les travaux de Ruelle sur le modèle d’Ising à la fin des années 1960. Ce chapitre
met aussi en avant la notion de non-linéarité, dont l’idée générale est de permettre
aux automates de coopérer et d’agir sous forme de coalitions, qui aurait pu être une
thématique de recherche à part entière.
Une fois la notion d’environnement évoquée, le document se recentre sur des
problématiques biologiques des réseaux de régulation étudiés comme des systèmes
clos. Plus précisément, le chapitre 4 se focalise sur des sous-motifs d’interaction
connus pour jouer un rôle prépondérant sur la dynamique des réseaux. Il s’attache à
démontrer certaines propriétés combinatoires des réseaux réduits à des cycles isolés
et à en caractériser la dynamique. Pour aller plus loin, parce que les réseaux de
régulation réels sont rarement composés d’un seul cycle (ou de plusieurs isolés les
uns des autres), ce chapitre s’intéresse aux comportements asymptotiques des cycles
tangents. Il met ensuite en avant des éléments de comparaison de ces différents motifs
et élargit informellement les résultats obtenus à des réseaux plus complexes.
Le corps de ce document se clôt par le chapitre 5. Celui-ci traite de deux pro-
blématiques : l’importance du choix du mode de mise à jour dans les études des
comportements de réseaux d’une part, et le rôle tenu par la non-monotonie d’autre
part. En particulier, sur la base des résultats du chapitre 4 sur les cycles isolés, il
discute des deux conjectures de Thomas dans le cadre booléen. Il présente ensuite
une classification des réseaux selon leur robustesse structurelle face à des variations
du synchronisme des mises à jour. Certains des résultats amènent à fournir les bases
d’une étude à plus long terme sur le rôle joué par la non-monotonie sur les compor-
tements des réseaux d’automates booléens.
En guise de conclusion, plutôt que de dresser le bilan de ces années de recherche,
j’ouvrirai la discussion en présentant succinctement d’autres thèmes qu’il me paraît
important de développer dans des recherches futures. En premier lieu, je discuterai
de la question du temps dans les réseaux d’automates (booléens), en en présentant
les diverses appréhensions que l’on peut en avoir puis en faisant un pas vers le
domaine applicatif que constitue la biologie. Je terminerai le document en parlant
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d’un nouveau formalisme pour prendre en compte la modularité des réseaux que mes
collègues évryens et moi avons développé dont les propriétés le rendent utile aussi
bien en bio-informatique théorique qu’en biologie moléculaire et synthétique.
Chapitre 2
Synergies entre informatique et
biologie, et formalisme des réseaux
d’automates booléens
La section 2.1 est construite sur la base d’ouvrages et articles de référence du domaine,
dont les principaux sont [FSRT87, Rob95, Td90, Kau93, Gun10]. Les sections 2.2 et 2.3
sont quant à elles fondées sur une réflexion présentée dans [NS12].
Là où la bio-informatique actuelle aborde des problèmes précis posés par la biologie(identification de séquences d’A.D.N., études de la structure des protéines. . . )
sur la base de données relativement fiables issues des expérimentations biologiques
et développe des méthodes informatiques pour y répondre (algorithmique, imagerie,
statistiques. . . ), la bio-informatique théorique s’attache à dégager les grandes lignes
des échanges d’information et de leurs conséquences au sein de processus biologiques
à large échelle (régulations, morphogenèse. . . ) décrits par des données peu fiables,
parfois absentes, dont elle s’éloigne en utilisant des abstractions élevées (modèles de
calcul, systèmes dynamiques. . . ). Plus précisément, ses problèmes caractéristiques
mettent en jeu des mécanismes de traitement et de transmission de l’information in-
trinsèquement complexes qui sont pertinents dans les deux disciplines dans le sens où
ils traduisent une réalité biologique tout en étant fondamentaux pour l’informatique.
De plus, la bio-informatique théorique se place dans le contexte de la modélisation,
qu’elle complète en isolant les grands principes communs de ces deux disciplines. Bien
sûr, ces deux formes de bio-informatique soulèvent des problèmes informatiques per-
tinents et se combinent pour accroître la compréhension des mécanismes biologiques
en se plaçant à des niveaux d’abstraction différents.
À l’origine, le terme bio-informatique a été introduit par Hesper et Hogeweg
dans [HH70, HH78] et défini comme l’étude des processus informatiques dans les
systèmes biotiques. Dans [Hog11], Hogeweg souligne que cette définition s’est vue
restreinte à la fin des années 1980 aux seules études des méthodes informatiques
pour l’analyse comparative des données génomiques mais qu’elle est en train d’être
à nouveau utilisée dans sa forme originale. Le travail que je m’apprête à présenter
est donc à classer dans cette définition originale ré-émergente de la bio-informatique.
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Il faut néanmoins mentionner qu’il est issu de travaux qui sont antérieurs à ceux de
Hogeweg. Il n’a effectivement pas fallu attendre l’apparition du terme pour que la
bio-informatique se développe. Il suffit de remonter au commencement de l’informa-
tique moderne au XXe siècle pour se rendre compte de l’influence forte qu’a eue la
biologie sur les progrès des aspects théoriques de cette jeune discipline scientifique.
En parallèle, la biologie était déjà une science bien établie qui a su rapidement uti-
liser l’essor de l’informatique pour développer des recherches tout à fait nouvelles
couplant théorie et applications. L’une des intersections notables de ces deux dis-
ciplines se trouve être les réseaux d’automates. La première section de ce chapitre
dresse les éléments de l’histoire mêlée de l’informatique et de la biologie autour de
ces objets qui ont joué un rôle significatif à l’origine de la bio-informatique. Elle
rappelle en particulier comment les pans théoriques de ces deux disciplines se sont
développés, presque simultanément, pour créer la bio-informatique théorique. Se fon-
dant sur le constat que la modélisation en biologie s’est très largement développée ces
dernières années, la section 2.2 propose une discussion/réflexion sur la modélisation
ancrée en bio-informatique. Enfin, la section 2.3 développe le formalisme des réseaux
d’automates booléens qui sont les objets mathématiques sur lesquels se fondent les
recherches présentées dans ce document.
2.1 Deux disciplines au service l’une de l’autre
Il est communément admis que la théorie des réseaux d’automates est née au
cours des années 1940, en même temps que l’informatique moderne. Sa paternité est
généralement attribuée à Ulam, McCulloch et Pitts ainsi qu’à von Neumann [MP43,
Ula62, Neu66] qui souhaitaient développer la modélisation de phénomènes physiques
et biologiques en se fondant sur les avancées contemporaines en logique et en infor-
matique. Cependant, selon la définition des réseaux d’automates évoquée informel-
lement dans le chapitre 1, le premier réseau d’automates à avoir été utilisé, à ma
connaissance, l’a été dans le domaine de la physique dans les années 1920 par Ising
pour modéliser le ferromagnétisme [Isi25], c’est-à-dire, là encore, bien avant l’appari-
tion du terme générique. Je pense que les travaux d’Ising ne remettent pas en cause
la paternité de la théorie car sa démarche diffère de celle des scientifiques des an-
nées 1940. En effet, son objectif était de concevoir un modèle ad hoc pour l’analyse
d’un phénomène physique spécifique et son travail s’est profondément ancré dans ce
contexte de par sa démarche et ses méthodes. McCulloch, Pitts et von Neumann,
au contraire, ont élargi l’étude dédiée de ces objets mathématiques aux propriétés
qui leur sont propres, ce qui en fait sans nul doute les précurseurs de la théorie des
réseaux d’automates.
2.1.1 La biologie au départ de l’informatique non conventionnelle
Au delà de l’exploitation de la logique et de l’intégration réelle de la démarche
informatique, une autre caractéristique des travaux de von Neumann et de McCulloch
et Pitts est qu’ils se sont attachés les premiers à la modélisation de portions du
vivant, poussés par une volonté de reproduire certains des processus des organismes
réels. Ainsi, McCulloch et Pitts ont développé les réseaux de neurones formels pour
modéliser les interactions neuronales [MP43]. Ils ont en particulier montré que la
logique propositionnelle pouvait servir à représenter des événements neuronaux et que
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ces réseaux pouvaient être considérés comme un modèle de calcul universel, dans une
certaine mesure. Suite à cela, vers la fin des années 1940, von Neumann a introduit
quant à lui les automates cellulaires afin de « comparer les automates naturels et
artificiels » et d’« abstraire la structure logique de la vie » [Neu66]. von Neumann a
notamment construit le premier automate cellulaire auto-reproducteur et universel.
Dans ces travaux ressort clairement l’envie des auteurs de sortir des paradigmes de
calcul classiques que sont les fonctions récursives de Herbrand et Gödel [Gö86], le
λ-calcul de Church [Chu32, Chu36] et les machines de Turing [Tur36], et de fournir
à la théorie de la calculabité de nouveaux modèles de calcul universels, bien que non
conventionnels.
Automates cellulaires
Les automates cellulaires sont des réseaux d’automates particuliers dans lesquels
les automates sont disposés sur des architectures régulières et sont tous régis par
une règle de transition commune. Leurs propriétés de calculabilité ont été et de-
meurent largement étudiées, parmi lesquelles nous retrouvons bien sûr l’universalité
de l’automate auto-reproducteur de von Neumann [Neu66], celle du jeu de la vie de
Conway [Gar70, BCG82] ou encore celle de l’automate cellulaire élémentaire no110,
démontré Turing universel par Cook en 2004 [Coo04]. Au delà de ces travaux sur
l’expressivité calculatoire, les automates cellulaires ont tout de suite été perçus par
von Neumann comme de bons outils mathématiques pour étudier les ordinateurs, et
notamment le fonctionnement parallèle de ces derniers. Ils furent notamment à l’ori-
gine des architectures systoliques des ordinateurs [KL80]. Par ailleurs, ils ont aussi été
au centre de nombreuses études dans le domaine des systèmes dynamiques, visant
notamment à caractériser leurs comportements transitoires et asymptotiques mais
aussi à comprendre la richesse de ces comportements. Dans ce contexte, les études
les plus connues traitent des automates cellulaires élémentaires et les classifient en
fonction de leur complexité [Wol84, Kur97].
Réseaux de neurones formels
Le travail de McCulloch et Pitts [MP43] sur les réseaux de neurones formels
a également marqué l’informatique. Ils ont prouvé que les réseaux de neurones for-
mels permettent de simuler n’importe quelle fonction booléenne. Ensuite, ces réseaux
linéaires, aussi appelés réseaux d’automates booléens à seuil, ont fait l’objet de nom-
breuses recherches en informatique, autour de leurs propriétés sous-jacentes, du point
de vue des modèles de calcul comme des systèmes de transition d’états.
Nous pouvons remarquer que les premiers travaux s’inspirant des réseaux de neu-
rones formels ont eu pour objectif d’en clarifier la substance. Notamment, Landhal
et Runge en donnent dès 1946 une formalisation algébrique, où plus précisément de
leurs fonctions de transition [LR46]. Il en ressort les fonctions linéaires à seuil qui
font que l’état d’un automate i ∈ {0, . . . , n− 1} au temps t+ 1, noté xi(t+ 1), dépend
du poids d’interaction qui lui parvient de ses voisins à l’état 1 au temps t et de son
seuil d’activation. Si le potentiel reçu atteint son seuil, xi(t+1) vaut 1, sinon 0. Suite
à ce travail de formalisation, une deuxième phase de clarification a été menée par
Kleene qui lui a permis d’introduire les concepts d’automate fini et de langage ré-
gulier [Kle51, Kle56]. En particulier, Kleene a montré que les langages reconnus par
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les réseaux d’automates booléens à seuil finis sont réguliers. Dans [Kru54], Kruskal a
donné de premiers résultats sur certains comportements de tels systèmes. Sur cette
base, Huffman a montré que les comportements d’une sous-famille de réseaux d’auto-
mates booléens à seuil, les registres à décalage à rétroaction linéaire (linear feedback
shift register), pouvaient être entièrement décrits au moyen de polynômes [Huf59].
D’autres travaux orientés sur les propriétés combinatoires de ces réseaux particuliers
ont été développés à cette même période [Rio58]. Elspas, dans [Els59], a généralisé
le travail d’Huffman à la classe des réseaux linéaires et donné les conditions sous
lesquelles leurs comportements pouvaient être caractérisés. Plus tard, d’autres gé-
néralisations ont été introduites par des aspects combinatoires (cf. les travaux de
Golomb [Gol67] sur les séquences de registres à décalage). Dans ce même contexte,
Cull a développé en 1971 une méthode algébrique qui, étant donné un réseau d’au-
tomates booléens linéaire, décrit son comportement dans son intégralité, aussi bien
transitoire qu’asymptotique [Cul71]. Par ailleurs, il a été le premier à établir une re-
lation entre de tels réseaux et le modèle booléen des réseaux de régulation génétique
conçu par Kauffman [Kau69b].
Parallèlement à toutes ces recherches orientées sur les fondements de l’informa-
tique, en se fondant sur les recherches de Hebb [Heb49], Rosenblatt a introduit une
simplification topologique des réseaux de neurones formels, connue sous le nom de
perceptron [Ros58]. La particularité de ces réseaux est qu’ils sont dépourvus de cycles
dans leur architecture. Ce modèle a permis à Rosenblatt de formaliser le concept
d’apprentissage « hebbien », disant que lorsque deux neurones sont excités au même
moment, ils renforcent (ou créent) le lien qui les unit. Certains développements de
ce modèle ont été étudiés dans [MP69], où Minsky et Papert ont proposé un al-
gorithme d’apprentissage permettant au perceptron de classer les motifs donnés en
entrée en familles distinctes, ce qui marqua les débuts de l’ère de l’intelligence artifi-
cielle. Toutefois, dans cet ouvrage, les auteurs ont aussi démontré que le perceptron
était incapable de traiter des problèmes de non-linéarité, ce qui a marqué un coup
d’arrêt dans les recherches relatives à ce modèle, reprises depuis.
Tous ces travaux ont permis le développement de nombreuses méthodes informa-
tiques, dont l’usage est encore aujourd’hui courant et dont des améliorations sont
régulièrement apportées. Ceci m’amène à présent à évoquer l’influence qu’a eu l’in-
formatique dans les recherches en biologie des systèmes.
2.1.2 Une biologie en demande de méthodes informatiques
Nous venons de voir que la biologie a finalement joué un rôle important au com-
mencement de l’informatique moderne, en servant notamment de motivation et en
fournissant des concepts fondamentaux qu’on retrouve encore aujourd’hui au cœur
de la discipline. Mais qu’en est-il de la place de l’informatique en biologie ? Insistons
sur le fait que la biologie dont nous parlons est celle qui concerne les systèmes d’enti-
tés biologiques en interaction, ou réseaux de régulation biologique. L’informatique y
joue un rôle important non seulement dans le processus de modélisation discrète de
ces réseaux mais également dans l’analyse formelle de propriétés intrinsèques des mo-
dèles en découlant. C’est justement sur ces modèles, plutôt que sur les systèmes réels
directement, que les questions de robustesse peuvent effectivement être abordées. Ces
dernières ne portent pas sur les caractéristiques intrinsèques des modèles mais sur
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leurs propriétés lorsqu’ils sont soumis à des perturbations, lesquelles peuvent être de
différentes natures.
Réseaux de régulation
La compréhension des régulations, dans leur diversité, est un problème clé posé
par la biologie, toujours actuel, pour lequel celle-ci est limitée par ses méthodes
de traitement habituelles. C’est le constat fait parallèlement par Kauffman et Tho-
mas [Kau69b, Tho73], entre la fin des années 1960 et le début des années 1970, dans
le cadre de la régulation génétique, sur la base des travaux de Delbrück mettant
en avant les liens existant entre les types cellulaires différenciés et les attracteurs
des modèles théoriques des réseaux [Del49]. La nature expérimentale des méthodes
propres à la biologie ne peut apporter à elle seule de réponse à ce problème. La
répétition des expériences permet l’acquisition de connaissances fines d’objets bio-
logiques (sujettes aux défauts d’observation, à l’interprétation humaine et aux biais
statistiques) pris indépendamment les uns des autres. Néanmoins, pour des raisons
de complexité notamment, elle ne permet pas la mise en abîme de ces connaissances,
ni la compréhension du fonctionnement des combinaisons d’effets de ces acteurs des
régulations. Ainsi, Kauffman et Thomas prônent très vite que la biologie a besoin
des disciplines plus théoriques pour dépasser la seule connaissance observationnelle
des systèmes qu’elle étudie et qu’elle doit se diriger vers des approches plus générales
et systématiques du vivant. Sans perdre la généralité du discours, puisqu’il s’agit
selon moi des recherches qui illustrent le mieux les relations entre informatique et
biologie théoriques, concentrons-nous à présent sur les principaux travaux qui ont
défini les grandes lignes de la modélisation discrète des réseaux de régulation (no-
tamment génétique), qui peuvent être séparées en deux écoles, celle de Kauffman et
celle de Thomas et Robert (volontairement liés ici) qui se distinguent principalement
par leurs approches : les méthodes de l’école de Kauffman proviennent de la physique
(simulations et statistiques) tandis que celles de l’école de Thomas et Robert sont
plus proches des mathématiques (analyse formelle).
Kauffman [Kau69b, Kau69a, Kau71] est le premier à avoir donné un modèle de
réseaux génétiques, en s’appuyant sur les travaux issus des réseaux de neurones for-
mels. Il s’agit d’une formalisation de la régulation dans laquelle les gènes sont les
sommets de graphes construits aléatoirement et interagissent ensemble au moyen de
fonctions locales de transition booléennes. La version originale du modèle repose sur
deux hypothèses fortes. La première architecture les interactions entre gènes selon
un graphe k-régulier. La seconde impose une évolution parfaitement synchrone. Ce
modèle a permis à Kauffman d’illustrer les notions de stabilité comportementale et
d’épigénèse. Par la suite, ce modèle a fait l’objet de nombreuses généralisations, en
levant notamment les hypothèses de k-régularité [Kau93, Ald03] et de synchronisme
parfait [HB97, Ger04b, Ger04a]. Sur les aspects théoriques, il faut relever la classi-
fication de ces réseaux présentée par Gershenson [Ger02] ainsi que la conjecture de
Kauffman sur la borne supérieure du nombre d’attracteurs d’un réseau de régulation
génétique « réel » qui est de l’ordre de la racine carrée du nombre de gènes qui le
composent [Kau71, Kau74, Kau93]. Les développements de ce formalisme ont aussi
permis son application directe à des problèmes biologiques, comme dans [Kau03] où
les auteurs analysent le comportement du réseau de régulation de la levure introduit
dans [LRR+02].
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Parallèlement aux premiers travaux de Kauffman, Thomas s’oppose à l’hypothèse
de synchronisme parfait et développe ce qui constitue les briques d’une autre méthode
pour la modélisation des réseaux de régulation génétique [Tho73]. Sans entrer dans
les détails de cette méthode (le lecteur pourra se référer à [TK01a, TK01b, BCRG04]
et au chapitre 4 de la thèse de Richard [Ric06] pour en avoir une description pré-
cise), soulignons qu’elle se veut plus proche de la réalité génétique en se libérant de
l’abstraction booléenne et en admettant un plus grand nombre de paramètres. Ce
qui ressort de cette méthode est une formalisation de la régulation génétique dans
le cadre des systèmes de transition d’états asynchrones, où les interactions entre
gènes sont représentées au moyen de graphes signés (les arêtes sont étiquetées, entre
autres, par + ou − selon la nature activatrice ou inhibitrice des actions représentées
par les arêtes). Dès 1981, Thomas énonce deux conjectures dont les tentatives de dé-
monstration (abouties aujourd’hui) ont créé une réelle dynamique de recherche théo-
rique [Tho81]. La première, prouvée dans le cadre booléen [RRT05, RRT08] puis le
cadre discret général [RC07], stipule que la présence d’un cycle positif, cycle composé
d’un nombre pair d’arêtes négatives, dans l’architecture d’un réseau de régulation est
nécessaire à la multi-stationnarité, c’est-à-dire à ce que ce réseau admette plusieurs
configurations stables. La deuxième précise que la présence d’un cycle négatif, cycle
contenant un nombre impair d’arêtes négatives, est une condition nécessaire pour
que le réseau admette un comportement limite oscillant. Elle a été démontrée dans
le cadre booléen et également donnée dans [RRT05, RRT08] ainsi que dans le cadre
plus général des réseaux d’automates asynchrones [Ric10]. La méthode de Thomas
a également été appliquée à de nombreuses reprises pour répondre à des problèmes
biologiques comme celui de la réponse immunitaire [KT85, KUT87] ou encore celui
de l’infection de la bactérie Escherichia coli par le phage λ [TVH75, TT95].
Enfin, on ne peut évoquer l’influence de l’informatique sur les recherches en bio-
logie sans faire référence à Robert et à la théorie des systèmes dynamiques discrets.
Ce dernier s’intéresse dès la fin des années 1960 aux réseaux d’automates (booléens
ou non). Là où d’autres, comme Kauffman et Thomas font des choix « arbitraires »
quant aux manières de mettre à jour les états des automates au cours du temps
discret, Robert focalise ses recherches sur les modes de mise à jour afin de com-
prendre quelles sont leurs propriétés et leurs influences sur les comportements des
réseaux [Rob69, Rob76, Rob80]. Les travaux de cette nature sont essentiels pour la
biologie dans la mesure où aucun argument biologique ne permet encore de pré-
ciser comment s’organise dans le temps l’expression des gènes, et plus générale-
ment le temps biologique. Par ailleurs, un avantage confortable des études menées
par Robert, récapitulées dans [Rob86, Rob95], couplées à celles de ses collabora-
teurs [Dem75, GO80, CDLB83, CD85, GFSP85] est d’avoir posé des bases théoriques
de l’étude des propriétés comportementales des réseaux d’automates. Il en ressort un
formalisme simplifié et généralisé. Outre l’ensemble des résultats qui sont de facto
valides dans ce formalisme, on retrouve ici un théorème de Robert précédant immé-
diatement les conjectures de Thomas, qui stipule que tout réseau d’automates dont
l’architecture est un graphe acyclique a un comportement général trivial dans le sens
où il admet asymptotiquement une unique configuration stable. Cela me permet d’en
revenir aux réseaux d’automates booléens à seuil pour lesquels des résultats impor-
tants ont été découverts. Ceux de Goles traitent des propriétés comportementales
de ces réseaux [GO80, GFSP85] et ceux de Hopfield mettent en emphase leur capa-
cité de mémorisation et d’apprentissage [Hop82, Hop84]. Dans la même lignée, des
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études reposant sur les propriétés de complexité ont été menées dont un résultat
important, montrant que le problème de l’existence d’un point fixe dans ces réseaux
est NP-complet, a été donné par Floréen et Orpononen [FO89b, Orp92]. C’est à la
fin des années 1990 qu’on retrouve des applications des travaux de Robert et consort
à la biologie. Ce sont Mendoza et Alvarez-Buylla qui appliquent les premiers les ré-
seaux d’automates booléens à seuil à la modélisation de la morphogenèse florale de
la plante Arabidopsis thaliana [MAB98]. Ils donnent des arguments biologiques au
choix d’un mode de mise jour spécifique des automates appartenant à la famille des
modes blocs-séquentiels (appelé séries-parallèles par Robert). Un autre exemple en
est l’application à la régulation de la gastrulation chez la drosophile [AGZ+06].
Robustesse
La « robustesse » est un terme utilisé depuis maintenant longtemps et qui oc-
cupe une place de plus en plus importante dans la scène scientifique depuis quelques
années. Cet état de fait semble aussi coïncider avec la montée en puissance de la
biologie des systèmes [Kit02, SSS+04, BS07, Kit07], dont l’objectif premier est d’im-
briquer les unes dans les autres plusieurs couches de la biologie au sein des modèles,
et par conséquent d’y intégrer des niveaux d’abstraction distincts. Cependant, c’est
un terme qui, selon son emploi, signifie des concepts différents. Présentons-en donc
les différentes « définitions » pertinentes dans le cadre qui nous intéresse.
Grossièrement, le terme « robuste » signifie « qui ne change pas ». Mais la dé-
finition plus précise du concept de robustesse soulève trois questions : sur quoi et
par rapport à quoi la robustesse est-elle mesurée ? À partir de quand dit-on d’un sys-
tème qu’il est robuste ? En d’autres termes, il faut préciser quelle est la propriété (ou
aspect) du réseau effectivement robuste, quelles sont les perturbations en question
mais aussi de quel degré (ou niveau) de robustesse nous parlons.
À titre d’illustration, considérons un réseau R. Supposons que l’on soumette
R à une perturbation p dont on mesure l’effet sur le comportement de R. Plus
précisément, imaginons que p perturbe le comportement transitoire de R. Dans ce
cas, si l’on s’intéresse au comportement global Cg de R, p provoque des changements.
On dit donc que la propriété Cg de R n’est pas robuste par rapport à p. Si l’on se
focalise uniquement sur le comportement asymptotique Ca deR, par exemple, alors la
propriété Ca est robuste vis-à-vis de p. Par abus de langage, en l’absence d’ambigüité
sur la propriété, on parle également de (non-)robustesse de R. Ici, on sous-entend une
robustesse exacte dans le sens où le moindre changement de la propriété considérée
est perçu comme l’absence de robustesse. Toutefois, on peut aussi considérer une
robustesse approchée qui dépend du degré de changement. Ainsi, dans l’exemple
courant, on pourrait affiner en disant que Cg n’est robuste que si p ne modifie pas
l’issue des comportements transitoires de R.
À présent, considérons la propriété et le degré de robustesse simplement comme
des paramètres de sa définition et regardons de plus près les différentes natures
de perturbation. Elles fournissent selon moi la base d’une classification pertinente
de la notion de robustesse. J’identifie quatre catégories [DES08, Gun10] que l’on
retrouve dans les études de modèles de systèmes d’entités en interaction, notamment
dans celles proches de la biologie, et dont l’étude formelle se prête bien aux réseaux
d’automates :
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— la robustesse comportementale : les études sur ce type de robustesse visent
à étudier comment les systèmes réagissent à des changements de conditions
initiales. On retrouve cette robustesse dans les travaux de Kurka sur la clas-
sification des automates cellulaires [Kur97] où il utilise la sensibilité des au-
tomates aux conditions initiales pour définir formellement sa troisième classe
de complexité (classe à rapprocher de celle des automates chaotiques de Wol-
fram). L’intérêt de ce type de robustesse est qu’il permet d’éviter de prendre
en considération l’intégralité du comportement des systèmes, et donc le pro-
blème lié à l’explosion combinatoire sous-jacente, qui est souvent présent dans
le cas des réseaux biologiques ;
— la robustesse architecturelle : cette classe de robustesse vise à analyser l’action
de variations temporaires ou définitives de l’architecture des modèles sur leurs
comportements. Elle a été notamment au centre d’une étude sur le jeu de la
vie dans laquelle les auteurs montraient l’impact de ruptures stochastiques de
liens dans les voisinages des automates [FM04], et d’autres études plus géné-
rales montrant les changements de comportements suite à des perturbations
de l’architecture d’automates cellulaires [CDFP09, DFP12]. En biologie, ce
type de robustesse est particulièrement adapté pour mieux comprendre l’effet
de certains éléments sur les régulations. Un exemple est celui des micro-A.R.N.
dont l’action d’inhibition post-transcriptionnelle peut être assimilée à la rup-
ture d’interactions existant entre des gènes au sein d’un réseau ;
— la robustesse environnementale : ici, l’objectif est de comprendre si le com-
portement des modèles est conservé quand ils sont sujets à des perturbations
qui ne relèvent pas de variations internes mais de contraintes exercées de-
puis l’extérieur : ce type de relation entre les systèmes et leur contexte a été
largement traité dans toutes les disciplines, et a récemment fait l’objet d’un
ouvrage en biologie sur les interactions réciproques entre les bactéries et leur
milieu [GM11]. Cette robustesse est notamment centrale dans le chapitre 3 ;
— la robustesse structurelle : ce dernier type de robustesse consiste à analyser
l’influence de transformations fonctionnelles (à savoir associées au compor-
tement). Des éléments (extérieurs au cadre de ce document) ont été fournis
par Thom dans [Tho72, Tho75]. Dans le contexte qui nous occupe, toutes les
études menées par Robert et les travaux qui en ont découlé sur les influences
des modes de mises à jour s’apparentent à ce type de robustesse [Rob86,
Rob95]. On peut également relever deux études récentes concernant les au-
tomates cellulaires et l’influence de l’asynchronisme sur leur comportement
dynamique [Man12, DFMM12].
Il faut noter que la robustesse structurelle est directement empruntée de la théorie
des systèmes dynamiques. Ainsi, dans ce document, le terme « structure » évoque
le comportement d’un réseau, tandis que le terme « architecture » se rapportent aux
interactions qui le définissent. La pertinence de ces quatre classes dépend bien sûr
du contexte d’étude. Dans ce document, nous allons nous focaliser sur les robustesses
environnementale et structurelle.
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2.2 Modélisation bio-informatique
2.2.1 Sur la simplicité des réseaux d’automates booléens
Précisons à présent que les réseaux d’automates, d’un point de vue général,
peuvent être utilisés pour modéliser tout système réel qui satisfait les trois propriétés
suivantes :
— c’est un système réel composé d’entités distinctes qui interagissent les unes
avec les autres ;
— chaque entité se caractérise par une quantité variable, celle qui précisément
a vocation à se traduire formellement en termes d’états d’automates dans le
modèle ;
— les événements subis par le système réel, tout comme les mécanismes qui
en sont responsables, ne sont pas observables directement et intégralement
de manière certaine. Seuls les conséquences de ces événements, à savoir des
changements complètement accomplis, le sont 1.
Ces trois propriétés imposent très peu de restrictions sur l’ensemble des systèmes mo-
délisables par des réseaux d’automates. Ces objets théoriques sont donc des modèles
génériques pour une très grande variété de systèmes réels. Dans notre contexte, depuis
les travaux de McCulloch et Pitts [MP43], Kauffman [Kau69b] et Thomas [Tho73],
ils ont été, outre les références données dans le chapitre 2, largement étudiés [Gol82,
Tho83, TR88, Tho91, TTK95, Ara01, DAT+03, RMCT03, BCC+07, GS08, RR08,
Sen08, SB08, AGMS09, Ele09, Ric09, Sie09, TC09, DKCM10, Ric11, GN12]..
Revenons sur la quantité variable des entités mentionnée dans le deuxième point
ci-dessus. Pour être traduite en termes d’états d’automates, elle appelle à une toute
première formalisation. Celle-ci consiste à choisir si ce qui nous intéresse dans la
variation de cette quantité est de nature booléenne, discrète ou continue. À titre
d’illustration, prenons l’exemple de la régulation génétique et choisissons comme
quantité variable l’action d’un gène :
— si, dans l’action de ce gène, ce qui nous intéresse est son expression ou non,
alors on tombe directement dans le cas booléen ;
— si ce qui nous intéresse sont les différentes manières dont le gène agit sur
les autres éléments du système, alors, on peut faire correspondre un état à
chacune d’elles. On tombe alors dans le cas discret qui peut être encodé dans
du booléen (un automate à k états peut simplement être encodé par log2(k)) ;
— enfin, si on mesure l’action du gène par l’intermédiaire de la concentration
des protéines qu’il produit, alors on tombe dans le cas continu. Cette concen-
tration est généralement présentée sous la forme d’une fonction sigmoïdale.
Pour traiter ce cas, trois méthodes habituelles existent. La première consiste
à rester dans le formalisme continu. La deuxième consiste à approximer la
sigmoïde en la découpant en intervalles auxquels on fait correspondre des
états de façon à retomber dans le formalisme discret. La troisième consiste à
1. Ce point soulève le débat opposant les modélisations discrète et continue dont la question
centrale est : « laquelle de ces propositions est vraie : ’le discret est une approximation du continu’
ou ’le continu est une approximation du discret’ ? » Dans le cadre de la modélisation, mon opinion
sur cette question est que la deuxième semble plus juste en raison de la nature fondamentalement
discrète des observations quel que soit l’instrument utilisé. Autrement dit, la modélisation continue
est une sur-approximation falsifiable de la modélisation discrète.
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considérer les concentrations extrémales de la sigmoïde de façon à retomber
dans le cas booléen.
Cela montre qu’on peut accorder des statuts différents au booléen selon qu’on le
voit comme une modélisation directe de la réalité ou comme une approximation ou
un encodage d’une modélisation intrinsèquement continue ou discrète. Notons que
la modélisation booléenne directe est cohérente avec le choix de se focaliser sur les
changements d’états des automates plutôt que sur leurs états eux-mêmes. À titre
d’illustration, si l’on compare les automates à des moteurs à explosion, l’intérêt
porte plus sur le fait qu’un moteur, pris à part, passe de l’état « arrêté » à l’état
« en marche » et inversement que sur la quantité d’électricité fournie par la batterie
pour démarrer ou que sur celle libérée par les bougies pour provoquer l’explosion et
initier le mouvement. Sous cette hypothèse, l’abstraction booléenne est nécessaire et
suffisante. De plus, le discours des biologistes est généralement empreint d’éléments
syntaxiques de la logique propositionnelle et il n’est pas rare d’entendre des phrases
telles que : « en l’absence du répresseur α, le gène β s’exprime » ou encore « si les
produits des gènes α et β forment un complexe, ce dernier favorise l’expression du
gène γ alors que ces gènes tendent à inhiber son expression lorsqu’ils sont sous forme
monomérique. » Ceci s’accorde de nouveau avec une modélisation directe de la réalité
dans le formalisme booléen.
Par ailleurs, les réseaux d’automates booléens tirent de leur simplicité d’autres
bénéfices intéressants. Ils fournissent notamment un cadre de travail aux contours
clairement définis, idéal pour aborder des problèmes fondamentaux autour de la
modélisation des systèmes d’entités en interaction. Certains de ces problèmes sont
présentés dans ce document, à partir du chapitre 3. Étant donné la variété de leur
nature, allant de la robustesse environnementale à la robustesse structurelle en pas-
sant par la caractérisation de comportements, et l’état actuel de nos connaissances,
les problèmes en question ne pourraient présentement bénéficier de cadres significati-
vement plus élaborés. Cela mènerait inévitablement à délayer les questions premières
et à déstructurer le problème posé en attirant l’attention sur des problèmes annexes
induits par le jeu de paramètres à considérer et non intrinsèquement inclus dans le
problème initial. Pour ces problèmes, au contraire, les réseaux d’automates booléens
offrent le juste nécessaire et facilitent la manipulation d’un concept minimal de cau-
salité, qui s’enracine sur la notion de changement d’état. Leur mérite repose donc
dans la fiabilité des informations qu’ils fournissent potentiellement.
2.2.2 Complexités au cœur de la modélisation
Maintenant que nous avons mis en avant la simplicité des modèles étudiés, intéres-
sons-nous aux différents types de complexité inhérents au processus de modélisation.
Complexité réelle La première complexité à laquelle on doit faire face dans un
contexte de modélisation est celle de la réalité, qui induit un trop grand nombre de
paramètres. Les problèmes posés concrètement par cette complexité sont de borner
le sous-système qui nous intéresse et d’y sélectionner les propriétés qui vont faire
l’objet de la modélisation.
Complexité d’émergence Cette complexité est à l’origine de la définition des
systèmes complexes. Elle se situe au niveau de la combinaison de propriétés locales
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bien comprises ou définies et a pour conséquence l’émergence de propriétés globales
délicates à expliquer et bien souvent extrêmement difficiles à prédire. Elle incarne la
notion de causalité qui s’étend sur des niveaux d’abstraction différents et/ou à des
échelles distinctes. On peut donc parler de « causalité montante ».
Complexité théorique La dernière complexité impliquée dans la modélisation
est celle qui est habituelle en informatique, c’est-à-dire celle qui a trait à la taille et
au temps de traitement des objets manipulés dans la théorie. Dans certains cas, elle
intervient surtout au niveau de l’architecture des systèmes [Str01, AB02, New03]. En
ce qui nous concerne, cette complexité est responsable de l’explosion combinatoire
qui a lieu quand on passe de la description de l’architecture d’un réseau à celle de
son comportement (un réseau composé de n = 10 automates possède 2n = 1 048 576
configurations).
Les complexités réelle et théorique se situent aux deux extrémités du processus
de modélisation. En revanche, soulignons que la complexité d’émergence n’est ancrée
spécifiquement ni d’un côté, ni de l’autre. Elle est indépendante et orthogonale au
degré de formalisation des systèmes sur lesquels elle porte.
Notre démarche générale est constructive et met l’accent sur la complexité d’émer-
gence. Elle considère la gestion de la complexité réelle, évoquée plus avant dans la
section suivante, comme une étape préliminaire qui détermine le degré de précision
du modèle par rapport à la portion de réalité qui nous intéresse. Autrement dit,
les approximations que cette étape engendre sont acceptées. En ce sens, la com-
plexité d’émergence est au cœur de la démarche puisqu’elle définit son objectif qui
est d’identifier les grands principes de la bio-informatique théorique. À mon sens, ré-
ciproquement, le traitement de la complexité d’émergence en elle-même requiert une
démarche essentiellement constructive. En effet, le fait que cette complexité incarne
une causalité montante s’oppose à une démarche réductionniste.
2.2.3 Va-et-vient horizontal entre réalité et théorie
Ici, on part du principe que la formalisation du réel vise des modèles qui sont
exprimés dans le formalisme des réseaux d’automates booléens. Ce formalisme fait
précisément l’objet de la section suivante. L’idée générale de la section présente est
de développer les différentes étapes de la partie du processus de modélisation qui se
projette sur le plan horizontal reliant la réalité et la théorie.
Théorisation Les quatre premières étapes suivantes sont des étapes de théorisa-
tion, c’est-à-dire qu’elles visent à construire un modèle d’un système réel (ici, le terme
modèle est synonyme de représentation) :
1. Au cœur de la première étape, qui repose substantiellement sur les connais-
sances antérieures et sur les observations des biologistes, se trouve la gestion
de la complexité réelle, qui implique de borner la portion de la réalité qui
nous intéresse. De façon toute aussi essentielle, cette étape réclame de définir
la modélisation intrinsèque, en déterminant les questions qui la sous-tendent
et les propriétés à considérer. Cela amène à distinguer les éléments de la réalité
qui visent à être modélisés de ceux qui ne le sont pas initialement. Le choix
d’une formalisation booléenne, discrète ou continue de la quantité variable
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évoquée plus haut (cf. section 2.2.1) se situe dans cette étape. Cette dernière
aboutit à une description M qui en capture l’essence et qui s’exprime dans
un langage intermédiaire, qui, contrairement à celui des réseaux d’automates
booléens, est encore informel.
2. Une fois M obtenue, une deuxième étape vise à la traduire en une nouvelle
description M ′ dans le langage des réseaux d’automates booléens. Cette tra-
duction n’est pas forcément littérale. Pour qu’elle le soit, il faut que la mo-
délisation intrinsèque soit booléenne. Autrement, cette étape implique aussi
un encodage comme celui permettant de passer du discret au booléen auquel
s’ajoute éventuellement une approximation (source d’une incomplétude de
M ′ par rapport à M ), comme dans le cas où la modélisation intrinsèque est
continue (cet encodage impose un décodage dans la phase de concrétisation
décrite plus loin, qui devra aussi prendre en compte l’approximation, le cas
échéant). Remarquons que M ′ est très souvent incomplète par rapport à la
théorie des réseaux d’automates booléens T , qui est définie par l’ensemble
des axiomes et des théorèmes (ou attributs) applicables aux réseaux. Si M
se concentre sur le comportement d’un système, alors M ′ ne donne pas né-
cessairement d’information architecturelle. Nommons cette incomplétude la
T -incomplétude pour la distinguer de l’incomplétude mentionnée plus haut
de M ′ par rapport à M (et de celle de M et M ′ par rapport à la réalité).
La T -incomplétude est celle qui capture, en particulier, le fait qu’il peut y
avoir plusieurs causes à un même effet. L’étape suivante vise précisément à la
combler.
3. Cette étape, purement théorique et automatisable, consiste à construire la
liste de modèles Mi cohérents avec M ′ [BC02, CF03, FCT+05, CTF+09].
Dans ce contexte, le terme modèle est pris au sens modèle (ou instance) de
T , la théorie des réseaux d’automates booléens. Par conséquent, au contraire
de M ′, les Mi sont T -complets.
4. La dernière étape de théorisation consiste à choisir un Mi dans cette liste,
qui est dès lors considéré comme le réseau d’automates booléens qui modélise
la portion de la réalité définie à l’étape 1. En conséquence, ce Mi est à la fois
un modèle de la réalité et un modèle de la théorie T . Le choix de Mi est un
exercice délicat qui peut être motivé de différentes façons. Mi peut-être choisi
arbitrairement. Il peut aussi être choisi pour des raisons de commodités (par
exemple, il peut être l’un des modèles qui complète M ′ de manière minimale).
Enfin, ce choix peut reposer sur de nouvelles hypothèses reliant Mi à la réalité
qui n’ont pas encore été prises en compte dans le processus de modélisation.
Justement, une partie intéressante de la phase de concrétisation qui va suivre
consiste à s’interroger sur les conséquences de ces hypothèses.
Insistons sur le fait que, parmi ces étapes de théorisation, la réelle difficulté se situe
dans les étapes 1 et 4, qui sont les seules qui induisent un travail qui pourra être re-
mis en question. Remarquons aussi que les deux premières étapes ont naturellement
mené à la construction d’une correspondance entre la réalité et la théorie. À titre
d’exemple, on peut avoir choisi de représenter les gènes par des automates et leurs
interactions par des fonctions booléennes. Dans ce cas, on interprète les automates
comme des gènes et les fonctions booléennes comme des interactions entre gènes.
Ainsi, la correspondance entre réalité et théorie est définie par deux fonctions. La
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première est la fonction de représentation (évidemment partielle). La seconde est la
fonction d’interprétation. Elle est aussi partielle dans le sens où il existe des portions
de la théorie T qui ne sont a priori pas interprétables. Tout ce qui, dans la théorie,
est définitivement non interprétable vient du fait que la théorie peut dépasser les
intentions initiales de la modélisation. La difficulté se situe justement dans l’identifi-
cation du domaine de définition de cette fonction d’interprétation, c’est-à-dire dans
la distinction entre les parties modélisantes et non-modélisantes de T (ces dernières
étant par exemple issues d’artéfacts de la formalisation). La définition de ces deux
fonctions interdit certaines associations supplémentaires entre la réalité et la théorie
car tout ajout à cette correspondance doit nécessairement être fait en cohérence avec
la correspondance initialement définie dans les étapes 1 et 2. Notons que le choix du
modèle Mi fait à l’étape 4 ne résulte pas du travail mené aux étapes 1 à 3 et qu’il ne
peut pas directement être soutenu rigoureusement par la définition initiale de cette
correspondance.
Concrétisation La phase de concrétisation réclame alors d’étudier le modèle Mi.
Cela passe par exemple par l’application des théorèmes de T , par l’obtention de nou-
veaux résultats théoriques propres à Mi (qui augmentent T ) ou par des simulations
numériques. Tout comme les hypothèses avancées à l’étape 4, les nouvelles informa-
tions potentiellement produites par cette étude de Mi appellent à être interprétées.
Elles sont encore indépendantes de la définition initiale de la correspondance. À ce
moment, trois questions sont soulevées : qu’est-ce qu’il y a déjà dans la correspon-
dance initiale qui prend en compte ces nouveaux éléments ? si tout n’est pas pris en
compte, comment augmenter la correspondance de manière à ce que ce soit le cas ?
pour toutes les choses qui ne peuvent définitivement pas être prises en compte dans
la correspondance pour des raisons de cohérence, quelles conclusions sur la réalité ou
sur M peut-on tirer ? Répondre à ces questions donne en particulier une chance de
pouvoir réfuter une hypothèse avancée à l’étape 4.
Cette confrontation de Mi et des résultats de son étude à la correspondance
initiale ainsi que leur comparaison à la réalité (ou peut-être juste à M ) peuvent,
tout d’abord, apporter de nouvelles connaissances sur le système réel modélisé. Elles
peuvent aussi amener à la remise en question de Mi. Dans ce cas, on a deux pos-
sibilités. Soit on refait l’étape 4 pour changer de modèle, soit on tente d’affiner la
définition de la correspondance de manière à remédier aux défauts mis en évidence.
Une difficulté de cette solution est de maintenir sa cohérence, en particulier parce
qu’il peut se produire alors un changement de niveau d’abstraction qui fait intervenir
de manière implicite la complexité d’émergence. Une autre remise en question, plus
rare et potentiellement plus lourde de conséquence, est celle de M . Elle peut amener
à s’interroger sur les éléments fondamentaux définis à l’étape 1 qui sont effectivement
pertinents pour la problématique de modélisation et peut aller jusqu’à entraîner une
remise en cause de la modélisation intrinsèque. Ces deux remises en question in-
duisent de mener de nouvelles expérimentations biologiques. Si ces remises en ques-
tion n’appelaient aucun retour en arrière sur les étapes de la théorisation, aucune
information nouvelle sur le système réel ne résulterait du processus de modélisation,
si ce n’est qu’il fournit effectivement un modèle valide, pouvant dès lors être utilisé
à des fins prédictives. Dans ce dernier cas, si l’objectif de modélisation était plutôt
de nature explicative, il conviendrait alors de revenir à l’étape 1 afin d’affiner les
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éléments fondamentaux de la théorisation, en augmentant de façon substantielle la
définition de la correspondance.
Maintenant que les contours de la thématique de recherche visant à étudier et à
analyser les réseaux d’automates vus comme modèles de systèmes biologiques sont
esquissés, nous allons nous attacher à décrire certains éléments fondamentaux, utilisés
dans ce document, du formalisme des réseaux d’automates booléens. Afin, d’obtenir
une description plus fine de ce formalisme, le lecteur pourra se référer à [Nou12] qui
développe des définitions unificatrices plus complètes de ces réseaux.
2.3 Formalisme des réseaux d’automates booléens
2.3.1 État et configuration
Afin d’alléger la lecture, puisque nous nous focalisons dans ce document sur
les réseaux d’automates booléens, le terme « réseau(x) » sans précision leur est dé-
dié. Aussi, sauf mention spécifique, les réseaux traités, symbolisés par R dans la
suite, sont de taille n, c’est-à-dire qu’ils sont composés de n automates qui sont
par convention numérotés de 0 à n − 1. L’ensemble V = {0, . . . , n − 1} désigne l’en-
semble des automates des réseaux. Ces automates sont supposés avoir deux états
possibles. L’ensemble binaire contenant ces états est noté B = {0,1}. Les états glo-
baux des réseaux, auxquels nous préférons le terme configurations afin d’éviter toute
confusion entre les visions locale et globale, sont des vecteurs de l’ensemble Bn. Soit
x = (x0, . . . , xn−1) ∈ Bn. Si x est une configuration d’un réseau R, alors son i-ième
élément xi−1 est l’état de l’automate i−1 de R. Cette notation s’étend naturellement
à n’importe quel sous-ensemble d’automates W ⊆ V , de manière que xW représente
la configuration du sous-réseau de R induit par les automates de W , c’est-à-dire que
si W = {σ(0), . . . , σ(∣W ∣ − 1)} et que y = xW , alors ∀i ∈ W, yi = xσ(i) est l’état de
σ(i) dans x.
Précisons quelques notations qui servent dans la suite :
∀x = (x0, . . . , xn−1) ∈ Bn,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∀i ∈ V, xi = (x0, . . . , xi−1,¬xi, xi+1, . . . , xn−1)
∀W =W ′ ⊎ {i} ⊆ V, xW = (xi)
W ′
= (xW ′)
i
x = xV = (¬x0, . . . ,¬xn−1)
∀b ∈ B, bn = (b, . . . , b) ∈ Bn
, (2.1)
où E1⊎E2 désigne l’union disjointe des ensembles E1 et E2 telle que E = E1⊎E2 ⇐⇒
E = (E1 ∪E2)∖ (E1 ∩E2). On note aussi par dH(x, y)x,y∈Bn la distance de Hamming
séparant les deux configurations x et y telle que :
∀x, y ∈ Bn, dH(x, y) = ∣D(x, y)∣, (2.2)
où D(x, y) = {i ∈ V ∣ xi ≠ yi}. De plus, nous aurons parfois besoin de passer de
valeurs booléennes de B à des valeurs signées de l’ensemble {−1,1}. Pour ce faire,
nous utilisons la fonction sign telle que :
∀b ∈ B, sign(b) = 2 ⋅ b − 1 ∈ {−1,1}. (2.3)
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Figure 2.1 – Graphe d’interaction (architecture) d’un réseau de taille 3.
Trivialement, pour passer de valeurs signées à des valeurs booléennes, nous utilisons
l’inverse de la fonction sign, notée bool, telle que :
∀s ∈ {−1,1}, bool(s) = sign−1(s) = s + 1
2
∈ B. (2.4)
Enfin, certains résultats sur les propriétés des configurations faisant appel à la
théorie des mots, nous donnons des éléments de terminologie pour traiter les mots
binaires. Remarquons que toute configuration x = (x0, . . . , xn−1) ∈ Bn peut être vue
comme le mot binaire x = x0 . . . xn−1. Soit w = w0 . . . wn−1 ∈ Bn un mot de longueur
n. On note w[i, j] le mot de longueur j − i + 1 défini par w[i, j] = wiwi+1 . . .wj .
w est un collier de longueur n s’il est vu comme un mot circulaire de sorte que
∀i ∈ Z, wi = wi mod n.
2.3.2 Architecture d’un réseau
Lorsqu’on décrit un réseau R, on commence généralement par en donner son
architecture. On représente alors les interactions entre ses automates sous la forme
d’un graphe [Rob86, Rob95]. On se donne un graphe orienté G = (V,A) dont on
assimile l’ensemble des sommets V à l’ensemble des automates dans R et l’ensemble
A ⊆ V ×V des arcs aux interactions entre les automates dans R. Dans ce graphe, qu’on
appelle le graphe d’interaction associé à R, la présence de l’arc (i, j) ∈ A indique que
(l’état de) l’automate i ∈ V peut influencer (celui de) l’automate j ∈ V . Pour que
(i, j) appartienne à A, i n’est pas censé avoir une influence effective permanente sur
j. Il suffit qu’il influence j dans au moins une configuration (cf. (2.5)).
La figure 2.1 illustre le graphe d’interaction G = (V,A) d’un réseau de taille 3
dans lequel l’automate 0 est influencé par tous les automates, y compris lui-même,
l’automate 1 est influencé par 0 et 2 et l’automate 2 n’est influencé que par 0.
Étant donné le graphe d’interaction G = (V,A) et un automate i ∈ V d’un réseau
R, l’ensemble Vi = Γ−G(i) = {j ∣ (j, i) ∈ A} ⊆ V (resp. Γ+G(i) = {j ∣ (i, j) ∈ A} ⊆ V )
représente l’ensemble des voisins entrants (resp. sortants), ou plus simplement voisins
de i. Le nombre de voisins entrants (resp. sortants) de i est le degré entrant (resp.
sortant) de i dans G et est noté deg−G(i) = ∣Γ−G(i)∣ (resp. deg+G(i) = ∣Γ−G(i)∣). On
parle de chemin de longueur p lorsqu’on se réfère à une liste ordonnée de sommets
(i0, . . . , ip) telle que ∀k ∈ {0, . . . , p − 1}, (ik, ik+1) ∈ A. Un chemin (i0, . . . , ip) est
dit simple si aucun de ses sommets ne se répète, à savoir que ∀k, l ∈ {0, . . . , p}, k ≠
l, ik ≠ il. Les chemins tels que i0 = ip sont appelés des cycles, qui sont dits simples
si i0 = ip. Une composante fortement connexe G′ = (V ′ ⊆ V,A′ ⊆ A) de G est un
sous-graphe de G tel que ∀ik, i` ∈ V ′, il existe un chemin {ik, . . . , i`}. G′ est dite
triviale si ∣V ′∣ = 1 et ∣A′∣ = 0. Par ailleurs, G′ est dite terminale si et seulement si
∀ik ∈ V ′,∀ik ∈ V ∖ V ′, (i, j) ∉ A.
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2.3.3 Fonction locale de transition
L’architecture G = (V,A) d’un réseau R spécifie la présence d’interactions entre
ses automates de façon qu’un automate i ∈ V ne dépend que de ses voisins j ∈ Vi.
Cependant, ces paramètres ne précisent ni la nature de ces interactions (activatrices,
inhibitrices. . . ) ni les conditions sous lesquelles elles existent effectivement. Pour
remédier à ce manque, nous affectons à chaque automate i une fonction locale de
transition fi ∶ Bn → B telle que :
∀i ∈ V, ∃j ∈ V, ∃x ∈ Bn, fi(x) ≠ fi(xj) ⇐⇒ (j, i) ∈ A. (2.5)
Les fonctions locales de transition impliquent que chacun des arcs de A correspond
à une interaction effective de R, ce qui évite à G de contenir des arcs « superflus ».
En ce sens, on dit alors que G est minimal . Notons que, sauf cas particulier, nous
choisissons de faire de la minimalité une hypothèse a priori dans ce document.
De là, un réseau d’automates booléens R de taille n est défini entièrement par un
ensemble de n fonctions locales de transition. En effet, remarquons que l’information
portée par cet ensemble inclut l’architecture de R.
Si l’on revient au graphe d’interaction présenté dans la figure 2.1, on peut lui
associer les fonctions locales de transition suivantes :
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f0(x) = ¬x0 ∨ x1 ∧ x2
f1(x) = x0 ∨ x2
f2(x) = ¬x0
. (2.6)
Monotonie, graphe signé et frustration
Soit R = {fi}i∈V un réseau. Par analogie au concept de monotonies dans le
contexte des fonctions continues, une fonction locale de transition fi est dite locale-
ment monotone en j ∈ V si et seulement si, soit :
∀x = (x0, . . . , xn−1) ∈ Bn,
fi(x0, . . . , xj−1,0, xj+1, . . . , xn−1) ≤ fi(x0, . . . , xj−1,1, xj+1, . . . , xn−1),
auquel cas l’arc (j, i) ∈ A est dit positif (son signe est donné par s(j, i) = 1), soit :
∀x = (x0, . . . , xn−1) ∈ Bn,
fi(x0, . . . , xj−1,0, xj+1, . . . , xn−1) ≥ fi(x0, . . . , xj−1,1, xj+1, . . . , xn−1),
auquel cas l’arc (j, i) ∈ A est dit négatif (son signe est donné par s(j, i) = −1). En
d’autres termes, fi est localement monotone en j si, dans la forme normale conjonc-
tive (ou disjonctive) de fi(x), soit seul xj apparaît, soit seul ¬xj apparaît. La fonc-
tion fi est dite monotone, si elle est localement monotone en tout j ∈ V . Dans le
cas contraire, elle est dite non-monotone. Dans ce cas, il existe j ∈ V tel que, dans
certaines configurations, l’état de i imite celui de j et, dans certaines autres confi-
gurations, au contraire, l’état de i prend la négation de celui de j. Lorsque toutes
les fonctions fi, i ∈ V , sont monotones, R est dit monotone. Dans le cas contraire,
le réseau est dit non-monotone et nous apportons alors une précision supplémen-
taire. R peut être totalement non-monotone (avec uniquement des fonctions locales
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x = (x0, x1, x2) f0(x) f1(x) f2(x) F0(x) F{1,2}(x)
(0,0,0) 1 0 1 (1,0,0) (0,0,1)
(0,0,1) 1 1 1 (1,0,1) (0,1,1)
(0,1,0) 1 0 1 (1,1,0) (0,0,1)
(0,1,1) 1 1 1 (1,1,1) (0,1,1)
(1,0,0) 0 1 0 (0,0,0) (1,1,0)
(1,0,1) 0 1 0 (0,0,1) (1,1,0)
(1,1,0) 0 1 0 (0,1,0) (1,1,0)
(1,1,1) 1 1 0 (1,1,1) (1,1,0)
Tableau 2.1 – Mises à jour atomique (F0(x)) et non-atomique (F{1,2}(x)) du réseau
défini dans (2.6).
de transition non-monotones) ou partiellement non-monotone (avec au moins une
fonction locale de transition non-monotone). Bien que, souvent, les réseaux étudiés
soient monotones, la manière dont la non-monotonie influence les réseaux est un su-
jet intéressant en soi dont l’étude est initiée dans la section 5.1.3 et poursuivie dans
la section 5.2.
Si l’on considère à nouveau l’architecture donnée dans la figure 2.1, le réseau
défini dans (2.6) est monotone. En revanche, avec cette même architecture, on peut
construire des réseaux non-monotones, comme par exemple celui défini ci-dessous,
qui est partiellement non-monotone :
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f0(x) = ¬x0 ∨ x1 ∧ x2
f1(x) = x0 ⊕ x2
f2(x) = ¬x0
,
où ⊕ est le connecteur ou-exclusif (xor) tel que a⊕ b = (a ∧ ¬b) ∨ (¬a ∧ b).
Refermons cette sous-section en présentant la notion de frustration [Tou77, VT77,
CN97]. Dans une configuration x ∈ Bn, les arcs (i, j) ∈ A tels que sign(xi) ⋅ sign(xj) ≠
s(i, j) sont appelés arcs frustrés, dans le sens où la configuration x ne rend pas
compte de l’action de i sur j. L’ensemble des arcs frustrés dans x est noté frus(x).
2.3.4 Mise à jour
Dans une configuration, plusieurs événements peuvent se produire, qui corres-
pondent à la mise à jour de l’état d’un ou plusieurs automates. Admettons que
x ∈ Bn soit la configuration actuelle d’un réseau R. On dit que l’automate i ∈ V est
mis à jour si son état passe de xi à fi(x). Si fi(x) = xi, alors la mise à jour de i
n’est pas effective dans x. Un tel événement local (même ineffectif) mène à ce qu’on
appelle un « changement » de configuration au niveau global qui est décrit par la
fonction Fi ∶ Bn → Bn de mise à jour de i (ne pas confondre Fi(x) et F (x)i, cette
dernière notation désignant l’état de l’automate i après application de la fonction
globale de transition associée à R sur x, cf. section 2.3.7) telle que :
∀x ∈ Bn, Fi(x) = (x0, . . . , xi−1, fi(x), xi+1, . . . , xn−1). (2.7)
Cet événement est atomique car il n’implique qu’un seul automate. Lorsqu’une mise à
jour est réalisée simultanément sur plusieurs automates, l’événement est au contraire
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non-atomique. Du point de vue général 2, la fonction de mise à jour FW ∶ Bn → Bn,
où W ≠ ∅ ⊆ V , précise le changement de configuration de R suite à la mise à jour
(atomique si ∣W ∣ = 1 et non-atomique sinon) de tous les automates appartenant à
W . Elle est telle que :
∀x ∈ Bn,∀i ∈ V, FW (x)i =
⎧⎪⎪⎨⎪⎪⎩
fi(x) si i ∈W
xi sinon
. (2.8)
Afin d’illustrer ces propos, nous avons étudié deux mises à jour de natures diffé-
rentes sur l’ensemble des configurations du réseau défini dans (2.6). La première mise
à jour est atomique et change l’état de l’automate 0. La deuxième est non-atomique
et met à jour les automates 1 et 2. Le tableau 2.1 présente les résultats de ces mises
à jour.
2.3.5 Transition et dérivation
Une transition est un couple (x, y) ∈ Bn × Bn, qui représente le changement de
la configuration x à la configuration y opéré par un unique ou une série d’événe-
ments. Les transitions qui sont le résultat d’un unique événement sont dites élé-
mentaires. Celles qui, au contraire, résultent d’une série d’événements sont dites
non-élémentaires.
Considérons les transitions élémentaires de la forme (x, y) ∈ Bn×Bn. Elles corres-
pondent à la mise à jour dans x d’un ensemble quelconque W ≠ ∅ ⊆ V d’automates
et sont telles que y = FW (x). Par convention, nous les représentons comme suit :
x y, x W y ou encore x W y.
L’ensemble des transitions élémentaires d’un réseau R est défini comme :
T elem =⋃{(x,FW (x)) ∣ x ∈ Bn,W ≠ ∅ ⊆ V }. (2.9)
Il existe deux sortes de transition élémentaire. Tout d’abord, on trouve les transitions
asynchrones qui proviennent de mises à jour atomiques. Les transitions synchrones
sont quant à elles issues de mises à jour non atomiques. Il peut parfois être utile de
distinguer graphiquement ces deux types de transition, de manière plus claire qu’en
utilisant Fi(x) = x i y et FW (x) = x W y, avec ∣W ∣ > 1. Dans ce cas, on
se conforme à la convention suivante. Les transitions asynchrones sont représentées
par :
x y, x i y ou encore x i y,
tandis que les transitions synchrones par :
x y, x W y ou encore x W y.
Les clôtures réflexives et transitives de , et sont respectivement
représentées par ∗ , ∗ and ∗ .
2. Par abus de notation, pour des raisons de clarté, nous avons : ∀i ∈ V, Fi = F{i}.
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Considérons maintenant les transitions non-élémentaires, (x, y) ∈ Bn × Bn telles
que x ∗ y. Elles correspondent à des séquences d’une ou plusieurs transitions
élémentaires telles que :
x ∗ y ⇐⇒
∃p ∈ N,∃x1, . . . , xp−1 ∈ Bn, x x1 . . . xp−1 y. (2.10)
En d’autres termes, toute transition x ∗ y correspond à une liste ordonnée d’en-
sembles (Wk)1≤k≤p telle que y = FWp ○ . . . ○ FW1(x) et peut être représentée par
x W1,...,Wp y.
Les dérivations 3 sont des listes ordonnées de transitions (élémentaires ou non)
((x0, x1), (x1, x2), . . . , (xp−1, xp)) telles que :
x0 ∗ x1 ∗ x2 ∗ . . . ∗ xp−1 ∗ xp.
Lorsqu’elles sont composées uniquement par des transitions élémentaires, les dériva-
tions sont dites élémentaires. Afin d’illustrer ces définitions et notations, considérons
la dérivation suivante :
x0
{i,j}
(x1 = F{i,j}(x0))
k (x2 = Fk(x1)) ∗ x3
{i−1,k}
(x4 = F{i−1,k}(x3)).
Elle est composée de trois transitions élémentaires, dont deux sont synchrones,
(x0, x1) et (x3, x4), une est asynchrone, (x1, x2), ainsi que d’une transition non élé-
mentaire, (x2, x3), qui pourrait être décomposée en transitions élémentaires si nous
connaissions la liste des mises à jour opérées pour passer de la configuration x2 à la
configuration x3.
2.3.6 Stabilité et instabilité des automates
Lorsqu’un automate i ∈ V est mis à jour dans une configuration x ∈ Bn, nous avons
vu plus haut qu’il ne change pas forcément d’état. Ainsi, pour une configuration x,
on différencie les automates qui peuvent effectivement changer d’état de ceux qui
ne le peuvent pas. On appelle les premiers les automates instables et les seconds les
automates stables de x [RMCT03]. Plus précisément, on définit l’ensemble U(x) des
automates instables de x comme :
U(x) = {i ∈ V ∣ fi(x) ≠ xi}, (2.11)
et l’ensemble des automates stables de x comme :
U(x) = V ∖U(x). (2.12)
Le concept d’instabilité d’un automate est intimement lié à celui de la frustration
d’un arc. Un automate i est en effet instable dans une configuration x seulement s’il
admet un arc entrant frustré. On a donc :
∀x ∈ Bn,∀i ∈ V, i ∈ U(x) Ô⇒ ∃j ∈ V, (j, i) ∈ frus(x).
3. Dans le cadre particulier des systèmes dynamiques, le terme trajectoire est souvent utilisé.
Toutefois, étant donné qu’il induit implicitement une notion de flot temporel, nous lui préférons le
terme plus général de dérivation.
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Le nombre d’automates instables de x (ou nombre d’instabilités de x) est noté
u(x) = ∣U(x)∣. Dans certains réseaux particuliers, ce nombre peut être vu comme
l’énergie potentielle de x (cf. chapitre 4). De là, les configurations x d’un réseau R
telles que u(x) = 0 sont les configurations stables de R. Enfin, remarquons que les
transitions élémentaires (x, y) ∈ Bn×Bn sont nécessairement telles queD(x, y) ⊆ U(x)
est vraie (cf. (2.2)). De plus, on a :
∀x ∈ Bn,∀W ⊆ V, FW (x) = FW∩U(x)(x) = xW∩U(x).
2.3.7 Comportement, mode de mise à jour et graphe de transition
De manière générale, les modes de mise à jour , ou modes opératoires [Rob86,
Rob95], définissent une restriction de l’ensemble des mises à jour (et donc des tran-
sitions) autorisées dans l’ensemble des configurations d’un réseau. Étant donné un
réseau arbitraire, le choix d’un mode de mise à jour permet ainsi de fixer un cadre à
l’étude de son comportement. Cette sous-section vise à fournir les principales défini-
tions ayant trait aux comportements des réseaux, à définir quelques-uns des modes
de mise à jour classiques utilisés dans la suite et à présenter le concept de graphe de
transition.
Principaux concepts relatifs aux comportements des réseaux Le graphe
de transition d’un réseau R, d’architecture G = (V,A), est un graphe G = (Bn, T )
étiqueté ou non, selon qu’on choisit ou non d’étiqueter les transitions, où T ⊆ Bn×Bn
représente le sous-ensemble des transitions exécutables par R. Soit T ∗ ⊆ ∗ la
clôture réflexive et transitive de la relation T . La configuration x est transitoire si
elle respecte :
∃y ∈ Bn, (x, y) ∈ T ∗ ∧ (y, x) ∉ T ∗.
On appelle comportements transitoires les dérivations impliquant des configurations
transitoires. Les configurations qui ne sont pas transitoires, quant à elles, sont dites
récurrentes. Elles induisent les composantes fortement connexes terminales de G ,
qu’on appelle comportements asymptotiques. La taille d’un comportement asympto-
tique est le nombre de configurations qu’il contient. Dans le cas où il existe au moins
une dérivation d’une configuration transitoire à un comportement asymptotique, à
savoir qu’il existe une configuration qui est attirée par ce comportement, on appelle
ce dernier un attracteur [CD85, DFL86, Kau93]. Notons que cette différence entre
le concept de comportement asymptotique et celui d’attracteur n’a de sens ici que
parce que les graphes de transition qui nous intéressent sont finis. Une configuration
x qui n’admet aucun arc sortant autre qu’une boucle (x,x) ∈ T est appelée confi-
guration stable, ou point fixe, par abus de langage. Par extension, le comportement
asymptotique qu’elle induit est appelé comportement stable ou point fixe. Les autres
comportements asymptotiques sont appelés oscillations stables 4 [Tho81]. Le bassin
d’attraction d’un attracteur A, noté B(A) est le sous-graphe de G induit par l’en-
semble des configurations transitoires x telles que, pour une configuration quelconque
y de A, (x, y) ∈ T ∗.
Notons que, dans les graphes de transition présentés, afin de ne pas les surcharger,
on évite parfois de représenter les transitions qui ne sont pas effectives, à savoir les
4. Selon le contexte d’étude, les termes d’attracteurs instables et attracteurs cycliques sont aussi
souvent utilisés [Ric10], tout comme le terme cycles limite [Rob95].
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boucles. Aussi, par convention, les configurations sont représentées par des sommets
rectangulaires. On y distingue les configurations transitoires (en blanc), les configu-
rations stables (en gris clair) et les oscillations stables (dont les configurations sont
en gris foncé).
Modes de mise à jour et graphes de transition Commençons par préciser que,
en considérant les réseaux d’automates comme des objets mathématiques évoluant
au cours d’un temps discret, il est commun d’utiliser, par abus de langage, la notation
x(t) (resp. xi(t)) pour désigner une image (ou l’image, selon le contexte) de la
configuration x = x(0) (resp. l’état de l’automate i ∈ V ) à l’étape (de temps) t ∈ N.
De ce point de vue, pour déterminer les comportements possibles d’un réseau, il est
nécessaire de spécifier comment les automates sont mis à jour au cours du temps.
Ceci revient à définir pour ce réseau le mode de mise à jour auquel il est soumis, c’est-
à-dire à organiser l’ensemble des événements à considérer, ce qui permet de donner
une formalisation naturelle de l’écoulement relatif du temps discret dans le réseau.
Dans ce cadre, les modes de mise à jour se distinguent selon leur appartenance à deux
grandes familles, les modes indéterministes, qui font que les configurations peuvent
admettre plusieurs images (pour une configuration donnée, des transitions distinctes
sont possibles), et les modes déterministes, qui définissent pour chaque configuration
une unique image (étant donnée une configuration, une seule transition est possible).
Bien sûr, quelle que soit la famille choisie, il existe de nombreuses façons d’organiser
les événements. Un aperçu substantiel des différents modes classiquement étudiés
est donné dans [Nou12]. L’objectif de ce document n’étant pas l’étude de ces modes
de mise à jour à proprement parler, nous allons principalement nous focaliser sur
des modes de mise à jour particuliers, qui sont décrits ci-dessous. Les deux premiers
appartiennent à la famille des modes indéterministes, les suivants à celle des modes
déterministes.
Le point de vue le plus général que nous adoptons consiste à considérer que les
configurations d’un réseau donné sont sujettes à toutes les transitions élémentaires
possibles. Cela revient à ce que, dans chaque configuration, toutes les mises à jour
(atomiques ou non) soient prises en compte, c’est-à-dire ∣P(n)∣ − 1 = 2n − 1 mises à
jour, une pour chaque sous-ensemble non-vide des n automates. Plus précisément,
∀W ≠ ∅ ⊆ V , on définit la fonction de transition FW ∶ Bn → Bn telle que :
∀x ∈ Bn,∀i ∈ V, FW (x)i =
⎧⎪⎪⎨⎪⎪⎩
fi(x) si i ∈W
xi sinon
.
Ce mode de mise à jour est appelémode de mise à jour général et est représenté par le
symbole γ. Le comportement global du réseau qu’il induit se représente par le graphe
de transition G γ = (Bn, T elem), qu’on appelle graphe de transition général. Dans
ce graphe, qui est généralement un multi-graphe, les arcs (à savoir les transitions)
peuvent être étiquetés par les sous-ensembles W d’automates qui sont mis à jour.
Pour des raisons de clarté ici, les arcs d’extrémités identiques sont représentés par
un unique arc avec plusieurs étiquettes et les boucles sont parfois omises. À titre
d’exemple, le graphe de transition général du réseau défini dans (2.6) est donné dans
la figure 2.2.
Un deuxième mode de mise à jour sur lequel l’attention sera portée est celui
qui organise les événements en considérant pour chaque configuration l’ensemble
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Figure 2.2 – Graphe de transition général du réseau défini dans (2.6).
des transitions asynchrones. Cela revient à soumettre toutes les configurations à
l’ensemble des mises à jour atomiques, c’est-à-dire à prendre en compte n mises à
jour. Ce mode de mise à jour est appelé le mode de mise à jour asynchrone et est
représenté par le symbole α. Pour un réseau donné sujet au mode asynchrone, le
graphe de transition G α = (Bn, Tα) qui représente son comportement global est un
sous-graphe de G γ . On l’appelle le graphe de transition asynchrone. Le graphe de
transition asynchrone du réseau défini dans (2.6) est donné dans la figure 2.3 en tant
qu’illustration. Notons que ce mode de mise à jour a été largement utilisé dans la
littérature [Tho91, ST93, HB97, BCRG04, BCC+07, RR08, Sie09, DKCM10, Ric10].
Les deux graphes de transition présentés dans les figures 2.2 et 2.3 mettent en
évidence que, lorsque le réseau R défini dans (2.6) est soumis aux modes de mise à
jour général et asynchrone, ses huit configurations sont récurrentes et qu’elles appar-
tiennent à un seul et même comportement asymptotique, une oscillation stable de
taille 8, qui n’est pas un attracteur.
Outre ces deux modes de mise à jour indéterministes, le document présente des
études utilisant des modes de mise à jour déterministes périodiques, à savoir les
modes de mise à jour blocs-séquentiels [AGMS09, DJS08, GN10], introduits sous
le nom de séries-parallèles par Robert [Rob86, Rob95]. Un mode bloc-séquentiel se
définit comme une partition ordonnée 5 V ′ = (W0,W1, . . . ,Wp−1), avec p ∈ N, de
l’ensemble des automates du réseau. Un tel mode définit l’ordonnancement pério-
dique qui met à jour simultanément les automates de W0, puis simultanément ceux
de W1, . . . , puis simultanément ceux de Wp−1. En d’autres termes, un mode bloc-
5. Soit E un ensemble quelconque quelconque. Un vecteur E′ de sous-ensembles de E est une
partition ordonnée de E si tous les éléments de E′ sont non-vides et deux à deux disjoints, et que
leur union recouvre E.
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Figure 2.3 – Graphe de transition asynchrone du réseau défini dans (2.6).
séquentiel, représenté par le symbole δ, revient à considérer le graphe de transition
G δ = (Bn, T δ), appelé graphe de transition bloc-séquentiel, qui est le graphe de la
fonction F [δ] ∶ Bn → Bn (c’est-à-dire que T δ = {(x,F [δ](x)) ∣ xinBn}), définie par
F [δ] = FWp−1 ○ . . .○FW1 ○FW0 . F [δ] est alors appelée la fonction globale de transition
de R associée au mode de mise à jour δ.
Parmi l’ensemble des modes de mise à jour blocs-séquentiels, notre attention se por-
tera plus particulièrement sur :
— le mode de mise à jour parallèle π = (V ), qui est l’unique mode bloc-séquentiel
de période 1, de sorte qu’il met à jour l’ensemble des automates du réseau à
chaque étape. Le graphe de transition associé est noté G π et est appelé graphe
de transition parallèle ;
— la sous-classe des modes de mise à jour séquentiels de période n. Un mode de
mise à jour séquentiel σ = (Wt)t∈N/nN met à jour les automates du réseau les
uns après les autres au cours du temps. Le graphe de transition associé est
G σ et est nommé graphe de transition séquentiel.
À titre d’exemple, la figure 2.4 présente les graphes de transition G [π], G [δ] et G [σ]
du réseau R défini dans 2.6 associés aux modes d’itération π, δ = ({0},{1,2}) et
σ = ({0},{2},{1}). On voit que R admet dans les trois cas un unique attracteur de
taille 2, qu’on appelle cycle limite 2.
2.3.8 Systèmes de transition d’états et systèmes dynamiques dis-
crets
Les graphes de transition qui ont été décrits précédemment (par exemple G γ ,
G α, G π. . . ) constituent des systèmes de transition d’états [LS90, CW96] sur Bn. Les
ensembles Bn = X et T désignent alors respectivement l’ensemble des états et des
transitions du système à proprement parler. Les systèmes associés à de tels graphes
sont contexte-indépendants dans le sens où l’ensemble des transitions possibles dans
une configuration arbitraire ne dépend pas des dérivations qui ont mené à cette
configuration.
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Figure 2.4 – Graphes de transition (a) parallèle selon π, (b) bloc-séquentiel selon
δ = ({0},{1,2}) et (c) séquentiel selon σ = ({0},{2},{1}) du réseau défini dans (2.6).
Un système dynamique discret sur Bn est un système de transition d’état sur Bn
particulier. Formellement, c’est un triplet D = (X = Bn,N, ϕ), où X est l’espace des
états du système (on remarquera que X est fini), N représente le domaine temporel
et ϕ est une fonction, dite fonction de transition, qui décrit la dynamique du système.
Dans le cas d’un système déterministe, ϕ ∶X ×N→X est telle que :
∀x ∈X,∀t, t′ ∈ N, ϕ(x,0) = x et ϕ(ϕ(x, t), t′) = ϕ(x, t + t′).
ϕ(x, t) représente alors l’état du système au temps t, en partant de l’état initial x au
temps 0 et en suivant la dérivation induite par ϕ(x,1), ϕ(x(1),1), . . . , ϕ(x(t−1)),1).
Dans le cas d’un système stochastique, X = (Ω,A, µ) désigne un espace probabilisé,
où Ω est l’univers, A est un ensemble non-vide de parties de Ω et µ est une mesure de
probabilité. Plus simplement, les configurations du système sont alors vues comme
des distributions de probabilités et la fonction de transition est alors telle que ϕ ∶
[0,1]2n → [0,1]2n (cf. chapitre 3).
À titre d’exemple, le comportement de tout réseau (défini au moyen de fonc-
tions locales de transition déterministes) soumis à un mode de mise à jour bloc-
séquentiel δ = (Wk)k∈N/pN est un système dynamique discret déterministe. En ef-
fet, le graphe de transition G δ = (Bn, T δ) définit le système dynamique discret
D = (Bn,N, ϕ) où ∀x ∈ Bn,∀t ∈ N, ϕ(x, t) = F [δ]t(x). Dans ce cas, étant donné
qu’un système dynamique discret est contexte-indépendant, le comportement du ré-
seau peut être défini comme une collection de systèmes dynamiques discrets, un pour
chaque composante connexe de taille maximale dans G δ. Dans ce cas, la dérivation
de longueur maximale commençant en x ∈ Bn correspond au système dynamique
(Ox,N, ϕ), où Ox ⊆ Bn désigne l’orbite de la configuration x, et où, ∀t = k ⋅ p + d ≡ d
mod p, ϕ(x, t) = FWd ○ . . . ○ FW0 ○ F [δ]k.
Relevons enfin que lorsque le comportement du système décrit par G = (Bn, T )
est indéterministe (et non-stochastique), il n’y a a priori aucun moyen de le définir
comme un système dynamique discret d’espace d’états Bn (car sa définition met en
jeu une relation qui n’est pas une fonction). Toutefois, il est possible de l’encoder
sous la forme d’un système dynamique discret déterministe défini sur un autre espace
d’états, à savoir B2n . Dans ce cas, les états initiaux du système dynamique obtenu
sont les 2n vecteurs unitaires (qui encodent les configurations de Bn). Et l’image
d’un vecteur x de B2n par la fonction de transition est le vecteur y qui, pour chaque
1 présent dans x (encodant une configuration x′ ∈ Bn du système initial), contient
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un 1 à l’indice y′ si et seulement si y′ est le code en base 10 d’une image de x′ par
la relation du système initial. Remarquons que ce changement d’espace d’états n’est
pas sans rappeler le cas des systèmes dynamiques stochastiques. Aussi, cet encodage
change quelque peu le spectre des questions initialement posées. En effet, il oriente
notamment les questions dans la direction des problèmes d’accessibilité plutôt que de
caractérisation. Une autre solution pour plonger un tel système dans le contexte des
systèmes dynamiques discrets aurait été d’acquérir des informations supplémentaires
permettant d’assigner des probabilités à chacune des transitions de T . Le graphe de
transition aurait alors pu être vu comme une chaîne de Markov sur l’ensemble Bn, de
laquelle on aurait déduit directement le système dynamique associé (cf. section 3.1.3).
Ces quelques lignes sur les systèmes dynamiques discrets nous amènent naturel-
lement au chapitre suivant, qui traite de la robustesse environnementale des réseaux
booléens à seuil.

Chapitre 3
Robustesse environnementale dans
les réseaux booléens à seuil
Les travaux présentés dans ce chapitre sont majoritairement issus de [DGM+10, DS11,
Sen12] et contiennent une correction de la preuve relative au automates cellulaires à
seuils attractifs non-linéaires, publiée dans [?].
La robustesse environnementale des réseaux représente leur capacité comportemen-tale à résister (plus ou moins, selon le degré de robustesse entendu) à certaines
perturbations qui émanent non pas des réseaux eux-mêmes mais des paramètres
contextuels qui forment leur environnement, à savoir des paramètres qui ne sont pas
inclus dans leur architecture propre (cf. section 2.1.2). Au delà des études théoriques
dédiées, les recherches sur ce type de robustesse sont particulièrement pertinentes du
point de vue de la biologie des systèmes.
En effet, comme nous l’avons vu, la biologie des systèmes (également appelée
biologie intégrative) vise à l’étude des systèmes biologiques réels en intégrant des
visions de ces systèmes à plusieurs échelles. Un exemple classique de recherche en
biologie des systèmes est l’étude du rôle du processus de régulation génétique sur
la morphogenèse des organismes vivants eucaryotes 1 pluri-cellulaires. Comprendre
globalement le rôle de ce processus sur le développement des formes biologiques
des eucaryotes pluri-cellulaires nécessite de porter l’attention sur plusieurs niveaux.
Schématiquement, un individu eukaryote se développe à partir d’une unique cellule,
appelée « cellule mère » et résultant de la reproduction de l’espèce. Cette cellule
mère contient dans son noyau la totalité du matériel génétique de l’individu. Elle se
reproduit par différents mécanismes pour donner naissance à d’autres cellules, qui
possèdent exactement le même code génétique et qui se reproduisent elles-aussi. . . Au
cours des reproductions successives, les cellules se spécialisent en certains types cel-
lulaires grâce au mécanisme de différenciation. Lorsqu’une cellule se spécialise, sa
morphologie peut changer radicalement. Ces changements morphologiques au niveau
1. Les eucaryotes sont les organismes vivants uni- ou pluricellulaires dont les cellules sont consti-
tuées d’un noyau, qui contient l’ensemble du matériel génétique, et de mytochondries, qui sont des
micro-organismes uni-cellulaires sans noyau servant à la gestion de l’énergie de la cellule. Ils sont
à opposer aux procaryotes, qui sont des organismes vivants constitués d’une unique cellule sans
noyau.
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cellulaire entraînent des changements morphologiques au niveau de l’individu, qui
peut être vu comme une collection de cellules dans l’espace. De ce constat biologique,
on déduit trois grandes questions, qui illustrent trois différents niveaux d’étude :
— en quoi le matériel génétique permet-il aux cellules de se différencier ?
— quels sont les principes inhérents à la différenciation cellulaire qui permettent
les changements morphologiques des cellules reproduites ?
— comment l’arrangement spatial des cellules peut-il être déduit des change-
ments morphologiques induits par la différenciation opérant au niveau cellu-
laire ?
que l’approche constructive invite à appréhender dans cet ordre (cf. section 2.2), du
niveau microscopique au niveau macroscopique. Si l’on se focalise sur la première
question, il convient dans un premier temps de comprendre finement les mécanismes
de la régulation génétique au niveau intra-cellulaire. Cependant, la régulation géné-
tique dans sa globalité ne se contente pas uniquement des interactions entre gènes.
Elle met en œuvre des éléments comme les A.R.N. messagers, les protéines. . . , qui
se trouve dans le noyau, mais également d’autres éléments, comme les hormones par
exemple, qui agissent sur des récepteurs présents sur la membrane des cellules qui
peuvent déclencher des réactions au niveau génétique dans le noyau. En conséquence,
par exemple, tout en restant au niveau intra-cellulaire, il est possible d’étudier l’in-
fluence exercée par l’action d’une hormone (sur la membrane d’une cellule) sur le
comportement du réseau de régulation génétique interne au noyau de cette cellule.
En ce sens, l’hormone (ou son récepteur cellulaire et l’ensemble des éléments qui
portent son message jusqu’au noyau) n’est pas un paramètre du réseau mais un élé-
ment contextuel de ce dernier. Elle définit donc une partie de son environnement
dont il est pertinent de comprendre les conséquences sur le réseau car elle peut dé-
livrer des messages visant à favoriser la différenciation vers certains types cellulaires
plutôt que d’autres.
Au delà de ce simple exemple, la littérature sur ce thème de la robustesse envi-
ronnementale montre que comprendre comment un réseau de régulation biologique
réagit face à l’action du contexte qui l’entoure est une problématique importante en
biologie. Pour ne citer que quelques études, particulièrement adaptées au contexte
biologique qui nous intéresse, le lecteur pourra trouver dans [SE04, Her07, BS09]
quelques exemples de liens que les réseaux de neurones entretiennent avec leur en-
vironnement et comment ils s’adaptent aux différents stress qu’ils en reçoivent, et
dans [WWS99, LMBY+04, Wag05, KUKY06] des travaux montrant le rôle que l’en-
vironnement de régulation génétique peut jouer sur cette dernière, et ce à plusieurs
niveaux, comme celui de la signalisation, du métabolisme, ou encore des protéines.
C’est ce type de problématique que ce chapitre aborde, dans le contexte des ré-
seaux booléens à seuil, qui forment une sous-classe de réseaux booléens couramment
appelés réseaux de neurones formels (cf. section 2.1.1). Après une section visant à
donner les définitions qui lui sont propres, ce chapitre présente un exemple dans
le contexte génétique montrant qu’étudier l’influence de l’environnement d’un sys-
tème peut avoir des répercussions en modélisation et des applications pertinentes en
biologie. Faisant ensuite un pas vers un niveau d’abstraction supérieur en portant
l’attention sur les automates cellulaires, il expose brièvement un état de l’art dans
ce domaine et développe un résultat spécifique intéressant, que ce soit du point vue
mathématique, physique, informatique ou biologique.
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3.1 Définitions
3.1.1 Réseaux (d’automates) booléens à seuil
Les graphes d’interaction de cette famille de réseaux ont la particularité de possé-
der une architecture pondérée. Si l’on considère un graphe G = (V = {0, . . . , n−1},A)
et deux automates i, j ∈ V , alors si j agit effectivement sur i, il le fait selon un certain
poids d’interaction, noté wi,j ≠ 0 ∈ R. Si, au contraire, i n’a aucune action sur j, le
poids associé au couple (j, i) est wi,j = 0. Cela revient à définir l’ensemble des arcs
de G par A ⊆ V × R × V . De plus, chaque automate i possède un seuil d’activation
θi. Pour mettre à jour son état entre deux étapes t et t+ 1, un automate i calcule la
somme des poids d’interaction parvenant de ses voisins actifs au temps t et, si cette
somme atteint son seuil d’activation, l’automate s’active (son état est 1), sinon, il
s’inhibe (son état est 0).
Définition 1. Un réseau booléen à seuil est un réseau d’automates booléen tel que :
— A ⊆ V ×R × V ;
— les fonctions locales de transition sont données par ∀i ∈ V, fi ∶ Bn → B, fi(x) =
h(∑j∈Vi wi,j ⋅ xj − θi), où h ∶ R → {0,1} est la fonction de Heavyside définie
par h(y) =
⎧⎪⎪⎨⎪⎪⎩
1 si y ≥ 0
0 sinon
.
La matrice w = (wi,j)i,j∈V associée à G est appelée la matrice d’interaction, le vecteur
θ = (θi)i∈V est le vecteur de seuils, et leurs éléments sont à valeurs finies dans R.
3.1.2 Centre et environnement
Nous donnons ici des définitions issues de la théorie des graphes [Har69, Ber73]
des concepts de centre et d’environnement (ou bord) d’un réseau R. Soit G = (V,A)
un graphe orienté. L’ensemble des sommets sources, ou plus simplement sources, de
G est l’ensemble des sommets de V de degré entrant nul. L’ensemble des puits de G
est l’ensemble des sommets de V dont le degré sortant est nul. Soient i, j ∈ V deux
sommets de G. La métrique de i à j, notée dG(i, j), est définie comme la longueur du
plus court chemin reliant i à j si celui-ci existe et vaut +∞ sinon. Le terme métrique
est préféré au terme distance utilisé classiquement car la propriété dG(i, j) = dG(j, i)
n’est pas garantie dans le cas général. L’excentricité ε(i) d’un sommet i ∈ V est
définie ici comme la métrique maximale qui le sépare de tous les autres nœuds telle
que :
∀i ∈ V,
ε(i) =
⎧⎪⎪⎨⎪⎪⎩
maxj∈V ∖{i}(dG(i, j) < +∞) si i n’est pas un puits et ∃j ≠ i, dG(i, j) < +∞
+∞ sinon
.
Le centre ⊙G de G, composés de sommets dits centraux, est alors défini comme
l’ensemble de ses sommets d’excentricité minimale tel que :
⊙G = {i ∈ V ∣ εi = min
j∈V
(εj)}. (3.1)
Bien que définir l’environnement d’un graphe comme l’ensemble de ses sommets d’ex-
centricité maximale soit pertinent du point de vue théorique, cela perd son sens quand
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le graphe considéré est vu comme le graphe d’interaction associé à un réseau modé-
lisant un système biologique réel. En effet, du point de vue de la bio-informatique
théorique, à partir du moment où l’on s’est donné un réseau R à étudier, l’environne-
ment de celui-ci est un ensemble de paramètres externes qui peuvent avoir un impact
sur lui mais que R, en revanche, ne peut pas influencer. La notion de théorie des
graphes qui s’assimile le plus naturellement à celle d’environnement dans le contexte
qui nous intéresse est donc la notion de sources et de sommets à boucle dont le degré
entrant vaut 1. Nous définissons donc l’environnement ⊚G d’un graphe G, composé
de sommets dits périphériques, comme l’ensemble des sources de G tel que :
⊚G = {i ∈ V ∣ (deg−(i) = 0) ∨ (deg−(i) = 1 ∧ (i, i) ∈ A)}.
L’ensemble de ces définitions et notations s’étendent naturellement aux réseaux.
Ajoutons que la complexité émanant du calcul de ces ensembles provient évidem-
ment du calcul de ⊙ puisqu’il nécessite le calcul de tous les plus courts chemins de G
pour tous les couples de sommets. Dans le cas général, ce calcul a une complexité en
temps en O(∣V ∣3) (cf. algorithme de Dijkstra dans [Dij59]). Dans le cas de graphes
« creux », c’est-à-dire des graphes dont le nombre d’arcs est significativement éloi-
gné de n2, cette complexité en temps peut être réduite à O(∣V ∣2 ⋅ log(V ) + ∣V ∣ ⋅ ∣A∣)
(cf. algorithme de Johnson dans [Joh77]). La sous-section suivante donne des défini-
tions issues de la théorie des processus stochastiques, importantes pour les travaux
présentés dans la section 3.3.
3.1.3 Processus stochastique
Informellement, une chaîne de Markov est une suite de variables aléatoires χ0,χ1,
. . ., χk−1, χk, χk+1, . . . telles que, étant donné le moment présent t, le passé et le
futur sont indépendants [Bre99]. Formellement, on écrit :
P (χt = xt ∣ χ1 = x0, χ2 = x1, . . . , χt−1 = xt−1) = P (χt = xt ∣ χt−1 = xt−1),
où x0, x1, . . . , xt appartiennent à un ensemble X et sont les états de la chaîne de
Markov. Une chaîne de Markov est dite stationnaire lorsque :
∀x, y ∈X,∀t ∈ N, P (χt+2 = y ∣ χt+1 = x) = P (χt+1 = y ∣ χt = x).
Dans de telles chaînes de Markov, la probabilité d’effectuer la transition x ∗ y
en n étapes s’exprime par :
∀t ∈ N, p(n)x,y = P (χt+n = y ∣ χt = x),
d’où :
∀t ∈ N, px,y = p(1)x,y = P (χt+1 = y ∣ χt = x).
Lorsque l’espace d’état est fini, la distribution des probabilités de transition peut
s’écrire sous la forme d’une matrice carrée d’ordre ∣X ∣, notée p et appelée matrice
markovienne (ou matrice de transition), qui est définie comme :
∀x, y ∈X,∀t ∈ N, px,y = P (χt+1 = y ∣ χt = x) et ∀x ∈X, ∑
y∈X
px,y = 1.
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À partir de maintenant, restreignons-nous au cas des chaînes de Markov stationnaires
et considérons-en une arbitraire. Dans ce cas, la matrice markovienne p ne change
pas au fil des étapes, ce qui implique que la probabilité d’effectuer une transition à la
k-ième étape peut directement être obtenue en calculant pk. Par ailleurs, le vecteur
de probabilités µ, dont la somme des éléments égale 1, tel que :
µ = µ ⋅ p et, similairement, ∀j ∈X, µj = ∑
i∈X
µi ⋅ pi,j ,
est une distribution de probabilités stationnaire de la chaîne de Markov, également
appelée mesure invariante 2.
Il découle de ceci et de la fin du chapitre précédent que, lorsque le graphe de
transition G = (Bn, T ) d’un réseau R est tel qu’une probabilité px,y est associée à
chaque transition (x, y) ∈ T de manière que :
∀x ∈ Bn, ∑
y∈Bn
px,y = 1,
celui-ci représente une chaîne de Markov stationnaire définie sur Bn, qui définit un
système dynamique discret stochastique D = ([0,1]2n ,N, ϕ). La matrice markovienne
est alors la matrice p d’ordre 2n telle que ∀x, y ∈ Bn,∀t ∈ N, px,y = P (x(t + 1) =
y ∣ x(t) = x). Dans ce contexte, le concept de comportement asymptotique de R est
analogue à celui de mesure invariante de la chaîne de Markov associée.
3.1.4 Robustesse environnementale étudiée
Dans la suite de ce chapitre, nous prenons en considération deux robustesses
environnementales différentes selon la nature du système étudié, mettant en jeu une
même perturbation qui consiste à fixer les états d’un sous-ensemble d’automates
périphériques.
Dans la section 3.2, qui donne un exemple concret d’étude de la robustesse en-
vironnementale d’un modèle de réseau de régulation génétique réel, la robustesse
environnementale est définie par rapport aux paramètres suivants :
— propriété : la mesure effectuée porte sur la capacité des configurations à at-
teindre des attracteurs du réseau qui correspondent à des tissus cellulaires du
système réel modélisé lorsque les états des automates qui les composent sont
initialement soumis à une perturbation stochastique ;
— degré : « atteindre des attracteurs » est à considérer de manière relâchée.
Une configuration x se transformant en y après perturbation des états de ses
automates atteint l’attracteur A(y) si y ∈ A(y) ou si y ∈ B(A(y)).
— conclusion : le réseau soumis à une configuration environnementale est dit
plus robuste que s’il est soumis à une autre configuration environnementale
si ses configurations, une fois les états de leurs automates perturbés, ont plus
de chances en moyenne d’atteindre des attracteurs « réalistes », à savoir des
attracteurs que l’on peut associer à des tissus cellulaires du système réel mo-
délisé.
2. En d’autres termes, dans le cas des chaînes de Markov stationnaires de markovienne p, une
mesure invariante µ est un vecteur propre normalisé à gauche de p associé à la valeur propre 1.
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Cette robustesse est pertinente dans ce contexte car l’étude exhaustive des transitions
de l’ensemble des configurations est possible, en raison de la petite taille du réseau
considéré.
La section 3.3, quant à elle, s’abstrait de la réalité des réseaux de régulation biolo-
gique pour traiter des automates cellulaires stochastiques finis arbitrairement grand.
La robustesse définie ci-dessus n’a de facto plus d’intérêt, en raison de l’explosion
combinatoire du nombre des configurations. Par conséquent, dans cet autre contexte,
la robustesse est définie comme suit :
— propriété : on s’intéresse à l’activité asymptotique des états des automates
centraux lorsque le réseau a atteint son comportement asymptotique, selon
qu’il est sujet à telle ou telle configuration environnementale. La mesure est
calculée en moyenne sur un intervalle d’étapes ;
— degré : le degré de robustesse est exact ;
— conclusion : dès que des variations significatives de la mesure sont observées,
on en conclut que le réseau n’est pas robuste vis à vis de son environnement.
3.2 Robustesse environnementale par l’exemple
Dans cette section sont développés quelques-uns des résultats de [DGM+10] ob-
tenus sur le premier modèle de réseau de régulation génétique du développement
floral de la plante Arabidopsis thaliana. L’intérêt qu’il faut y voir réside dans le fait
qu’ils illustrent que l’étude de la robustesse environnementale sur des modèles de
réseaux de régulation biologique réels peut apporter des informations d’intérêt dans
le contexte de la modélisation (comme valider ou invalider contextuellement un mo-
dèle) comme dans celui de la biologie (comme expliquer un phénomène et aider au
choix d’expérience).
3.2.1 Morphogenèse florale d’Arabidopsis thaliana
En 1998, Mendoza et Alvarez-Buylla introduisent un premier modèle, noté R,
fondé sur le formalisme des réseaux booléens à seuil, de la morphogenèse florale
d’Arabidopsis thaliana [MAB98]. Sur la base d’études expérimentales menées sur la
plante [BAW+93, SRM95, KM96], ils mettent en avant des interactions entre douze
automates, chacune d’elles représentant des régulations génétiques jouant un rôle
dans le développement de la fleur. Les douze automates sont donc les représentants
dans le modèle des éléments biologiques prenant part au processus de développement,
à savoir onze gènes et un douzième élément représentant la dimérisation des protéines
produites par deux d’entre eux, servant à leur propre régulation. Plutôt que de les
identifier par un numéro, nous utilisons les abréviations biologiques des éléments,
ce qui facilitera la lecture. Nous trouvons ainsi parmi ces douze automates : emf1,
tfl1, lfy, ap1, cal, lug, ufo, bfu, ag, ap3, pi et sup. Sur la base des paramètres
du réseau (c’est-à-dire son graphe d’interaction), au moyen d’une méthode fondée sur
l’algorithmique génétique visant à évaluer les valeurs entières des coefficients de la
matrice d’interaction et du vecteur de seuil, les auteurs proposent le réseau booléen
à seuil, que nous appelons réseau de Mendoza, présenté dans la figure 1 en annexe A.
L’étude exhaustive du comportement du réseau de Mendoza montre que, sous
un mode de mise à jour séquentiel quelconque, le réseau admet six points fixes. En
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revanche, lorsque le mode de mise à jour est parallèle, le réseau de Mendoza admet
les mêmes six points fixes mais admet également 7 cycles limites, tous de période 2.
Nous reviendrons sur cette particularité dans la section 5.1.1. Contentons-nous pour
le moment de considérer un mode de mise à jour séquentiel arbitraire σ, à savoir
celui défini par l’ordre de la liste d’automates donnée plus haut, c’est-à-dire :
σ = ({emf1},{tfl1},{lfy},{ap1},{cal},{lug},
{ufo},{bfu},{ag},{ap3},{pi},{sup}). (3.2)
Parmi les six points fixes (attracteurs) du réseau de Mendoza, quatre représentent les
quatre tissus floraux de la plante, à savoir les sépales, pétales, carpelles 3 et étamines.
Cette analogie est rendue possible en analysant les automates actifs du réseau dans les
attracteurs du réseau et en les comparant aux gènes effectivement exprimés dans les
différents tissus floraux (qu’on connaît par expérimentations). Les deux points fixes
restant correspondent, pour l’un, à un tissu de la plante qui n’est pas floral dit tissu
d’inflorescence et, pour l’autre, à un tissu mutant obtenable par expérimentations.
Les vecteurs booléens, ordonnés comme σ, formant ces points fixes et qu’on associe
à ces tissus floraux, sont :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 0 0 1 0 0 0 0 0 0 0 0 ∼ sépale
0 0 0 1 0 0 0 1 0 1 1 0 ∼ pétale
0 0 0 0 0 0 0 0 1 0 0 0 ∼ carpelle
0 0 0 0 0 0 0 1 1 1 1 0 ∼ étamine
1 1 0 0 0 0 0 0 0 0 0 0 ∼ inflorescence
1 1 0 0 0 0 0 1 0 1 1 0 ∼ mutant
.
3.2.2 Influence de la gibbérelline
L’objectif de l’étude qui suit est d’étudier formellement la robustesse du processus
de reproduction du système réel, la plante (ou plutôt la fleur), face à l’influence d’une
hormone, la gibbérelline. Dans [GP99], les auteurs montrent par expérimentations
que cette hormone est nécessaire pour que la plante assure un développement floral
correct, notamment pour garantir sa capacité à se reproduire. La gibbérelline, notée
ga, en se fixant sur la membrane des cellules, est relayée dans le noyau de la cellule
par le gène rga [SCS98], qui possède une action répressive sur les gènes ag, ap3 et
pi. Plus précisément, les travaux de [YIZ+04] mettent en évidence que la gibbérelline
agit directement sur rga en réprimant son expression. Sur la base de ces études,
afin d’intégrer l’influence de la gibbérelline dans R, nous avons transformé R en R′
(de graphe d’interaction G′ = (V ′,A′)) en ajoutant un automate pour représenter
rga, avec l’ensemble des interactions qu’il induit, ainsi que de nouvelles régulations 4
mises en avant dans [ESPLAB04]. Ceci mène au réseau booléen à seuil défini dans
la figure 3.1 [DGM+10].
3. Un carpelle est un organe reproducteur femelle d’une plante à fleur. On l’appelle généralement
pistil dans le langage courant.
4. Les valeurs données aux coefficients de la matrice d’interaction sont de valeur absolue 1. Ceci
vient de la volonté de prêter une plus grande attention à l’existence des interactions de R′ plutôt
qu’à leur poids qui n’ont que peu de chances d’être réalistes.
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⎝
rga emf1 tfl1 lfy ap1 cal lug ufo bfu ag ap3 pi sup
rga 1 0 0 0 0 0 0 0 0 0 0 0 0
emf1 0 1 0 −1 0 0 0 0 0 0 0 0 0
tfl1 0 1 0 −2 −1 0 0 0 0 0 0 0 0
lfy 0 −2 −1 0 2 1 0 0 0 0 0 0 0
ap1 0 −1 −1 5 0 0 0 0 0 −1 0 0 0
cal 0 0 0 2 0 0 0 0 0 0 0 0 0
lug 0 0 0 0 0 0 0 0 0 0 0 0 0
ufo 0 0 0 0 0 0 0 0 0 0 0 0 0
bfu 0 0 0 0 0 0 0 0 0 0 1 1 0
ag −1 0 −2 1 −2 0 −1 0 0 0 0 0 0
ap3 −1 0 0 3 0 0 0 2 1 0 0 0 −2
pi −1 0 0 4 0 0 0 1 1 0 0 0 −1
sup 0 0 0 0 0 0 0 0 0 0 0 0 0
⎞
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Figure 3.1 – Réseau booléen à seuil R′ (son graphe d’interaction G′, sa matrice
d’interaction w′ et sont vecteur de seuil θ′) capturant l’influence de la gibbérelline
sur la morphogenèse d’Arabidopsis thaliana.
Par définition des réseaux booléens à seuil, R′ implique qu’en présence de gibbé-
relline, rga est fixé à 0. En son absence, il peut prendre les états 0 et 1. La boucle
positive sur rga lui confère la capacité de rester activé en l’absence de gibbérelline.
Notons aussi que rga est un automate périphérique du réseau, dont l’environnement
est ⊚R = {rga,emf1,lug,ufo, sup}. Focalisons-nous maintenant sur l’influence de
rga sur le comportement de R′, lorsque celui-ci est fixé à l’état 0 (gibbérelline pré-
sente) et lorsqu’il n’est pas fixé (gibbérelline absente). Nous nous servons des bassins
d’attraction et nous arguons qu’ils sont de bons candidats pour capturer la robustesse
environnementale de systèmes réels de petite taille (n ⪅ 16). L’étude est présentée sur
la base de σ (cf. (3.2)), en commençant par mettre à jour rga. L’analyse exhaustive
des transitions séquentielles de R′ fait ressortir huit points fixes, tous attracteurs.
Deux couples parmi eux sont tels que leurs éléments désignent les mêmes tissus cellu-
laires. Deux points fixes représentent le tissu sépale, deux autres le tissu inflorescence.
Ils sont donc agrégés deux à deux.
À présent, nous présentons un algorithme permettant de mesurer la propension
d’un réseau à changer de comportement quand il est soumis à des perturbations
d’états. Nous reviendrons ensuite sur son application à la robustesse environnemen-
tale, en recentrant le propos sur l’influence de la gibbérelline sur le développement
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floral d’Arabidopsis thaliana.
Algorithme
L’idée générale de l’algorithme est d’étudier comment des perturbations stochas-
tiques exercées sur les états des automates d’une configuration peuvent la transformer
en une configuration d’un autre bassin d’attraction.
Soit R un réseau booléen à seuil (G = (V,A) est son graphe d’interaction) quel-
conque de taille n 5. Assumons que son comportement est parfaitement connu, c’est-
à-dire que toutes les dérivations, les κ attracteurs et bassins d’attraction, ont déjà
été extraits par simulation. Soit τ ∈ [0,1] un paramètre stochastique correspondant
à la probabilité uniforme d’un automate à changer d’état. τ est appelé taux de per-
turbation d’état . Soit maintenant deux configurations x, y ∈ Bn de R. La probabilité
que x se transforme en y, suite à une perturbation d’état de taux τ , est la probabilité
P (x→ y ∣ τ) que la perturbation change exactement les états des dH(x,y) automates
i ∈ V tels que xi ≠ yi, qu’on définit comme :
P (x→ y ∣ τ) = τdH(x,y) ⋅ (1 − τ)n−dH(x,y). (3.3)
Étant donnés deux bassins d’attraction B(Ai) et B(Aj) ainsi que leurs attracteurs,
Ai et Aj , on déduit de (3.3) la probabilité qu’une configuration arbitraire x ∈ A∗i =
B(Ai) ∪Ai devienne une configuration quelconque de y ∈ A∗j = B(Aj) ∪Aj :
P (A∗i → A∗j ∣ τ) =
1
∣A∗i ∣
⋅ ∑
x∈A∗i
∑
y∈A∗j
P (x→ y ∣ τ)
= 1∣A∗i ∣
⋅ ∑
x∈A∗i
∑
y∈A∗j
τdH(x,y) ⋅ (1 − τ)n−dH(x,y)
= 1∣A∗i ∣
⋅ ∑
x∈A∗i
∑
k≤n
ak(x) ⋅ τk ⋅ (1 − τ)n−k, (3.4)
où ak(x) est le nombre de configurations y ∈ A∗j qui sont telles que dH(x, y) = k. Par
abus de langage, cette probabilité s’appelle la probabilité de passage d’un bassin à un
autre. Par assomption de connaissance exhaustive du comportement de R (et donc
de sa petite taille), toutes les quantités de (3.4), excepté τ , sont connues. Par consé-
quent, les probabilités de passage peuvent être vues directement par leur polynôme
caractéristique. De (3.4), il est aisé de déduire un algorithme calculant ces polynômes
(cf. algorithme 1 de l’annexe B). Cependant, un tel algorithme a une complexité en
temps de O(22⋅n). Les limitations induites par cette complexité peuvent toutefois être
dépassées par le calcul d’approximations pertinentes des polynômes. Par exemple,
une méthode de Monte-Carlo peut être utilisée. Un autre moyen, déterministe cette
fois, est de réduire le nombre de configurations initiales x ∈ A∗i traitées sans que
l’étude ne perde son sens du point de vue de la biologie. C’est justement le choix qui
est fait ci-dessous.
5. Conceptuellement parlant, l’algorithme s’applique à tout système de transition d’état admet-
tant des attracteurs comme comportements asymptotiques.
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Résutats sur Arabidopsis thaliana
L’étude des bassins d’attraction des six différents points fixes, en termes de tailles
et de distances relatives [DGM+10], montrent que les deux seuls qui changent sous
l’effet de la gibbérelline sont les bassins des attracteurs correspondant aux tissus sé-
pale (Sép.) et inflorescence (Inf.). Cette première phase permet de réduire le spectre
de l’étude à ces deux tissus. Plus précisément, seuls ces tissus sont considérés comme
bassins d’origine dans calcul des probabilités de passage. Dans la suite, afin de sim-
plifier les notations, nous remplaçons celles relatives aux attracteurs par leur cor-
respondance biologique, à savoir, par exemple, que si l’attracteur Ai, i ∈ {1, . . . ,6},
correspond au tissu sépale, il est alors noté par Sép.. Cette notation s’étend à celles
des bassins d’attraction et de l’union bassin/attracteur.
L’application telle quelle de l’algorithme 1 sur le réseau R′ de la morphogenèse
florale d’Arabidopsis thaliana sous le contrôle la gibbérelline mène aux polynômes
caractéristiques des probabilités de passage de Sép.∗ et Inf.∗ à tous les ’ ’ tels que
∈ {Sép.,Pét.,Car.,Éta., Inf.,Mut.} présentés dans la figure 2 de l’annexe D. Nous
n’allons pas les discuter plus avant car leur interprétation mène aux mêmes conclu-
sions que l’adaptation que nous proposons, qui permet d’obtenir plus rapidement
d’autres polynômes, qui fournissent des résultats porteurs d’un message plus clair
tout en conservant la pertinence du point de vue biologique.
La morphogenèse des systèmes biologiques dépend sans aucun doute des échelles
de temps dans lesquels ils se développent, en fonction de leurs propres contraintes
évolutionnaires. La morphogenèse de la fleur d’Arabidopsis thaliana est ainsi le résul-
tat de l’exécution de plusieurs processus successifs de développement qui impliquent
différents sous-systèmes de la plante. Ainsi, avant que la fleur se forme, la plante
passe par différents stades successifs de développement, chacun menant au suivant
grâce à des processus morphogénétiques complexes [SBM90, BZA+01]. Du point de
vue mathématique, cette évolution multi-couches du système réel peut être représen-
tée par un graphe par couche 6. Les couches représentent des niveaux de différentes
granularités. Plus précisément, une couche caractérise un certain stade du dévelop-
pement global de la plante au cours duquel tous les sous-systèmes (par exemple des
ensembles de composantes fortement connexes) évoluent ensemble vers un compor-
tement asymptotique. Le système dans sa globalité passe d’une couche à une autre
en fonction de différentes perturbations et des interactions entre les sous-systèmes.
De cette manière, l’ensemble des comportements asymptotiques des sous-systèmes
d’une couche Li servent de données d’entrée des mécanismes produisant l’ensemble
des nouveaux sous-systèmes de la couche suivante, qui évolueront eux-mêmes, et ainsi
de suite 7.
Cette vision du processus évolutionnaire justifie la simplification suivante de l’al-
gorithme 1. Ainsi, plutôt que de calculer les polynômes caractéristiques des proba-
bilités de passage en prenant les configurations x d’origine dans les ensembles A ∗i ,
6. Un graphe par couche est un graphe orienté connexe où les couches L0, . . . , Lk partitionnent
les sommets et où, dans une couche, les sommets sont potentiellement connectés transitivement les
uns aux autres et des arcs existent d’une couche Li à une couche Lj , i < j.
7. On peut par exemple appréhender cette vision du processus de développement avec des modes
de mise à jour blocs-séquentiels multi-niveaux tels que les automates d’un sous-système se mettent
à jour en fonction d’un mode bloc-séquentiel spécifique, les sous-systèmes évoluent en parallèle et
les couches elles-mêmes évoluent séquentiellement dans le temps.
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Figure 3.2 – Polynômes caractéristiques des probabilités P (Ai → A ∗j ), où Ai ∈
{Sép., Inf.} et A ∗j ∈ {Sép.,Pét.,Car.,Éta., Inf.,Mut.}. Les polynômes sont donnés en
fonction de (gauche) l’absence et (droite) la présence de gibbérelline.
1 ≤ i ≤ κ, il est raisonnable de ne considérer que les configurations récurrentes, ce
qui revient à un changement de couche dans le processus évolutionnaire de la plante.
Ce nouvel algorithme calcule alors les polynômes caractéristiques des probabilités de
passage à partir d’un attracteur Ai et non plus de A ∗i . Bien que la complexité de
l’algorithme demeure exponentielle (O(2n) en moyenne), cette simplification mène à
une réduction significative du temps de calcul. La figure 3.2 présente les polynômes
P (Sép., ) et P (Inf., ) ainsi obtenus en fonction de l’absence et de la présence de
gibbérelline. Concentrons-nous sur la partie haute de la figure 3.2 qui renseigne des
changements opérés sur l’attracteur relatif au tissu sépale (des observations simi-
laires, excepté celles concernant les tissus pétale et étamine, peuvent être faites en ce
qui concernent l’attracteur relatif au tissu inflorescence). On y observe que les confi-
gurations perturbées qui ne restent pas attirées par lui se transforment majoritaire-
ment en configurations relatives au tissu inflorescence (resp. carpelle), en l’absence
(resp. en la présence) de gibbérelline. Relevons que le polynôme P (Sép., Inf.) est une
borne supérieure du polynôme P (Sép.,Car.) en l’absence de gibbérelline. La borne
est inversée en présence de l’hormone. Par ailleurs, dans ce même cas, lorsque τ aug-
mente, toutes les perturbations tendent à mener à des configurations relatives au tissu
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carpelle. Dans le cas contraire, les configurations restent majoritairement de même
nature (c’est-à-dire restent relatives au tissu sépale), ce qui est en parfait accord
avec les résultats expérimentaux de [GP99, YIZ+04]. En conséquence, la gibbérelline
réduit la stabilité des attracteurs relatifs aux tissus sépale et inflorescence au profit
du tissu carpelle. Soulevons aussi le fait que, bien que nettement inférieurs, les po-
lynômes P (Sép.,Pét.) et P (Sép.,Éta.) sont des bornes supérieures de P (Sép.,Mut.)
et qu’ils sont significativement plus grands en présence de gibbérelline.
Si l’on dérive de ces observations faites sur le réseau R′, fondées formellement, des
conclusions sur le système réel, on s’aperçoit qu’elles donnent d’intéressantes informa-
tions concernant le rôle de la gibbérelline sur la morphogenèse florale d’Arabidopsis
thaliana. La plus importante est que, contrairement à l’absence de gibbérelline qui
a tendance à favoriser le développement du tissu inflorescence, sa présence accroît
grandement la capacité de la plante à produire des tissus floraux au cours de son
développement. Plus précisément, les tissus floraux qui sont les plus favorisés par
la gibbérelline sont ceux correspondant aux carpelles et, dans une moindre mesure,
ceux correspondant aux pétales (à faibles perturbations) et aux étamines (à fortes
perturbations). Du point de vue de la reproduction de la plante, ceci est particuliè-
rement important. En effet, d’une part, les carpelles sont les organes des plantes qui
contiennent les ovules, qui sont garants de sa capacité à se reproduire. En effet, si
l’on considère une plante ayant terminé de se développer au terme d’un processus
morphogénétique s’étant mal déroulé, faisant en sorte que les fleurs de la plante ne
soient constituées que de carpelles, la plante pourra malgré tout assurer sa reproduc-
tion si un vecteur, tel que le vent, lui fait parvenir du pollen. Les étamines, quant à
elles, sont les organes reproducteurs mâles de la plante. Favoriser leur développement
favorise aussi la reproduction de l’espèce. Enfin, les pétales n’ont pas de rôle direct
dans la reproduction des plantes. Ils jouent cependant un rôle indirect essentiel car
ce sont eux qui attirent les insectes, qui sont les principaux vecteurs de pollinisation.
En conclusion de cette étude d’un cas concret de robustesse environnementale des
réseaux booléens à seuil, il ressort que la gibbérelline participe grandement à la ro-
bustesse de la reproduction d’Arabidopsis thaliana, en favorisant par sa présence la
formation des trois tissus floraux jouant un rôle prépondérant dans le processus de
reproduction.
3.2.3 Discussion
Les éléments présentés plus haut ont mis en évidence, par l’exemple, l’intérêt que
peuvent avoir les études de la robustesse environnementale des réseaux d’automates
booléens dans un contexte appliqué à la biologie. En particulier, en nous fondant
sur un problème spécifique, nous avons montré que les bassins d’attraction sont des
objets pertinents pour comprendre finement certaines propriétés de robustesse d’un
système réel. Ici, bien sûr, la question portait sur un exemple issu de la régulation
génétique. Cependant, le champ d’application du travail exposé ne se réduit pas au
domaine de la génétique, conséquence directe du fait que les algorithmes présentés
portent sur des modèles d’une théorie et non sur des systèmes réels. Comme nous
l’avons dit plus haut, la méthode est générale et peut s’appliquer à tout système
de transition d’états, sous réserve que celui-ci soit de taille suffisamment petite et
qu’il admette des attracteurs comme comportements asymptotiques (elle perdrait son
sens autrement). Par ailleurs, elle permet d’obtenir des conclusions potentiellement
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précieuses dans un contexte de modélisation, aussi bien du point de vue théorique
qu’appliqué. Les deux qui me semblent parmi les plus intéressantes sont la validation
partielle d’un modèle vis à vis de la réalité ainsi que l’explication de phénomènes et
l’aide au choix d’expérience.
La validation d’un modèle d’un système réel est une étape essentielle dans le
processus de modélisation (cf. section 2.2). Si l’on se place au niveau des applica-
tions (plutôt qu’à celui de la théorie), la modélisation est une démarche visant à
apprendre, comprendre, expliquer et même potentiellement prédire des propriétés
réelles par l’intermédiaire d’objets formels les approximant. L’approche adoptée ici
fournit un outil pouvant servir au processus de validation. En effet, si nous revenons
sur l’exemple, l’objet de l’étude a consisté à ajouter un contexte au réseau de Men-
doza sous la forme d’un nouvel automate périphérique (cf. définition page 38) et à
étudier l’influence de cet automate sur le réseau. Ce faisant, nous avons montré que
le réseau de Mendoza permet de capturer formellement l’importance du rôle d’une
hormone particulière qui avait été soulignée par expérimentations, ce qui contribue
à sa validation, qui reste néanmoins partielle. Dans la cas général, s’il s’avère que les
résultats de l’application de la méthode sur un modèle quelconque en invalide la per-
tinence au regard de la réalité, elle fournit alors des indications sur les causes de cette
invalidation, ce qui permet de cibler les paramètres invalides du modèle afin d’aug-
menter ou adapter la correspondance entre réalité et théorie choisie initialement. Ce
problème de validation de modèle est intimement lié aux problèmes d’explication et
de prédiction. Traditionnellement, les techniques provenant de la théorie des réseaux
d’automates booléens [TT95, ABLM+03, AGZ+06], de la logique modale et du model
checking [CF03, BCRG04, SB08], des réseaux de Petri [KRS11] et de la program-
mation logique par contraintes [BC02, FCT+05, ABE+09] sont utilisées à des fins de
formalisation et d’explication d’un phénomène de régulation biologique. L’approche
consistant en l’étude de la robustesse environnementale, illustrée ici, s’intègre dans
cette même voie de recherche en lui donnant une dimension propre aux questions de
robustesse et des outils pour y répondre, qui peuvent s’avérer utiles pour aller au
delà de la nature explicative des réponses généralement fournies par la théorie en
aidant notamment les biologistes à faire des choix pertinents parmi les expériences à
mener.
Pour mener à bien de telles études sur la robustesse environnementale des réseaux
d’automates, avant même de s’intéresser à de nouvelles applications auxquelles elles
peuvent être sujettes, il nous a semblé important de faire un pas supplémentaire vers
l’abstraction afin d’obtenir de nouvelles propriétés théoriques, qui pourraient être
confrontées à la réalité (dans une certaine mesure).
3.3 Abstraction aux automates cellulaires
En s’abstrayant de certaines libertés, notamment architecturelles, inhérentes aux
réseaux, modèles de la régulation biologique, l’objectif de cette section est de faire
un pas en direction de la théorie et de comprendre comment opèrent des automates
périphériques sur une classe de réseaux spécifiques, les automates cellulaires, et si (et
en quoi, le cas échéant) leur influence se traduit par des variations significatives des
comportements asymptotiques de ces réseaux. Plus précisément, le propos se place
ici dans le contexte des automates cellulaires à seuil stochastiques finis. Avant de
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Figure 3.3 – Sur-réseau Z2 composé d’un automate cellulaire fini, dont le centre
est représenté par les cellules en gris clair, borné par son environnement représenté
par les automates en gris foncé. Notons que les boucles sont omises et que les arcs
représentés le sont sans flèche car ils sont tous symétriques en raison de leur invariance
par translation.
dresser un bref historique des problèmes reliés et des principaux résultats connus
dans le contexte classique des réseaux linéaires, nous en donnons les caractéristiques
et présentons quelques définitions et notations spécifiques au contexte. Enfin, nous
développons un résultat récent qui fournit une condition nécessaire pour que les
automates cellulaires à seuil stochastiques finis non-linéaires et attractifs deviennent
non-robustes à l’influence de leur environnement sur Z2.
3.3.1 Cadre général et historique de travail
Automates cellulaires finis et environnement
Un automate cellulaire de dimension d ∈ N∗ est un réseau d’automates plongé
dans un espace cellulaire, c’est-à-dire un réseau d’automates défini par la donnée
d’un graphe d’interaction G = (V,A), où V = Zd et A = {(i, j) ∣ ∀i, j, k ∈ V, (i, j) ∈
A ⇐⇒ (i + k, j + k) ∈ A}) tel que tous les automates, appelés cellules, possèdent la
même fonction locale de transition. Par définition, ce sont donc a priori des réseaux
d’automates de taille infinie mais on peut les rendre de taille finie en fixant certaines
conditions d’environnement (cf. plus bas).
Soit dL1(i, j) la L1-distance séparant deux points i et j dans Zd telle que :
∀i, j ∈ Zd, dL1(i, j) = ∥i, j∥1 =
d
∑
k=1
∣ik − jk∣,
où ik représente la k-ième coordonnée de i sur Zd. Considérons à présent un réseau
d’automates A dont le graphe d’interaction est G = (V,A), où V ⊊ Zd et A est
défini tel que A = {(i, j) ∣ dL1(i, j) ≤ 1}. Soit ∁V le complémentaire de V dans Zd
tel que ∁V = Zd ∖ V . Le centre ⊙A de A est défini de manière similaire à (3.1).
L’environnement ⊚A est construit de façon ad hoc telle que :
⊚A = {i ∈ ∁V ∣ ∃j ∈ V, dL1(i, j) = 1},
La particularité de l’environnement est que l’ensemble des automates qui le com-
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posent conservent leur état initial indéfiniment. Considérons maintenant le sur-
réseau A ∗ dont le graphe d’interaction G∗ = (V ∗,A∗), tel que V ∗ = ⊚A ∪ V et
A∗ = {A ∪ {(i, i), (i, j), (j, i)} ∣ i ∈ ⊚A , j ∈ V, dL1(i, j) = 1} ⊆ V ∗ × V ∗. Le graphe
d’interaction G = (V,A) de A est alors un espace cellulaire fini borné par ⊚A . Si,
à présent, on fixe une fonction locale de transition commune à toutes les cellules de
A , A est un automate cellulaire fini sur Zd borné par ⊚A , dont le voisinage est le
voisinage de von Neumann tel que ∀i ∈ V, Vi ⊆ V ∗. Notons que ce n’est pas le cas
de A ∗, dont les automates de ⊚A n’ont pas le même voisinage que les automates de
A . Afin d’illustrer ces définitions, la figure 3.3 présente un automate cellulaire fini
sur Zd borné par son environnement.
Automates cellulaires booléens à seuil stochastiques finis
Soit A un réseau booléen à seuil fini de taille n sur Zd borné par ⊚A , dont le
graphe d’interaction est G = (V,A) est un espace cellulaire, et soit A ∗ son sur-réseau,
tel que cela a été précisé dans le paragraphe précédent. A ∗ est un réseau booléen
à seuil auquel sont associés une matrice d’interaction w d’ordre ∣V ∗∣, un vecteur de
seuil θ de dimension ∣V ∗∣ et un ensemble de ∣V ∗∣ fonctions locales de transition (cf.
définition 1), potentiellement constantes dans le cas des automates appartenant à
⊚A . Notons que la définition de A ∗ inclut celle de A.
A est un automate cellulaire booléen à seuil si ses fonctions locales de transition
sont identiques, à savoir invariantes par translation telles que la matrice d’interaction
et le vecteur de seuil satisfont :
∀i, i′ ∈ V, i′ = i + k,∀j ∈ Vi, wi,j = wi′,j+k et ∀i, j ∈ V, θi = θj .
Dans la suite, notre attention porte sur des automates cellulaires booléens à seuil
isotropes 8, dont la matrice d’interaction est définie telle que :
∀i ∈ V,∀j, k ∈ Vi, wi,j = wi,k.
Par ailleurs, nous qualifions de stochastique un réseau booléen à seuil A dont les
fonctions locales de transition sont telles que ∀i ∈ V,∀t ∈ N, fi ∶ Bn → [0,1] calcule
la probabilité conditionnelle P (xi(t + 1) = 1 ∣ x(t)) telle que :
fi(x) = P (xi(t + 1) = 1 ∣ x(t)) =
e(∑j∈Vi wi,j ⋅xj(t)−θi)/T
1 + e(∑j∈Vi wi,j ⋅xj(t)−θi)/T
, (3.5)
où T ∈ R+ est un paramètre de température qui rend le réseau « plus ou moins
probabiliste ». Lorsque T tend vers 0, la fonction fi est équivalente à la fonction dé-
terministe classique [MP43], excepté pour la valeur 0 de l’exposant de l’exponentielle,
pour lequel le choix n’est pas 0 mais 0 ou 1 avec la probabilité 12 ; lorsque T tend vers
+∞, la probabilité que l’état de chaque cellule du A vaille 1 est 12 . Notons que, du
point de vue général, la classe des réseaux d’automates à seuil stochastiques constitue
une généralisation des machines de Boltzmann [AHS85, HS86] dans le contexte des
réseaux d’automates booléens. Remarquons aussi que le graphe de transition de tout
8. Bien que le terme « totalisant » soit celui classiquement utilisé dans le domaine des automates
cellulaires, nous lui préférons le terme « isotrope » qui est naturellement compris par une plus large
communauté.
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réseau booléen à seuil stochastique fini est une chaîne de Markov stationnaire dont
la matrice markovienne contient des coefficients strictement positifs. Par conséquent,
toute configuration x ∈ Bn admet une transition de probabilité non nulle vers toute
configuration y ∈ Bn. En d’autres termes, cette chaîne de Markov est irréductible et
converge vers son unique mesure invariante (cf. théorème de Perron-Frobenius).
Dans la suite de ce chapitre, nous considérons sans perte de généralité que les
valeurs des seuils d’activation de tous les automates des réseaux étudiés sont fixés à 0
(∀i ∈ V, θi = 0). De plus, les poids d’auto-interaction wi,i, i ∈ V , participent toujours
au calcul des fonctions fi, quel que soit l’état de i. Ainsi, les fonctions locales de
transition considérées sont :
∀i ∈ V, fi(x) = P (xi(t + 1) = 1 ∣ x(t)) =
e
(wi,i+∑j∈V ∗
i
wi,j ⋅xj(t))/T
1 + e(wi,i+∑j∈V ∗i wi,j ⋅xj(t))/T
, (3.6)
où V ∗i = Vi∖{i} représente le voisinage strict de i. Ajoutons enfin que la section 3.3.2
se focalise sur l’étude de réseaux attractifs qui satisfont ∀i, j ∈ V, j ∈ V ∗i , wi,j > 0.
Dans le cas général, un réseau booléen à seuil stochastique est attractif si, pour
chaque i ∈ V , la probabilité que i soit actif au temps t+1 ∈ N∗ sachant la configuration
de son voisinage strict au temps t augmente avec le nombre de ses voisins actifs dans
xV ∗i (t).
Idée générale et résultats connus
L’idée générale de l’étude qui suit vise, en mêlant analyses théoriques et empi-
riques, à caractériser comment de tels réseaux réagissent lorsque leur environnement
exerce sur eux des actions différentes (qui peuvent par exemple être interprétées
comme des stress dans les réseaux de neurones ou des régulations exogènes dans
les réseaux de régulation génétique). Des études assez semblables ont été menées
sur un modèle du ferromagnétisme propre à la physique, le modèle d’Ising [Isi25].
En particulier, parmi les plus connues, Ruelle a démontré, par des techniques is-
sues de la physique statistique, que le comportement du modèle d’Ising attractif (ou
ferromagnétique) est insensible aux conditions fixées sur son environnement en une
dimension [Rue68] et qu’il admet, en d > 1 dimensions, une transition de phase au
regard de l’influence de son environnement sur une demi-droite (dépendante de d)
du plan de deux paramètres fonctions des poids d’auto-interaction et d’interaction
de voisinage strict [Rue69]. Notons que des résultats similaires, ancrés en théorie
des processus stochastiques, ont néanmoins été démontrés un peu avant par Dobru-
shin [Dob66]. Par ailleurs, en conservant sa vision de probabiliste, Dobrushin s’est
intéressé au modèle d’Ising répulsif (ou anti-ferromagnétique) en deux dimensions
et a montré l’existence d’une transition de phase dépendante de l’environnement
dans le comportement du modèle dont il a présenté une hypothétique forme dans
l’espace des phases [Dob68a, Dob68b]. L’idée qui ressort des travaux de Dobrushin
consiste à étudier la dynamique du modèle d’Ising, noté I , en le soumettant à des
configurations fixes d’environnement différentes ⊚◻I et ⊚∎I . Sur cette base, ses tra-
vaux démontrent qu’il existe certaines valeurs de poids d’interaction pour lesquelles
la mesure invariante de la chaîne de Markov associée à I ∪ ⊚◻I projetée sur I est
différente de celle induite par I ∪ ⊚∎I projetée sur I et d’autres pour lesquelles
elle est identique. Les différences de mesures invariantes forment des transitions de
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phase, dont la caractérisation du domaine reste un problème ouvert dans le modèle
d’Ising anti-ferromagnétique.
Nous avons par le passé adapté le travail de Dobrushin aux réseaux booléens
à seuil. Avant d’en rappeler les principaux résultats (issus de [Sen08]), définissons
brièvement la méthode adoptée, qui se trouve au cœur de la section 3.3.2. Soient
A un automate cellulaire (dont l’architecture est donnée par le graphe d’interac-
tion G = (V,A)) tel que ceux définis plus haut (booléen à seuil, stochastique, fini
et isotrope), ⊚A son environnement et A ∗ son sur-réseau. On définit une instance
de l’environnement comme une sous-configuration x⊚A de A
∗. Soient ⊚◻A et ⊚∎A
deux instances distinctes de l’environnement de A et A ∗◻ et A ∗∎ les deux instances
du sur-réseau associées. Rappelons que, par le théorème de Perron-Frobenius, tout
réseau booléen à seuil fini converge vers une unique mesure invariante 9. Appelons µ
(resp. µ◻, µ∎) la mesure invariante de A (resp. de A ∗◻ , de A ∗∎ ). On dit alors que
le comportement de A admet une transition de phase au regard de son environne-
ment 10 si et seulement si µ◻V ≠ µ∎V . Autrement dit, en cas de transition de phase,
les projections sur l’ensemble des cellules de A des mesures invariantes µ◻ et µ∎ de
A ∗, respectivement instancié par ⊚◻A et ⊚∎A , sont différentes.
Introduisons maintenant la notion de potentiel d’interaction, pour laquelle des
précisions sont données plus bas. À ce stade, distinguons simplement deux potentiels
d’interaction différents, le potentiel de singleton u0,i = wi,iT et le potentiel de couple
u1,i,j = wi,jT , qui, lorsqu’il n’y a aucune ambigüité, peuvent s’écrire plus simplement u0
et u1. On appelle famille l’ensemble des automates cellulaires possédant les mêmes
paramètres u0 et u1. Si A est un automate cellulaire fini de taille tendant vers
l’infini et qu’il admet une transition de phase, alors tous les réseaux de plus petite
taille appartenant à la même famille admettent également une transition de phase
(notons que la réciproque n’est pas vraie) [DJS08, DS08, Sen08]. Sur cette base,
on dit qu’une famille de réseaux booléens à seuil définie par un couple (u0, u1) est
robuste face à l’environnement si et seulement si les réseaux (finis) qui la composent
dont la taille tend vers l’infini n’admettent pas de transition de phase. Inversement,
ils ne sont pas robustes s’ils admettent une transition de phase.
Dans [DJS08, DS08, Sen08], nous avons obtenu plusieurs résultats dont les prin-
cipaux, de nature analytique, sont décrits dans les trois théorèmes suivants.
Théorème 1. Soit R un réseau booléen à seuil plongé dans un espace cellulaire sur
Zd, d ∈ N∗, et dont la matrice d’interaction est symétrique (∀i, j ∈ V, wi,j = wj,i).
L’émergence d’une transition de phase de son comportement asymptotique se produit
sous les mêmes conditions pour les modes de mise à jour parallèle, séquentiels et
tous les modes de mise à jour blocs-séquentiels équivalents à des modes de mise à
jour blocs-parallèles 11 construits à partir de subdivisions successives de R en blocs
creux 12.
9. Ceci est naturellement aussi vrai pour tout réseau fini dont la taille tend vers l’infini, à savoir
de taille arbitrairement grande.
10. Nous dirons simplement que le réseau admet une transition de phase.
11. À l’opposé d’un mode de mise à jour bloc-séquentiel, un mode bloc-parallèle met à jour les
éléments internes aux sous-ensembles de la partition ordonnée de façon séquentielle et itère les blocs
en parallèles.
12. Un sous-ensemble E d’automates est creux si et seulement si ∀i, j ∈ E, i ≠ j, wi,j = 0.
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Théorème 2. Les automates cellulaires booléens à seuil stochastiques finis à une
dimension n’admettent pas de transition de phase au regard de leur environnement.
Théorème 3. Soit R un automate cellulaire booléen à seuil stochastique, fini et
attractif sur Z2 de taille arbitrairement grande. Si R admet une transition de phase
au regard de son environnement, alors R respecte u0 + 2 ⋅ u1 = 0.
Afin d’obtenir la caractérisation (sans la démontrer toutefois) du domaine de transi-
tion de phase, nous avons mené une étude empirique dont les conclusions mettent en
exergue que le domaine de transition de phase se situe une demi-droite d’équation
u0+2 ⋅u1 = 0. L’un des points intéressants de ce résultat est qu’il est analogue à celui
trouvé par Ruelle sur le modèle d’Ising ferromagnétique [Rue69]. D’autres études ont
été menées, notamment sur les automates cellulaires répulsifs (les poids d’interaction
wi,j sont négatifs), qui ont mené à mettre en évidence que le domaine de transition de
phase se situe alors dans un large voisinage d’une demi-droite d’équation u0+2⋅u1 = 0,
comme c’est le cas dans le modèle d’Ising anti-ferromagnétique [Dob68b].
L’une des caractéristiques générales de ces résultats est qu’ils portent sur des
réseaux booléens à seuils définis à partir de fonctions locales de transition linéaires.
Ces fonctions ne permettent de représenter que certains types particuliers d’interac-
tion, à savoir des interactions entre couples d’automates. Afin de compléter les études
passées, tout en nous rapprochant d’un peu plus près de la modélisation en biologie,
nous avons ouvert le problème de la robustesse environnementale sur les automates
cellulaires booléens à seuil non linéaires, qui fait l’objet de la section suivante.
3.3.2 Automates cellulaires à seuil attractifs non-linéaires sur Z2
De manière générale, dans les réseaux de régulation biologique réels, il n’est pas
rare que les éléments qui les constituent se regroupent de manière à former des
« coalitions » agissant en leur nom propre. On trouve de nombreux exemples met-
tant en évidence ces phénomènes de regroupement, qu’ils soient de nature syner-
gétique ou compétitive. En effet, dans le contexte neuronal, des neurones peuvent
s’allier dynamiquement pour mieux répondre à un stress ou transmettre une informa-
tion [Fel82, XG96, Pry08]. Dans le contexte génétique, les protéines peuvent former
des complexes [SM03, ABC+04, BPAL+05] (cf. bfu dans la section 3.2.1). La prise en
compte de ce nouveau type d’éléments passe souvent par la transformation de l’ar-
chitecture des réseaux, en intégrant au sein des graphes d’interaction de nouveaux
sommets spécifiques ainsi que les arcs qu’ils induisent. Ceci a pour conséquence di-
recte d’augmenter la taille des problèmes (c’est-à-dire le nombre d’entrées). La prise
en compte de non-linéarité peut permettre d’éviter cette surcharge, en intégrant dans
les automates existant la possibilité de prendre en compte, sous certaines conditions
d’activation de leur voisins par exemple, des interactions ponctuelles nouvelles. Dans
les automates cellulaires booléens à seuil que nous étudions ici, ce principe de non-
linéarité revient à permettre aux cellules de considérer, en plus des potentiels d’inter-
action de singleton et de couple, des potentiels de triplet, quadruplet. . . Remarquons
que des cas particuliers de non-linéarité ont déjà été étudiés dans le cadre de la
robustesse environnementale du modèle d’Ising [WW89, Wu91, QY92]. Ces études
n’ont toutefois pas été généralisées et aucun travail n’a été mené sur les réseaux boo-
léens à seuil. Ici, nous proposons donc une généralisation des travaux précédents sur
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les automates cellulaires booléens à seuil stochastiques au cas non-linéaire. En par-
ticulier, nous montrons formellement, en deux dimensions, une condition nécessaire
de transition de phase dans ces réseaux, dont nous mettons ensuite en évidence le
caractère suffisant empiriquement, par l’intermédiaire de simulations.
Principe de non-linéarité et matrice de projectivité
Commençons par spécifier une abréviation qui allégera la lecture. À partir de
maintenant, les termes « automates cellulaires linéaires » (resp. non-linéaires) font
référence aux automates cellulaires booléens à seuil stochastiques, finis, attractifs,
isotropes et linéaires (resp. non-linéaires) définis précédemment (resp. qui sont définis
dans les lignes qui suivent).
Potentiels d’interaction Considérons un automate cellulaire quelconque A sur
Z2 et son sur-réseau A ∗. Leurs graphes d’interaction respectifs sont G = (V,A) et
G∗ = (V ∗,A∗). Nous l’avons dit, deux paramètres jouent un rôle particulier dans
l’étude de A , les potentiels d’interaction u0 et u1. Les automates cellulaires non-
linéaires sont tels que les fonctions locales de transition ne prennent pas seulement
en compte ces potentiels mais y ajoutent un troisième, noté η. La fonction η (cf. plus
bas) fournit les images des potentiels d’interaction collectifs que des cellules voisines
d’une autre, i ∈ V , peuvent activer quand plusieurs d’entre elles sont à l’état 1 si-
multanément. Ces potentiels collectifs peuvent ainsi prendre plusieurs formes selon
la configuration dans le voisinage de la cellule i. Considérons à présent que A est un
automate cellulaire non-linéaire, que i ∈ V en est une cellule arbitraire, et définissons
et listons l’ensemble de tous les potentiels d’interaction qui sont pris en compte par
A :
— l’unique potentiel de singleton de i est : u0,i = wi,i/T. Il rentre toujours en
compte dans le calcul de fi ;
— les quatre potentiels de couple possibles de i sont : ∀j ∈ V ∗i , u1,i,j = wi,j/T.
Ils entrent indépendamment dans le calcul de fi lorsque les automates j sont
actifs ;
— les dix potentiels de triplet possibles de i sont : ∀j, ` ∈ Vi, j ≠ `, u2,i,⟨j,`⟩ =
wi,⟨j,`⟩}/T. Ils sont pris en compte indépendamment quand deux voisins de i
sont actifs ;
— les dix potentiels de quadruplet possibles de i sont : ∀j, `,m ∈ Vi, j ≠ ` ≠
m, u3,i,⟨j,`,m⟩ = wi,⟨j,`,m⟩/T. Ils entrent indépendamment dans le calcul de fi
lorsque trois voisins de i sont actifs ;
— the cinq potentiels de quintuplet possibles de i sont : ∀j, `,m, p ∈ Vi, j ≠ ` ≠
m ≠ p, u4,i,⟨j,`,m,p⟩ = wi,⟨j,`,m,p⟩/T. Ils sont pris en compte indépendamment
quand quatre voisins de i sont actifs ;
— l’unique potentiel de sextuplet de i est : ∀i, j, `,m, p ∈ Vi, i ≠ j ≠ ` ≠ m ≠
p, u5,i,⟨i,j,`,m,p⟩ = wi,⟨i,j,`,m,p⟩/T. Il n’est considéré que lorsque tous les voisins
de i sont actifs.
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singleton u0
couples u1
triplets u2
quadruplets u3
quintuplets u4
sextuplet u5
Figure 3.4 – Relations entre les différentes configurations possibles de voisinage
d’une cellule i d’un automate cellulaire non-linéaire sur Z2 et les potentiels d’inter-
action qu’elles induisent. Les cellules en noir (resp. en blanc) représentent des cellules
actives (resp. inactives). Dans les deux premières lignes, la cellule i est mi-noire, mi-
blanche, afin de rendre explicite le fait que le potentiel de singleton est toujours
comptabilisé, que la comptabilisation des potentiels de couple dans le calcul du nou-
vel état de i au temps t + 1 ne dépend pas de l’état de i au temps t mais seulement
des états de ses voisins stricts au temps t. Enfin, dans les quatre dernières lignes,
nous distinguons les configurations en fonction de l’état actif (à droite) ou inactif (à
gauche) de l’automate i.
Dans un souci de clarté et pour donner l’intuition de ces potentiels d’interaction,
notons que, par exemple, le potentiel de triplet u2,i,⟨j,k⟩ représente le poids de l’in-
teraction normalisée par la température T que la cellule i reçoit du groupe ⟨j, k⟩. En
d’autres termes, il s’agit du potentiel d’interaction que le groupe formé des cellules
j et k lorsqu’elles sont actives ensemble (et vu comme une nouvelle cellule virtuelle)
a sur i. De plus, les potentiels d’interaction sont « cumulatifs » dans le sens où une
cellule qui est sujette à un potentiel de triplet est nécessairement aussi sujette à un
ou deux potentiels de couples (selon que i appartient ou non au groupe agissant sur
lui- même) et à son propre potentiel de singleton. La figure 3.4 illustre ces diffé-
rents potentiels d’interaction ainsi que les configurations de voisinage qui les rendent
possibles. Ainsi, à la différence des automates cellulaires linéaires, les potentiels d’in-
teraction (différents des potentiels de singleton et de couple) d’une cellule i en jeu
dans les automates cellulaires non-linéaires utilisent la valeur de l’état de la cellule i.
De plus, ces potentiels sont aussi invariants par translation et isotropes. On simplifie
donc dès maintenant leur écriture en les notant u0, u1, u2, u3, u4 and u5.
Définition des automates cellulaires non-linéaires La définition des auto-
mates cellulaires non-linéaires est directement déduite de celles des potentiels d’in-
teraction.
Définition 2. Soit A un automate cellulaire booléen à seuil de taille n sur Z2 dont
le graphe d’interaction est G = (V,A). Soit A ∗ son sur-réseau associé au graphe
G∗ = (V ∗,A∗). A est un automate cellulaire d’ordre k, 2 ≤ k ≤ 6 si et seulement si
ses fonctions locales de transition sont telles que :
∀i ∈ V, P (xi(t + 1) = 1 ∣ x(t)) = h ○ exp ○ ωi(x(t)), (3.7)
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où h(a) = a1+a et ωi(x(t)) = u0 +∑j∈V ∗i u1 ⋅ xj(t) + η
k
i (xVi(t)) est le potentiel d’inter-
action global reçu par i au temps t, et où ηki (xVi(t)) est le terme non-linéaire de A
et correspond à la somme de potentiels non-linéaires tels que :
ηki (xVi(t)) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
0 si k = 2
∑j1,j2∈Vi
j1≠j2
u2 ⋅ xj1(t) ⋅ xj2(t) si k = 3
∑j1,...,jk∈Vi
j1≠...≠jk
u2 ⋅ xj1(t) ⋅ xj2(t) + . . . + uk ⋅ xj1(t) ⋅ . . . ⋅ xjk(t) sinon
.
Il ressort de cette définition que les automates cellulaires d’ordre 2 sont des au-
tomates cellulaires linéaires et que tous ceux d’ordre supérieur sont effectivement
non-linéaires (car ils admettent un terme non-linéaire non nul). Ils sont en ce sens
des machines de Boltzmann généralisées, étendues pour prendre en compte diffé-
rents types de potentiels d’interaction non-linéaires. Dans le reste de ce chapitre,
l’attention est portée aux automates cellulaires non-linéaires exclusivement (d’ordre
3 ≤ k ≤ 6).
Matrice de projectivité Considérons un automate cellulaire non-linéaire arbi-
traire A∞ sur Z2 de taille n tendant vers l’infini. Soit G∞ = (V∞,A∞) son graphe
d’interaction et A ∗∞ son sur-réseau de taille n∗ associé au graphe G∗∞ = (V ∗∞,A∗∞). La
chaîne de Markov représentant le graphe de transition de A ∗∞ est quant à elle notée
C∗∞ et a pour matrice markovienne p∗∞. De manière à simplifier l’analyse qui suit,
nous donnons dès maintenant une nouvelle notation aux configurations en utilisant
le concept de cylindre issu de la théorie des ensembles. Une configuration x ∈ Bn∗ est
donc notée [K,L] ∈ Bn∗ , où (K = {i ∈ V ∗∞ ∣ xi = 1}) ∩ (L = {i ∈ V ∗∞} ∣ xi = 0}) = ∅.
À présent, considérons la mesure invariante µ de C∗∞. Par définition, µ satis-
fait les équations de projectivité et de conditionnement suivantes. Les équations de
projectivité sont définies comme :
∀[K,L] ∈ Bn∗ ,∀i ∈K, µ([K,L]) + µ([K ∖ {i}, L ∪ {i}]) = µ([K ∖ {i}, L]),
où µ([K,L]) représentent la probabilité stationnaire d’observer la configuration
[K,L]. Les équations de conditionnement sont, elles, données par :
∀[K,L] ∈ Bn∗ ,∀i ∈ V∞, µ([{i},∅]) = ∑
K,L
Φi(K,L) ⋅ µ([K,L]),
où µ([{i},∅]) représente la probabilité stationnaire que la cellule i soit à l’état 1 et
Φi(K,L) est la probabilité conditionnelle, donnée dans (3.7), que la cellule i soit à
l’état 1 à l’étape t + 1 sachant la configuration [K,L] à l’étape t telle que :
µ(xi(t + 1) = 1 ∣ [K,L]) = Φi(K,L) = h ○ exp ○ ωi([K,L])
= e
u0+∑j∈V ∗
i
∩K u1⋅xj(t)+ηki ([K,L])
1 + eu0+∑j∈V ∗i ∩K u1⋅xj(t)+η
k
i ([K,L])
.
Afin de ne pas alourdir les équations, admettons à partir de là l’abus de notation
suivant : ηki ([K,L]) = ηki (K). Comme A ∗∞ est invariant par translation à environne-
ment fixé, il admet un caractère markovien spatial qui permet de réduire l’étude de
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son comportement à celle du comportement de l’automate A dont le graphe d’inter-
action G = (V,A) est le sous-graphe de G∗∞ induit par les sommets dans le voisinage
Vo d’une cellule centrale arbitraire o de A∞ 13. Considérons que les quatre cellules
présentes dans le voisinage strict de o sont identifiées lexicographiquement de ma-
nière que V ∗o = {1,2,3,4}. Pour les besoins de l’étude, la notion de configuration
[K,L] est maintenant réduite aux cellules de V ∗o , à savoir que K,L ⊆ V ∗o , de sorte
que le terme non-linéaire devienne :
ηko(K) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
0 si k = 2,
∑j1,j2∈Vo∩(K∪{o})
j1≠j2
u2 ⋅ xj1(t) ⋅ xj2(t) si k = 3,
∑j1,...,jk∈Vo∩(K∪{o})
j1≠...≠jk
u2 ⋅ xj1(t) ⋅ xj2(t) + . . . + uk ⋅ xj1(t) ⋅ . . . ⋅ xjk(t) sinon.
Sur cette base, nous introduisons le concept de matrice de projectivité positive,
dont la définition est liée à l’existence de transitions de phase induites par l’influence
de l’environnement.
Définition 3. Soit A∞ un automate cellulaire non-linéaire sur Z2 de taille n tendant
vers l’infini et d’ordre k ≥ 3, et A ∗∞ son sur-réseau. Soit A la restriction de A ∗∞ dont
le graphe d’interaction est G = (V,A) tel que V = Vo = {o,1,2,3,4}. La matrice de
projectivité M associée à A est la matrice d’ordre 2∣V
∗
o ∣ dont les coefficients sont
ceux du système linéaire suivant des équations de projectivité et de conditionnement
dans lesquelles les inconnues sont les µ :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
µ([{1,2,3,4},∅]) + µ([{2,3,4},{1}]) = µ([{2,3,4},∅])
µ([{1,2,3,4},∅]) + µ([{1,3,4},{2}]) = µ([{1,3,4},∅])
µ([{1,2,3,4},∅]) + µ([{1,2,4},{3}]) = µ([{1,2,4},∅])
µ([{1,2,3,4},∅]) + µ([{1,2,3},{4}]) = µ([{1,2,3},∅])
µ([{2,3,4},{1}]) + µ([{3,4},{1,2}]) = µ([{3,4},{1}])
µ([{2,3,4},{1}]) + µ([{2,4},{1,3}]) = µ([{2,4},{1}])
µ([{2,3,4},{1}]) + µ([{2,3},{1,4}]) = µ([{2,3},{1}])
µ([{1,3,4},{2}]) + µ([{1,4},{2,3}]) = µ([{1,4},{2}])
µ([{1,3,4},{2}]) + µ([{1,3},{2,4}]) = µ([{1,3},{2}])
µ([{1,2,4},{3}]) + µ([{1,2},{3,4}]) = µ([{1,2},{3}])
µ([{3,4},{1,2}]) + µ([{4},{1,2,3}]) = µ([{4},{1,2}])
µ([{3,4},{1,2}]) + µ([{3},{1,2,4}]) = µ([{3},{1,2}])
µ([{2,4},{1,3}]) + µ([{2},{1,3,4}]) = µ([{2},{1,3}])
µ([{1,4},{2,3}]) + µ([{1},{2,3,4}]) = µ([{1},{2,3}])
µ([{4},{1,2,3}]) + µ([∅,{1,2,3,4}]) = µ([∅,{1,2,3}])
∑[K,L]∈B∣V ∗o ∣ Φo(K,L) ⋅ µ([K,L]) = µ([{o},∅])
. (3.8)
13. Ce choix d’une cellule centrale n’est pas indispensable du point de vue théorique mais il
s’avère important du point de vue empirique à cause de l’impossibilité de simuler numériquement le
comportement d’automates cellulaires finis de taille arbitrairement grande. Dans ce cas, se focaliser
sur une cellule centrale de N∞ est pertinent dans le sens où elle est parmi celles qui sont les plus
éloignées des cellules périphériques en moyenne et est par conséquent l’une de celles qui sont les
moins sensibles à l’influence de l’environnement.
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On en déduit directement M :
M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝
1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1
Φ4 Φ3 Φ2 Φ1 Φ0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠
, (3.9)
où :
— Φ4 = e
u0+4⋅u1+η
k
o (V
∗
o )
1+eu0+4⋅u1+ηko (V ∗o )
permet de considérer les potentiels de quintuplet, voire
de sextuplet dans le cas où o est actif ;
— Φ3 = e
u0+3⋅u1+η
k
o (V
∗
o ∖K)
1+eu0+3⋅u1+ηko (V ∗o ∖K)
, où ∣K ∣ = 1, permet de considérer les potentiels de
quadruplet, voire de quintuplet dans le cas où o est actif ;
— Φ2 = e
u0+2⋅u1+η
k
o (V
∗
o ∖K)
1+eu0+2⋅u1+ηko (V ∗o ∖K)
, où ∣K ∣ = 2, permet de considérer les potentiels de
triplet, voire de quadruplet dans le cas où o est actif ;
— Φ1 = e
u0+u1+η
k
o (V
∗
o ∖K)
1+eu0+u1+ηko (V ∗o ∖K)
, , où ∣K ∣ = 3, permet de considérer les potentiels de
couple, voire de triplet dans le cas où o est actif et
— Φ0 = e
u0
1+eu0 ne considère que le potentiel de singleton.
Influence de l’environnement
Pour qu’un automate cellulaire A∞ admette une transition de phase telle que dé-
finie dans la section 3.3.1, les paramètres architecturels qui le caractérisent doivent
être intimement liés [Dob66, Dob68a, Dob68b]. Au niveau local de la cellule centrale
o, ce lien particulier doit se retrouver au niveau de sa probabilité stationnaire. Or,
le comportement asymptotique de o est caractérisé par la matrice de projectivité
M donnée dans (3.9). Par conséquent, pour qu’une transition de phase émerge du
comportement asymptotique de A∞, il est nécessaire que les équations du système
linéaire présenté dans (3.8) soient linéairement dépendantes. Plus précisément, il est
nécessaire qu’une dépendance linéaire existe entre les équations de projectivité et
l’équation de conditionnement. L’objet de ce qui suit est de démontrer une condition
nécessaire et suffisante sur les potentiels d’interaction qui valide la nullité du déter-
minant de la matrice de projectivité d’un automate cellulaire non-linéaire arbitraire.
Dans [Dem81], Demongeot a analysé certaines propriétés des champs aléatoires
markoviens et a obtenu une formule générale caractérisant la nullité des déterminants
des matrices de projectivité. Ce résultat est l’objet du lemme 1 suivant.
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Lemme 1. La nullité du déterminant d’une matrice de projectivitéM est caractérisée
par :
DetM = 0 ⇐⇒ ∑
K⊆V ∗o
(−1)∣V ∗o ∖K∣ ⋅Φo(K,V ∗o ∖K) = 0.
Notons que le lemme précédent est plongé dans le cadre général des champs aléa-
toires et qu’il ne donne aucune précision à propos des paramètres architecturels (à
savoir les potentiels d’interaction) des réseaux induisant les transitions de phase.
Autrement dit, il n’en ressort pas de condition architecturelle nécessaire permettant
d’aller en direction d’une caractérisation des familles d’automates cellulaires robustes
à leur environnement. C’est pourquoi, sur sa base, nous dérivons une nouvelle ca-
ractérisation de la nullité des déterminants des matrices de projectivité, pertinente
dans notre contexte.
Définition 4. Soit A un automate cellulaire non-linéaire sur Z2, associé au graphe
G = (V,A), et soit i une cellule arbitraire de A . Le terme non-linéaire de i, noté ηki ,
est symétrique si et seulement si :
∀K ⊆ V ∗i , ηki (V ∗i ) = ηki (K) + ηki (V ∗i ∖K).
L’idée présente est de prouver que la propriété de symétrie du terme non-linéaire
est nécessaire et suffisante pour que DetM = 0 soit satisfaite. Le choix de cette condi-
tion de symétrie provient directement de la dépendance linéaire entre les équations
de projectivité et l’équation de conditionnement de (3.8) induite par la nullité de
DetM . Plus précisément, cette dépendance linéaire signifie qu’il existe une relation
particulière entre les potentiels d’interaction u qui définissent le réseau A . Comme
cela a été montré dans [DJS08, Sen08] dans le cadre des automates cellulaires li-
néaires, cette relation est une relation de « contre-balancement » entre les potentiels
de singleton négatifs et les potentiels de couple positifs. À partir de ces connaissances,
il semble naturel que le même type de relation de contre-balancement opère aussi
dans les automates cellulaires non-linéaires. Or, la symétrie du terme non-linéaire
est un moyen de construire des potentiels d’interaction non-linéaires de différentes
parités de signes différents afin de favoriser l’effet de contre-balancement.
Commençons par étudier les propriétés générales d’un terme non-linéaire symé-
trique. Ainsi, admettons que, pour tout K ⊆ V ∗o , le terme non-linéaire ηko(K) est
symétrique et vaut −2 ⋅ u0 −∑j∈V ∗o u1 − η
k
o(V ∗o ∖K).
Lemme 2. Soit A un automate cellulaire non-linéaire d’ordre k ≥ 3 dans Z2. Soit
K un sous-ensemble arbitraire de V ∗o et soit η
k
o(K) = −2 ⋅u0 −∑j∈V ∗o u1 −η
k
o(V ∗o ∖K)
le terme non-linéaire défini sur K. La propriété de symétrie du terme non-linéaire
de A vérifie :
∀K ⊆ V ∗o , ηko(K) = ηko(V ∗o )−ηko(V ∗o ∖K) ⇐⇒ u0+
∑j∈V ∗o u1
2
+ η
k
o(V ∗o )
2
= 0. (3.10)
Démonstration. Notons ηko(V ∗o ) − ηko(V ∗o ∖ K) = ηsym. En développant le membre
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gauche de (3.10) selon la définition du terme non-linéaire, on obtient trivialement :
∀K ⊆ V ∗o , ηko(K) = ηsym ⇐⇒ − 2 ⋅ u0 − ∑
j∈V ∗o
u1 − ηko(V ∗o ∖K) = ηsym
⇐⇒ − 2 ⋅ u0 − ∑
j∈V ∗o
u1 = ηko(V ∗o )
⇐⇒ u0 +
∑j∈V ∗o u1
2
+ η
k
o(V ∗o )
2
= 0.
Maintenant, exprimons la propriété de symétrie du terme non-linéaire au moyen
des probabilités conditionnelles Φo.
Lemme 3. Si A est un automate cellulaire non-linéaire d’ordre k ≥ 2 dans Z2,
alors :
∀K ⊆ V ∗o ,
u0 +
∑j∈V ∗o u1
2
+ η
k
o(V ∗o )
2
= 0 ⇐⇒ Φo(K,V ∗o ∖K) +Φo(V ∗o ∖K,K) = 1. (3.11)
Démonstration. La preuve est réalisée directement en développant, puis en simpli-
fiant le membre droit de (3.11). Tout d’abord, nous avons :
∀K ⊆ V ∗o , Φo(K,V ∗o ∖K) +Φo(V ∗o ∖K,K) = 1
⇐⇒ e
u0+∑j∈K u1+η
k
o (K)
1+eu0+∑j∈K u1+ηko (K)
+ e
u0+∑j∈V ∗o ∖K
u1+η
k
o (V
∗
o ∖K)
1+eu0+∑j∈V ∗o ∖K u1+η
k
o (V ∗o ∖K)
= 1
⇐⇒ e
u0+∑j∈V ∗o ∖K
u1+η
k
o (V
∗
o ∖K)
1+eu0+∑j∈V ∗o ∖K u1+η
k
o (V ∗o ∖K)
= 1 − e
u0+∑j∈K u1+η
k
o (K)
1+eu0+∑j∈K u1+ηko (K)
⇐⇒ e
u0+∑j∈V ∗o ∖K
u1+η
k
o (V
∗
o ∖K)
1+eu0+∑j∈V ∗o ∖K u1+η
k
o (V ∗o ∖K)
= e
−u0−∑j∈K u1−η
k
o (K)
1+e−u0−∑j∈K u1−ηko (K)
.
Considérons la dernière équation et procédons au changement de variable suivant :
soient ν` and νr (resp. δ` and δr) les numérateurs (resp. les dénominateurs) respectifs
des membres gauche et droit. De plus, soit κ = e∑j∈V ∗o ∖K u1−∑j∈K u1−η
k
o (K)+ηko (V ∗o ∖K).
On a alors :
∀K ⊆ V ∗o , Φo(K,V ∗o ∖K) +Φo(V ∗o ∖K,K) = 1
⇐⇒ ν`δ` =
νr
δr
⇐⇒ ν` ⋅ δr = νr ⋅ δ` ⇐⇒ ν` + κ = νr + κ ⇐⇒ ν` = νr
⇐⇒ eu0+∑j∈V ∗o ∖K u1+η
k
o (V ∗o ∖K) = e−u0−∑j∈K u1−ηko (K)
⇐⇒ u0 +∑j∈V ∗o ∖K u1 + η
k
o(V ∗o ∖K) = −u0 −∑j∈K u1 − ηko(K)
⇐⇒ ηko(K) = −2 ⋅ u0 −∑j∈V ∗o u1 − η
k
o(V ∗o ∖K).
Maintenant, par hypothèse de symétrie du terme non-linéaire, on obtient :
∀K ⊆ V ∗o , Φo(K,V ∗o ∖K)+Φo(V ∗o ∖K,K) = 1 ⇐⇒ ηko(K) = ηko(V ∗o )−ηko(V ∗o ∖K),
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et, par le lemme 2 :
∀K ⊆ V ∗o , Φo(K,V ∗o ∖K) +Φo(V ∗o ∖K,K) = 1 ⇐⇒ u0 +
∑j∈V ∗o u1
2
+ η
k
o(V ∗o )
2
= 0.
Nous venons d’obtenir tous les résultats intermédiaires pour montrer que la sy-
métrie du terme non-linéaire est suffisante pour que le déterminant de la matrice
de projectivité M soit nul. Ceci amène à la proposition 1 suivante, qui sera affinée
plus tard pour obtenir une caractérisation de la condition nécessaire de transition de
phase.
Proposition 1. Soit A un automate cellulaire non-linéaire sur Z2 de taille arbitrai-
rement grande n et d’ordre k ≥ 3. La symétrie du terme non-linéaire est une condition
suffisante pour la nullité du déterminant de la matrice de projectivité M :
u0 +
∑j∈V ∗o u1
2
+ η
k
o(V ∗o )
2
= 0 Ô⇒ DetM = 0. (3.12)
Démonstration. Du lemme 1 et par la parité du cardinal de V ∗o (le nombre de sous-
ensembles de V ∗o de cardinal pair est égal à celui des sous-ensembles de cardinal
impair), on a :
DetM = 0 ⇐⇒ ∑
K⊆V ∗o
(−1)∣V ∗o ∖K∣ ⋅Φo(K,V ∗o ∖K) = 0
⇐⇒ ∑
K⊆V ∗o
(−1)∣V ∗o ∖K∣ × 1
2
⋅ (Φo(K,V ∗o ∖K) +Φo(V ∗o ∖K,K)) = 0.
(3.13)
À partir du lemme 3, on en déduit :
∑
K⊆V ∗o
(−1)∣V ∗o ∖K∣ ⋅ 1
2
= 0 Ô⇒ DetM = 0.
Remarquons que la dernière équation est satisfaite sous l’hypothèse de symétrie du
terme non-linéaire de A (cf. (3.11)). Par conséquent, en suivant les lemmes 1, 2 et
and 3, on obtient :
u0 +
∑j∈V ∗o u1
2
+ η
k
o(V ∗o )
2
= 0 Ô⇒ DetM = 0.
Maintenant que nous sommes parvenus à démontrer la condition suffisante, conti-
nuons en montrant dans quelle mesure la symétrie du terme non-linéaire est égale-
ment nécessaire. Pour ce faire, définissons deux nouveaux éléments qui s’avèreront
utiles : la symétrie des potentiels d’interaction u, appelée condition de symétrie (cf.
définition 5), et la compensation entre les potentiels globaux, appelée condition de
compensation (cf. définition 6).
Soit h = h ○ exp la fonction homographique de l’exponentielle (en l’occurence
une fonction sigmoïde symétrique par rapport à son point d’inflection) définie par
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h(x) ∶ x↦ ex1+ex . À partir de la matrice de projectivité M (cf. page 57), introduisons
les quantités Qi qui correspondent respectivement aux exposants des probabilités
conditionnelles Φi, c’est-à-dire les potentiels globaux d’une configuration, pour i ∈
{0, . . . ,4} qui doivent être pris en compte dans la formule caractérisant la nullité
DetM du lemme 1 :
Q0 = u0,
Q1 = u0 + u1 + u2,
Q2 = u0 + 2u1 + 3u2 + u3,
Q3 = u0 + 3u1 + 6u2 + 4u3 + u4,
Q4 = u0 + 4u1 + 10u2 + 10u3 + 5u4 + u5.
Par ailleurs, nous utiliserons la notation suivante : ∀i ∈ {0, . . . ,4},g(Qi,Q4−i) =
h(Qi) + h(Q4−i).
Définition 5. La condition de symétrie, fondée sur les potentiels d’interaction u est
donnée par :
Q0 +Q4 = 0,Q1 +Q3 = 0 et Q2 = 0.
À partir de cette définition de symétrie, le lemme 4 donne une caractérisation de
cette condition qui est une généralisation de la condition de transition de phase de
Ruelle [Rue69] telle qu’elle apparaît dans la proposition 1.
Lemme 4. L’équivalence suivante relie la condition de symétrie aux potentiels d’in-
teraction :
Q0 +Q4 = 0,Q1 +Q3 = 0 et Q2 = 0 ⇐⇒ u0 +
∑j∈V ∗o u1
2
+ η
k
o(V ∗o )
2
= 0.
Démonstration. Par définition, on a d’abord que (Q0 +Q4)/2 = u0 + 2u1 + η
k
o (V ∗o )
2 . Il
en ressort directement que Q0 +Q4 = 0 ⇐⇒ u0 + 2u1 + η
k
o (V ∗o )
2 = 0. Représentons par
Kj tout sous-ensemble du voisinage strict activé de la cellule centrale de cardinal j.
Par la définition 4 de la symétrie du terme non-linéaire et le lemme 2, on peut écrire :
3u2 + u3 = ηko(K2) =
ηko(V ∗o )
2
= −u0 − 2u1,
ce qui implique que Q2 = 0 et, de manière similaire :
7u2 + 4u3 + u4 = ηko(K1) + ηko(K3) = ηko(V ∗o ) = −2u0 − 4u1,
ce qui implique que Q1 +Q3 = 0.
Ce dernier lemme souligne l’effet de contre-balancement entre les potentiel d’in-
teraction globaux des configurations complémentaires dans le voisinage de la cellule
centrale, déjà évoqué plus haut.
Définition 6. La condition de compensation est donnée par :
Q2 =
Q0 +Q4
2
= Q1 +Q3
2
.
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Nous utiliserons dans la suite une version affaiblie, appelée semi-condition de
compensation, définie par : Q2 = Q0+Q42 ou Q2 =
Q1+Q3
2 . De là, prouvons que la
condition de symétrie est suffisante à la fois pour la nullité de DetM et la semi-
condition de compensation.
Lemme 5. La condition de symétrie implique la nullité de DetM et la semi-condition
de compensation. Formellement :
Q0 +Q4 = 0,Q1 +Q3 = 0 et Q2 = 0 Ô⇒ Q2 = 0, DetM = 0 et Q2 =
Q0 +Q4
2
.
Démonstration. Depuis la proposition 1 et le lemme 4, il est direct que la condition
de symétrie est suffisante pour la nullité de DetM . De plus, remarquons que sous
l’hypothèse de la condition de symétrie, Q2 = 0 et Q0 +Q4 = 0. En conséquence, on
obtien la semi-condition de compensation : Q0+Q42 = Q2.
Le lemme 6 ci-dessous présente une relation entre la semi-condition de compen-
sation et la condition de compensation au regard de la nullité du déterminant de la
matrice de projectivité.
Lemme 6.
Q2 = 0, DetM = 0 et Q2 =
Q0 +Q4
2
Ô⇒ Q2 = 0 et
Q0 +Q4
2
= Q2 =
Q1 +Q3
2
.
Démonstration. Considérons l’expansion de DetM = 0 qui donne :
DetM = 0 Ô⇒ g(Q0,Q4) + 6h(Q2) − 4(g(Q1,Q3)) = 0
Ô⇒ (g(Q0,Q4) − 2h(Q2)) − 4(g(Q1,Q3) − 2h(Q2)) = 0
Ô⇒ (g(Q0,Q4)
2
− h(Q2)) − 4(
g(Q1,Q3)
2
− h(Q2)) = 0
Ô⇒ (g(Q0,Q4)
2
− h(Q2)) − 4(
g(Q1,Q3)
2
− h(Q2)) = 0
(3.14)
De plus, considérons l’inégalité de Jensen généralisée dans le cas d’une fonction sig-
moïde f symétrique par rapport à son point d’inflection par :
sgn(x + y
2
) × f(x) + f(y)
2
≤ sgn(x + y
2
) × f(x + y
2
),
l’égalité étant possible seulement si x+ y = 0. Dans notre cas, étant donnée la nature
de h, on peut appliquer la précédent inégalité et écrire :
∀i ∈ {0, . . . ,4},
sgn(Qi +Q4−i
2
) × h(Qi) + h(Q4−i)
2
≤ sgn(Qi +Q4−i
2
) × h(Qi +Q4−i
2
).
Or, par hypothèse de la condition de semi-compensation Q0+Q42 = Q2 et parce que
Q2 = 0 (en raison de la condition de symétrie), on a :
g(Q0,Q4)
2
= h(Q2).
Ainsi, en suivant l’équation 3.14, g(Q1,Q3)2 − h(Q2) = 0, et puisque Q2 = 0, Q2 est le
barycentre de (Q1,Q3) tel que Q1+Q32 = Q2.
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Le lemme 7 montre que la condition de compensation associée à Q2 = 0 im-
plique la condition de symétrie. La démonstration est une conséquence directe de
l’instanciation de Q2 = 0 dans la condition de symétrie.
Lemme 7.
Q2 =
Q0 +Q4
2
= Q1 +Q3
2
et Q2 = 0 Ô⇒ Q0 +Q4 = 0, Q1 +Q3 = 0 et Q2 = 0.
À partir de la proposition 1 et des lemmes 4, 5, 6 et 7, on obtient le théorème 4 qui
caractérise la nullité du déterminant de la matriceM , et donc la condition nécessaire
attendue d’émergence de transition de phase marquant l’influence des conditions de
bord.
Théorème 4.
Q0 +Q4 = 0,Q1 +Q3 = 0 et Q2 = 0
Ô⇒ Q2 = 0, DetM = 0 et Q2 =
Q0 +Q4
2
Ô⇒ Q2 = 0 et
Q0 +Q4
2
= Q2 =
Q1 +Q3
2
Ô⇒ Q0 +Q4 = 0, Q1 +Q3 = 0 et Q2 = 0.
On en tire le corollaire 1 suivant.
Corollaire 1. Les familles non-linéaires d’ordre k ≥ 3 sur Z2 non-robustes à l’envi-
ronnement sont nécessairement situées sur la droite d’équation u0+
∑j∈V ∗o u1
2 +
ηko (V ∗o )
2 =
0.
Afin d’illustrer ces familles non-linéaires non-robustes à l’environnement et de
tester (sans pour autant démontrer) la suffisance de la condition de non-robustesse,
nous avons mené une campagne de simulations numériques. Brièvement, l’idée a
été de considérer des automates cellulaires bidimensionnels plongés sur des grilles
carrées, en faisant croître leur taille progressivement. La mesure effectuée, appelée
mesure de dissimilarité et notée S, consiste à calculer asymptotiquement les diffé-
rences d’activité 14 de leurs cellules centrales quand ils sont sujets à des instances
d’environnement différentes. Les détails du protocole de simulation sont présentés
dans [DS11]. La figure 3.5 présente les résultats obtenus sur la famille des auto-
mates cellulaires non-linéaires d’ordre k = 2, c’est-à-dire sur la famille considérant
les potentiels d’interaction jusqu’aux potentiels de triplets (des coalitions de deux
cellules).
Plus précisément, les automates cellulaires considérés ont été soumis aux ins-
tances d’environnement ⊚◻ = (0, . . . ,0) et ⊚∎ = (1, . . . ,1). Ce choix d’instances pro-
vient des résultats obtenus dans [DJS08, BADS08], montrant qu’elles sont celles qui
induisent une influence maximale sur le comportement des automates cellulaires at-
tractifs. La mesure de dissimilarité a été obtenue à partir de cinq simulations du
comportement asymptotique de 20 000 automates cellulaires d’ordre 2 de tailles res-
pectives 11×11, 37×37 and 131×131 (chaque couple de valeurs sur le plan (0, u1, u2)
14. L’activité d’une cellule sur un intervalle de temps est le nombre d’étapes au cours desquelles
cette cellule est active.
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Figure 3.5 – Transitions de phase émergeant dans les automates cellulaires non-
linéaires attractifs d’ordre 2 sur la droite d’équation 2 ⋅ u1 + 5 ⋅ u2 = 0.
correspond à un automate cellulaire caractérisé par les paramètres u0 = 0, 0 ≤ u1 ≤ 20
et −10 ≤ u2 ≤ 0 avec un pas de variation égal à 0,1). Les tailles choisies permettent
d’obtenir des résultats sur des automates cellulaires à trois ordres de grandeur dis-
tincts, ce qui rend pertinents les résultats. En particulier, pour chaque taille, les
mesures de dissimilarité qui sont strictement positives (significativement) se situe
sur la droite d’équation 2 ⋅ u1 + 5 ⋅ u2 = 0, ce qui correspond exactement à l’équation
obtenue théoriquement. En effet, la condition de Ruelle généralisée pour la nullité de
DetM est :
u0 +
∑j∈V ∗o u1
2
+ η
k
o(V ∗o )
2
= 0 ⇐⇒ u0 +
4 ⋅ u1
2
+
(5
2
) ⋅ u2
2
= 0
⇐⇒ u0 + 2 ⋅ u1 + 5 ⋅ u2 = 0,
ce qui donne 2 ⋅ u1 + 5 ⋅ u2 = 0 comme illustrée sur la figure 3.5 quand u0 = 0. Par
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ailleurs, en considérant les potentiels d’interaction globaux Q0 et Q4, sur lesquels on
applique les conditions de symétrie et de compensation détaillées plus haut and la
nullité de u0, u3, u4 et u5, on obtient bien 2 ⋅ u1 + 5 ⋅ u2 = 0.
En conséquence, les résultats obtenus par simulation mettent en évidence que
l’équation paramétrique de nullité du déterminant des matrices de projectivité est
également une condition suffisante de transition de phase qui caractérise les familles
d’automates cellulaires non-linéaires non-robustes à leur environnement. En effet,
bien qu’il existe sur la droite 2 ⋅ u1 + 5 ⋅ u2 = 0 (réduite au plan des réseaux attrac-
tifs) des valeurs de paramètres où la mesure de dissimilarité est faible, cette droite
marque clairement une frontière entre deux zones de l’espace des phases. La première
se caractérise par une mesure de dissimilarité nulle, la seconde par une mesure de dis-
similarité bruitée non-nulle qui n’est cependant pas suffisamment éloignée de 0 pour
pouvoir considérer que les réseaux y appartenant sont non-robustes à l’influence de
l’environnement.
3.3.3 Discussion
Dans cette section, nous avons traité le problème de l’influence de l’environnement
sur le comportement d’une classe d’automates cellulaires particuliers, soumis à des
contraintes relativement fortes. En particulier, nous avons généralisé des résultats
existant, en passant du contexte linéaire au non-linéaire, qui nous a permis de nous
libérer de l’hypothèse de l’indépendance aux auto-interactions (prises en compte dans
le terme non-linéaire) sur laquelle se fondaient tous les résultats dans ce domaine.
Par ailleurs, les techniques utilisées sont d’autant plus pertinentes qu’elles permettent
d’atteindre l’objectif sans pour autant amasser les niveaux de difficultés.
Les questions d’ordre théorique qui restent ouvertes, ou qui ont été soulevées par
cette étude, sont nombreuses. Tout d’abord, en soi, le problème de la caractérisation
du domaine de robustesse environnementale des automates cellulaires non-linéaires
étudiés reste un problème ouvert bien que, dans le cas, attractif, le problème ait déjà
bien avancé. Le cas des automates cellulaires répulsifs, dans lesquels les poids d’inter-
action de voisinage strict sont négatifs, reste non traité pour le moment. Il n’est par
ailleurs pas encore résolu dans le cas linéaire. Par conséquent, il faudrait commen-
cer par là avant de plonger dans le contexte non-linéaire. Cependant, il semble que
la question la plus pertinente réside dans un rapprochement progressif de la réalité
biologique. Il est certain que les automates cellulaires possèdent des avantages indis-
cutables pour mener ce genre d’étude. Mais se libérer pas à pas des contraintes qu’ils
imposent pourrait permettre d’obtenir de nouvelles intuitions dans le contexte bio-
logique. Pour avancer de façon raisonnable, la contrainte qui semble être la première
à devoir être levée est celle l’invariance par translation fonctionnelle (en conservant
l’invariance par translation). L’idée serait de faire que les potentiels d’interaction
u soient non seulement des fonctions des poids d’interaction mais également de la
distance des automates auxquels ils correspondent par rapport au centre du réseau.
Un autre aspect théorique qui ouvre des perspectives intéressantes est la perte de la
contrainte de synchronisme parfait imposée par le mode de mise à jour parallèle. Il
s’agit d’un moyen de combiner en une même étude les robustesses environnementale
et structurelle. En d’autres termes, les résultats obtenus sont-ils valides (au moins
partiellement) dans d’autres modes ? À l’heure actuelle, seules des simulations ont
été entreprises dans le cas de réseaux linéaires. Les résultats soulignent l’existence
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de transitions de phase mais leurs domaines de définition changent. Un autre pas
en direction de la biologie, toujours ancré autour de la robustesse environnementale
des systèmes, consisterait à exhiber ce qu’il advient des résultats connus lorsque les
réseaux étudiés sont soumis à des perturbations stochastiques de leur topologie. Cela
reviendrait à analyser de concert la robustesse environnementale et architecturelle
des réseaux. Bien sûr, étant données les difficultés inhérentes à l’étude de la robus-
tesse environnementale en soi, combiner les types de robustesse dans une même étude
théorique est à voir comme un projet à long terme mais c’est une étape obligée si
l’on veut à terme obtenir des résultats généraux applicables à la réalité des systèmes
de régulation biologique.
Du point de vue applicatif, ces résultats démontrent que l’information transmise
par l’environnement dans un réseau réussit à être diffusée dans tous les automates,
même quand la taille du réseau tend vers l’infini. Cela suggère que l’environnement
joue un rôle significatif dans tous les systèmes, pas uniquement dans ceux qui sont
réguliers (à partir du moment où ils sont connexes). Par conséquent, toute étude
dans un contexte de modélisation devrait s’attacher à comprendre l’influence de
l’environnement sur le système avant de changer de niveau d’abstraction. Dans le
cas contraire, il se pourrait que des résultats contradictoires soient retrouvés à des
niveaux d’abstraction différents. Ce travail pourrait également avoir des applications
presque directes dans les contextes classiques de mémoire associative et d’apprentis-
sage [MP69, Hop82], où des environnements variables pourraient permettre de per-
turber ou faciliter ces deux phases de mémorisation et de restitution par le calcul. Il
serait par conséquent intéressant d’identifier les environnements propices et ceux qui
tendent à empêcher le système de faire les associations attendues. De plus, bien sûr,
la question de la non-linéarité en elle-même est abordée. Comme nous l’avons évoqué,
elle offre un moyen d’intégrer les coalitions synergétiques et compétitives dans les ré-
seaux à moindre coût, dans le sens où elles évitent l’augmentation de la taille des
entrées des problèmes, qui est un paramètre majeur dès lors que l’on s’intéresse à des
problèmes de caractérisation de comportements de réseaux de régulation. Ici, dans le
contexte de réseaux d’automates modèles de réseaux de régulation « réels », préciser
formellement les conditions dans lesquelles l’utilisation de fonctions non-linéaires en
remplacement de l’ajout d’automates dans l’architecture des réseaux pourrait s’avé-
rer tout à fait bénéfique pour la communauté de bio-informatique théorique.
L’ensemble des résultats présentés dans ce chapitre montre ainsi l’importance du
rôle de l’environnement sur le comportement des réseaux booléens à seuil. L’envi-
ronnement des réseaux n’est cependant pas le seul élément qui agit directement sur
le comportement des réseaux. En effet, la présence de cycles d’interaction au sein
de leurs graphes d’interaction joue également un rôle déterminant, notamment sur
leur comportement asymptotique. Sans parler de robustesse dans ce contexte, on sait
depuis les travaux de Thomas et de Robert [Tho81, Rob86, Td90, Rob95] que ces
cycles sont les principaux responsables de la capacité des réseaux à admettre plu-
sieurs comportements asymptotiques stables et à osciller asymptotiquement, ce qui
en fait des éléments d’intérêt de tout premier plan. Le chapitre qui vient s’intéresse à
ces cycles ainsi qu’à leurs intersections, en s’attachant notamment à leurs propriétés
combinatoires.
Chapitre 4
Comportements asymptotiques de
motifs « simples » d’interaction
Les résultats présentés dans ce chapitre sont tirés de [DNS10, DENS11, DEN+11, DNS12]
et ont été donnés dans le chapitre 2 la thèse de doctorat de Mathilde Noual [Nou12],
disponible sur http://tel.archives-ouvertes.fr/tel-00726560. En conséquence,
les démonstrations les plus longues ne sont pas présentées dans ce document, afin de ne
pas le surcharger.
Les cycles d’automates booléens sont des objets mathématiques qui se trouvent, de-puis une trentaine d’années maintenant, au centre de nombreuses recherches en
bio-informatique théorique. Parmi les plus marquantes sur le sujet, on retrouve celles
de Thomas [Tho81, TR88, Td90] et Robert [Rob86, Rob95], qui ont mis en avant
l’importance de ces motifs d’interaction sur les comportements des réseaux, qu’ils
soient vus comme des objets purement théoriques ou comme des modèles de la régu-
lation biologique. Dans ses travaux, Robert a montré un premier résultat, qui précise
qu’un réseau d’automates sans cycle possède un comportement trivial. En d’autres
termes, tous les réseaux dont le graphe d’interaction est un graphe acyclique admet
un unique comportement asymptotique, à savoir une configuration stable. La preuve
de ce résultat s’obtient facilement en utilisant par exemple une récurrence sur les
profondeurs successives des automates en partant des sources, et en montrant qu’à
chaque profondeur, les automates sources fixent le comportement des automates de
la profondeur suivante. Tous les automates se retrouvent donc asymptotiquement
à un état fixé. Les travaux de Thomas ont quant à eux mis en évidence des com-
portements plus fins induits par la présence des cycles, sous l’hypothèse d’un mode
de mise à jour asynchrone. Ils ont notamment souligné sous forme de conjectures
que les cycles positifs (resp. négatifs) sont nécessairement présents dans les graphes
d’interaction des réseaux admettant plusieurs comportements asymptotiques stables
(resp. des oscillations stables). Suite à cela, de nombreuses études se sont consa-
crées à la démonstration de plus en plus générale de ces conjectures dans des cadres
divers, comme le continu [PMO98, Gou98, Sno98, CD02a, CD02b, Sou03] et le dis-
cret [ABLM+03, DAT+03, RC07, RRT08, RR08, Ric10, Ric11]. Un point intéressant
est que la deuxième conjecture de Thomas n’est pas valide dans tous les modes de
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mise à jour. En effet, un réseau contenant uniquement des cycles positifs peut ad-
mettre des oscillations stables lorsqu’il suit un mode de mise à jour bloc-séquentiel
par exemple, comme nous allons le voir dans ce chapitre. Au delà de ces conjectures,
des questions connexes ont suscité l’intérêt comme celles liées à la caractérisation
combinatoire des comportements asymptotiques [ADG04b, ADG04a, Ara08, Ric09,
JLA10, VCL11]. Étant donnée la difficulté des problèmes sous-jacents dans le cadre
général, les résultats obtenus donnent des bornes de ces nombres.
Dans ce chapitre, en nous fondant sur le mode de mise à jour parallèle 1, nous
prenons les cycles comme objets d’étude à part entière et donnons une caractérisa-
tion combinatoire complète des comportements qui peuvent en émerger dans le cadre
booléen. Nous élargissons l’étude à leurs intersections tangentes et montrons qu’elles
tendent à diminuer le nombre des comportements asymptotiques provoqués par la
présence de cycles isolés. Avant de conclure, nous présentons des éléments de compa-
raison entre ces objets et donnons quelques éléments informels sur les intersections
de cycles plus complexes.
4.1 Concepts de base
Cette section fournit les principales définitions et notations propres aux cycles
d’automates booléens sur lesquelles se fonde ce chapitre. On y retrouve en particu-
lier des définitions dans la lignée de celles présentées dans la section 2.3, ainsi que
des concepts nouveaux, comme l’ordre d’un réseau, la simulation (théorique) entre
réseaux, la canonicité ou les degrés de liberté. Elle se termine par la définition de
certains éléments classiques de combinatoire.
4.1.1 Définitions et notations spécifiques
Architecture Tout graphe Cn = (V,A) tel que celui de la figure 4.1 (a) est ap-
pelé cycle de longueur n. Dans ces graphes particuliers, l’ensemble des sommets est
assimilé à Z/nZ, de manière que ∀i, j ∈ V, i + j = (i + j) mod n. L’ensemble des
arcs A est alors défini par A = {(i, i + 1) ∣ i ∈ V = Z/nZ}. Par ailleurs, tout graphe
D`,r = (V,A) de la même forme que celui présenté dans la figure 4.1 (b) est appelé
double-cycle. Un tel graphe contient ∣V ∣ = n = ` + r − 1 sommets et est construit
sur la base de deux cycles C` = (V`,A`) et Cr = (Vr,Ar), tels que V` = Z/`Z et
Vr = {0} ∪ {` − 1 + i ∣ i ≠ 0 ∈ Z/rZ}, qui se tangentent en le sommet 0. On note aussi
D`,r = C` ×Cr et on appelle C` et Cr les sous-cycles de D`,r (ces noms sont étendus
aux cycles booléens – cf. plus bas).
Fonction locale de transition Un réseau (d’automates booléens) C (resp. D)
dont l’architecture est un cycle (resp. un double-cycle) est appelé un cycle booléen
(resp. un double-cycle booléen). Dans un cycle booléen, on a :
∀i ∈ Z/nZ, fi ∈ {id,neg},
où id ∶ b ∈ B↦ b et neg ∶ b ∈ B↦ ¬b. En effet, les seules fonctions locales de transition
possibles dans ce cas sont les fonctions booléennes d’arité 1. Les fonctions locales de
1. Ce choix sera brièvement discuté à la fin du chapitre. Le lecteur pourra trouver de plus amples
informations à ce sujet dans [Rob95, Nou12].
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Figure 4.1 – (a) Un cycle Cn = (V,A) = (Z/nZ,{(i, i+ 1) ∣ i ∈ V = Z/nZ}) et (b) un
double-cycle D`,r = C` ×Cr.
transition des double-cycles booléens respectent également cette règle, excepté celle
de l’automate 0 qui est d’arité 2 (nous revenons sur ce point dans le paragraphe
suivant).
Monotonie et graphe signé Par hypothèse de minimalité des réseaux, l’état
d’un automate i ∈ V de G ayant un unique voisin ne peut pas être constant. La
fonction locale de transition d’un tel automate est donc nécessairement monotone.
Soit P = {i0, i1, . . . , ip} un chemin dans G. Le signe de P est donné par s(P ) =
∏0≤k<p s(ik, ik+1) et on parle de chemin positif (resp. négatif ) si s(P ) = +1 (resp.
s(P ) = −1). Autrement dit, un chemin est positif (resp. négatif) s’il contient un
nombre pair (resp. impair) d’arcs négatifs. Si P est sans intersection, c’est-à-dire que
∀0 < k ≤ p, deg−G(ik) = 1 et ∀0 ≤ k < p, deg+G(ik) = 1, on dit que P est un chemin
isolé (cf. figure 4.2). Pour de tels chemins, nous utilisons la notation suivante :
f[p, i] = fp ○ fp−1 ○ . . . ○ fi. (4.1)
Afin d’illustrer ces notions, reprenons une nouvelle fois comme exemple les cycles et
double-cycles. Tout d’abord, remarquons qu’un réseau C = {fi}i∈Z dont l’architecture
Cn définit un chemin isolé positif (resp. négatif) de longueur n est un cycle booléen
positif (resp. négatif ) et est symbolisé par C +n (resp. C −n ). Il satisfait notamment les
deux propriétés suivantes :
∀i ∈ Z, f[i, i + 1] = id (resp. neg) et s(C ) = s(Cn) = +1 (resp. − 1). (4.2)
Si l’on souhaite qu’un réseau D , d’architecture D`,r, soit monotone, il est nécessaire
de signer les arcs (`−1,0) et (n−1,0). Ce faisant, on définit respectivement le signe
gauche et le signe droit tels que s = s(C`) ∈ {−,+} et s′ = s(Cr) ∈ {−,+}. On utilise
alors Ds,s
′
`,r pour décrire les trois types de double-cycles : les double-cycles positifs
D+,+`,r , les double-cycles négatifs D
−,−
`,r et les double-cycles mixtes D
−,+
`,r . Dès lors, il
n’existe que deux fonctions locales de transition possibles pour l’automate 0 :
f0(x`−1, xn−1) = f `0(x`−1) ◇ f r0 (xn−1) (4.3)
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i0 i1 ik ip−1 ip
Figure 4.2 – Un chemin isolé arbitraire de longueur p.
où ◇ ∈ {∨,∧} et où, en notant boolij ∶ xj ↦ bool(s(j, i) ⋅ sign(xj)), f `0 = bool0`−1, f r0 =
bool0n−1 ∈ {id,neg}. Bien que l’automate 0 n’appartienne dans ce cas à aucun chemin
isolé, par analogie à l’équation 4.1, on définit :
f[i, j]` =
⎧⎪⎪⎨⎪⎪⎩
f[i, j] si i ≥ j ∈ V `
fi ○ fi−1 ○ . . . ○ f `0 ○ f`−1 ○ . . . fj si i < j ∈ V `
, (4.4)
et
f[i, j]r =
⎧⎪⎪⎨⎪⎪⎩
f[i, j] si i ≥ j ∈ V r
fi ○ fi−1 ○ . . . ○ f r0 ○ fn−1 ○ . . . fj si i < j ∈ V r
. (4.5)
Enfin, remarquons que s = − ⇐⇒ ∀i ∈ V `, f[i, i + 1]` = neg et que s′ = − ⇐⇒ ∀i ∈
V r, f[i, i + 1]r = neg.
4.1.2 Ordre, simulation, canonicité et degrés de liberté
Ordre d’un réseau
Dans la suite, nous utilisons le terme système (d’un réseau) pour spécifier « un
réseau se comportant selon un graphe de transition G donné spécifique ». Dans un
réseau (et le système qui lui est associé) soumis à un mode de mise à jour détermi-
niste, les comportements asymptotiques sont des cycles simples de longueur p. Dans
ce cas précis, on préférera le terme période pour évoquer la longueur d’un cycle. Les
points fixes (resp. cycles limites) sont donc des comportements asymptotiques de
période p = 1 (resp. p ≥ 2). Tout comportement asymptotique a la forme suivante :
x = F p(x)
F p−1(x) F p−2(x)
F (x) F 2(x)
∗
∗ ∗
∗∗
.
Étant donné un comportement asymptotique de période p, on dit que tous les mul-
tiples de p sont aussi des périodes. Ainsi, si x ∈ Bn est une configuration récurrente
appartenant à un comportement asymptotique de période p d’un réseau de taille n,
on dit que p est la période de x et de toute autre configuration y telle que y = F t(x),
t ∈ N. Dans le schéma ci-dessus, p est appelée la période minimale du comportement
asymptotique. On note :
X (p) = {x ∈ Bn ∣ x = F p(x)} (4.6)
l’ensemble des configurations de période p et
X(p) = ∣X (p)∣ (4.7)
leur nombre. Ainsi, tout entier p tel que X(p) ≥ 1 est une période du système étudié
et toute période minimale d’une configuration est une période minimale du système.
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Figure 4.3 – Deux chemins isolés de longueur 5 équivalents selon ≎ .
Le plus petit entier ω qui est une période commune à toutes les configurations récur-
rentes est l’ordre du système. Par conséquent, l’ensemble de toutes les configurations
récurrentes du système est X = X (ω) de cardinal X(ω). Nous disons que l’ordre
est atteint s’il est la période minimale d’au moins une configuration. Ainsi, si ω = 1,
alors il est forcément atteint et tous les comportements asymptotiques du système
sont des points fixes. Si ω ≥ 1, alors le système admet des cycles limites.
Soit ϕ ∶ X ×N/ωN→X la fonction telle que ϕ(x, t) = x(t) = x(t mod ω). Selon
ϕ, l’orbite Ox induit le comportement asymptotique de période minimale ∣Ox∣ qui
contient x dans le graphe de transition. L’ordre d’un système s’exprime en fonction
des orbites des configurations récurrentes de la manière suivante :
ω = ppcm({∣Ox∣ ∣ x ∈ X }).
Simulation
Ici, on introduit les relations qui ont trait au concept de simulation (théorique)
entre réseaux.
Définition 7. Soient R et R′ deux réseaux distincts de tailles respectives n et n′,
dont G = (V,A) et G′ = (V ′,A′) sont les graphes d’interaction. R simule R′, ce
qu’on note R ⊳R′, si et seulement si le graphe de transition étiqueté G ′ = (Bn′ , T ′)
de R′ est isomorphe à un sous-graphe étiqueté G = (Bn, T ) de R, à savoir :
R ⊳R′ ⇐⇒
∃φ ∶ Bn′ → Bn′ ,∀W ⊆ V ′, ∀x ∈ Bn′ , x W y ∈ T ′ Ô⇒ φ(x) W φ(y) ∈ T .
La relation de bisimulation est la clôture symétrique de la simulation et est notée par
⊳⊲ . On étend naturellement ces définitions aux comportements asymptotiques. Soit
Gasymp. et G ′asymp. les sous-graphes respectifs de G et G ′ induits par leurs configura-
tions récurrentes. On dit que R simule asymptotiquement R′, et notons R ∣⊳R′ si
G ′asymp. est isomorphe à un sous-graphe de Gasymp.. On note ∣⊳⊲∣ la clôture symétrique
de ∣⊳ , qu’on appelle bisimulation asymptotique.
Canonicité
Considérons deux réseaux R et R′ qui ont les mêmes architectures (c’est-à-dire
les mêmes graphes d’interaction), mais qui diffèrent possiblement sur la place et
le nombre des arcs négatifs dans leurs chemins isolés sans différer sur les signes
des chemins isolés de longueur maximale. Dans ce cas, on dit que R et R′ sont
équivalents et l’on écrit R ≎ R′ (cf. figure 4.3). Dans [Nou12], Noual démontre le
72 Comportements asymptotiques de motifs « simples » d’interaction
− +
+
+
+
−
−
−+
−
−
− +
+
+
+
−
−
−+
+
+
(a) (b)
Figure 4.4 – Exemple de deux réseaux équivalents selon ≎ . Celui de (a) n’est pas
canonique. Celui de (b) l’est.
lemme 8 suivant, qui fait le lien entre la notion d’équivalence entre deux réseaux
selon ≎ et leur capacité à se bisimuler. En d’autres termes, deux réseaux équivalents
selon ≎ se comportent de manière identique localement, excepté certains automates
qui se trouvent sur des chemins isolés et qui n’ont par conséquent aucun impact en
dehors de ce chemin.
Lemme 8. Soit R et R′ deux réseaux. Alors :
R ≎ R′ Ô⇒ R ⊳⊲R′.
À partir de la relation ≎ , nous dérivons la notion de canonicité. La figure 4.4
fournit un exemple afin d’illustrer cette notion.
Définition 8. Un réseau R est canonique si tous ses chemins isolés de longueur
maximale P = (i0, . . . , ik, . . . , i`) possèdent un unique signe négatif, qui se trouve sur
le dernier arc, tel que :
∀0 < k < `, s(ik−1, ik) = +1 et s(i`−1, i`) = s(P ).
Degrés de liberté
Dans la suite du document, nous faisons référence aux degrés de liberté des ré-
seaux. Le concept de degrés de liberté permet de considérer la capacité d’un réseau à
se comporter différemment. Nous nous contentons ici de comprendre les degrés de li-
berté d’un réseau comme le nombre de comportements asymptotiques différents qu’il
peut atteindre. Cette notion est assez proche de la notion plus locale d’instabilité des
configurations en ce sens qu’elle est l’analogue au niveau du réseau de u(x) = ∣U(x)∣
qui se place au niveau des configurations. Par ailleurs, notons que si un système asso-
cié à un réseau possède un certain degré de liberté d, alors le réseau a nécessairement
un degré de liberté au moins égal.
Évidemment, cette notion de degrés de liberté mériterait un réel travail que nous
n’avons pour le moment que commencé à aborder. Avant de penser à considérer
les comportements transitoires, un grand nombre de critères pourraient être pris en
compte au niveau asymptotique pour affiner la mesure. Pèle-mêle, on peut penser
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à la possibilité de cycler, au nombre de tailles (périodes) différentes des comporte-
ments asymptotiques, aux probabilités de ne rencontrer que peu souvent telle ou
telle configuration (dans le cas de systèmes dynamiques stochastiques), à la capacité
de cycler avec de grandes périodes (dans le cas des systèmes dynamiques détermi-
nistes), induisant de nombreux automates qui deviennent instables successivement
et qui transmettent leur instabilité de proche en proche. . .
4.1.3 Formule d’inversion de Möbius et indicatrice d’Euler
Considérons la fonction 1l ∶ n ∈ N↦ 1 ainsi que la convolution de Dirichlet , notée
☆ [Apo76]. ☆ est l’opérateur binaire qui, étant données deux fonctions f et g, se
définit comme :
f ☆ g ∶ n ∈ N∗ ↦∑
p∣n
f(p) ⋅ g(n/p).
L’ensemble des fonctions arithmétiques avec l’addition point à point et la convolution
de Dirichlet est un anneau commutatif. L’identité par la multiplication de cet anneau
est la fonction δ ∶ N∗ → N∗, définie par δ(1) = 1 and ∀n > 1, δ(n) = 0.
L’inverse de la fonction 1l pour la convolution de Dirichlet est la fonction de
Möbius µ, définie par :
µ ∶ n ∈ N∗ ↦
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 si n est sans facteur carré parfait
1 si n > 0 a un nombre pair de facteurs premiers
−1 si n > 0 a un nombre impair de facteurs premiers
.
Si n = ∏ki=0 pi, où les pi sont des nombres premiers distincts, alors µ(n) = (−1)k.
Dans notre contexte, cette fonction présente de l’intérêt au travers de la formule
d’inversion de Möbius qui est obtenue à partir de 1l☆µ = δ et qui est satisfaite par
toutes les fonctions f et g :
g = f ☆1l Ô⇒ f = g☆µ.
En d’autres termes, on écrit :
∀n ∈ N∗, g(n) =∑
p∣n
f(p) Ô⇒ f(n) =∑
p∣n
g(p) ⋅ µ(n/p).
Une autre fonction qui nous est utile dans la suite est l’indicatrice d’Euler , notée
φ. Étant donné un entier n ∈ N∗, elle lui associe le nombre d’entiers strictement
positifs inférieurs ou égaux à n et premiers avec n, c’est-à-dire :
φ(n) = ∣{m ∈ N∗ ∣ m ≤ n et m est premier avec n}∣.
Il existe une relation entre la fonction de Möbius et l’indicatrice d’Euler. En effet,
comme φ satisfait ∀n ∈ N∗, n = φ☆1l(n), elle respecte φ = µ☆ id, où id ∶ n ∈ N∗ ↦ n.
En termes de combinatoire, le comportement asymptotique d’un système dyna-
mique déterministe peut être décrit par quatre quantités [PW01b] liées les unes aux
autres, qui sont données ci-dessous. Considérons que p est un diviseur de l’ordre ω
du système et la fonction inv ∶ n ∈ N∗ → 1/n. On a alors :
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— Le nombre X(p) de configurations de période p est :
X = X̃☆1l, (4.8)
— Le nombre X̃(p) de configurations de période minimale p est :
X̃ = X☆µ, (4.9)
— Le nombre A(p) = X̃(p)/p de comportements asymptotiques de période p est :
A = inv(X☆µ), (4.10)
— Le nombre T(p) de comportements asymptotiques dont la période divise p est :
T = A☆1l = inv(X☆φ). (4.11)
Les deux dernières équations correspondent à des formules bien connues dans le cadre
des mots de Lyndon et des colliers [GKP89, Rus03, BP07]. Notons également que la
dernière est satisfaite car inv se distribue sur ☆. En conséquence de ces équations,
de (4.8) à (4.11), et des relations particulières qui les lient, il suffit de calculer X pour
qu’en découlent les valeurs de X̃, A et T.
4.2 Combinatoire des cycles et double-cycles
L’objet de cette section est de présenter l’ensemble des résultats menant à la ca-
ractérisation combinatoire des comportements asymptotiques des cycles et double-
cycles. Plus précisément, cette section détaille les résultats sur leurs périodes, leurs
périodes minimales, leurs ordres, leurs configurations récurrentes ainsi que leurs
nombres pour chaque période. Y sont aussi présentés des résultats mettant en avant
des relations de simulation entre ces objets. L’ensemble des résultats prenant place
en combinatoire des mots, les notations utilisées le sont donc en conséquence et les
configurations sont notées par le mot binaire correspondant (cf. section 2.3.1).
4.2.1 Cycles isolés
L’idée générale de cette section repose sur le principe que, dans un cycle soumis
au mode de mise à jour parallèle, à chaque instant, l’information contenue par un
automate se décale d’un cran dans le sens du cycle, en étant potentiellement sujette
à transformation si elle transite par un arc négatif. Comme le précise implicitement
le lemme 8 et la définition 8, l’étude va se focaliser sur les deux cycles canoniques
C + et C − qui sont les représentants des deux familles de cycles existantes, les cycles
positifs et négatifs (cf. figure 4.5).
Lorsqu’on appréhende les configurations des cycles booléens comme des colliers
binaires (ou plus simplement colliers), la fonction globale de transition F = F [π]
d’un cycle positif agit en effectuant des rotations sur les configurations. Ainsi, ∀x ∈
Bn, F (x) = xn−1 x[0, n−2] (cf. section 2.3.1 pour les notations). Pour ce qui concerne,
les cycles négatifs, on a ∀x ∈ Bn, F (x) = ¬xn−1 x[0, n− 2]. Comme cela a été évoqué
dans [DNS12], le comportement de ces cycles est en relation directe avec celui des
registres à décalage à rétroaction linéaire (ou shift register machines [Gol67]) et celui
des colliers et des mots de Lyndon [Luc91, Mac92, Lyn54, MKS66, Lot83, GKP89,
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Figure 4.5 – Les deux cycles booléens canoniques (a) positif et (b) négatif qui ne
diffèrent qu’au niveau du signe de l’arc (n − 1,0), tous les autres arcs étant positifs.
Rus03, BP07]. Les résultats présentés ici peuvent ainsi être dérivés, pour la plupart,
des résultats connus dans ces contextes. Toutefois, au delà des preuves qui diffèrent
significativement, ils apparaissent ici dans le contexte des réseaux d’automates boo-
léens et permettent de donner des intuitions intéressantes sur les double-cycles, qui
ouvrent des problèmes liés aux colliers à séquences interdites.
Le lemme 9 suivant caractérise les périodes des cycles positifs et négatifs, et étend
un résultat démontré dans [FSGW82].
Lemme 9. Toutes les configurations d’un cycle booléen C sont :
— récurrentes,
— de période n si C = C + est positif,
— de période 2n si C = C − est négatif. Plus précisément, toute période p d’un
cycle négatif divise 2n sans diviser n, c’est-à-dire que p est telle que n = q ⋅ p2 ,
avec q impair.
Démonstration. Chaque configuration x = x(0) ∈ Bn d’un cycle C = C s respecte :
∀i ∈ V = Z/nZ, xi(2n) = fi(xi−1(2n − 1))
= f[i, i − t + 1](xi−t(2n − t)), ∀1 ≤ t ≤ n
= f[i, i + 1](xi(n))
= f[i, i + 1] ○ f[i, i + 1](xi(0))
= xi(0).
Dans le cas où s = +, f[i, i + 1] = id donc xi(2n) = xi(n) = xi(0) et x est de période
n. Dans le cas où s = −, f[i, i + 1] = neg donc xi(2n) = ¬xi(n) = ¬¬xi(0) = xi(0) et x
a pour période 2n et sa période minimale p divise 2n sans diviser n. Par conséquent,
∃q ∈ N, n = q ⋅ p2 ,
q
2 ∉ N.
Le lemme 10 caractérise les configurations qui appartiennent aux comportements
asymptotiques de période p.
Lemme 10. Soient p ∈ N un diviseur de n = q ⋅ p ∈ N et x = x(0) ∈ Bn une confi-
guration d’un cycle booléen C sn . Considérons le collier w ∈ Bp de longueur p tel que
∀i ∈ N, wi = wi mod p = xi mod p. Alors, si s = +, x ∈ X +(p) ⇐⇒ x = wq ⇐⇒ ∀t ∈
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N, x0(t) = w−t. Autrement, si s = −, x ∈ X −(2p) ⇐⇒ x = z(q−1)/2w, z = ww ∈
B2p ⇐⇒ ∀t ∈ N, x0(t) = z−t.
Démonstration. Commençons avec s = +. Dans ce cas, p = nq est une période de C
+
n
et l’on a :
x ∈ X +n (p) Ô⇒ ∀i ∈ V, i = kp + j ≡ j mod p,
xi = xi(kp) = f[i, i − kp + 1](xi−kp(0)) = xi−kp(0) = xj = wj
Ô⇒ x = wq
Ô⇒ ∀t′ ∈ N, t′ ≡ t mod n,
x0(t′) = x0(t) = f[0, n − t + 1](xn−t(0)) = xn−t = wn−t = w−t′ .
Par récurrence sur k, on peut montrer que la dernière propriété implique que ∀i =
kp + j ∈ V, i ≡ j mod p, xi(p) = x0(p − j) = wj = x0(−j) = xi(0), et donc que
x ∈ X +n (p).
Considérons à présent s = −. Dans ce cas, 2p = 2nq est une période de C
−
n et, puisque
q = np est impair et donc n + p ≡ 0 mod 2p, on a :
x ∈ X −n (2p) Ô⇒ ∀i ∈ V, i = 2kp + j ≡ j mod 2p,
xi = xi(2kp) = f[i, i − 2kp + 1](xj(0)) = xj
=
⎧⎪⎪⎨⎪⎪⎩
wj si j < p
xj(n + p) = ¬xj(p) = ¬xj−p = ¬wj−p sinon
Ô⇒ x = z(q−1)/2w, z = ww ∈ B2p
Ô⇒ ∀t′ ∈ N, t′ ≡ t mod 2n,
x0(t′) = x0(t) =
⎧⎪⎪⎨⎪⎪⎩
¬xn−t(0) = ¬zp−t = z−t = z−t′ si t < n
¬x0(t − n) = ¬¬x2n−t(0) = z−t = z−t′ sinon
.
On peut alors montrer par récurrence sur k, en suivant l’idée du cas où s = +, que la
dernière propriété implique x ∈ X −n (2p).
Corollaire 2. L’ordre d’un cycle C s, qui vaut n si s = + et 2n si s = −, est atteint.
Démonstration. Considérons la configuration x = 10n−1 de X +n = Bn. Puisqu’il
n’existe pas de w ∈ Bn/q, q > 1, tel que x = wq, le lemme 10 implique que, ∀q >
1, x ∉ X +n (n/q). La période minimale de x est donc n et l’ordre est atteint par C +n .
Le même raisonnement s’applique sur la configuration y = 1n de X −n = Bn et l’on
montre que ∀q > 1, y ∉ X −n (2n/q). La période minimale de y est donc 2n et l’ordre
est atteint par C −n .
Revenons à présent sur le concept de simulation entre réseaux, afin d’introduire
des notations spécifiques à l’utilisation du mode de mise à jour parallèle. On étend
naturellement les relations ⊳ , ∣⊳ , ⊳⊲ et ∣⊳⊲∣ au contexte parallèle au moyen des
notations ▸ , ▸◂ , ∣▸ et ∣▸◂∣, respectivement. Considérons deux réseaux R et R′ as-
sociés à leurs graphes de transition G π et G ’π. Lorsque le sous-graphe de G ’π induit
par ses configurations de période p est isomorphe à un sous-graphe de G π, on écrit
R ▸ pR′. On associe le symbole ▸◂ p à la clôture symétrique de ▸ p. Notons que
R ▸ pR′ Ô⇒ X(p) ≥ X′(p) et que R ▸◂ pR′ Ô⇒ X(p) = X′(p). En ce qui concerne
Combinatoire des cycles et double-cycles 77
l’ordre, nous utilisons ▸ ω = ∣▸ et ▸◂ ω = ∣▸◂∣. Ceci nous amène au lemme 11, qui
précise des relations de simulation entre cycles.
Lemme 11. Les cycles booléens de même signe se bisimulent au regard de leurs
configurations de même période. De plus, un cycle booléen positif du double de la
taille d’un cycle booléen négatif simule asymptotiquement ce dernier. On a donc :
∀n,n′ ∈ N,∀s ∈ {−,+},∀p∣pgcd(n,n′), C sn ▸◂ pC sn′ et C +2n ∣▸C −n .
Démonstration. Considérons deux cycles C = C sn et C ′ = C sn′ ainsi que leurs fonctions
globales de transition respectives F et F ′. Pour chaque diviseur k de pgcd(n,n′),
soit :
ψk ∶ {
Bn → Bn′
x ↦ x[0, k − 1]n′/k . (4.12)
D’après le lemme 10, ψk associe aux configurations de période p de C des confi-
gurations de période p de C ′, où p = k si s = + et p = 2k si s = −. φk conserve
ainsi le fait que p soit une période des deux cycles. Pour tout k et p de ce type
et toute x = wn/k ∈ X sn (p), en considérant u = wk−1w[0, k − 2] ∈ Bk si s = + et
u = ¬wk−1w[0, k − 2] si s = −, on a :
x = wn/k
ψk(x) = wm/k
F (x) = un/k
F ′(ψk(x)) = um/k = ψk(F (x))
F
F ′
ψk ψk
Donc C ▸◂ pC ′.
On montre la deuxième partie du lemme en utilisant le lemme 10 sur un cycle cano-
nique négatif C −n et un cycle non-canonique positif C +2n admettant deux arcs négatifs,
(n − 1, n) et (2n − 1,0).
Corollaire 3. Le nombre de configurations qui ont pour période n’importe quel divi-
seur p ∈ N de l’ordre ω d’un cycle C sn est :
∣X sn (p)∣ =
⎧⎪⎪⎨⎪⎪⎩
∣X +p (p)∣ = X+(p) = 2p si s = +
X−n(p) = ¬(p∣n) ⋅ 2
p
2 si s = −
,
où ¬(p∣n) = 0 si p divise n et 1 sinon.
L’ensemble de ces résultats est illustré par les quatre cycles donnés dans la fi-
gure 4.6 ainsi que par les deux tableaux 2 et 3 de l’annexe E, qui fournissent des
résultats de simulation numérique des comportements des cycles positifs et néga-
tifs de différentes tailles. Depuis l’ensemble des résultats présentés plus haut, grâce
aux éléments de combinatoire présentés dans la section 4.1.3, on obtient le théorème
suivant.
Théorème 5. L’ordre ω, les nombres X(p) et X̃(p) des configurations de période
(minimale) p, où X(ω) représente le nombre total de configurations récurrentes, ainsi
que le nombre A(p) de comportements asymptotiques de période p et le nombre T total
de comportements asymptotiques des cycles isolés positifs et négatifs sont donnés dans
le tableau 4.1.
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Figure 4.6 – Les figures numérotées avec les étiquettes a. représentent les graphes
d’interaction de quatre cycles booléens de taille 3. Les deux premiers sont positifs,
les deux derniers négatifs. Celles numérotées avec les étiquettes b. correspondent à
leurs graphes de transition parallèles respectifs.
Démonstration. Le corollaire 2 donne ω, le corollaire 3 détermine X(p). Le reste est
déduit des équations (4.8) à (4.11). Pour le cas des cycles négatifs, il convient de noter
que p∣2n = pq implique que ∀d ∈ N, (d∣p ∧ ¬(d∣n)) ⇐⇒ (d∣p ∧ 2nd est impair) ⇐⇒
d′ = pd ∣p ∧ d
′ est impair).
Ce théorème montre en particulier que le nombre de comportements asympto-
tiques des cycles, positifs comme négatifs, évolue exponentiellement en fonction de
leur taille. Ce résultat est en contradiction avec les résultats théoriques et empiriques
que l’on retrouve dans [Kau93, ABLM+03, Ele09], qui stipulent que le nombre de
comportements asymptotiques des réseaux de régulation biologiques réels est faible
(en O(√n) selon Kauffman). Plusieurs raisons peuvent être avancées et pourraient
être valides pour expliquer cette différence. Entre autres, si l’on considère les réseaux
de régulation réels comme des réseaux aléatoires, les chances qu’ils soient composés
de cycles de grande taille sont presque nulles [DBAE+09]. Par conséquent, la taille
des comportements asymptotiques engendrés par de tels réseaux reste faible au re-
gard de la taille des réseaux. Un autre argument porte sur le mode de mise à jour.
Dans cette étude, le mode de mise à jour parallèle joue un rôle important sur la
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Cycles positifs
R = C +n
Cycles négatifs
R = C −n
Ordre ω n 2n
Nombre de
configurations
de période p,
p∣ω
X+(p) = 2p X−n(p) = ¬(p∣n) ⋅ 2
p
2
Nombre de
configurations
de période
minimale p,
p∣ω
X̃+(p) = ∑
d∣p
µ (pd) ⋅ 2
d
= OEIS A27375(p)
X̃−n(p) = ∑
k∣p impair
µ(k) ⋅ 2
p
2k
Nombre de
comportements
asymptotiques
de période p,
p∣ω
A+(p) = X̃
+(p)
p
= OEIS A1037(p)
A−n(p) =
X̃−n(p)
p
= OEIS A48(p2)
Nombre total
de
comportements
asymptotiques
T+(n) = 1n ∑
d∣n
φ (nd ) ⋅ 2
d
= OEIS A31(n)
T−(2n) = 12n ∑
k∣2n impair
φ(k) ⋅ 2 n2k
= OEIS A16(n)
Tableau 4.1 – Description combinatoire des comportements asymptotiques des
cycles positifs et négatifs, où ¬(p∣m) vaut 0 si p divise m et 1 sinon.
capacité des cycles à posséder un degré de liberté important. Sans entrer dans les
détails, en se fondant sur les travaux de Robert [Rob86, Rob95], Goles et Noual ont
démontré dans [GN10] que tout cycle d’une taille donnée soumis à un mode de mise
à jour bloc-séquentiel peut être transformé en un cycle de plus petite taille soumis à
π agissant en aval sur des automates, et ce sans aucune perte d’information concer-
nant les comportements asymptotiques (remarquons alors que l’étude présentée ici
est généralisable à tous les modes blocs-séquentiels). Enfin, un dernier argument
est celui qui nous paraît le plus intéressant et qui constitue le cœur de la section
qui suit. Selon des travaux issus de la physique statistique [Str01, AB02, New03],
les réseaux de régulation réels semblent être sujets à des paramètres particuliers de
type petit-monde. Ainsi, notamment, leurs graphes d’interaction admettent généra-
lement un fort coefficient d’inter-connectivité locale. Ceci implique notamment que
les probabilités d’avoir un nombre significatif de cycles inter-connectés sont grandes.
4.2.2 Cycles inter-connectés tangentiellement
La connaissance du fonctionnement des cycles isolés ne permet pas de tirer des
conclusions sur celui des réseaux en toute généralité. Ici, nous abordons la question
des capacités comportementales de deux cycles lorsqu’ils s’intersectent tangentielle-
ment (cf. section 4.1.1). Sur ces réseaux particuliers, que nous appelons double-cycles,
nous fournissons des résultats de même nature que ceux obtenus sur les cycles isolés et
caractérisons ainsi leurs comportements asymptotiques du point de vue combinatoire.
Pour ce faire, nous nous focalisons sur les double-cycles canoniques : les double-cycles
positifs, mixtes et négatifs, respectivement représentés dans la figure 4.7 (a), (b) et
(c). Plus précisément, nous ne nous intéressons ici qu’aux double-cycles canoniques
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Figure 4.7 – Représentation des double-cycles canoniques des trois différents types :
(a) un double-cycle positif D+,+`,r , (b) un double-cycle mixte D
−,+
`,r et (c) un double-
cycle négatif D−,−`,r .
monotones dont la fonction locale de transition de l’automate 0 est telle que ◇ = ∨
(cf. (4.3)). Le choix de cette fonction est fait sans perte de généralité dans le cas des
double-cycles monotones. En effet, un tel double-cycle D = {fi}i∈{0,...,n−1} est bisi-
mulé par le double-cycle D ′ = {f ′i ∶ x ↦ ¬fi(x)}i∈{0,...,n−1} dont la fonction locale de
transition est telle que ◇ = ∧. Par ailleurs, notons que, dans le cas des double-cycles
mixtes, nous nous concentrons, là encore sans perte de généralité, sur ceux dont le
cycle gauche (resp. droit) est de signe négatif (resp. positif).
Ajoutons aux notations existantes celle qui suit :
∀i ∈ V, i/ =
⎧⎪⎪⎨⎪⎪⎩
0 si i ∈ V `
` − 1 si i ∈ V r
et i† = i − i/. (4.13)
L’intérêt de cette notation est que considérer i† plutôt que i = i/ + i† permet de voir
les automates indépendamment du côté gauche (i = i† ∈ V `) ou droit (i = (`−1)+ i† ∈
V r) auquel ils appartiennent. L’idée générale des résultats qui suivent repose sur le
fait que, là encore, l’état d’un automate à une certaine étape peut être calculé à
partir des états d’autres automates à des étapes antérieures. Cependant, la difficulté
supplémentaire réside dans l’intersection en l’automate 0 qui fait que l’information
apportée par le cycle de gauche entre en collision avec celle apportée par le cycle
de droit. Notamment, si, pour toute configuration x ∈ Bn et tout automate i ∈ V ,
x(−i†) existe (c’est-à-dire que ∃y ∈ Bn, F i†(y) = x), alors l’état de i peut s’exprimer
en fonction d’un état antérieur de l’automate 0, tel que :
xi = xi(0) = f[i,1](x0(−i†)) = x0(−i†). (4.14)
Pour toute configuration x telle que x(−max(`, r)) existe, l’état x0 = x0(0) peut
s’exprimer en fonction de deux de ses précédents états aux étapes −` et −r de la
manière suivante :
x0 = f `0(x`−1(−1)) ∨ f r0 (xn−1(−1))
= f[0,1]`(x0(−`)) ∨ f[n − 1,0]r(x0(−r))
= f `0(x0(−`)) ∨ f r0 (xn−1(x0(−r)).
(4.15)
Remarquons que toutes les configurations récurrentes satisfont (4.14) et (4.15) puisque
x(−t) = x(ω − t). Il en est de même pour toute configuration x(t) ∈ Bn, pour toutes
les étapes t ≥ max(`, r).
Le lemme 12 suivant caractérise les périodes des double-cycles.
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Lemme 12. Les périodes p d’un double-cycle Ds,s
′
`,r divisent les longueurs des cycles
positifs sans diviser celles des cycles négatifs, s’il y en a 2.
Démonstration. Pour commencer, il est nécessaire de relier le comportement de l’au-
tomate tangent 0 au comportement du reste du double-cycle Ds,s
′
`,r car, dès que celui-
ci commence à cycler, tous les autres automates font de même. En effet, comme
∀i ∈ V,∀t ≥ i†, xi(t + k ⋅ d) = x0(t + k ⋅ d − i†) = x0(t − i†) = xi(t), on a :
∃d ∈ N,∀t ∈ N,∀k ∈ N, x0(t) = x0(t + k ⋅ d)
Ô⇒ ∀t ≥ max(`, r),∀k ∈ N, x(t) = x(t + k ⋅ d). (4.16)
À présent, considérons une configuration arbitraire x = x(0) ∈ Bn de Ds,s
′
`,r . Elle
respecte :
x0(`) = f `0(x`−1(` − 1)) ∨ f r0 (xn−1(` − 1)) = f `0(x0(0)) ∨ f r0 (xn−1(` − 1)). (4.17)
Considérons le cas où s = +. Cela implique que f `0 = id. Par conséquent, selon (4.17),
on a : ∀x ∈ Bn, x0 = 1 Ô⇒ ∀k ≥ 0, x0(k`) = 1. De plus, si x est une configuration
récurrente de période p et que x0 = 0 ≠ x0(`) = 1, alors, avec k = p ≥ 1, cela implique
que 0 = x0 = x0(` ⋅ p) = x0(`) = 1. Cette contradiction démontre que si s = +, alors
x0 = x0(`) pour toute configuration récurrente x. D’après (4.16), on déduit que les
périodes d’un double-cycle Ds,s
′
`,r divisent la longueur de ces sous-cycles positifs et
que, si s = s′ = +, elles divisent pgcd(`, r) ainsi que la longueur `+ r du cycle positif
couvrant.
Considérons maintenant le cas où s = −. Cela implique que f `0 = neg. Si x est une
configuration récurrente de période p > 1, alors ∀t ∈ N, x(t) l’est aussi et il existe
aussi un t ∈ N tel que x0(t) = 0. Pour ce t, d’après (4.17), x0(t + `) = 1 est vérifié.
Ainsi, la période de x(t), et donc de x ne peut pas diviser `. Par conséquent, les
périodes des double-cycles ne divisent pas les longueurs de leurs sous-cycles négatifs.
De plus, si s = − ≠ s′ = +, une période p > 1 divise r sans diviser `. Dans ce cas, p ne
divise pas la longueur ` + r du cycle négatif couvrant.
Si s = s′ = − et que r ≥ `, alors ∀t ≥ r − `, on a :
x0(t + ` + r) = ¬x0(t + r) ∨ ¬x0(t + `)
= ¬(¬x0(t + r − `) ∨ ¬x0(t)) ∨ ¬(¬x0(t) ∨ ¬x0(t − r + `))
= x0(t) ∧ (x0(t + r − `) ∨ x0(t − r + `)).
Ainsi, soit x0(t) = 0, ce qui implique que x0(t + ` + r) = 0, soit, dans le cas où x(t)
est une configuration récurrente, x0(t) = 1 et x0(t+`+r) = 1. Par conséquent, si x(t)
est récurrente, alors x0(t + ` + r) = x(t). D’après (4.16), on déduit que les périodes
des cycles doublement négatifs divisent ` + r, à savoir la longueur du cycle positif
couvrant.
Lemme 13. Les périodes d’un double-cycle Ds,s
′
`,r sont soit inférieures ou égales à
max(`, r), soit, égales à ` + r, ce qui n’est possible que si s = s′ = − ou si (s = s′ =
+) ∧ (` = r).
2. Il y a nécessairement au moins un cycle positif dans un double-cycle. Étant donné un double-
cycle négatif D−,−`,r , le cycle couvrant de longueur n est positif.
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Démonstration. Si s = s′ = + ou si s ≠ s′, alors le lemme 13 est une conséquence
directe du lemme 12. Soit p > ` ≥ r la période d’un double-cycle négatif D−,−`,r . D’après
le lemme 12, ∃k ∈ N∗, 2` ≥ `+r = kp > k`. Cela implique que k = 1 et que p = `+r.
Corollaire 4. L’ordre d’un double-cycle n’est jamais plus grand que celui de son plus
grand sous-cycle positif et que celui de son plus grand sous-cycle.
Introduisons maintenant l’ensemble W d(p) des colliers de taille p ≥ d, en relation
avec les signes s, s′ ∈ {−,+} des sous-cycles d’un double-cycle Ds,s
′
`,r et un entier d ∈ N,
tel que :
W d(p) = {w ∈ Bp ∣ ∀u,u′ ∈ Bd−1,
(s, s′) ≠ (+,+) Ô⇒ 0u0 n’est pas un facteur de w et
(s, s′) = (−,−) Ô⇒ 1u1u′1 n’est pas un facteur de w}.
(4.18)
Le lemme 14 suivant caractérise les configurations récurrentes de période p des
double-cycles en utilisant les colliers de longueur p.
Lemme 14. Soit x ∈ Bn une configuration d’un double-cycle D = Ds,s
′
`,p . Pour chaque
diviseur p de l’ordre de D , le collier w ∈ Bp tel que ∀j < p, wj = x0(p − j) satisfait :
x ∈ X (p) ⇐⇒ w ∈ W d(p) et
⎧⎪⎪⎨⎪⎪⎩
x` = wq w[0, d − 1]
xr = wq′ w[0, d′ − 1]
,
où ` = qp + d ≡ d mod p et r = q′p + d′ ≡ d′ mod p.
La preuve (cf. [Nou12]) repose sur le fait que la fonction globale de transition d’un
double-cycle canonique ne fait que décaler les états des automates, excepté potentiel-
lement autour de l’intersection en l’automate 0. Cette remarque mène à l’expression
d’une configuration arbitraire x en utilisant les sous-configurations x` et xr ainsi
qu’un mot w ∈ Bp, avec p < n. Ensuite, la prise en compte de (4.15) et le lemme 12
permettent de préciser les conditions que doivent respecter les configurations de pé-
riode p. Une fois ces conditions spécifiées, le lemme 14 suit de la relation existant
entre ces conditions et la définition de W d(p).
Le lemme 15 suivant caractérise les ordres des double-cycles ainsi que leurs confi-
gurations de période minimale.
Lemme 15. L’ordre d’un double-cycle Ds,s
′
`,r vaut :
ω =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∆ si (s, s′) = (+,+)
r si (s, s′) = (−,+)
`+r
2 = 2∆ si (s, s
′) = (−,−) et K = 4
` + r si (s, s′) = (−,−)et K ≠ 4
,
où ∆ = pgcd(`, r) et `+r =K∆. De plus, tout diviseur p de l’ordre ω est une période
minimale de Ds,s
′
`,r , sauf si (s, s
′) = (−,−), auquel cas ce n’est pas vrai si p = 6∆p = 6
ou si p = 4∆p (où ∆p = pgcd(∆, p)). Ainsi, l’ordre ω de Ds,s
′
`,r est nécessairement
atteint excepté si (s, s′) = (−,−) et que ω = ` + r = 6.
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La preuve (cf. [Nou12]) consiste à exhiber des mots apériodiques w ∈ W d(p) afin
de caractériser les configurations de période minimale p en accord avec le lemme 14
pour chaque type de double-cycle canonique (c’est-à-dire chaque composition de
signes de sous-cycles). Illustrons le message de ce lemme sur un exemple simple.
Pour ce faire, considérons le double-cycle D−,−3,3 . Son ordre est donné par la dernière
ligne de l’équation du lemme et vaut ω = 3 + 3 = 6. Cet exemple est choisi car
il montre que des double-cycles négatifs existent tels que l’ordre est atteint. En
effet, D−,−3,3 admet des configurations récurrentes de période minimale p = 6 = 2∆ (6
d’entre elles appartiennent à un même comportement asymptotique de période 6)
car ∆6 = ∆ = 3 ≠ 1. Ce qu’il faut retenir ici est donc que, dans les double-cycles,
l’ordre est presque toujours atteint.
Corollaire 5. Les double-cycles sont liés aux cycles isolés par les relations de simu-
lation suivantes :
C +pgcd(`,r) ∣▸◂∣D
+,+
`,r , C
+
r ∣▸D
−,+
`,r , C
+
`+r ∣▸D
−,−
`,r et C
s
` ∣▸◂∣D
s,s
`,` .
Démonstration. La preuve utilise les notations du lemme 14. Ainsi, ∀w ∈ Bp, on
définit la configuration x = w(n) ∈ Bn d’un double-cycle Ds,s
′
`,r telle que :
x = w(n) Ô⇒ ((x` = wqw[0, d − 1]) ∧ (xr = wq′w[0, d′ − 1])) . (4.19)
On étend ensuite cette définition aux cycles isolés de manière que, lorsque x est censée
être une configuration d’un cycle de taille n = qp+d ≡ d mod p plutôt que celle d’un
double-cycle, elle satisfait x = w(n) = wqw[0, d − 1] ∈ Bn. De cette manière, avec les
lemmes 10 et 14, toutes les configurations x ∈ X (p) de période (minimale) p peuvent
être écrites x = w(n) pour certains mots (apériodiques) w ∈ Bp (appartenant à W d(p)
dans le cas des double-cycles). Pour deux réseaux R et R′ de tailles respectives n
et n′, on définit alors ψp ∶ x ∈ Bn ↦ x[0, p − 1](n
′) ∈ Bn′ . Cette fonction associe à une
configuration w(n) ∈ Bn de R une configuration w(n′) ∈ Bn′ de R′ pour n’importe
quel w ∈ Bp. Le corollaire 5 peut alors être prouvé de façon analogue au lemme 11
en utilisant ψp afin de montrer que R′ ∣▸R.
À présent, nous donnons quelques éléments sur les suites de Lucas [Rib96, PW01a]
et de Perrin [AS82] qui permettent de compter le nombre de configurations récur-
rentes.
La suite de Lucas (L(n))n∈N∗ (OEIS A204) est définie par :
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
L(1) = 1
L(2) = 3
L(n) = L(n − 1) + L(n − 2), ∀n > 2
, (4.20)
et compte le nombre de colliers de taille n sans le facteur 00, c’est-à-dire (cf. (4.18)) :
L(n) = ∣W 1(n)∣ dans le cas où (s, s′) = (−,+). (4.21)
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Figure 4.8 – Un collier w ∈ Bp, avec p = 15, représenté comme une imbrication de
∆p = gcd(6, p) = 3 sous-mots w(1), w(2) et w(3) de taille p∆p = 5. Ces trois sous-mots
correspondent respectivement aux sommets gris clair, gris foncé et blancs.
La suite de Perrin (P(n))n∈N (OEIS A1608) est définie par :
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
P(0) = 3
P(1) = 0
P(2) = 2
P(n) = P(n − 2) + P(n − 3), ∀n > 2
, (4.22)
et compte le nombre de colliers de taille n sans les facteurs 00 et 111 [Nou12], c’est-
à-dire (cf. (4.18)) :
P(n) = ∣W 1(n)∣ dans le cas où (s, s′) = (−,−). (4.23)
Lemme 16. Pour tout diviseur p de l’ordre ω d’un double-cycle D = Ds,s
′
`,r , le nombre
de configurations de période p de D est :
∣Xω(p)∣ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
X+,+(p) = 2p
X−,+` (p) = L(
p
∆p
)∆p
X−,−∆ (p) = P(
p
∆p
)∆p
,
où ∆ = pgcd(`, r) et ∆p = pgcd(p, `) = pgcd(p,∆). En particulier, D admet autant
de points fixes qu’il a de sous-cycles positifs.
Démonstration. Par le lemme 14, on sait que le nombre de configurations de période p
est égal à ∣W d(p)∣. Commençons par montrer le dernier énoncé du lemme. Le nombre
de points fixes est donc donné par ∣W d(1)∣. Si (s, s′) = (+,+), alors, W d(p) = Bp et
W d(1) = {0(n),1(n)}. Dans le cas d’un double-cycle mixte, tel que (s, s′) = (−,+),
alors W d(1) = {1(n)}. Enfin, dans le cas où (s, s′) = (−,−) alors W d(1) = ∅. Donc un
double-cycle admet autant de points fixes qu’il a de sous-cycles positifs.
Considérons maintenant que p > 1. Tout collier w ∈ Bp peut être écrit comme une
imbrication d’un certain nombre a de sous-mots w(1),w(2), . . . ,w(a) de taille m = pa
tels que ∀j ≤ a, w(j)0 = wj et ∀i <m, w(j)i = wi′+d si w(j)i−1 = wi′ (cf. Figure 4.8).
Par conséquent, m×d = k×p est valide pour un certain entier minimal k, c’est-à-dire
m × d = ppcm(d, p) = dppgcd(d,p) . Ainsi, tout collier w ∈ B
p peut être écrit comme une
imbrication de a = ∆p sous-mots de longueur m = p∆p .
Si w ∈ W d(p), alors chacun des sous-mots w(j), avec j ≤ ∆p, appartient à W 1(m).
Ainsi, si (s, s′) = (−,+), par la suite de Lucas (cf. (4.21)), on obtient ∣W 1(m)∣ = L(m)
et donc ∣W d(p)∣ = ∣W 1(m)∣∆p . De même, si (s, s′) = (−,−)), par la suite de Perrin
(cf. (4.23)), on a ∣W 1(m)∣ = P(m) et donc ∣W d(p)∣ = ∣W 1(m)∣∆p .
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Double-cycles
positifs
R = D+,+`,r
Double-cycles
mixtes
R = D−,+`,r
Double-cycles
négatifs
R = D−,−`,r
Ordre ω ∆ r
⎧⎪⎪⎨⎪⎪⎩
`+r
2 si
`+r
∆ = 4
` + r sinon
Nombre de
configurations
de période p,
p∣ω
X+(p) X−,+` (p) = ¬(p∣`) ⋅ L(
p
∆p
)∆p X−,−∆ (p) = ¬(p∣∆) ⋅ P(
p
∆p
)∆p
Nombre de
configurations
de période
minimale p,
p∣ω
X̃+(p)
X̃−,+` (p) = ∑
d∣p
¬(d∣`)
µ (pd) ⋅ L(
d
∆d
)∆d X̃−,−∆ (p) = ∑
d∣p
¬(d∣∆)
µ (pd) ⋅ P(
d
∆d
)∆d
Nombre de
comportements
asymptotiques
de période p,
p∣ω
A+(p) A−,+` (p) =
X̃−,+` (p)
p A
−,−
∆ (p) =
X̃−,−∆ (p)
p
Nombre total
de
comportements
asymptotiques
T+(∆)
T−,+` (r) =
1
r ∑
d∣r
¬(d∣`)
φ ( rd) ⋅ L(
d
∆d
)∆d T−,−∆ (n) =
1
n ∑
d∣n
¬(d∣∆)
φ (nd ) ⋅ P(
d
∆d
)∆d
Tableau 4.2 – Description combinatoire des comportements asymptotiques des
double-cycles positifs, mixtes et négatifs, où ¬(p∣m) vaut 0 si p divise m et 1 si-
non.
On déduit de l’ensemble de ces résultats le théorème 6, qui donne la caractérisa-
tion combinatoire des double-cycles soumis au mode de mise à jour parallèle.
Théorème 6. L’ordre ω, les nombres X(p) et X̃(p) des configurations de période
(minimale) p, où X(ω) représente le nombre total de configurations récurrentes, ainsi
que le nombre A(p) de comportements asymptotiques de période p et le nombre T
total de comportements asymptotiques des double-cycles positifs, mixtes et négatifs
sont donnés dans le tableau 4.2.
4.3 Comparaison et autres intersections
4.3.1 Comparaison et bornes
Maintenant que la caractérisation combinatoire des comportements asympto-
tiques des cycles et double-cycles est connue, afin d’acquérir une compréhension
plus fine des comportements de réseaux arbitraires qui les contiennent, il convient
de comparer les comportements asymptotiques de ces motifs simples d’interaction.
Une première étape de comparaison se trouve dans le lemme 11 et le corollaire 5, qui
nous donne des précisions sur la manière dont les cycles et double-cycles peuvent se
simuler. Par ailleurs, les dernières remarques de la fin de la section 4.2.1 mettent en
évidence la nature exponentielle du degré de liberté des cycles, qui n’est pas en ac-
cord avec les études précédemment réalisées [Kau93, ABLM+03, Ele09]. Un argument
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1
2
3
4
5
6
7
8
9
10
11
12
13
14 1
1
1
1 31
1 19 31
15 19 33
10 14 19 24
1 8 10 15 19 31 158
1 5 8 14 19 63
1 5 5 8 10 26 19 31
1 4 5 11 10 14 19 24
1 3 3 6 5 8 15 19
1 2 3 3 4 5 8 10 14 19 31 63
3
1
`
r
3 4 5 6 7 10 11 12 13 141 2 8 9
1 2 2 3 3 5 5 8 15 19 31 41 641
41
41
41
41
41
41
41
41
41
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41
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1
33
10
8
8
15
15
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16 17
17
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332
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329
328
328
329
329
329
328
332
328
232
18
1098
1
1
2
2
4
6
10
16
30
52
94
172
316
586
1096
2048
3856
7286
Positif
T−` (2`)
T+(r) 2 3 4 6 8 14 20 36 60 108 188 352 632 1182 2192 4116 7712 14602
N
ég
at
if
94
94
94
70
91
94
94
91
70
94
91
94
94
1
91
1 211
211
211
211
211
211
211
211
211
211
211143
143
411
143
143
143
156
143
143
143
143
143
143
156
143 211
211
211
211
211
∆ = pgcd(`, r) = 1
∆ = pgcd(`, r) = 2
∆ = pgcd(`, r) ≥ 3
Tableau 4.3 – Nombre total de comportements asymptotiques T−,+ d’un double-
cycle mixte D−,+ dans la case (`, r) si ` ≤ r. Sinon, si ` > r, alors T−,+ = T−,+∆,r (cf.
section 4.2.2), où ∆ = pgcd(`, r)). La dernière colonne et la dernière ligne rappellent
respectivement le nombre total de comportements périodiques des cycles isolés C −`
et C +r .
d’explication de ces différences que nous mettons en avant ici est que les intersections
de cycles participent fortement à la diminution des comportements asymptotiques
possibles des réseaux. Sur la base de cette idée, cette section vise à comparer les
degrés de liberté des cycles à ceux des double-cycles. Plus précisément, cela revient
à comparer T+(n) et T−n(2n) aux quantités T+(∆), T
−,+
` (r) et T
−,−
∆ (` + r).
Considérons un réseau R d’ordre ω, tel que R = C sn ou R = D
s,s′
`,r . Soit p un
diviseur de ω. Notons également Q ∈ {X, X̃,A,T} l’une des quatre quantités définies
dans les équations 4.8 à 4.11. Le corollaire 5 permet d’écrire :
Q+,+`,r (p) = Q
+(p), X−,+`,r (p) ≤ X
+(p), X−,−`,r (p) ≤ X
+(p) et Qs,s`,`(p) = Q
s
`(p)
Toutefois, le nombre de configurations récurrentes d’un double-cycle, Xs,s
′
`,r (p) peut
être borné plus finement en fonction de X+ et X−n, les nombres de configurations
récurrentes respectifs des cycles isolés positifs et négatifs (cf. corollaire 3). C’est ce
que montre le lemme 17, en se fondant sur les résultats précédents ainsi que sur le
lien de la suite de Lucas avec le nombre d’or [Rib96], noté % = (1+
√
5)/2 (racine de
x2 − x − 1 = 0) et celui de la suite de Perrin avec le nombre plastique [VdL60], noté
ξ = 3
√
1
2 +
1
6
√
23
3 +
3
√
1
2 −
1
6
√
23
3 (racine de x
3 − x − 1 = 0).
Le lemme 17 donne des bornes des nombres de configurations récurrentes des
double-cycles mixtes et négatifs. Le cas des double-cycles positifs n’est pas traité ici
car il se rapporte directement aux cycles positifs.
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` = 32r
` = r
` = 2r
ω = ` + r premier
ω pair
ω impair
` = 4r
8 9
1
2
3
4
5
6
7
8
9
10
11
12
13
14
25
15
16
17
19
20
21
22
23
24
26
27
18
26216
95326
182362
349536
671092
1290556
2485534
1
1
2
2
4
6
10
16
30
52
94
172
316
586
1096
2048
3856
7286
13798
49940
N
ég
at
if
2 3 4 5 6 7 10 11 12 13 1614 151`
r
Négatif
∆ = ω2
∆ = ω5
∆ = ω3
1
1
1
1
2
1
2
2
3
2
4
3
5
6
7
7
11
11
16
19
24
28
39
46
60
75
97
1
1
2
1
1
2
3
2
4
3
4
6
7
7
10
11
17
19
23
28
38
46
60
75
96
2
1
2
3
3
2
2
3
5
9
7
7
10
11
16
17
24
28
44
46
60
66
97
2
2
3
2
8
3
4
6
2
7
10
11
33
19
23
28
32
46
60
75
88
4
2
4
3
5
17
7
7
11
11
4
19
24
28
39
125
60
75
97
6
3
4
9
7
7
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11
17
17
23
28
6
46
60
66
96
10
6
7
7
11
11
16
105
24
28
39
46
60
75
10
16
7
10
11
33
19
23
28
278
46
60
75
88
30
11
16
17
24
28
44
46
60
729
97
52
19
23
28
38
125
60
75
96
94
28
39
46
60
75
97
172
46
60
66
88
316
75
97
586
T−` (2`)
∆ = ω5
Tableau 4.4 – Nombre total de comportements asymptotiques T−,− des double-
cycles négatifs D−,−. La dernière colonne rappelle le nombre total de comportements
asymptotiques des cycles négatifs C −` .
Lemme 17. Pour tout diviseur p = Kp∆p (∆p = pgcd(`, r, p)) de l’ordre d’un
double-cycle Ds,s
′
`,r , le nombre de configurations de période p est borné par :
%p ∼ X−,+`,r (p) ≤
√
3
p
ξp ∼ X−,−`,r (p) ≤
⎧⎪⎪⎨⎪⎪⎩
3
p
3 si Kp = 3√
2
p
sinon
.
Laissons de côté quelques rares exceptions pour lesquelles l’ordre n’est pas atteint
(cf. lemme 15) et concentrons-nous sur les double-cycles pour lesquels l’ordre est
atteint vaut ω = r si (s, s′) = (−,+) et ω = ` + r if (s, s′) = (−,−). Grâce au lemme 17
et à sa démonstration [Nou12], il est à présent possible de donner des explications
informelles quant aux résultats présentés dans les tableaux 4.3 et 4.4, en étendant
les expressions concernant X à T (cf. théorème 7).
En ce qui concerne les double-cycles mixtes, on peut montrer que si p est impair, alors
X−,+(p) est maximal quand ∆p est minimal (c’est-à-dire quand ∆p = 1). À l’inverse,
si p est pair, X−,+(p) est maximal quand ∆p l’est aussi (c’est-à-dire quand ∆p = p2).
Lorsque la période est égale à l’ordre, cela confirme les résultats du tableau 4.3.
Dans le cas des double-cycles négatifs, en considérant que ` ≥ r, le lemme précédent
suggère que X−,−(ω) est maximal lorsque l’ordre est maximal mais aussi que X−,−(ω)
est encore supérieur quand Kω =K = 3.
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Cela nous amène au théorème 7 suivant qui met en avant que la grande majorité
des configurations récurrentes des double-cycles ont p = ω pour période minimale,
de manière que T(ω) = Θ(X(ω)/ω). Soit T(ω) le nombre total de comportements
asymptotiques d’un réseau R qui est soit un cycle, soit un double-cycle, d’ordre ω.
Les théorèmes 5 et 6, avec le lemme 17, impliquent que, avec K = `+rpgcd(`,r) :
T(ω) ≤ (φ☆Y)(ω)
ω
, (4.24)
où :
∀p ∈ N, Y(p) = ap, a =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
2 si R = C +n ou R = D
+,+
`,r√
3 si R = D−,+`,r√
2 si R = C −n ou (D
−,−
`,r ∧ ¬(3∣K))
3
√
3 si R = (D−,−`,r ∧ (3∣K))
.
De plus, notons que T est forcément plus grand que si toutes les configurations
récurrentes avaient la plus grande période minimale possible, c’est-à-dire l’ordre ω.
À l’inverse, T est forcément plus petit que si toutes les configurations récurrentes
avaient la plus petite période minimales possible, c’est-à-dire si elles étaient toutes
des points fixes. Par conséquent, on a :
X(ω)
ω
≤ T(ω) ≤ X(ω).
Pour les cycles isolés, une borne supérieure plus fine peut être trouvée car il existe une
fonction injective des colliers apériodiques de longueur ω à des colliers apériodiques
de longueur p < ω of ω [Rio62]. L’idée du théorème suivant (cf. [Nou12] pour sa
démonstration) est de généraliser cela aux double-cycles, en trouvant une fonction
injective ψ ∶ Bp → Bω associant des mots apériodiques de W (ω) (caractérisant des
configurations de période minimale ω) aux mots apériodiques de W (p) (caractérisant
les configurations de période minimale p, cf. lemme 14).
Théorème 7. Soit R un réseau d’ordre ω. Si R est un cycle ou un double-cycle tel
que R n’est ni D−,−5,1 ni D
−,−
1,5 , alors son nombre total de comportements asymptotiques
T(ω) est borné par son nombre total de configurations récurrentes X(ω) tel que :
X(ω)
ω
≤ T(ω) ≤ 2 ⋅ X(ω)
ω
,
ce qui signifie que la valeur des périodes des comportements asymptotiques de R est
très grande :
∑
p∣ω
p ⋅ A(p)
T(ω) =
X(ω)
T(ω) ≥
ω
2
.
Si R ∈ {D−,−5,1 ,D
−,−
1,5 }, alors ω = 6, X(6) = 5 et T(6) = 2.
Par conséquent, la grande majorité des configurations récurrentes ont la plus
grande période minimale possible. Cela est peut-être en lien avec l’instabilité des
automates dans ces configurations. En effet, les comportements asymptotiques de
très grande taille sont composés de configurations récurrentes avec un très faible
nombre d’automates pouvant changer en même temps et sont tels que les instabilités
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sont lentes à couvrir une période. Enfin, on déduit de ce théorème et des résultats
précédents des comparaisons plus fines entre le nombre total des comportements
périodiques des cycles positifs et des quatre autres types de cycles et double-cycles,
qui sont résumées dans le corollaire 6.
Corollaire 6. Soit R un réseau et T+ω = T+ω(ω) le nombre total de comportements
asymptotiques de C +ω . Alors :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
T−ω(2ω) ≤ 12T
+
ω si R = C −ω
T+,+`,r (ω) = T
+
ω si R = D
+,+
`,r , tel que ∆ = ω
T−,+`,r (ω) ≤ 2 (
√
3
2 )
ω
T+ω si R = D
−,+
`,ω
T−,−`,r (ω) ≤ 2 (
3√3
2 )
ω
T+ω si R = D
−,−
`,r , tel que ` + r = ω ∧K = 3
T−,−`,r (ω) ≤ 2 (
√
2
2 )
ω
T+ω si R = D
−,−
`,r tel que ` + r = ω ∨K ≠ 3
,
où ∆ = pgcd(`, r) and ` + r =K∆.
4.3.2 Intersections plus complexes
Avant de refermer ce chapitre en en discutant les principales perspectives, nous
considérons brièvement le cas des intersections de cycles plus complexes pour les-
quelles les bornes obtenues dans la section précédente restent valides. Ceci mène
à la validation de l’argument disant que les intersections de cycles permettent de
réduire de façon conséquente les degré de liberté des cycles isolés. En ce sens, ces
intersections, dont on retrouve de nombreux exemples dans les réseaux de régula-
tion biologiques réels (cf. [DEN+11] pour des exemples dans le cadre des réseaux
immunitaires) participent au fonctionnement « raisonnable » des réseaux.
Voyons donc de nouvelles manières dont deux cycles peuvent s’intersecter. Plus
précisément, permettons à deux cycles de « communiquer » sans pour autant que
l’information se rejoigne et coïncide en un seul automate. Soit R1 = {fi} le réseau
dont le graphe d’interaction G1 = (V1,A1) est donné en haut à gauche de la figure 4.9.
Admettons que l’opérateur ◇ de la fonction fa appartienne à {∨,∧}, comme c’est le
cas des double-cycles que nous avons étudiés. De la même façon, soit R2 = {gi} le
réseau associé au graphe d’interaction G2 = (V2,A2) donné en haut à droite de la
figure 4.9. Ici, l’automate a est également sujet à l’opérateur ◇a ∈ {∨,∧}, tout comme
c’est le cas de l’automate b, dont la fonction locale de transition est alors définie
comme gb ∶ (xc` , xcr) ∈ B2 ↦ g`b(xc`) ◇ grb(xcR), ◇ ∈ {∨,∧}.
Considérons à présent les réseaux R′1 et R
′
2 dont les architectures G
′
1 = (V ′1 ,A′1)
et G′2 = (V ′2 ,A′2) sont respectivement données au bas de la figure 4.9. Ces deux
réseaux sont tels que chacun de leurs chemins signés représente un chemin signé du
réseau initial correspondant, R1 ou R2 selon le cas. Ces deux réseaux sont définis de
manière analogue, à savoir :
∀i ∈ V ′k , k ∈ {1,2},
⎧⎪⎪⎪⎨⎪⎪⎪⎩
f ′i = fi et g′i = gi si i ≠ b
f ′b` = f
′
br
= fb dans le cas de R′1
g′b` = g
`
b et g
′
br
= grb dans le cas de R′2
.
Définissons la fonction ψf (resp. ψg) qui associe à chaque configuration de R1
(resp. de R2) une configuration de R′1 (resp. de R
′
2) de manière que, ∀x,∀i ≠
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b
a
c
b
a
a
c
a
b` br
c` cr
c` crb` br
Figure 4.9 – (haut) Architectures des réseaux R1, à gauche, et R2, à droite ; (bas)
architectures des réseaux R′1, à gauche, et R
′
2, à droite.
b`, br, ψf(x)i = xi (resp. ψg(x)i = xi) et ψf(x)b` = ψf(x)br = xb (resp. ψg(x)b` =
ψg(x)br = xb). Il est alors aisé de voir que F ′(ψ(x)) = ψ(F (x)) (resp. G′(ψ(x)) =
ψ(G(x))). Par conséquent, le réseau R′1 simule R1 (R′1 ▸R1). De même, R′2 ▸R2.
Ceci vient du fait que ∀x, ψi∈{f,g}(x)b` = ψi∈{f,g}(x)br). Avec une récurrence sur la
longueur du chemin de a à b, on obtient :
∃D1,D2, D1 ▸R′1 ▸R1 et D2 = R′2 ▸R2. (4.25)
Comme ψ(XRk(p)) ⊆ XR′k(p), k ∈ {1,2}, les bornes supérieures données dans
la théorème 7 restent valident pour ces autres types d’intersection de cycles assez
simples. Plus précisément, des cycles qui s’intersectent sur une plus large partie
de leurs graphes d’interaction ont moins de comportements asymptotiques que les
cycles et double-cycles. Ceci mérite évidemment une étude plus fine mais donne
déjà une intuition sur les effets des intersections sur les degrés de liberté d’un réseau
arbitraire. Pour aller plus loin, une récurrence sur le nombre et la taille des « chemins
d’intersection » permet d’étendre ce résultat informel à des réseaux plus généraux
tels que celui présenté dans la figure 4.10.
4.4 Discussion
Dans l’optique de mieux comprendre comment fonctionnent les réseaux d’au-
tomates booléens, et par conséquent les réseaux d’interaction qu’ils permettent de
modéliser, ce chapitre s’est focalisé sur la combinatoire des cycles.
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Figure 4.10 – Réseau admettant des intersections de cycles plus générales.
Bien sûr, du point de vue des réseaux justement vus comme modèles de systèmes
réels, l’hypothèse du mode de mise à jour parallèle qui a été imposée peut sembler être
une restriction trop grande. Toutefois, la simplicité qui lui est inhérente permet de
mener à bien des études non triviales qu’il serait difficile de développer dans un cadre
général. Par ailleurs, le fait qu’il transforme, à chaque étape, l’énergie potentielle
(c’est-à-dire la capacité des automates à changer d’état) en énergie cinétique (c’est-
à-dire l’effectivité des changements d’état) permet de se libérer de la question des
mises à jour elles-mêmes pour s’intéresser de plus près aux architectures des réseaux
et à ce qu’elles induisent sur leur comportement. C’est notamment ce qui a été fait
dans ce chapitre et qui nous a permis de montrer des propriétés qui tiennent plus de
la forme des graphes d’interaction que de la manière dont les éléments de ces graphes
sont « ordonnancés » dans le temps. En effet, si l’on considère le cas des double-cycles,
et plus généralement des intersections de cycles, leur forme elle-même est à l’origine
du fait qu’ils fonctionnent ensemble et mettent en commun, au niveau de certains de
leurs automates, l’information qui est calculée a priori indépendamment dans chacun
d’eux (tout du moins au démarrage de leur exécution). Par ailleurs, rappelons que
les travaux de [Rob86, Rob95] mettent en évidence que les réseaux soumis à un
mode de mise à jour bloc-séquentiel arbitraire peuvent être transformés sans perte
d’information en réseaux, en général plus simples, dont les automates agissent en
parallèle. En particulier, dans le cas des cycles, il a été montré que, suite à une telle
transformation, le comportement du réseau résultat est lui-même entièrement décidé
par un cycle plus petit. Pour ces raisons, le mode parallèle s’avère ne pas être une si
grande restriction, du vue théorique en tout cas.
Revenons maintenant à ce qui est central dans ce chapitre. Il s’est attaché à
montrer que les interactions entre cycles, au travers d’intersections tangentes, réduit
de manière significative leur capacité à se comporter différemment asymptotique-
ment. Cette réduction des degrés de liberté des cycles à proprement parler est même
drastique car elle est de facteur exponentiel. L’idée générale qui ressort ici se trouve
évoquée succinctement dans la section précédente et met en avant que, dans les ré-
seaux en général, plus on force les cycles à interagir les uns avec les autres, plus la
diminution des degrés de liberté du réseau est forte. Cette vision nouvelle s’oppose
à celle des travaux qui s’attachent à compter les comportements asymptotiques en
multipliant ceux des cycles qu’ils contiennent [ADG04b]. Pour aller plus loin, les rela-
tions qui ont été établies entre les cycles isolés et les double-cycles laissent penser que
les comportements de réseaux admettant des intersections de cycles dans leur graphe
d’interaction peuvent être simulés par des réseaux composés de moins de cycles. Plus
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simplement, on peut raisonnablement retenir l’idée qu’un réseau arbitraire peut être
simulé par un réseau plus simple, qui aurait par conséquent des degrés de liberté plus
grands.
Cette idée mène naturellement à celle d’une hiérarchie de réseaux, dont les ni-
veaux regrouperaient les réseaux d’architectures comparables, dans le sens où leurs
graphes d’interactions seraient des compositions similaires de sous-structures cy-
cliques de même taille ayant des degrés de complexité d’émergence analogues. Ainsi,
en référence aux relations de simulation précédemment introduites, plus on monterait
dans la hiérarchie, plus les réseaux seraient aptes à en simuler d’autres, qui seraient
alors en dessous dans la hiérarchie. Cette vision pourrait permettre, en termes de
modélisation, de s’abstraire sous certaines conditions qui restent à préciser de cer-
tains détails des réseaux à étudier en remplaçant, dans leurs architectures, des parties
par d’autres situées en amont dans la hiérarchie, qui seraient donc capables de les
simuler. Du point de vue de la biologie, en particulier de la génétique, comme cela
a été évoqué dans [DEN+11], cette hiérarchie pourrait être liée à la phylogénie des
réseaux, c’est-à-dire la manière dont les réseaux de régulation génétique ont évolué
au cours du temps pour satisfaire des contraintes auxquelles les organismes étaient
soumis. Dans ce cadre, la formation d’intersections de cycles pourrait venir de la né-
cessité des réseaux à se spécialiser (c’est-à-dire réduire leurs degrés de liberté) pour
répondre à des contraintes spécifiques, venant de l’environnement par exemple.
Pour poursuivre dans la direction d’une compréhension plus fine des capacités
comportementales des réseaux, nous allons nous focaliser, dans le chapitre suivant,
sur la robustesse structurelle des réseaux. En partant de l’idée que, du point de vue
biologique, le parallélisme est certainement trop « grossier » (il donne généralement
aux réseaux une capacité trop grande à agir différemment), nous allons donner des
précisions sur ce qu’entraînent les variations de synchronisme. Cette étude autour de
la robustesse structurelle des réseaux nous mènera également à nous poser la question
de l’influence de la non-monotonie dans les réseaux.
Chapitre 5
Robustesse structurelle des
réseaux et rôle de la
non-monotonie
Le contenu de ce chapitre repose en grande partie sur les travaux présentés dans [DGM+10,
NRS12a, NRS12b, Nou12].
Les comportements transitoires et asymptotiques d’un réseau dépendent très sou-vent fortement du mode de mise à jour qu’on lui affecte. En effet, bien que les
configurations stables soient conservées d’un mode à l’autre [Rob86, Rob95], l’exis-
tence et la nature des oscillations stables sont soumises à la manière dont les auto-
mates exécutent leur fonction locale de transition. Par essence, donc, ces oscillations
stables dépendent de la relation globale de transition (qui est une fonction dans le cas
des systèmes dynamiques) du réseau. D’un point de vue théorique, les études visant
à comprendre et comparer l’influence des modes de mise à jour sur le comportement
des réseaux présentent de l’intérêt. C’est par ailleurs ce qui ressort de la littérature,
qui recense depuis environ dix ans de nombreux travaux soulignant le fort impact de
ces modes [Ele04, GS08, AGMS09, Ele09, GN10, AFMN11]. Cette question du rôle
des modes de mise à jour est en réalité d’autant plus pertinente que l’on considère
les réseaux comme modèles de la régulation biologique. En effet, quelle que soit la
nature de la régulation en question, il n’existe à ce jour aucun résultat précisant com-
ment les changements d’état des entités sont organisés au niveau biologique. Ainsi,
outre le fait que le mode de mise à jour parallèle semble être éloigné de la réalité,
pour la simple raison que la probabilité qu’une « horloge » fasse que tout se déroule
de manière parfaitement synchrone semble nulle, aucun argument fondé ne permet
définitivement d’adopter un mode, voire une famille de modes, pour son (ou leur)
« réalisme ».
Les problèmes qui sous-tendent ces questions du rôle des modes de mise à jour sont
à ranger dans la catégorie des problèmes de robustesse structurelle (cf. section 2.1.2).
En effet, l’étude du comportement d’un réseau arbitraire, défini par l’ensemble de
ses fonctions locales de transition, face à des variations de son mode de mise à jour
revient à étudier le réseau en en changeant la relation de transition globale (qui cor-
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respond à la définition même de la notion de robustesse structurelle 1 telle que l’avait
définie Thom [Tho72, Tho75]). Ce chapitre aborde, dans une première section, cer-
taines des questions de la robustesse structurelle des réseaux dans le cadre général des
systèmes de transition d’états (déterministes ou non). En particulier, nous présentons
les travaux menés sur les graphes de transition généraux, qui peuvent apporter des in-
dications précieuses sur le fonctionnement, dit « réaliste », des réseaux de régulation.
Notamment, nous donnons une caractérisation des graphes de transition généraux
des cycles qui permet d’élargir le domaine de validité des conjectures de Thomas.
Par ailleurs, en nous reposant sur des études menées et détaillées dans [Nou12], nous
proposons une classification des réseaux en fonction de leur robustesse face à l’ajout
de synchronisme. Cette classification nous mènera naturellement à présenter, dans la
section 5.2, une étude préliminaire récente sur l’influence de la non-monotonie dans
les réseaux d’automates booléens, dont la pertinence biologique sera argumentée.
Avant d’entrer dans des aspects plus théoriques traitant de l’apport des graphes
de transition généraux dans le cas des cycles puis menant à une classification des
réseaux en fonction de leur robustesse intrinsèque au synchronisme, nous proposons
une entrée en matière fondée sur un modèle de système de régulation réel, en pré-
sentant certains aspects de la problématique sur l’exemple de réseau de régulation
génétique déjà utilisé au chapitre 3, le réseau de Mendoza.
5.1 Robustesse structurelle, asynchronisme et synchro-
nisme
5.1.1 La problématique par l’exemple
L’étude du réseau de la morphogenèse florale d’Arabidopsis thaliana (ou réseau
de Mendoza) telle qu’elle a été menée dans le chapitre 3 était fondée sur les modes de
mise à jour blocs-séquentiels. En particulier, certains résultats ont été obtenus par
simulation dans le passé montrant que ce réseau admettait uniquement six points
fixes, sous certains modes, auxquels s’ajoutaient des cycles limites de période 2, sous
d’autres modes (cf. tableau 1 de l’annexe C). La première partie de cette sous-section
vise à expliquer les raisons de ces variations, en faisant notamment le lien avec des
résultats connus de Goles [GO80, Gol82, FSGW83]. L’idée générale est fondée sur le
concept de minimisation de réseau (cf. (2.5) au chapitre 2 et plus bas), qui permet
d’obtenir un autre réseau possédant les mêmes caractéristiques asymptotiques que
le réseau initial. Dans la seconde partie, en nous focalisant sur ce nouveau réseau
(minimal), nous fournissons une explication (informelle) des raisons pour lesquelles
les oscillations stables émanant de certains modes ne sont pas « réalistes ».
Minimisation du réseau de Mendoza
Commençons par rappeler deux résultats, obtenus par Goles au début des années
1980 et résumés dans [GM90], sur les comportements asymptotiques des réseaux
booléens à seuil.
1. Pour rappel, le terme « structure » utilisé ici correspond au comportement d’un système,
c’est-à-dire à son graphe de transition et non à son graphe d’interaction, pour lequel nous parlons
d’architecture.
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Théorème 8. Soit R = {fi} = (w, θ) un réseau booléen à seuil soumis à un mode
de mise à jour bloc-séquentiel. Si la matrice d’interaction w est symétrique, telle
que ∀i, j ∈ V, wi,j = wj,i, alors la période de ces comportements asymptotiques est
inférieure (ou égale) à 2.
Théorème 9. Si la matrice d’interaction est symétrique et telle que sa diagonale ne
contient pas de coefficient négatif, alors la période de ses comportements asympto-
tiques vaut 1 pour tous les modes de mise à jour séquentiels.
Nous utilisons à présent ces théorèmes pour caractériser les périodes possibles des
attracteurs du réseau de Mendoza (cf. annexe A), lorsque celui-ci est soumis à un
mode de mise à jour bloc-séquentiel arbitraire. Nous montrons dans la proposition 2
qu’il est possible de réduire ce dernier, de manière à ce qu’il ne soit composé que
d’interactions effectives, ce qui n’est pas le cas du réseau original. La conséquence
de cette minimisation est l’obtention d’un réseau dont la construction garantit no-
tamment la conservation des comportements asymptotiques du réseau de Mendoza.
La démonstration repose sur l’analyse des fonctions locales de transition à seuil de
chaque automate du réseau original.
Proposition 2. Pour tous les modes de mise à jour blocs-séquentiels, le réseau de
Mendoza n’admet que des comportements asymptotiques de taille maximale 2.
Démonstration. Soit R le réseau de Mendoza (cf. figure 1 de l’annexe A). Nous
montrons qu’il existe un réseau R̃, construit en minimisant R, tel qu’ils se bisimulent
asymptotiquement, c’est-à-dire que R ∣⊳⊲∣R̃.
Montrons tout d’abord que les états de plusieurs automates de R restent fixés
après quelques mises à jour. Tout d’abord, remarquons que les automates lug, ufo
et sup sont des sources (Vlug = Vufo = Vsup = ∅) et que leurs seuils d’activation
valent 1. Donc, dès qu’ils effectuent leur première mise à jour, on a :
xlug(t) = xufo(t) = xsup(t) = h(0 − 1) = 0.
De plus, l’auto-activation de emf1 et l’absence de toute autre interaction sur cet
automate (Vemf1 = {emf1}) assure que son état reste constant et est égal à sa valeur
initiale. On a donc, une fois sa première mise à jour réalisée :
xemf1(t) = h(xemf1(t − 1) − 1) = xemf1(t − 1) = xemf1(0).
De même, si l’on considère l’automate lfy, on remarque que :
xlfy(t) = h(−2 ⋅ xemf1(t − 1) − xtfl1(t − 1) + 2 ⋅ xap1(t − 1) + xcal(t − 1) − 4) = 0,
ce qui implique que son état demeure fixé à 0 dès que sa première mise à jour a
effectivement eu lieu. Prenons maintenant l’automate cal. Le seul automate qui
agit sur lui est lfy, dont on vient de montrer qu’il se fixait à l’état 0 à partir de
t = 1. Donc, une fois qu’il exécute une mise à jour après l’une de lfy, on a :
xcal(t) = h(2 ⋅ xlfy(t − 1) − 2) = h(0 − 2) = 0.
De même, l’état de tfl1 dépend uniquement des états des automates emf1 et lfy,
dont les états demeurent tous deux fixés de façon certaine après leurs premières mises
à jour respectives. Donc, très rapidement :
xtfl1(t) = h(xemf1(t − 1) − 2 ⋅ xlfy(t − 1) − 1) = h(xemf1(0) − 1) = xemf1(0).
96 Robustesse structurelle des réseaux et rôle de la non-monotonie
piap3
bfu
ap1ag
emf1
w̃ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝
emf1 ap1 bfu ag ap3 pi
emf1 1 0 0 0 0 0
ap1 −1 0 0 −1 0 0
bfu 0 0 0 0 1 1
ag −1 −1 0 0 0 0
ap3 0 0 1 0 0 0
pi 0 0 1 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠
θ̃ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜
⎝
1
0
2
0
1
1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟
⎠
Figure 5.1 – Réseau minimal R̃ induit par le réseau de Mendoza.
Par conséquent, les sept automates lug, ufo, sup, emf1, lfy, cal et tfl1 n’agissent
pas directement sur le comportement de R. Autrement dit, ils servent uniquement de
déclencheurs du comportement du réseau et leur impact s’arrête de manière certaine
rapidement, à savoir au terme de deux mises à jour de tous les automates dans le
pire cas.
À l’inverse, les cinq automates restants, ag, ap1, pi, ap3 et bfu jouent un rôle
central et sont les « moteurs » du comportement de R.
Les automates ag et ap1 interagissent l’un avec l’autre et dépendent d’autres
automates dont l’état demeurent fixé après un certain nombre de mises à jour. Ainsi :
xag(t) = h(−2 ⋅ xtfl1(t − 1) + xlfy(t − 1) − 2 ⋅ xap1(t − 1) − xlug(t − 1))
= h(−2 ⋅ xemf1(0) − 2 ⋅ xap1(t − 1))
= h(x−emf1(0) − xap1(t − 1))
et :
xap1(t) = h(−xemf1(t − 1) + 5 ⋅ xlfy(t − 1) − xag(t − 1))
= h(−xemf1(0) − xag(t − 1)).
En conséquence, l’ensemble {ap1, ag} forme une composante fortement connexe de
R̃. Avec des arguments similaires pour les automates ap3, pi et bfu, à une certaine
étape, on obtient :
xap3(t) = h(xbfu(t − 1) − 1),
xpi(t) = h(xbfu(t − 1) − 1),
et :
xbfu(t) = h(xap3(t − 1) + xpi(t − 1) − 2).
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Figure 5.2 – Graphes de transition généraux des deux composantes fortement
connexes de R̃ : (gauche) celui de la composante {ap1, ag}, lorsque l’automate
emf1 est respectivement fixé à 0 (haut) et à 1 (en bas) ; (droite) celui de la compo-
sante {ap3,bfu,pi}. Les étiquettes présentes des arêtes correspondent au nombre de
transitions élémentaires auquel l’arc correspond.
Ainsi, l’ensemble {ap3,bfu,pi} forme une autre composante fortement connexe de
R̃. En respectant l’ensemble des contraintes des équations données ci-dessus, véri-
fiant la minimalité et l’effectivité de toutes les interactions, on construit le réseau R̃,
qui est donné dans la figure 5.1 et qui possède, par construction, les mêmes compor-
tements asymptotiques que R, aux automates manquant près qui ne sont que des
recopies d’automates existant à états asymptotiques fixés selon les équations précé-
dentes. Ainsi, sous réserve d’augmenter R̃ avec les automates et interactions tels que
préconisés dans les équations précédentes, on a, par abus de langage, R̃ ∣⊳⊲∣R. Enfin,
comme les comportements asymptotiques de R̃ dépendent seulement des automates
appartenant aux deux composantes fortement connexes symétriques {ap1,ag} et
{ap3,bfu,pi} dont les diagonales des matrices d’interaction sont non-négatives, les
conditions d’application des théorèmes 8 et 9 sont vérifiées sur R̃ et, par construction,
sur R également.
Approche comportementale générale
Sur la base de ce nouveau réseau R̃, nous avons étudié le phénomène d’apparition
des oscillations stables d’un point de vue plus général, afin d’évaluer la crédibilité
de leur existence réelle. Pour ce faire, en nous focalisant uniquement sur les deux
composantes fortement connexes de R̃, qui sont celles induisant ses variations com-
portementales asymptotiques, nous nous sommes intéressés aux capacités du réseau
à produire des oscillations stables dans l’absolu.
Les graphes de transition généraux (cf. section 2.3.7) permettent d’obtenir la
représentation la plus complète des potentialités comportementales d’un réseau. Ceux
correspondant aux composantes fortement connexes {ap1,ag} et {ap3,bfu,pi} sont
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présentés dans la figure 5.2. On nomme G γ1 = (B3, T
γ
1 ) celui de {ap1,ag} 2 et G
γ
2 =
(B3, T γ2 ) celui de {ap3,bfu,pi}. L’objectif ici n’est pas de fournir une analyse formelle
du comportement de R̃ mais plutôt de développer l’intuition qui défend le fait que
les oscillations stables, induites notamment par le mode de mise à jour parallèle, sont
fortement improbables dans le cas de la morphogenèse florale d’Arabidopsis thaliana.
Pour toutes les configurations x de ces composantes, on utilise les notations
suivantes : ∀X ⊆ Bn,∀` ∈ {1,2}, ∁X = Bn ∖ X, deg+(X) = ∣T γ` ∩ (X × ∁X)∣ et
deg−(X) = ∣T γ` ∩ (∁X ×X)∣. Soient maintenant r(X) =
1
deg+(X) et l(X) =
deg−(X)
∣T γ
`
∣ .
Ces deux quantités représentent respectivement les niveaux globaux de stabilité et
d’accessibilité de X, de façon extrêmement simplifiée. Si l’on regarde les graphes G γ1
et G γ2 , deux types de motifs d’intérêt apparaissent : des configurations stables, qui
représentent les portions de point fixe (de R̃ et donc de R) restreintes aux automates
des composantes, et des cycles (au sein des ellipses grisées de la figure 5.2) qui ne sont
pas des oscillations stables car il existe des transitions qui en sortent. Or, ces cycles,
justement, sont ceux qui sont à l’origine de l’apparition des oscillations stables de R
dans certains modes de mise à jour. Les quantités r(X) et l(X) permettent de voir
aisément que, dans les deux cas, les niveaux de stabilité et d’accessibilité des points
fixes sont significativement plus grands que ceux des cycles. Plus simplement, cela
indique que, dans R, les points fixes sont significativement plus probables dans le
sens où beaucoup plus de transitions élémentaires permettent d’y accéder et aucune
ne permet d’en sortir. Pour ce qui est des cycles, on observe le phénomène opposé.
Non seulement très peu de transitions élémentaires permettent d’y accéder mais les
chances (en utilisant une loi de probabilité uniforme) d’en sortir sont très grandes,
ce qui réduit drastiquement les probabilités du réseau d’évoluer et de se « stabiliser »
sur une oscillation, en démarrant son exécution à partir d’une configuration arbi-
traire. Dans cet exemple précis de la morphogenèse florale d’Arabidopsis thaliana,
ces éléments vont dans le sens que les chances que la fleur de la plante admette
des régimes oscillants sont extrêmement faibles, ce qui est validé biologiquement par
expérimentations.
Cet exemple simple montre, même par l’intuition, que les études sur la robustesse
structurelle de ce type peuvent être pertinentes du point de vue biologique afin de
valider ou d’invalider certaines hypothèses. Il met en avant que, dans certains cas, en
particulier lorsque les propriétés d’un réseau sont bien connues de celui qui l’analyse,
les questions inhérentes à la robustesse structurelle peuvent être abordées de manière
plus sure et efficace sans contraindre le comportement à tel ou tel mode de mise à jour.
Les graphes de transition généraux tirent alors leur intérêt du fait qu’ils intègrent
toute l’information comportementale fondamentale (ils contiennent l’ensemble de
toutes les transitions élémentaires). Leur utilisation est toutefois très dépendante de
la taille des réseaux. En effet, pour un réseau de taille n, le graphe de transition
général associé est de la forme G γ = (Bn, T γ), où l’ensemble des transitions T γ est
tel que ∣T γ ∣ = 2n ⋅ (2n − 1). Malgré cette limite, leur exhaustivité en fait des objets
qui permettent d’étudier plus avant les relations existant entre les différents modes
de mise à jour et la notion de temps.
Dans ce contexte, afin de mettre en exergue l’intérêt que l’on prête à ces graphes
2. L’ensemble des configurations considéré est 3 car il est utile de distinguer le cas où emf1 est
inactif de celui où il est actif.
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de transition spécifiques, nous poursuivons en analysant leur apport vis à vis des
cycles (isolés), tels qu’on les a définis dans le chapitre 4.
5.1.2 Graphes de transition et cycles
Dans la section 4.2.1, nous avons montré que les cycles isolés soumis au mode de
mise à jour parallèle admettent des oscillations stables, quel que soit leur signe. En
particulier, nous avons vus que les degrés de liberté des cycles positifs sont environ
deux fois supérieurs à ceux des cycles négatifs. Comme nous l’avons dit, ce résultat
montre que la deuxième conjecture de Thomas [Tho81], prouvée dans le cadre asyn-
chrone [PMO98, Gou98, Sno98, RRT08, Ric11], est fausse du point de vue général.
Cependant, cette conjecture porte un message intéressant du point de vue de la bio-
logie, dans le sens notamment où, ce qui est confirmé mathématiquement est que les
comportements asymptotiques des cycles négatifs sont inévitablement des oscillations
et que seuls les cycles positifs permettent aux réseaux d’admettre plusieurs points
fixes et donc d’assurer l’homéostasie 3 multiple [Ber65]. Ainsi, afin de lever certaines
ambigüités que les mathématiques peuvent suggérer en biologie, nous caractérisons
dans cette section les graphes de transition généraux des cycles positifs et négatifs.
Cette caractérisation nous mène notamment à montrer que, dès lors qu’on étudie les
comportements des cycles au moyen de transitions élémentaires, les cycles positifs
ne peuvent admettre que des points fixes, ce qui donne par extension un cadre de
validité plus général à la deuxième conjecture de Thomas.
Tout d’abord, par définition de la relation de bisimulation ⊳⊲ , des graphes de
transition généraux et du concept de canonicité (cf. définition 8 page 72), les graphes
de transition généraux de deux cycles arbitraires de même signe et de même taille
sont isomorphes. Cela signifie, entre autres, que pour toute configuration x ∈ Bn,
ils préservent le nombre d’automates instables u(x). Par ailleurs, en utilisant une
fonction ψ ∶ x ∈ Bn ↦ xx ∈ B2n, on peut montrer qu’un cycle positif de taille 2n
simule un cycle négatif de taille n. Ce résultat est décrit dans le lemme 18 suivant.
Lemme 18. Il existe un isomorphisme entre le graphe de transition général G γC −n
d’un cycle négatif de taille n et un sous-graphe du graphe de transition général G γ
C +2n
d’un cycle positif de taille 2n, qui associe à toute configuration x ∈ Bn de C −n une
configuration y ∈ B2n de C +2n tel que u(y) = 2u(x). Ainsi, C +2n ⊳C −n .
Par ailleurs, dans [RMCT03], les auteurs démontrent certaines propriétés des
ensembles d’automates instables selon les signes des cycles. Nous retrouvons ces
résultats dans le lemme 19 et en donnons une preuve plus simple.
Lemme 19. Soit umin = min(u(x))x∈Bn et umax = max(u(x))x∈Bn. Un cycle positif
quelconque C +n vérifie :
u(x) ≡ 0 mod 2, umin = 0 et umax =
⎧⎪⎪⎨⎪⎪⎩
n si n ≡ 0 mod 2
n − 1 si n ≡ 1 mod 2
.
Un cycle négatif C −n vérifie :
u(x) ≡ 1 mod 2, umin = 1 et umax =
⎧⎪⎪⎨⎪⎪⎩
n − 1 si n ≡ 0 mod 2
n si n ≡ 1 mod 2
.
3. L’homéostasie est le concept, initialement présenté par Bernard dans le cadre de la biologie et
de la médecine, pour définir la capacité d’un système réel à conserver un équilibre comportemental.
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Démonstration. Considérons un cycle quelconque C sn dont le graphe d’interaction
est Cn = (V,A). Dans chacune de ses configurations x ∈ Bn, l’ensemble U(x) ⊆ V des
automates instables et l’ensemble frus(x) ⊆ A sont liés et sont tels que :
∀x ∈ Bn, U(x) = {i ∈ V ∣ (i − 1, i) ∈ frus(x)}.
Par ailleurs, le signe s de C sn et le nombre d’automates instables sont eux aussi reliés
par :
s = ∏
i∈Z/nZ
s(i, i + 1) = ∏
i∈Z/nZ
s(i, i + 1) ⋅ ( ∏
i∈Z/nZ
sign(xi) ⋅ sign(xi+1))
= ∏
i∈Z/nZ
s(i, i + 1) ⋅ sign(xi) ⋅ sign(xi+1) = ∏
i∈U(x)
1 ⋅ ∏
i∈U(x)
−1
= (−1)u(x).
Puisque les cycles positifs admettent des points fixes, on a umin = 0. À l’inverse, les
cycles négatifs n’admettent pas de point fixe. Si l’on considère les cycles négatifs
canoniques, les configurations an, avec a ∈ B, sont telles que leur automate 0 est
instable. Donc umin = u(an) = 1. Enfin, quel que soit le signe de C sn , les configurations
qui contiennent le plus d’automates instables sont (01)n2 (si n est impair) et 1(01)n−12
(si n est pair). Et, dans le cas de C +n est composé uniquement d’arcs négatifs si n est
pair (resp. sauf un si n est impair), alors umax = n (resp. umax = n − 1). Enfin, dans
le cas de C −n est composé uniquement d’arcs négatifs si n est impair (resp. sauf un
si n est pair), alors umax = n (resp. umax = n − 1).
Sur la base de ces deux lemmes, on obtient la proposition suivante, qui caractérise
les graphes de transitions généraux de tout cycle positif ou négatif de taille arbitraire.
Proposition 3. Pour toute configuration x,x′, y, y′ ∈ Bn d’un cycle C sn respectant
umin ≤ u(y) = u(y′) < u(x) = u(x′) ≤ umax, on a :
x ∗ ∗ x′ ∗ y ∗ ∗ y′.
En revanche, ∀z ∈ Xu(x), y ∗ z est faux, où Xm est l’ensemble des configurations
comportant m automates instables tel que ∀m ∈ N, Xm = {x ∣ u(x) = m} ⊆ Bn. Par
conséquent, le graphe de transition général de C sn est un graphe par couche (cf. note
au bas de la page 44) composé de ⌈n2 ⌉ couches. Pour 0 ≤ k < ⌈
n
2 ⌉ et pour u = 2k si
s = + et u = 2k+1 si s = −, alors la couche Lk est une composante fortement connexe
induite par Xu, contenant 2 ⋅ (nu) configurations x dans lesquels u(x) = u automates
sont instables.
Démonstration. Considérons le cycle positif canonique C = C +n . Puisque les configu-
rations de C sont des colliers binaires, toute configuration x ∈ Bn de C peut s’écrire
sous la forme d’une suite de groupes de b consécutifs et de ¬b consécutifs, avec b ∈ B,
qui alternent. Ainsi, on a :
∀x ∈ Bn, x = (¬b)i0bn0(¬b)n1 . . . bnm−2(¬b)nm−1−i0 , (5.1)
où i0 représente le premier automate du premier groupe bn0 rempli de b et où
∑0≤k<m nk = n. Considérons maintenant le nombre u(x) d’automates instables dans
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x. Il est évident que u(x) est égal au nombre m de groupes différents dans x se-
lon l’écriture proposée. De plus l’ensemble U(x) des automates instables est défini
comme U(x) = {i ∣ xi ≠ xi−1} = {ik ∣ k < m}. En d’autres termes, il s’agit de l’en-
semble de tous les premiers automates ik = i0 +∑0<`<k n` de chacun des groupes Gk
distincts de x tels que Gk = {ik, ik+1, . . . , ik+nk−1}, avec k ∈ {0, . . . ,m}. Ainsi, l’en-
semble Xm (défini dans l’énoncé de la proposition 3) des configurations comportant
m automates instables a pour cardinal 4 :
∣Xm∣ = 2 ⋅ (
n
m
). (5.2)
Lorsqu’une transition élémentaire x W y, W ⊆ V , est réalisée, les groupes
ne peuvent changer qu’à leurs frontières. Si l’on considère deux groupes Gk−1 et Gk,
le seul changement qui peut effectivement se produire est lorsque l’automate ik est
mis à jour, auquel cas Gk le perd et Gk−1 le gagne. Et on en déduit directement que
y ne peut avoir plus de groupes que x, c’est-à-dire que u(y) ≤ u(x). Du point de vue
plus général, en considérant des successions de transitions élémentaires, on a :
∀x, y ∈ Bn, x ∗ y Ô⇒ u(y) ≤ u(x). (5.3)
Cela indique que le nombre d’instabilités u(⋅) peut être vu comme l’énergie potentielle
du réseau.
À présent, montrons que, dans le graphe de transition général G de C , toute
configuration x ∈ Bn écrite selon (5.1) telle que u(x) = m est fortement connectée à
la configuration x(m), dans laquelle tous les groupes de x ont été « réduits » à une
taille égale à 1, sauf le premier qui a été « étendu » à la taille r = n − (m − 1), telle
que :
x(m) = 0r(10)
m
2
−11 ∈ Bn. (5.4)
Soit F = FV = F [π], et notons :
x̃ =
⎧⎪⎪⎨⎪⎪⎩
Fn−i0(x) = 0n01n1 . . .0nm−21nm−1 ∈ Bn si b = 0
Fnm−1(x) = 0nm−11n0 . . .0nm−31nm−2 ∈ Bn si b = 1
.
Par définition des transitions élémentaires et puisque Fn−i0 = (F i0)−1 est inversible,
x and x̃ sont fortement connectées dans G . Ainsi, on a :
∀x ∈ Bn, x ∗ ∗ x̃. (5.5)
De plus, ∀k < m, nk ≥ 2, notons Rk = Fnk−2 ○ . . . ○ Fnk−1+1 ○ Fnk−1 la fonction qui,
appliquée sur x̃, réduit son k-ième groupe à la taille 1 et étend le (k−1)-ième groupe
à la taille nk−1 + nk − 1 tel que, avec a = k mod 2 si b = 0 et a = k − 1 mod 2 sinon :
Rk(x̃) = {
0n01n1
0nm−11n0
} . . . ank−1+nk−1
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
nouveau Gk−1
¬a¯
nouveau Gk
ank+1
²
Gk+1
. . .{ 0
nm−21nm−1
0nm−31nm−2
} .
Soit maintenant Rk = Rk−1 ○ . . . ○ R1 ○ R0 ○ Rm−1 ○ . . . ○ Rk+1 de manière que Rk =
(RkRkRk)−1 est également inversible. On a donc :
∀x ∈ Bn, x̃ ∗ ∗ Rk(x̃). (5.6)
4. La multiplication par 2 vient simplement du fait du choix de b à 0 ou à 1.
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Figure 5.3 – Graphe de transition général du cycle positif canonique C +3 dont l’ar-
chitecture est rappelée dans l’encadré, et où P = P(V ) ∖ ∅.
De là, en alternant les dérivations de la forme (5.5) et (5.6), on obtient bien :
x ∗ ∗ x(m). (5.7)
Pour terminer, soit, ∀0 ≤ d ≤ m2 , Wd = {r + 2k ∣ 0 ≤ k < d} ⊆ V l’ensemble des d
premiers automates à l’état 1 dans x(m). Alors on a :
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
d < m2 Ô⇒ x
(m) Wd FWd(x(m)) = 0r+d(10)
m
2
−1−d1 = x(m−2d)
d = m2 Ô⇒ x
(m) Wd FWd(x) = 0n = x(0)
. (5.8)
On peut directement étendre ce raisonnement aux cycles négatifs grâce au lemme 18.
La proposition est alors démontrée par application du lemme 19.
Afin d’illustrer cette proposition, les graphes de transition généraux des cycles ca-
noniques positif et négatif de taille 3 sont respectivement présentés dans les figures 5.3
et 5.4. On y retrouve des graphes comportant deux couches L0 et L1. Dans le cas
positif, le couche L1 contient les deux points fixes 000 et 111. Dans le cas négatif, la
couche L1, contient les six configurations qui composent l’attracteur cyclique stable
de [RRT08], qui est le cycle limite de période maximale d’ordre ω = 2 × 3 lorsque le
cycle est soumis au mode de mise à jour parallèle π. Notons que ces propriétés sont
toujours vérifiées, quelle que soit la valeur de n.
Finalement, dans le cas des cycles, le nombre u(⋅) d’instabilités des configura-
tions définit leur énergie potentielle ainsi que l’organisation en couches des graphes
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Figure 5.4 – Graphe de transition général du cycle positif canonique C +3 dont l’ar-
chitecture est rappelée dans l’encadré.
de transition généraux. En effet, moins il y a d’automates instables dans une confi-
guration, plus celle-ci est proche d’un comportement asymptotique. Par conséquent,
les problèmes de complexité inhérents au calcul du comportement asymptotique d’un
réseau [FO89b, FO89a, Flo92, Orp92, BHM+01, Tos06] qui sont difficiles dans le cas
général deviennent « faciles » dans le cas des cycles puisqu’il suffit de compter les in-
stabilités locales pour connaître le nombre de mises à jour à exécuter pour atteindre
le comportement asymptotique le plus stable, même quand le cycle est soumis à des
perturbations de son mode de mise à jour. Le nombre d’instabilités fournit donc
énormément d’information du point de vue général et fournit dans le cas de réseaux
particuliers comme les cycles presque toute l’information. Il nous permet notamment
d’étendre le domaine de validité des conjectures de Thomas, et plus particulière-
ment celle portant sur les cycles négatifs. En effet, les comportements asymptotiques
(réellement) stables des cycles positifs sont les deux points fixes qu’ils admettent,
les autres comportements apparaissant stables sous certains modes de mise à jour
pouvant perdre leur stabilité dès que des perturbations sont réalisées sur les mises
à jour. En particulier, dès que l’on ne considère que des modes de mise à jour fon-
dés sur des transitions élémentaires, les seuls comportements stables de tels cycles
sont ses points fixes. En ce qui concerne les cycles négatifs, ils ont les plus grandes
chances d’atteindre une unique oscillation stable de taille maximale sous l’hypothèse
d’élémentarité des transitions.
Par ailleurs, si l’on reprend les graphes de transition généraux des cycles cano-
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niques donnés dans les figures 5.3 et 5.4, on s’aperçoit que le synchronisme total
(correspondant au mode de mise à jour parallèle) empêche les configurations d’at-
teindre des configurations d’une autre couche et empêche ainsi le réseau de se rap-
procher de son comportement asymptotique le plus stable théoriquement. Seules des
transitions non totalement synchrones le permettent. Or, nous avons dit précédem-
ment que le mode de mise à jour parallèle est un mode de référence du point de vue
théorique, en raison de sa simplicité et du fait qu’il traduise l’énergie potentielle de
configurations en énergie cinétique (toutes les instabilités sont effectivement prises en
compte), ce qui signifie qu’il met en exergue des comportements qui sont réellement
atteignables du point de vue mathématique. Cependant, du point de vue applica-
tif, l’expressivité qu’il fournit peut parfois tenir de la sur-expressivité qui engendre
l’émergence de comportements asymptotiques irréalistes (comme cela a été vu dans
le cadre du réseau de Mendoza). Du point de vue biologique, il semble que la traduc-
tion d’une « énergie potentielle » en « énergie cinétique » ne soit pas nécessairement
ce que la nature choisit pour faire évoluer les systèmes réels 5. En conséquence, cela
réouvre naturellement la question du temps biologique, ou de l’ordonnancement bio-
logique s’il existe, mais cette question reste pour le moment sans réponse malgré les
récentes avancées sur le rôle de la chromatine dans le contexte de la régulation géné-
tique [HA92, EM04, Ben06] qui mettent en avant que la réalité se trouve à mi-chemin
entre le synchronisme parfait et la désynchronisation totale.
Tout en gardant comme objet d’étude central les graphes de transition généraux,
la suite de ce chapitre s’intéresse justement aux liens et aux différences entre ces
visions distinctes des systèmes. Plus précisément, nous y proposons une classification
des réseaux vis à vis de leur robustesse face à l’ajout de synchronisme.
5.1.3 Divers niveaux de robustesse : une classification
Cette section vise à donner des clés pour mieux comprendre comment des réseaux
plus généraux voient leurs comportements changer lorsqu’ils sont soumis à des varia-
tions de synchronisme. Nous nous focalisons ici sur les réseaux dont les graphes de
transition sont des systèmes de transition d’états indéterministes. Plus précisément,
nous étudions les différences existant entre les graphes de transition asynchrones
et généraux de réseaux arbitraires. L’idée générale sous-jacente à ce travail part
d’une question que nous nous sommes posée et qui peut être résumée informelle-
ment de la manière suivante : étant donné un réseau arbitraire R dont on connaît le
graphe de transition asynchrone, l’ajout de synchronisme peut-il changer drastique-
ment les comportements asymptotiques de R, ou ne fait-il que créer des raccourcis
des transitions asynchrones ? En d’autres termes, étant donné R, ses comportements
asymptotiques asynchrones sont-ils conservés lorsque R est soumis au mode de mise
à jour général ? Si la réponse est négative, quels sont les changements qui peuvent
intervenir ?
5. Cette phrase peut sembler un peu forte a priori. En effet, si l’on considère l’exemple
d’Arabidopsis thaliana,comme nous l’avons longuement évoqué, il se peut que le modèle étudié
ne permette pas de considérer toutes les dimensions du problème et qu’il existe ainsi une dimension
mettant en évidence cette transformation d’énergie.
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Éléments de base
Dans [Nou12], il est montré qu’en toute généralité, la réponse à cette question
est négative pour les réseaux monotones. Il existe en effet des réseaux monotones
particuliers pour lesquels l’ajout de synchronisme provoque plus que des raccourcis
de transitions asynchrones, et peut amener à des changements drastiques de com-
portements asymptotiques. Nous ne donnons pas ici les détails de cette étude mais
en présentons les grandes lignes, qui nous ont permis d’aboutir à une classification
relativement fine de la robustesse structurelle élémentaire des réseaux face aux va-
riations de synchronisme. Pour ce faire, commençons par introduire les notions utiles
de cycles frustrés et de transitions séquentialisables.
Soit R = {fi}i∈V un réseau monotone de taille n et de paramètres G = (V,A).
Considérons-en un graphe de transition GR indéterministe comportant uniquement
des transitions élémentaires restreintes aux transitions effectives x W y (W ⊆
V ) telles que les étiquettesW sont minimales, à savoir queW =D(x, y) = {i ∣ xi ≠ yi}.
Si une configuration x ∈ Bn est telle que A = frus(x), alors R est dit frustré en x. De
plus, si tous les automates de x sont instables, à savoir U(x) = V , on dit qu’ils sont
critiquement frustrés dans x. On dit également d’un réseau qu’il est critiquement
frustrable s’il existe une configuration de Bn dans laquelle tous ses automates sont
critiquement frustrés. On peut restreindre cette définition à un cycle pour obtenir
la notion de cycle critiquement frustrable. Notons que, par le lemme 19, un cycle
critiquement frustrable est nécessairement soit un cycle positif de longueur pair,
soit un cycle négatif de longueur impair. Considérons maintenant les deux graphes
de transition G αR et G
γ
R . Soit x W y une transition effective de G
γ
R telle que
∣W ∣ > 1. Elle est dite séquentialisable s’il existe dans G αR une succession de transitions
telle que x ∗ y. Au contraire, elle est dite non-séquentialisable si elle ne raccourcit
aucune dérivation asynchrone.
Ces définitions permettent d’obtenir la proposition 4 suivante (dont la preuve est
présentée dans [Nou12]), qui établit une condition nécessaire à l’existence de transi-
tions non-séquentialisables, en faisant un lien avec le concept de cycle critiquement
frustrable.
Proposition 4. Si R ne contient pas de cycle critiquement frustrable de taille m,
alors toutes les transitions synchrones qui changent les états de moins de m auto-
mates sont séquentialisables.
Une conséquence directe de cette proposition est que l’existence d’un cycle criti-
quement frustrable dans l’architecture de R est une condition nécessaire à l’existence
de transitions synchrones non-séquentialisables.
Classification
Sur les bases de ces premiers éléments, en nous focalisant sur la notion de tran-
sition non-séquentialisable, nous pouvons déduire un certain nombre de propriétés
générales à tous les réseaux.
Soit R un réseau de taille n et ses graphes de transition G αR = (Bn, Tα) et
G γR = (B
n, T γ). Soient x, y ∈ Bn deux de ses configurations. Clairement, si toutes
les transitions synchrones de T γ sont séquentialisables, alors l’ajout de synchronisme
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ne change rien au comportement global de R, si ce n’est qu’il permet de créer des
raccourcis dans les dérivations asynchrones de manière que certaines configurations
peuvent atteindre plus rapidement leurs comportements asymptotiques respectifs.
Par conséquent, à partir de maintenant, considérons que R admet au moins une
transition non-séquentialisable et focalisons-nous sur l’effet que peut avoir une de
ces transitions, que nous identifions par (x, y) ∈ T γ .
Pour toute configuration z ∈ Bn, on définit Aαz (resp. A
γ
z ) comme l’ensemble des
comportements asymptotiques dans G αR (resp. dans G
γ
R) atteints par z, ou auquel
z appartient. On note aussi par Lα = ∪z∈BnAαz (resp. Lγ = ∪z∈BnA
γ
z ) l’ensemble de
tous les comportements asymptotiques de G α (resp. de G γ). En raison de l’existence
de la transition (x, y) (par hypothèse) dans G γR , tout comportement asymptotique
qui peut être atteint par y peut également l’être par x. Par conséquent, Aγy ⊆ Aγx.
À l’inverse, dans G α, puisqu’il n’y a pas de dérivation de x à y ((x, y) ∈ T γ est
non-séquentialisable), les comportements asymptotiques atteints par y ne peuvent
pas être strictement inclus dans ceux de x, c’est-à-dire que Aαy ⊊ Aαx est impossible.
En effet, trois possibilités peuvent se présenter :
— soit y est transitoire et les seuls attracteurs qu’elle peut atteindre sont exac-
tement ceux qui peuvent être atteints par x, c’est-à-dire tels que Aαy = Aαx ;
— soit y transitoire et elle peut atteindre des comportements asymptotiques qui
diffèrent de ceux de x tels que Aαy ∖Aαx ≠ ∅ (c’est par exemple potentiellement
le cas si y ∗ x ∈ Tα) ;
— soit y est récurrente et, puisqu’il n’existe pas de dérivation de x vers y, il n’y
en a pas non plus de y vers x et donc Aαx ∩Aαy = ∅.
Les deux dernières possibilités impliquent que Aαy ⊈ Aαx .
De ces trois possibilités, nous dérivons les cas 2, 3 et 4 de la liste ci-dessous,
qui récapitule toutes les situations possibles engendrées par le passage de G αR à G
γ
R
induisant l’existence de la transition non-séquentialisable (x, y) :
1. x est transitoire dans G α. Par conséquent, l’ensemble de tous les comporte-
ments asymptotiques demeure inchangé tel que Lα = Lγ . Toutes les configura-
tions z ∈ Bn qui peuvent être dérivées en x (y compris x) dans G α, restent des
configurations transitoires. Elles gagnent toutefois la possibilité d’atteindre
les comportements asymptotiques de Aαy ∖Aαz . En d’autres termes, Aαy = A
γ
y
et Aαx ⊆ Aαz Ô⇒ A
γ
z = Aαz ∪Aαy ;
2. x est une configuration récurrente, y ne l’est pas et Aαy = Aαx . Par conséquent,
toute configuration z ∈ Bn sur une dérivation partant de y (y compris y) vers
Aαx devient récurrente et appartient donc à A
γ
x. Ainsi, Aαx « grandit » pour
devenir Aγx ;
3. x est récurrente, y ne l’est pas et Aαy ∖A
γ
x ≠ ∅. x perd alors sa propriété récur-
rente, ce qui implique un changement de l’ensemble de tous les comportements
asymptotiques qui perd Aαx . On a donc : A
γ
x = Aαy = A
γ
y et Lγ = Lα ∖Aαx ;
4. les deux configurations x et y sont récurrentes dans G α. Le comportement
asymptotique Aαx « se vide » alors dans Aαy . Plus précisément, ∀z ∈ Aαx , z
devient transitoire et est telle que Aαz = Aαx ⊈ A
γ
z = Aγy , ce qui implique
également la perte du comportement asymptotique Aαx .
Les quatre cas présentés ci-dessus suggèrent entre trois et quatre niveaux de
robustesse au synchronisme, selon la vision qu’on en a (cf. définition 9). En effet, dans
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les quatre classes (ou types) de robustesse proposées ci-dessous, bien que les classes
1○ et 1● soient de natures différentes, leur importance relative est discutable et nous
ne préférons pas les ordonner dans l’absolu. En effet, selon le point de vue adopté,
à savoir si les questions qui nous intéressent concernent plus les comportements
transitoires qu’asymptotiques ou inversement, on peut les ordonner différemment.
Ceci nous pousse à identifier ces deux classes en un seul et même niveau de la
classification suivante (les cas 1 et 2 précédents amènent respectivement aux classes
1○ et 1● tandis que les cas 3 et 4 mènent tous deux à la classe 2).
Définition 9. Soit R un réseau. La robustesse structurelle au synchronisme (ou
plus simplement robustesse au synchronisme) de R peut être de :
— type 0 : R est (parfaitement) robuste. Les transitions synchrones créent
des raccourcis de transitions asynchrones, ce qui peut permettre d’atteindre
plus rapidement un comportement asymptotique. L’ajout de synchronisme ne
change pas les comportements asymptotiques ;
— type 1○ : R est peu robuste dans le sens où l’ajout de synchronisme augmente
les degrés de liberté de certaines configurations transitoires qui peuvent ainsi
atteindre un plus grand nombre de comportements asymptotiques (qui restent
inchangés) ;
— type 1● : R est peu robuste. L’ajout de synchronisme fait que certaines confi-
gurations transitoires en asynchrone deviennent récurrentes, ce qui a pour effet
d’accroître la taille de certains comportements asymptotiques (nécessairement
instables).
— type 2 : R est non-robuste car l’ajout de synchronisme provoque la destruc-
tion de comportements asymptotiques asynchrones.
La définition 9, telle qu’elle est donnée, évoque (par omission) que les types de
robustesse au synchronisme 1○, 1● et 2 donnés ne sont pas exclusifs. En effet, l’ajout de
synchronisme dans les réseaux peut faire en sorte qu’ils soient de types (de robustesse)
différents, en conséquence de l’action de plusieurs transitions non-séquentialisables
distinctes. Par ailleurs, outre la classe 0, qui regroupe les réseaux robustes, il est
utile de remarquer que les classes 1○ et 1● se distinguent significativement de la
classe 2. En effet, dans ces classes intermédiaires, le passage du graphe de transition
asynchrone au général ne provoque que des altérations « positives » de l’ensemble des
configurations récurrentes du réseau, puisque soit il ne change pas, soit il croît. De
plus, les degrés de liberté du réseau restent les mêmes. Seuls les réseaux de type 2 se
caractérisent par la perte de degrés de liberté qui entraîne une diminution du nombre
de leur configurations récurrentes. D’un point de vue purement mathématique, cette
particularité invite clairement à être étudiée de près. Du point de vue des applications
à la biologie, ce sont finalement les représentants de réseaux qui se placent à l’opposé
du spectre évoqué précédemment, qui mettait en avant que le synchronisme (et plus
particulièrement le synchronisme parfait) faisait généralement augmenter le nombre
de comportements asymptotiques, ce qui rendait sa validation biologique délicate.
Ici, nous nous plaçons bien dans le cas opposé parce que l’action du synchronisme
réduit le nombre de comportements asymptotiques de ces réseaux. Ainsi, ces réseaux
particuliers, notamment ceux de petites tailles, ont des chances d’être présents comme
sous-motifs de réseaux de régulation réels car ils mêlent synchronisme partiel et non-
explosion combinatoire des degrés de liberté.
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Figure 5.5 – Graphe d’interaction signé d’un réseau monotone de robustesse au
synchronisme de type 2.
Exemple de réseau monotone non-robuste
Tout réseau de type 1● ou 2 admet nécessairement un cycle critiquement frus-
trable, des automates en dehors de ce cycle ainsi qu’un cycle négatif [Nou12]. Sur la
base de ce résultat, afin d’illustrer les classes de la définition 9, nous avons construit
un réseau monotone de type 2 de taille (minimale) 4 dont l’architecture est donnée
dans la figure 5.5. Ce réseau est défini par :
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
f0(x) = x2 ∨ (x0 ∧ ¬x1)
f1(x) = x3 ∨ (¬x0 ∧ x1)
f2(x) = ¬x0 ∧ x1
f3(x) = x0 ∧ ¬x1
(5.9)
Notons la présence dans le graphe d’interaction de la figure 5.5 d’un cycle criti-
quement frustrable positif de longueur 2 entre les automates 0 et 1. Par simulation,
nous obtenons les graphes de transition asynchrone et général respectivement pré-
sentés dans la figure 5.6. Dans ces graphes, on remarque que lorsque les automates
0 et 1 sont tous deux à l’état x0 = x1 = 1 et que les automates 2 et 3 sont tous deux
à l’état x2 = x3 = 0, la mise à jour simultanée de 0 et de 1 ne peut être imitée par
l’utilisation de transitions atomiques. Pour aller plus loin, la transition synchrone
1100 {0,1} 0000 est non-séquentialisable et provoque la perte d’un comporte-
ment asymptotique dans le passage du graphe de transition asynchrone au général,
ce qui montre que le réseau construit est bien de type 2. Ce qui est remarquable
dans ce réseau précédent est sa définition elle-même. Bien qu’elle soit fondée entière-
ment sur des fonctions monotones, elle utilise quatre fonctions locales de transition
monotones qui permettent d’imiter globalement l’action de deux fonctions locales
de transition totalement non-monotones. Cette remarque est expliquée ci-dessous de
façon informelle et met en exergue une intuition qui pourrait mener à des recherches
intéressantes, qui est par ailleurs à l’origine de la transition effectuée dans ce chapitre
entre la robustesse au synchronisme et le rôle de la non-monotonie (cf. section 5.2).
Considérons les quatre fonctions locales de transition de (5.9). L’idée est de re-
grouper les automates de manière à faire émerger de la non-monotonie. Ici, le re-
groupement se fait par composition deux à deux des fonctions locales de transi-
tion. Le choix des fonctions à composer relève du fait général qu’un chemin isolé
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Figure 5.6 – Graphes de transition (haut) asynchrone et (bas) général du réseau
défini par (5.9).
(i0, i1, . . . , ik−1, ik) peut être réduit à l’arc (i0, ik) signé par le signe du chemin, en
composant successivement la fonction de ik−1 dans celle de ik, puis celle de ik−2 avec
la nouvelle version de ik. . . , sans que cela ne change le comportement de ik car le
même message lui parvient de i0, seuls les intermédiaires ont été enlevés. Dans le
graphe d’interaction de la figure 5.5 toutefois, on ne trouve pas de chemin isolé.
Considérons le chemin (1,2,0). Celui-ci n’est pas isolé car il existe un arc négatif de
0 à 2. La suppression de 2 par composition de sa fonction avec celle de 0 nécessite
par conséquent de prendre en compte le cycle négatif entre 0 et 2, ce qui se traduit
par la création d’une boucle négative sur 0. On peut faire de même pour le chemin
(0,3,1), ce qui se traduit par la création d’une boucle négative sur 1. On obtient
alors un graphe d’interaction composé de deux automates, 0 et 1, possédant chacun
deux boucles de signes différents et agissant l’un sur l’autre par l’intermédiaire de
deux arcs de signes opposés, ce qui induit la non-monotonie par définition. Le pro-
cessus de réduction par composition de fonctions tel qu’il vient d’être expliqué est
représenté dans la figure 5.7. En termes des fonctions elles-mêmes, cette opération
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Figure 5.7 – Réduction du graphe d’interaction signé du réseau de (5.9) faisant
apparaître la non-monotonie.
de réduction, symbolisée par
réd.≡ , suit le processus suivant :
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
f0(x) = x2 ∨ (x0 ∧ ¬x1)
f1(x) = x3 ∨ (¬x0 ∧ x1)
f2(x) = ¬x0 ∧ x1
f3(x) = x0 ∧ ¬x1
réd.≡
⎧⎪⎪⎨⎪⎪⎩
f ′0(x) = f0 ○ f2(x) = (¬x0 ∧ x1) ∨ (x0 ∧ ¬x1)
f ′1(x) = f1 ○ f3(x) = (x0 ∧ ¬x1) ∨ (¬x0 ∧ x1)
réd.≡
⎧⎪⎪⎨⎪⎪⎩
f ′0(x) = x0 ⊕ x1
f ′1(x) = x0 ⊕ x1
,
où ⊕ désigne le connecteur « ou exclusif », ou xor. Le réseau ainsi obtenu est un ré-
seau de taille 2 totalement non-monotone. Il conserve la propriété d’être non-robuste
de type 2 vis-à-vis du synchronisme et est évidemment l’un des réseaux de taille mi-
nimale à vérifier cette propriété (nous en reparlerons dans la section suivante). Cette
opération de réduction par composition de fonctions soulève des questions intéres-
santes du point de vue théorique. S’il fallait en garder une, le problème sous-jacent
viserait à comprendre dans quelle mesure les réseaux monotones de type 2 induisent
implicitement de la non-monotonie, quelle est la nature de cette non-monotonie im-
plicite (totale ou partielle), et si cette dernière est toujours explicitable par réduction.
La première partie de cette section a souligné l’existence d’une forme de criticalité
des mises à jour qui abaissent brutalement et de façon non-réversible le nombre
d’instabilités locales. Cette criticalité soulève de nombreuses questions sur les liens
qui existent entre ces instabilités locales et les comportements asymptotiques dans
des réseaux plus généraux que les cycles booléens. Rappelons à ce sujet que Robert
évoque des questions assez similaires dans [Rob86, Rob95]. Il met notamment en
évidence trois phénomènes fréquents liés aux variations de modes de mise à jour blocs-
séquentiels qu’il appelle l’« éclatement », le « gonflement » et le « tassement » des
bassins d’attraction. Dans sa deuxième partie, cette section a mis en avant l’existence
de classes de robustesse structurelle au synchronisme, qui méritent encore d’être
affinées. Par ailleurs, le dernier exemple présenté pour illustrer la notion de classe
de robustesse souligne que la non-monotonie tient possiblement un rôle particulier,
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Figure 5.8 – Modèle de la régulation génétique relative aux cycles lysogénique et
lytique du phage λ à haute température.
si ce n’est important, au sein de la classe des réseaux de type 2, En nous plaçant
à mi-chemin entre mathématiques et biologie, nous proposons, dans la la section à
venir, une première analyse de l’influence de la non-monotonie dans les réseaux.
5.2 Rôle de la non-monotonie
Bien que la non-monotonie ait fait l’objet de nombreuses études théoriques comme
celles sur les réseaux linéaires [Els59, Cul71, Sno80], ou encore celles sur les automates
cellulaires [Mar94, Tol05], elle n’a jamais été considérée per se dans des contextes
propres à la bio-informatique théorique. Cette section a pour but de présenter de
premiers travaux que nous avons menés dans ce cadre et présentent des résultats ré-
cents qui esquissent le cadre d’une thématique de recherche sur laquelle nous pensons
poursuivre nos efforts à plus long terme.
5.2.1 Motivation générale
Du point de vue applicatif
Pour mettre en avant l’importance de ne pas négliger la non-monotonie en modé-
lisation discrète des réseaux de régulation biologique, nous présentons ici un exemple
simple, issu de la biologie moléculaire. Pour ce faire, rappelons l’un des principes fon-
damentaux en matière de régulation génétique, qui établit qu’un gène est une portion
de l’A.D.N. qui est transcrite (grâce à l’ouverture de la chromatine) en A.R.N. mes-
sager (le gène est alors dit exprimé) qui est lui-même traduit en une ou plusieurs
protéines, que l’on appelle couramment les produits des gènes. Plus précisément,
tant qu’un gène reste exprimé, les protéines qui lui sont associées sont produites et
leur concentration augmente. Cette concentration protéique diminue par dégradation
progressive lorsque le gène devient inhibé. Ces protéines ont la capacité d’influencer
les opérations de transcription et de traduction et sont les media par lesquels les
gènes peuvent interagir les uns avec les autres. L’effet d’une protéine dépend de sa
concentration dans la cellule. Ainsi, si un gène gj influence l’expression d’un gène gi
par l’un de ses produits p, alors, il peut le faire différemment selon la concentration
de p dans la cellule, ce qui induit de la non-monotonie dans une modélisation à l’aide
des réseaux d’automates booléens.
Afin d’illustrer ces propos, considérons l’infection de la bactérie Escherichia coli
par le phage λ [Led50]. Les régulations génétiques qui permettent au phage λ d’entrer
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dans ses cycles lysogénique et lytique 6 impliquent principalement deux gènes, le gène
cro et le gène ci. À haute température [EBPJ70, TT95], cro s’influence lui-même
et la nature de cette influence est différente selon la concentration de la protéine pcro
qu’il produit. Plus précisément, prenons comme référence le modèle de la régulation
génétique du phage λ proposé dans [TT95]. Tout d’abord, remarquons que ce modèle
est un réseau d’automates soumis au mode de mise à jour asynchrone et qui n’est
pas booléen car l’état de cro peut prendre trois valeurs dans {0,1,2} tandis que ci,
lui, est booléen. Les règles d’interaction dans le modèle sont les suivantes : (i) cro
est globalement inhibé par ci et par lui-même lorsque son état est maximal (égal à
2), c’est-à-dire lorsque sa protéine est présente en forte concentration dans la cellule ;
(ii) ci est inhibé à la fois par Cro et lui-même. Les auteurs ont montré que, à haute
température et ce quel que soit l’état de ci, l’état de cro va de l’état 0 à l’état 1
(qui correspond à son expression dite basale), de l’état 1 à l’état 2 (qui correspond
nécessairement à une auto-activation de cro car, sinon, ci à l’état 1 inhiberait cro
en le faisant passer de l’état 1 à l’état 0 ; plus précisément, cela implique que l’auto-
activation de cro est plus forte que son inhibition provoquée par ci) et de l’état 2 à
l’état 1 (qui correspond à l’auto-inhibition de cro). La figure 5.8 illustre le graphe
d’interaction étiqueté ainsi que le graphe de transition asynchrone du modèle proposé
par les auteurs de [TT95] qui respecte le comportement évoqué à haute température.
Précisons que ce graphe est issu du formalisme adopté par Thomas : les étiquettes sur
les arcs représentent les signes des interactions et les niveaux d’expression à partir
desquels ces interactions s’appliquent. Un tel comportement montre que la nature
de l’auto-interaction de cro est double : c’est à la fois une auto-activation et une
auto-inhibition. Or, dans un réseau booléen, la seule façon permettant de représenter
sur cro une auto-activation (une boucle positive lui permettant de rester dans l’état
actif) et une auto-inhibition (une boucle négative qui lui permet de changer d’état),
sans pour autant augmenter la taille du réseau, est d’utiliser une boucle booléenne
doublement signée. Or, une telle dualité dans la nature de l’influence d’un gène sur
un autre correspond précisément à la notion formelle de non-monotonie locale définie
à la page 24.
Du point de vue théorique
Dans la lignée des travaux sur la classification de robustesse structurelle présentée
dans la section précédente, nous donnons dans la proposition 5, la caractérisation des
réseaux de type 2 de taille minimale et montrons qu’ils entretiennent une relation
particulière avec le concept de non-monotonie.
Proposition 5. Les réseaux de taille minimale qui appartiennent à la classe 2 de
robustesse structurelle sont totalement non-monotones.
Démonstration. Soient R un réseau et G αR et G
γ
R ses graphes de transition asynchrone
et général, respectivement. Comme nous l’avons expliqué dans la section précédente,
pour que R ne soit pas robuste au synchronisme, G γR doit contenir au moins une
transition non-séquentialisable. Montrons les conditions qui doivent être satisfaites
par G γR pour que R soit de type 2 et de taille minimale. Tout d’abord, la taille de R
6. Le cycle lysogénique du phage λ correspond à l’étape où son génome est inséré dans celui de la
bactérie. Le cycle lytique est l’étape à partir de laquelle le génome du phage se réplique, entraînant
la mort de la bactérie.
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0 1 f0, f1 ∈ {x↦ (x0 ⊕ x1), x↦ ¬(x0 ⊕ x1)}
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xx1
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Figure 5.9 – (haut) Graphe d’interaction et définition des quatre réseaux de taille
minimale de niveau 2 de robustesse au synchronisme ; (bas) leurs graphes de transi-
tion génériques (gauche) asynchrone et (droite) général.
doit être au moins égale à 2 pour que le concept de synchronisme ait un sens. S’il est
de taille 2, alors, pour que G γR ait une transition non-séquentialisable, il faut impéra-
tivement qu’il contienne le sous-graphe générique (avec des transitions asynchrones
seulement) de la forme suivante :
x0
{1}
x
{0}
x1
{0}
{1}
x0,1
,
où, pour rappel, xi,j = x{i,j} = xi
j
(cf. (2.1) de la section 2.3.1). Ce sous-graphe est le
plus petit nécessaire à G γR pour avoir une transition non-séquentialisable x x
i,j).
Il est facile de voir qu’il ne peut y avoir qu’une seule transition synchrone non-
séquentialisable dans G γR . De plus, afin de garantir que R soit de type 2, étant donné
que les points fixes sont conservés d’un mode de mise à jour à l’autre, la transition
synchrone x xi,j doit nécessairement partir d’un ensemble de configurations
appartenant à une oscillation stable. Or, il n’y a qu’une seule manière de créer une
oscillation stable asynchrone dans le sous-graphe donné plus haut. Elle consiste à
ajouter les transitions xi x et xj x. Sur cette base, pour que la transi-
tion non-séquentialisable fasse qu’un comportement asymptotique « se vide » dans
un autre, la configuration xi,j doit être un point fixe de R. En effet, si ce n’est pas
le cas et que x i,j précède l’oscillation stable, l’ajout de synchronisme maintient for-
cément les configurations récurrentes asynchrones. Donc, puisque xi,j est un point
fixe, l’ajout de la transition x xi,j fait que xi,j devient l’unique comportement
asymptotique dans G γR . Par conséquent, G
γ
R doit avoir la forme présentée dans la
figure 5.9 (en bas à droite). Seules deux fonctions locales de transition sont alors
possibles. Si, dans la configuration x ci-dessus, x0 = 1, alors, f0(x) ∶ x ↦ x0 ⊕ x1. Si
x0 = 0, alors f0(x) ∶ x ↦ ¬(x0 ⊕ x1). La fonction f1 est définie de manière analogue.
En conclusion, il existe quatre réseaux de taille minimale satisfaisant les propriétés
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Figure 5.10 – Graphes génériques de transition généraux des réseaux de plus petite
taille appartenant à la classe 1● de robustesse au synchronisme.
de la proposition. Ils sont de taille 2, sont définis par les fonctions locales de transi-
tion f0 et f1 qui sont soit x ↦ x0 ⊕ x1 soit x ↦ ¬(x0 ⊕ x1), et sont par conséquent
totalement non-monotones.
Remarquons que parmi ces quatre réseaux, ceux définis par :
{ f0(x) = x0 ⊕ x1
f1(x) = ¬(x0 ⊕ x1)
et { f0(x) = ¬(x0 ⊕ x1)
f1(x) = x0 ⊕ x1
(5.10)
sont isomorphes, ce qui fait que trois sont réellement différents. Remarquons éga-
lement que, bien sûr, le réseau non-monotone mis en évidence lors de la réduction
du réseau défini dans (5.9) à la section précédente est bien retrouvé ici. Ce résultat
met en relation la non-robustesse structurelle et la non-monotonie. En effet, les plus
petits motifs d’interaction qui présentent des singularités comportementales fortes
vis à vis de l’ajout du synchronisme sont des réseaux totalement non-monotones. Il
est par ailleurs facile de voir que la robustesse structurelle de type 2 s’applique aux
réseaux totalement non-monotones de plus grande taille. Enfin, pour aller plus loin
tout en reproduisant le même schéma de preuve, on peut caractériser les réseaux de
plus petite taille qui appartiennent à la classe 1●. Il en existe douze en tout et sont
également de taille 2. Parmi ces douze, cinq sont isomorphes deux à deux, ce qui fait
qu’on peut raisonnablement considérer qu’il en existe sept différents dont les graphes
génériques de transition généraux sont illustrés dans la figure 5.10. La particularité,
ici encore, est que parmi ces sept, les quatre qui correspondent aux deux premiers
graphes de transition de la figure 5.10 sont partiellement non-monotones (les trois
restant étant monotones). Ces résultats, combinés à la méthode de réduction qui
permet de passer de graphes monotones de type 2 à des graphes non-monotones,
confirme l’influence de la non-monotonie sur les singularités comportementales des
réseaux vis-à-vis du synchronisme. Par ailleurs, ces réseaux non-monotones sont en
lien direct avec la notion cycle critiquement frustrable puisqu’ils intègrent le concept
en un minimum d’espace (c’est-à-dire en utilisant un nombre minimal d’automates).
5.2.2 Comportement des réseaux XOR circulants
Afin de développer l’intuition à propos du comportement de réseaux non-monoto-
nes plus généraux, nous proposons ici une étude portant sur une famille spécifique
de réseaux qui n’est pas trop large, et dont font partie les quatre réseaux de taille
minimale de type 2 présentés plus haut. Plus précisément, nous nous intéressons dans
cette section aux comportements des réseaux k-xor circulants, qui possèdent toutes
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les caractéristiques pour admettre des comportements complexes, comme nous le ver-
rons plus tard. Notons que le travail qui suit se place dans la lignée de précédentes
analyses dans le contexte des automates cellulaires. Ainsi, le lecteur pourra se référer
à [GH86] où les auteurs démontrent algébriquement des propriétés dynamiques d’au-
tomates cellulaires additifs et à [Man98] qui présente des résultats algorithmiques
d’inversion de matrices circulantes. Il trouvera néanmoins des différences significa-
tives dans les approches choisies et les questions posées, les résultats présentés ici
utilisant des techniques de preuve qui ne sont pas purement algébriques, et, surtout,
se focalisant sur la question du temps de convergence (cf. plus bas) de tels réseaux.
Contexte et définitions
Une matrice C d’ordre n dont la i-ième ligne Ci (i < n) est une permutation
circulaire à droite de pas i de la première ligne C0 de manière que C a la forme
suivante :
C =
⎛
⎜⎜⎜⎜⎜⎜
⎝
c0 c1 c2 . . . cn−1
cn−1 c0 c1 . . . cn−2
cn−2 cn−1 c0 . . . cn−3
⋮ ⋮ ⋮ ⋱ ⋮
c1 c2 c3 . . . c0
⎞
⎟⎟⎟⎟⎟⎟
⎠
est une matrice circulante. Pour tout entier k ≥ 2, un réseau k-xor circulant R, de
taille n ≥ k et de graphe d’interaction G = (V,A), est un réseau qui vérifie les quatre
propriétés suivantes :
(1) la matrice d’adjacence C de G, appelée matrice d’interaction, est une matrice
circulante ;
(2) chaque ligne Ci de cette matrice contient exactement k coefficients non nuls
(égaux à 1) ;
(3) C0,n−1 = cn−1 = 1 ;
(4) la fonction locale de transition de chaque automate i est une fonction xor
telle que ∀x ∈ Bn, fi(x) =⊕j∈V Ci,j ⋅ xj = ∑j∈V Ci,j ⋅ xj mod 2.
Pour sa simplicité de mise en œuvre notamment, l’étude est fondée sur l’utilisation
du mode de mise à jour parallèle. Cela se traduit par le fait que si x = x(t) ∈ Bn
est la configuration à l’étape t, alors la configuration à l’étape t + 1 égale x(t +
1) = F (x) = C ⋅ x (où les opérations sont effectuées modulo 2). F est ainsi une
fonction linéaire [Els59, Cul71, Tol05] et, par conséquent, un réseau xor circulant
est entièrement défini par sa matrice d’interaction, et donc son architecture (cf.
figure 5.11 pour des exemples de réseaux xor circulants).
Notons que, par le point (3) de leur définition, les réseaux k-xor circulants ont
dans leur graphe d’interaction un cycle hamiltonien. Lorsque les automates sont
numérotés comme le suggère cette définition, ce cycle est composé de l’ensemble des
arcs {(i, i + 1 mod n) ∣ i ∈ V } ⊆ A. Plus généralement, on peut montrer que chaque
coefficient non nul cj = C0,j de la matrice d’interaction C induit pgcd(n, j) cycles
indépendants de longueur npgcd(n,j) dans le graphe d’interaction. La présence de ces
cycles, du point de vue de la biologie, est un argument en faveur de l’étude de ces
réseaux car il fournissent les conditions nécessaires à l’émergence de comportements
intéressants et non-triviaux (cf. les conjectures de Thomas et le théorème de Robert).
116 Robustesse structurelle des réseaux et rôle de la non-monotonie
3
0
1
2 0 3
1 2
5 4
Figure 5.11 – (gauche) Un réseau 2-xor circulant de taille 4 et (droite) un réseau
3-xor circulant de taille 6.
Une caractéristique intéressante du point de vue formel est qu’un réseau k-xor
circulant R peut être vu comme un automate cellulaire. En effet, R peut être mo-
délisé par un automate cellulaire fini périodique 7 à une dimension dont les n cellules
sont assimilées aux n automates de R et qui satisfait les propriétés qui suivent. Le
voisinage Vi d’une cellule i ∈ V est égal au voisinage de l’automate i de R tel que
Vi = {j ∈ V ∣ (j, i) ∈ A}. En raison de la propriété d’invariance par translation topolo-
gique, on peut noter plus simplement V sans que cela ne prête à confusion. La fonc-
tion commune à toutes les cellules est δ ∶ B∣V ∣ → B de l’automate cellulaire est simi-
laire aux fonctions locales de transition de R et est définie par δ((x`)`∈V ) =⊕`∈V x`.
Nous faisons, dans la suite, une utilisation particulière de cette formalisation car elle
nous permet d’utiliser des outils propres aux automates cellulaires. Notamment, si
x = x(0) ∈ Bn est une configuration de R, on considère le diagramme espace-temps
correspondant, à savoir la grille Bn ×N dont la ligne t ∈ N représente x(t). La trace
d’une cellule i correspond alors à la colonne i de cette grille, c’est-à-dire à la séquence
(xi(t))t∈N. De plus, pour une configuration arbitraire x et une cellule i, Ri(x) repré-
sente la configuration vérifiant ∀j ∈ V, Ri(x)j = x2i−j mod n et est appelée la réflexion
de x (ou configuration réfléchie de x) par rapport à i. On écrit R̃ pour évoquer la
réflexion de R, à savoir le réseau k-xor circulant dont la matrice d’interaction est
tC. Dans la suite, sauf mention contraire, on étend les notations de la section 2.3.2
pour distinguer le voisinage entrant du voisinage sortant et l’on note V −i = Vi = Γ−G(i)
et V +i = Γ+G(i). Par extension, on note également Ṽ −i et Ṽ +i les voisinages entrant
et sortant de i dans la réflexion de R. Trivialement, pour n’importe quelles cellules
i et j, on a : j ∈ V −i ⇐⇒ j ∈ Ṽ +i . F̃ représente la fonction globale de transition
de R̃ si F représente celle de R. Notons que F̃ est la réflexion de la fonction glo-
bale de transition de R. Par défaut, sauf si R est la réflexion d’un autre réseau
k-xor circulant, ses cellules sont supposées être numérotées comme cela a été sug-
géré auparavant, de 0 à n − 1, de telle sorte que cn−1 = C0,n−1 = 1. Ainsi, comme le
chemin (0,1, . . . , n − 1,0) définit un cycle hamiltonien dans le graphe d’interaction
G, le chemin (0, n−1, . . . ,1,0) définit un cycle hamiltonien dans G̃, qui est le graphe
d’interaction de R̃.
La proposition 6 liste quelques propriétés de base des réseaux k-xor circulants
qui découlent directement des définitions des fonctions xor d’arité k et des matrices
circulantes.
Proposition 6.
1. Le nombre de réseaux k-xor circulants de taille n est (n−1k−1).
7. Le sous-ensemble des cellules se referme sur lui-même de manière à former un anneau.
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Chaque réseau k-xor circulant de taille n vérifie les propriétés suivantes :
2. La configuration (0, . . . ,0) est une configuration stable.
3. La configuration (1, . . . ,1) précède (0, . . . ,0) si k est pair et est une configu-
ration stable si k est impair.
4. Soit y une permutation circulaire d’une configuration x ∈ Bn. Les dérivations
successives de x sont isomorphes à celles y.
Dans la partie qui suit, nous présentons de premiers résultats dans la direction
d’une caractérisation des comportements de ces réseaux. En particulier, ces résultats
portent en majorité sur leur temps de convergence, le temps de convergence d’une
configuration x ∈ Bn étant défini comme la longueur de la dérivation qui atteint la
première configuration récurrente depuis x. En d’autres termes, le temps de conver-
gence maximal, dans notre contexte, est la longueur du chemin le plus long menant
à un comportement asymptotique dans le graphe de transition parallèle Gπ.
Convergence
Dans tout ce qui suit, sauf mention explicite, les automates (ou cellules) sont
toujours considérés modulo la taille n du réseau considéré afin de ne pas surcharger
les équations. Nous considérons également qu’un réseau R est associé au graphe
d’interaction G = (V,A) et que sa fonction globale de transition est notée F .
Réseaux k-xor circulants Ici, nous nous concentrons sur le cas général des ré-
seaux k-xor circulants, c’est-à-dire quel que soit k, et présentons certaines de leurs
propriétés comportementales.
Nous définissons pour commencer le masque d’un automate i ∈ V à l’étape t,
que nous notonsMi(t), comme l’ensemble des automates actifs dans la configuration
F̃ t(0i). Le lemme 20 suivant montre que l’état d’un automate à une étape donnée
peut être calculé à partir de l’état des automates de son masque à l’étape 0.
Lemme 20. Soit R un réseau k-xor circulant de taille n. Alors R vérifie :
∀x(0) ∈ Bn,∀t ∈ N, xi(t) = ⊕
j∈Mi(t)
xj(0).
Démonstration. La preuve se fait par récurrence sur t ∈ N.
Pour t = 0,Mi(0) = {i} est vérifié par définition de la configuration 0
i. Donc, ∀x(0) ∈
Bn, xi(0) =⊕j∈Mi(0) xj(0).
Maintenant, supposons que ∀x(0) ∈ Bn, xi(t) = ⊕j∈Mi(t) xj(0) et considérons la
configuration initiale y(0) ∈ Bn.
Puisque y(t + 1) = F t+1(y(0)) = F t(y(1)), l’hypothèse de récurrence appliquée à la
configuration x(0) = y(1) amène à :
yi(t + 1) = ⊕
j∈Mi(t)
yj(1).
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Par définition, ∀j ∈ V, yj(1) = fj(y(0)) = ⊕`∈V −j y`(0) = ⊕`∈Ṽ +j y`(0). Donc, comme
le connecteur xor est commutatif et associatif, on a :
yi(t + 1) = ⊕
j∈Mi(t)
( ⊕
`∈Ṽ +j
y`(0))
= ⊕
{` t.q. ∣Ṽ −
`
∩Mi(t)∣≡1 mod 2}
y`(0).
À présent, remarquons que, par définition, ∀t ∈ N, F̃ (0Mi(t)) = 0Mi(t+1). Alors,
∀` ∈ V, 0Mi(t+1)` = 1 si et seulement si ∣Ṽ −` ∩Mi(t)∣ ≡ 1 mod 2. De là, on déduit
que yi(t + 1) =⊕j∈Mi(t+1) yj(0) et, donc, que ∀t ∈ N, xi(t) =⊕j∈Mi(t) xj(0).
Le lemme suivant présente un lien entre un réseau et son réfléchi.
Lemme 21. Soit R un réseau k-xor circulant de taille n. Alors, pour tout automate
i et toute configuration x ∈ Bn, on a :
F̃ (Ri(x)) = Ri(F (x)).
Démonstration. Pour tout automate j, le réseau R vérifie :
F̃ (Ri(x))j = ⊕
`∈Ṽ −j
(Ri(x))` = ⊕
`∈Ṽ −j
x2i−`
= ⊕
{` t.q. 2i−` ∈ Ṽ −j }
x`
= ⊕
{` t.q. j ∈V −
2i−`
}
x`.
Or, si j ∈ V −2i−`, alors tous les automates a, a′ ∈ V tels que a−a′ = j − (2i− `) sont tels
que a ∈ V −a′ . En particulier, si l’automate j ∈ V −2i−`, alors ` ∈ V −2i−j . Par conséquent,
on a :
⊕
{` t.q. j ∈V −
2i−`
}
x` = ⊕
` ∈V −2i−j
x` = F (x)2i−j = (Ri(F (x)))j ,
et le lemme 21 suit.
La proposition 7 suit logiquement le lemme précédent en se focalisant sur les
diagrammes espace-temps.
Proposition 7. Soit R un réseau k-xor circulant de taille n. Pour chaque automate
i, et pour la configuration initiale x(0) = 0i, la propriété suivante est vérifiée :
∀t ∈ N, F̃ t(x(0)) = Ri(x(t)).
Démonstration. Raisonnons par récurrence sur t.
Soit t = 0. La propriété F̃ t(x(0)) = Ri(x(t)) est vraie parce que x(0) = 0
i.
Supposons la propriété vraie pour t.
Alors, nous avons : F̃ t+1(x(0)) = F̃ (F̃ t(x(0))) = F̃ (Ri(x(t)). Par le lemme 21, on
obtient directement, F̃ (Ri(x(t))) = Ri(F (x(t))) = Ri(x(t + 1)), qui est le résultat
attendu.
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Figure 5.12 – Diagramme espace-temps (a) d’un réseau 2-xor circulant de taille
14 et de pas d’interaction s = 0 (cf. page 120), (b) de son réseau réfléchi et (c) d’un
réseau 2-xor circulant de taille 27 et de pas d’interaction 4.
Ce résultat vient du fait que F et F̃ sont les fonctions globales de transition de
deux réseaux k-xor circulants qui sont isomorphes par définition (cf. figure 5.12).
La proposition 7 implique que, pour tout automate i, le diagramme espace-temps de
(0i(t))t∈N est le diagramme espace-temps réfléchi de (0
Mi(t))t∈N par rapport à i et
est lié à la trace de l’automate i. Par conséquent, en définissant la densité comme
la proportion de ces automates à l’état 1, les configurations de densité 1n donnent
des informations sur le comportement global de R. Cela est notamment dû au fait
que ces configurations sont des vecteurs unitaires et au principe de superposition des
fonctions linéaires. La proposition 8 ci-dessous, en se fondant sur ces configurations,
caractérise entre autres le temps de convergence de ces réseaux.
Proposition 8. Soit R un réseau k-xor circulant de taille n. Le temps de conver-
gence maximal est atteint par les configurations de densité 1n . De plus, soit p∗ la
période des comportements asymptotiques atteints par les configurations de densité
1
n . Alors, pour toute configuration x ∈ B
n, la période du comportement asymptotique
qui lui est associé est un diviseur de p∗.
Démonstration. Toutes les configurations de densité 1n sont des permutations circu-
laires les unes des autres. Par conséquent, par la proposition 6.4, leurs graphes de
transition sont isomorphes. Ils atteignent donc leur comportement asymptotique de
période p∗ en un nombre d’étapes t∗ identique.
Maintenant, considérons une configuration arbitraire x et i un automate. Par la
proposition 7, le diagramme espace-temps de (0Mi(t))t∈N est le réfléchi de celui de
(0i(t))t∈N par rapport à i. Donc le diagramme espace-temps de (0
Mi(t))t∈N atteint son
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comportement asymptotique de période p∗ en t∗ étapes. Cela indique que, ∀i ∈ V ,
la trace de l’automate i a p∗ pour période et entre dans son cycle limite dans le pire
cas en t∗. Par conséquent, les dérivations faites depuis x mènent à un comportement
asymptotique dont la période divise p∗ en au plus t∗ étapes.
Réseaux 2-xor circulants Sortons maintenant du cadre général et intéressons-
nous aux réseaux 2-xor circulants de taille arbitraire n en portant particulièrement
notre attention sur les diagrammes espace-temps des configurations de densité 1n .
Pour de tels réseaux, nous définissons le pas d’interaction comme le plus petit entier
s ≠ 1 < n tel que ∀i ∈ V, (i, i+s) ∈ A. La figure 5.12 (a) et (b) illustre, comme attendu,
que lorsque s = 0, le diagramme espace-temps est le triangle de Sierpinski. Pour
d’autres valeurs de s, les diagrammes espace-temps sont des triangles de Sierpinski
déformés. Ces observations amènent au prochain lemme, qui est utilisé dans la suite
pour analyser les réseaux 2-xor circulants de taille une puissance de deux, c’est-à-
dire n = 2p, p ∈ N∗, et de pas d’interaction s = 0.
Lemme 22. Si R est un réseau 2-xor circulant de taille n et de pas d’interaction
s = 0, alors :
∀i ∈ V,∀q ∈ N, xi(2q) = x(i−2q)(0)⊕ xi(0).
Démonstration. La preuve se fait par récurrence sur q.
Soit i ∈ V un automate quelconque et soit q égal à 1 initialement. Clairement, on a :
xi(2) = x(i−1)(1)⊕ xi(1)
= x(i−2)(0)⊕ x(i−1)(0)⊕ x(i−1)(0)⊕ xi(0)
= x(i−2)(0)⊕ xi(0).
Ainsi, la propriété est vraie initialement.
Supposons que, pour q ∈ N, xi(2q) = x(i−2q)(0)⊕ xi(0) soit vérifiée.
Considérons les états suivants :
a = xi(0), b = x(i−2q−1)(0), c = x(i−2q)(0),
d = xi(2q−1), e = x(i−2q−1)(2q−1) et f = xi(2q).
Alors, par l’hypothèse de récurrence, pour q + 1, on a d = a⊕ b, e = b⊕ c et f = d⊕ e.
On en déduit que f = d⊕ e = (a⊕ b)⊕ (b⊕ c) = a⊕ c. Par conséquent, on a bien :
∀i ∈ V,∀q ∈ N∗, xi(2q) = xi(0)⊕ x(i−2q)(0),
ce qui est le résultat attendu.
Réseaux 2-xor circulants de taille 2p Dans ce paragraphe, on restreint un peu
plus l’étude en se focalisant sur les réseaux 2-xor circulants dont les tailles sont des
puissances de 2, telles que n = 2p, où p ∈ N∗.
Soit x = (x0, . . . , xn−1) ∈ Bn une configuration. x peut être vue comme la conca-
ténation de deux vecteurs de taille n2 tels que x = (x
′, x′′), où x′ = (x0, . . . , xn
2
−1) et
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x′′ = (xn
2
, . . . , xn−1). x′ et x′′ sont appelés les demi-configurations de x. Soit δr(x) la
quantité définie récursivement comme :
δr(x = (x′, x′′)) =
⎧⎪⎪⎨⎪⎪⎩
0 si x′ ≠ x′′
δ si (x′ = x′′) ∧ (δr(x′) = δ − 1)
.
On appelle δr(x) le degré de répétition de la configuration x 8. x est appelée configu-
ration répétée quand x = (x′, x′). Les résultats qui suivent donne des précisions sur
les temps de convergence de ces réseaux.
Proposition 9. Soit R un réseau 2-xor circulant de taille n = 2p, p ∈ N∗, dont
le pas d’interaction est s. Les configurations x ∈ Bn dont le degré de répétition est
δr(x) ≥ log2(n) − 1 convergent vers (0, . . . ,0) en deux étapes au maximum.
Démonstration. Remarquons que, puisque R est un réseau 2-xor circulant network
de taille n = 2p, p ∈ N∗, il existe seulement quatre configurations répétées dont le
degré n’est pas inférieur à log2(n) − 1, à savoir (0,1, . . . ,0,1), la configuration duale
(1,0, . . . ,1,0) ainsi que (1, . . . ,1) et sa duale (0, . . . ,0). Considérons les deux parités
distinctes du pas d’interaction s indépendamment. De plus, considérons que x(t) est
soit (0,1, . . . ,0,1) soit (1,0, . . . ,1,0). Si s est pair, alors, par hypothèse sur x(t) :
∀i ∈ V, x(i+s)(t + 1) = xi(t)⊕ x(i+s−1)(t) = 1.
Sinon, si s est impair, alors :
∀i ∈ V, x(i+s)(t + 1) = xi(t)⊕ x(i+s−1)(t) = 0. (5.11)
En suivant les propositions 6.2 et 6.3, on obtient le résultat attendu.
Considérons maintenant le cas des réseaux 2-xor circulants de taille n = 2p et de pas
d’interaction s = 0.
Théorème 10. Soit R un réseau 2-xor circulant de taille n = 2p, p ∈ N∗, et de pas
d’interaction 0. Le seul comportement asymptotique de R est le point fixe (0, . . . ,0)
et chaque configuration converge vers lui en n étapes au maximum.
Démonstration. Puisque n = 2p, par le lemme 22, on écrit directement :
∀i ∈ V, xi(n) = xi(0)⊕ xi+n(0) = xi(0)⊕ xi(0) = 0.
Par conséquent, toute configuration x ∈ Bn converge vers le point fixe (0, . . . ,0) en
au plus n étapes.
Les deux résultats qui suivent traitent de configurations spécifiques, pour lesquelles
nous avons trouvé le temps de convergence exact, en l’occurrence maximal.
Lemme 23. Soit R et R′ deux réseaux 2-xor circulants de tailles respectives n =
2p+1 and n′ = 2p, p ∈ N∗, et de pas d’interaction 0. Soit x′ une configuration de
taille 2p et x = (x′, x′) une configuration répétée de taille 2p+1. Alors, ∀t ∈ N, x(t) =
(x′(t), x′(t)).
8. La complexité en temps du calcul de δr(x) est en O(n).
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Démonstration. Soit x ∈ Bn une configuration répétée arbitraire de R. Par récurrence
sur t, on montre que ∀t ∈ N, x(t) = (x′(t), x′(t)).
Soit G′ = (V ′,A′) le graphe d’interaction de R′. Par hypothèse, le lemme est vrai
pour t = 0.
Supposons que x(t) = (x′(t), x′(t)) pour t ∈ N et que ∀i ∈ V, xi(t + 1) = x(i−1)(t) ⊕
xi(t).
On a donc :
xi(t + 1) = x(i−1)(t)⊕ xi(t)
= x(i−1+2p)(t)⊕ x(i+2p)(t) = x(i+2p)(t + 1).
Par conséquent, x(t + 1) est aussi une configuration répétée et vérifie, pour tout
i ∈ V ′ :
xi(t + 1) = x(i−1) mod n′(t)⊕ xi(t)
= x′(i−1) mod n′(t)⊕ x
′
i(t) = x′i(t + 1).
On a donc bien : ∀t ∈ N, x(t + 1) = (x′(t + 1), x′(t + 1)).
Théorème 11. Soit R un réseau 2-xor circulant de taille n = 2p, p ∈ N∗, et de
pas d’interaction 0. Toute configuration x telle que n ⋅d(x) ≡ 1 mod 2 converge en n
étapes exactement.
Démonstration. On procède par récurrence sur p.
Si p = 1, d’après les propositions 6.3 and 9, les configurations dont le degré de
répétition est δr(x) = log2(n)−1 convergent en deux étapes. La base de la récurrence
est donc vérifiée.
Considérons l’hypothèse de récurrence suivante : pour p = q, chaque configuration x
telle que 2q ⋅ d(x) ≡ 1 mod 2 converge en 2q étapes.
Supposons que p = q+1 et considérons un réseau 2-xor circulant R de taille n = 2q+1
et de pas d’interaction 0. Soit x une configuration de taille 2q+1 telle que n ⋅ d(x) ≡ 1
mod 2. Après 2q étapes :
— x(2q) est une configuration répétée de la forme x(2q) = (x′(2q), x′(2q)). En
effet, par le lemme 22, ∀i ∈ {0, . . . ,2q − 1}, xi(2q) = xi(0) ⊕ x(i+2q)(0). Par
conséquent, ∀i ∈ {0, . . . ,2q−1}, xi(2q) = x(i+2q+1)(0)⊕x(i+2q)(0) = x(i+2q)(2q).
— x′ a un nombre impair de 1. D’après le lemme 22 et la propriété ci-dessus,
puisque ∀i ∈ {0, . . .2q − 1}, x′i(2q) = xi(2q) = xi(0) + x(i+2q)(0), chaque auto-
mate de x(0) influence exactement un automate de x′. Si x′i(2q) = 0, alors les
états de chacun des automates de x(0) qui influencent x′i(2q) doivent avoir
la même parité. Si x′i(2q) = 1, alors ils doivent avoir des parités différentes.
Puisqu’il y a un nombre impair de 1 dans x(0), il y a un nombre impair de 1
dans x′(2q).
D’après le lemme 23, x(2q) se comporte exactement comme x′(2q). De plus, par
l’hypothèse de récurrence, x′ converge exactement en 2q étapes. Par conséquent, x
converge en n = 2q+1 étapes exactement.
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Dans la lignée de l’importance suggérée de la non-monotonie dans les travaux de
la section précédente sur la classification de la robustesse structurelle au synchro-
nisme, nous avons dans cette section attaché de l’importance à cette propriété de
non-monotonie en tant que telle. Les travaux (prospectifs) menés dans ce contexte
marquent le commencement d’une voie de recherche intéressante en bio-informatique
théorique. En effet, comme nous l’avons déjà évoqué, l’intégration de motifs non-
monotones au sein des réseaux offrent la possibilité de donner à ces réseaux des sin-
gularités comportementales biologiquement crédibles en utilisant un minimum d’au-
tomates, ce qui est essentiel étant donné la nature exponentielle des problèmes traités.
Par ailleurs, les travaux menés sur les réseaux circulants donnent de bonnes bases
à des travaux futurs visant à élargir la compréhension qu’on a de l’influence de la
non-monotonie. Mettre l’accent sur les comportements transitoires plutôt qu’asymp-
totiques, en s’intéressant notamment aux temps de convergence, soulève des questions
d’une nature différente de celles que nous nous étions posées jusqu’à présent. Dans
ce contexte, des études visant à généraliser les résultats déjà obtenus vont être me-
nées en suivant principalement deux axes. Le premier axe est la suite logique des
travaux entrepris jusque là. Il consiste à étendre les résultats et à obtenir d’autres
propriétés sur les réseaux xor circulants généraux. Ensuite, l’idée est de lever les
contraintes des fonctions xor en se dirigeant progressivement vers des réseaux cir-
culants partiellement non-monotones. Le deuxième axe, quant à lui, vise à établir un
lien plus fin entre les deux dernières sections de ce chapitre. L’objectif, en particu-
lier, est de caractériser à quelle(s) classe(s) de robustesse ces réseaux ainsi que leurs
généralisations successives appartiennent.
Ces trois derniers chapitres ont présenté une partie significative des recherches
engagées ces dernières années autour des thèmes qui me paraissent encore parmi les
plus intéressants en bio-informatique théorique : la robustesse environnementale, la
robustesse structurelle des réseaux et le rôle de certains motifs architecturels (comme
les cycles et leurs intersections) et de certaines propriétés fonctionnelles (comme la
non-monotonie) sur leur comportement. Le chapitre qui vient a été volontairement
construit en évitant de lui donner la forme « conclusion et perspectives » (cela a été
fait tout au long du document). Son objectif est ainsi d’amener le lecteur à refermer
cette grosse centaine de pages en s’arrêtant sur des ouvertures scientifiques qui sont
les conséquences du travail réalisé.

Chapitre 6
Ouvertures – en guise de
conclusion
Les travaux présentés dans les précédents chapitres ont suggéré, sans pour autants’y dédier, quelques problématiques inhérentes à la modélisation des systèmes de
régulation biologique réels. Ainsi, tout au long de ce document, nous n’avons eu de
cesse d’évoquer les modes de mise à jour, en en choisissant un dans certains cas précis
(très souvent le mode parallèle, par ailleurs, en raison des facilités conceptuelles qui le
caractérisent), en parlant des différences de comportements des réseaux d’automates
booléens quand ils sont sujets à des changements dans la façon dont leurs compo-
sants exécutent leurs fonctions locales de transition. Si l’on considère ces modes de
mise à jour comme des moyens de représentation des relations que les automates
entretiennent avec le temps, on ouvre la porte à d’innombrables questions sur la na-
ture et la prise en compte du temps. Ces questions sont naturellement pertinentes
dans le contexte de la bio-informatique théorique, dans la mesure où les réponses
qu’on pourraient apporter dans ce contexte permettraient possiblement d’augmenter
la connaissance de la manière dont s’écoule le temps aux différentes échelles des orga-
nismes vivants. Par ailleurs, l’un des autres sujets qui est resté implicite et qui occupe
pourtant une place grandissante en biologie, et dans toutes les autres disciplines œu-
vrant à accroître la compréhension qu’on a du vivant, est celui de la modularité des
réseaux. On voit depuis plusieurs années, en effet, de plus en plus de littérature sur
ce thème. Cependant, la modularité des réseaux peut être appréhendée différemment
selon le sens qu’on donne au mot « module » et le point de vue qu’on adopte. En trai-
tant des motifs particuliers comme nous l’avons fait, avec les cycles, les double-cycles
et les réseaux circulants par exemple, et en ayant acquis une connaissance assez fine
de ce qu’ils apportent de spécifique aux réseaux dans lesquels ils se trouvent, on est
à même de se questionner sur leur nature biologique modulaire, sous réserve d’avoir
au préalable donné une définition pertinente de la modularité vis à vis du contexte.
Une grande partie de la difficulté réside évidemment dans la dernière partie de cette
dernière phrase : qu’est-ce qu’une bonne définition du concept de modularité dans
les réseaux de régulation, susceptible d’être utile en biologie ?
L’idée de cet ultime chapitre est donc d’ouvrir une discussion autour de ces deux
concepts, le temps et la modularité, en présentant une partie des réflexions qui nous
ont animés, mes « partenaires de recherche » et moi. La volonté de faire que ce
chapitre se substitue à une conclusion pousse à le rendre court. Il est donc utile de
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noter qu’il se rapporte :
— à [NS12], dont une version préliminaire est disponible [NS11], pour la discus-
sion sur le temps 1 et
— à [DKMS12], dont la dernière version est donnée en annexe F, pour la discus-
sion sur la modularité,
qui permettent d’obtenir plus de détails.
6.1 Quid du temps ?
Lorsqu’un système d’interaction réel S est modélisé par un réseau d’automates R
(booléen ou non), en suivant la méthode proposée dans la section 2.2.3, on considère
de facto qu’on peut associer un état de S à une configuration de R, potentiellement
à un encodage/décodage près. La vision naturelle qu’on a de S est que ses entités
interagissent les unes avec les autres au cours du temps. Par conséquent, le concept
même d’une transition depuis une configuration x vers une configuration y dans R
intègre implicitement une notion de temps qui place x avant y. On fait donc logique-
ment une association sous-entendue entre la notion de dérivations dans le graphe de
transition GR et la notion intuitive de « flot temporel » dans S . Cependant, selon le
mode de mise à jour choisi, la considération du temps n’a pas la même signification.
Plus précisément, à partir des éléments qui poussent à choisir un certain modèleMi
de R à l’étape 4 du processus de théorisation pour étudier le comportement de ce
dernier, on définit la manière de considérer le temps. En choisissant Mi on associe
notamment à R le mode de mise à jour auquel il est soumis. Selon le mode de mise à
jour adopté, l’organisation des mises à jour des automates par rapport au temps est
différente. Par conséquent, l’association transition/temps ne peut être appréhendée
de la même façon et il se peut que le concept même de flot temporel qu’on lui prête
soit incohérent par rapport à la correspondance entre réalité et théorie définie initia-
lement par les fonctions de représentation et d’interprétation [NS12]. Cette difficulté,
inhérente aux relations que les modes de mise à jour entretiennent avec le temps,
peut mener, dans certains cas, à des interprétations erronées des résultats obtenus
au cours de la phase de concrétisation, ce qui engage la validité de la modélisation
dans son intégralité. Nous ne sommes pas à ce jour en mesure de donner des solutions
qui permettraient d’éviter infailliblement ce type d’erreur. Toutefois, ce document a
mis en évidence, par exemple, des différences significatives entre les modes de mise
à jour asynchrone et général d’un côté, et les modes de mise à jour blocs-séquentiels
de l’autre. En effet, là où les premiers se placent dans le contexte général des sys-
tèmes de transition d’états indéterministes (non-stochastiques) sur Bn, les seconds
sous-tendent le concept de systèmes dynamiques discrets sur Bn (cf. section 2.3.8) et
impliquent a priori une prise en considération du temps différente.
Dans cette section, nous listons les diverses façons possibles de considérer le temps
et à quels types de questions elles appellent à répondre, discutons de ce que les modes
de mise à jour peuvent apporter de concret dans l’étude des réseaux, puis présen-
tons le concept de mode de mise à jour multi-échelles, qui semble particulièrement
intéressant au niveau des applications.
1. D’autres remarques et points de vue que je partage sur ce thème du temps sont discutés à la
fin de [Nou12].
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6.1.1 Comment théoriser le temps ?
Modélisation du concept de durée Lorsqu’on étudie les réseaux d’automates
sous le paradigme des systèmes dynamiques, on leur associe des graphes de transition
qui sont soit déterministes, soit stochastiques, c’est-à-dire complétés avec une mesure
de probabilité qui permet de pondérer chacune de leurs transitions (cf. section 2.3.8).
Dans le cas général, de tels systèmes induisent un domaine de temps T qui est continu
ou discret (dans ce document, nous avons fait le choix T = N). Sous ce paradigme,
l’abstraction naturelle que l’on a du temps réel est intrinsèquement présente, les
dérivations pouvant être vues comme des trajectoires modélisant le flot temporel.
Dans le cas discret T = N, ceci n’est possible que si les dérivations sont considé-
rées comme représentant des suites de transitions élémentaires de même durée (qui
correspondent précisément à une discrétisation du temps réel). Or, cette vision peut
être perçue comme irréaliste. C’est pourquoi certaines études augmentent le concept
de transition en lui ajoutant celui de durée, de sorte que les transitions puissent
être associées à des durées distinctes. Elles sont alors étiquetées par la quantité de
temps qu’elles sont supposées durer ou, plus précisément, par la durée du (ou des)
événement(s) qu’elles sont censées représenter [BCRG04, KT85, SB08, Tho83]. En
plus des questions des paragraphes suivants traitant de points de vue plus généraux,
qui restent pertinentes dans ce cadre, ce choix visant à modéliser le concept de durée
d’un flot temporel soulève un jeu de questions théoriques qui lui sont spécifiques,
parmi lesquelles : combien de temps un réseau met-il pour atteindre un comporte-
ment asymptotique dans le meilleur cas, dans le pire cas ou encore en moyenne ?,
quelle est la probabilité que le réseau passe asymptotiquement par telle ou telle
configuration ?. . .
Cependant, intégrer au sein d’un formalisme fondamentalement discret, dans le
sens où les événements considérés le sont, la notion de temps réel (au travers des
durées) qui est essentiellement continue, pose un problème extrêmement difficile à
résoudre. En particulier, dans [NS12], nous montrons comment ce problème mène
naturellement, voire nécessairement, à préférer le paradigme continu au paradigme
discret. Afin d’éviter ce problème, et ainsi ne pas conférer au discret plus de capacités
qu’il n’en a tout en conservant ses avantages intrinsèques, les paragraphes suivants
montrent qu’on peut choisir de modéliser le temps autrement.
Modélisation du concept de précédence Une deuxième façon de comprendre
le temps, lorsqu’on se focalise sur les systèmes dynamiques discrets, consiste à ne
plus considérer les trajectoires comme des témoins de durées d’un flot temporel
mais comme des représentantes d’une relation de précédence (elles ne sont alors
rien d’autres que des suites d’événements sans durée). Dans ce cas, si les transitions
x ∗ y et x′ ∗ y′ sont toutes deux réalisables à un même instant, alors, cette
vision permet de donner du sens au fait que x ∗ y puisse durer plus longtemps
que x′ ∗ y′, sous certaines conditions, et qu’à l’inverse, x′ ∗ y′ puisse durer
plus longtemps que x ∗ y, sous d’autres conditions. Ainsi, les différents compor-
tements d’un réseau d’automates peuvent se dérouler à différentes échelles de temps
sans que de nouvelles informations ne soient précisées pour les distinguer. Le temps
modélisé s’éloigne alors un peu de la notion de temps réel pour devenir un temps lo-
gique, qui nécessite moins de connaissance sur les transitions entre états du système
réel modélisé. Les transitions et dérivations ne sont alors que des suites d’événe-
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ments qui se succèdent qui n’intègrent pas la notion de durée. En conséquence, le
temps qu’elles prennent ne peut pas être mesuré, seul le nombre d’événements peut
l’être. Les questions typiques dans ce contexte sont les suivantes : combien d’étapes
un réseau met-il pour atteindre un comportement asymptotique ?, tel comportement
peut-il être observé après tel événement ?. . .
Modélisation du concept de causalité La dernière vision que l’on peut avoir
du temps revient à voir les comportements des réseaux comme des systèmes de tran-
sition d’états indéterministes, que l’on peut appeler également des systèmes causaux.
Cette vision s’abstrait entièrement de la notion de temps, que ce soit celle de durée
ou de précédence. En d’autres termes, elle ne fait aucune association entre l’idée
intuitive qu’on a du temps et les caractéristiques théoriques qui découlent de la for-
malisation. Il n’y a en effet aucun lien entre le concept de durée et les systèmes de
transition d’états tels que définis dans la section 2.3.8. Ces systèmes n’intègrent pas
non plus dans leur définition, directement en tout cas, le concept de précédence. En
effet, lorsque plusieurs transitions x ∗ y(k), avec k ∈ N, sont possibles depuis la
configuration x ∈ Bn, alors aucune des y(k) n’est la configuration qui est effectivement
atteinte par x. Chacune d’elles est le résultat d’un (parmi plusieurs autant réalisables
les uns que les autres) événement qui peut se réaliser ou non selon un intervalle de
temps et une probabilité inconnus. La notion de moment est alors remplacée par celle
de possibilité et le concept de durée par celui de relation entre causes et conséquence.
En conséquence, toutes les questions liées à la notion de temps perdent leur sens dans
ce contexte. Seules celles ayant trait aux relations causales entre configurations sont
pertinentes. Pour aller plus loin, bien que les questions inhérentes à la déterminisa-
tion d’un graphe de transition indéterministe aient un sens dans le cadre des systèmes
dynamiques, elles n’en ont pas dans celui, plus général, des systèmes de transition
d’états, dans lesquels les transitions ne fournissent pas d’autres renseignements que
leur simple existence. Les seules questions type, cohérentes dans ce contexte, sont
des questions d’existence ou d’accessibilité (plutôt que des questions de caractérisa-
tion, comme c’était le cas dans les paragraphes précédents) : cette transition est-elle
possible ?, une configuration qui vérifie telles propriétés est-elle atteignable depuis
telle configuration ?. . .
Sans préciser à nouveau les liens (qui viennent d’être clarifiés et qui ont été
évoqués implicitement dans les chapitres précédents) que les modes de mise à jour
entretiennent avec le temps, nous discutons dans la sous-section suivante la notion de
mode de mise à jour multi-échelle, qui semble à ce jour particulièrement pertinente
pour les applications, en particulier génétiques.
6.1.2 Modes de mise à jour multi-échelle
Au cours du processus de modélisation d’un système réel dans sa globalité (in-
duisant la prise en compte d’échelles différentes), et même dans ce qui a été appelé
le va-et-vient horizontal dans la section 2.2, le choix d’un modèle de réseau impose
des questionnements sur la manière d’organiser le temps, c’est-à-dire le choix du
(ou des) mode(s) de mise à jour à considérer. Les raisons d’un tel choix peuvent
être de natures différentes qui peuvent être de l’ordre de la commodité, du pouvoir
d’expressivité mathématique ou biologique qui s’en dégage (nous avons par exemple
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vu que le mode parallèle donnait souvent aux réseaux une expressivité mathéma-
tique supérieure à celle observée dans la réalité). . . ou encore par habitude. Ainsi,
et en raison du manque d’informations relatives au temps émanant des recherches
en biologie jusqu’à présent, ce choix se fonde inévitablement sur des arguments an-
crés dans la théorie. Cela a permis aux études de bio-informatique théorique menées
jusqu’à maintenant de trouver nombre de résultats intéressants qui ont augmenté
significativement la compréhension qu’on a des systèmes biologiques. Par ailleurs,
les expérimentations biologiques à court et moyen terme n’ont que peu de chances
d’aboutir à une connaissance suffisamment détaillée dans ce domaine pour ne pas
continuer à étudier l’influence des différents types de modes de mise à jour d’un
point de vue théorique. Pour autant, nous en avons fait état dans la section 5.1, des
recherches récentes en biologie moléculaire, en particulier sur le rôle de la chromatine
sur la régulation génétique [HA92, EM04, Ben06], poussent à appréhender le temps
biologique au moyen de nouveaux modes de mise à jour, les modes de mise à jour
multi-échelles, dont nous présentons l’idée générale dans le paragraphe suivant, et
qui seront sans nul doute aux cœur de futures recherches.
La chromatine est la structure dynamique qui englobe l’A.D.N. dans le noyau des
cellules. Elle a pour rôle de s’ouvrir et de se fermer pour laisser des facteurs de trans-
cription se fixer sur l’A.D.N., ce qui est à la base même de l’expression des gènes.
Ce fonctionnement laisse penser qu’à l’échelle des réseaux de régulation génétique,
l’expression des gènes peut être vue par paquets et suggère donc une forme de syn-
chronisme. Dans [DEN+11], nous avons présenté un nouveau type de mode d’itération
afin de prendre en considération l’effet de la chromatine [KS03, Ben06, LV06, Fos09],
qui est un système épigénétique médian dont les modifications dynamiques de la
structure impliquent des gènes dédiés (appelés conceptuellement « dychros ») qui
agissent en suivant un temps différent et indépendant des interactions génétiques des
réseaux fonctionnels. Afin de prendre en compte le temps chromatinien, ce nouveau
mode de mise à jour intègre les dychros dans les réseaux en leur donnant un sta-
tut spécifique, permettant notamment de les identifier. L’idée générale est de faire
que lorsqu’un dychro est inhibé, par les interactions qu’il a avec d’autres dychros,
tous les gènes qui dépendent de lui s’inhibent automatiquement après un temps de
latence capturant le temps de fermeture de la portion de chromatine associée, et
restent ainsi inactifs jusqu’à ce qu’il redevienne exprimé. Cette vision nécessite de
donner la priorité aux dychros par rapport aux gènes fonctionnels. Pour ce faire,
la méthode consiste à introduire un paradigme multi-échelle dont nous développons
succinctement l’idée. Considérons un réseau R tel que son graphe d’interaction G est
constitué de k sous-ensembles distincts G1,G2, . . . ,Gk des automates de R. R, qui
représente une régulation génétique fonctionnelle, est ainsi formé des sous-réseaux Rk
tels que les automates d’un même sous-réseau sont associés à des gènes fonctionnels,
connus pour être exprimés de façon synchrone par la dynamique chromatinienne.
Considérons à présent un réseau U de taille k, soumis à un mode de mise à jour
bloc-séquentiel, dont le graphe d’interaction Gu est tel que chacun de ses automates
i ∈ {0, . . . , k} représente le dychro en charge d’autoriser (ou d’empêcher) l’expression
des automates de Ri ainsi que leur régulation. Dans ce contexte, U peut être vu
comme un réseau de régulation en amont de R qui en gouverne l’évolution. Plus pré-
cisément, le processus de régulation de Ri passe en phase active uniquement lorsque
i est actif dans U et tous les automates de Ri s’inactivent (après un certain temps de
latence) quand l’état de i vaut 0. Ce paradigme se rapproche du bloc-séquentiel, à ceci
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près que la régulation synchrone au sein des sous-réseaux fonctionnels Ri ne suit pas
un schéma séquentiel pré-déterminé mais dépend de la régulation chromatinienne.
Afin de refermer ce document, nous abordons la question de la modularité des ré-
seaux en présentant l’idée directrice ainsi que certaines des perspectives de recherche
d’un travail récent réalisé en collaboration avec mes collègues évryens.
6.2 Quid de la modularité ?
Les travaux présentés dans ce document ont mis en évidence l’importance des
relations que peuvent avoir certains sous-motifs paramétriques spécifiques sur le
comportement des réseaux d’automates booléens. Du point de vue biologique, cela
souligne que la variété des fonctions biologiques (qui peuvent être rapprochées des
comportements asymptotiques des modèles étudiés) est certainement intimement liée
à la présence de sous-réseaux de régulation connectés les uns aux autres de façon à
ce qu’ils se retrouvent intégrés au sein de réseaux plus grands, à des échelles biolo-
giques possiblement différentes. La découverte de tels sous-réseaux, responsables de
l’émergence de comportements particuliers induisant l’existence de fonctionnalités
globales intrinsèques des organismes vivants, fait partie des préoccupations majeures
de la bio-informatique théorique [Mon70].
Motivations De manière générale, l’étude des fonctions biologiques complexes re-
pose sur leur décomposition en sous-fonctions qui identifient certains des compor-
tements basiques conduisant, par leurs combinaisons, à ceux de la fonction globale.
Dans le contexte des réseaux, chacune des sous-fonctions (biologiques) est carac-
térisée par un sous-ensemble des fonctions locales de transition et peut donc être
associée à un sous-graphe du graphe d’interaction. Avec cette approche, le réseau
original peut être vu de façon modulaire, où la modularité établit les liens entre
les différents sous-réseaux (appelés modules) et les sous-fonctions qui leur sont as-
sociées. À titre d’exemple, la décomposition par réduction du réseau de Mendoza
a permis de mettre en valeur l’existence de deux composantes fortement connexes
ayant des comportements propres qui, par leur intrication, permettent de reproduire
le comportement global du réseau proprement dit (cf. section 5.1.1).
L’identification des modules est pertinente en soi d’un point de vue formel car
elle permet de mieux comprendre le fonctionnement des réseaux dans leur intégralité
en offrant une subdivision en sous-expressions de leur capacité d’expression générale.
Par ailleurs, dans la mesure où il s’avère possible d’obtenir une décomposition en
modules partiellement indépendants les uns des autres (c’est-à-dire sans dépendance
circulaire), cette identification autorise potentiellement un gain significatif en termes
de calculs et de simulations numériques des comportements des réseaux. En effet, si
l’on considère un réseau de taille 21, a priori, le calcul exhaustif de son comporte-
ment nécessite de considérer les 221 = 2 097 152 configurations. Or, si l’on parvient
à obtenir, par exemple, une décomposition modulaire de ce même réseau en sept
modules de trois automates, de sorte que les modules forment une partition de l’en-
semble des automates, alors le calcul demandera seulement de considérer 7 × 23 = 56
configurations, au facteur près d’une potentielle dépendance unidirectionnelle qui
viserait à prendre en compte certains inputs dans certains modules. Ainsi, sans ré-
duire la complexité exponentielle intrinsèque des problèmes à proprement parler, une
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telle décomposition peut permettre de gagner un facteur exponentiel sur la taille des
problèmes à traiter.
Du point de vue des applications en biologie, on constate une demande de plus
en plus grande dans ce domaine. Dans le contexte de la biologie des systèmes, les
modules peuvent donner aux biologistes des informations importantes pour mener
des analyses ciblées sur certaines sous-fonctions pour lesquelles il n’existe aucune mé-
thode expérimentale générique de découverte [HHLM99, IGH01, Hoo03]. La demande
est encore plus forte dans le domaine relativement récent de la biologie synthétique.
La biologie synthétique est un domaine de recherche à la frontière de la biologie et
de l’ingénierie (chimique, physique, informatique) dont la principale orientation est
la conception et la création de nouveaux systèmes biologiques, sur la base de l’as-
semblage d’éléments synthétisés à partir de la connaissance existante. Ces éléments
de synthèse sont souvent appelés « biobricks » et peuvent aisément être rapprochés
de la notion de module, conceptuellement parlant. Leur assemblage étant à la base
de l’existence du domaine, la compréhension de ce qui peut être vu comme un mo-
dule ou non et la manière dont ils peuvent se greffer tout en garantissant certaines
propriétés fondamentales de sûreté sont indispensables [BS05, PW09, Kha10].
Deux approches classiques différentes La littérature soulève deux approches
de la modularité de la régulation, une première fondée sur les architectures des ré-
seaux d’interaction (c’est-à-dire les graphes d’interaction), une seconde sur la struc-
ture des systèmes de transition d’états sous-jacents.
En réalité, la très grande majorité des études menées jusqu’à aujourd’hui s’est
attachée, par la première approche dite statique, à identifier des sous-réseaux d’in-
teraction spécifiques, en argumentant sur le principe que certaines topologies, par
essence, sont plus à même d’admettre une forte correspondance avec la réalité des
fonctions biologiques [GKBC04] ou qu’elles sont naturellement fortement présentes
dans la réalité [RG03], en mettant en avant un biais statistique dans les réseaux
complexes [AB02, New03]. Par ailleurs, dans ce contexte, les cliques [SM03] et plus
généralement les composantes fortement connexes semblent par défaut jouer le rôle
de modules, ce qui semble somme toute assez naturel. D’autres motifs plus particu-
liers, comme ceux présentés par Alon dans [MSOI+02, Alo03], semblent jouer le rôle
de composants basiques (certains étaient déjà bien connus comme les régulons et les
feed-forward incohérents) et sont ainsi très généralement considérés comme modules
du point de vue statique des graphes d’interaction.
Dans le cadre de l’approche dite dynamique, les études se sont fondées sur l’hy-
pothèse que les profils d’expression biologique fournissent des intuitions fortes sur
les relations entre les régulateurs. Les modules peuvent alors être révélés à par-
tir des corrélations existant entre les éléments. À titre d’exemple, en utilisant des
données d’expression génétique de la levure, des travaux ont inféré des modules
en fonction des co-régulations et des conditions sous lesquelles se passent les régula-
tions [BJGL+03, SSR+03]. Ces études soulignent notamment que la découverte d’une
organisation modulaire dans les réseaux est liée aux régulations entre les éléments
au cours du temps et par conséquent aux dynamiques d’expression [TR99].
Une autre approche Nous pensons, avec d’autres [BT09, Sie09], que l’étude de
la modularité ne peut pas se contenter d’être menée en suivant l’une ou l’autre de ces
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deux approches de façon exclusive et qu’elle nécessite de relier les aspects statiques
et dynamiques des réseaux de régulation. Dans [DKMS12], en nous fondant sur le
mode de mise à jour asynchrone, nous proposons un nouveau formalisme pour trai-
ter analytiquement le concept d’organisation modulaire. Sans entrer dans les détails
(présentés dans l’annexe F), l’idée générale est de considérer une telle organisation
comme une partition (partiellement ou totalement) ordonnée de l’ensemble des au-
tomates (avec leurs sous- graphes d’interaction induits) associée à une opération de
composition de telle sorte que la composition des comportements locaux des modules
égale le comportement global du réseau. Nous voyons donc la modularité comme liée
à une propriété d’invariance du comportement asymptotique des modules lorsqu’ils
sont sujets à des perturbations provenant de modules situés plus haut dans la hié-
rarchie imposée par la partition ordonnée (ce qui fait émerger, notons, la notion de
robustesse environnementale modulaire).
En termes plus précis, étant donné un réseau R, la méthode développée vise à
trouver une partition ordonnée P des automates remplissant certaines conditions. P
doit être telle que l’exécution d’une opération de composition (adaptée au concept
de comportement asymptotique) appliquée aux configurations récurrentes restreintes
aux éléments de P , selon l’ordre de P , résulte en l’obtention de l’ensemble de toutes
les configurations récurrentes de R lui-même. Si une telle partition P existe, alors
elle est une organisation modulaire de R. Avec ce formalisme, nous avons montré que
tout tri topologique de l’ensemble des composantes fortement connexes d’un réseau
est une organisation modulaire, ce qui reste cohérent avec les études passées. Par
ailleurs, sur la base de ce nouveau formalisme, nous avons développé un algorithme
de calcul modulaire et incrémental des comportements asymptotiques des réseaux.
Mais ce qui est plus intéressant est que, sous certaines conditions (dans la grande
majorité des cas, en fait), les composantes fortement connexes peuvent elles-mêmes
être décomposées en modules plus petits.
Nous n’avons pour le moment pas obtenu de caractérisation des propriétés archi-
tecturelles des réseaux fortement connexes qui sont décomposables par le formalisme
proposé. C’est l’une des perspectives théoriques que nous avons commencé à aborder.
Sans avoir obtenu de résultat abouti pour le moment, étant donné que, lorsque tous
les cycles d’une composante fortement connexe sont positifs, on peut montrer que
celle-ci est décomposable, il est raisonnable de penser que la non-décomposabilité des
réseaux est intimement liée à la présence de cycles négatifs. L’intuition de ce résul-
tat est que les cycles négatifs induisent des oscillations. Par conséquent, ils rendent
dépendants les comportements locaux de chacun des automates les composant. Plus
précisément, cette dépendance étant circulaire, elle empêche de définir une parti-
tion ordonnée vérifiant les conditions de l’opération de composition. Sur la base de
l’intuition, il semble qu’une condition nécessaire de non-décomposabilité d’un ré-
seau fortement connexe soit que chacun de ses automates induise un cycle négatif.
Il existe des exemples simples montrant que cette condition n’est pas une condition
suffisante. D’autres perspectives issues de ce travail sont naturellement tournées vers
sa généralisation à d’autres modes de mise à jour et son application à des systèmes
de régulation biologique réels.
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A Réseau de Mendoza
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emf1 1 0 0 0 0 0 0 0 0 0 0 0
tfl1 1 0 −2 0 0 0 0 0 0 0 0 0
lfy −2 −1 0 2 1 0 0 0 0 0 0 0
ap1 −1 0 5 0 0 0 0 0 −1 0 0 0
cal 0 0 2 0 0 0 0 0 0 0 0 0
lug 0 0 0 0 0 0 0 0 0 0 0 0
ufo 0 0 0 0 0 0 0 0 0 0 0 0
bfu 0 0 0 0 0 0 0 0 0 1 1 0
ag 0 −2 1 −2 0 −1 0 0 0 0 0 0
ap3 0 0 3 0 0 0 2 1 0 0 0 −2
pi 0 0 4 0 0 0 1 1 0 0 0 −1
sup 0 0 0 0 0 0 0 0 0 0 0 0
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Figure 1 – Graphe d’interaction, matrice d’interaction et vecteur de seuil du réseau
de Mendoza pour le contrôle de la morphogenèse florale d’Arabidopsis thaliana. Pour
le confort de lecture, à chaque ligne et colonne de la matrice d’interaction est ajouté
l’identifiant de l’automate auquel elle correspond.
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B Algorithme de calcul des probabilités de passage
Algorithme 1 : Algorithme qui écrit sous forme explicite les polynômes carac-
téristiques (dont l’inconnue est le taux de perturbation d’état τ) des probabilités
de passage d’un bassin d’attraction à un autre.
Données :
— a : matrice à trois dimensions. (L’objectif est de remplir cette matrice de manière que
l’élément ai,j,k corresponde au coefficient de degré k du polynôme caractéristique de la
probabilité de passage P (A∗i → A
∗
j ), avec 1 ≤ i, j ≤ κ et 0 ≤ k ≤ n.) ;
— A∗i : union B(Ai) ∪Ai.
// Initialisation: affectation de la valeur 0 à tous les coefficients de la matrice a.
pour i de 1 à κ faire1
pour j de 1 à κ faire2
pour k de 0 à n faire3
ai,j,k ← 04
fin5
fin6
fin7
// Calcul:
pour i de 1 à κ faire8
pour chaque x ∈ A∗i faire9
pour j de 1 à κ faire10
pour chaque y ∈ A∗j faire11
k ← dH(x, y)12
ai,j,k ← ai,j,k + 113
fin14
fin15
fin16
fin17
// Post-traitement: les polynômes caractéristiques sont dérivés du calcul et écrits
explicitement dans un fichier de sortie fres (par exemple).
pour i de 1 à κ faire18
pour j de 1 à κ faire19
écrire(fres, « P (A∗i → A∗j ) = 1/∣A∗i ∣ ⋅ (ai,j,0 ⋅ τ0 ⋅ (1 − τ)n+ »)20
pour k de 1 à n − 1 faire21
écrire(fres, « ai,j,k ⋅ τk ⋅ (1 − τ)n−k+ »)22
fin23
écrire(fres, « ai,j,n ⋅ αn ⋅ (1 − τ)0) »)24
fin25
fin26
La complexité en temps de cet algorithme, portée entièrement par la phase de
calcul (de la ligne 8 à la ligne 17), est de O(∣Bn∣ ⋅ ∣Bn∣) = (22⋅n) car, pour tout couple
(ordonné) (A∗i ,A∗j ) d’attracteurs associés à leur bassin d’attraction, il parcourt l’en-
semble des configurations de chaque élément du couple. Il ne peut donc être utilisé
raisonnablement que sur des réseaux de petite taille, tels que n ⪅ 16.
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C Comportements asymptotiques du réseau de Mendoza
Attracteurs Séquentiel Parallèle Types cellulaires
Point fixe 1 000100000000 000100000000 Sép.
Point fixe 2 000100010110 000100010110 Pét.
Point fixe 3 000000001000 000000001000 Car.
Point fixe 4 000000011110 000000011110 Éta.
Point fixe 5 110000000000 110000000000 Inf.
Point fixe 6 110000010110 110000010110 Mut.
Cycle limite 1 – 000100010000 - 000100000110 –
Cycle limite 2 – 000000000000 - 000100001000 –
Cycle limite 3 – 000000010000 - 000100001110 –
Cycle limite 4 – 000000000110 - 000100011000 –
Cycle limite 5 – 000000010110 - 000100011110 –
Cycle limite 6 – 000000001110 - 000000011000 –
Cycle limite 7 – 110000000110 - 110000010000 –
Tableau 1 – Attracteurs du réseau de Mendoza lorsqu’il est soumis aux modes
d’itération séquentiels et parallèle et types cellulaires auxquels ils correspondent. Les
configurations sont données en classant les automates dans l’ordre suivant : emf1,
tfl1, lfy, ap1, cal, lug, ufo,bfu, ag, ap3, pi, sup.
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D Probabilités de transformation des tissus sépale et in-
florescence
Figure 2 – Polynômes caractéristiques des probabilités P (A∗i → A∗j ), où A∗i ∈
{Sép.∗, Inf.∗} et A∗j ∈ {Sép.∗,Pét.∗,Car.∗,Éta.
∗
, Inf.∗,Mut.∗}. Les polynômes sont
donnés en fonction de (gauche) l’absence et (droite) la présence de gibbérelline.
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E Comportements asymptotiques des cycles isolés
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Tableau 2 – Comportement des cycles positifs. La case de coordonnées (p,n) donne
le nombre A+(p) de comportements asymptotiques différents de C + (le signe − équi-
vaut à 0). La dernière ligne donne le nombre total de comportements asymptotiques
T+(n).
p
n
1 2 3 4 5 86 7
2
4
6
8
10
12
14
16
42
30
32
34
36
21 2215 16 17 18
1 1 1 1 1 1 1
1 1 1 1
1
9
49929
95325
49940 95326
−
−
−
−
−
−
−
−
−
−
−
−
−
−
−
−
−
−
−
−
−
−
1
2
3
5
9
16
−
−
−
−
−
−
− −
−
−
−
−
−
− −
−−
−
−
−
−
− −
−
−
−
−
−
−
−
−
−
− −
−
−
−
−
−
−
−
−
−
−
−
−
−
−
−
−
−
−
1
3
5
−
−
−
−
− −
−
−
−
−
−
−
− −
−
− −
−−
− −
−
−
− −
−
1091
2048
3855
7280
−
−
−
−
−
− −
−
−
−
−
− −
−
−
−
−
− −
−
−
−
−
− −
−
−
− −
−
−
− −
−
−
−
−
− −
− −
−
−
−
−
− −
−
−
−
−
− −
−
− −
−
−
−
−
−
− − −
−−
−
−
44
1 1 2 2 4 6 10 16 1096 2048 3856 7286T−
Tableau 3 – Comportement des cycles négatifs. La case de coordonnées (p,n) donne
le nombre A−(p) de comportements asymptotiques différents de C − (le signe − équi-
vaut à 0). La dernière ligne donne le nombre total de comportements asymptotiques
T−n(n).
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Comme cela a été montré dans les lemmes 9 et 11, tous les nombres qui apparaissent
sur une même ligne des tableaux 2 et 3 précédents sont identiques. De plus, la
première ligne du tableau 2 confirme que tous les cycles positifs admettent deux
points fixes. Celle du tableau 3 montre que les cycles négatifs n’admettent que de
cycles limites. Ces résultats rappellent ceux de [ABLM+03] où les cycles positifs
sont caractérisés par cette propriété, qui est utilisée pour montrer que les réseaux
booléens à seuil ne contenant que des cycles négatifs n’admettent pas de points fixes.
D’autres cases sont intéressantes. Par exemple, quand n = 2k, comme 1 est l’unique
diviseur impair de n, les cycles négatifs C −n n’ont qu’une seule période, égale à leur
ordre ω = 2n. Ainsi, A−2n = T−n = 2n−k−1. De plus, si n est premier, étant donné que
µ(n) = −1, un cycle positif C +n admet deux types de comportements asymptotiques,
des points fixes et des cycles limites de période maximale p = ω, et donc T+n = 2 + A+n
où A+n =
2µ(n)+2nµ(1)
n =
2n−2
n .
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Sur la bio-informatique des réseaux d’automates
On the bioinformatics of automata networks
Sylvain Sené
Résumé Ce travail présente des contributions théoriques et appliquées dans le contexte des
systèmes dynamiques discrets vus comme modèles des réseaux de régulation biologique. En met-
tant en avant le fait qu’accroître les connaissances du vivant nécessite aujourd’hui de mieux com-
prendre les propriétés mathématiques qui le régissent, il développe diverses réflexions menées en
bio-informatique théorique en se fondant sur le formalisme des réseaux d’automates, notamment
booléens. Les trois principaux thèmes abordés sur ces réseaux sont la robustesse environnementale,
la combinatoire comportementale et la robustesse structurelle. La robustesse environnementale est
notamment évoquée à travers une étude de la manière dont les réseaux d’automates réagissent face
à l’influence de conditions de bord fixées (on y retrouve une généralisation au cas non-linéaire d’un
résultat connu dans le domaine des automates cellulaires). La combinatoire comportementale est
quant à elle abordée par les cycles d’interaction dont on connaît l’importance sur la dynamique des
réseaux. Pour ces motifs particuliers et leurs intersections sont présentées des caractérisations com-
binatoires de leur comportement asymptotique en parallèle, qui font ensuite l’objet de comparaisons.
Enfin, le thème de la robustesse structurelle est traité au travers du concept de graphe de transition
général, qui a mené à mettre en évidence tous les comportements possibles des cycles d’interaction, à
donner une classification de la robustesse des réseaux vis-à-vis de leur asynchronisme/synchronisme,
de laquelle se sont imposées des études plus précises sur le rôle de la non-monotonie dans ces ré-
seaux.
Mots-clés Bio-informatique théorique, réseaux d’automates, systèmes dynamiques discrets, ro-
bustesse environnementale, combinatoire comportementale, robustesse structurelle et non-monotonie.
Abstract This works presents both theoretical and applied contributions in the field of discrete
dynamical systems regarded as models of biological regulation networks. It puts forward the idea
that to increase our comprehension of the living now requires a better understanding of the funda-
mental principles that govern it and that can be captured mathematically. With this baseline, the
present thesis establishes and develops several theoretical bioinformatics reflections on the grounds
of the formalism of automata networks – especially Boolean. The three main themes it discusses
are environmental robustness, behavioral combinatorics and structural robustness. Environmental
robustness is approached through a study of how automata networks behave under the influence
of fixed boundary conditions (in this setting, we give a generalisation to the non-linear case of a
result known in the area of cellular automata). Behavioural combinatorics groups together in this
document some in-depth investigations of interaction cycles, that is, structural motifs that are well
known to play an important role in the dynamics of networks. We derive combinatorial characte-
risations as well as comparisons of the asymptotic behaviours in parallel of these cycles when they
are isolated and when they interact through intersections. Finally, structural robustness is discussed
using general transition graphs. With these, we propose in particular a formal general description
of all possible behaviours of interaction cycles. We also establish a classification of networks ro-
bustness towards synchronism (in the changes they undergo) which leads to further analyses of
non-monotony in automata interactions and the impact it has on a network global behaviour.
Keywords Theoretical bioinformatics, automata networks, discrete dynamical systems, environ-
mental robustness, behavioural combinatorics, structural robustness and non-monotony.
