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ABSTRACT
Human coordination is a phenomenon that takes place in numerous daily activities, suchas simple oral communication, walking in a crowd, clapping within an audience andwhen performing more complex coordinated activities such as playing in team sports
or in musical ensembles. Unveiling the mechanisms that lead people to coordinate, adjust
their movements properly, reach and maintain a stable coordinated behaviour represents a key
challenge, both from a psychological and from a control point of view. Addressing this challenge
is crucial, for example, to control artificial cyber-agents able to interact with people to perform
common joint tasks. This thesis is concerned with the problem of designing an autonomous
artificial agent able to move in a natural way in coordination with one or more humans. This is
particularly relevant in the context of healthcare applications. Indeed, the use has been proposed
of artificial agents coordinating their movements with those of patients suffering from social or
motor disorders. Specifically, it has been shown that an artificial agent moving its end-effector
with certain human kinematic properties could provide innovative and efficient rehabilitation
strategies. In this thesis, human behaviour is studied through a simple yet effective coordination
paradigm, where participants are asked to synchronise their hand motion. Keeping the same
motor task, artificial agents with different control strategies are designed to interact with human
participants so as to produce coordinated motion in different configurations. Different control
approaches including those based on reinforcement learning are explored and validated via
numerical simulations and experiments confirming the effectiveness of the proposed control
architectures. The results of some additional work on the implementation of an exergame
for motor rehabilitation of patient after stroke is also reported together with the analysis of
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Investigating and analysing the dynamics of groups of systems interacting with each otheris a relatively new area of study and is the subject of much ongoing research [133, 183].Such interacting systems can be studied through the formalism of complex networks, where
each system can be modelled as a single node with its own dynamics while the interaction among
systems can be easily represented as edges in a graph. The importance of understanding how
the behaviour of a single node changes when interconnected with other agents can be found
in the numerous contexts that can be easily modelled according to the paradigm of complex
networks. For instance, distribution and transportation infrastructures (roadways, electric power
grids, airlines), social networks (Internet, telephone networks), biological systems (gene regulator
networks, protein interaction networks) and many others, see e.g. [17].
Several interesting phenomena can emerge from the collective behaviour of an interacting
group of agents that cannot be explained in terms of the dynamics of the single agent [4, 33].
Among these phenomena, the emergence of synchronisation and movement coordination within
a group of people engaged in joint tasks represents a challenging example to study. Human
coordination is simply ubiquitous and is involved in many daily activities. Indeed, people need to
interact with each other and coordinate their motion to perform common joint tasks, like simple
oral communication, walking together, handling objects and to perform more specific coordinated
activities such as for example dance, sport or theatre [59, 75, 131, 169]. It has been shown that
the motion of each individual is characterised by some kinematic motor features, or biomarkers,
that make his/her motion unique and distinguishable from any other [179].
Unveiling such human kinematic features and the mechanisms that lead people to coordinate,
adjust their movements to those of the others, reach and maintain a stable coordinated behaviour
represents a key challenge, both from a psychological and from a control point of view.
1
CHAPTER 1. INTRODUCTION
Addressing this challenge is essential, for example, to control and program artificial agents
(e.g., robots or avatars) able to interact with humans to perform some joint motor task while
exhibiting desired “human-like” kinematic features. Investigating how to design an autonomous
artificial agent able to move in a natural and safe way in coordination with one or more humans
is a fundamental and yet open problem in social robotics to improve the quality of human-robot
interaction. Major open questions in the design of artificial agents (or avatars) in joint motor
tasks with humans are:
i) how to endow an artificial entity with the kinematic features characterising human be-
haviour;
ii) how to develop control architectures enabling artificial agents to adjust their motion and
interact with a human partner in joint motor tasks;
iii) whether it is possible to build a mathematical model able to capture, describe and unfold the
adaptive mechanism of a human while engaged in a common task;
iv) how to extend the study of human motor coordination from dyadic to group scenario (e.g.,
how a human changes his/her behaviour when engaged in a group, who coordinates his/her
motion with whom, etc.)
Addressing all these points is a cumbersome challenge due to the complexity of human
behaviour, the unknown mechanisms underlying human coordination and the lack of formal
models in the literature that can be implemented in an artificial agent. Again, human coordination
has rarely been explored in the existing literature in the case of human ensembles (more results
can be found for the dyadic interaction where only two individuals are involved).
The work presented in the rest of this thesis is an effort spent trying to tackle the aforemen-
tioned challenging issues. In so doing, human behaviour is studied through a simple yet effective
coordination paradigm, known as the mirror game [136], where participants are asked to syn-
chronise an oscillatory hand motion while being visually coupled. Keeping the same motor task,
artificial agents with different control strategies are designed to interact with human participants
so as to produce coordinated motion in a number of different configurations [178, 179, 206, 207].
Crucially, we want to design a virtual agent able to successfully interact with humans while
exhibiting kinematic motor features resembling human ones.
An interesting application is also explored in the healthcare context. Indeed, it has been
suggested that the availability of artificial agents able to interact with one or more individuals can
allow further development of both diagnostic and therapeutic strategies for patients with social
and motor disorders [21]. In this direction, an effort has been spent to develop new home therapies
based on serious games, which are less expensive, more efficient and able to guarantee better
working conditions for clinicians [70, 97, 205]. Examples of such exergames (exercise + game)
have been developed for postural, neglect and stroke rehabilitation [13, 30, 148]. Whereas the
2
1.1. THESIS OUTLINE
current exergames consist in a series of exercises that the patient has to perform, the innovative
contribution of this thesis is to consider the use of an adaptive virtual agent that assists the
patient coordinating its motion with her/him during the therapy and can change the features of
its behaviour in successive sessions of the game for rehabilitation purposes.
1.1 Thesis outline
We start this thesis by providing an extensive overview of the literature on emerging phenom-
ena in human joint interaction in Chapter 2. Firstly, we discuss synchronisation and human
motor coordination reviewing some of the works found in the current literature both in dyadic
interpersonal coordination and in human ensembles. Secondly, we present the phenomenon of
leadership that can emerge from a group of humans interacting with each other, underlying how
most results in the literature deal only with the case of animal groups. Finally, we introduce the
need for an autonomous virtual agent able to interact with humans in coordination motor tasks.
In Chapter 3 we give a broad overview of existing results on the design of artificial agents,
tasks and solution strategies addressed in the literature. In particular we focus on joint motor
coordination tasks between humans and artificial agents reporting some sample works existing in
the literature, analysing advantages and disadvantages and proposing our approach to overcome
them.
We then begin our investigation on the design of a cognitive architecture able to drive a
virtual agent (or avatar) in motor coordination tasks with humans in Chapter 4. Specifically, we
start from the control architecture proposed in [12] and based on a controlled nonlinear oscillator.
Even if such control solution has been proved to solve the coordination problem in the mirror
game task, we point out that its main drawback is the lack of “human kinematic features” in
the avatar’s motion. To overcome such issue, Markov chains are introduced as mathematical
models able to capture and artificially reproduce the kinematic features of human motions. Such
a model is then embedded in the described control scheme as a stochastic reference generator.
The approach is validated experimentally by comparing the motion signals generated by the
Markov models with those of humans and by making the virtual agent, having the Markov chain
in the control loop, perform dyadic interactions with human partners.
In Chapter 5 we discuss advantages and disadvantages of the proposed control architecture.
We find that the control architecture in Chapter 4 is able to solve the tracking problem in
dyads but requires many trial-and-error attempts to tune the controlled system dynamics in
order to make the virtual avatar play like a human. Furthermore, the architecture presented in
Chapter 4 cannot be easily extended to a group scenario. To overcome this problem, we design a
different control architecture in Chapter 5, based on learning techniques and in particular on
reinforcement learning in order to make the avatar learn how to play directly from humans.
While in Chapter 5 we test the ability of the AI based architecture in dyadic scenarios, in
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Chapter 6 we present its extension and validation in group scenarios. Also in the latter chapter
we report both in-silico and experimental validation explaining carefully the experimental setup
and the experimental platform used to carry out the experiments.
In Chapter 7 we present an exergame designed for the rehabilitation of people suffering from
motor impairments, e.g., after a stroke. The innovation of such an exergame relies on the presence
of an adaptive virtual avatar that assists the patient performing and coordinating its motion
with him/her in order to complete the exercise together.
Chapter 8 reports further work done for a side project regarding the study of the leadership
emerging in human ensembles. Specifically, we use a small group of walking people, as a scenario
of interest, to detect leader-follower patterns spontaneously established in the group and unveil
whether a leader emerges in the group when no roles are assigned.
Finally, a summary of our results and discussion of their implications, followed by directions
for future work, are presented in Chapter 9.
1.2 Publications
Part of the work presented in this thesis has been published in the following papers:
• Lombardi M., Warren W.H., & di Bernardo M. (2020). Leadership emergence in walking
groups. Submitted to Scientific Reports (Chapter 8);
• Lombardi M., Liuzza D., & di Bernardo M. (2019). Using learning to control artificial
avatars in human motor coordination tasks. Submitted to IEEE Transactions on Robotics
(Chapter 5);
• Lombardi M., Liuzza D., & di Bernardo M. (2019). Deep learning control of artificial
avatars in group coordination tasks. Proceedings of the 2019 IEEE International Conference
on Systems, Man and Cybernetics (SMC), pp. 724 - 729, Bari, Italy (Chapter 6);
• Lombardi M., Liuzza D., & di Bernardo M. (2018). Generation and classification of in-
dividual behaviours for virtual players control in motor coordination task. Proceedings
of the 2018 European Control Conference (ECC), pp. 2374-2379, Limassol, Cyprus, doi:
10.23919/ECC.2018.8550321 (Chapter 4);
• Alderisio F., Lombardi M., & di Bernardo M. (2018). Emergence of leadership in complex
networks and human groups. Proceedings of the 2018 IEEE International Symposium on
Circuits and Systems (ISCAS), Florence, Italy, doi: 10.1109/ISCAS.2018.8351745;
• Alderisio F., Lombardi M., Fiore G., & di Bernardo M. (2017). A novel computer-based
set-up to study movement coordination in human ensembles. Frontiers in Psychology 8(967),










BACKGROUND ON HUMAN MOTOR COORDINATION
In this chapter we give an overview of the current state of the art on human motor coordina-tion in joint tasks. Specifically, in Section 2.1 we review the emergence of motor coordinationas a nonlinear phenomenon that arises when two or more people have to coordinate their
motion in order to perform a shared task. In this context, we introduce the mirror game which is
largely used as paradigmatic task to study interpersonal coordination. In Section 2.2 we discuss
the emergence of leadership in human groups, placing emphasis on the fact that the mechanisms
underlying such a phenomenon are still unclear and under investigation. Then in Section 2.3,
we introduce the importance of designing an autonomous agent able to interact with humans in
joint motor tasks. In particular, we review different real applications in which reaching a good
level of synchronisation between humans and artificial agents has a great relevance. Finally, in
Section 2.4 we summarise the content of the chapter.
2.1 Synchronisation in joint dynamic tasks
People interacting with each other tend to synchronise and coordinate their movements. Indeed,
people often need to coordinate during their daily activities in order to perform a joint task, that
spans from a simple walk together, or handling objects to performing more complex choreography
in dance or theatre [59, 75, 131, 169] (Figure 2.1). Over the past few decades, understanding
the complex mechanisms underlying the emergence of interpersonal coordination has been the
goal of many researchers from different fields, spanning from human psychology and movement
science to mathematics and engineering [120, 158, 159, 170, 194].
The emergence of interpersonal coordination is a complex phenomenon characterised by
highly non-linear dynamics and complicated cognitive and motor processes [158, 159, 174]. The
emergence of synchronisation is possible thanks to a feedback mechanism (visual or auditory)
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(a) Soldiers during a march (b) Synchronised swimming
(c) Music ensemble (d) Rowers in team race
FIGURE 2.1. People coordinating their movements in different group activities: (a)
marching soldiers (Image credit: https://www.theguardian.com), (b) synchro-
nised swimming (Image credit: http://www.baystategames.org), (c) playing in
an orchestra (Image credit: https://www.justdial.com), (d) rowing in team race
(Image credit: https://www.pressherald.com).
between the participants, according to which they adjust their movements based on those of the
others in order to complete some common task.
Synchronisation may be intentional or unintentional depending on whether the individuals
involved in the interaction explicitly want to coordinate their movements or not. Unintentional
synchronisation was explored in [159], where experiments were conducted in which pairs of
participants were instructed to complete an interpersonal puzzle task while swinging handheld
pendulums. Furthermore, the effects of visual and verbal interaction on interpersonal movement
coordination were analysed. Higher degree of coordination was observed when the pairs were
visually coupled, whereas verbal interaction alone was not found to be sufficient for unintentional
coordination.
Despite the synchronisation, studies reveal that each individual moves differently from each
other, for example faster/slower, harder/smoother, etc. [171]. In the context of the European
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project AlterEgo [3], it has been proved that these differences are described by an Individual
Motor Signature (IMS), an observable able to capture the subtle differences (or similarities) in the
way humans move [179]. Specifically, the probability density function (PDF) of velocity profiles
exhibited by an individual, while performing the task of the mirror game, has been proposed
as the IMS of that person. Such a task has been often presented as a paradigmatic scenario to
study the emergence of social motor coordination between two individuals imitating each other’s
movements (more details are in Section 2.1.1). Moreover, this signature does not change over
time and is, in principle, unique for every individual, thus making it possible to distinguish one
from another.
Sharing similar kinematic features has a main effect on movement coordination between
people. In fact, in social psychology it was suggested that people prefer to team up with others
possessing similar morphological and behavioural features, spontaneously producing higher level
of coordination despite not being explicitly asked to [105]. Furthermore, it was discussed that
acting in synchrony with others can produce positive emotions increasing social attachments
among group members and leading the entire group to remain cohesive [203]. These observations
have led to the development of a founded theory of similarity which predicts that the level of
synchronisation in joint actions is enhanced if the participants are similar in terms of morphology
and movement dynamics and are willing to match their behaviours [21, 209].
While the emergence of synchronisation between two individuals performing a joint task has
been extensively studied and a lot of examples are present in the literature [59, 100, 169, 171],
social interaction and motion coordination in a group of several people still need to be accurately
investigated. Such an investigation can be cumbersome and complex due to the lack of an
appropriate mathematical framework and to the variety of scenarios that can be considered, the
countless types of activities people might be involved with (limb or finger movements, walking,
head movements, or more in general music or sport activities), the many different ways in which
participants can interact and communicate with each other and the different ways they can be
physically located with respect to each other while performing the specified task (e.g., while being
in the same physical location or not).
Among the limited examples in the existing literature that tackle the problem of movement
coordination in a group of several agents, we find studies on a group of people sitting on rocking
chairs [156], on a cross-cultural choir workshop [88], on rowers in a race [45, 204], on walk-
ing pedestrian groups [127], on group behaviour in dance [63, 140]. In [39] the emergence of
unintentional synchronisation in a group setting was investigated and it was studied if such
a synchronisation also extended to heart and respiratory rhythms. Specifically, the group was
asked to move their arms in a predetermined way without receiving any explicit instructions
about synchronisation. It was observed that spontaneous motor synchronisation in that group
scenario involved also the cardiovascular and respiratory rhythms, which were enhanced when
an external auditory rhythm (metronome and music) was provided to all group members. Others
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results on multi-player synchronisation investigated how the pattern of visual interactions among
people in the group affects their coordination levels. In [10] it was shown computationally and
experimentally that synchronisation depends on the structure of visual interconnections (who
looked at whom) between group members that can be enhanced if the group shares similar
individual motion characteristics.
In addition to the results mentioned above, many others are available in the literature on
human motor coordination. In this thesis, we exploit some of these results to guide an artificial
agent in the interaction with human partners, both in dyads and in a group scenario, focusing our
attention on which kinematic features to provide it with in order to have it move with features
typical of the human behaviour. To investigate human coordination and deploy a proper artificial
agent, we take the mirror game as paradigmatic joint task, largely used in the literature and
described in detail below.
2.1.1 Mirror game as paradigmatic task to study human coordination
Firstly proposed in [136], the mirror game has been largely used over the last few years to
study the complex phenomenon of interpersonal human coordination. Usually played by actors,
musician and dancers, in the mirror game several players have to imitate each other enjoying
the game and creating synchronised body motions. In its simplest formulation the mirror game
involves only two people mirroring each other’s hand movements by moving their own handle
back and forth horizontally along parallel strings (one-dimensional motion) as depicted in Figure
2.2. It can be played in three different experimental conditions:
• Leader-Follower (LF): in which the player, designated as leader, has to drive the game
creating the motion, while the other player, designated as follower, tries to follow the
leader’s trajectory.
• Joint Improvisation (JI): in this condition there is no designation of leader and follower,
but both the players can move as they want trying to synchronise their hands in an unique
movement.
• Solo Condition (SC): in this condition the player is asked to generate a trajectory in isolation,
so as the kinematic features of his/her own dynamics could spontaneously emerge.
Despite its simplicity, the mirror game was found to be a powerful tool in many research
studies. For example, in [32] the mirror game was used to study the synchronisation ability of
people suffering from autism spectrum disorders (ASD). Specifically, they aimed at assessing
whether individuals with autism can attain a highly synchronised motion when playing with
an expert improviser. Moreover, [178] used the mirror game to characterise the different motion
patterns of patients suffering from schizophrenia building also a diagnostic classifier based on
such motion patterns. Finally, [137] employed the mirror game to investigate whether periods of
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FIGURE 2.2. Illustration of the task of the mirror game. (a) Two players’ hands are
illustrated while moving a vertical handle along a constrained string. (b) Example
of two recorded position time series of a trial of the mirror game in one dimension.
high synchronisation in joint improvisation between two expert improvisers had a distinctive
influence in physiological activities (e.g., increase of players’ heart rate).
2.2 Leadership emergence in groups
Another interesting phenomenon of great importance can emerge from the collective behaviour of
a group of agents interacting with each other, that is leadership [4, 33]. Leadership plays a crucial
role in determining the success or failure of several activities both in animals (e.g., protecting
the animal group against predatory attacks, locating food resources) and human groups (e.g.,
steering opinion dynamics, playing music or sport).
Many studies exist in the literature addressing coordination and leadership emergence in
groups of animals [42, 130, 155, 210], where the problem is tackled by studying how agents,
informed on a migration route or food position, influence the collective behaviour. Limited results
are instead available on leadership emergence in human ensembles [47, 61, 162]. Examples
include consensus decision making [28, 60, 61], the role of a conductor in an orchestra [47, 77],
group behaviour in dance [111, 140], among many others.
Understanding leadership emergence in groups of humans can be relevant in many applica-
tions. For example, during the evacuation from a building, the presence of a leader with global
knowledge of the structure can safely guide people towards the exit avoiding fatal consequences
[143]. In sports, athletes regard leaders who provide moral support and positive feedback as
a crucial component towards the effective functioning of the team [65]. Past studies have ob-
served that, in some situations, the leader is spontaneously and unconsciously elected by the
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(a) Flock of birds (b) Marching band
FIGURE 2.3. Examples of leadership emergence both (a) in animal (Image credit:
https://www.civilsocietyhowto.org) and (b) in human groups (Image credit:
http://lifevesting.com).
other members of the group according to his/her attitude or qualities, e.g., charisma, confidence,
friendliness, effective speaking [182]. Also, it has been observed that such a spontaneous leader
is characterised by specific behavioural or physiological traits such as a common tendency to
act first [101]. A key element for the emergence of leadership is the presence of coordination.
Indeed, leader-follower patterns take place in coordinated group movements where individuals
characterised by specific behavioural traits, behave as leaders by increasing their tendency to act
first.
In this thesis preliminary results are provided on leadership emergence in human ensembles.
Our study is part of a broad project in collaboration with Prof. William Warren (Brown University
in Providence, Rhode Island) aiming at investigating the emergence of leadership in groups of
walking crowds. In this thesis, the goal is to assess whether leadership emerges and whether it
facilitates group coordination and cohesiveness. Our aim is to unveil whether, when no designated
roles are assigned, a leader spontaneously emerges in the group, and how such emergence depends
on the structure of the interconnections among the group members.
2.3 The need for an autonomous virtual agent
Controlling the emergence of human coordination and leadership can be exploited as a strategy to
help people to improve their social skills and promote social attachment and group cohesion [203].
It has been suggested that a virtual partner able to play the mirror game with human subjects
can be an effective tool to both study interpersonal coordination between two or more individuals,
and also to provide new clinical interventions for the rehabilitation of patients suffering from
social disorders [21, 178]. People suffering from social disabilities that accompany schizophrenia,
autism, or social phobia have trouble interacting with others even in the most common situations.
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(a) Social rehabilitation (b) Motor rehabilitation
FIGURE 2.4. Examples of robot-assisted rehabilitation both for (a) social disease (Im-
age credit: https://tecreview.tex.mx) and (b) motor impairment (Image credit:
https://wwww.designboom.com).
Studies have shown that one of the causes of this impairment is that their individual motor
signatures are different from that of other people [195].
Taking advantage from the observation in [179] that individuals with similar signatures
reach higher level of synchronisation, one rehabilitation strategy of this kind of patient consists
in making them interact with another participant (virtual) whose signature starts from being
similar to that of the patients themselves and then, gradually, ends up being similar to that
of healthy humans. In this way, patients are unconsciously guided towards the direction of the
desired movement features [21]. The virtual player can be properly parameterised as required
so as to explore the influence of the interaction on the patient, which is not possible in ordinary
human-human interaction [59].
The design of the virtual agent may enhance the development of home therapies [53, 93],
replacing traditional rehabilitation strategies that can be too expensive as they consist in daily
sessions of exercise carried out from the patient with the real time supervision of the therapist.
So-called exergames aim at embedding therapeutic repetitive tasks in enjoyable and interactive
games. Many exergames have been developed for postural, neglect and schizophrenia rehabil-
itation [13, 30, 148], consisting in a series of static exercises (pop the balloon, catch the fruit
and so on) but none of them is a really “interactive” game. Hence, an important application of
the research described in this thesis is to develop a smart exergame with an adaptive virtual
agent that drives and interact in real-time with the patient during each rehabilitation session.
The virtual agent will have the role of supervising, advising and correcting the patient while
exercising, mimicking what a real therapist would do. Wrong movements make the exercise
useless or even dangerous. Analysing the continuous stream of motion data, the avatar will be
able to diagnose the level of disease, adapt the therapy to the patient, evaluate the progresses
done, identify dangerous movements in real time and provide immediate feedback to the patient
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to correct his/her posture. Designing and implementing such an exergame is a cumbersome and
ambitious project. In this thesis, and in particular in Chapter 7, we present the design of an
avatar able to lead the patient to complete post-stroke motor tasks and adapt its behaviour to the
progresses/regresses of the patient during the therapy.
2.4 Summary
In this chapter we gave an overview of the current literature on human coordination both in dyads
and in group scenarios. In particular, we discussed the human coordination as main phenomenon
(spontaneous and not) that occurs in many daily activities. We illustrated the phenomenon of
human coordination through several examples studied in literature (rocking chairs, walking
pedestrians, swinging pendulums). We emphasised the concept of the Individual Motor Signature
that characterises uniquely the human motion and can be measured easily during session of the
mirror game.
We introduced also the leadership, another interesting phenomenon emerging from human
interaction. Unveiling the mechanisms under leadership emergence is still an open problem, due
to its complexity and many factors that influence the role of the leader (task, individual dynamics,
interaction patterns, coupling mechanisms).
Finally, we discussed the importance of having a virtual partner able to interact with humans.
Exploiting the synchronisation phenomenon, such virtual agent can be used as tool to propose
new rehabilitation strategies introducing an innovation in the way of seeing the social robotics.
Further details on human-robot interaction, what currently exists in literature and how these










ARTIFICIAL AGENTS FOR JOINT MOTOR COORDINATION TASKS:
ANALYSIS, DESIGN AND IMPLEMENTATION
In Chapter 2 we gave an overview on human coordination explaining how it emerges indyadic and group interaction, reporting the unanswered questions in the understandingof such phenomenon and underlying the importance of having artificial agents able to
interact with humans. This chapter aims at analysing the design of artificial agents giving a
broader review on Human-Machine Interaction (HMI). In the rest of the thesis, we will refer
to the artificial agent also as “avatar”, “robot” or “virtual agent”. Specifically in Section 3.1 we
introduce what is intended for “Human-Robot Interaction” (HRI) and explain why human-robot
interaction is an emerging field of great importance both for the industrial and the academic
community. In addition we try to summarise the different perspectives, the key themes and the
open challenges regarding HRI reporting a brief but exhaustive taxonomy of the field. Emerging
application domains of HRI are then listed in Section 3.2 to underline the importance artificial
agents can have in human activities. After such overview, in Section 3.3 we focus on “socially
interactive robots” in joint motor coordination tasks with humans discussing critically few key
examples existing in literature. A summary is then given in Section 3.4.
3.1 Human-robot interaction as emerging field
Human-robot interaction is the field of study that deals with the problem of understanding and
designing the interaction between one or more humans and one or more artificial agents. HRI is a
cumbersome problem due to its interdisciplinary nature requiring contributions from engineering,
psychology, cognitive science, computer science, linguistics, and other disciplines [58, 81, 86, 114].
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FIGURE 3.1. High-level taxonomy showing the 5 key features characterised human-
robot interaction. They are: physical proximity, autonomy level, structure of team,
task, interaction role. For each level a symbolic picture is reported.
3.1.1 High-level taxonomy
In order to have a clear taxonomy of the problem, we can identify some key features to take into
consideration that shape the form of interaction between humans and robots (see Figure 3.1):
1. Physical proximity. Interaction is generally separated in two categories: remote and
proximate interaction [79]. In remote interaction the human and the robot are separated
spatially or even temporally. Representative examples are teleoperation where the human
may control the robot by remote while being in a different place [176], and the autonomous
Mars Rovers that are separated from Earth both in space and in time [89]. In proximate
interaction the human and the robot are required to interact while collocating spatially
close to each other. This type of interaction includes service and social robots that may be
in the same room of humans or even have physical interaction with them.
2. Autonomy level. There are numerous formal definitions of autonomy in the literature
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[22, 82, 122, 168]. Qualitatively, the autonomy level measures the percentage of time that
the artificial agent is carrying out its task on its own without the intervention of a human
operator. In [175], Sheridan proposed a scale for measuring automation (or the autonomy
of a system) with ten levels that are accompanied by criteria against which a given system
can be evaluated. According to such scale, teleoperated robots that are fully controlled
by an operator, usually from a distance, have a level of autonomy (LOA) equal to unity.
At the other end of the scale there are fully autonomous robots, e.g., robots that perform
unassisted tours in (possibly) unknown environment and delivery robots, with a level of
autonomy equal to ten. In between there is the so called shared control, where humans and
robots have different responsibilities in a shared task.
3. Structure of the team. The HRI problem is clearly not restricted only to the case of
a single human with a single robot (dyadic interaction), but the interaction can involve,
possibly mixed, teams of multiple humans and multiple robots. For example, in search and
rescue operation, robots are typically managed by two or more people, each with a different
role in the team [129, 173]. The problem becomes harder in the case of multi-agent systems
since additional factors arise that need to be handled. Such factors include the group size,
the ratio of humans to robots, the communication topology, whether each agent has global
or partial information about the team, and whether the robot subgroup is homogeneous or
heterogeneous (different artificial agents in the same team may differ in implementation
and role). Besides the structural properties of the group, the agents can interact with each
other in order to fulfil a common goal (cooperative system) [90, 151] or have non-aligned
goals acting only to maximise their own gains (competitive system) [119, 132, 151].
4. Task. The introduction of assistive robots allows humans to perform tasks that they could
not carry out before, simplifying the task for the human. Indeed, the nature of the task
to be accomplished determines the type of interaction. Examples of different types of
tasks are urban search and rescue where the rescue robots assist humans during the
exploration of unknown environments, or even substitute them if the situation turns out
to be dangerous [114], e.g., searching for victims in urban disaster environment, entering
unstable structures; and coordination tasks where humans and robots need to work together
on a shared task, such as removing objects from a table [135], sawing a wood log [145],
passing objects from one to another [62], assembling more complex structures [128], just to
cite a few examples.
5. Interaction roles. As said above, the nature of the task shapes the type of the interaction
and in particular the role assumed by the human when interacting with a robot. In [172],
five different roles are identified, that are supervisor, operator, teammate, programmer and
bystander. A supervisor role is that of monitoring the behaviour of the artificial agent, and
controlling it if needed, with respect to a goal. For example, a supervisor of an unmanned
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vehicle may tell the robot where it should move, then the robot plans and carries out its
assigned task without any further human interventions. An operator needs to interact more
with the robot, teleoperating or changing its behaviour. A teammate (or peer) works with a
robot with equal roles in order to accomplish a common task. An example of this would be
performing a joint motor task (e.g., assembling a workpiece, transferring of objects from
one point to another). A programmer needs to physically change the robot’s hardware or
software. Finally, a bystander does not interact directly with any robot but s/he needs to be
aware of it because they are in the same physical space (e.g., a person who walks into a
room with a robot vacuum cleaner needs to be able to avoid the robot safely).
3.2 HRI applications
Several application areas can be identified combining the key features of human-robot interaction
listed in the previous section. Many of these areas have been studied for decades, raising the
interest of many fields of research. They are discussed in details in what follows:
• Assistive and rehabilitation robotics. The main goal of this application domain is to
help people whose ability to perform daily activities is limited by disease or impairment.
Examples are stroke survivors with neurological injuries [18, 81, 121], elderly populations
who have age-related challenges (e.g., muscle weakness) [149, 150, 163, 198], people suf-
fering from social disorders such as schizophrenia, autism and a variety of degenerative
diseases affecting cognition and motor control [15, 27, 38, 87]. Assistive robotics places the
robot or the avatar in close proximity to humans, requiring to interact in a peer-like role
and with an appropriate level of trust. Many ethical considerations and trust issues arise
when delegating assisting artificial agents to interact with someone with motor or mental
challenges, as is discussed in [187]. In recent years, artificial agents have been proposed as
a mean for innovative and personalised rehabilitation plans. Indeed, successful outcomes
were reported in children with cognitive impairments (ASD) who may lack social skills [38].
Still in this direction, the work in [81] aimed at developing a socially assistive robots to
autonomously supervise stroke patients in clinics during their therapeutic walking. Such
social agents were able to accompany and monitor the patient during the rehabilitation,
provide feedback and encourage the patient to repeat the exercises regularly. A major
challenge in assistive and rehabilitation robotics is to develop reliable, safe and robust
social agents, aware that each human is different and flexible enough to deal with changing
human needs.
• Search and rescue. The development of unmanned search and rescue robots (USAR)
was motivated by their potential use in urban and natural disasters (e.g., fire rescue,
hurricanes, earthquakes) in which USARs take part in several tasks assisting human
rescuers [129]. Examples of such tasks are: i) search is the exploration of a building, cave or
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wilderness aimed at finding someone, for example victims of a disaster; ii) reconnaissance
and structural inspection helps human rescuers to understand the environment and to
develop a general knowledge of the area of interest; iii) serving for a team member is
a task in which the robot works side-by-side with rescuers to assist and speed up the
operations. Recently effort from many researchers has been spent in making rescue robots
intelligent enough so as to avoid the need for constant supervision, allowing in this way the
establishment of a peer-to-peer interaction in human-robot teams.
• Industry. Industrial robots were built to be flexible machines, equipped with various
sensors in order to perform a wide range of industrial manufacturing tasks [16, 86, 104]. In
principle, such robots were kept away from humans in a separate workspace and deployed
to replace humans in performing various repetitive/hazardous and tedious manufactur-
ing tasks with high accuracy [96]. Recently, due to the technological progress, Industrial
Robotics is rapidly evolving so that robots not only share the same workspace with hu-
mans, but are also considered useful side-by-side collaborators in shared work [58, 86]. An
industrial collaborative robot is also called as industrial cobot, a term first introduced in
[144] and used to underline the direct interaction between a robot and a human. Nowadays,
cobots have been largely adopted in several industrial lines such as food-processing industry
[189], aerospace exploration [26], health industry, automotive, construction industry [73]
and assembly systems [23, 52]. Despite many results exist in this field, several challenges
and open issues still need to be addressed. For example in a highly advanced industrial
system, cobots are required to detect human presence and communicate with them through
body language or speech processing and be fault tolerant so as to carry out the task despite
any accidental failure. In addition, other open challenges regard security and safety as well
as scalability and the cobot learning ability.
• Space exploration. Robots have long been part of space exploration. Indeed, they are
sent by humans to places where the environment is too far or hostile (e.g., Moon, Mars,
Venus), or used in construction tasks to build the international space station [95, 181]. The
reason why robots are very suitable for space environments is that they can be specifically
designed to fit the task and the environmental constraints, such as the temperature of
the target environment, radiation, lack of the atmosphere and the Earth magnetic field,
presence of caves and craters, etc. Successful missions in space robotics include “Soviet
Lunokhods” which were used to explore the surface of the Moon [34] and “Spirit”, the rover
that landed successfully on Mars as part of the NASA’s Mars Exploration mission [110].
Despite the numerous successful missions, several key challenges still exist in the field
[68, 69]. One of them is enabling the robot to perform its tasks as autonomously as possible
requesting human assistance only when necessary, due to the big difference in space and
time between the ground control and the robot. The way of communication is also an open
problem. For the success of the mission, ground control needs to communicate with in-situ
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robots efficiently and clearly using for example voice-based commands and gestures. At the
same time, the robot is required to be able to ask the right questions and interact with the
human as a peer.
• Other application domains of HRI are numerous besides those cited above. These
domains include entertainment, military and police, autonomous driving, educational
robotics, home use and so on [35, 123, 154].
3.3 Focus on joint motor coordination task between humans
and artificial agents
So far we have presented HRI in its general terms, showing the main features that characterise
human-robot interaction and how they need to be combined to design an artificial agent suitable
for a specific application domain. In this section we will focus on a particular class of artificial
agents, that is the class of “assistive robots”, or more generally socially interactive robots [31, 48,
49, 69]. As previously discussed, such class includes agents able to interact with humans in peer-
to-peer roles exhibiting “human social” features. Socially interactive robots behaving as partners
are important for domains in which they are required to fulfil specific tasks in cooperation with
humans. In this thesis, joint motor coordination tasks are considered and analysed with the aim
of developing an autonomous artificial agent able to reach successful motor coordination while
exhibiting human-like kinematic biomarkers.
When humans work together, motor coordination usually emerges spontaneously without
considerable effort or any explicit communication intent during task coordination. Nevertheless,
expectations and motion planning are significantly important for a successful coordination, and
they often seem to be transparent to the coordinating individuals. From a control point of view,
the emergence of coordination while performing a joint motor task is a phenomenon characterised
by non-linear dynamics in which an individual has to predict what the other is going to do and
adjust his/her movements in order to complement those of the other so as to achieve precise
and accurate spatial and temporal correspondence. If we consider that each partner can take
initiatives, the adaptation performed during a collaborative task is surely a bilateral process
[64, 196]. The cognitive process underlying the ability of humans to coordinate their movements
with others is still not well understood and, therefore significant research effort is aimed at
building agents “biologically inspired” from humans, trying to emulate human coordination skills
by imitation or demonstration.
Widely known examples of motor coordination tasks include collaborative object lifting and
transportation [6, 64, 164, 184], object handling [62, 94], object placing [108, 126, 192], object
swinging [54, 55, 141], and sawing tasks [145, 146]. In what follows, we further detail some
key results taken from the current literature with the aim of both presenting the problem of
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coordination in several types of tasks and discussing the different proposed solutions to such
problem.
3.3.1 Pick and place task: agent based on human dynamics
Always in the context of joint dyadic coordination, in [108] an algorithm is proposed to drive
an avatar in real time joint-action “pick-and-place” tasks with a human agent (PAPAc). To
perform such a task, two participants (human/virtual) stood at a table wearing virtual reality
headsets while their head and hand movements were tracked by position sensors and shown in
a virtual environment (Figure 3.3.2). The final goal of the task is to take an object appearing
one side of the table to the target location on the other side. Both participants could pick up
the object and decide whether to take it to the target location on their own or to pass it to
their partner that then completes the task. The authors’ approach consisted of four main steps:
i) performing experimental sessions of the pick and place task with human dyads in order to
investigate the dynamics of joint action behaviour; ii) analysing the main aspects emerging
from human behaviour and deriving an ad-hoc mathematical model capturing it (top-down
approach) [106, 107, 109]; iii) encapsulating such a mathematical model in the avatar [107, 108];
iv) validating the avatar performing dyadic sessions of the task with a human partner [106, 108].
The mathematical model (a set of ordinary differential equations) was built putting together
three main features of human behaviour: i) the trajectory dynamics of the participant’s hand when
moving from one point to another; ii) the decision dynamics that characterises the participant’s
choice to complete the task alone or pass the object to the partner; and iii) the location where
the participant would choose to release the object when passing it to their partner. The authors
found that this approach yields a human-based agent that successfully interacts with a human
partner completing all the proposed trials. Furthermore human-virtual trials reported an average
percentage of pick-and-place decisions (pass/not pass the object) and an average completion time
that were not statistically different from those reported in human-human trials (see [108] for
more details).
3.3.2 Wood sawing task: hybrid control approach
Another interesting example of coordination between a human and a robot was addressed in
[145] and then in [146], where a dyadic wood sawing task was investigated (Figure 3.3.2). As
the authors explained in [146], such kind of task can be split into two different phases. In the
first phase, the human has to pull the saw along the motion direction while the robot has to be
compliant and follow the human. In the second phase when the blade reaches the edge, the robot
starts to pull the saw and the human partner stays compliant. During the task, both human and
robot should apply a vertical downward force in order to push the saw teeth into the material.
In order to accomplish this task, the robot used in the paper (a KUKA Lightweight Robot
[25]) was driven by an hybrid impedance/force controller. Specifically, the robot received EMG
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(a) Pick and place task (b) Object lifting task
(c) Wood sawing task
FIGURE 3.2. Dyadic coordination between a human and a robot/avatar during different
types of tasks: (a) pick and place task (Image credit: [108]), (b) object lifting task
(Image credit: [64]) and (c) wood sawing task (Image credit: https://hri.iit.it)
signals from the human’s shoulder (representing his/her muscle contractions), estimated online
the human stiffness and regulated its own stiffness accordingly. Such stiffness was used in the
impedance controller to reach a desired position along the motion direction. Furthermore, a PID
controller was used as a force controller to ensure that the contact between the blade and the
wood was maintained. More complex cognitive aspects were left to the human and did not involve
the robot, e.g., position of incision along the beam, orientation of the cut and execution frequency.
The approach was validated experimentally showing that the robot was able to compensate the
human’s movement and cut the wood log in different scenarios, for example when the human
stopped his motion during the task or changed his/her oscillation frequency.
3.3.3 Object lifting task: programming by demonstration
A completely different task was studied in [64], where the Programming-by-Demonstration (PbD)
approach was used to solve the problem of human-robot coordination in object lifting tasks.
According to PbD, an artificial system (precisely the HRP-2 humanoid robot [98]) learned from
several instances of the lifting task performed by a “teacher”, and became capable of reproducing
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the human skill needed to perform such a task. Specifically, during the teaching phase, a human
demonstrator (the “teacher”) teleoperated the robot in order to lift the object with a human
partner along the vertical direction while keeping it horizontal. During the demonstration, the
robotic system used probabilistic methods to learn the human behaviour, in particular Gaussian
Mixture Models (GMMs) to extract the main features from the task and Gaussian Mixture
Regression (GMR) to reproduce it [24].
In [64] it is also claimed that during a dyadic collaborative interaction, human partners
regulate their behaviour between two extreme theoretical conditions: pure leading and pure
following. In order to study this human skill, two different scenarios were implemented, one in
which the robot behaved as follower and the other where it behaved as leader. Two models were
built during the teaching phase and then combined in the validation phase in order to make the
robot able to adapt its behaviour in both conditions depending on the human partner.
The programmed robot was validated experimentally with different human partners confirm-
ing that it was able to recognise a leader or a follower behaviour of the partner and adapt its own
behaviour in a complementary way. Nevertheless, the authors also showed that such robot failed
when the task was performed with a different velocity and force profile; this was due to the fact
that the robot learned from only two human partners and, thus, the dataset available was not
general enough.
3.3.4 Limitations of the previous approaches
All the previous approaches to solve interaction tasks have some key limitations when employed
to implement the dynamics of an artificial agent interacting with a human partner. In the hybrid
control approach, even though the robot works in real-time, it is considered a mere follower that
has to adapt its motion to that of the human without taking any responsibilities in the task
completion. On the other hand, the approach implemented in the lifting task (PbD), in which
the robot has a decision making mechanism (balancing between leading and following) aims at
emulating human behaviour but is unable to adapt its behaviour to a changing environment
(e.g., different partner, performing the task to a different velocity). Finally, PAPAc is able to
complete the pick and place task with different partners showing human cognitive mechanisms.
Nevertheless, the top-down approach implemented in PAPAc has the main drawback of capturing
the “average decision making” of humans while performing the pick-and-place task. Indeed, a
mathematical model was built ad-hoc to capture the main features emerging from the experiments,
completely ignoring the differences characterising each individual (e.g. different individuals could
take different decisions in the same situation).
With the aim of overcoming all these drawbacks, in the rest of this thesis we propose our own
implementation of a control-based cognitive architecture able to make the artificial agent interact
with another agent. In particular, we choose the mirror game as a paradigmatic coordination
task (see details in Section 2.1.1) for its versatility. Indeed, the mirror game allows us i) to study
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motor coordination between two agents while leading, following or joint improvising (that is a
combination of leading and following); ii) to extract and analyse individual kinematic features
that uniquely characterise different individuals; and iii) to easily extend the interaction from
dyads to groups.
We formulate the problem as that of designing a multi-objective feedback control strategy
able to drive an artificial avatar in performing joint oscillatory motor tasks in dyads as well
as in human ensembles. Our cognitive architecture has to guarantee a bounded tracking error
between the players and ensure that desired human-like kinematic features are assigned to
the virtual player. To the best of our knowledge, very few results exist in literature on human
group interaction and even less on multi-agent systems where robots/avatars and humans have
to collaborate to perform a joint motor task.
3.4 Summary
In this chapter we gave a brief overview of human-robot interaction as an emerging field both in
both industrial and in academic context. We first discussed the key features that define human-
robot interaction (e.g., physical proximity, autonomy level and so on) expounding a high level
taxonomy. Furthermore, we listed the main application domains that require an artificial agent
interacting with one or more humans. Examples included assistive robotics, search and rescue,
industry, and many others. Then, we focused on human-robot interaction in motor coordination
tasks explaining the fascinating phenomenon of synchronisation emerging from motor interaction
and the challenges behind the development of an avatar able to coordinate its motion with that
of one or more humans. Three key examples of different motor tasks were discussed together
with the different strategies used to solve them. Finally we made a comparison between all these
strategies pointing out advantages and disadvantages.
In the next chapter, we begin our study of coordination between humans and artificial agents
starting with the dyadic case, and providing different control solutions to drive an avatar to










DESIGN OF AUTONOMOUS VIRTUAL AGENTS VIA NONLINEAR
CONTROL STRATEGY
The main objective of this chapter, whose content has been published in [116, 118], is to de-sign and implement an autonomous artificial agent via nonlinear control strategies, herereferred also with virtual player or avatar, able to synchronise its movements with those of
a human in a dyadic task. In so doing, the mirror game (introduced in Section 2.1.1) was selected
as significant case-of-study. Specifically, in Section 4.1 we describe the cognitive architecture,
proposed in [207], able to drive the artificial agent during a dyadic session of the mirror game
both in Leader-Follower (LF) and in Joint-Improvisation (JI) interaction. After having discussed
the main drawbacks of the previous architecture, in the Section 4.2 we completely re-design the
“architecture block” giving the human-like reference by means of learning strategies. Such a
learning-based reference generator block is put back into the nonlinear controlled architecture in
order to overcome the discussed drawbacks of the previous architecture. In particular, we show
step-by-step the design of an improved virtual agent able to interact with humans autonomously
and in a more natural way. Then, we move to Section 4.3 to validate experimentally our new
Virtual Player (VP) in dyadic session of the mirror game with a Human Player (HP). A summary
of the results is provided in Section 4.4.
4.1 Virtual player’s architecture
In this section we describe briefly the cognitive architecture designed for the virtual player
and proposed in [207, 208]. Such an architecture is grounded in the nonlinear control theory,
characterising the participants’ motion through a nonlinear mathematical model and considering
their interaction as a bi-directional feedback. It has been shown that the presence of feedback is
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fundamental for the emergence of the human interpersonal coordination [139].
It is required that such a virtual player (or avatar) plays the mirror game with a human
player both in the leader-follower and joint-improvisation configurations while exhibiting desired
kinematic features similar to those of humans.
The cognitive architecture is shown Figure 4.1 and is mainly composed of two parts:
• an inner dynamics, representing how the virtual player moves when not interacting with
any other participant. This is modelled using a nonlinear Haken-Kelso-Bunz oscillator
(HKB);
• a control strategy, that takes care of the coupling with another agent while making it
behave in a human-like fashion. Such a control algorithm allows to reach two objectives: 1)
temporal correspondence, that is the minimisation of the position error between HP and
VP, and 2) similarity to a desired motor signature in order to guarantee that the kinematic
behaviour is similar to that of a human. To solve this problem, we consider an optimal
control approach.
4.1.1 Haken-Kelso-Bunz model
The Haken-Kelso-Bunz model, proposed in [83], was the first mathematical formalism capable
to describe the observations made in human rhythmic coordination experiments relying on the
concept of synergy and theory of nonlinear oscillators. Firstly used to explain the intra-personal
coordination, such as the coordination between the oscillation of the two index fingers, it became
a general model largely adopted in the literature to capture both dyadic interaction between two
different subjects [14, 19, 72, 158, 171] and group interaction in human ensembles [8].
The model is described by the following equation:
(4.1) ẍ+ (αx2 +βẋ2 −γ) ẋ+ω2x = u,
where x, ẋ and ẍ represent the position, velocity and acceleration of the VP correspondingly, u
is the control input modelling the interaction with the other agent, ω is the natural oscillation
frequency of the generated motion when u is set to zero, α, β and γ are parameters characterising
the nonlinear damping term.
4.1.2 Nonlinear optimal control
The control input u is chosen following an optimal control solution aiming at minimising a
cost function that depends both on the position error between HP and VP and the velocity error
between that of the virtual agent and the reference individual motor signature. Specifically such a
cost function, clarified in (4.3), consists in three terms: 1) a term modelling the position mismatch
between the virtual agent and the human agent; 2) a term modelling the error between the
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FIGURE 4.1. Interactive cognitive architecture designed for the virtual player. The
green block models the inner dynamics of the virtual player, the yellow block
minimises the position and velocity error between the virtual and human player,
whereas the grey blocks confer a desired IMS on the virtual player. Blue and orange
circles represent the end effector’s position of the human and the virtual agent; x, ẋ
are position and velocity of the virtual agent, whereas rp, rv are measured position
and estimated velocity of the human partner; rσ is the velocity signal reference
characterising the desired human motion; u is the control input.
velocity of the VP and the desired reference signature to be exhibited and 3) a term minimising


















(ẋ (τ)− rσ (τ))2 +ηu (τ)2 dτ,
evaluated in each finite time interval [tk, tk+1]. Specifically, x, ẋ are position and velocity of the
VP, rp is the measured position time series of the HP, rσ is the reference velocity corresponding
to the desired motor signature of the VP, η is a positive weight used to tune the control energy,
and finally θp is a constant parameter in [0,1] that makes the VP more responsive to the position
mismatch with the human. Tuning properly the weight θp, the virtual agent can act more as a
leader (θp → 0) or as a follower of the human player (θp → 1).
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Signature generator The signature generator is a block of great importance in the cognitive
architecture depicted in Figure 4.1. Indeed, it is responsible to generate realistic synthetic velocity
profiles taken as reference IMS and is the core of the “human-like” property characterising the
virtual player’s motion. In the cognitive architecture proposed in [207] and described above, a
pre-recorded human velocity trajectory is used as reference input to the control law.
4.1.3 Limitation of the previous architecture
The use of a pre-recorded motor signal as human-like reference input to the control law represents
the main drawback of the presented architecture. Indeed, these references have been collected
off-line, recording the kinematics of several human players performing the mirror game in the
solo condition. The use of a pre-recorded signature makes the VP’s motion deterministic and
repetitive between consecutive game sessions (especially in leader mode) due to the fact that the
controller always has the same reference input.
A different point of view is introduced by artificial intelligence techniques. Through obser-
vational learning it is possible to have an avatar that learns how to move simply observing a
human playing more than once. The aim of the observational learning is to derive, through
examples of the real process, some common and characterising features of how a human plays
the mirror game in order to generalise them and build an internal description model used by the
virtual agent. Having such an internal model, the virtual agent will be able to generate as many
reference inputs as required having the same features as those used during the learning phase.
Here, we introduce a stochastic modelling approach based on artificial intelligence techniques,
specifically on Markov Chains (MC), that is able to observe the player’s motion and capture the
key features of his/her IMS in order to generate new IMS having the same properties. Then, this
model will be embedded in the control scheme as stochastic signature generator. In this way the
virtual player will be able to generate synthetic reference signals autonomously to use during
a game session having a desired IMS. To better understand the Section 4.1.3, more theoretical
details about the Markov chains are given in what follows.
Markov chains. A Markov model is a stochastic model used to describe randomly changing
system [134, 152]. For any given system, a Markov model consists of a list of finite possible states
in which the system can be, a set of transition paths between two states with the corresponding
probability, and a set of possible observations as output for each state. If the states are observable,
they correspond to the model outputs and the Markov model is specified by the so-called Markov
chain.
Denoting by N the number of all possible states and by sk = i with i ∈ [1, ..., N] that the system
is in the state i at time instant k, a Markov chain is fully characterised by:
• an initial state s0;
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• a transition matrix A := [ai j] where ai j := P (sk+1 = j|sk = i) is the probability of being in
the state j at time instant k+1 given the state i at time instant k;
• the property of “limited horizon assumption” specifying that the probability of being in a
state at time k depends only on the state at time k−1:
(4.4) P (sk|sk−1, sk−2, ..., s0)= P (sk|sk−1)
4.2 Generation of synthetic individual motor signature
As discussed above, to successfully interact with and learn from humans in cooperative modes,
virtual agents need a mechanism for recognition, characterising and emulating human motion.
Thanks to Markov chains, we can generate new IMS in real-time building an autonomous virtual
agent that has previously learnt to move as a human player having an own signature.
4.2.1 Modelling
The procedure for MC-based modelling consists of the following three steps:
1. Data collection and pre-processing: it is essential that the raw data recorded from a human
player performing sessions of the mirror game in solo condition are represented in a
homogeneous and invariant form before starting to build the MC model. In so doing, we
consider the Short Time Fourier transform (STFT) and the Vector Quantization (VQ)
techniques [7];
2. Markov model training: the pre-processed data are encoded in the MC in order to find the
right parameters for the transition matrix A;
3. Data movement generation: having the MC model defined in the previous step, new synthetic
movement data are generated sharing the same kinematic properties as those of the input
data.
Step 1 - Data collection and pre-processing. A Hamming window of a certain width is
first used to partition the sampled input signal into a finite set of frames (“signal windowing”).
To prevent loss of information and in order to have the minimum distortion of the signal, two
consecutive Hamming windows are overlapped by 34 of the window’s width. In this way, the sum
of the sequence of the windows is a resulting flat-top window [85]. Then, the STFT is performed
for every data segment so that a vector of Fourier transform’s coefficients, or “feature vector”, can
be associated to it. The STFT can be viewed as a “local spectrum” of the sampled position signal
x (tn) in an analysis window long N samples. Formally, the short time Fourier transform on the
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x (tn)Π (tn −mN) e−  tnΠ,
where Π (tn) is the window function (in our case, the Hamming window).
Since the MC is a discrete model, the set of feature vectors obtained from the STFT is
then processed through a vector quantizer in order to get a finite set of representatives, called
“symbols”. A vector quantizer is completely decided by a code-book, which consists of N fixed
prototype vectors generated by an appropriate algorithm. In this work, the Lloyd’s algorithm
is used to produce the VQ codebook [166]. Also known as Voronoi iteration, it is an algorithm
for partitioning the Euclidean space into well-shaped and uniformly sized convex cells (called
Voronoi cells). Concretely, it repeatedly finds the centroid of each partition and then re-partitions
the space according to which of these centroids the inputs are closest to. Since the operation of
quantization inevitably causes distortion between the original data and the quantized ones, the
VQ has to map each feature vector to one of the prototype vectors of the codebook in order to
minimise their squared distortion error. The indices of the N prototype vectors (integers from 0
to N −1) are used as symbols in the output of the discrete Markov chain. The complete process is
depicted in Figure 4.2.
Step 2 - Markov model training. The features, encoded in symbols, are used to build the
Markov chain representing the human IMS to which those features belong. Building a Markov
chain means deciding the elements of the transition matrix A, whose elements are the probability
to move from one state to another. The states of the MC model correspond to the codebook symbol
set, i.e., the model has as many states as symbols. Despite its simplicity in the training, having as
many states as symbols was found to be sufficient to correctly capture the variability detected in
the human’s motion. The Baum-Welch algorithm [152] is used on an extensive experimental data
set to estimate the model parameters, which is essentially based on a frequential approach aimed
at finding the maximum likelihood estimate of the coefficients given a set of observed feature
vectors.
Step 3 - Data movement generation. Thanks to its stochastic nature, the MC itself is able
to generate a random sequence of symbols according to the probabilities included in the transition
matrix. Having this new sequence of symbols, it is possible to reconvert it into a function of
time through reverse pre-processing. To be more specific, the generated sequence of symbols is
dequantized with the same codebook used for the forward pre-processing in order to be mapped
into a sequence of prototype vectors of Fourier transform coefficients. Then, the inverse STFT
is applied to each vector of coefficients using the overlap-add (OLA) method [44] that works on
the discrete convolution of the signal. The main advantage of this method is the possibility to
reconstruct a smooth position time series over time, removing the discontinuities obtained from
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FIGURE 4.2. The recorded position time series (in black) is windowed in several data
segments through the Hamming window. The STFT is performed for each segment
in order to extract a feature vector represented as a cells array and then quantized
in a symbol. For a better understanding, each symbol is represented conceptually
as a geometric shape. Different colours are used to highlight the pre-processing
steps for different frames of the signal.
simply concatenating two random symbols. The generated position data are then filtered with a
zero-phase 2nd order lowpass Butterworth filter having the cut-off frequency 10 Hz.
4.2.2 Similarity metrics
Before moving to Section 4.2.3, the different analysis tools considered to validate correctly the
MC-based signature generator are explained:
1. Probability Density Function (PDF) of the velocity of the VP that defines the exhibited IMS.
2. Skewness and kurtosis: used to assess if the velocity trajectories generated by the MC have
the features of a human movement. Skewness s and kurtosis k are respectively the 3rd
and 4th moment of a curve. Let us suppose of having the curve f (t) with mean value µ and
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variance σ defined on T = [t1, t2], the 3rd and 4th moments are evaluated respectively as:







t−µ)3 f (t) dt





t−µ)4 f (t) dt
Skewness indicates asymmetry in acceleration and deceleration, while kurtosis provides
information about uniformity of the maximal velocity. Low kurtosis means that an object
is quickly accelerating and decelerating and keeps constant velocity in between, whereas
high kurtosis means that the object is accelerating slowly, and after reaching maximum
velocity it almost immediately starts to slow down [179].
3. Earth Mover’s Distance (EMD): also known as Wasserstein metric, it is used to quantify
the similarity between the PDF of the velocity of the signal generated by the MC and
that of the corresponding human player on which the MC has been trained. In case of
univariate probability distribution, the EMD is given by the area of the difference between
their cumulative distribution functions (CDF) [40, 179]:
(4.8) EMD (PDF1 (z) ,PDF2 (z))=
∫
Z
|CDF1 (z)−CDF2 (z)| dz,
where both CDFs have support in Z. The EMD is normalized to its maximum value;
because the quantity |CDF1 (z)−CDF2 (z)| ≤ 1, the maximal EMD is given by the length of
the support Z. Moreover, the two PDFs are more similar the more the EMD tends to zero,
meaning that the two velocity profiles are exactly equal and so a perfect synchronization is
achieved. Viceversa, if the two velocity profiles have no overlap the EMD is equal to Z.
The EMD has been proved to be more robust than the other existing techniques to compare
and measure the difference between two distributions. In particular, the EMD has been
proved to be more efficient and robust than histogram matching techniques because it
avoids quantisation and binning problems typical of histograms. Furthermore, it can
be computed efficiently and applied to variable-length representations of distributions
[165]. Examples of histogram matching techniques are the Kolmogorov-Smirnov distance,
quadratic-form distance, histogram intersection, to cite a few.
4. Similarity space: the multidimensional scaling (MDS) [29, 178] is used to study the relations
between the velocity profiles of the players. MDS allows us to model the players’ motion as
points in an abstract geometric space, called “similarity space” reducing the dimensionality
of the data but preserving as much information as possible.
To build the similarity space, first of all we compute the EMD between all the analysed
velocity PDFs in order to write the distance matrix D := [di j = EMD (PDFi;PDF j)]. MDS
is used to reduce the cardinality of each row of the matrix D to just two coordinates (x
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and y), corresponding to the two most significant eigenvalues of the distance matrix D.
Using MDS, we guarantee that the Euclidean distances between elements in the similarity
space are a good approximation of the EMD between velocity profiles; the closer the points
are in the similarity space, the more similar their velocity profiles are. Further analysis
conducted in [178] revelead that the x-coordinate of the similarity space is correlated to the
mean absolute velocity, whereas the y-coordinate to the mean value of the kurtosis of the
velocity distribution.
4.2.3 Validation
In this section, we present the validation of the proposed methodology to generate synthetic
motor signatures. Specifically, we carried out experiments with the following setup:
• Participants: a total of 6 people participated (1 female and 5 males). All the participants
were right handed and none of them has physical or mental disabilities. All of them took
part in the experiments voluntarily, signing an informed consent in accordance with the
Declaration of Helsinki. Any information obtained in this study remained confidential and
participants identity is kept anonymous.
• Experimental task: each participant was asked to carry out 30 different trial of 30 seconds
each playing in solo condition mode. The given instruction was to oscillate the index of the
preferred hand over a position sensor in a spontaneous way from left to right in order that
his/her individual motor signature could emerge.
• Experimental platform: all trials were performed through Chronos, a house-made software
tool developed to study movement coordination [12]. In particular, the one-dimensional
motion of the player is recorded through a leap motion controller (position sensor) [193]
and sent to a laptop computer. The human trajectory is then visualised on the computer
screen as a blue solid circle (Figure 4.3).
Each position time series, also referred simply as “trial”, was recorded at a sampling rate of
10 Hz, interpolated then to 100 Hz with a shape preserving spline interpolation [80] in order
to guarantee some constrains presented in the given data, such as the monotonicity and the
convexity. Such a signal is windowed with a Hamming window of 60 samples with an overlap
between two consecutive windows of 45 samples. The number of levels in the codebook and so
the states of the MC was chosen heuristically. Precisely, we tested different numbers of levels
spanning from 32 to 256 in order to find a quantizer that minimises the distortion error with the
minimum number of levels. We found that this trade-off was met by a quantizer with 256 levels.
In Figure 4.4, the IMS of a human player is compared to different synthetic IMSs generated by
Markov models built with codebooks with different cardinalities.
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FIGURE 4.3. (a) Experimental equipment needed to carry out sessions of the mirror
game in solo condition. The position of the human’s finger rp(t) is captured by the
leap motion and sent to the laptop computer. The measured position rp(kT), with
the sampling period T, is displayed on the screen as a blue circle. (b) Picture of a
human playing the mirror game.



















FIGURE 4.4. A continuous blue line represents the IMS of the human player over 30
trials, whereas dashed lines spanning from light grey to black are the synthetic
IMS generated by the MC with a codebook respectively with 32, 64, 128 and 256
levels.
At the end of the training, 6 different MCs have been derived, one characterising each player.
In what follows we compare 30 new motion signals generated by the MC with the motion signals
belonging to the HP, with which the MC was trained. For a better graphic visualisation, our
results are shown for just 3 players out of the 6 involved.
Figure 4.5 shows the velocity PDF of the signatures recorded by three different human players
with the corresponding virtual velocity PDF obtained by generating synthetic signatures with
the built Markov models. It is possible to appreciate that the Markov chain is able to capture the
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FIGURE 4.5. Velocity distribution of the signatures belonging to three different human
players (solid line in blue, red and green) and those generated artificially by the
corresponding Markov models (dashed line in light blue, orange and light green).
differences in the motor kinematic belonging to different players.
Before evaluating the skewness and the kurtosis the velocity time series is divided in segments.
Each segment is the part of the velocity time series between two consecutive turning points,
representing that the player is moving in only one direction (from left to right or from right to
left). In this way we can distinguish between positive and negative velocity that correspond to
the two different directions. To perform a meaningful comparison, the velocity segments have
been time re-scaled to a common support (in our case [0,1]) and normalised in order that the
area under the curve is unitary. Velocity segments with less than 20 samples have been ignored
because of the probability of noise. For each velocity segment so pre-processed, we evaluate the
skewness and kurtosis using (4.6) and (4.7).
In Figure 4.6 for each player the velocity segments are divided in positive and negative
segments (representing the two directions of the movement), and each of them is plotted as a
dot in the skewness-kurtosis plane. We observe that the generated movements have similar
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FIGURE 4.6. Skewness-kurtosis plane, having the skewness on the x-axis and the
kurtosis on the y-axis. Two different plots for each player are used to divide the
positive (a),(c),(e) from the negative velocity segments (b), (d), (f). The segments
belonging to the three human players are respectively represented as blue, red and
green dots, whereas those generated by the corresponding MCs are represented
as light blue, orange and light green diamonds. A dashed black line shows the
theoretical relationship stating that the values of skewness s and kurtosis k must
be above the function k ≤ s2 +1 [177].
characteristics to those of real human players since they are located in the same area.
As third comparison metric, the similarity space is depicted in Figure 4.7 for all 6 players that
took part in the experiment. Each velocity distribution extracted by a single trial is represented
as a point in such abstract space. All the points belonging to the same agent (human or MC)
are encircled by an ellipse corresponding to 0.7 mass of bivariate normal distribution fitted to
the points in the space. Each ellipse can be considered as a characteristic region identifying the
motor kinematic features of a single individual. It is possible to appreciate how the characteristic
regions of the signature generated by the MC are included in or overlapped by the regions of the
respective human players, showing that the MC approach is able to generate synthetic signatures
that well reproduce the human kinematic features of the real ones.
The metrics used in this Section, even though they are effective and sufficient for our analysis,
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FIGURE 4.7. Each trial is represented as a point in the plane, an ellipse with the
same colour encircles all the points belonging to the same agent (human player or
Markov model). Empty circles identify the trials performed by the human players,
while crosses identify those generated by the Markov models. Different colours are
used to identify different players with the respectively models. (a) All the regions
belonging to the 6 human players (solid line) are represented together with those
defined by the Markov chains (dashed line). (b)-(g) Six different plots are depicted
individually for each couple human player - Markov model.
belong to a qualitative validation. Quantitatively, ANOVA can be performed to assess whether
the points in the similarity space belonging to the MC and the corresponding human player
came from the same distribution (each point corresponds to the velocity profile of a session of the
mirror game in solo condition). An absence of statistical difference implies that the velocity PDF
(or IMSs) have been generated by the same player. Performing such a statistical analysis is a
mathematical challenge due to the limited studies existing in the literature addressing ANOVA
for high dimensional means [37].
4.3 MC-based virtual player in the control loop
In the previous section, we have developed and validated a method based on Markov chains to
capture and reproduce the kinematic features of the movement of a human player playing the
mirror game in solo condition. In what follows, we close the control loop embedding the Markov
chain model in the wider architecture of the virtual player replacing the pre-recorded signature
(described in Section 4.1). In this way, the artificial agent can play dyadic sessions of the mirror
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FIGURE 4.8. Interactive architecture designed for the VP, where x, ẋ are position and
velocity of the virtual agent, rp, rv are measured position and estimated velocity of
the human player, u is the control action moving the VP’s end effector and rσ is
the stochastic motor signature generated by the Markov model and given in input
to the control law as reference.
game autonomously with any human player both in leader and in follower configuration. By
means of the Markov chain, we use a stochastic model to generate reference signals in real time
and that are always different due to its stochastic nature. This overcomes the limitations of the
previous architecture that used pre-recorded movement data to generate the reference signal in
velocity. The cognitive architecture so improved is in Figure 4.8.
4.3.1 Tracking metrics
To evaluate the performance of the virtual player embedding a Markov chain as signature
generator, when it is engaged in a dyadic leader-follower session with a human player, we
evaluated different metrics:
1. Root mean square error (RMSE) between the position time series of the VP (x) and that of
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where N is the number of samples of the player time series and k is the single time instant.
Lower values of RMSE imply a good position tracking between the two players along the
trial.
2. Relative position error (RPE) is used to verify whether the follower effectively tracks the
leader at the time t [179]. Supposing that the virtual player is the follower and the human






sgn (rv(t)) if sgn (rv(t))= sgn (ẋ(t)) 6= 0∣∣rp(t)− x(t)∣∣ , otherwise
where rp and x (rv and ẋ) are positions (and velocities) of the human player and the virtual
player respectively. Positive values of the RPE indicate that the latter is behind the former.
3. Relative phase (RP), defined as the difference between the phase signals of the two players:
(4.11) ∆Φ=ΦHP −ΦV P ,
where ΦHP/V P is the phase of the HP and the VP respectively and estimated by means of
the Hilbert transform of the position time series as explained in [102]. According to the
definition of phase leadership - that the leader is the player with the greatest phase [11] -
we use the sign of the relative phase to distinguish the leader from the follower. Indeed,
a positive ∆Φ means that the HP is moving ahead of the VP and so the HP is the leader.
Viceversa, a negative value of ∆Φ means that the VP is leading the HP.
4. Circular variance (CV) is used to quantify the level of coordination between the two players.
The CV is formally computed as follows [103]:
(4.12) CV =
∥∥∥∥∥ 1N N∑k=1 e ∆Φk
∥∥∥∥∥ ∈ [0,1] ,
where N is the number of the samples, Φk is the relative phase at time instant k and ‖·‖
denotes the 2-norm. Higher the circular variance is, higher the coordination is.
5. Time lag (TL) describes the amount of time shift that achieves the maximum cross-
covariance between two position time series. It can be interpreted as the average reaction
time of the player in the mirror game [138].
4.3.2 Validation
In Figure 4.9 and 4.10, the virtual player is validated both in follower and in leader configuration
respectively while playing a dyadic session with a human player. Here we test the VP with
embedded the Markov model trained on the player 2 (on the 6 models available), but any other
Markov model can be used.
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FIGURE 4.9. Dyadic session of the mirror game having the virtual player as follower
(in red) and the human player as leader (in blue). In black the individual motor
signature generated by the Markov chain model. (a) Position time series, relative
phase and (b) the velocity distribution are shown for a single trial of 30 seconds
long.
In follower configuration (Figure 4.9), the control architecture has its parameters heuristically
set as follows: α = 1,β = 1,γ = −1,ω = 0.1 for the dynamics; η = 10−4,θp = 0.9 and a sampling
period of dt = 0.03s for the optimal control law. When the VP acts as a follower, the relative phase
is prevalently positive meaning that the human player is a phase leader (∆Φ= 0.394±0.408),
the circular variance is 0.933 showing a high level of synchronisation between the players, and
the RMS error between the position trajectories is only 0.112. Furthermore since the virtual
player acts as follower, it is able to adapt its behaviour to the HP, making its PDF more similar
to that of HP partially ignoring that one generated by the Markov chain, EMD(HP, VP) = 0.02
and EMD(Ref, VP) = 0.006.
In leader configuration, we have α= 1,β= 2,γ=−1,ω= 0.8 for the dynamics; η= 10−4,θp = 0.1
and a sampling period of dt = 0.03s for the control law. In this case the CV reaches 0.868, the RMS
error of the position is 0.122, and the relative phase is negative in average (∆Φ=−0.664±0.574)
meaning that this time the phase leader is the VP. Furthermore, the virtual player takes into
account more its kinematic characteristic than that of the human partner, driving in this way the
human player to behave in a similar way, EMD(Ref, VP) = 0.03 and EMD(HP,VP) = 0.02.
4.4 Summary
In this chapter we described the interactive cognitive architecture, proposed in [207], able to
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FIGURE 4.10. Dyadic session of the mirror game having the virtual player as leader
(in red) and the human player as follower (in blue). In black the individual motor
signature generated by the Markov chain model. (a) Position time series, relative
phase and (b) the velocity distribution are shown for a single trial of 30 seconds
long.
leader and in follower configuration. We explained the mathematics behind this architecture
presenting the Haken-Kelso-Bunz oscillator used as inner dynamics and the nonlinear optimal
control law. We analysed deeper such an architecture and noticed that failed on the generation
of a good individual motor signature. Indeed, few instances of velocity profiles recorded offline
cannot be used to model the complexity of the human natural motor behaviour, and so neither to
model the human identity of the virtual agent.
To overcome this lack, we proposed the use of a stochastic Markov model as signature
generator trained on a human player performing solo sessions of the mirror game. The Markov
model approach was found to be able to build an internal mathematical model capturing the
motor kinematic features that uniquely identify an individual. As last step, such a signature
generator was embedded in the cognitive architecture designed for the virtual player replacing in
this way the pre-recorded signature used previously. We validated the MC-based virtual agent
making it play dyadic sessions with humans both in leader and in follower configuration. By
means of several metrics, we showed that our improved architecture was able to provide desired
kinematic characteristic and at the same time reach high level of coordination with the partner
in both conditions.
The reference generator model developed in this chapter can also be used as a signal classifier.
Specifically, using it in a “reversed” way allows to properly classify a motor signature as belonging
to a specific player model stored in a models database. More details on this point can be found in











MACHINE LEARNING APPROACH TO DESIGN THE VIRTUAL AGENT
This Chapter is devoted to the design of a new architecture based on machine learningtechniques capable of driving an artificial agent in a joint coordination task with humans.Specifically, in Section 5.1 we explain why another strategy is needed for the avatar
replacing in this way the cognitive architecture proposed in Chapter 4 (mainly based on nonlinear
control) and how machine learning can provide such a solution. To understand better the proposed
approach, a brief background of the learning techniques used in this work, and in particular of
reinforcement learning, is given in Section 5.2. We then move to Section 5.3, that is the core of
this chapter, to present our own design of a new “smart” player capable to learn how to move in
a human-like way observing humans performing the motor coordination task of interest. The
proposed control approach is validated both in-silico and experimentally. Section 5.4 is entirely
dedicated to the latter validation, in which we describe in details the setup used to carry out
the experiments and present the results obtained when the AI-based agent is engaged in dyadic
interactions with several humans. The main results are then summarised in Section 5.5, in
which we wish to highlight the advantages and the innovation of our AI-based virtual agent. The
content of this Chapter has been published in [118].
5.1 The need of a new smart agent
In Chapter 4 we proposed a stochastic cognitive architecture for the virtual player based on the
use of Markov chain as signature generator. Such a signature generator was built on real human
players performing solo sessions of the mirror game in order to capture their individual motor
signatures. We showed that the designed virtual player was able to coordinate its motion with
that of the human player it was trained upon both in leader and in follower configuration keeping
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a desired kinematic characteristic given by the Markov chain.
Embedding the artificial IMS generator as a stochastic component in the architecture of the
virtual player solved the problem of having pre-recorded human trajectories matching the desired
properties of the reference IMS. Nevertheless, the virtual player’s behaviour still depends on the
deterministic nature of the controller and the model often leading to unnatural tracking behaviour.
In [206, 207], it has been proved that in order to have such a virtual player behaving like a
human when engaged in dyadic trials of the mirror game, a careful tuning of the parameters
characterising the inner dynamics and the control law is required and many trial-and-error
attempts have to be performed to find a proper trade-off between them. Furthermore, it is worthy
to underline that such a “tuning” approach is required every time the virtual player has to
“replicate” the kinematic features of the human player while interacting with different partners.
To overcome the mentioned issue and avoid the burden of the tuning, here we propose a
completely different approach based on machine learning techniques. By means of reinforcement
learning we will be able to design a new artificial player, called Cyber-Player (CP), completely
data-driven that does not need neither any explicit mathematical model nor any off-line tuning
parameters. Indeed, we will see that the cyber player can learn directly observing players while
performing the motor coordination task with others and mimic their motor features.
To better understand the design of the CP, some key concepts about the reinforcement learning
approach are given in the next section.
5.2 Introduction to reinforcement learning
Reinforcement Learning (RL) belongs to the wider area of machine learning, and is largely used
in robotics, gaming and navigation for its flexibility and adaptability to many problems. The idea
behind it takes inspiration from the natural world. As a child learns how to behave in several
situations by experience (trying to do something and seeing what happens), in the same way the
artificial agent adopts a trial and error approach to deal with an unknown world and learn the
best action that it can do in any situations.
The core of the reinforcement learning algorithm is made up of:
• the agent: it is any artificial entity (for example a robot, avatar or a generic software
algorithm) able to perceive information, elaborate them, make decisions and carry out
actions accordingly;
• the environment: anything that is external to the agent belongs to the environment;
• the reward: it is a quantity that somehow “measures” how good taking an action has been
in a specific situation.
The agent continuously interacts with the environment, making actions that cause changes to
the environment. The response from the environment is then perceived by the agent, elaborated
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in terms of reward (or punishment) according to if that action was good or not, and finally
translated in knowledge on the explored environment (also called experience) in terms of what
is better to do in a specific situation. The experience obtained influences the process of decision
making, the more experience the agent has the better it behaves. Goal of the reinforcement
learning algorithm is to find an optimal strategy (decision making) that maximises the sum of all
received rewards.
5.2.1 Finite Markov decision process
Reinforcement learning [166, 186] can be formalised mathematically using the finite Markov
Decision Process (MDP) [202]. A MDP is a discrete time stochastic control process, suitable
for modelling decision making in situations where the outcomes are unknown a priori. It is
characterised by a quadruple 〈X,U, p, r〉 where:
• X is a finite set of states, in which the environment (or process or system) can be (also
termed as state-space);
• U is a finite set of actions that the agent can take to influence the surrounding environment
(also termed as action-space);
• the function p : X×X×U→ [0,1] is called state-transition probability and describes the
probability to reach the state j from the state i choosing the action u;
• the function r :X×U→R computes the expected reward for any state-action pair.
To use the MDP as mathematical tool, we assume that the environment can be described through
a Markov process and so satisfy the Markov property of limited horizon assumption (already
defined in Section 4.1.3).
Denoting by rk the immediate expected reward received at time instant k, the agent’s goal
is to maximise the sum of the rewards rk for all time steps k, so as to maximise the so called
expected cumulative reward, denoted with R. In general the learning process might take a very
long time, making the sum of all rewards infinitely high. To deal with this problem, the concept
of discounting is introduced. This approach means that the future rewards that are more than
one time step away from the current one are not fully considered but are scaled by a constant
(discount factor). The farther the reward is in the future, the higher is the applied discount factor.
The expected cumulative reward at time step k can be evaluated as follows:




where the discount factor γ ∈ [0,1]. If γ< 1, the series in (5.1) has a finite value as long as the
reward sequence Rk is bounded, whereas if γ→ 0 the agent is considered “myopic” because it
takes into account only the immediate reward, discarding the future.
43
CHAPTER 5. MACHINE LEARNING APPROACH TO DESIGN THE VIRTUAL AGENT
The learning agent uses the reward signal to find an optimal strategy (or policy) that max-
imises it. Formally, a policy π :X→U is a mapping from any state to the probability of selecting
each possible action. That policy changes as long as the agent learns by its experience until is
reaches the optimal policy π∗.
Having a determined policy, it is possible to define the action-state function qπ (x,u) as the
expected return evaluated taking the action u ∈U in the system’s state x ∈X and then following
the policy π. Specifically for each time instant k we have:






where xk = i specifies that the system is in the state i at time k, γ is the discount factor and E
represents the mathematical expected value.
Given (5.2), the goal of reinforcement learning can be rephrased by saying that the optimal
policy π∗ has to maximise the state-action function in order to get the optimal value q∗ (x,u)
for each pair (x,u). The optimal state-action function can be reformulated in a recursive way
obtaining the optimal Bellman equation [112, 186]:
(5.3) q∗ (x,u)= E
[
rk+1 +γmaxu q
∗ (xk+1,uk+1) |xk = i,uk
]
.
We can conclude that mathematically solving a reinforcement learning problem means to
find a policy that maximises the Bellman equation for each starting state and for each action.
This results in a system of Nx ×Nu recursive equations where Nx is the total number of possible
states and Nu the number of the actions. Explicitly solving this system of equations could be a
cumbersome problem, or even intractable especially if the model of the environment is unknown.
Several numerical and iterative approaches have been proposed to solve a Markov decision
process, such as dynamic programming, Monte-Carlo methods and temporal difference learning.
In our work we used the Q-learning, one of the most famous algorithm belonging to the temporal
difference learning algorithms, described below, because of its double advantage to work online
and to not require any knowledge of the Markov process.
5.2.2 Q-learning
The Q-learning strategy, proposed by Watkins in 1989, is defined as an off-policy temporal
difference control algorithm that iteratively tries to find an approximation q of the optimal action-
value function q∗ [186, 199]. It is called “off-policy” because the update of q does not depend
directly on the control policy chosen, simplifying in this way the analysis and the convergence
proof of the algorithm. However, all that is required for the correct convergence is that all
state-action pairs continue to be updated according to the following rule:




qk (xk+1,uk+1)− qk (xk,uk)
]
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where (xk,uk) is the state-action pair at time instant k, qk+1 (xk,uk) is the function approximation
at time k+1, rk+1 is the immediate reward expected at time k+1, α is the learning rate and γ is
the discount factor.
Since the convergence of the Q-learning algorithm is independent of the control policy, the
ε-greedy policy can be chosen [186]. Specifically, at each interaction the ε-greedy policy takes the
best known action with (1−ε) probability (exploitation), whereas with ε probability it takes a
random action (exploration). The value of ε follows a monotonic decreasing function (e.g., 1/t),
since as time increases the exploration phase is replaced by the exploitation phase.
Summarising, we can identify a sequence of steps in which the agent interacts with the
environment until that the function q converges to the optimal q∗:
• the agent looks at the environment (variable states of interest) and takes an action u in
the set of all possible actions U according to its control policy π. This action causes the
transition to a new state within the environment;
• the agent observes the new state x of the environment from the set of all possible states X
in which the environment can be;
• the agent receives a reward (or penalty) r for the action taken in the previous step;
• according to the received reward, the agent updates the estimation of the q function
following (5.4);
• after that, the previous steps are repeated until the end of the learning phase.
Next we describe in details how each of these steps was performed to design the cyber player
able to interact with a human partner.
5.3 Control synthesis of the Cyber player
In Section 5.1 we highlighted the importance of having a cyber player that learns directly by
observing human players engaged in coordination tasks. The aim of this section is to develop
an artificial agent (cyber player), following the reinforcement learning approach, able to learn
the way in which a specific human player (or target player) would move while playing a dyadic
session of the mirror game both as follower and as leader. Note that the cyber player will be not
trained to be a perfect follower (or leader) focusing on the minimisation of the tracking error, but
will mimic the target human player with all his/her motor features (delay, reaction time, level of
synchronisation, and so on).
5.3.1 Training
The training phase is extremely important in the reinforcement learning approach. As the goal of
the RL algorithm is to make the CP able to play the game while mimicking the kinematic features
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FIGURE 5.1. The Cyber player is trained observing directly two human players playing
sessions of the mirror game in a follower-leader configuration. [(xt, ẋt)] is made of
position and velocity of the target human player (green sphere), while [(xp, ẋp)] is
made of position and velocity of the partner human player (blue sphere).
(IMS) of a target human player, in the training phase position and velocity time series of such a
human player should be ideally collected during several live sessions of the mirror game (Figure
5.1). Such collected data then should be used to feed the cyber player and so, simultaneously to
update the estimation of the function Q using (5.4). As learning typically requires a large dataset,
real data from human players that allow the cyber player to converge towards a viable control
solution might be difficult to collect.
To overcome this problem, here we propose a practical way of training the CP by using
synthetic data generated by two “virtual trainers” (VT) playing the mirror game against each
other. Each virtual trainer is nothing more than the nonlinear virtual player driven by the optimal
architecture embedding as artificial signature generator block the IMS Generator synthesised as
described in Chapter 4. In this dyadic set-up, the behaviour of two human players is mimicked by
two virtual trainers parameterized and endowed with Markov chains built on human data in
order to exhibit the desired human-like behaviour (Figure 5.2).
Note that to synthesise the IMS Generator only a small dataset obtained during sessions of
the game where the HP plays in solo condition is needed. By embedding the IMS Generator in a
model-based VT we can then generate much larger synthetic datasets from VTs playing dyadic
session of the game that can be used to train the CP.
Spelling out the learning process described in Section 5.2.2 to our specific case, we have to
define:
• the state space x := [x, ẋ, xp, ẋp] where [x, ẋ] are position and velocity of the CP while
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FIGURE 5.2. Synthetic data are generated running dyadic sessions of the mirror game
between two virtual trainer, one in leader and the other in follower configuration.
Each virtual trainer is driven by the control architecture with embedded the
Markov chain which captures the individual kinematic feature of the HP to be
replaced. While the two VTs are playing together, the values of position (xt, xp) and
velocity (ẋt, ẋp) are given in input to the reinforcement learning algorithm in order
to train the cyber player. The vector [(xt, ẋt)] is made of position and velocity of the
target VT (green sphere), while [(xp, ẋp)] is made of position and velocity of the




are position and velocity acquired from the partner player. Since we work with a
finite Markov decision process, the state space has to be properly discretised. In particular
the position values are in the range [−0.5,0.5] sampled with a step size of 0.2, whereas the
velocity values span in [−1,1] with a step size of 0.4;
• the action space is the set of all possible control input u, and so acceleration values, that
can be imparted to the end effector of the CP. Such acceleration spans from negative to
positive values in order to move from left to right and viceversa. To estimate the action space
and the range of acceleration values to be discretised, experiments were performed making
two human players performing the task. Analysing the data, we found that the maximum
value of acceleration reached by humans is |umax| = 4. That range was then discretised
using 9 different values of control input, heuristically chosen as trade-off between the
learning time and the quality of discretisation;
• the policy π is an ε-greedy policy, already explained in Section 5.2.2;
• the reward function is defined as
(5.5) r :=− (x− xt)2 −0.1(ẋ− ẋt)2 −ηu2,
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FIGURE 5.3. Learning architecture to train a cyber player to play dyadic sessions of
the mirror game. The game is simulated making two MC-based virtual trainer
playing the mirror game, one in leader and the other in follower configuration. The
Q-learning controller chooses a control input u according to the Q tables and the
process state. The CP and the process evolve in a new state and the CP receives an
instant reward. The latter is used then to update iteratively the Q-table updating
consequently also the control law (policy). In the depicted scenario, the CP is
learning to emulate the VT with the green handle.
where [xt, ẋt] are position and velocity of the target player to emulate (while playing with
the partner player), η is a constant weight for the minimisation of the control energy u2.
Such a reward function aims at minimising the error in position and in velocity between
the CP and the target player, such that the CP mimics its behaviour;
• the learning rate and the discount factor are set both to 0.8.
To implement the Q-learning algorithm, as a first step we define a matrix Q := [qi j], also
referred to as the Q-table, where the states are listed on the rows and the actions on the columns.
Each element qi j of the matrix represents the “value” of the action j taken while being in the
state i, such a value is also termed the q-value of the state-action pair. At the beginning of
the learning process the matrix Q is initialised with random values and then, modified at each
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iteration until convergence. Figure 5.3 depicts the reinforcement learning algorithm. Specifically
at each iteration k, the CP observes position and velocity of both players and takes an action uk
according to its policy rule π, that is an ε-greedy policy. After the action, the CP and the game
evolve to a new state xk+1 and the CP receives the reward rk+1 = ρ (xk,uk,xk+1) regarding the
action taken at the previous time k. According to the reward received, the CP updates the value
of the matrix Q corresponding to the pair (xk,uk) following the rule (5.4).
5.3.2 In-silico validation
We trained the cyber player by generating synthetic data of dyadic sessions of the mirror game
between two VTs in leader-follower configuration. Each virtual trainer was controlled using
the MC embedded cognitive architecture described in Chapter 4. Being VTs characterised by a
nonlinear dynamical system and an optimal control law, the dynamics and control parameters
were heuristically selected in order to replicate the kinematic features of the corresponding
human player when engaged in a leader-follower session. Furthermore, the Markov chains to be
embedded in the VTs were built on the data collected from the human players as explained in
Chapter 4.
The in-silico validation was carried out in two different phases:
1. in this initial phase the cyber player was trained to emulate the target VT while always
playing with the same partner player;
2. the cyber player was trained using a set of partner VTs, each one characterised by an own
Markov chains, and validated with a further VT that did not belong to the training set.
In this way, the CP was trained to be general enough in order to emulate the target VT
independently from the specific player it is engaged with.
Training with one partner VT. As test-bed a VT endowed with the Markov chain model of
human player 1 was set as VT leader (VT1), while the Markov chain model of player 5 is used for
the VT follower (VT5). The CP was trained to emulate the VT5 acting as follower. Training was
performed in real time while two VTs were playing against each other and took approximately 7
hours (≈ 2000 trials 30 seconds long). Once the training was completed, the performance was
evaluated comparing 20 trials 60 seconds long of the mirror game between the virtual leader (VL)
and the cyber player with 20 trials of the same length between the same virtual leader and the
virtual follower (VF) used during the training.
In what follows, the performance of the cyber player is evaluated in terms of relative phase,
circular variance and RMS position error (metrics defined in Section 4.3.1). In Figure 5.4 the
position time series and the relative phase signal are reported for a trial played between the
virtual trainer leader and the virtual trainer follower [panel (a)] and the same virtual trainer
leader with the cyber player [panel (b)]. In both cases the average of the signal phase is negative,
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FIGURE 5.4. Position time series are reported for one-trial example between (a) the
virtual trainer leader (in black) and the virtual trainer follower (in red) and
between (c) the virtual trainer leader (in black) and the cyber player (in blue).
The corresponding relative phase signal is drawn in (b) and (d). A dashed grey
line indicates when the relative phase between the two players is null (perfect
synchronisation).
meaning that both the players (virtual and cyber) are playing effectively in follower mode.
Specifically the relative phase is∆Φ=−0.29±0.1 for the VT follower, whereas it is∆Φ=−0.42±0.1
for the cyber player. Other metrics are the circular variance to quantify the level of coordination
during the game with CV (V L,V F) = 0.83±0.04 and CV (V L,CP) = 0.88±0.04, and the root
mean square of the position error with RMSE(V L,V F) = 0.104±0.01 and RMSE(V L,CP) =
0.108±0.01.
In Figure 5.5, the velocity PDF and the similarity space are depicted for the same set of 20
trials. In particular the distance between each pair of velocity PDFs is quantitatively described
by EMD(V L,V F)= 0.0024 and EMD(V L,CP)= 0.0033, meaning that during the game the CP
(in blue) adapted its own distribution to that of the leader (in black) as the VF (in red) (for details
about the EMD and the similarity space read Section 4.2.2). In the panel (b), the characteristic
regions of the VF (in red) and of CP (in blue) while playing with the VL (in black) are depicted
in the similarity space. Mathematically we computed the overlap A i j between the ellipse i and
the ellipse j as the ratio of the area of the intersection and the total area of the two ellipses.
In this way, a complete overlap between the two ellipses corresponds to A i j = 1, whilst A i j = 0
corresponds to a complete separation. The overlapping equal or greater than 0.6 for all pairs of
players (AV F,V L = 0.74, ACP,V L = 0.60, ACP,V F = 0.62) confirms the ability of the cyber player to
track the leader exhibiting the same kinematic feature of the virtual follower.
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FIGURE 5.5. (a) Velocity probability density function and (b) similarity space built
taking 20 sessions of the mirror game in leader-follower mode. Each point in the
similarity space represents the velocity PDF obtained from a single trial. An ellipse
encircles all the trial belonging to the same player. In black the virtual trainer
leader (VL), in red the virtual trainer follower (VF) and in blue the cyber player
(CP).
Training extended to several VT partners. So far we have shown that the CP is able to
play the game with the virtual trainer leader which was also used for its training. In the following
phase, we validate the CP using a set of virtual trainer leaders characterised by different Markov
chains. Specifically we performed the training with different VT leaders based on the MCs built
on the human players 1,2,3 and 4 (VT1, VT2, VT3, VT4). A further VT6 leader (representing the
human player 6) that does not belong to the training set was used to test the “generalisation
ability” of the AI-based CP. In this case, the training took approximately 5 days (playing ≈ 24000
trials 30 seconds long of the mirror game).
The results are summarised in Figure 5.6, where the position trajectories of the VF (VT5)
and the CP are shown while performing a session of the mirror game with a VL used during the
training (VT2) [panel (a)] and a VL which was not used in the training set (VT6) [panel (b)]. In
both cases, the CP is able to track the trajectory of the leader showing a general enough skill
to track any leader. To assess that the CP is able to play in both conditions of the mirror game
(leader and follower), we trained the CP to emulate the virtual trainer 5 while acting as leader
as well (players 1,2,3,4 and 6 were set coherently as followers). Position time series of a dyadic
session between the CP and VL against the VF included in the training set are depicted in Fig.
5.6 [panel (c)] while those against the VF not included in the set are in [panel(d)].
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FIGURE 5.6. Position time series of a dyadic session with a virtual leader/follower
included in the set of players used during the training, player 2 in the panel (a)
and a virtual leader/follower not included in the set, player 6 in the panel (b). The
CP (in blue) plays both with the VF (in red) and with the VL (in black).
In Table 5.1 a quantitative analysis is provided, where EMD, CV and RMS of the position
error between the CP and VLs (VFs) modelled on human players 1,2,3,4 and 6 are given and
respectively compared to those obtained when the VF (VL) modelled on player 5 is used. The lack
of any statistically significant difference between the CP and the VT it was trained upon confirms
that the training phase has been successful.
5.4 Experimental validation
5.4.1 Experimental setup
Participants. A total of 5 people participated in the experiments: 4 females and 1 male.
In particular 1 out of 5 participants was left handed. Participants were PhD students and
Postdoctoral Researcher Associates from University of Bristol and University of Naples “Federico
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Following EMD CV RMS
VT1
VT5 0.002 0.76±0.06 0.11±0.01
CP 0.008 0.80±0.05 0.11±0.01
VT2
VT5 0.003 0.86±0.06 0.11±0.01
CP 0.004 0.86±0.06 0.12±0.01
VT3
VT5 0.003 0.85±0.04 0.12±0.01
CP 0.007 0.88±0.04 0.12±0.01
VT4
VT5 0.004 0.74±0.07 0.10±0.01
CP 0.004 0.79±0.07 0.10±0.01
VT6
VT5 0.003 0.83±0.05 0.11±0.01
CP 0.002 0.86±0.04 0.11±0.01
Leading EMD CV RMS
VT1
VT5 0.003 0.83±0.04 0.11±0.01
CP 0.007 0.88±0.03 0.12±0.01
VT2
VT5 0.003 0.82±0.03 0.12±0.01
CP 0.007 0.90±0.03 0.11±0.01
VT3
VT5 0.003 0.81±0.05 0.12±0.01
CP 0.007 0.90±0.03 0.12±0.01
VT4
VT5 0.003 0.86±0.05 0.10±0.01
CP 0.007 0.89±0.03 0.11±0.01
VT6
VT5 0.003 0.84±0.04 0.10±0.01
CP 0.007 0.90±0.03 0.11±0.01
TABLE 5.1. Earth mover’s distance (EMD), circular variance (CV) and root mean square
of the position error (RMS) are reported for the CP/VT5 while playing with each of
the other players. Two different scenarios are considered: CP as follower and as
leader.
II”. The players were assigned numbers from 1 to 5 (HP1, HP2, HP3, HP4, HP5).
This study was carried out according to the principle expressed in the Declaration of the
Helsinki. All subjects gave written informed consent for both experiments participation and
publication of identifying images.
Experimental task. 4 participant (HP1, HP2, HP3, HP4) were asked to perform 8 HP-HP
trials of the mirror game each lasting 60 seconds in leader-follower condition with the 5-th
participant (HP5) acting as a follower.
HP5 was then substituted with the CP (driven by the Q-learning algorithm). Once again, 8
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(a) (b)
FIGURE 5.7. (a) Human performs a dyadic trial moving his/her index finger over a
Leap motion controller. (b) User interface seen by the human player. Blue circle
represents his/her motion, while orange circle that of the partner (human or
virtual).
HP-CP trials lasting 60 seconds each were performed in the leader-follower condition for each
pair. During the experimental session, the human partners were not informed about the change
of the player 5. The given instruction to the players HP1, HP2, HP3, HP4 was to be the leader
but still taking care to be followed by the partner player, while the instruction given to HP5 was
simply to follow the partner player.
Experimental platform. Experiments were performed through CHRONOS, home-made java
platform recently developed to study movement coordination which was presented in [12, 115].
CHRONOS is a software platform running over a dedicated WLAN network. It allows to perform
dyadic trials of the mirror game by making players see their own movement and that of the other
player as moving objects visualised on the screen of their laptop, removing any social interaction
through visual or auditory coupling between the participants (Figure 5.7).
Furthermore and of main interest for this work, CHRONOS allows to join one or more virtual
agents in the game sessions. Since the joint task is performed through a computer setup, the
participants are not aware whether the traces of the objects on their screen are driven by another
player or by the virtual agent.
During the experiments, participants were asked to coordinate their motion waving the index
finger of their own preferred hand from left to right (and viceversa) along a direction required to
be as straight as possible. Leap motion position sensors [193] connected to the laptops were used
to store the trajectories provided by the players during all the trials, respectively. Furthermore,
each participant was required to wear headphones through which white noise was transmitted in
order to eliminate possible auditory couplings with the partner.
To avoid delays in the communication between the laptops, a sampling frequency of 10 Hz
was found to be low enough to guarantee good communication performance while acquiring a
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FIGURE 5.8. (a) Position time series and (c) velocity PDF of a leader-follower trial
between the human leader (in black) and the human follower (in red). (b) Position
time series and (d) velocity PDF of a leader-follower trial between the same human
leader (in black) and the cyber player in follower mode (in blue). Each trial is 60
seconds long.
sufficiently rich time series to be analysed. An upsampling to 100 Hz was performed a posteriori
before the analysis.
5.4.2 Validation
The metrics employed to analyse and quantify the participants’ performance are those described
in Section 4.2.2 and in Section 4.3.1.
In Figure 6.9 a representative position time series and IMS of a mirror game session where a
human leader and a human follower play against each other is compared with the time series
and IMS acquired during a session where the CP is made to play the game as a follower against
the same human leader.
Quantitatively, for each pair of players we evaluated the distance between the corresponding
PDFs by means of EMD. Other indices considered in the comparison are related to the level of
synchronisation measured in terms of circular variance (CV) and RMS. Results are reported in
Table 5.2, where the mean and the standard deviation are reported over the total number of
trials for each metric and for each pair of players. Furthermore a paired T-test was performed
at 95% confidence level with N −1 degrees of freedom. A p-value> 0.05 was computed for each
pair of players showing that there is no significant difference between the behaviour of the cyber
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Human Leader Metric Human Follower Cyber Player Paired T-test
HP1
EMD 0.01 0.01
CV 0.9±0.05 0.9±0.06 t(7)=−0.081, p = 0.938
RMS 0.18±0.03 0.14±0.06 t(7)= 1.562, p = 0.162
HP2
EMD 0.007 0.006
CV 0.84±0.07 0.89±0.05 t(7)=−2.105, p = 0.073
RMS 0.15±0.04 0.15±0.05 t(7)=−0.347, p = 0.739
HP3
EMD 0.006 0.005
CV 0.92±0.01 0.93±0.06 t(7)=−0.496, p = 0.635
RMS 0.17±0.03 0.15±0.05 t(7)= 1.25, p = 0.251
HP4
EMD 0.009 0.004
CV 0.86±0.06 0.87±0.03 t(7)= 0.933, p = 0.382
RMS 0.16±0.03 0.12±0.02 t(7)= 2.340, p = 0.052
TABLE 5.2. Earth mover’s distance (EMD), circular variance (CV) and root mean square
of the position error (RMS) are reported for each pair of players. The human players
are numbered from 1 to 5, player 5 is the human follower while players 1−4 are
human leaders, CP is the cyber player. For each pairs paired T-test with 7 degrees
of freedom is reported both for CV and RMS metric.
player when playing the game and that of the human player whose Markov Chain model was
used by the VT during the training stage. This implies that the CP has learnt successfully to
adapt its IMS and its behaviour to that of the HP as desired.
The Paired-T test was performed to assess the absence of any statistical difference between
the performance of the CP and the human follower. Another interesting analysis is performing
Repeated Measures ANOVA where the experiments are repeated several times in different
consecutive days. This improves the precision of the experimental validation by reducing the size
of the error variance in the statistical test.
5.5 Summary
In this chapter we addressed the problem of synthesising an autonomous artificial agent able to
coordinate its movements and perform a joint motor task in dyadic interactions. Specifically, we
showed how to design and train such an agent through the reinforcement learning approach in
order to emulate the way of behaving of a target player used for the training. The introduction of
a new artificial agent, called cyber player, was motivated by avoiding the explicit mathematical
model that could be very complicated and requiring a fine tuning of its parameters. In case of
dyadic interaction, we found that the Q-learning algorithm was effective at solving the problem
of achieving motor coordination between the CP and the partner player.
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As all the methods belonging to the machine learning, the main drawback is that they require
a dataset large enough to find all the correspondences and build an internal model. When this
is not available we proposed that model-based artificial agents (or Virtual Trainers) endowing
the IMS generator derived in Chapter 4 can be used during the training to generate as much
synthetic data as needed for the Q-learning algorithm to converge. We wish to highlight that the
use of such virtual trainers has a dual advantage:
1. the synthesis of the IMS Generator requires only a small dataset obtained making humans
play sessions of the mirror game in solo condition (in our study we collected only 30 trials
of 30 seconds each). By embedding such an IMS Generator in the model-based VT, we can
exploit it to generate much larger synthetic datasets from VTs playing dyadic session of
the game that can be used to train the CP;
2. by tuning few virtual trainers in order to make them emulate the behaviour of the corre-
sponding human players (in our study we set 5 VTs), we can train the cyber player to be
general enough to play the mirror game also with other players that were not used for its
training without requiring further lengthy offline parameters tuning.
In the next chapter, we will address the problem of extending the cyber player to group
scenarios. Specifically, we will use a multi-player version of the mirror game as coordination
task to design a cyber player able to join such a group. The main drawback for this problem is
that the state space to be explored by the learning algorithm may become quickly too large to be
dealt with by tabular methods such as the Q-learning algorithm. A possible solution is the use
of different learning strategies such as deep reinforcement learning, which can be more apt to











MACHINE LEARNING APPROACH TO DESIGN THE VIRTUAL AGENT:
FROM DYADS TO GROUPS
So far the problem of designing an artificial agent able to coordinate itself with a human indyadic sessions of the mirror game has been tackled. In this chapter, we move to anotheropen question, that is of investigating how an artificial agent can be programmed to
integrate its movement with that of others in a group scenario. Moving from dyads to groups is a
much more complex and ambitious open problem to address, due to the lack of studies existing in
the literature on group coordination (as discussed in Chapter 2).
With the aid of graph theory, the aim of this chapter is to present a control architecture based
on learning techniques to drive artificial agent to perform a joint task in a multi-agent scenario.
We tackle this problem by considering a multi-player version of the mirror game as scenario
of interest, firstly proposed in [10], where a group of participants is asked to oscillate a finger
sideways synchronising with the other group members. Extending the Q-learning approach to
multi-agent systems is cumbersome as the approach becomes computationally expensive with the
growth of the system state due to the addition of other players. To overcome this limitation, in
what follows we use the deep reinforcement learning [113, 124, 186], combining the reinforcement
learning strategy with the powerful generalisation capabilities of neural networks.
Before discussing the design of the cyber player in a group, some fundamental concepts about
graph theory and deep reinforcement learning are given in Section 6.1 and Section 6.2. Then,
in Section 6.3 we propose our control strategy capable to drive the cyber player in group joint
oscillatory task, followed by in-silico validation. To further validate the cyber player we performed
our own experiments involving humans in group interactions. Specifically, in Section 6.4 the
results of the experimental validation are given showing the effectiveness of the cyber player
trained upon a target group member. Finally, a summary is given in Section 6.5. The content of
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this chapter has been partially published in [117].
6.1 Elements of graph theory
A graph [201] is a tuple G = (V ,E) defined by a set of nodes V = {1, ..., N} and a set of edges E. A
graph is said undirected if the edge (i, j) ∈ E ⇐⇒ ( j, i) ∈ E. In an undirected graph, two nodes i
and j are said to be neighbours or adjacent if a link or edge (i, j) ∈ E exists.
We call adjacent matrix the matrix A = {ai j} ∈ RNxN , where
(6.1) ai j =
> 0, if (i, j) are neighbours= 0, otherwise
A weight w can be associated to each edge of the graph and it is an indicator of the strength
of interaction between the two nodes linked by the considered edge. In particular, a graph is said
unweighted if all edges of the matrix have the weight equals to 1. A graph is connected if there
exists a path between any two of its nodes.
The configuration of all edges interconnecting the nodes in the graph determines the graph
topology. In this chapter we consider the following well known topologies:
• Complete graph: each node is connected to all the others;
• Ring graph: each node is connected to only two others, called neighbours. In case of
networks with more than three nodes, any pair of two neighbouring nodes cannot share
their neighbours;
• Path graph: similar to the ring graph, but two nodes (qualified as external) are connected
only with one neighbour (not the same);
• Star graph: one node (qualified as central) is connected to all the others (qualified as
peripheral), which in turn are supposed to be connected only to the central one.
6.2 Deep reinforcement learning
As explained in Chapter 5, solving a problem with the classical Q-learning approach [199] means
to iteratively explore all possible combinations between the set X of possible states and the set U
of possible actions in order to evaluate them in terms of action-value function (or Q-function) in a
tabular form. As this is too computationally expensive in our group scenario, we use the deep
learning control approach shown in Figure 6.1. Specifically:
• the state space is defined as x := [x, ẋ, x̄, ˙̄x] where [x, ẋ] are position and velocity of the




are mean position and mean velocity of the players connected
to the target player (TP);
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• the action space is made of 9 different values of acceleration in the range [−4,4], which
was empirically chosen looking at typical human accelerations in the same conditions;
• the reward function is selected as ρ := − (x− xt)2 −0.1(ẋ− ẋt)2 −ηu2 where [xt, ẋt] are
position and velocity of the target player, u is the control action to be performed, while the
constant parameter η tunes the control effort;
• the policy π according to which the CP chooses the action to take in a specific state is an
ε-greedy policy as in [186].
As a deep learning technique, in particular we exploit the Deep Q-network (DQN) strategy.
The motivation behind such a choice lies in the fact that the DQN is somehow the “closest”
extension of the Q-learning approach we adopted in Chapter 5 to large state-action spaces such as
the one studied here. More specifically, an artificial neural network (ANN) is used to approximate









which maximises the expected value of the sum of the rewards r discounted by a positive factor
γ< 1, obtained taking the action u in the state x following the policy π at any time instant k.
Training an ANN in order to approximate a desired function (in our case the Q-function)
means finding the vector of network weights θ of the connections between the neurons, iteratively
evaluated by back-propagation algorithms in order to minimise a loss function. The loss function
is used to measure the error between the actual and the predicted output of the neural network
(e.g., mean squared error) (see [124] for further details).
Contrarily to what is done in traditional supervised learning with ANN where the predicted
output is well defined, in the deep Q-network approach the loss function is iteratively changed
because the predicted output itself depends on the network parameters θk at every instant k.
Namely, the loss function is chosen as:
(6.3) Lk (θk)= E
[(
rk +γmaxuk+1 Q (xk+1,uk+1,θk−1)−Q (xk,uk,θk)
)2]
,
which represents the mean squared error between the current estimated Q-function and the
approximate optimal action-value function.
The neural network we considered to approximate the action-value function Q in (6.2) is
designed as a feedforward neural network with (Figure 6.1):
• an input layer with 4 different nodes, one for each state variable
[
x, ẋ, x̄, ˙̄x
]
;
• two hidden layers, empirically found, made of 64 and 32 nodes each implementing a
sigmoidal activation function;
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xk := [xk, ẋk, x̄k, ˙̄xk]
FIGURE 6.1. Block scheme of the deep Q network algorithm. At each iteration, the RL
controller chooses the control u according to the current neural network and the
system’s state. The process evolves in a new state generating the reward r. The
reward, previous and current state are then used as a new sample to train the
neural network.
• an output layer with 9 different nodes, one for each action available in the set U. In the
DQN, the network output returns the estimated action-value qu for each possible action
u ∈U in a single shot reducing in this way the time needed for the training. Then, the action
corresponding to the maximum q-value (neuron’s output) is chosen as the next control
input.
The specific structure of the NN adopted (number of levels and number of nodes) is the result
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of several tuning trials where other possible configurations have been explored.
Reinforcement learning is known to be unstable or even to diverge when a nonlinear function
approximator, such as an ANN, is used to estimate the Q-function [124, 186]. Such an instability
is caused by: i) the presence of correlation in the sequence of observed states and ii) the presence
of correlation between the current estimated Q and the target network, resulting in the loss
of the Markov property. To solve this problem, the correlation in the observation sequence is
removed by introducing the experience replay mechanism, where the observed states used to train
the ANN are not taken sequentially but are sampled randomly from a circular buffer [124]. Also,
the correlation between the current estimate of the function Q and the target optimal one Q∗ is
reduced updating the latter at a slower rate instead of at each iteration.
To implement the DQN as describe above, a feedforward neural network needs to be initialized
with random values and the experience replay mechanism is implemented instantiating an empty
circular buffer in order to store the system’s state at each iteration. Then at each iteration:
1. the CP observes the process’ state xk at time instant k and performs an action uk according
to the policy π, that is an ε-greedy policy;
2. the process evolves into a new state xk+1 and the CP receives the reward rk+1 that measures
how good taking the action u in the state xk has been;
3. the new sample 〈xk,uk,xk+1, rk+1〉 is added to the circular buffer and a random batch
taken from it is used to train the NN. The training is done through the gradient descend
back-propagation algorithm with momentum [186] so as to tune the network’s weights θ
in order to minimize the loss function (6.3). We denote the network’s weights between the
layer n and n+1 at instant k as θn,n+1k .




where RMSi,x̄ is the root mean square error between the position of the player i ∈ [TP,CP] and
the mean position of the group, while ε is a non-negative parameter (details about the RMS are
given in Section 4.3.1).
6.3 Control synthesis of the Cyber Player
Ideally, data used to train the CP should be extracted from real human players playing group
sessions of the mirror game. As done also in the case of dyadic interaction, in the absence of a
sufficiently large experimental dataset the data needed to feed the CP during the training can
be generated synthetically making several virtual trainers, modelling human players, perform
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sessions of the mirror game against each other. Being a multi-player scenario, we adapted the
cognitive architecture described in Section 4.3 not only to drive the virtual trainer in leader-
follower sessions of the mirror game but also in the joint improvisation case. This kind of
interaction differs from a leader-follower configuration as no prior roles are assigned to the
players but they move together to create a coordinated motion. The virtual trainer in its more
general form is explained in the next section.
6.3.1 Virtual trainer in joint improvisation
As done for the leader-follower interaction, we model the motion of the virtual trainer by means
of a nonlinear HKB oscillator of the form (details about the HKB in Section 4.1.1):
(6.5) ẍ+ (αx2 +βẋ2 −γ) ẋ+ω2x = u,
where x, ẋ and ẍ are position, velocity and acceleration of the VT end effector respectively, α,β,γ
are positive empirically tuned damping parameters while ω is the oscillation frequency.
The optimal controller described in Section 4.1.2 and designed for the mirror game in leader-
follower condition, is extended to model the task in joint-improvisation, resulting in a more





















where rp, rv is the position and the velocity time series of the partner player, rσ is the reference
signal modelling the desired human motor signature and generated by the Markov chain, η
tunes the control effort, tk and tk+1 represent the current and the next optimisation time instant.
θp,θs,θv are positive control parameters satisfying the constraint θp +θs +θv = 1. By tuning
appropriately these parameters, it is possible to change the VT configuration making it act as a
leader, follower or joint improviser [206, 207]. In the most trivial cases:
• θp = 1,θσ = 0,θv = 0: the VT behaves as a perfect follower aiming at minimising only the
position error with the other agent;
• θp = 0,θσ = 1,θv = 0: the VT behaves as a blind leader aiming at minimising the velocity
error with the reference signal completely ignoring the other agent;
• θp = 0,θσ = 0,θv = 1: the VT copies the velocity of the other agent without considering the
position mismatch.
In the case of a multi-player scenario, rp and rv are taken as the mean value of the position
and the velocity of the target player’s neighbours, that is:
(6.7) rp := 1M
M∑
j=1





6.3. CONTROL SYNTHESIS OF THE CYBER PLAYER
Virtual trainers
Cyber Player
FIGURE 6.2. Architecture used to train the CP to mimic the target player (ball in green).
The group is simulated by 4 VTs playing the mirror game in joint improvisation
and driven by the cognitive architecture based on optimal control and Markov
chains. The CP, driven by a deep reinforcement learning approach, receives in real
time the data from the group and learns how to interact in order to replace the
target player.
where M is the number of neighbours and x j and ẋ j are the position and the velocity of the jth
neighbour.
6.3.2 Training
To train the CP to coordinate its movements in the group like the virtual trainer target does, a
group of 4 different virtual trainers interconnected in a complete graph were used (Figure 6.2).
Without loss of generality, VT4 was taken as the target player that the deep learning driven
CP has to mimic. The experience replay in the CP algorithm was implemented with a buffer
of 200,000 elements, batches of 32 sampled states were used to train the feedforward neural
network at each iteration. A target network updated every 150 time steps was considered in the
Q-function, with a discount factor γ= 0.95 and a learning rate α= 0.1.
The training stage was carried out on a Desktop computer having an Intel Core i7-6700
CPU, 16 GB of RAM and 64-bit Windows operating system. It took less than 1,000 trials of 500
observations each to converge (around 3 hours) according to the criterion (6.4). In Figure 6.3 the
training curve is reported showing for each trial the RMS error between the VT4 and the group
(in blue), and between the CP and the group (in red); in black the cumulative reward function
over trials.
65
CHAPTER 6. MACHINE LEARNING APPROACH TO DESIGN THE VIRTUAL AGENT: FROM
DYADS TO GROUPS
FIGURE 6.3. Training curve and cumulative reward showing the convergence of the
algorithm. The root mean square error in position is reported for each trial both for
the target VT (in blue) and the CP (in red). The cumulative reward is also reported
in black for each trial.
6.3.3 Coordination metrics
In order to quantify and analyse the coordination in a network of more than two agents, we use
some of the metrics proposed in the context of human group coordination [156] in addition to the
metrics already provided in Section 4.3.1 used to evaluate the quality of the tracking.
Let xk (t) ∈ R ∀t ∈ [0,T] be the continuous time series representing the motion of each agent,
with k ∈ [1, N], where N is the number of agents and T is the duration of the trial.
Let xk (ti) ∈ R, with k ∈ [1, N] and i ∈ [1, NT ], be the respective discrete time series of the k-th
agent, obtained after sampling xk (t), where NT is the number of time steps and ∆T := TNT is the
sampling period.
Let θk (t) ∈ [−π,π] be the phase of the k-th agent, which can be estimate by making use of
the Hilbert transform of the signal xk (t) [102]. In (6.8) and (6.9) we define the cluster phase or
Kuramoto order parameter both in its complex form Ψ′ (t) ∈C and in its real form Ψ (t) ∈ [−π,π]
which can be regarded as the average phase of the group at time t:





(6.9) Ψ (t) := tan−1 ℑ(Ψ
′ (t))
ℜ(Ψ′ (t)) .
Let φk (t) := θk (t)−Ψ (t) ∈ [−π,π] be the relative phase between the k-th participant and the
group phase at time t. We can define the relative phase between the k-th participant and the
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group averaged over the time interval [0,T] both in its complex form φ̄′k ∈ C and its real form















In order to quantify the degree of synchronisation for the k-th agent within the group, we
define the parameter ρk in (6.12) that gives information on how much the k-th agent is synchro-
nised with the average trend of the group: the closer ρk is to 1, the better is the synchronisation
of the k-th agent.
(6.12) ρk :=
∣∣φ̄′k∣∣ ∈ [0,1] .
The coordination level of the entire group at time t can be quantified as follows:
(6.13) ρg (t) := 1N
∣∣∣∣∣ N∑k=1 e j[φk(t)−φ̄k]
∣∣∣∣∣ ∈ [0,1] ,
where N is the number of individuals, φk (t) is the relative phase between the k-th participant
and the group phase at time t and φ̄k ∈ [−π,π] is the same relative phase averaged over the
duration of the experiment T. The closer ρg (t) is to 1, the better the synchronisation level of the
group is at time t. Such synchronisation function can be averaged over the whole interval [0,T]
in order to have an estimate of the mean coordination level of the group:
(6.14) ρg := 1T
∫ T
0
ρg (t) dt ' 1NT
NT∑
i=1
ρg (ti) ∈ [0,1] .
6.3.4 In-silico validation
To show that the cyber player is effectively able to emulate the target virtual trainer when
engaged in a group, we validated its performance when interacting over several topologies,
different from the one used during the training. Specifically, we trained the CP over a complete
graph and validated also with a ring, path and star graph as shown in Figure 6.4.
In Figure 6.5 the validation is reported both for the topology used during the training
(complete graph) and for one of those not used (path graph). The performance of the CP was
evaluated by comparing its behaviour with that of the target VT it was trained upon. The CP (in
red) successfully tracks the mean position of the group (dashed line in black) being able to mimic
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FIGURE 6.4. Network topologies implemented to validate the CP when playing in group
scenario. Specifically the group consists in 4 different players represented as nodes
in the network, whereas the visual coupling between two players is represented by
an edges between the corresponding two nodes. During the training, the CP has to
mimic the player labelled with the number 4. (a) Complete graph. (b) Ring graph.
(c) Path graph. (d) Star graph.
the target player it was trained to imitate (in blue) when it is connected with the others through
a complete topology [panel (a)]. The RPE (defined in Section 4.3.1) was also evaluated between
the target VT and the mean position of the neighbours and compared with the relative position
error between the CP and the same mean position [panel (c)]. Both the errors are very small and
with comparable mean values, less than 0.1. Similar considerations can be done for behaviour
of the CP when the group topology is a path graph, not used during the training, as shown in
panels (b) and (d).
The key features of the motion of the CP and the VT were captured by the relative phase,
RMS position error and time lag (metrics defined in Section 4.3.1). Such metrics were evaluated
performing 20 trials of 60 seconds and reporting both the mean value and the standard deviation
for all the tested network topologies (Table 6.1). It is possible to notice that all indeces show a
remarkable degree of similarity between the motion of the CP and that of the target VT.
In Figure 6.6 the group level synchronisation is reported for each topology. Despite the
different topologies, the presence of the CP does not alter the group dynamics when the CP is
substituted to the VT it was trained upon. We notice that the level of coordination varies with
the topology, confirming what found in [12]. Specifically, in [12] as confirmed by Figure 6.6, the
complete and the star graph were found to be associated with the highest level of synchronisation.
6.4 Experimental validation
6.4.1 Experimental setup
Participants. A total of 4 people participated in the experiments (4 females, all right-handed).
Participants were PhD students and Postdoctoral Researcher Associates from University of
Bristol. The players were assigned numbers from 1 to 4 (HP1, HP2, HP3, HP4).
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FIGURE 6.5. (a)-(b) The position trajectories of the target VT (in blue) and of the CP
(in red) are reported together with the mean position of the neighbours (in dashed
back). (c)-(d) Relative position error evaluated between the mean position and the
position of the target VT (in blue) and the CP respectively. Two different topologies
are depicted: (a)-(c) the complete graph and (b)-(d) the path graph.
Helsinki. All subjects gave written informed consent for both experiments participation and
publication of identifying images.
Experimental task. All participant were asked to perform 8 group trials of the mirror game
each lasting 60 seconds in each implemented topology. HP4 was then substituted with the CP
(driven by the DQN learning algorithm). Once again, 8 group trials lasting 60 seconds each were
performed for each topology.
The given instruction to the HPs was to try to coordinate their own motion with that of
the others. The players did not have any knowledge about the interaction patterns, to whom
they are connected, whether one of the traces is driven by the cyber player. The visual pairings
implemented for the group are: complete graph, ring graph, path graph and star graph (details
are in Section 6.1). All of them are described by undirected graph, participant i sees the motion
of the participant j if and only if the participant j sees the motion of the participant i too.
Experimental platform. All the experiments were performed through CHRONOS. Already
used in dyadic experiments in Chapter 5, CHRONOS also allows groups to perform coordination
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Metric CP Target VT
Complete graph
Relative phase −0.168±0.051 −0.05±0.095
RMS position error 0.044±0.005 0.056±0.004
Time lag −0.114±0.016 −0.015±0.036
Path graph
Relative phase −0.23±0.079 −0.159±0.098
RMS position error 0.056±0.005 0.06±0.004
Time lag −0.104±0.015 −0.068±0.024
Ring graph
Relative phase −0.181±0.061 −0.033±0.132
RMS position error 0.046±0.003 0.054±0.004
Time lag −0.101±0.015 −0.02±0.027
Star graph
Relative phase −0.204±0.051 −0.211±0.107
RMS position error 0.055±0.003 0.062±0.004
Time lag −0.104±0.015 −0.08±0.029
TABLE 6.1. Metrics are reported for 20 trials of the multiplayer mirror game in complete
graph, path graph, ring graph and star graph. The relative phase, the RMS position
error and the time lag are evaluated between the mean of the neighbours with the
CP (first column) and with the target VT (second column).
tasks. CHRONOS extends the mirror game to a multiplayer scenario, allowing each participant
to run the game on his/her laptop where s/he can move the position of an object visualised on
computer screen and see traces of the objects moved by the others connected to their own laptops
over Internet. Furthermore, the software allows to implement different interaction patterns
among the participants showing on each screen only the traces of a designed subset of players in
the group (decided a priori by an administrator).
Being the game implemented on different laptops connected over internet, CHRONOS re-
moves any form of social interaction among the participants that inevitably affects the level
of coordination. Indeed, body movements, friendship relationships, shared feelings and level of
hierarchy have a significant effect on how each individual moves in the ensemble choosing his/her
preferred partner(s) to interact the most with [56, 57, 99, 142]. Removing social interaction, the
participants are connected solely through visual couplings making it possible to assess the impact
of the structure of interconnections on the level of coordination. Since the joint task is performed
through a computer setup, the participants are not aware whether the traces of the objects on
their screen are driven by another human player or by the artificial agent. In so doing, we can
easily analyse the ability of the avatar in merging the group without being recognised by the
other members.
As in the case of dyadic experiments, leap motion position sensors [193] connected to the
laptops were used to store the trajectories provided by the players during all the trials, respectively.
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FIGURE 6.6. Histogram reporting the group synchronisation level reached by the group
both with the VP target (blue bars) and with the CP (red bars). Different topologies
were implemented during the validation: complete graph (CG), path graph (PG),
ring graph (RG) and star graph (SG) with player 3 as center node.
was transmitted in order to eliminate possible auditory couplings with the others. A schematic
drawing representing CHRONOS architecture is shown in Figure 6.7.
6.4.2 Validation
The metrics employed to analyse and quantify the participants’ performance as well as the level
of coordination are those described in Section 6.3.3.
Group synchronisation levels ρg were evaluated for each implemented topology both for the
group of only humans and for the group with the cyber player and averaged across the trials.
Their means and standard deviations over the total number of participants in both groups are
shown for each topological structure in Figure 6.8.
Paired T-test was performed to understand if replacing the player 4 with the cyber player
affects somehow the synchronisation level reached by the group. Specifically, the statistical
analysis at 95% confidence level with 7 degrees of freedom reported: complete graph t(7) =
−1.425, p = 0.197; path graph t(7) =−0.466, p = 0.655; ring graph t(7) =−0.522, p = 0.618; star
graph t(7) = −1.491, p = 0.180. The results revealed that the presence of the cyber player in
the group has no statistically significant effects on the synchronisation level in none of the
interconnected networks.
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FIGURE 6.7. (a) The position of the human’s finger rp(t) is recorded by a leap motion
controller. Sampled rp(kT) is then sent to the laptop and shown as a blue circle on
the screen. The vector of the other participants’ position x(t) to whom the human is
connected appears as a set of orange circles. (b) Simplified CHRONOS architecture
consisting of N human players wearing headphones and M artificial agents. All
players are connected over internet through a WiFi router. The server implements
the structure of interconnections between the players, handling the exchange of
the players’ trajectories with each other.
This statistical analysis aimed at to assess the absence of statistical differences between the
behaviour of the CP and the real one of the human, it was trained to upon, for each different
network topology. Nevertheless, other statistical analysis can be used to estimate the variation
in the data. For example, ANOVA can be performed to assess whether the network topology
influences the level of synchronisation. Furthermore, ANOVA allows to assess whether the effect
due to the interaction between the network topology and the presence of the cyber player has
some statistical relevance.
In addition to the group synchronisation metric that averages over the trials and over the
group members, the levels of dyadic synchronisation ρd between the HP4 and the others were
also evaluated and respectively compared to the values of dyadic synchronisation obtained
between the CP and the other group members (Figure 6.9). We reported the values of dyadic
synchronisation for each implemented topology showing high levels of synchronisation with small
standard deviation in complete, ring and star graph for both human and cyber player. A larger
variance was observed when the human player performed the task while interconnected in the
path graph and reflected respectively in the cyber player while playing in the same topology.
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(a) (b)
FIGURE 6.8. Group synchronisation ρg evaluated for different topologies (CG: complete
graph, PG: path graph, RG: ring graph, SG: star graph) both in a network of 4
humans (a) and in a network of 3 humans and 1 virtual agent (b). Different scale
of grey refers to the different network structures. Each bar is representative of the
mean value averaged over the 8 trials for each topology, while the black error bar
shows its averaged standard deviation.
Furthermore, player 4 registered higher level of synchronisation with player 3 as well as the cyber
player. These results suggest that the cyber player driven by the deep reinforcement learning
approach is able to well coordinate its motion with those of the others in different group scenarios
reproducing the same motor behaviour of the human that it is emulating.
6.5 Summary
In this chapter we addressed the problem of synthesising an autonomous artificial agent able
to coordinate its movements and perform the mirror game task in a group setting. To achieve
our goal, we introduced a deep reinforcement learning algorithm in which a feedforward neural
network was used to approximate the nonlinear action-value function. To train the cyber player
we used the same trick as in the dyadic case, explained in the previous chapter, to generate
enough synthetic data to allow the DQN algorithm to converge towards the optimal solution.
Specifically we made several virtual trainers (tuned and embedded with the IMS Generator to
emulate human players) play the mirror game over the network.
After the in-silico validation, we further validated the CP performing our own experiments
making several humans play sessions of the mirror game with and without the cyber player. The
experiments were carried out through CHRONOS, developed by me to study both human-human
and human-avatar coordination. We briefly described CHRONOS architecture underlying its
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FIGURE 6.9. Dyadic synchronisation ρd evaluated between the human player 4 and
each of the other players in (a) complete, (c) path, (e) ring and (g) star graph.
Besides, dyadic synchronisation ρd evaluated between the CP, replacing the human,
and each of the other players in (b) complete, (d) path, (f) ring and (h) star graph.
Dots and error bars represent mean and standard deviation of ρd over 8 trials.
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indispensable value in implementing the important requirements during the experiments: i)
removing the social interaction between the participants and ii) introducing easily the avatar in
the group without that the other participants have knowledge of that.
We evaluated the performance of the CP in terms of group synchronisation and dyadic
synchronisation reached with the partners and comparing these values with those characterising
the human player it was emulating. We found that the cyber player was able to play sessions of
the mirror game exhibiting desired human features in group interaction becoming in this way a











THE VIRTUAL PLAYER IN A REAL APPLICATION: FIRST STEPS TO
BUILD AN EXERGAME FOR MOTOR DISEASES
In this chapter we deploy the virtual player in a real application. The work presentedin what follows was carried out under the project INDAGO in collaboration with Prof.Pasquale Arpaia (University of Naples “Federico II”) and Giovanni D’Addio (Fondazione
Salvatore Maugeri, Care and Research Institute) aimed at developing an innovative platform for
the monitoring of, diagnosis of and rehabilitation from motor neuron diseases. The main novelty
and contribution with respect to previous literature is the design and the implementation of an
exergame for post-stroke therapy having an interactive avatar able to propose autonomously
therapeutic motor exercises personalised to the patient’s needs. Key elements on which the
exergame is based are i) establishing motor coordination between the patient and the avatar
and ii) designing a mathematical model of the voluntary motion of the arm capturing the main
features that distinguish the motion of a healthy person from that of a patient.
Specifically, in the rest of this chapter an exhaustive motivation for INDAGO is given in
Section 7.1 explaining the state of the art of current home therapies, discussing their limita-
tions and proposing the novelty approach of our rehabilitation platform. In Section 7.2 we give
more details on the Hogan model (used to described arm movements) and describe the motor
task selected as a therapeutic exercise. Then, we describe the proposed rehabilitation platform
analysing the architecture and the steps of the therapeutic process that such platform aims at
implementing. Then, Section 7.4 is completely dedicated to the design of the adaptive avatar,
presenting the overall cognitive architecture able to drive it in dyadic coordination tasks with
the patient. A preliminary validation of the proposed exergame is presented in Section 7.5. The
software implementation of the exergame in virtual reality is explained in Section 7.6 showing
a typical use case between the patient and the platform. Finally, a summary of the results is
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provided in Section 7.7.
7.1 Motivation
Stroke is one of the leading causes for motor disability worldwide (stroke events have increased
by 30% in the last 5 years [191]). The most common deficit after a stroke is the hemiparesis of
the contralateral upper limb, of which muscle weakness, changes in muscle tone, joint laxity, and
impaired motor control are physical manifestations [43]. These impairments induce disabilities
in common daily activities such as reaching, picking up objects, and holding objects, thus con-
tributing to poor quality of life. To date, rehabilitation training is the most effective way to reduce
motor impairments in stroke patients [84].
In the current healthcare model, post-stroke rehabilitation consists of daily and systematic
exercises carried out by the patient under the direct supervision of clinicians. In particular, two
different phases can be identified in the rehabilitation process: i) acute phase, in which the patient
resides at the hospital so that initial rehabilitation is part of the hospital treatment, and ii) long-
term outpatient rehabilitation, in which the patient has to regularly carry out daily rehabilitation
exercises (typically in specialised centers) aiming at restoring strength, coordination, and mobility
as closely to normal as possible [147]. Due to high costs, low resources and the increment of the
number of stroke patients, the support to outpatient rehabilitation is progressively shrinking.
Furthermore, daily commuting to rehabilitation centers can be infeasible for those people that
live in peripheral areas. For these reasons, in the last few years much effort from many research
areas has been spent on the development of home therapies.
Examples of recent home therapies are the so called exergames (exercise + game). Exergames
let patients exercise while playing games that hide therapeutic repetitive tasks needed for
rehabilitation under the world of fantasy. Many exergames have been developed for postural,
neglect and schizophrenia rehabilitation [13, 30, 148], so as to demonstrate that exergame-based
therapy is really effective [51, 167]. Typically, existing exergames consist of a series of “static”
exercises (e.g., pop the balloon, catch the fruit, collect the hay and so on) that the patient has to
carry out, often without a direct supervision of the specialist [13, 71]. Feedback mechanisms are
particularly important in this kind of rehabilitation, where wrong movements or postures make
the exercise not only useless but even dangerous. Very limited examples of exergames exist in
which a feedback system is present in the form of a virtual assistant [147]. The main drawback of
existing virtual assistants is that they are “external” agents, not directly involved in the exercise,
and having as a main task only that of inviting the patient to the therapy, summarising the
results and encouraging him/her to carry on.
The main goal of this work is to propose a preliminary version of an innovative and “smart”
exergame for motor rehabilitation with an adaptive avatar assisting the patient along all the
therapeutic process. Specifically, such virtual agent is required to be able to drive the patient
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during the exercise (and so performing the exercise with him/her) adapting its motion to that
of the patient. Also, the agent must be able to analyse the continuous stream of motion data
coming from a proper sensor system, and i) diagnose the level of the disease, ii) evaluate the
progresses/regresses made by the patient and iii) personalise the therapy to the specific patient.
Since the avatar is required to diagnose the level of motor impairment of the upper limb
of the patient, the Hogan model is taken here as a reference mathematical model describing
theoretically “healthy” human movements. Firstly proposed by Hogan in 1984 [91], it is largely
used by clinicians themselves to describe voluntary arm movements. It has been observed that
the motion of patients after stroke has characteristic patterns that differ from those of a healthy
individual and described by the Hogan model. Specifically, a healthy individual has been observed
to have a single-peaked velocity profile while moving his/her upper limb, whereas a patient
is characterised by a multi-peaked velocity profile according to the level of impairment. The
main aim of our avatar will be to propose motor exercises aimed at reducing the differences in
the velocity profiles between the motion of the patient under therapy and the one of a healthy
individual captured by the Hogan model.
7.2 Design of the rehabilitation task
7.2.1 Reaching motor task
We selected reaching tasks as representative motor exercises, largely used by clinicians in the
traditional motor rehabilitation from stroke [41, 190]. In detail, the patient is asked to sit so as
to have his/her forearm comfortably placed on a table. Keeping the elbow pivoted at a point, the
exercise consists in moving the forearm from a point to another along a circular arc of a certain
length. The elbow, forearm and hand of the patient are considered as a unique rigid body (Figure
7.1).
Reaching tasks have been used also as experimental setups in many studies to understand
the kinematic and the dynamic aspects of voluntary human arm movements. Some of them
identified some common kinematic features and patterns that characterise voluntary human
movements [5, 74, 125, 180]. In particular, it has been observed that humans, when moving
their arm from one point to an other, tend to generate straight and smooth trajectories. Smooth
trajectories imply no discontinuities in the acceleration and so in a characteristic single-peaked,
bell-shaped velocity profile.
Hogan model. In [91], Neville Hogan proposed the first mathematical model (now known as
the “Hogan model”) to describe the principles underlying voluntary arm movements. In particular,
it is assumed that maximising the smoothness can be modelled by minimising the mean square
jerk of the motion, defined mathematically as the third derivative of the position with respect to
time. Such a problem can be formalised in terms of optimal control problem having the following
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(a) (b)
FIGURE 7.1. (a) Illustration representing a human performing the reaching task at the
beginning and at the end of the task. Blue circle represents the start angle position,
whereas the red circle represents the final angle position. A dashed arrow indicates
the trajectory that the human has to follow. (b) Real scenario in which human is
asked to move the forearm in an angular motion assisted by the clinician.
cost function to minimise:








θ is the jerk of the trajectory and T is the duration of the movement. A sufficient set of




θ(T)= θ f ,
θ̇(0)= 0,
θ̇(T)= 0,
where θ0 and θ f are the start and final angular position respectively.
Hogan proved that the trajectory θ(t) solving the optimal control in (7.1), and having as set of
boundary conditions those in (7.2), is a fifth order polynomial in time, completely independent of
the physical system generating the motion. Such a fifth order polynomial has the form:



















0≤ t ≤ T,
where, once again, θ0 and θ f are the start and final angular position respectively, and T is the
duration of the movement.
The Hogan model is largely used in the current rehabilitation medicine as a reference model
describing the human arm movements. Also in this thesis it is used as reference during the
therapy sessions to describe the motion of a healthy individual.
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7.2.2 Rehabilitation process
In this section, we illustrate in detail the phases of the proposed therapeutic process which is
assisted by the avatar. In the preliminary phase, the patient is asked to perform the reaching
task several times without being assisted (but in presence of the clinician) trying to reach his/her
maximum angular extension, so as to evaluate his/her Range of Motion (ROM). The Range of
Motion is defined as the maximum range through which a joint of the body (in our case it is the
elbow) can be moved measured in degrees of a circle.
Contextually, the patient is also asked to perform specific exercises aiming at evaluating some
physical parameters characterising the patient’s forearm, e.g., inertia, friction, stiffness (such
parameters will be used to model the dynamics of the forearm in the avatar). Such parameters
can be evaluated either experimentally or by using the personal details of the patient (age, weight,
height). For example, an experimental method to evaluate the inertia of the patient’s forearm
is that of applying a short mechanical impulse to the elbow of the patient and measuring its
acceleration. The inertia can be evaluated dividing the impulse’s width by the acceleration.
After this preliminary phase, each therapeutic session consists of 2 main stages:
Stage 1. The avatar has to follow the patient (AWING phase: Avatar folloWING): in this
phase the patient is asked to perform the reaching motor task several times without being assisted.
The angle of the proposed tasks span within the ROM and each of them is repeated three times
by default. The number of required tasks having different angles is decided by the clinician.
During this phase, the avatar behaves as a perfect follower, “observing” the patient’s motion and
extracting the main “features” of his/her motion so as to parameterise an internal mathematical
model of the patient and evaluate the optimal trajectory given by the Hogan model. Having the
motion of the patient and the optimal one, the avatar can identify the differences between the
two motor profiles through some performance metrics and decide the level of disability of the
patient.
Stage 2. The patient is asked to follow the avatar (PAWING phase: Patient folloWING):
according to the performance metrics evaluated in the previous stage, the avatar decides which
exercises to propose to the patient. In this phase the avatar has to be adaptive and lead the
patient in performing the exercise together ensuring to be followed by him/her. Each exercise
is repeated three times by default. Also in this case, the total number of required tasks having
different angles is decided by the clinician.
The session described above is repeated iteratively until the rehabilitation goal is reached.
The goal of each session is to reduce the distance between the velocity profile of the patient
and the velocity profile of the Hogan model. As the therapy proceeds, the several velocity peaks
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FIGURE 7.2. Architecture of the rehabilitation platform. The patient is constantly
monitored by an arm monitor that acquires angular position and angular velocity
of his/her forearm during the exercise. Measured position and velocity are sent to
the avatar that adapts its behaviour to that of the patient. Data are also stored
into a database in order to be checked by clinicians.
characterising the profile of the patient at the beginning of the rehabilitation have to become
closer and closer to each other until merging in a single-peaked curve.
7.3 Architecture of the rehabilitation platform
The rehabilitation platform designed to support the therapeutic process described in Section 7.2
mainly comprises three modules (see Figure 7.2):
1. an arm monitor: composed of a set of sensors to measure the angular position and velocity
of the patient’s forearm during the movement. In particular the iNEMO inertial module
of the ST-Microelectronics was used as a wireless inertial measurement units (IMU),
which integrates different types of sensors (accelerometer, gyroscope and magnetometer).
Furthermore, it is easy to wear (like a wristwatch) and integrates a battery lasting 17 days
(Figure 7.3). The arm monitor was implemented in collaboration with Anna Lauria, PhD
student at University of Naples “Federico II”;
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FIGURE 7.3. Arm monitor used in the rehabilitation platform used to acquire the
angular position and velocity of the human. Lightweight and battery powered, the
arm monitor can be worn like a wristwatch.
2. a software application: mainly divided into two parts, one implementing the adaptive avatar
and all logic behind the proposed rehabilitation strategy, and an other implementing the
graphic interface directly interacting with the patient (the latter was implemented both for
virtual reality systems using Oculus Rift S and for Windows operative systems);
3. a storage facility: storing the data acquired during the exercises (e.g. position and velocity
time series of the patient and avatar), personal information of the patient and the avatar
settings.
The patient is required to wear the arm monitor placing it on his/her forearm before starting
the therapy session. After the calibration of the sensors, the raw signal acquired by the gyroscope
is filtered through an anti-aliasing lowpass filter with cutoff frequency at 8 Hz in order to get
the angular velocity. The angular position is obtained from the velocity by means of the Kalman
filter. The measured position and velocity are then sent to the software application in real time
via Bluetooth.
The avatar, implemented in the software application, adapts its behaviour in response to
the data coming from the sensors in order to coordinate its motion with that of the patient and
drive him/her towards the final point of the trajectory. The patient can visualise both movements
(their own and that of the avatar) through a proper graphic interface (see Figure 7.4). At the
end of the task, the software application evaluates performance metrics in order to asses the
current degree of the disabilities of the patient, compares the patient’s motion with the “healthy”
trajectory given by the Hogan model and store all information in the data center (Figure 7.2).
83
CHAPTER 7. THE VIRTUAL PLAYER IN A REAL APPLICATION: FIRST STEPS TO BUILD AN
EXERGAME FOR MOTOR DISEASES
FIGURE 7.4. Graphic interface seen by the patient during the exercise. The environment
is implemented in VR (with Unity) and simulates a typical gym at a therapy centre.
The avatar is morphologically similar to a human in order to enhance the social
sense of community and so the coordination with the patient.
7.4 Cognitive architecture of the avatar
In this section we design the cognitive architecture of the avatar so as to implement the rehabili-
tation strategy explained previously and help the patient during his/her recovery. In particular,
the avatar is required to dynamically adapt its motor behaviour in order to accomplish a dual
goal: i) lead the patient’s motion towards a healthy kinematic profile and ii) adapt its motion to
that of the patient (e.g., slowing down or following the motion of the patient) in order to complete
the motor task together.
The designed architecture is mapped on the real-time control schematics shown in Figure 7.5
whose blocks are briefly described below:
1. inner dynamics block: represents how the avatar moves in the absence of any coupling with
the patient. An angular harmonic oscillator is employed to described such dynamics;
2. a reference signal generator: generated by the mathematical model proposed by Hogan in
[91] to describe voluntary arm movements;
3. a control strategy: generates the movement of the avatar in response to that of the patient
and is mainly composed of two blocks, “temporal correspondence control” and “reference
control”. The former is designed to track the motion of the patient minimising the position
error between the motion of the avatar and that of the patient, the latter uses the reference
signal in order to generate the avatar trajectory with a desired healthy kinematic features.
In particular the aim of the reference control is that of reducing the distance between the
velocity profile of the avatar and that obtained from the Hogan model.
We will next describe each of these blocks in greater detail.
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FIGURE 7.5. Cognitive architecture designed for the assisting avatar. The green block
models the inner dynamics of the avatar, the yellow block minimises the position
error between the avatar and human, whereas the grey blocks confer a desired
kinematic features on the virtual agent. θ, θ̇ are angular position and angular
velocity of the avatar, whereas θP , θ̇P are measured angular position and estimated
angular velocity of the human partner; θ̇H is the angular velocity signal reference
generated by the Hogan model; u is the control input.
7.4.1 Inner dynamics
The motion of the avatar is modelled through a linear harmonic oscillator describing the angular
position of the avatar end-effector. The model is of the form:
(7.4) Iθ̈+Bθ̇+Kθ = u 0≤ θ ≤ θROM ,
where θ, θ̇, θ̈ are forearm angular position, velocity and acceleration respectively. The constant
I is the forearm inertia while B and K represent friction and stiffness (evaluated ad-hoc for
each patient by the clinicians in the preliminary phase of the rehabilitation). The signal u is the
time-varying control input given to the system that models the physical inputs coming from the
alpha neurons being responsible for the muscles contraction.
The damped harmonic oscillator was chosen as inner dynamics for its simplicity, which makes
such a model particularly appealing in describing the arm motion, as reported in the literature
[66, 91, 108, 157]. Any more sophisticated model of human arm dynamics [20, 83, 153] can be
chosen without influencing the conclusions drawn in this work.
85
CHAPTER 7. THE VIRTUAL PLAYER IN A REAL APPLICATION: FIRST STEPS TO BUILD AN
EXERGAME FOR MOTOR DISEASES
7.4.2 Reference signal generator
In addition to the measured position and velocity, a reference signal is given in input to the
avatar as optimal velocity profile towards which guiding the patient. Such a signal, provided by
the Hogan model described in Section 7.2.1, represents the theoretical velocity profile performed
by a healthy human while moving the hand from a point to an other.
Taking the time derivative of the θ (t) defined in (7.3) we obtain the velocity reference signal
required by the control strategy, that is:






(T − t)2] 0≤ t ≤ T,
where θ0 and θ f are the start and final position respectively, and T is the duration of the
movement.
7.4.3 Control strategy
The time-varying input to the dynamics in (7.4) are provided by a multi-objective optimal control
law evaluated on a sequence of finite time intervals [tk, tk+1]. In each of these windows, the
proposed optimal control solution aims at minimising a cost function that depends both on
the position mismatch between the avatar and the patient, and on the distance between the
velocity profile of the avatar and the desired one. Formally, we formulate the control of the avatar,














θ̇ (θ (τ))− θ̇H (θH (τ))
)2 +ηu (τ)2 dτ,
with the constraint αp,αs ≥ 0 and αp +αs = 1. Specifically, θP is the angular position measured
from the human, θ, θ̇ are the angular position and angular velocity of the avatar’s end-effector,
θH , θ̇H are the angular position and angular velocity taken as reference from the Hogan model. η
is a tunable positive weight to minimise the control energy whereas [tk, tk+1] is the optimisation
interval.
Choice of the parameters αp and αs
The constant parameters αp,αs ∈ [0,1] are used to determine how much the avatar takes into
account the motion of the patient rather than the reference velocity signal. If αp ' 0 the avatar
acts as a “blind” leader, ignoring the motion of the patient and only aiming at minimising the
velocity error with the reference signal. Viceversa, if αp ' 1 the avatar behaves as a perfect
follower matching its position with that of the patient. Any value of αp in between will make
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the motion of the avatar a compromise between tracking the human motion and the reference
velocity of the Hogan model, allowing to implement different types of leader/follower behaviour.
The proper tuning of these parameters is the basis for a successful rehabilitation strategy. As
long as the therapy proceeds, αp and αs are required to be tuned in order to adapt the motion of
the avatar to the progresses (or regresses) of the patient.
Let us define the index of smoothness J as a quantity measuring the smoothness of the
motion of the patient. Formally it is defined as in [92]:
(7.8) J = T
3(
max θ̇
)2 ∫ T0 ...θ 2 dt,
where T is the time duration of the movement.The index J is a measure of the shape of the move-
ment without any dependency on duration and amplitude. Having such an index of smoothness,
we can easily define another useful index quantifying the progresses made by the patient, that is





where JP is the index of smoothness of the patient in session n evaluated by using (7.8) and JH
is the ideal index of smoothness given by the Hogan model for session n. Under the hypothesis
that JH is the optimal value of smoothness for moving along a certain curve, IA = 1 is the perfect
case in which the patient’s smoothness is exactly equal to that of the reference motion (JP = JH),
otherwise the greater the distance is of the patient’s trajectory from the reference the more the
index tends to zero (IA → 0).
The parameters αp and αs are then defined in terms of how much the index IA varies between
two consecutive sessions. Specifically:
(7.10)
αs (n)=αs (n−1)+∆IA =αs (n−1)+ [IA (n−1)− IA (n−2)] ∈ [0,1]αp (n)= 1−αs (n)
in which the parameter αs in the session n is increased (or decreased) of a certain quantity
proportional to the derivative of the index IA . The parameter αp is then set as complementary of
αs.
7.5 Validation
In this section we test the ability of the proposed avatar to adapt its behaviour in different
scenarios. Specifically, the avatar is required to lead or follow the human partner adjusting their
parameters according to his/her degree of disability. We wish to emphasise here that this is
currently a work in progress. Therefore, the test reported in this thesis are preliminary and more
accurate validations are currently under investigation.
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7.5.1 Synthetic data
To this end, we constructed a series of synthetic motion profiles mimicking a typical point-to-point
motion, as done in [92]. The function we used is the sum of three terms: i) a linear ramp, ii) a
rescaled sinusoid with a period equal to the movement duration, and iii) a rescaled sinusoid with
a period equal to an integer m divisor of the movement duration. Mathematically, we choose:




















where A is the movement amplitude, T is the movement duration, and b is a constant defining
the deviation from a smooth cycloidal function. The constant n defines the shape of the movement.
Specifically, with n = 1 the movement has a single-peaked velocity profile, otherwise with m > 1
the movement results in a multi-peaked velocity profile with m peaks. Conceptually, the presence
of these peaks in the velocity aims at simulating a series of hesitations in the movement typically
exhibited by individuals with impairments.
In Figure 7.6 the movement of a patient under therapy was simulated mathematically
modulating function (7.11). Specifically, in the Awing phase the function (7.11) was parameterised
with m = 3 and b = 0.8 in order to simulate two patient’s hesitations (trajectory with three peaks).
The avatar’s parameters in (7.4) were set as K = 0.64, B = 0.4, I = 0.014 as done in [91], while the
controller was tuned to be a pure follower (αp = 1, αs = 0). In this phase as explained in Section
7.2, the avatar does not influence the patient’s movement but only follows it in order to evaluate
his/her index of smoothness J and compare it with the index of smoothness JH computed by
the Hogan model along the same trajectory. Quantitatively, with this setting we have JP = 11
and JH = 6.58 resulting in IA = 0.6. In the next phase of Pawing the progresses of the patient
were simulated in two exercises. In the first exercise the patient was simulated to be slightly
improved setting m = 2 and b = 0.5 (one hesitation, trajectory with two peaks). According to
(7.10) the avatar was set as αp = 0.8 and αs = 0.2 showing a behaviour that is a trade-off between
the reference coming from the Hogan model and the patient’s motion. Quantitatively, we have
JP = 8.7 and so IA = 0.75. Once again, according to (7.10) in the next exercise αp = 0.65 and
αs = 0.35, while the patient was simulated with m = 1 and b = 0.1 (no hesitation, one single peak).
In this last exercise, JP = 7.35 and IA = 0.9 simulating the case where a patient has reached a
healthy profile.
7.5.2 Preliminary experimental trial
After the mathematical test showed above, a human was asked to experience the rehabilitation
platform while simulating the motion of a potential patient suffering of motor impairments
(Figure 7.7). The signal acquired by the platform was filtered by means of a zero-phase low pass
Butterworth filter with cutoff frequency of 2 Hz. Specifically, in the phase of Awing the human
was asked to produce motion with hesitations showing an index of smoothness JP = 13.14 and so
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FIGURE 7.6. Mathematical simulation of the rehabilitation process showing the patient
(in blue) assisted by the avatar (in red) during the phases of Awing and Pawing.
(a)-(d) Position and velocity time series of the patient (in red) and the avatar (in
blue) are reported for an Awing trial having the maximum angle set at 90 degrees.
The patient was simulated to have two hesitations during the task (m = 3). (b)-(e)
Position and velocity time series are reported for a Pawing trial that goes from 0 to
90 degree. The patient was simulated to have only one hesitation (m = 2, velocity
profile with two peaks). (c)-(f) Position and velocity time series are reported for a
Pawing trial simulating the patient with no hesitation (m = 1, velocity profile with
one single peak). Furthermore, for each trial the weight of the avatar’s control law
αp and the index of ability IA are reported showing that while one decreases the
other one increases simulating the progresses of the patient.
an index of ability IA = 0.5. In this phase the avatar behaves as a pure follower with αp = 1. Next,
an “improved” trajectory was simulated by the same human whereas the avatar was endowed
also with a leader component (αp = 0.8, αs = 0.2). Quantitatively, we registered JP = 10.65 and
IA = 0.62. Finally, in the last exercise the human performed the exercise naturally resulting in a
healthy single-peaked velocity profile with JP = 7.78 (IA = 0.85). The control parameter αp was
set to 0.68 according to (7.10). The avatar was able to adapt its behaviour in different scenarios
showing its effectiveness in assisting the patient along the rehabilitation.
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Awing Pawing















































FIGURE 7.7. Experimental simulation of the rehabilitation process performed by a
human emulating the motion of a potential patient (in blue) assisted by the avatar
(in red). (a)-(d) Position and velocity time series of the human (in red), the avatar
(in blue) and the reference of the Hogan model (in black) are reported for an Awing
trial having the maximum angle set at 110 degrees. The human was asked to stop
several times during the trials resulting in a three-peaks velocity profile. (b)-(e)
Position and velocity time series are reported for a Pawing trial that goes from
0 to 110 degree. The human was asked to move smoother and follow the avatar.
(c)-(f) Position and velocity time series are reported for a Pawing trial in which the
human was asked to perform the task normally following the avatar. Furthermore,
the weight of the avatar’s control law αp and the index of ability IA are reported
showing that while one decreases the other one increases as the progresses made
by the human.
7.6 Software design of the exergame
The exergame presented in this work was implemented in virtual reality using Unity, a cross-
platform game engine used by the world largest game companies [188]. The choice of using virtual
reality allows the patient to directly interact with the avatar and the surrounding environment.
Moreover, the avatar itself can be visualised with human appearances enhancing in this way
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FIGURE 7.8. Prototyping and human rendering of the virtual avatar in Blender and
MakeHuman environments.
the social attachment with the patient. Through special devices (e.g., headset) used to simulate
our senses, the patient can become active part in this virtual world becoming able to perform
any rehabilitation exercise. The main features of the virtual reality implementation are for the
environment to be responsive and immersive. It should be responsive because it needs to change
in real time when the person explores his/her surroundings or interacts with objects in the virtual
environment, and immersive in the sense that the user feels his/her presence in a non-physical
world (e.g. synchronisation between the sounds and the vision).
We will next describe the main steps carried out to build the software application. The
application was designed in collaboration with Mr. Ernesto Erra from the University of Naples
“Federico II” and the interface is currently in Italian (English translation is provided in the
captions describing the user interface).
7.6.1 Prototyping and rendering
The graphic design of the virtual avatar mainly consists of two steps. In the first step, the avatar’s
skeleton was build using Blender [1], open source software for modelling and graphic rendering.
Specifically, the shape of the avatar was drawn by using the technique of the “mirroring”. Such a
technique consists in drawing the polygonal mesh of only half character and then duplicating (or
mirroring) it around an axis of symmetry (e.g. vertical axis). Each part of the avatar’s skeleton
can be animated independently in order to make the character perform different types of task. In
the second step, the software MakeHuman [2] was used for the human rendering of the avatar. In
so doing the physical human like features of the avatar need to be specified, such as age, gender,
height, hair colour, dressing, etc. (see Figure 7.8).
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FIGURE 7.9. New patient storage. The patient enters data to appropriately store his/her
personal details in the database. Italian-English panels translation: esci (exit),
nuovo paziente (new patient), nome (firstname), cognome (lastname), data di
nascita (date of birth), patologia (illness), peso (weight), altezza (height).
FIGURE 7.10. Sensor calibration. Before to start the exercise, the patient is asked
to adjust his/her forearm and wait for the successful calibration of the sensors.
Instructions appear directly on the application panel: “please, place your forearm as
shown in the figure ensuring to have the elbow fixed on the table”. Italian-English
panels translation: esci (exit).
7.6.2 Use case of the software application
In this section we describe a possible “use case” consisting of a sequence of user’s interactions
with the software application and reported in what follows.
1) Add a new patient. At the first start of the software application, the patient is asked to
write some of his/her personal details in an apposite form, for example firstname, lastname,
weight, height, etc. (see Figure 7.9).
2) Setup and sensor calibration. After having clicked on the “Play” button, a panel shows
to the patient how to place his/her forearm before to start the exercise (Figure 7.10). Four LEDs
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FIGURE 7.11. Gaming screen showing the patient’s forearm while holding a blue
cylindrical handle. The avatar is seated in front of the patient while holding a red
cylindrical handle. Patient and avatar are shown seated at the table. Instructions
appear on the screen explaining the task: “please, rotate your forearm to reach the
red sphere”.
indicate the status of the sensor calibration. Flashing LEDs mean that the calibration is ongoing.
Once LEDs are turned off, the patient is ready to start the rehabilitation session.
3) Rehabilitation session. In this step, the patient can see himself/herself seated at the table
with the avatar sitting in front of him/her (Figure 7.11). Each rehabilitation session consists of
one phase of AWING and p phases of PAWING. In each phase (Awing or Pawing) q different
angles are proposed to the patient randomly chosen between zero and his/her range of motion;
each of them is repeated three times. The required number p of Pawing phases and the number q
of different angles need to be properly set by the clinician. The aim of the reaching task is to move
the forearm from the initial position to a target position marked with a red sphere. Instructions
on how to perform the task are written on the game screen both in the Awing and in Pawing
phase.
4) Feedback system. During the Pawing phase, a feedback system is implemented in real
time to encourage the patient to continue with the exercise trying to do his/her best (see Figure
7.12). At the same time, the feedback system is designed to be as least intrusive as possible so
that it does not distract the patient from the game. Specifically, a colour-coded smile is shown on
the top corner of the game screen according to the level of motor synchronisation measured in
real time between the patient and the avatar. A low level of synchronisation is coded with a red
smile, a medium level with a yellow smile and a high level with a green smile.
At the end of each Pawing phase, a score is given in feedback to the patient as the average
of the scores obtained in each exercise. Such a score is evaluated as percentage of the index of
the ability of the patient evaluated according to (7.9). Higher the score is, better the patient has
performed the exercise.
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FIGURE 7.12. Feedback system implemented to encourage the patient to perform the
exercise with the avatar. During the exercise, a coloured smile appears in the top
right corner of the game screen encoding the level of synchronisation between
the patient and the avatar: low (red), medium (yellow), high (green). Instructions
appear on the screen explaining the task: “please, rotate your forearm following
that of the avatar”. At the end of the Pawing phase, a percentile score is shown
as mean of the score obtained in each exercise. Italian-English panels translation:
ritorna al menu (home).
7.7 Summary
In this chapter we presented a first version of an exergame developed under the project INDAGO
as a rehabilitation platform for post-stroke survivors. Specifically, we highlighted the need of
having available computer-aided platforms for the long-term outpatient rehabilitation phase
helping the patients to carry out rehabilitation exercises comfortably at home assisted by the
avatar and remotely monitored by experts.
The main contribution of our rehabilitation platform is the presence of an adaptive avatar
able to guide the patient during the whole rehabilitation plan and propose adequate exercises
according to his/her level of disability. Reaching motor task was used as motor exercise to propose
to the patient during the rehabilitation. The avatar was required to coordinate its movements
with that of the patient and lead him/her towards a “healthy” movement profile defined by the
Hogan model, used to describe voluntary arm movements.
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We presented a preliminary validation of the exergame only focused to test the functionality
of the avatar in both phases (AWING and PAWING). We showed that the avatar is able to
coordinate its movements during the reaching tasks being a leader that ensures to be followed by
the patient. Furthermore, the avatar is also able to adapt its weight parameters automatically
according to the index of smoothness J and the index of ability IA evaluated at the end of each
session of rehabilitation. Clinical validation of the exergame involving both healthy people and











FURTHER WORK: LEADERSHIP EMERGENCE IN SMALL WALKING
CROWDS
Leadership is a complex yet fascinating phenomenon that plays an essential role in severalactivities, as for example economics, politics, music and sport. Leadership has been mostlyinvestigated in the case of animal groups, where the collective movement is steered by
informed agents in order to locate food sources or avoid predatory attacks. For example in this
context, results assess that as group size became larger, only a small proportion of informed
individuals is needed to guide the group with a given accuracy. Furthermore, information is
transferred from experienced to naive individuals as function of information differences between
each single individual with its local neighbours. On the other hand, only a few works exist
addressing the problem of leadership emergence in human ensembles, e.g., pedestrian walking,
group dance. An open research question in this field seeks to understand the mechanisms
emerging in a human group when no leader role is designated a priori.
In this chapter we report the work done in collaboration with Prof. William Warren (Brown
University in Providence, Rhode Island) with the aim of investigating the emergence of leadership
in human ensembles. In particular, we study the emergence of leadership in a group of people
walking together, focusing on the detection of leader-follower relationships that spontaneously
are established within the group in order to identify the leading group member.
To do so, we carried out experiments and defined metrics suitable to detect the leader-follower
patterns in the scenario of interest, both described in Section 8.1. Then, in Section 8.2 we discuss
our preliminary experimental results and shed light on whether the topological structure of the
visual pairings among the group members has an effect on leadership, and whether individual
locomotion behaviour affects its emergence. Finally, a summary of the main findings and related
implications are drawn in Section 8.3.
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Additional details on the experimental protocol as well as further experimental results can be
found in Appendix B.
8.1 Experimental setup and methods
8.1.1 Task description
Two groups of 4 participants were tested in separated sessions as part of a larger study. The
research protocol was approved by Brown University’s Institutional Review Board, in accordance
with the Declaration of Helsinki. Informed consent was obtained from all participants, who were
compensated for their time. All participants had normal or corrected vision, and none reported
a motor impairment. To refer to a single pedestrian we use the notation “Px.y” where x is the
group and y is a sequential number identifying the specific member, for example P1.3 indicates
the pedestrian 3 in group 1.
Before each trial, participants were positioned at the vertices of a square configuration
marked on the floor (“front left” (FL), “front right” (FR), “back left” (BL), “back right” (BR)), at one
of three initial inter-personal distances (IPD of 1, 2, or 4m) (see Figure 8.1). They were instructed
to change direction or speed two times as they walked together across the room (about 20m), and
to “try to stay together with your neighbours”.
Nine different conditions are possible:
• no changes (CC);
• changes in heading direction combining “turn left” and “turn right” in a sequence of two
instructions (left-left (LL), right-right (RR), left-right (LR), right-left (RL));
• changes in speed combining “speed up” and “slow down” in a sequence of two instructions
(slow-slow (SS), fast-fast (FF), slow-fast (SF), fast-slow (FS)).
The experimental design was thus 2 Conditions (heading direction, speed) × 4 Sequences × 3
IPD (1, 2, 4 m), with one trial in each of the 24 conditions plus three control trials. Data were
collapsed across sequence and IPD for analysis, yielding 12 trials per analysed condition.
At the beginning of each trial, a sequence instruction was given, then the group started
walking upon a verbal “ready, begin” command. Before the next trial, participants shuffled their
positions in the starting configuration. Each group received one practice trial, followed by a block
of 12 heading change trials, and a block of 12 speed change plus 3 control trials, for a total of
27 test trials. Trial order was randomised within blocks, and block order was counterbalanced
across the two groups. A test session lasted about 40 min. Further details about each single trial
are reported in Appendix B.
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walking 
direction
1, 2 or 4 m
1, 2 or 4 m
FL FR
BL BR
FIGURE 8.1. Group arrangement during the experiments. Participants are placed at
the vertices of a square (FL, FR, BL, BR) with an initial inter-personal distance
(IPD) between them of 1, 2 or 4 metres.
8.1.2 Data acquisition and analysis
The experiments were carried out at Brown University in a large hall with a 14m × 20m tracking
area marked on the floor. Head position was recorded at 60 Hz with a 16-camera infrared-
reflective motion capture system (Qualisys Oqus). Each participant wore a bicycle helmet having
5 markers placed on 30−40cm stalks in a unique configuration, so that each helmet could be
identified.
The time series of head positions of all four pedestrians were recorded in three dimensions,
but only two dimensions (xy-plane) were analysed further. Time series were filtered using a
forward and backward 4th-order low-pass Butterworth filter to reduce tracker error and gait
oscillations, before differentiating to obtain time series of speed and heading. A 1.0 Hz cutoff
was used to reduce anterior-posterior oscillations on each step before computing speed, and a 0.6
Hz cutoff for reducing medial-lateral oscillations on each stride before computing heading. Files
were truncated to eliminate endpoint error.
Leadership was then evaluated by assessing the difference in heading direction at each time
between each pair of pedestrians by adapting to the case of interest the time-dependent delayed
direction correlation (Cd), proposed in [76] as a way to characterise the leadership emergence
in groups of trawling bats. Summing the percentage of time in which a specific pedestrian is
predicted as leader, we were able to reconstruct a network representing the influence that a
specific pedestrian has on any other. Similarly, leadership in speed was evaluated by adapting
the previous algorithm using time-dependent delayed speed correlation Cs instead.
Other metrics have been proposed in the literature to determine the leadership in a group
of interacting agents. Other approaches used, for example, information-theory based tools as
causation entropy to infer casual relationship between the group members with the aim of
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extracting the underlying interaction network [185]. Such information-theory based tools can
be used in a complementary way to the cross-correlation metric in order to extract different
information from the data.
8.1.3 Leadership metrics
Time-dependent delay directional correlation (TDDC). Using time-dependent delay di-
rectional correlation (TDDC), we characterised leadership in the walking group in terms of the
heading direction of each individual, spotting whether some of the participants adjusted their own
direction to that of the others and exhibited a follower role. Accordingly, a leader is defined as the
participant whose heading direction influences the most that of the others in the sense that the
other participants match their headings with that of the leader after a time delay corresponding
to the natural human visual-locomotor delay.
Denoting by vk ∈ R2 the velocity vector of pedestrian k in the plane, we compute:




which represents the scalar product between the heading direction of pedestrian i at time t and
that of pedestrian j at delayed time t+τ.
Formally, TDDC is defined as follows:





hi j (t+k∆t,τ) ,
where ∆t is the sampling time and ω> 0 is a suitably selected constant. In order to compensate
for high-frequency noise and measurement errors, hi j(t,τ) is averaged over a symmetric time-
window 2ω∆t. As the measured human visual-locomotor delay to the leader’s change in heading
is approximately equal to 1000 ms and the sampling time for the collected data is equal to
∆t = 1
60Hz
, we have that 2ω∆t > 1s and so ω was set to 40.
To identify the leader, Cdi j(t,τ) was evaluated for each pair of pedestrians (i, j) at every time
instant t along the trial and for different values of delay τ. If the value of τi j(t) maximising the
heading direction correlation is positive then we say that pedestrian i leads pedestrian j at time
instant t, or otherwise if that value is negative.
A left-right trial carried out by group 1 with an initial inter-personal distance of 4m is
taken as a representative example to illustrate the analysis based on time-dependent directional
correlation metric. Figure 8.2(d) shows the heat maps characterising values of Cdi, j(t,τ) for the
whole duration of the trial with different time delay τ between each pair (i, j) of pedestrians.
Different colours are used to indicate different values of TDDC, with blue representing Cdi j(t,τ)≤
0.5 and red representing Cdi j(t,τ)= 1. Dashed white lines represent level curves where Cdi j(t,τ)=
0.95, whereas the dashed black line represents τ(t)= 0. The solid green line on top of the heat
map represents the value of τ(t) maximising the heading direction correlation between two
pedestrians.
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Time-dependent delay speed correlation (TDSC). To assess leadership roles in speed-
change trials, we define:
(8.3) si j(t,τ)=
∣∣ ||vi(t)||− ||v j(t+τ)|| ∣∣
which represents the difference between the speed of pedestrian i at time t and that of pedestrian
j at delayed time t+τ. The time-dependent speed correlation (TDSC) is defined as:





si j (t+k∆t,τ) ,
where the parameter ω is the length of the symmetric window used to average si j(t,τ) in order
to compensate for noise and measurements errors as done before. As the measured human
visual-locomotor delay to the leader’s change in speed is approximately equal to 500 ms, we have
set ω to 20. In this case pedestrian i is said to lead pedestrian j at time t if the value of τi j(t)
minimising the speed correlation is positive, or otherwise if it is negative.
A fast-slow trial carried out by group 1 with an initial inter-personal distance of 2m is taken
as a representative example to illustrate the analysis of the data based on time-dependent speed
correlation metric. Figure 8.3(d) shows the heat maps characterising values of Csi, j(t,τ) for the
whole duration of the trial with different time delay τ between each pair (i, j) of pedestrians.
Different colours are used to indicate different values of TDSC, with blue representing Csi j(t,τ)= 0
and red representing Csi j(t,τ)≥ 0.5. Dashed white lines represent level curves where Csi j(t,τ)=
0.05, whereas the dashed black line represents τ(t)= 0. The solid green line on top of the heat
map represents the value of τ(t) minimising the speed correlation between two pedestrians.
Individual Percentile leadership index. Knowledge of τi j(t), maximising/minimising the
heading direction/speed correlation, for each trial and pair of pedestrians allows to quantitatively
estimate how much a participant acts as a leader in the group. Specifically we define the
individual percentile leadership index for each participant as the overall average percentage of
time for which the computed τi j(t) is positive (Figure 8.2(e) and Figure 8.3(e)).
Network reconstruction. Knowledge of τi j(t) allows also to infer leader-follower interactions
between each pair of group members. Each pedestrian is represented as a node in the network and
the influence that each pedestrian has on the others is represented as an edge (an edge directed
from node i to node j means that pedestrian j is influenced by pedestrian i). The strength of this
influence is captured by the edge weight wi, j ∈ [0,1] representing the normalised percentage of
time in which pedestrian i leads pedestrian j. The network were reconstructed repeatedly on
different time windows in order to evaluate also the evolution of the interactions over time. A
total of 5 consecutive time windows were considered (Figure 8.2(f) and Figure 8.3(f)).
The topologies inferred were then refined by means of DPI techniques (data processing
inequality) and by a further thresholding to remove false positive links between nodes, as
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suggested in [9]. Specifically: i) link whose weight wi, j is null are discarded from the reconstructed
network, and ii) non-zero weights wi, j are checked among all triplets of connected nodes so that,
on the basis of their intensity, one of the triplet can be possibly regarded as a false connection
and set to zero (so that the corresponding link is removed). For example, let us consider three
nodes i, j and k. If the weight wi,k between the nodes i and k is lower than wi, j between the
nodes i and j, and is also lower than w j,k between the nodes j and k, then the weight wi,k is set
to zero and the link between the two nodes i and k is removed.
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FIGURE 8.2. Left-right representative trial. (a) Pedestrians’ trajectories in the xy-
plane with different colours. Velocity vectors are represented by an arrow each 3
seconds, the colour goes from black to grey as time increases.(b-c) Position along
x-axis and velocity along y-axis. Pedestrians are identified by his/her position
(FL, FR, BL, BR). (d) TDDC evaluated for each pair of pedestrians. The x-axis
represents time instant t, whereas the y-axis represents different values of the
time-delay τ. (e) Percentile leadership. Each grey bar refers to a different member
in the group. (f) Network reconstruction on 5 different time windows.
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FIGURE 8.3. Fast-slow representative trial (a) Pedestrians’ trajectories in the xy-
plane with different colours. Velocity vectors are represented by an arrow each 3
seconds, the colour goes from black to grey as time increases.(b-c) Position along
x-axis and velocity along y-axis. Pedestrians are identified by his/her position
(FL, FR, BL, BR). (d) TDSC evaluated for each pair of pedestrians. The x-axis
represents time instant t, whereas the y-axis represents different values of the
time-delay τ. (e) Percentile leadership. Each grey bar refers to a different member




To investigate leadership emergence in walking groups, we consider the simplest scenario in
which four participants were asked to walk together across the room. Our aim is to unveil whether,
when no designated roles are assigned, a leader spontaneously emerges in the group. Specifically,
we adopt a time-dependent cross correlation analysis to unfold the leader-follower relationships
established within the group by instructed all participants to change their heading direction or
speed twice during every experiment. We then evaluating the individual percentile leadership
index (formally defined in Section 8.1.3) to identify the group member whose change of locomotion
(heading direction or speed) is readily followed by other group members for the most of the time.
Such a participant is then labelled as the group leader.
In what follows, the data were analysed to assess the effect on leadership emergence of (i)
pedestrian position in the group and (ii) individual locomotion behaviour.
8.2.1 Effect of pedestrian position in the group
Because of positional layout used during the experiments, we expected one of the pedestrians
in the front row to act as the leader due to the fact that they cannot be visually coupled to the
participants in the back row.
Figure 8.4 shows the influence on the individual percentile leadership index of the positions
of the participants, averaged over all trials, in the two conditions (heading direction and speed).
Results effectively confirm that participants in the front left and front right positions have the
highest value of the leadership index.
This is also confirmed by the formal statistical analysis through ANOVA. In particular
a 2(Condition) × 4(Position) × 3(IPD) Mixed ANOVA was performed considering the factors
Condition and IPD as “between-subjects factors”, and the factor Position as “within-subjects
factor”. The additional factor Group was considered as random effect. The analysis revealed a
significant main effect of Position on the measured leadership (F(3,117)= 19.865, p < 0.05,η2 =
0.337).
The Condition main effect and the Condition × Position interaction were not in themselves
significant, having respectively F(1,39) = 1.334, p = 0.255,η2 = 0.033 and F(3,117) = 0.196, p =
0.899,η2 = 0.005. Furthermore, neither the IPD main effect (F(2,39)= 0.133, p = 0.876,η2 = 0.007)
nor the IPD × Position interaction (F(6,117) = 0.906, p = 0.493,η2 = 0.044) were significant.
Finally, the Condition × IPD × Position interaction reported F(6,117) = 1.301, p = 0.262,η2 =
0.063. This shows that the factor Position alone dominates percentile leadership.
Since the factor Position was statistically significant, we performed Bonferroni post-hoc test
for a pairwise comparison in order to understand in details which positions contribute to the
leadership emergence. We found that the differences between the front positions and the back
positions are statistically significant (p < 0.05) while the differences within the two positions in
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FIGURE 8.4. Four bar charts are reported, 2 groups × 2 conditions (speed and heading
direction). Each height’s bar represents the mean value of the leadership grouped
by position over the number of trials, whereas grey error bars are the standard
error of the mean. FL = front left, FR = front right, BL = back left, BR = back right.
the front and within the two in the back have a p = 1 and so not statistically significant.
Our findings confirm the observations made in [46, 160, 162] that leadership depends on local
visual couplings between group members that try to match their speed and heading direction
accordingly.
8.2.2 Effect of individual locomotion behaviour
The same data are replotted by participant in Figure 8.5, which shows the mean value and
standard error of the mean (SEM) of the individual leadership index for each pedestrian, where
we noticed some participants to have consistently higher indices than the others. As we were
interested in assessing the pedestrians individually, we performed a statistical ANOVA analysis
on both groups separately. The values of the individual percentile leadership index were evaluated
and averaged over different trials grouping them by specific participant. A one-way ANOVA was
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FIGURE 8.5. Four bar charts are reported, 2 groups × 2 conditions (speed and heading
direction). Each height’s bar represents the mean value of the leadership grouped
by a specific pedestrian over the number of trials independently from his/her
position, whereas grey error bars are the standard error of the mean.
performed on each group revealing that the factor Pedestrian has a main effect only in group 2
for direction-change trials (F(3,24)= 4.663, p < 0.05,η2 = 0.368).
In these trials, pedestrian P2.4 became the leader independently of his/her position in the
group as shown in Figure 8.6 (details about leader-follower patterns inferred from the data are
reported in Appendix B. This was confirmed by conducting a Bonferroni post-hoc test to perform
a pairwise comparison. The result shows that the behaviour of pedestrian P2.4 has a significant
influence on the behaviour of the whole group (p < 0.05). The same behaviour is not present in
the speed-change condition.
This discrepancy is probably due to the fact that in the case of direction-change trials
pedestrian P2.4 moved into the peripheral field of view of all the others while in the speed-
change trials the same pedestrian, when located in the back positions, remains behind the front
pedestrians.
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FIGURE 8.6. Percentile leadership of four sample trials are reported having the pedes-
trian P2.4 (in purple) in each of position. The x-axis represents the trial, the y-axis
the position (Front Left, Front Right, Back Left, Back Right), whereas the z-axis
reports the value of leadership in percentage. Each pedestrian is identified by
different colour.
Our data shows that in some situations individual locomotion behaviour of a participant
can be so influential as to dominate over the group independently of the visual interaction
pattern existing with the others. By deciding to always turn first, such a participant exploited
the mechanism of collective motion - in which participants match the heading of neighbours in
their field of view [161] - to seize the leadership (self-elected leader).
8.3 Summary
In this chapter we tackled the problem of leadership emergence in human ensembles trying to
unveil whether, when no designed roles are assigned, a leader spontaneously emerges in the
group. In so doing, we considered the simplest scenario in which four participants were asked to
walk side by side.
Our preliminary analysis showed that the combination of the positions of the pedestrians in
the group and their individual behaviour contribute in a statistically significant manner to define
the leadership role. In particular, our findings showed, as expected, that participants walking in
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the front row, which were not visually coupled to those walking behind, were usually emergent
as leaders. Counterintuitively, though, we also found that in a significant number of trials the
same participant assumed a leadership role initiating a group change of direction irrespective of
his/her position in the group.
These findings demonstrate that leadership emergence in walking groups is a complex
phenomenon that does not only depend on geometric conditions, such as the leader location in the
group, but also on other features related to the individual locomotor behaviour of the participants;
for example, the initiation of sudden movements or changes of direction of some individual that
when perceived by the neighbours propagate to the rest of the group. This observation might be
relevant to understand how coordination in walking groups emerges in those situations, such
as evacuations or some sport scenarios, where verbal communication among group members is
hidden.
The methodology we adopted in this work is general enough to be adapted to other scenarios
and larger walking groups. We wish to emphasise that it can also be used to obtain information
on the specific leader-follower relationships between group members and their changes over time.
This again can be an extremely useful information to possess in those cases where it is desirable













In this thesis, the design and control of an artificial agent able to perform coordination taskin human-robot or human-avatar interactions has been discussed. It has been shown thatthe availability of such an artificial agent can be extremely important in many common
applications (e.g., assistive robots for the elderly population, motor rehabilitation, educational
and entertainment purposes). The work presented addressed the following set of key research
issues:
1. Understand how the individual kinematic features characterising the human behaviour in
motor joint tasks can be captured by a mathematical framework.
2. Investigate how to transfer such kinematic features in the cognitive architecture of an
artificial agent in order to be able to reproduce them autonomously while interacting with
humans.
3. Develop control architectures enabling the virtual player to learn how to interact with the
human partner in dyadic scenario directly from data (in-silico and experimentally).
4. Extend the control architecture of the virtual player from dyadic to group interaction in the
multi-player version of the mirror game.
5. Apply the architecture to develop an exergame for motor rehabilitation of stroke patients.
9.1 Summary of the main results
After introducing the thesis motivation and the key challenges in Chapter 1, a detailed literature
review was given in Chapter 2 and Chapter 3. In particular, in Chapter 2 the main results
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were reviewed on human synchronisation and motor coordination both in dyadic interpersonal
coordination and in human ensemble underlying the need of having an autonomous artificial
agent able to coordinate its movements with human partners. In Chapter 3 we presented the
problem of human-robot interaction giving a broad overview of the solutions and the tasks
addressed in the literature and focusing on assistive robots in joint motor tasks with humans.
We began our investigation on the design of the virtual agent in Chapter 4. Specifically we
presented a cognitive architecture based on a controlled nonlinear oscillator capable to drive the
artificial agent in the dyadic task of the mirror game both in the leader-follower and in the joint
improvisation condition. The main contribution of this chapter is the introduction of Markov
chains as a mathematical framework to capture and model the individual kinematic features
of human behaviour from experimental data. Such a mathematical framework was exploited
as a signature generator and embedded in the nonlinear architecture of the virtual player in
order to produce artificial motion with a desired IMS. Results obtained by making the MC-based
virtual player play game sessions with humans were discussed. One of the main advantages
of such a strategy lies in the resulting reference generated motion, which both reproduces the
human-like IMS feature and results in an not pre-programmed/recorded human reference. Indeed,
the generated motion also reproduces the randomness and the non-perfect repetitiveness similar
to that of a human.
Reinforcement learning techniques, and in particular the Q-learning algorithm, was intro-
duced in Chapter 5 as a solution to the main drawbacks of the nonlinear control architecture
discussed in Chapter 4, e.g., the lack of an explicit mathematical model capturing the mechanisms
underlying the emergence of human coordination, and the need for carefully tuning the nonlinear
model parameters in order to make the virtual player move human-like. Such an approach
allowed us to design a new artificial agent (called cyber player) capable to learn how to move in a
human-like fashion directly observing data coming from humans while performing the motor
coordination task of interest. In this chapter, we solved the problem of the learning approach
requiring a large amount of training data, by synthesising one or more “virtual trainers” able to
generate as much synthetic data as needed during the training phase. Such VTs were driven by
the model-based control architecture from previous literature aptly modified by embedding in
its core the IMS generator described and discussed in Chapter 4. The use of the virtual trainer
had a dual advantage: i) only a small dataset of solo sessions performed by humans (e.g., 30
trials) was required to embed the signature generator in the model-based artificial avatar and
generate much larger synthetic datasets; ii) by tuning few virtual trainers in order to emulate
the behaviour of a set of human players, the cyber player was trained to be general enough to
play the mirror game with any human partner both in the leader and in the follower condition.
Motor coordination in a group was tackled in Chapter 6. Therein, we investigated the problem
of integrating the AI-driven artificial agent in a group performing the multi-player version of
the mirror game. We found that the Deep Q-network algorithm was suitable to address such a
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problem with a high accuracy. The CP was validated both in-silico and by performing experiments
involving groups of 4 human players connected with each other through different topological
patterns. The experiments were carried out through CHRONOS [12, 115], a software developed
by us to study both human-human and human-avatar coordination.
We concluded our investigation on assistive avatars implementing the virtual player in a
real application. Specifically, in Chapter 7 we presented a simple exergame designed for the
rehabilitation of people suffering from post-stroke impairments. The novelty of our approach
relied on the presence of an adaptive virtual avatar that supervises the patient along the
rehabilitation therapy proposing personalised motor coordination exercises. The preliminary
validation showed the potential impact of the exergame on the design of innovative rehabilitation
strategies that allows the patient to carry out assisted rehabilitation exercises comfortably at
home. The activity is a work in progress and an extended validation needs to be carried out
performing massive campaigns both with healthy people and patients in order to assess its
effectiveness.
Finally, Chapter 8 was dedicated to the study of leadership emergence in small walking
groups. The leadership is a phenomenon strictly correlated with the presence of coordination
established in a human group performing a common activity.
Our analysis showed that using time-lag method can unfold leadership emergence in human
group. We found that the combination of the positions of the pedestrians in the group and their
individual locomotor behaviour contributed in a decisive manner to define the leadership role.
In particular, participants walking in the front row were usually emergent leaders due to the
fact that the visual coupling only connects the back row with the front row. In this context,
we highlighted also the importance of the locomotor behaviour characterising each pedestrian
leading often to a self-elected leader. This attitude to anticipate and lead the movements of others
was observed to be independent of the position in the group.
9.2 Possible applications and future work
The availability of an autonomous artificial agent able to perform coordination task with humans
is of crucial importance in the context of human-machine interaction. Such virtual agents provide
a novel and promising tool to be used in the human dynamic clamp setting proposed in [59] as
a method to study social interaction and movement coordination among humans. In particular,
virtual agents allow us to change their exhibited kinematic features at will becoming in this
way an essential tool to explore the important principle in social psychology suggesting that
behavioural similarity between people enhances their coordination and social rapport [67, 179].
Other than allowing to investigate human movement coordination and its relationship with
socio-psychological factors, the cyber player designed in this thesis can be effectively used to
implement the rehabilitation strategies for patients affected by motor and social disorders that
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were suggested in [21, 178]. Therein, it is suggested that for rehabilitation purposes the patient
should be made to play the mirror game with an artificial avatar that starts by playing sessions of
the game while exhibiting the same IMS of the patient and is then gradually made to change its
IMS to habituate the patient to coordinate its motion with players moving in a different way from
her/him. Our approach allows to easily realise such an avatar. Indeed, the patient IMS could be
captured by our model-based Markov Chain approach. The resulting IMS generator can then be
used to synthesise virtual trainers able to train the cyber player to play the game as the patient
during the initial sessions. Further VTs with dissimilar IMS from those of the patient can then
be used to re-train the CP for later sessions of the rehabilitation exercise implementing the vision
first proposed in [21, 178, 179] where the IMS of the avatar is changed from that of the patient
during the first mirror game sessions to become that of a healthy individual towards the end
of the rehabilitation [21, 59]. In this way, the patient is habituated over successive trials of the
game with the CP to coordinate his/her motion better and better before moving to trials involving
other humans. The potential application of the CP in a clinical setting is beyond the scope of this
thesis, which is focused on the development of the IMS generator, the virtual trainers and the RL
based CP.
Extending the control of the cyber player from dyadic to a group setting is useful not only
to implement group rehabilitation activities (proved to be apt to enhance the effectiveness of
the rehabilitation if performed together with individual programs [197]) but also to unveil the
mechanisms underlying group coordination. Understanding how different topological patterns
can change the quality of coordination reached by the group and how the dynamics of each
member of the group influences the others will allow us to introduce one or more avatars in the
network in order to entrain a subset of the members in the ensemble to promote certain collective
dynamics. Formally, in control theory this strategy is the so called pinned control strategy [36, 50],
according to which a network is forced to achieve a desired synchronisation state by directly
influencing only a fraction of nodes properly selected from the network.
Other scenarios where the design of artificial agents leads to the improvement of humans’
quality of life include: industrial applications, where robots and human operators are required to
work in cooperation in close proximity in order to maximise performance and safety; human-robot
teams in search and rescue operations, e.g., after urban or natural disasters. Also, the ability
of the artificial agent to be an adaptive leader can be exploited in educational robotics to help
children in developing abilities that promote autonomy, problem solving skills and creativity.
Extensions and improvements of the work presented in this thesis include the possibility
of extending our study to a more complex task (so far we have considered a simple and mono-
dimensional oscillatory task). For example, the task can be extended to a multi DOF problem
where the position of the player end-effector is a point [x, y, z] in 3D Euclidean space.
In addition, social coupling between two individuals can emerge in collaborative tasks under
different modes of perceptual information (e.g., auditive, tactile). While the mechanism of visual
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coupling established between humans has been investigated in many existing works, the effects
of auditory interaction have been rarely explored. Starting from that, a further improvement will
be that of building an autonomous artificial agent that has also an auditory feedback besides
the visual one. Auditory and visual information might function in a complementary fashion to
support each other in order to make the agent able to perceive the surrounding environment
through vision and sound.
For group scenarios, different paths can be followed to improve the architecture of the cyber
player presented in this thesis. For example, in Chapter 6 the DQN implemented in the cyber
player takes as input the average of the positions of its neighbours. It is clear that this is a
simplification (although reasonable) and that much more complex mechanisms can be hidden
in human cognition when engaged in different scenarios. A solution could be using learning
techniques to make the cyber player extract the main motor features directly from the raw data
taking the whole state of its neighbours. The main drawback of these problems is that the state
space may became quickly too large and be dependent on the number of the neighbours (not
scalable and not general). Future studies may be so performed in this direction.
Finally, CHRONOS can be extended into an on-line environment in order to enable a higher
number of experiments and connect in a faster way a larger group of people in game sessions
over the Internet. This will allow to have a distributed coordination facility without requiring
any additional space or experimental burden.
The clinical trial of the exergame proposed in Chapter 7 is left to future work as it requires
access to patients. In addition, several improvements and extensions can be implemented in the
rehabilitation platform. For example, the Range of Motion, currently evaluated by the clinicians in
the preliminary phase of the therapy, could be included in the exergame proposing to the patient
different target angles to reach and evaluating the maximum angular excursion supported by
him/her. Furthermore, techniques of system identification can be also implemented to evaluate
the physical and mechanical parameters characterising the motion of the human forearm (e.g.,
stiffness, inertia and friction). Such parameters can be directly embedded in the dynamics of the











MARKOV CHAIN METHODOLOGY TO BUILD A CLASSIFIER
In this appendix, whose content has been published in [116], we exploit the Markov Chainmethodology (described in Chapter 4) to classify different Individual Motor Signaturesaccording to some properties. This is particularly relevant as IMS anomalies are exploited
to diagnose patients affected by schizophrenia providing new biomarkers for this mental disorder.
In particular, a classification methodology was presented in [178] which was based on the
characterisation of neuromotor markers extracted from the recordings of participants spontaneous
hand motion while playing the mirror game in solo condition. Three different features were
extracted from the collected data and, a posteriori, a majority rule was applied by the classifier
to take the diagnostic decision. Even though this proposed scheme is innovative for the use of
biomarkers in comparison with the previous literature [78, 200], it still suffers from several
limitations, such as the possibility of providing reliable online classification. In this appendix we
propose a classification methodology based on Markov chains able to overcome such drawback,
and reach also a better accuracy than that presented in [178].
Specifically, in Section A.1 we describe the design of the classifier to distinguish between
different individuals by analysing their IMS and diagnose if an individual suffers from mental
disorders such as schizophrenia. Then, in Section A.2 with the aim of making a good comparison
we validate our approach on the same human motion data in solo condition adopted in [178].
A.1 Classifier design
Given a dataset, it is possible to divide it into different classes based on some measures of
inherent similarity or distance. The classification procedure of a new observation is the problem
of identifying to which of these classes it belongs, based on “how similar” this new observation is
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with respect to the members of different classes. A classifier is the entity that implements such a
classification process and assigns the data to a class.
In this appendix, we exploit the Markov Chain methodology (described in Chapter 4) to build
an IMS classifier by tuning and assigning a dedicated MC model to each class we are interested
in. Specifically, we evaluate the problem of recognising healthy from schizophrenic players by
means of their signature profile. A total of two Markov chain models are needed, one representing
the class control made of all signatures coming from healthy people, and the other representing
the class patient made of all signatures coming from schizophrenic people.
Figure A.1 depicts the block diagram of the classifier for control/patient recognition. The
classifier takes as input one or more position time series of a certain player. For each of them, it
consults its base of knowledge and takes a decision. More specifically the classifier evaluates the
probability of having the sequence in input as output of each MC model and chooses the class as
the one corresponding to the model that maximises the probability. Formally, we compute the








where~s is the sequence of the states, T is the length of the sequence, st is the current state at
time instant t and A i := [a(i)i j ] is the transition matrix for the model λi. After having evaluated
the maximum of all the probabilities as maxλi (P(~s|λi)), where N is the number of the models
λi in the classifier’s base of knowledge, the time series is assigned to the most probable class. If
more than one time-series belonging to the same class are presented in input, a second level of
classification takes the final decision according to a majority rule.
A great advantage of the MC-based classifier is that it is able to work completely online
while the HP is performing the mirror game in solo condition. Indeed, the classifier acquires
the samples of the position signal in real time, buffers a minimal window of samples needed
to evaluate a meaningful FFT, and then starts evaluating the classification probability of the
data. Note that although during the game the length of the position time-series being acquired
increases, the computational complexity of the classification exercise remains constant (O(N)
where N is the constant number of buffered samples).
A.2 Classifier validation
Participants and experimental task. To validate our classifier, we used the same dataset
adopted in [178] and collected with the collaboration of the patients from the University Depart-
ment of Adult Psychiatry (CHRU Montpellier, France). A total of 59 participants took part to the
experiments (29 controls and 30 patients). Each participant was asked to perform 4 trials lasting
60 seconds of the mirror game in solo condition, in order that his/her IMS could emerge.
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FIGURE A.1. Classifier with two levels of decisions. In the first level the classifier
assigns the choice patient/control to each position time series according to the
Markov chain model that has in its knowledge base. In the second level, the final
decision is taken following a majority rule. The position time series are acquired
by sessions of the mirror game in solo condition performing by the same player.
Metrics. We defined the metrics used in this work in terms of 4 sets: i) true negative (TN) are
controls classified as controls; ii) false negative (FN) are the patients classified as controls; iii)
true position (TP) are patients classified as patients; iv) false positive (FP) are controls classified
as patients. Specifically, we define:
(A.2)




Speci f icity := TN
(TN +FP) Precision :=
TP
(TP +FP)
Classification. To build the Markov models we followed the same steps described in Chapter 4.
Specifically, each trial (position time series) of the dataset was interpolated to 100 Hz during the
preprocessing and then windowed with a Hamming window of 200 samples with an overlapping
of 150 samples. The signal was quantized with a codebook of 256 levels/symbols and so the
trained MC is made up of 256 states (one per symbol). The two modelled MCs represent one the
class “patient” and the other the class “control”.
Table A.1 shows the comparison between our results and the ones in [178]. The main difference
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between the two methodologies lies in the number of features adopted. Indeed, our method exploits
only one feature, based on the STFT, whereas [178] uses a total of three features, combines them
and chooses according the majority. The three features are: the global wavelet spectrum (GWS),
the ∆P0 distribution of the lengths of movement segments (lengths between two turning points)
and the distribution of (c1, c2, c3, c4, c5), polynomial coefficients of the stochastic model used to
describe hand motion. Furthermore, the method in [178] requires to acquire the whole signal
before processing it, while our method works intrinsically online.
Results of classification based on SFTF
Feature Ctrls/Pts TN FP TP FN Accuracy Sensitivity Specificity Precision
STFT-MC 29/30 29 0 30 0 1 1 1 1
Existing results of classification based on biomarkers
(c4, c3) 29/30 23 6 21 9 0.7458 0.7000 0.7931 0.7778
(c4, c2) 29/30 25 4 21 9 0.7797 0.7000 0.8621 0.8400
(c3, c2) 29/30 21 8 24 6 0.7627 0.8000 0.7251 0.7500
∆P0 29/30 21 8 24 6 0.7627 0.8000 0.7251 0.7500
GWS 29/30 23 6 21 9 0.7458 0.7000 0.7931 0.7777
Majority 29/30 28 1 27 3 0.9322 0.9000 0.9655 0.9642
TABLE A.1. Comparison between our STFT-MC methodology and the existing results
in [178] regarding the classification of people suffering from social disorders or
not. Data are extracted from solo condition experiments of 29 controls (Ctrls)
and 30 patients (Pts). For each feature the number of true negative (TN), false
positive (FP), true positive (TP), false negative (FN) is reported and using them












FURTHER DETAILS ON THE LEADERSHIP EMERGENCE IN WALKING
GROUPS
In this appendix we provide further details on Chapter 8. Specifically, in Section B.1 sometables supplementing the information about the design of experimental trials are reported.Then, in Section B.2 we confirm our findings providing further evidence about the be-
havioural leadership.
B.1 Further details on the design of experiments
A total of eight participants took part voluntarily to the experiment. In particular they were
divided in two groups of 4 people each, named group 1 and group 2. We denoted by Px.y pedestrian
y in group x. Using this notation group 1 consisted of pedestrians P1.1, P1.2, P1.3 and P1.4, while
group 2 of pedestrians P2.1, P2.2, P2.3 and P2.4.
All pedestrians of each group were asked to perform both speed-change and direction-change
trials. At the beginning of each trial we varied the pedestrians’ positions, the initial inter-personal
distance between them and the sequence of the given instructions. In particular, a trial consisted
of a sequence of any combination of two commands, turn right/turn left if the trial changes in
heading direction or speed up/slow down if the trial changes in speed. Details about each trial
are reported in Table B.1 and B.2 respectively for the group 1 and 2. A total of 3 trials out of 54
were discarded.
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Trial Condition IPD Group Pedestrian
[m] [FL, FR, BL, BR]
1 direction (left, left) 4 1 [P1.1, P1.4, P1.2, P1.3]
2 direction (left, right) 2 1 [P1.2, P1.3, P1.1, P1.4]
3 direction (left, right) 4 1 [P1.4, P1.1, P1.3, P1.2]
4 direction (right, left) 2 1 [P1.1, P1.2, P1.4, P1.3]
5 direction (left, left) 2 1 [P1.3, P1.4, P1.2, P1.1]
6 direction (right, right) 1 1 [P1.4, P1.2, P1.3, P1.1]
7 direction (right, right) 2 1 [P1.1, P1.2, P1.3, P1.4]
8 direction (left, left) 1 1 [P1.1, P1.4, P1.3, P1.2]
9 direction (right, left) 4 1 [P1.2, P1.3, P1.4, P1.1]
10 direction (right, right) 4 1 [P1.1, P1.4, P1.3, P1.2]
11 direction (right, left) 1 1 [P1.4, P1.1, P1.3, P1.2]
12 control 2 1 [P1.2, P1.3, P1.4, P1.1]
13 control 4 1 [P1.3, P1.1, P1.4, P1.2]
14 speed (fast, slow) 2 1 [P1.4, P1.2, P1.1, P1.3]
15 speed (slow, slow) 2 1 [P1.3, P1.2, P1.1, P1.4]
16 control 1 1 [P1.1, P1.4, P1.3, P1.2]
17 speed (slow, fast) 1 1 [P1.1, P1.3, P1.2, P1.4]
18 speed (fast, slow) 4 1 [P1.2, P1.4, P1.3, P1.1]
19 speed (fast, fast) 4 1 [P1.3, P1.2, P1.4, P1.1]
20 speed (slow, slow) 1 1 [P1.1, P1.2, P1.3, P1.4]
21 speed (fast, fast) 2 1 [P1.4, P1.3, P1.2, P1.1]
22 speed (slow, fast) 1 1 [P1.2, P1.4, P1.1, P1.3]
23 speed (fast, fast) 1 1 [P1.1, P1.3, P1.4, P1.2]
24 speed (slow, slow) 4 1 [P1.4, P1.1, P1.3, P1.2]
25 speed (fast, slow) 1 1 [P1.2, P1.1, P1.3, P1.4]
26 speed (slow, fast) 2 1 [P1.4, P1.3, P1.2, P1.1]
TABLE B.1. Details about the trials carried out by the group 1. Trial condition, initial
inter-personal distance (IPD) between participants, and participants’ positions are
specified.
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Trial Condition IPD Group Pedestrian
[m] [FL, FR, BL, BR]
1 control 2 2 [P2.4, P2.2, P2.1, P2.3]
2 speed (fast, slow) 4 2 [P2.1, P2.2, P2.4, P2.3]
3 speed (slow, slow) 1 2 [P2.2, P2.1, P2.4, P2.3]
4 speed (slow, fast) 2 2 [P2.1, P2.3, P2.2, P2.4]
5 speed (slow, fast) 4 2 [P2.2, P2.4, P2.1, P2.3]
6 speed (fast, slow) 1 2 [P2.1, P2.3, P2.4, P2.2]
7 control 1 2 [P2.4, P2.1, P2.2, P2.3]
8 speed (slow, fast) 1 2 [P2.2, P2.4, P2.1, P2.3]
9 speed (fast, fast) 2 2 [P2.3, P2.4, P2.2, P2.1]
10 speed (fast, fast) 1 2 [P2.3, P2.1, P2.4, P2.2]
11 speed (slow, slow) 4 2 [P2.4, P2.2, P2.3, P2.1]
12 speed (fast, fast) 4 2 [P2.1, P2.4, P2.2, P2.3]
13 speed (slow, slow) 2 2 [P2.2, P2.1, P2.4, P2.3]
14 control 4 2 [P2.4, P2.2, P2.1, P2.3]
15 speed (fast, slow) 2 2 [P2.2, P2.4, P2.1, P2.3]
16 direction (left, right) 4 2 [P2.1, P2.4, P2.2, P2.3]
17 direction (left, right) 2 2 [P2.1, P2.3, P2.2, P2.4]
18 direction (right, right) 4 2 [P2.1, P2.4, P2.3, P2.2]
19 direction (left, left) 4 2 [P2.2, P2.1, P2.4, P2.3]
20 direction (left, left) 1 2 [P2.4, P2.3, P2.1, P2.2]
21 direction (left, right) 1 2 [P2.3, P2.2, P2.1, P2.4]
22 direction (right, left) 4 2 [P2.3, P2.2, P2.1, P2.4]
23 direction (right, left) 2 2 [P2.2, P2.3, P2.4, P2.1]
24 direction (left, left) 2 2 [P2.1, P2.4, P2.2, P2.3]
25 direction (right, right) 1 2 [P2.1, P2.2, P2.4, P2.3]
TABLE B.2. Details about the trials carried out by the group 2. Trial condition, initial
inter-personal distance (IPD) between participants, and participants’ positions are
specified.
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APPENDIX B. FURTHER DETAILS ON THE LEADERSHIP EMERGENCE IN WALKING
GROUPS
B.2 Additional evidence of behavioural leadership
In order to confirm our findings in the main text, in this section we show further evidence that
the pedestrian P2.4 effectively assumes the leadership independently of his/her position in the
group. In Figure B.1, B.2, B.3, B.4 four sample trials are visualised, where the pedestrian is
respectively on the front right, back right, front left and back left position. It is easy to appreciate
that the participant P2.4 moves first in all conditions acting in this way as leader even if he/she is
located in the back positions of the group. Furthermore, in the network reconstruction the same
pedestrian has only outgoing edges meaning that the participant under investigation influences
the others but is seldom influenced.
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FIGURE B.1. Pedestrian P2.4 in the front right position. Direction-change trial imple-
menting the sequence “LR” (turn left, turn right) and having an initial distance
between participants of 4 metres. (a) Velocity time series. Pedestrians’ velocity time
series in the xy-plane where the x-axis represents the time in seconds and the
y-axis the horizontal component of the velocity vector. Different pedestrians are
characterised by different colours and identified by the label Px.y, where x is the
group and y is the specific member of the group. (b) Percentile leadership. Each
grey bar represents the percentage of leadership taken by the participant in the
group during the trial. The labels FL, FR, BL, BR on each bar refer to the position
occupied by the corresponding pedestrians and they are “front left, front right, back
left, back right”. (c) Network reconstruction. Each node represents a participant.
The interaction between them are graphically represented through an arrow with
different width, the thicker the arrow the stronger the interaction. Five different
networks are reconstructed over different time-windows.
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FIGURE B.2. Pedestrian P2.4 in the back right position. Direction-change trial imple-
menting the sequence “LR” (turn left, turn right) and having an initial distance
between participants of 2 metres. (a) Velocity time series. Pedestrians’ velocity time
series in the xy-plane where the x-axis represents the time in seconds and the
y-axis the horizontal component of the velocity vector. Different pedestrians are
characterised by different colours and identified by the label Px.y, where x is the
group and y is the specific member of the group. (b) Percentile leadership. Each
grey bar represents the percentage of leadership taken by the participant in the
group during the trial. The labels FL, FR, BL, BR on each bar refer to the position
occupied by the corresponding pedestrians and they are “front left, front right, back
left, back right”. (c) Network reconstruction. Each node represents a participant.
The interaction between them are graphically represented through an arrow with
different width, the thicker the arrow the stronger the interaction. Five different
networks are reconstructed over different time-windows.
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FIGURE B.3. Pedestrian P2.4 in the front left position. Direction-change trial imple-
menting the sequence “LL” (turn left, turn left) and having an initial distance
between participants of 1 metre. (a) Velocity time series. Pedestrians’ velocity time
series in the xy-plane where the x-axis represents the time in seconds and the
y-axis the horizontal component of the velocity vector. Different pedestrians are
characterised by different colours and identified by the label Px.y, where x is the
group and y is the specific member of the group. (b) Percentile leadership. Each
grey bar represents the percentage of leadership taken by the participant in the
group during the trial. The labels FL, FR, BL, BR on each bar refer to the position
occupied by the corresponding pedestrians and they are “front left, front right, back
left, back right”. (c) Network reconstruction. Each node represents a participant.
The interaction between them are graphically represented through an arrow with
different width, the thicker the arrow the stronger the interaction. Five different
networks are reconstructed over different time-windows.
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FIGURE B.4. Pedestrian P2.4 in the back left position. Direction-change trial imple-
menting the sequence “RR” (turn right, turn right) and having an initial distance
between participants of 1 metre. (a) Velocity time series. Pedestrians’ velocity time
series in the xy-plane where the x-axis represents the time in seconds and the
y-axis the horizontal component of the velocity vector. Different pedestrians are
characterised by different colours and identified by the label Px.y, where x is the
group and y is the specific member of the group. (b) Percentile leadership. Each
grey bar represents the percentage of leadership taken by the participant in the
group during the trial. The labels FL, FR, BL, BR on each bar refer to the position
occupied by the corresponding pedestrians and they are “front left, front right, back
left, back right”. (c) Network reconstruction. Each node represents a participant.
The interaction between them are graphically represented through an arrow with
different width, the thicker the arrow the stronger the interaction. Five different
networks are reconstructed over different time-windows.
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