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ВСТУП 
У практичній діяльності хіміку-технологу часто доводиться 
досліджувати процеси з метою їх оптимізації. Оптимізація відкрила 
широкі можливості для аналізу і синтезу технологічних процесів. При 
проектуванні та експлуатації хіміко-технологічних систем (ХТС) виникає 
задача, як спроектувати і експлуатувати ХТС, щоб досягти найкращої 
якості проекту і показників роботи ХТС. 
Вивчення фізичних і хімічних явищ та процесів показує, що на 
поведінку об’єкта дослідження впливає  багато факторів, таких, як 
параметри технологічних режимів (температура, тиск), фізико-хімічні 
властивості речовини (в’язкість, густина) та інші. 
Постановка задачі оптимізації вимагає вміння побудувати 
математичну модель досліджуваного процесу, тобто виразити 
математично залежність величини, максимальне чи мінімальне значення 
якої потрібно знайти, від факторів, які на неї впливають. Для 
розв’язування задачі багатовимірної оптимізації найчастіше 
використовують пошукові методи лінійного і нелінійного програмування. 
Будь-яка оптимізаційна процедура нелінійного програмування є 
ітераційною процедурою, яка характеризується двома аспектами – типом 
обчислення критерію оптимальності на кожній ітерації і стратегією 
пошуку. З точки зору типу обчислень, на кожній ітерації методи 
оптимізації можна поділити на методи, які вимагають: 
1) обчислення тільки цільової функції (методи 0-го порядку); 
2) розрахунку крім цього її перших похідних (методи 1-го порядку); 
3) обчислення перших і других похідних (методи 2-го порядку). 
В методичних вказівках розглядаються методи сканування, Гауса-
Зейделя, Хука-Дживса, комплексний метод Бокса, які відносяться до 
першої групи методів; методи градієнта і релаксації, які відносяться до 
другої групи методів. 
Студенти повинні знати суть і особливості цих методів, вміти 
вибрати в залежності від задачі оптимізації, найбільш ефективний метод 
її розв’язання. 
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Лабораторна робота 1 
Комп’ютерний розрахунок оптимальних умов хіміко-
технологічних процесів з застосуванням методів 
багатовимірної безумовної оптимізації (безградієнтних) 
 
Мета роботи: набути уміння комп’ютерного розрахунку оптимальних 
умов хіміко-технологічних процесів з використанням методів сканування, 
Гауса-Зейделя та Хука-Дживса. 
 
Основні теоретичні положення 
До безградієнтних методів багатовимірної оптимізації можна віднести 
методи сканування, Гауса-Зейделя та Хука-Дживса. 
Метод сканування 
Нехай потрібно знайти max(min) цільової функції )(xf , де 
),....,,( 21 nxxxx  , причому ),...,2,1( nibxa iii  . Кожен з інтервалів ],[ ii ba  
поділяють на ni рівних відрізків довжиною 
i
ii
i
n
ab
h

  (довжина відрізків 
може бути однаковою, тобто hhi  , більшою або рівною точності ε пошуку 
екстремуму). Точками розподілу будуть: ,0 ii ax   ,...,01 iii hxx   
iiiiin bhnxx  0 ),...,2,1( ni   
Послідовно обчислюється значення )(xf  на інтервалі 111 bxa  з 
кроком h1 (наприклад, змінюється значення змінної x1 на величину кроку 
h1), найбільше (найменше) значення запам’ятовується. Потім x2 змінюється 
на величину кроку h2 і знову обчислюється )(xf  у точках змінної 
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,20x ,21x … nx2 . Для довільного числа незалежних змінних крок по кожній 
наступній змінній відбувається після того, як завершиться цикл по 
попередній змінній. Графічне зображення пошуку оптимуму методом 
сканування для двох змінних показано на рис. 1 
 
 
 
 
 
 
 
 
 
 
 
 
Рис.1. Графічне зображення пошуку оптимуму методом сканування 
для двох змінних. 
 
Оцінка обчислювальних затрат при використанні метода сканування: 
nS )
1
(

 , де S – кількість обчислених значень цільової функції )(xf ; Δ – 
точність визначення оптимуму )(xf ; n – розмірність задачі (кількість 
незалежних змінних). 
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Тобто кількість обчислень )(xf  зростає в показниковій залежності 
від розмірності задачі. Тому ефективне застосування даного метода 
обмежується задачами невеликої розмірності (n=2 – 3). 
Існують різні модифікації цього метода, які застосовуються для 
скорочення об’єму обчислень. Одна з них полягає у тому, що 
використовується алгоритм із змінними кроками сканування. Спочатку 
величина кроку вибирається достатньо великою (по можливості значно 
більшою точності визначення оптимуму) і виконується грубий пошук, 
який локалізує область знаходження глобального оптимуму. Потім у 
межах отриманої області виконується пошук із меншим кроком. 
Переваги методу: простота алгоритму та можливість знаходження 
глобального екстремуму. Він може бути використаний для грубого аналізу 
розташування екстремумів. 
Недоліки: великий об’єм обчислень. 
 
Метод Гауса-Зейделя 
Нехай потрібно знайти найбільше значення цільової функції 
),...,,( 21 nxxxf . Позначимо ),...,,(
)0()0(
2
)0(
1
)0(
nxxxx   початкову точку. Зафіксуємо 
всі координати функції, крім першої. Тоді маємо функцію однієї змінної 1x  
- )...,,,( )0()0(3
)0(
21 nxxxxf . Розв’язуємо для цієї функції одновимірну задачу 
оптимізації, наприклад, методом сканування, або методом «золотого 
перерізу», або іншим методом пошуку оптимуму функції однієї змінної. В 
результаті перейдемо від точки )0(x  до точки ),...,,( )0()0(21
)1(
nxxxx  , в якій при 
деякому )1(11 xx   функція приймає максимальне значення по координаті 1x  
при фіксованих інших координатах. В цьому полягає перший крок процесу 
оптимізації, це спуск по координаті 1x . Зафіксуємо тепер при 
)1(
11 xx   всі 
інші координати, крім 2x  і розглянемо функцію цієї змінної 
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),...,,,,( )0()0(4
)0(
32
)1(
1 nxxxxxf . Знову розв’язуючи одновимірну задачу оптимізації, 
знаходимо її найбільше значення при )1(22 xx  , тобто в точці 
),...,,( )0()2(2
)1(
1
)2(
nxxxx  . 
Аналогічно відбувається спуск по інших координатах, потім 
процедура знову повторюється від 1x  до nx  і т.д. В результаті отримаємо 
точки ,...,, )1()0( xx  в яких значення цільової функції )(xf  утворюють 
монотонно зростаючу послідовність ...)()( )1()0(  xfxf  Цей процес можна 
вважати завершеним, коли   )()( )1()( kk xfxf , де ε – мала величина 
(точність пошуку оптимуму). 
 
Метод Хука-Дживса 
Процедура оптимізації методом Хука-Дживса складається з 
досліджую чого пошуку навколо базової точки з метою визначення 
характеру локальної поведінки цільової функції і напрямку максимізації чи 
мінімізації, а також прискорюючим пошуком за зразком. 
Нехай потрібно знайти )(max xf , де ),...,,( 21 nxxxx  . Алгоритм 
оптимізації буде складатися з наступних кроків.  
1. Задають початкову базову точку )1(b  з координатами )1()1(2
)1(
1 ,...,, nbbb  і 
крок довжиною ),...,2,1( nihi   для кожної змінної. 
2. 1j  (  – номер кроку оптимізації). 
3. Досліджуючий пошук навколо базової точки. 
3.1. Координатам точки )0(x  присвоюють значення координат базової 
точки ),...,2,1()()0( nibx jii  . 
3.2. Обчислюють значення цільової функції в точці )0(x . 
3.3. В циклічному порядку змінюють значення всіх змінних, починаючи з 
першої, причому кожен раз змінюється тільки одна змінна; значення 
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і-ої координати збільшується на крок ih , так що iii hxx 
)0()1( , якщо 
значення функції в отриманій точці буде більше, ніж у точці )0(x , то 
нова точка приймається за точку )0(x  і значення )(xf , яке було в 
точці )0(x  замінюється новим для наступних порівнянь; в іншому 
випадку і-а координата зменшується на крок ih , знову порівнюється 
значення в двох точках і краща точка приймається за точку )0(x ; 
якщо значення функції не покращується ні при iii hxx 
)0()1( , ні при 
iii hxx 
)0()1( , то )0(ix  залишається без змін; після того, як значення 
змінних зміняться для всіх ni ,...,2,1 , досліджуючий пошук 
закінчується. 
3.4. Якщо нова точка )0(x  і точка )( jb  не співпадають, то відбувається 
пошук за зразком; в іншому випадку крок зменшується у декілька 
разів і, якщо крок більший деякого значення ε, то повторюється 
досліджуючий пошук; в іншому випадку процес оптимізації 
припиняється. 
4. Пошук за зразком відбувається на основі інформації, отриманої в 
процесі досліджуючого пошуку. Оскільки переміщення в напрямку 
)()0( jbx   привело до збільшення цільової функції , то наступна 
базова точка обчислюється за формулою )(2 )()0()()1( jjj bxbb  . 
Якщо )()( )0()1( xfbf j  , то точку )1( jb  приймають за нову базову 
точку, інакше )0()1( xb j   
5. 1 jj . Обчислення повторюють з пункту 3. 
 
Хід виконання роботи 
1. Отримати у викладача індивідуальне завдання за своїм варіантом. 
2. Розробити програмний модуль до кожного з методів оптимізації. 
3. Провести оптимізацію досліджуваного процесу. 
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4. Звести отримані результати в таблицю та порівняти. 
5. Внести пропозиції щодо зменшення розрахунків за кожним методом. 
Продемонструвати відповідні результати. 
6. Оформити протокол лабораторної роботи. 
 
Аналіз результатів 
Аналіз результатів виконується згідно схеми, наведеної нижче. 
1. Провести оптимізацію досліджуваного процесу. Порівняти отримані 
результати   
Приклад 1. Досліджувався процесс отримання целюлози при 
використанні сировини однолітніх рослин (соломи пшениці). Отримана 
адекватна математична модель: 
де у – вихід целюлози, х1 – концентрація у варочному розчині, х2 – час 
відстоювання при температурі варки, х3 – температура варки.   
Знайти значення факторів процессу, що забезпечують максимальне 
значення виходу целюлози в інтервалі [-1, 1].  
Визначимо оптимальні умови процесу з застосуванням методу 
сканування. Крок сканування оберимо h=0.02. 
 
 
 
 
 
y x1 x2 x3( ) 5.4 8.2 x1 5.8 x2 9.3 x3 86 x1
2
 5.2 x1 x2 2.9 x1 x3 6.4 x2 x3 27. x2
2
 18. x3
2
  
 
ORIGIN 1  
 h 0.02  
y x1 x2 x3( ) 5.4 8.2 x1 5.8 x2 9.3 x3 86 x1
2
 5.2 x1 x2 2.9 x1 x3 6.4 x2 x3 27. x2
2
 18. x3
2

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max_scan a b h y( ) x1 a
1

x2 a
2

x3 a
3

M y x1 x2 x3( )
x
x1
x2
x3









i 0
x1 a
1
h
x1 x1 h
x2 a
2
h
x2 x2 h
x3 a
3
h
x3 x3 h
M y x1 x2 x3( )
x
x1
x2
x3









i i 1
M y x1 x2 x3( )if
x3 b
3
while
x2 b
2
while
x1 b
1
while
M
x
i









 
 
 
 
 
 
 
Визначимо оптимальні умови процесу з застосуванням методу Гауса-
Зейделя (з кроком 0.02): 
 
max_scan a b h y( )
1
7.401  
max_scan a b h y( )
2
0.06
0.14
0.28








  
max_scan a b h y( )
3
3.625 10
3
  
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y x1 x2 x3( ) 5.4 8.2 x1 5.8 x2 9.3 x3 86 x1
2
 5.2 x1 x2 2.9 x1 x3 6.4 x2 x3 27. x2
2
 18. x3
2
  
 
ORIGIN 1  
x0
0
0
0








  a
1
1
1








  b
1
1
1








  h 0.02  
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max_gz a b x0 h y( )
1
7.401  
max_gz a b x0 h y( )
2
0.06
0.14
0.28








  
max_gz a b x0 h y( )
3
24  
14 
 
X
0.1
0.1
0.1









Визначимо оптимальні умови процесу методом Хука-Дживса (з 
кроком 0.1, коефіцієнтом зменшення кроку 5 та точністю розрахунку 0.02):  
 
y x1 x2 x3( ) 5.4 8.2 x1 5.8 x2 9.3 x3 86 x1
2
 5.2 x1 x2 2.9 x1 x3 6.4 x2 x3 27. x2
2
 18. x3
2
  
 
ORIGIN 1  
x0
0
0
0









 
 a
1
1
1









 
 b
1
1
1









 
 E 0.02   
 5
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Порівняємо отримані результати. 
 
Таблиця 1. Результати оптимізації методами сканування, Гауса-
Зейделя та Хука-Дживса. 
Назва методу x1 x2 x3 )(max xf  Кількість шагів в 
напрямку оптимуму 
Сканування 0.06 0.14 0.28 7.401 3625 
Гауса-Зейделя 0.06 0.14 0.28 7.401 24 
Хука-Дживса 0.06 0.14 0.28 7.401 12 
 
Найменьша кількість шагів в напрямку оптимуму спостерігається при 
застосуванні методу Хука-Дживса, який є комбінацією «досліджуючого» 
пошуку з циклічним зміненням змінних та прискорюючого пошуку по 
зразку. 
2.      Запропонувати дії щодо зменшення розрахунків. 
max_hg a b X x0  E 1 7.401  
max_hg a b X x0  E 2
0.06
0.14
0.28








  
max_hg a b X x0  E 3 12  
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Складання звіту про лабораторну роботу 
 У звіті потрібно подати тему і мету роботи, індивідуальне завдання за 
своїм варіантом, блок-схему та текст програми до кожного методу, 
отримані результати, аналіз результатів і висновки за результатами 
виконання роботи. 
Контрольні запитання 
1. Коли на практиці зручно користуватися методом сканування? 
2. В чому перевага методу сканування в порівнянні з іншими методами 
і в чому його недоліки? 
3. Що є спільного у методів Гауса-Зейделя та Хука-Дживса і що їх 
відрізняє? 
4. З яких етапів складається алгоритм Хука-Дживса і яка роль кожного 
з них при розв’язуванні задачі багатовимірної оптимізації? 
5. Коли потрібно закінчувати обчислення в кожному з цих методів? 
18 
 
Лабораторна робота 2 
Комп’ютерний розрахунок оптимальних умов хіміко-
технологічних процесів з застосування градієнтних 
методів багатовимірної оптимізації 
Мета роботи: набути уміння комп’ютерного розрахунку оптимальних 
умов хіміко-технологічних процесів з використанням градієнтних методів 
багатомірної оптимізації. 
Основні теоретичні положення 
Градієнт – це вектор, який за напрямом співпадає з напрямом 
найшвидшого зростання цільової функції ),...,,( 21 nxxxf . Елементами цього 
вектора є частинні похідні першого порядку по всіх незалежних змінних 
функції )(xf , де ),...,,( 21 nxxxx  . Позначають так: 












nx
f
x
f
x
f
xf ,...,,)(
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(або )(xfgrad ). 
Нехай потрібно знайти )(min xf . 
Метод релаксації 
Алгоритм цього метода передбачає послідовність таких дій: 
1. Задати: n  - розмірність задачі;  
           ),...,,( )0()0(2
)0(
1
)0(
nxxxx   - початкову точку; 
h  - величину інтервалу, в якому відбувається одномірний пошук; 
δ – точність одновимірної оптимізації; 
ε – точність багатовимірної оптимізації; 
2. Обчислити значення похідних у точці )0(x : 
nx
xf
x
xf
x
xf





 )(
,...,
)(
,
)( )0(
2
)0(
1
)0(
. 
знайти серед них максимальне по модулю. Нехай воно відповідає 
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змінній ix , тобто 

















nii x
xf
x
xf
x
xf
x
xf
x
xf )0()0(
2
)0(
1
)0()0( (
,...,
(
,...,
(
,
(
max
(
. 
Змінна ix  визначає той осьовий напрямок, вздовж якого функція )(xf  
змінюється найбільше. Якщо знак похідної 
ix
xf

 )( )0(
 додатній, то 
функція )(xf  збільшується в обчисленому осьовому напрямку; якщо 
ж 0
)( )0(

ix
xf


, то в протилежному напрямку. 
3. Для знайденого в п. 2 осьового напрямку визначити інтервал 
одновимірного пошуку оптимуму (в нашому випадку max). Якщо 
0/)( 0  ixxf , то 
)0(
ixa  , hxb i 
)0( , якщо ж 0/)( 0  ixxf то 
hxa i 
)0( , )0(ixb  . 
4. У знайденому інтервалі методом одновимірного пошуку 
(сканування, «Золотого перетину» та інш.) визначити максимальне 
значення цільової функції )(xf (частковий максимум) з точністю δ. 
Нехай воно досягається в точці з координатами )()(2
)(
1 ,...,,
k
n
kk
xxx  
5. Перевірити умову закінчення обчислень: якщо   |||| )1()( kk xx  тобто 
  2)1()(22)1(2)(21)1(1)( )(...)()( nknkkkkk xxxxxx , то обчислення 
припинити, якщо ця умова не виконується, то перейти до п.2, в 
якому обчислити в останній отриманій точці )()(2
)(
1 ,...,,
k
n
kk
xxx частинні 
похідні по всім змінним, окрім  ix , що визначала напрямок пошуку 
часткового оптимуму. 
Метод градієнта 
Алгоритм цього метода передбачає послідовність таких дій: 
1. Задати: n  - розмірність задачі;  
),...,,( )0()0(2
)0(
1
)0(
nxxxx   - початкову точку; 
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ε – точність оптимізації; 
)0(h  - величину кроку в напрямку градієнта (для знаходження 
)(max xf ); 
2. Покласти 0k  ( k  - номер кроку оптимізації). 
3. Обчислити )( )(kxf  і )( )(kxf , тобто значення частинних похідних по 
всіх змінних в точці )(kx : 
n
kkk
x
xf
x
xf
x
xf





 )(
,...,
)(
,
)( )(
2
)(
1
)(
. 
4. Зробити крок в напрямку градієнта. Координати нової точки 
розраховувати за формулою:  
















n
i i
k
j
k
kk
j
k
j
x
xf
x
xf
hxx
1
2
)(
)(
)()()1(
)(
)(
 ),...,2,1( nj   
В цій формулі використовується нормалізований вектор градієнта, 
який вказує лише напрямок найшвидшої зміни цільової функції, але 
не вказує швидкість її зміни в цьому напрямку. Часто користуються 
формулою: ),...,2,1(
)( )()()()1( nj
x
xf
hxx
j
k
kk
j
k
j 


 . При сталому значенні 
параметра hh k )(  величина 
j
k
k
j
x
xf
hx



)( )()(  змінюється у 
відповідності із зміною абсолютної величини градієнта. 
5. Обчислити )( )1( kxf . 
6. Порівняти )( )(kxf  і )( )1( kxf : якщо )()( )()1( kk xfxf  , тобто зроблений 
крок у напрямку градієнта успішний, то перейти до п.7. Якщо 
)()( )()1( kk xfxf  , то початкова величина кроку зменшується, 
наприклад, в 2 рази 
2
)(
)(
k
k hh  і розрахунки повторюються, починаючи 
з п.4. 
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7. Перевірити виконання нерівності:  )()1( kk xx . Якщо нерівність 
виконується, то обчислення припинити; якщо не виконується, то 
покласти ,1 kk  )0()( hh k   і перейти до п.3. 
Хід виконання роботи 
1. Отримати у викладача індивідуальне завдання за своїм варіантом. 
2. Розробити програмний модуль до кожного з методів оптимізації. 
3. Провести оптимізацію досліджуваного процесу. 
4. Звести отримані результати в таблицю та порівняти. 
5. Внести пропозиції щодо зменшення розрахунків за кожним методом. 
Продемонструвати відповідні результати. 
6. Оформити протокол лабораторної роботи. 
Аналіз результатів 
Аналіз результатів виконується згідно схеми, наведеної нижче. 
1. Провести оптимізацію досліджуваного процесу. Порівняти отримані 
результати   
Приклад 2. За даними прикладу 1 знайти значення факторів процесу, 
що забезпечують максимальне значення виходу целюлози. 
Скористаймося методом релаксацій. Оберемо інтервал одновимірного 
пошуку h=1, точність одновимірної оптимізації δ=0.001, точність 
багатомірної оптимізації E=0.001, приріст для розрахунку часткових 
похідних Δх=10-4 
 
 
 
 
ORIGIN 1  
x0
0
0
0








  a
1
1
1








  b
1
1
1








  x 10
4
   0.001  E 0.001  h 1  
y x( ) 5.4 8.2 x
1
 5.8 x
2
 9.3 x
3
 86 x
1 
2
 5.2 x
1
 x
2
 2.9 x
1
 x
3
 6.4 x
2
 x
3
 27. x
2 
2
 18. x
3 
2

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E 0.001
 
 
 
 
 
Визначимо оптимальні умови процесу градієнтним методом (з кроком 
h=1, точністю оптимізації E=0.001, прирістом для розрахунку часткових 
похідних Δх=10-4 ). 
 
 
 
 
max_rel a b x0 E h  x 1 7.405  
max_rel a b x0 E h  x 2
0.057
0.147
0.289








  
max_rel a b x0 E h  x 3 493  
ORIGIN 1  
x0
0
0
0








  a
1
1
1








  b
1
1
1








  x 10
4
  h 1  
y x1 x2 x3( ) 5.4 8.2 x1 5.8 x2 9.3 x3 86 x1
2
 5.2 x1 x2 2.9 x1 x3 6.4 x2 x3 27. x2
2
 18. x3
2

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Порівняємо отримані результати.  
 
max_gr a b x0 E h y x 1 7.405  
max_gr a b x0 E h y x 2
0.057
0.147
0.288








  
max_gr a b x0 E h y x 3 13  
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Таблиця 2. Результати оптимізації методом релаксації та градієнтним 
методом. 
Назва методу x1 x2 x3 )(max xf  Кількість шагів в 
напрямку оптимуму 
Метод релаксації 0.057 0.147 0.289 7.405 493 
Градієнтний 
метод 
0.057 0.147 0.288 7.405 13 
 
Найменьша кількість шагів в напрямку оптимуму спостерігається 
при застосуванні грдієнтного методу, де пошук екстремального значення 
проводиться в напрямку найшвидшої зміни цільової функції 
2.       Запропонувати дії щодо зменшення розрахунків. 
Складання звіту про лабораторну роботу 
У звіті потрібно подати тему і мету роботи, індивідуальне завдання за 
своїм варіантом, блок-схему та текст програми до кожного методу, 
отримані результати, аналіз результатів і висновки за результатами 
виконання роботи. 
Контрольні запитання 
1. Що таке градієнт і чим пояснюється його використання в теорії 
оптимізації? 
2. В чому перевага методу градієнта в порівнянні з методом релаксації? 
3. Які недоліки методів градієнта і релаксації? 
4. Які умови завершення обчислень доцільно перевіряти в градієнтних 
методах? 
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Лабораторна робота 3 
Комп’ютерний розрахунок оптимальних умов хіміко-
технологічних процесів з застосування методів        
умовної оптимізації 
Мета роботи: набути уміння комп’ютерного розрахунку оптимальних 
умов хіміко-технологічних процесів з використанням методів умовної 
оптимізації. 
Основні теоретичні положення 
Комплекс – випуклий багатогранник, що містить у n-вимірному 
просторі більш як n+1 вершину. Бокс поклав число вершин k = 2 · n. Метод 
комплексів вживається для умовної оптимізації, тобто для розв'язку задачі 
оптимізації при наявності обмежень, яку можна сформулювати так: знайти 
максимум )(xf , де )...,( nxxxx 21 , за наявності обмежень  
l j ≤ x j ≤ u j, j = 1, 2 … n  (1) 
ii bxg )( , і = 1, 2 … m  (2) 
Якщо функції )(xf  та )(xgi  випуклі, задача має єдиний розв'язок. 
Якщо верхня і нижня границі вар'ювання змінних задані не для всіх 
змінних, то щоб ужити комплексний метод, слід границі задати, причому 
такими, що включають оптимум. Для забезпечення ефективності 
обчислень інтервали, які задаються, мають бути якомога коротші. 
Алгоритм методу комплексів 
Крок 1. Побудова початкового комплексу, що складається із k = 2n 
допустимих точок. Допустима точка – така, що задовольняє умовам (1), (2) 
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а) визначення початкової допустимої точки початкового комплексу 
1x  = (x11, x12, …, x1n). Початкову точку 1x  можна задати. Якщо ж це 
неможливо або ускладнено, то її можна знайти таким чином: 
x ij = l j + r j · (u j – l j)  (3) 
(і = 1, 2 … k;  j = 1, 2 … n.) 
r j – випадкові числа, що рівномірно розподілені у інтервалі (0, 1). Ці 
числа генеруються з допомогою датчика псевдовипадкових чисел. 
Отримана таким чином точка перевіряється на допустимість обчисленням 
функції )(xgi . Процес триває доти, доки не буде знайдена точка, яка 
задовольняє усім обмеженням задачі.  
Недоліки такого способу пошуку допустимої точки: 
- ймовірність отримання точки, що одночасно задовольняє 
систему обмежень у вигляді рівнянь, дуже мала, тому 
бажано, щоб обмеження рівняннями у постановці задачі були 
відсутні. 
- для задач великої розмірності або з вузькою допустимою 
областю можуть знадобитися великі затрати машинного 
часу. 
б) визначення інших k–1 точки початкового комплексу, що 
задовольняють обмеженням (1), (2): kxxx ..., 32 . Координати цих 
точок визначаємо по формулі (3). Якщо ix  – недопустима точка, то 
вона зміщується на половину відстані до центру мас множини уже 
прийнятих точок, тобто формується точка 
2
сінова
і
xx
x

  (4) 




1
11
1 i
p
pс x
i
x  (5) 
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(при і = 2 приймаємо сx  = 1x ). Якщо точка ix , отримана по формулі 
(4), не є допустимою, то слідуючу нову точку знаходимо по цій же 
формулі. Цю процедуру слід повторювати доти, доки ix  не стане 
допустимою. 
в) Якщо ix  – допустима точка, то перевіряємо, чи i < k, тобто чи всі 
точки початкового комплексу знайдені. Якщо всі, тобто i = k = 2n, 
то переходимо до пункту г), у іншому разі – до пункту б), але вже 
при і = і + 1, тобто обчислюємо координати слідуючої точки по 
формулі (3). 
г) Обчислюєм )(,...),(),( kk xffxffxff  2211  
Крок 2. Відображення комплексу 
а) знаходимо точку hx  з найменьшим  значенням функції 
},...,,min{)( 21 khh fffxff   
б) Знаходимо центр мас cx (k – 1) точки (крім точки )hx  
][ h
k
p
pc xx
k
x 

 
11
1
 
в) відображаємо точку hx  відносно центру мас cx  у точку rx , яку ми 
будемо визначати таким чином: 
)( hccr xxxx   , 
                    де α – коефіцієнт відображення (α > 1). На думку Бокса, α = 1,3. 
г) перевіряємо, чи є точка rx  допустимою.  
Якщо rx  - недопустима точка, переходимо до кроку 3. 
Крок 3. Корегування для забезпечення допустимості 
а) Якщо rjx < lj, прймаємо rjx ≈ lj. Якщо rjx > uj, прймаємо rjx ≈ uj 
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б) Якщо не виконуються обмеження на функцію )(xgi , то 
2
cr
r
xx
x


нове
, після чого знов проводимо перевірку на 
допустимість. 
Крок 3 виконується доти, доки точка rx  не стане допустимою. 
Крок 4. Обчислення )( rr xff  . 
Якщо rx  – допустима точка, обчислюємо )( rr xff   і порівнюємо з 
hf . Якщо hr ff  , то точка hx  замінюється на rx  і точки комплексу 
впорядковуються, після цього переходимо до кроку 5. 
Якщо hr ff  , то точка rx  зміщується до центру мас на половину 
відстані між ними 
2
cr
r
xx
x


нове
, після чого переходимо до початку пункту г) 
кроку 2. 
Крок 5. Перевірка умови завершення обчислень. Обчислимо дві 
величини: 
k
ff
k
і
i


 1
2)(
 , де 
k
f
f
k
i
i
 `  
та максимальну відстань між двома точками комплексу dm. Якщо 
найвіддаленіші одна від одної його точки будуть 1krx  та 2krx , то: 



n
i
ikrikr xxdm
1
2
21 )( ,,  
Якщо σ < ε і dm < δ, пошук завершується, у іншому разі переходимо 
до пункту 2а. 
Хід виконання роботи 
1. Отримати у викладача індивідуальне завдання за своїм варіантом. 
2. Розробити програмний модуль до комплексного методу Бокса. 
3. Провести оптимізацію досліджуваного процесу. 
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k 2 n
n 3
 0.001u
1
1
1








l
1
1
1









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1
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2
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3
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2
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1
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1
 x
3
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2
 x
3
 27. x
2 
2
 18. x
3 
2

4. Внести пропозиції щодо зменшення розрахунків. Продемонструвати 
відповідні результати. 
5. Оформити протокол лабораторної роботи. 
Аналіз результатів 
Аналіз результатів виконується згідно схеми, наведеної нижче. 
1. Провести оптимізацію досліджуваного процесу.  
Приклад 3. За даними прикладу 1 знайти значення факторів процесу, 
що забезпечують максимальне значення виходу целюлози з застосуванням 
комплексного методу Бокса за умовами: 
l i ≤ x i ≤ u i та 100)( xf  і )(0 xf . 
Оберимо точність обчисля для аргументу δ=0.001 та для функції 
ε=0.001.  
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Максимальне значення виходу целюлози досягається при x1=0.057, 
x2=0.147, x3=0.29 і становить 7.405 т/год. 
Примітка. В деяких варіантах вихід целюлози вимірюється в кг/год і не 
перевищує 1000 кг/год. В таких варіантах обмеження, що накладаються на 
цільову функцію рекомендується замінити на 1000)( xf  і  )(0 xf . 
2.        Запропонувати дії щодо зменшення розрахунків. 
T1 l u y x   n k 2 7.405  
T1 l u y x   n k 1
0.057
0.147
0.29








  
T1 l u y x   n k 3 127  
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Складання звіту про лабораторну роботу 
У звіті потрібно подати тему і мету роботи, індивідуальне завдання за 
своїм варіантом, блок-схему та текст програми, отримані результати, 
аналіз результатів і висновки за результатами виконання роботи. 
Контрольні запитання 
1. Чим комплекс від симплекса? 
2. Яка точка називається допустимою? 
3. В чому переваги і недоліки пошуку оптимуму комплексним 
методом? 
4. Яку роль відіграє коефіцієнт α і яким його доцільно брати? 
5. Які умови завершення обчислень в комплексному методі? 
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ВАРІАНТИ ЗАВДАНЬ (непарні) 
Досліджувався процесс отримання целюлози при використанні 
сировини однолітніх рослин (соломи пшениці). Отримана адекватна 
математична модель: 
2
333
2
222
2
1113223311321123322110 xbxbxbxxbxxbxxbxbxbxbby  , 
де у – вихід целюлози, х1 – концентрація у варочному розчині, х2 – час 
відстоювання при температурі варки, х3 – температура варки (див.табл.3),  
b0, b1, b2, b3, b12, b13, b23, b11, b22, b33 -коефіцієнти моделі наведені в табл.4. 
Таблиця 3. Рівні факторів. 
Рівні факторів max (+1) min (-1) 
Концентрація, кмоль/кг (X1) 40 24 
Час відстоювання, хв (X2) 180 60 
Температура варки, оС (X3) 155 135 
Визначити при яких значеннях змінних буде спостерігатися максимум 
виходу целюлози ? 
Таблиця 4. Варіанти завдань (непарні). 
Номер 
варіанту b0 b1 b2 B3 b12 b13 b23 b11 
 
b22 
 
b33 
В.1 2,4 6,2 4,8 -5,3 -0,03 0,05 -0,07 -7 -6 -5 
В.3 5,8 3 2 -1 -0,03 0,05 -0,02 -2 -2 -1 
В.5 5,5 2 2 1 -0,3 0,5 -0,2 -1 -2 -3 
В.7 5 3 2,0 5,0 -0,01 -0,5 -0,2 -3,0 -2,0 -3,0 
В.9 4,3 4,0 4,0 4,0 -0,01 -0,5 2,0 -4,0 -3,0 -3,0 
В.11 4,5 5,0 2,0 -5,0 -1,0 -0,5 2,0 -5,0 -4,0 -3,0 
В.13 4,6 4,0 2,0 -3,0 1,0 -0,7 2,0 -5,0 -1,0 -2,0 
В.15 7,63 -1,55 -2,325 -6,125 0,1 0,2 0,275 0 0 0 
В.17 70,2 72,0 67,3 70,3 66,8 69,5 70,5 72,8 0 0 
В.19 91,5 85,9 86,0 92,3 88,1 86,4 92,1 88,1 0 0 
В.21 71,8 72,9 64,7 72,7 69,4 71,5 67,8 65,9 0 0 
В.23 90,9 85,2 88,8 87,3 90,2 86,0 91,3 84,7 0 0 
В.25 66,4 71,1 65,3 67,7 70,1 66,9 69,9 64,1 0 0 
В.27 89,4 88,2 87,8 90,3 85,2 92,9 86,4 88,0 0 0 
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ВАРІАНТИ ЗАВДАНЬ (парні) 
При дослідженні експериментального адсорберу для вилучення 
важких металів із води отримана адекватна математична модель: 
 2333
2
222
2
1113223311321123322110 xbxbxbxxbxxbxxbxbxbxbby  , 
де у – концентрація іонів міді, х1 – діаметр адсорберу, х2 – 
гранулометричний склад іоніту, х3 – час фільтрації (див.табл.5),  b0, b1, b2, 
b3, b12, b13, b23, b11, b22, b33 -коефіцієнти моделі наведені в табл.6. 
Таблиця 5. Рівні факторів. 
Рівні факторів max (+1) min (-1) 
Діаметр адсорберу, мм (X1) 40 24 
Гранулометричний склад іоніту, мм (X2) 180 60 
час фільтрації, хв (X3) 155 135 
Визначити при яких значеннях змінних буде спостерігатися мінімум 
концентрації іонів міді (у)? 
Таблиця 6. Варіанти завдань (парні). 
Номер 
варіанту b0 b1 b2 b3 b12 b13 b23 b11 
 
b22 
 
b33 
В.2 49,075 -1,55 -2,325 -6,125 0,1 0,2 0,275 0 0 0 
В.4 0,113 -0,08 0,06 -0,15 -0,042 0,036 0 0,03 0,031 0,12 
В.6 0,113 -0,08 0,07 -0,15 -0,042 0,036 -0,024 0,034 0,033 0,121 
В.8 0,112 -0,08 0,08 -0,15 -0,044 0,033 -0,024 0,034 0,032 0,122 
В.10 0,111 -0,08 0,08 -0,15 -0,045 0,035 -0,023 0,037 0,033 0,12 
В.12 0,113 -0,07 0,08 -0,15 -0,04 0,03 -0,02 0,036 0,032 0,12 
В.14 0,111 -0,08 0,08 -0,15 -0,043 0,036 0 0,034 0,032 0,123 
В.16 10,0 -0,08 0,08 -0,145 -0,044 0,034 0 0,35 0,31 0,12 
В.18 8,1 -0,02 -0,1 -0,2 -0,04 0,03 0 0,35 0,31 0,12 
В.20 2,3 -0,2 -0,07 -0,2 -0,04 0,03 -0,02 0,34 0,33 0,2 
В.22 3,2 -0,2 0,06 -0,2 -0,04 0,03 -0,02 0,1 0,3 0,2 
В.24 7,2 -0,3 0,05 -0,3 -0,03 0,05 -0,07 0,2 0,4 0,2 
В.26 35,2 -23 5 27 -7 5 -8 15 14 22 
В.28 57 32 8 31 -6 -8 -4 25 20 24 
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