Content caching at the edge of network is a promising technique to alleviate the burden of backhaul networks. In this paper, we consider content caching along time in a base station with limited cache capacity. As the popularity of contents may vary over time, the contents of cache need to be updated accordingly. In addition, a requested content may have a delivery deadline within which the content needs to be obtained. Motivated by these, we address optimal scheduling of content caching in a time-slotted system under delivery deadline and cache capacity constraints. The objective is to minimize a cost function that captures the load of backhaul links. For our optimization problem, we prove its NP-hardness via a reduction from the Partition problem. For problem solving, via a mathematical reformulation, we develop a solution approach based on repeatedly applying a column generation algorithm and a problem-tailored rounding algorithm. In addition, two greedy algorithms are developed based on existing algorithms from the literature. Finally, we present extensive simulations that verify the effectiveness of our solution approach in obtaining near-to-optimal solutions in comparison to the greedy algorithms. The solutions obtained from our solution approach are within 1.6% from global optimality. INDEX TERMS Base station, content caching, deadline, scheduling, time-varying popularity. This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 1, 2020 293 GHAFOUR AHANI received the B.Sc. and the M.Sc. degrees in applied mathematics from the University of Kurdistan, Sanandaj, Iran, in 2008 and 2010, respectively. He is currently pursuing the Ph.D. degree with the IT Department, Uppsala University, Sweden. His research interests include mathematical optimization applied to networks and resource allocation in communication systems.
I. INTRODUCTION A. MOTIVATIONS
W HEREAS the amount of data traffic is exponentially growing, it has been realized that the major portion of the data traffic originates from duplicated downloads of a few popular contents [1] . These duplicated downloads congest the backhaul links, hence lowering the quality of service. It is costly to increase the capacity of backhaul links, hence they should be used more effectively. A promising technique is to store the popular contents on the edge of network such as BSs with caching capability [2] - [4] . This technique helps to improve the efficiency of communications systems via providing the contents of interest from the BSs instead of from the core network. In fact, the measurement studies in [5] , [6] showed up to 66% of traffic reduction in 3G and 4G networks via caching techniques. Local content caching is part of the 5G systems. In particular, it is an operator use case in mobile edge computing, see [7, Ch. 4] . Hence, efficient caching solutions are beneficial for the deployment of 5G.
By the literature, optimal content caching heavily depends on the following factors:
• The number of requests for contents and how this changes over time [8] - [12] : the number of requests for a content, referred to as the popularity of a content, determines how beneficial is to store the content in the cache. As the number of requests may vary over time, the contents of the cache need to be updated accordingly. Moreover, updating the cache along time will benefit the performance, though each update incurs a downloading cost due to getting contents from the server to the BS cache. • Delivery deadline of the requests [13] - [18] : a content request either needs to be served instantly (a.k.a onthe-spot offloading) or can wait some time before it is served (a.k.a delayed offloading). We consider delivery deadlines for the requests such that they are set individually. Because setting the deadline to be the same time slot in which the request is made corresponds to on-the-spot offloading, our system model covers both offloading schemes.
To the best of our knowledge, the joint impact of delivery deadline and cost of updating the cache has not been investigated in the literature. In order to close this gap, we study content caching along time in a BS with limited caching capacity. We address optimal scheduling of cache updates taking into account the downloading cost subject to delivery deadline and cache capacity constraints.
B. RELATED WORKS
Content caching has been studied in various system scenarios in the context of wireless communication networks. We provide a review with emphasis on the recent developments. We refer the reader to [19] for a comprehensive survey.
The review of the related studies is structured as follows. We categorize the existing studies based on the considered type of deadline constraints (i.e., on-the-spot offloading or delayed offloading). Next, for each category we further classify the studies based on the content popularity distribution (i.e., static or time-varying). Finally, we outline the contributions of our work in relation to the most related papers in the literature.
The works such as [4] , [20] - [26] studied content caching in BSs when the popularity distributions of contents are known. In [4] , given the quality of links between users and BSs, the average downloading delay of users is optimized with uncoded and coded caching schemes. In [20] , [21] , collaborative content caching among BSs was considered with the objectives of minimizing an operational cost and average downloading delay, respectively. In [22] , decentralized content caching was studied with the presence of multi-hop communications. The authors showed that the coded caching scheme is able to enhance the capacity of cellular networks by a factor of log(n) in which n is the number of users. In [23] , geographic content caching was investigated with the objective of maximizing cache hit probability via serving a content request by more than one BS. In [24] , by exploiting the known trajectory of mobile users, the cache space of BSs are optimized. Different from most of the works in the literature that try to minimize the use of backhual links, in [25] content placement is studied with the objective of minimizing total energy consumption.
In contrast to the aforementioned works, the studies such as [27] - [30] investigated content caching in BSs when the popularity distributions of contents are unknown. The work in [27] determined the popularity of a content based on the previously stored contents. The work in [28] computed the popularity of a content using a big dataset, and proposed an optimal content caching algorithm to minimize the average backhaul load. In [29] , the authors estimated the popularity of contents via local interest for the content and then proposed a caching algorithm to maximize the hit rate. In [30] , an online algorithm is proposed to estimate the popularity of contents based on the incoming requests.
In all works mentioned so far, the popularity distribution of contents is invariant along time. The studies in [8] - [12] relaxed this assumption and considered content caching with time-varying popularities. In [8] , the authors studied content caching in which a learning-based method was designed to predict unknown popularity distribution of contents along time. In [9] the main effort was devoted to predicting the popularity of contents in an online fashion when the content lifespan is finite. In [10] , collaborative caching among a set of BSs is formulated as a Markov decision process. Two simplifications of the problem were studied as the problem was difficult to solve. The first one was when a content can be stored in one BS and the other when the number of cache updates were limited. In [12] , content caching with updates were considered in D2D networks. A queuing system is used to store content requests from users and an algorithm based on Lyapunov optimization was proposed to solve the problem. In [11] , [26] content caching is studied from the age of information (AoI) point of view. In [11] content caching in a BS was studied in which the costs of cache updates and AoI of the contents were jointly optimized. In [26] the overall average AoI of contents was minimized for scenarios where the update-time duration depends on the AoI of contents, and only one content can be updated at a time.
In all these works, it is assumed that a requested content needs to be served instantly after the request is made (a.k.a on-the-spot offloading). This may not be true in some circumstances when a requester can wait before the content is delivered until a time point, that is deadline (a.k.a delayed offloading) [13] .
Some works [13] - [18] have considered delivery deadline for the content requests, however cache updating was not considered. In [13] , the authors studied the effect of deadline on the system performance. The study showed that the tightness of the deadline has large impact on the amount of data traffic. For example by postponing the deadline by an hour or longer, about 29% reduction of mobile data traffic can be achieved. In [14] , the authors studied how much the network performance can be improved with coded caching under delivery deadline constraints. In [15] - [18] , impact of user mobility on content caching was studied when the content requests need to be satisfied within a predefined deadline. In [15] , [16] , the users obtain contents from the BSs. The authors showed that optimal solutions can be obtained if the deadlines are stringent, while longer deadlines makes the problem more challenging and only suboptimal solutions can be obtained. In [17] , the users obtain contents from each other via D2D communication when they encounter each other, and an algorithm based on dynamic programming was proposed for cost minimization. In [18] , deadline differentiation with respect to content types was investigated in order to improve the quality of experience of users. In [31] , content caching with time-varying popularity was considered in vehicle-to-vehicle networks. Cache updating was considered and mobility of vehicles was modeled via the inter-contact model. In this model, the vehicles can exchanges contents when they are in the communication range of each other. The inter-contact time is the time duration between two consecutive contacts which is modeled via Poisson distribution.
In [4] , [8] - [12] , [20] - [25] , [27] - [30] requested contents need to be served instantly. Moreover, either the main effort was devoted to estimating the popularity distribution of contents, or the possibility of cache updating was neglected. In [13] - [18] content requests with deadlines are studied. However, none of them addressed the joint effect of timevarying popularity and dynamic cache updates. In these works, the deadlines are uniform for all requests, while in our scenario, the deadlines are individual. Thus our problem setup is an extension of the scenarios studied in the literature. We investigate joint impact of deadline constraint and cache updates in content caching and show how much gain can be achieved. As another contribution, we provide a systematic optimization approach for solving the problem via applying column generation. To the best of our knowledge, this is the first time that a solution approach based on column generation is used for scheduling of content caching, and our solution approach could be useful for other related problems.
C. OUR CONTRIBUTIONS
We investigate scheduling of content caching in a BS with limited caching capacity in a time-slotted system under delivery deadline and cache capacity constraints. Our main contribution lies on the joint consideration of time-varying popularity of contents and the deadlines of requested contents. Our objective is to optimally schedule the updates across the time slots so as to minimize the total cost of obtaining the requested contents by users. The main contributions of this work are summarized as follows:
• We formally prove the NP-hardness of the problem based on a reduction from the Partition problem. • We provide a mathematical problem formulation.
Specifically, the problem is formulated as an integer linear program (ILP), taking into account the size of contents, capacity of the cache, deadlines of requests, and costs of content downloading and cache updating. • We mathematically reformulate the problem. Based on the reformulation, we derive a column generation algorithm (CGA). However, the CGA provides only fractional solutions. Thus, we design a problem-tailored rounding algorithm (TRA) to construct integer solutions from the solutions of CGA. These algorithms repeatedly are applied to our problem until an integer solution is constructed. CGA and TRA together form our solution approach that we call it Repeated Column Generation Algorithm (RCGA). Moreover, RCGA provides an effective lower bound (LB) of global optimum such that the LB can be used to measure the effectiveness of any suboptimal algorithm. Note that we have specifically designed CGA, TRA, and RCGA, and they are not general-purpose methods in the literature, hence these algorithms are our contributions for solving the problem. • We propose two greedy algorithms based on existing algorithms in the literature. Even though these algorithms cannot provide high-quality solutions, they are of interest because of their low complexity and consequently fast solutions for large-scale problem instances. • Finally, we conduct extensive simulations to verify the effectiveness of RCGA, and greedy algorithms by comparing them to the LB. Simulations results manifest that the solutions obtained from RCGA and the greedy algorithms are within 1.6% and 20% of global optimum, respectively.
II. SYSTEM SCENARIO AND COMPLEXITY ANALYSIS A. SYSTEM SCENARIO
The system scenario consists of a content server, a base station (BS), U users within the coverage of the BS, and F contents. The set of users is denoted by U = {1, 2, . . . , U}. The server has all the contents, and the BS is equipped with a cache of size S. Denote by F = {1, 2, . . . , F} the set of contents. Denote by l f the size of content f ∈ F. The system scenario is shown in Fig. 1 . We consider a time-slotted system in which a time period is divided into T time slots. Denote by T the set of time slots with T = {1, 2, . . . , T}. At the beginning of each time slot, the contents of the cache are subject to updates. Namely, some stored contents may be removed from the cache and some new contents may be added to the cache by downloading from the server.
The popularity of a content is determined by the number of requests for the content. In our model, user u ∈ U, requests at most R u contents within the T time slots based on its interest. The set of requests for user u is denoted by R u . The length of a time slot is long enough to complete the downloading process of the requests from the BS or the server. We assume the time of making each request is known or can be predicted via using a prediction model [32] . In addition, each request has a deadline before which the requested content must be delivered to the user. For user u and its r-th request, the requested content, the time slot of request, and the deadline of request, are denoted by h(u, r), o(u, r), and d(u, r), respectively. A content request must be satisfied in one of the time slots t ∈ o(u, r), . . . , d(u, r) either from the cache if the content is stored, or from the server. This means that by time slot d(u, r) the request must be met, and after the deadline the request does not exist any more. The cost of downloading from the cache is cheaper than that of the server.
A content may become available or unavailable in the cache from a time slot to another due to cache updates. Denote by c s and c b the costs for downloading one unit of data from the server and from the cache, respectively. Intuitively, c s > c b to encourage downloading from the cache. In practice these cost can be set by the system administrator. The time duration for downloading data from the server to the BS is neglected as the backhaul capacity is significantly higher than that of wireless access. The problem is how to optimally Schedule Content Caching subject to Deadline (SCCD) with the objective of minimizing the total cost of content downloading. The most important notation related to the system model is summarized in Table 1 .
Remark 1: The scheduling time period T, downloading costs c b and c s , and cache capacity S are all system parameters, and they can be set by the system operator. The set of contents can be obtained via historical data, recent incoming requests, and learning-based methods, see, e.g., [27] - [29] . Similar approaches can be used to obtain the knowledge of users' content requests, see, e.g., [32] . Note that the optimization can run in a rolling horizon fashion, that is, the optimized schedule is run for the initial time slots, and re-optimized as soon as more accurate predictions become available, where re-optimization uses the current schedule as the starting point.
Remark 2: Unlike physical-layer caching [33] , the problem we address consists in scheduling of content delivery to a user via its serving BS at the application level. In case of physical-layer caching, the exact scheme of acquiring channel state information (CSI), as well as the physical-layer cooperative transmission details and frame structure need to be designed. When content scheduling is optimized from an application viewpoint (see, e.g., [16] , [20] , [24] ), system modeling typically does not go down to physical-layer details or transmission scheduling at the micro level. One particular reason is that the time slots and scheduling horizon (in minutes or longer) are at a very different magnitude than those of the physical layer. Thus, the users for which content delivery is feasible of a time slot is determined based on some long-term average channel information and estimation, and the system model targets users of a BS for which the average channel condition admits content delivery during a time slot.
B. COMPLEXITY ANALYSIS
In this section, we formally prove the NP-hardness of the problem based on a reduction from the Partition problem.
Theorem 1: SCCD is NP-hard. Proof: The proof is based on a polynomial-time reduction from the Partition problem that is NP-complete [34] . Consider a Partition problem with a set of N = {n 1 , . . . , n N } integers. The task is to determine whether it is possible to partition N into two subsets N 1 and N 2 with equal sum.
We construct a reduction from the Partition problem as follows. We set F = {1, . . . , N}, l f = n f for f ∈ F, S = f ∈F l f . Now the question is whether we can achieve this gain. Solving the defined instance of SCCD will answer this question and also the Partition problem. Namely, after solving this instance of SCCD, if a total gain of 1 2 f ∈F l f is achieved, then the answer to the Partition problem is yes, and the contents inside and outside the cache correspond to the two subsets N 1 and N 2 , respectively. Otherwise, the answer to the Partition problem is no. Hence the conclusion.
III. PROBLEM DEFINITION AND INTEGER LINEAR PROGRAMMING FORMULATION A. COST MODEL
Denote by y urt a binary optimization variable which equals one if and only if the r-th request of user u is downloaded in time slot t ∈ D (u,r) = {o(u, r), . . . , d(u, r)} from the cache. The downloading cost for user u to obtain the content requested in the r-th request, denoted by C ur , is expressed as:
where the first term indicates that if the content is downloaded before its deadline from the cache, the downloading cost is c b l h (u,r) . Otherwise, it is downloaded from the server with cost c s l h (u,r) . Note that the variables y urt for t ∈ {o(u, r), . . . , d(u, r)} are subject to the constraint d(u,r) t=o(u,r) y urt ≤ 1. This means that at most one of the y urt variables can take value one.
The downloading cost for completing all requests of user u, denoted by C u , is:
Thus, the downloading cost for completing all requests for all users, denoted by C download , is expressed as:
For the cache, the cost due to cache updates is referred to as the updating cost. This cost over the time slots, denoted by C update , is expressed as:
where a tf takes value one if and only if the cache does not store content f in time slot t − 1 and stores the content in time slot t, and l f (c s −c b ) is the cost for downloading content f from the server to the cache. For later use, we define optimization variable x which is an T × F matrix for the F contents and the T time slots:
where x tf is a binary variable that equals one if and only if content f is stored in time slot t. The relation between a and x is that variable a tf takes value one if and only if x (t−1)f = 0 and x tf = 1. In addition, y urt can take value one only if the requested content is available in the cache, thus we have the relationship y urt ≤ x th (u,r) .
B. PROBLEM STATEMENT
In this section we explicitly define the required inputs, the optimization task, and the constraint of SCCD:
• • Optimization task: minimizing the total cost of content downloading C download + C update in which C download and C update are given by equations (3) and (4), respectively. • Constraints:
-The used cache space must be less than or equal to capacity of the cache in each time slot. -The requested content of each user must be satisfied before the deadline of the request either from the cache or from the server.
C. PROBLEM FORMULATION
In general, as the popularity of contents changes over time, storing popular contents in each time slot will reduce the downloading cost, but it significantly increases the updating cost. On the other hand, if the stored contents remain unchanged over the time slots, the updating cost is low, but the downloading cost will be high. Based on this, our optimization problem is to minimize the total cost consisting of the downloading and the updating cost by optimizing decisions in terms of caching the contents over the time slots. SCCD can be formulated as an integer linear program (ILP) and shown in (5).
(ILP) min
x,a,y
Constraints (5b) indicate that the total amount of cache space used for storing the contents is less than or equal to the cache capacity in each time slot. Constraints (5c), (5d), (5e), and (5f) together ensure that a tf is one if and only if the cache does not store content f in time slot t − 1, but stores the content in time slot t. Constraints (5g) state that y urt can take value one only if x th(u,r) = 1, i.e., content h(u, r) is stored in the cache in time slot t. By Constraints (5h), if request r of user u is served by the cache, then this takes place in at most one of the time slots between the time of request is made and its deadline. If the request is not met via the cache, all y-variables take value zero and the request is served from the server with cost c s l h(u,r) . The most important notation related to the ILP is summarized in Table 2 .
ILP (5) can be solved by an off-the-shelf integer programming algorithm from optimization packages. However, for large-scale problem instances solving the problem needs significant computational effort. Therefore, we develop a column generation algorithm and rounding mechanism, presented in Section V, to obtain near-to-optimal solutions of SCCD.
IV. PROBLEM REFORMULATION
In combinatorial optimization, a problem can often be modeled using several different mathematical formulations. These formulations are equivalent in terms of the optimal objective function value. However, they may perform very differently, and in many cases one formulation may enable a solution approach that cannot be derived via the others. In this section, we provide a reformulation of SCCD that enables a column generation algorithm. We will see in Section VII that the algorithm achieves near-to-optimal solutions.
We define sequence
x Tf ] T to represent the caching solution of content f over the T time slots. As x tf ∈ {0, 1} for t ∈ T , in total K = 2 T possible sequences exist for content f . Denote by K a set, with K = {1, 2, . . . , K}. The cardinality of K is large. As will be explained in Section V, we do not need to have K. The proposed solution approach starts with sequence [0, . . . , 0] T and generates iteratively an optimal subset of K via a column generation algorithm. Denote by w fk a binary variable where w fk = 1 if and only if the k-th sequence of content f is selected, otherwise zero. Exactly one of them is used in the solution of the problem, thus K k=1 w fk = 1. For any given sequence, the total cost of the sequence can be calculated as the sequence contains known caching decisions. The total cost for content f with respect to the k-th sequence is denoted by C fk and is expressed in (6) . Denote by constants x
tf the values of x tf , y urt , and a tf with respect to the k-th sequence, respectively.
Based on the above notion, SCCD is reformulated as (7) . Constraints (7b) formulate cache capacity over the time slots. These constraints have the same effect as constraints (5b). Constraints (7c) say that exactly one sequence has to be selected for each content. Constraints (5c)-(5h) are implicitly handled in the definition of the sequence, because the sequence tells a complete caching solution over time of one content, and consequently the values of y (k) urt and a (k) tf can be determined from the values of the sequence. Therefore, we do not need them anymore in form of explicit constraints as in (5) .
As can be seen both (5) and (7) are valid optimization formulations of SCCD. However they differ in structure.
Theorem 2: Denote by v LP and v LP the optimal values of the linear programming relaxations of (5) and (7), respectively. We have v LP ≤ v LP .
Proof: Denote byw any feasible solution of (7) in which the last constraint is relaxed to 0 u,r) . Note that, due to (7d), the defined entities are convex combinations of their corresponding values in the sequence set K. Hence the values ofx,ā, andȳ are all between zero and one, i.e., they satisfy (5i) and (5j).
Consider linear inequality (5c). For any content f and sequence k ∈ K, it is obvious that x (k) tf , a (k) tf , and x (k) (t−1)f satisfy the constraint. It follows from the fact that any convex combination of the inequalities defined for k ∈ K remains feasible with respect to the constraint. Hencex tf ,ā tf , and x (t−1)f satisfy (5c). The same arguments apply to (5d)-(5h). That (5b) is satisfied byx following directly its definition x tf = k∈K x (k) tfw fk and (7b). Finally, from the definitions of (5a) and (6) ,w in (7) gives the same objective function value asx,ā, andȳ in (5).
By the above, for any solution of the linear programming approximation of (7), there is a corresponding solution with the same objective function value in the linear programming approximation of (5), i.e., the solution space of the former is a subset of that of the latter. Hence the conclusion.
By Theorem 2, the optimum of the linear programming approximation of (7) , is promising as a tight lower bound of the global optimum. Moreover, an algorithm based on (7) is more likely to be able to exploit the underlying structure of our optimization problem.
V. ALGORITHM DESIGN
In this section, we present our solution approach. We first consider the continuous version of formulation (7) and apply column generation to derive its global optimum. This gives obviously a lower bound to the global optimum of SCCD.
Next, if the solution obtained from the column generation algorithm (CGA) is fractional, we use a tailored rounding algorithm (TRA) to obtain integer solutions. Using TRA, some of the decisions in terms of caching will be fixed and CGA will be used again to resolve the new problem subject to these decisions. This process will continue until an integral solution is obtained. We refer to this solution approach as repeated column generation algorithm (RCGA).
A. COLUMN GENERATION ALGORITHM
Column generation is a concept in optimization that can be used to solve some structured linear programming problems. The idea of column generation is discussed in [35] . For its applications, see for example [36] - [38] . Column generation can reduce the computational complexity for solving largescale scenarios [35] . The main advantage of using column generation is that the optimal solution can be obtained without the need of considering the set of all possible columns of which the number is typically exponentially many. However, whether or not one can apply column generation to a particular problem at hand is not known a priori. In other words, one needs to investigate if there is some reformulation of the problem that enables a column generation algorithm. In addition, given a reformulation, how to apply column generation is also subject to investigation. Finally, the way of designing CGA has to be problem-tailored, namely, there is no universal design.
In column generation, the problem under consideration is decomposed into a so called master problem (MP) and a subproblem (SP). The algorithm iterates between a restricted MP (RMP) and SP. The idea is to start with a very limited set of columns. The algorithm solves the SP to generate one or multiple new columns that improve the objective function of the RMP. This process is repeated until no improving column exists. In SCCD, a column is defined as a value assignment of sequence [x 1f , x 2f , . . . , x Tf ] T .
1) MP AND RMP
MP is the continuous version of formulation (7) . CGA starts with a small subset K f ⊂ K for any content f ∈ F. This leads to a so-called restricted version of the MP problem referred to as RMP, which is expressed in (8) . Denote by K f the cardinality of K f .
2) SUBPROBLEM
The SP uses the dual optimal solution to generate new columns. Denote by w * the optimal solution of (8). Denote by π * and β * the optimal values of the corresponding dual variables of constraints (8b) and (8c), respectively. Here, w * = {w * fk , f ∈ F and k ∈ K f }, π * = [π * 1 , π * 2 , . . . , π * T ] T and β * = [β * 1 , β * 2 , . . . , β * F ] T . After obtaining w * , checking if w * is the optimum of MP can be determined by finding a column with the minimum reduced cost for each content f ∈ F. If all these values are nonnegative, then the current solution is optimal. Otherwise, we add the columns with negative reduced costs to their respective sets.
Given (π * , β * ), the reduced cost of content f ∈ F for column
Here, C f is expression (6) in which y (k) urt and a (k) tf are replaced with their counterparts of optimization variables. To find the column with minimum reduced cost for content f ∈ F, we need to solve subproblem SP f , shown in (9) . Denote by x * f the optimal solution of SP f , i.e.,
f is a constant and thus dropped from the objective function.
Even though SP f is an ILP, we show that it can be solved in polynomial time by mapping to a shortest path problem.
B. SUBPROBLEM AS A SHORTEST PATH PROBLEM
For SP f , we construct an acyclic directed graph where finding the shortest path from defined source to distention is equivalent to solving the subproblem. Denote by Q f the total downloading cost for content f when all requests over all time slots are served from the server, i.e., Q f = u∈U r∈R u :h(u,r)=f l f c s . Denote by q f = l f (c s − c b ) the updating cost when the content is not stored in the previous time slot, but is stored in the current time slot. Denote by p tf = −l f π * t the cost related to the dual optimal solution in time slot t. Denote by g ≥d tf the cost of the requests made for content f in time slot t with deadline greater than or equal to time slot d, that is: The graph is shown in Fig. 2 . We first introduce the vertices and then the arcs. Two vertices S f and D f are defined to represent the source and destination, respectively. V 00f is a vertex representing x 0f = 0. For time slot t ∈ T , in total t + 1 vertices are defined, represented by V t1f and V k t0f , k ∈ {0, . . . , t−1}. Vertex V t1f represents decision x tf = 1 and vertices V k t0f , k ∈ {0, . . . , t−1}, represent decision x tf = 0 for the following scenarios. Vertex V 0 t0f indicates that the content has not been stored in the cache in time slots 1, . . . , t, i.e.,
indicates the content has been in the cache in time slot k, but not in the subsequent time slots until time slot t, i.e., x kf = 1 and x jf = 0 for j ∈ {k + 1, . . . , t}. These vertices are defined to trace the most recent time slot that the content was in the cache. Tracing enables to define the cost of each arc with respect to deadline. Now, we introduce the arcs and their weights. There is an arc from S f to V 00f with weight Q f . For time slot 1, there are two outgoing arcs from V 00f , one to V 11f with weight q f − p 1f − g ≥1 1f and the other to V 0 10f with weight zero. Consider time slot t ∈ {2, . . . , T}, for vertex V t1f there are t incoming arcs such that one comes from V (t−1)1f with weight p tf − g ≥t tf , and the others come from V k
Selecting vertex V k (t−1)0f in the path means that no request has been served in time slots k + 1, . . . , t as x jf = 0 for j ∈ {k + 1, . . . , t}, hence the third term in the weight is defined to serve all requests that are made in time slots k + 1, . . . , t with deadline later than or equal to time slot t.
T0f to D f all having weight zero. Theorem 3: For each content f ∈ F, SP f can be solved in polynomial time as a shortest path problem.
Proof: We show that the optimal solution of the subproblem can be obtained from the shortest path of the graph defined above. Assume the optimal solution of SP f , i.e., x * , a * , and y * are given. The path is constructed as follows. One of the following three scenarios may happen in time slot t ∈ T . First, if x tf = 1, the vertex on the path is V t1f . Second, if x 1f = · · · = x tf = 0, the next vertex is V 0 t0f . Third, if x if = 1 for time slot i ∈ {1, . . . , t − 1} and x jf = 0 for all j = i + 1, . . . , t, the next vertex is V i t0f . By construction of the graph, this path from S f to D f gives the same objective function of SP f as x * , a * , and y * .
Conversely, assume the shortest path is given. For time slot t, if the path contains one of the vertices V i t0f for i ∈
Algorithm 1 Column Generation Algorithm (CGA)
Solve RMP and obtain w * and (π * , β * ) 5: STOP ← 1 6: for f = 1 to F do 7: Solve SP f using (π * , β * ) and obtain x * f 8: if
STOP ← 0 11: Return w * as the optimal solution {0, . . . , t − 1}, we set x tf = 0. Otherwise, the path contains vertex V t1f , and we set x tf = 1. As soon as the values of x tf for t ∈ T and f ∈ F are known, the values of a tf for t ∈ T and f ∈ F and y urt for u ∈ U, f ∈ F, and t ∈ D (u,r) = {o(u, r), . . . , d(u, r)} can be easily determined. The value of y urt is set to the first time slot that the request can be served. By the construction of the graph, this solution gives the same objective function value as the shortest path. To clarify why this is correct we give an example. Assume that the shortest path
Then, we set x tf = 0 for t ∈ T \ {2} and x 2f = 1, a 2f = 1, and y urt = 1 for all requests that can be served in time slot 2. With these setting of variables, the objective function has the same value as the length of the shortest path, as shown in (10) , as shown at the bottom of the previous page. Based on the rationale illustrated in the example, it is straightforward to conclude the correctness in general.
Finally, the shortest path problem can be solved in polynomial time [39] . Hence, the conclusion.
The CGA is shown in Algorithm 1. The algorithm first initializes K f for f ∈ F with sequence 0 T . Next, CGA solves the RMP and obtains the optimal values of dual variables. After that, the SP is solved for each content. For the content f ∈ F with most negative reduced cost, the corresponding column will be added to K f . If all reduced costs are nonnegative, Algorithm 1 terminates. This process is illustrated in the flowchart shown in Figure 3 .
C. ROUNDING ALGORITHM
As the solution obtained from the RMP (i.e., w * ) may be fractional, we need a mechanism to obtain a feasible integer solution. One straightforward way is to round the fractional elements of w * . However, this way of rounding has some limitations. First, the solution may easily become infeasible. Second, even if the solution is feasible, it may be far from the global optimum. Third, when an element of w * , say w fk , becomes fixed in value, the caching decisions of content f for all time slots are made, and consequently there is no opportunity to improve the solution of content f . In order to overcome the above limitations, we make a rounding decision for one content and one time slot at a time. More specifically, the caching decision of content f in time slot t is made based on the value of z tf , and z tf is the sum of those elements of w * such that the corresponding columns store content f in time slot t, that is, z tf = k∈K f x (k) tf w * fk . In fact, the value of z tf can be viewed as an indicator of how probable it is to store content f in time slot t at optimum. In the following we prove a relationship between z and w * and then base our algorithm on this result. Proof: For necessity, for any content f ∈ F, if w * fk is binary for any k, k ∈ K f , it is obvious that all elements of z f are binary. Now, we prove the sufficiency. For any content f ∈ F, assume that every element in z f is binary. Assume that w * fk is larger than zero for k ∈ K f ⊆ K . As element z tf = k∈K f x (k) tf w * fk is either zero or one, the value of x (k) tf for k ∈ K f must be either all zero or all one. Otherwise, as k∈K f w fk = 1, one of the elements of z f will become fractional. This means that all columns corresponding to w * fk for k ∈ K f must be the same. Having two columns with the same values violates the fact that the sequences of any two w * fk differ in at least one element. Therefore, for any content f ∈ F, if z tf is binary for any t ∈ T , then w * fk is an binary for any k ∈ K f . Hence the proof.
The core of TRA is as follows. First, TRA makes a caching decision based on the distance of z tf to 0 and 1. If z tf is closer to 1 and there is enough cache capacity, the decision is to store content f in time slot t. Otherwise, the content is not stored in this time slot. Second, when a caching decision is made, the decision will remain in all subsequent iterations. Algorithm 2 Tailored Rounding Algorithm (TRA)
t∈T ,f ∈F 8: if (z <z) then 9: xtf ⇔ 0 in SPf 10: 12: x¯tf ⇔ 1 in SPf 13 : 15: x¯tf ⇔ 0 in SPf 16 : 18: F ← {f ∈ F |x tf is fixed to one} 19: S ← S − f ∈F l f 20: for f ∈ F \F do 21: if l f > S then 22: x tf ⇔ 0 in SP f 23:
is previously fixed to one and x tf = 0 otherwise Third, the CGA will be applied subject to the decisions made earlier to obtain the new w * . This process is repeated until a feasible integer solution is obtained.
Based on how many decisions are made per iteration, a family of algorithms can be proposed. TRA makes the caching decisions gradually. Specifically, TRA fixes the caching decision of content f in time slot t if z tf = 1, i.e., the distance to one is zero. For the fractional values of z, TRA fixes only one decision per iteration. It fixes the caching decision of content f in time slot t if among all z-variables z tf is the closest to zero or one.
An important observation is that the SP f , f ∈ F, with the giving caching decisions still can be solved via shortest path. If x tf = 1, we simply remove vertices V i j0 , for j = t, . . . , T and i = 1, . . . , t, and the arcs connected to these vertices from the graph. If x tf = 0, we remove vertex V t1 and its connected arcs.
The full steps of TRA is presented in Algorithm 2. Symbol ← is used when a value is assigned to a programming variable and symbol ⇔ is used when an optimization variable is fixed to a value. The details of TRA are as follows. First, in Line 1, z is calculated. For each t ∈ T and f ∈ F, if z tf has value one, then TRA fixes x tf = 1 in SP f Algorithm 3 Framework of RCGA 1: STOP ← 0 2: while (STOP= 0) do 3: Apply CGA with fixed variable values so far and obtain w * 4: if (w * is an integer solution) then 5: STOP ← 1 6: else 7: Apply TRA to w * by Line 2. In addition, as x tf is fixed to one, the columns in K f that have value zero in time slot t cannot be used any more and they are discarded. To achieve this, we fix
This is done by Line 3. Second, as long as w * is not an integer solution, then by Theorem 4 at least one element of z must be fractional. The fractional value of z being nearest to zero, its corresponding time slot, and content are calculated by Lines 4-5, and these are denoted byz,t, andf respectively. Likewise, the fractional value of z being nearest to one, its corresponding time slot, and content are calculated by Lines 6-7, and these are denoted byz,t, andf respectively. Ifz is less thanz, TRA fixes the value of time slott to zero by Line 9. Furthermore, those columns not compatible with the decision are discarded from K f . This is done by Line 10. Otherwise, TRA checks whether there is enough spare space to store contentf . If yes, then the value of time slott is fixed to one in SP¯f by Line 12, and the columns with value zero in time slott are discarded from K f by Line 13. If no, the value of time slot t is fixed to zero by Line 15 and the columns with value one in time slott are discarded from K¯f by Line 16.
Third, TRA fixes x tf = 0 for the contents that have size larger than the remained spare cache space. This is done by Lines 21-23.
Finally, the above operations may lead to discarding all columns of a content such that the RMP becomes infeasible. To avoid this, an auxiliary column for each content is added such that the column has value one in the time slots that are fixed to one so far, and zero in the other time slots. This is accomplished by Line 25. Note that the fixed variables remain in effect in all subsequent iterations of RCGA.
D. FRAMEWORK OF RCGA
Note that as none of the variables in the SPs or RMP is fixed when CGA is applied for the first time (i.e., in the first iteration of Algorithm 3), the cost from CGA provides a lower bound to the global optimum of SCCD. This lower bound can be used to measure the effectiveness of the final solution from Algorithm 3 or the solution obtained from any other suboptimal algorithm. The RCGA framework is shown in Algorithm 3 and flowchart 3. The most important notation related to the RCGA is summarized in Table 3 .
The complexity of RCGA is fundamentally determined by the equivalence relation between optimization and the so called separation problem [40] , and the implication of the ellipsoid method for linear programming [41] . More specifically, solving (7) with CGA is equivalent to optimizing its dual by cutting plane [35] . The separation problem is nothing but our subproblem. By the notion of the ellipsoid method, the complexity until convergence is O(n 4 ) [41, Ch. 8] , where n is the number of variables in the dual (which equals the number of constraints of (7), i.e., n = F + T). To account for the complexity of solving the SP, note that there are F contents, and for one content finding the shortest path has the complexity in the order of the number of arcs, which is O(T 2 ), see Fig. 2 . Thus the SP has complexity of O(FT 2 ). Finally, the complexity incurred due to rounding is bounded by FT. Hence the overall complexity of RCGA becomes O(n 4 (T 2 F)(TF)). Thus, RCGA has the property of polynomial running time of the problem input size, meaning that RCGA is a scalable algorithm, in contrast to exponential-time algorithms.
VI. GREEDY ALGORITHMS
In this section, we consider greedy algorithms. We develop and adapt two caching algorithms in the literature, i.e., popularity-based caching (PBC) [42] and random-based caching (RBC) [43] . Both greedy algorithms deal with one time slot at a time. In PBC, a content is chosen as a candidate to be stored in the cache based on how frequently it is requested. In RBC, the candidate content will be chosen randomly and proportionally to its popularity. That is, the higher a requested content is, the more likely this content will be selected as a candidate content. Popularity of content f in time slot t is modeled by the total number of the requests that must to be satisfied in this time slot, namely, all requests with deadline t. Denote by P tf the set of these requests for content f in time slot t. Denote by P tf the cardinality of set P tf . P tf can be computed as:
The flow of the two algorithms is similar and a general description is as follows. The time slots will be considered one by one starting from the first time slot. The cache is initialized with size of S units of spare capacity. For each time slot under consideration, the algorithms treat contents one by one based on popularity in PBC and randomness in RBC. Once a content is selected as a candidate to be stored in the cache, the algorithms use an updating strategy based on the one in [44] to decide whether to store the content in this time slot. The updating strategy is as follows. For candidate content f , one of the following scenarios may arise:
1) If there is no enough spare space in the cache to store content f , the algorithms set x tf = 0. 2) If the cache has enough spare space and the content was stored in the previous time slot, the decision is to keep the content, i.e., x tf = 1. 3) If there is enough spare space but the content needs to be downloaded from the server, then the algorithms store the content if it is at least as popular as some of the stored contents in the previous time slot. Specifically, content f should be at least popular as the least popular contents with total size similar to l f . This comparison is due to the fact that storing the candidate content leads to deleting the contents that were in the cache in the previous time slot. Thus, it is beneficial to put this content in the cache only if it is at least as popular as them. Both algorithms are of polynomial-time complexity O(TF 2 ). Because for each time slot the algorithms go through all consents, and for each content there is a while-loop that repeats at most O(F) times. We see that the greedy algorithms have lower complexity than RCGA. However, as will be shown below, this comes at the cost of significantly lower performance in terms of minimizing the total cost.
VII. PERFORMANCE EVALUATION
In this section, we conduct simulations to evaluate the performance of RCGA, PBC, and RBC by comparing them to the lower bound of global optimum; the lower bound is hereafter referred to as LB. As explained in Section V-D, the LB is provided by the solution of the first iteration of Algorithm 3. In general, deviations of RCGA, PBC, and RBC from global optimum are hard to obtain, because it is difficult to calculate the global optimum of SCCD as it is an NP-hard problem. Therefore, we use the LB to measure the effectiveness of the algorithms because the deviation to the global optimum cannot exceed the deviation to the LB. Hereafter, we refer to the relative deviations of RCGA, PBC, and RBC from LB as the (worst-case) optimality gaps.
A. SIMULATION SETUP
For the simulation setup, we set T = 24 where each time slot has a length of one hour [45] , [46] . Similar to the works in [27] , [47] , we set U = 600 and F = 200 where the sizes of contents are uniformly generated within interval [1, 10] . The capacity of the cache is set as S = ρ f ∈F l f . Here, ρ ∈ [0, 1] is a parameter that shows the size of cache in relation to the total size of all contents. The number of requests for RBC because RCGA exploits the mathematical structure of the problem to obtain high-quality solutions. For the greedy algorithms, PBC outperforms RBC, because PBC tries to store more frequently requested contents, and consequently satisfies more requests from the cache which leads to better solutions than RBC. Fig. 4 shows the impact of tightness of deadlines on the cost. Larger value of α means less stringent deadline, and thus the system has more opportunities to satisfy the requests via the cache. This should result in a lower cost. When α increases from 0 to 1, the costs obtained from RCGA, PBC, and RBC decrease by approximately 33%. Fig. 5 shows the impact of number of time slots on the cost. In general, larger T means more difficult scenarios for optimization since the size of problem increases. On the other hand, with larger T there are more opportunities to update the cache, and more requests can be satisfied via the cache during the time period. It can be seen that the optimality gaps of algorithms increase with T. The costs decrease with respect to the number of time slots. Figs. 6 and 7 show the impact of U and F on the cost respectively. As can be seen, the cost increases with respect to U and F. Obviously, this is because with larger U, the total number of requests increases accordingly which leads to a higher cost. Also, when F increases, the diversity of requested contents increases, and as the cache capacity is limited, more requests need to be downloaded from the server which leads to a higher cost. In this case, utilizing the cache capacity is more important.
In general, the optimality gaps of RCGA, PBC, and RBC slightly increase with respect to U. We can say that even if the size of problem increases with U (i.e., more difficult), the solution quality of algorithms slightly decreases. The quality of solutions of RCGA does not decrease for all values of F, while the optimality gaps of PBC and RBC increase by a few percentages. This shows that RCGA can effectively utilize the cache capacity, while PBC and RBC are not able to achieve this. Fig. 8 shows the effect of cache size in relation to the total size of contents. Larger ρ indicates more cache capacity, and means more opportunity to serve the requests from the cache. Thus, when ρ grows from 0.1 to 0.9, the cost and optimality gaps obtained from RCGA, PBC, and RBC all significantly decrease. RCGA has much better performance than both PBC and RBC when γ = 0.1. The reason is that the capacity is extremely limited, and it is crucial to utilize the capacity efficiently. RCGA is able to achieve this compared to PBC and RBC. When the caching space increases, the costs and optimality gaps start to decrease. When the caching space becomes excessively large such that most of the requested contents can be stored in the cache, optimizing the caching space becomes rather a trivial task and all algorithms have similar performance.
Finally, Fig. 9 shows the impact of popularity of contents on the cost. As can be seen the costs and optimality gaps decrease with respect to γ . Note that when γ increases, the popularities of contents become more distinct and thus it is easier for the algorithms to determine which contents should be stored in the cache in order to achieve low cost.
VIII. CONCLUSION
This paper has investigated a content caching problem where the joint impact of content downloading cost and deadline constraints are accounted for. First, the problem is formulated as an integer linear program (ILP). Even though the ILP can provide optimal solutions, it needs significant computational time for large-scale problem instances. Thus, three algorithms are developed for problem solving. The first one is a solution approach based on a repeated column generation algorithm (RCGA). The second and third algorithms are developed from popularity-based (PBC) and random-based caching (RBC) from the literature. PBC and RBC are simple and fast and thus they are suitable for very large-size problem instances. Simulation results have demonstrated that RCGA outperforms PBC and RBC algorithms and provides nearly optimal solutions within approximately 1.6% gap of global optimum. In addition, simulation results show that one-third of the system cost can be cut off when content requests have longer deadlines. PBC and RBC are suitable for the scenarios when the cache capacity is fairly large or the popular contents are apparent, because for such scenarios they can provide solutions with qualities nearly the same as RCGA. The RCGA can be useful in other problem settings where the system has storage capacity, the time is slotted, and optimization consists of scheduling storage decisions along time. An interesting extension of this work is to consider combining RCGA with algorithms, such as machine learning, that predict user content requests, and study their join impact on system performance. Another line of extension is to take a cross-layer view, in order to explore connections and potential synergy with physical-layer caching.
