Over the last few years, Multi-label classification has received significant attention from researchers to solve many issues in many fields. The manual annotation of available datasets is time-consuming and need a huge effort from the expert, especially for Multi-label applications in which each example of learning is associated with many labels at once. To overcome the manual annotation drawback, and to take advantages from the large amounts of unlabeled data, many semi-supervised approaches were proposed in the literature to give more sophisticated and fast solutions to support the automatic labeling of the unlabeled data. In this paper, a Collaborative Bagged Multi-label K-Nearest-Neighbors (CobMLKNN) algorithm is proposed, that extend the co-Training paradigm by a Multi-label K-Nearest-Neighbors algorithm. Experiments on ten real-world Multi-label datasets show the effectiveness of CobMLKNN algorithm to improve the performance of MLKNN to learn from a small number of labeled samples by exploiting unlabeled samples.
Introduction
Machine learning includes two main approaches called: generative models and discriminative models, the K-Nearest Neighbors classifier belongs to the second category that aims to learn the connection between an observation (described by a set of attributes) and the targeted class in a given dataset. Several scenarios are possible, in supervised learning, the class is already annotated by the expert for each example in the initial learning set, the algorithm search for the optimal function to automatically assign the correct labels to each instance.
However, in unsupervised learning, the observations are unlabeled. Indeed, the algorithm must search for the corresponding labels based on several strategies, as Clustering that aims to discover the inherent groupings in data, the similarity between data points is computed according to their given attributes. Another type of learning form is known as semi-supervised, in which labels are only known for a small number of observations that will be used to annotate unlabeled data, the process of clustering is mainly used also for this task.
The present work focuses on semi-supervised approaches to learn from Multi-labeled data. This task was greatly applied by researchers to annotate images, for example, a picture taken by a user and posted on social media could include many labels simultaneously as: "selfie", "child", "summer", "hashlabels" etc.
The presence of multiple labels for the same example may increase significantly the complexity of the labeling task. To deal with that, many approaches were recently proposed to face the major challenges of the modern Multi-label data analysis applications, since it is complex and time consuming compared to single-label annotation in which the human annotator must identify only one class to label an instance, whereas, in the Multi-label case, every possible label for each instance should be considered. Semi-supervised learning was highly used by researchers to reduce labeling efforts and produce more instances for the training process of the algorithms, especially, for Multi-label classification.
The semi-supervised learning approaches proposed in the literature for single label problems have shown their efficiency, however, they are not directly applicable to the Multi-label case. The adaptation of such methods to the Multi-label learning is possible using two strategies [1] , either by modifying the existing single label algorithms to fit data (Adaptation Algorithms) or by transforming the Multi-label data to fit the algorithm (Problem Transformation). Finally, the strategy of learning using a committee of learners was also applied in this field by using Ensemble methods from the first and/or the second family of approaches.
In this work, we discussed the benefits of applying semi-supervised Multi-label learning approaches to improve the performance of one of the most studied Multilabel algorithms, that adapts K-Nearest-Neighbors rule to the Multi-label framework, known as MLKNN [2] . A collaborative Bagging approach is proposed, which extend the co-Training paradigm [3] based on ensemble method.
Our proposed method is named CobMLKNN (Collaborative Bagged Multi-label K-Nearest-Neighbors), it consists of firstly building a Bagging of Multi-label K-Nearest-Neighbors (MLKNN) based on the labeled training set. Then, the algorithm improves the performance of the ensemble of classifiers by exploiting unlabeled samples to enrich the learning set. At each iteration, each MLKNN relearn based on the newly labeled by its concomitant ensemble, only labeled example with a confidence level exceeds a threshold are selected.
The main contributions of this paper are summarized as follows. 1. First, the semi-supervised approach was considered for Multi-label K-Nearest-Neighbors algorithm, 2. Second, an extension of collaborative Bagging approach [4] to Multi-label framework was proposed.
The rest of this paper is organized as follows. Section 2 provides an overview of some relevant research achievements obtained with ensemble method strategy in supervised and semi-supervised Multi-label learning. Section 3 describes the proposed approach CobMLKNN in details. Section 4 reports the experimental results and corresponding analysis followed by the conclusions in Section 5.
Related Work
Recently, several approaches have been developed to solve Multi-label learning problems [5, 6] . This section aims to overview some well-known methods for supervised and semi-supervised learning.
Multi-label learning has received increasing attention in the past decade. Initially, it has been applied for text categorization applications [7] ; then, it has been expanded to resolve a variety of issues such as multi-media content classification including images [8] [9] [10] [11] [12] , audio [13] [14] [15] , videos [16] [17] [18] [19] , Web and rule mining [20] [21] [22] [23] [24] [25] , tag recom-mendation [26, 27] , information search [28] [29] [30] , bioinformatics [31] [32] [33] [34] etc.
In the literature, Multi-label algorithms were categorized into two main categories [1] : Transformation algorithms and Adaptation algorithms. The former transforms the data to fit the algorithm; however, the later modify the algorithm to fit the data. In addition, Ensemble methods were widely used by Multi-label community researchers to resolve many issues in this field, as dealing with the problem of high complexity of Label Powerset (LP) approach [35] , and to solve the problem of not considering Label dependence by the learner in the case of Binary Relevance (BR) models [36] . Binary Relevance and Label Powerset are two main transformations applied by researchers to deal with Multi-label problem [37, 38] , the first one transforms the Multi-label Learning problem to several Binary Classification problems and learns for each label a separate classifier. However, the second one considers each new combination of labels existing in the learning set as a new class, i.e Multi-label Learning problem is transformed into a Multi-class Classification problem. Similarly, several researchers have exploited Ensemble methods for enhancing the generalization of Multi-label algorithms in both categories. We review in the following paragraphs some works based on Ensemble methods from Adaptation and transformation methods.
In [39] , the authors proposed an ensemble Multi-label classifier based on Label Powerset strategy to resolve the multi-disease risk prediction based on physical examination records. Another work that aims to reduce the problem of complexity of Label Powerset based Ensemble of Pruned Sets (EPS) was proposed in [40] , the idea was to samples with rare label sets to allow the model focusing on the important label combinations, the bagging was applied as a strategy of learning of EPS. For Binary Relevance approaches, many works were proposed as Ensemble Classifier Chain ECC [41] that use an ensemble of Classifier Chain, each one learns random Chain orderings using a random subset of training instances. Similarly, Ensemble of Binary Relevance classifiers (EBR) was proposed in [36] , where the base classifier here is a Binary Relevance instead of Classifier Chain.
For the adaptation category, Ensemble methods was applied for many algorithms as in [1] , in which Random Forest [42] was adapted to Multi-label Learning using MLC4.5 as base model, called: RFMLC4.5. In [43] , the authors developed Multi-label Ensemble Learning (EnML) based evolutionary algorithms to optimize each classifier in the ensemble and to find the optimal labels for each instance.
One of the major limitations of Supervised Multi-label learning is need of labeled datasets to learn accurately [44] . Therefore, the development of semi-supervised algorithms is growing nowadays to face this issue and help to extract information from unlabeled datasets.
Many works were developed based on classical semisupervised learning methods, as co-training [45, 46] , transductive [47] [48] [49] , and graph-based [50, 51] semisupervised algorithms. Among them, the authors in [52] proposed the SSWL (Semi-Supervised Weak-Label) method for labeling multi-label data, instance similarity and label similarity were considered to supplant missing labels. The ensemble of multiple models is used to improve the robustness when label information is insufficient. Based on the co-training strategy which works under inductive setting, [46] proposed a novel approach COINS (CO-training for INductive Semi-supervised Multilabel learning) to learn from labeled and unlabeled data by augmenting the diversity between the two classifiers on each feature subset. For text classification, the authors in [53] have implemented a semi-supervised Multi-label model for jointly achieving document and sentence-level class inferences. For image classification, a Multi-label Semi-Supervised Active Image Classification (ML-SSAIC) approach was proposed by [54] to handle the problem of high labors costs caused by manual annotation in supervised Multi-label learning. Moreover, an adaptive semi-supervised learning strategy to train a Multi-label classifier was adapted by [55] , it learns an intermediate features space for both labeled and unlabeled training samples via low-rank matrix recovery.
Several works that study feature selection approach for semi-supervised Multi-label learning was proposed. In [56] , the authors formulate the Multi-label Learning as an Ensemble learning problem to improve both Classification and feature selection tasks, they proposed a new semisupervised Multi-label feature selection approach based on the ensemble paradigm. Furthermore, [57] proposed a space consistency-based feature selection model to extract label correlation information with incomplete prior knowledge and embed this information in feature selection. This mechanism contributes to properly extracting label information in a semi-supervised Multi-label learning scenario and adequately employing this information to select discriminative features. Similarly, a framework for semi-supervised multi-label classification was proposed by [58] , that exploit specific features of the label set based on a semi-supervised clustering to extract useful information of both labeled and unlabeled instances together.
In this paper, a Collaborative Bagged Multi-label K-Nearest-Neighbors (CobMLKNN) algorithm is proposed, the idea is to improve the learning of each Multi-label K-Nearest-Neighbors classifier in the Bagging with the newly labeled instances by its concomitant learners, that means we extend the co-Training paradigm to Multi-label Ensemble method. The CobMLKNN improve the performance of each classifier in the Bagging, that learns initially from a small number of labeled samples by exploiting confident newly labeled samples.
Proposed Method
The present section details the idea of Semi-Supervised Multi-label Classification based Collaborative Bagged Multi-label K-Nearest-Neighbors algorithm. The goal of Semi-supervised learning is to construct a better classifier by exploring a large amount of unlabeled data. First, we review briefly the Bagged Multi-label K-Nearest-Neighbors (BagMLKNN) proposed in [59] , then we explain the idea of extending the Co-training paradigm to a Multi-label framework for BagMLKNN and its main advantages.
Bagged Multi-label K-Nearest-Neighbors (BagMLKNN)
Initially, the Bagging was introduced with a basic rule, a Decision Tree [60] . Then, many researchers extended the concept to other basic rules such as Nearest Neighbor rule in order to benefit from its major advantages, including its simplicity to implement, its easy adaptability to any learning methods and the fact that it reduces the impact of the choice of the training set on classification results. For those reasons, the BagMLKNN was previously proposed in [59] to improve the performance of one of the well-known Multi-label algorithm called MLKNN [2] . MLKNN adapts the KNN to the Multi-label scenario by using a posteriori principle to determine the label set of unseen instance [2] , the algorithm follows two major steps for building an initial model. As illustrated in Figure 1 , in the first step, the a priori probabilities for each label are calculated, then, the conditional probabilities for each label are computed as the proportion of instances with the considered label i.e the K-Nearest-Neighbors who share the same label.
For a new instance, MLKNN search for K-Nearest-Neighbors by measuring the similarity between the new instance and all the examples of the dataset using the Euclidean distance, then, the presence of each label in the Neighborhood is used as evidence to compute Maximum A Posteriori (MAP) probabilities from the Conditional ones obtained before [6] . The label set of the new sample is generated from the MAP probabilities and the probability itself is provided as a confidence level for each label, thus making possible to also generate a label Ranking [6] .
The BagMLKNN method as illustrated in Figure 2 resume the idea of using several MLKNN simultaneously for the classification process. In fact, the benefits of Ensemble methods starting from a basic rule relatively poor (Rule of MLKNN that is not consistent), the Bagging turn it into a very good rule with asymptotic properties (consistency and optimal convergence rate). In addition, Bagging has many advantages [60] because it is simple to implement, easily adapts to any learning methods and reduces the impact of the choice of the training set on Classification results.
The satisfactory results obtained by using several MLKNN simultaneously for the prediction of labels in BagMLKNN [59] conducted us to extend the approach to semi-supervised learning framework in order to take advantage from unlabeled datasets. Indeed, the availability of unlabeled data and the difficulty of the manual annotation, make the semi-supervised strategies a required and important task. In the present work, we focus on improving the performance of a supervised Multi-label algorithm by exploring unlabeled instances in the dataset by using the Co-training paradigm.
The idea behind the semi-supervised learning is to handle simultaneously with few labeled instances and a large number of unlabeled instances while getting bene-fit from the information provided by unlabeled data. In such learning configuration, the key assumption is that two examples will be assigned to similar labels if they overlap in their input space. In this case, the MLKNN algorithm is an excellent candidate, its principle allows to identify the K nearest instances of each test instance and counts the number of neighbors belonging with the same label. Then, it uses the Maximum A posteriori Principle (MAP) to determine the label set for each test instance. Besides, ensemble multi-label models are efficient and computationally practical approaches. The Multi-label K-Nearest-Neighbors based Bagging approach BagMLKNN has proven its efficiency, therefore, in this work, we apply semi-supervised learning for a bagging MLKNN via co-Training and co-Forest with an extension of the confidence measure to the multi-label context.
Collaborative Bagged Multi-label K-Nearest-Neighbors (CobMLKNN)
Co-training algorithm [3] is one of the most attractive semisupervised ensemble models, where two base-learner are initially trained using two redundant and independent sets of features. In further iterations, each base-learner classifies the unlabeled examples, adds the most confident examples in the training set. As an improvement of the co-Training algorithm, Lee and Zhou proposed the Co-forest approach [4] . In this method, an ensemble of diverse baseclassifiers is used instead of redundant and independent views. The committee of diverse accurate classifiers is initially constructed by using a bagging strategy. At each iteration and for each classifier, a subset of unlabeled examples is drawn randomly from the whole unlabeled data set and classified using the concomitant ensemble [61] . The most confident examples to label are then determined and the committee members are retrained using their updated training sets. The CobMLKNN algorithm extends the co-Forest [3] paradigm to Multi-label K-Nearest-Neighbors based Bagging approach known as: BagMLKNN. The basic idea of CobMLKNN is to form a set of MLKNN classifiers using the labeled set denoted by L. Then, each classifier is relearned on new instances labeled by its concomitant ensemble from the unlabeled set denoted by U. Our notation follows the same standards proposed in [4, 37] , where a Multi-label data set is denoted D with q instances. For each example (xi, Yi), i = 1, . . . , q, x i is the set of attributes values and Y i is the set of true labels, each one belonging to the set of ℓ labels = Label j : j = 1, . . . , ℓ. Let H be the set of N MLKNN classifiers. H * is the concomitant ensemble of h i i.e. all classifiers except h i with (i = 1, . . . , N − 1)
In our method (Algorithm 1), we apply the same principle used in Co-forest, to first build a set of MLKNN classifiers on labeled L data (Algorithm 1 line 1) and then refine each classifier with unlabeled ones by its concomitant ensemble. The confidence of the labeling is computed as the degree of agreement on the labeling, i.e. the number of classifiers that agree on the label assigned by each h i of H * . In this way, we can effectively estimate the confidence of each MLKNN classifier in the ensemble.
In several semi-supervised learning algorithms, a problem resides in the principle of adding the unlabeled data of which confidence is above θ to L i , which make L i very bulky. Except, in the case where a classifier cannot represent the underlying distribution; a huge amount of labeled data becomes detrimental to performance, instead of improving the prediction accuracy.
To overcome this problem, similarly to the Co-forest [4] algorithm, the CobMLKNN incorporates the principle of assigning a weight to each unlabeled example in an iterative manner as proposed by Nigam et al. [62] . A sample is weighted according to the predictive confidence of its concomitant classifiers. In the t − 1 iteration ((t − 1) with t > 1, a condition (1) for updating the training set should be satisfied to iteratively improve the generalization ability. This approach reduces the impact of θ, even if it is small, the examples with low predictive confidence will be reduced. 11: if Confidence (H * , x u,ℓ , ℓ) > θ then 12 :
end if 15: end for 16: end if 17: end for 18: for i = 1 → N do 19: if
end if 22: end for 23 
h i is the classifier of re-learning phase that learns from
The following assumptions:
should be satisfied at the same time. However, even if this requirement is respected,ê i,t W i,t < e i,t−1 W i,t−1 might still be violated since W i,t might be much larger than W i,t−1 . In this case, to verify the equation (1), the new labeled data L ′ i,t must be sub-sampled so that W i,t is less thanê i,t−1 W i,t−1 e i,t .
In CobMLKNN Algorithm 1 lines (8-9), a subset of unlabeled examples with the total weight less thanê i,t−1 W i,t−1 e i,t is randomly selected from U. Then, confident examples are further selected from the subset (Algorithm 1 in lines 11-14 and Algorithm 2). Note that it not only offers diversity but also reduce the chance of being trapped in a local minimum, just like a similar strategy employed in co-Training and Co-forest.
More specifically, in CobMLKNN, for each unlabeled example x u,ℓ , each member h i ∈ H * , will annotate it with a vector of labels ℓ, in order to generate the class probability distribution for the given x u,ℓ for each Label in ℓ. Then, a majority vote is applied over H * for each ℓ, in order to assign the final vector of labels of x u,ℓ .
Algorithm 2. Confidence Function
Input: Unlabeled example x u,ℓ , committee of classifiers H * and number of Labels ℓ 1: Apply H * to generate the class probability distribution for each Label ℓ of x u,ℓ 2: for Label = 1 → ℓ do 3: V_label(x u,ℓ ) = argmax 1≤Label≤ℓ P(x u,ℓ ) 4: V_conf(x u,ℓ ) = max 1≤Label≤ℓ P(x u,ℓ ) 5: end for 6: return conf(x u,ℓ )=
∑︀
V_conf (x u,ℓ ) ℓ and V_label(x u,ℓ )
As described in Algorithm 2, each classifier from H * is asked to label x u,ℓ , in order to generate the class probability distribution for the given x u,ℓ . Then, the vector class which receives the maximal votes is assigned to the example x u,ℓ , with label confidence equal to the sum of the class probability distribution for each label over the total number of labels ℓ. An illustrative example in Figure  3 , shows how the confidence measure procedure for an instance x u,4 assigns the four labels combination with a concomitant ensemble H * equal to 5.
More precisely, in each iteration of CobMLKNN, the concomitant ensemble H * will test each example in U. For an unlabeled example x u,ℓ , if the number of classifiers that agree on a particular label exceeds a predefined threshold θ, this new label is assigned to the example and then it will be added to the new set L ′ that will be used for refining h i in the next iterations (Algorithm 1 in lines [18] [19] [20] [21] .
In summary, the principle of the algorithm CobMLKNN (as illustrated in Figure 4 ) consists of N Multi-label K-Nearest-Neighbors that are first built on a labeled boot- strap training set L to create a random forest. Then, at each iteration, each Multi-label K-Nearest-Neighbors classifier will be readjusted with new instances newly labeled by its concomitant ensemble, where the confidence of the labeled example exceeds a certain threshold of θ.
Experiments and Results
In this section, the application framework with associated protocols are presented, the experiments were conducted on ten real-word multi-label datasets (Table 1) from the Mulan's repository [63] that were selected from different domains: two in biology (yeast, genbase), five in multimedia (emotions, scene, corel5k, mediamill and flags), three in text (enron, medical and bibtex).
In this section, the application framework with associated protocols are presented, the experiments were conducted on ten real-word Multi-label datasets (Table 1) from the Mulan's repository [63] that were selected from different domains: two in biology (yeast, genbase), five in multimedia (emotions, scene, corel5k, mediamill and flags), three in text (enron, medical and bibtex).
We indicate the label cardinality L C and the label density L D of each dataset, where L C represents the average number of labels associated with each instance, while L D , indicates the average proportion of labels associated with each example. The performance of Multi-label algorithms depends not only on the algorithm itself but also on other parameters as the datasets used for the learning and the metrics used for its evaluation. The latter are divided into two groups: Bipartitions-based and Ranking-based: -The Bipartitions-based assessment measures are calculated based on the comparison of the relevant predicted labels with the actual relevant labels. These assessment measures are based on the average differences between the actual and predicted label sets. In this work, we apply the measures: Hamming loss (2), accuracy (3), F-score (4) and subset accuracy (5) .
With Y i the sets of true labels for an instance,Ŷ i the sets of predicted labels for an instance and q the total instances and I is a function that maps a true logic proposition to 1 and false to 0. -Ranking-based assessment measures compare the predicted ranking of labels with the actual ranking of the Multi-label dataset. Overall, we use four rankingbased measures as presented in [37] : one-error (6), coverage (7) , ranking loss (8) and average precision (9) . where Label ∈ ℓ, δ(Label)
and r i (Label) is the predicted rank of class label Label i for a given instance.
Where Label ∈ Y i .
Rank_Loss
The algorithms was evaluated using 5-fold crossvalidation with a set of N =6 of MLKNN classifiers (as used in Co-forest [4] algorithm) and the number of Nearest-Neighbors K fixed to 12 while keeping the same default value of the smoothing parameter=1. The training data are randomly divided into two sets: L labeled and unlabeled U determined by a rate (µ), which is calculated by the size of L on the size of L ∪ U. To simulate different amounts of labeled data, four different labeled rates µ = 10%, 30%, 40% and 80 % , are studied. Also, we note that the distributions of class in L and U are maintained similar to the original set. In the following experiments, confidence level θ is set at 0.85, i.e. a newly labeled example is considered as confident if at least five of the six MLKNN classifiers agree on an assigned label. To estimate the performances on each dataset, we have predetermined a labeled rate of µ of labeled examples. The labeled samples were randomly selected, with the only constraint: the presence of at least one example of each class for each set. For each set, the algorithm is evaluated on its ability to correctly predict the labels of unlabeled examples.
In the following paragraphs, we discuss the results of experiments with each evaluation metric.
Accuracy
In the Multi-label domain, accuracy is defined as the proportion between the number of correctly predicted labels and the total number of active labels, both in the actual and predicted label sets. The measure is calculated for each instance and then averaged, like all metrics based on the example. Therefore, in the Multi-label classification, a low accuracy rate is not revealing that this model is less efficient. A prediction containing a subset of labels is better than a prediction that contains none, indeed, a prediction that succeeds in recognizing two of the three labels is preferable to a prediction without a label. The results given in tables 2, 3, 4, 5 are very close in the case of high labeling threshold. However, it shows that our proposed method CobMLKNN achieves better rates with a low number of learning examples, due to the integration of the newly labeled instances with the use of the confidence metric to enrich the learning set.
Subset Accuracy
Subset Accuracy is the strictest metric, indicating the percentage of samples with all labels correctly predicted. For a consequence, the disadvantage of this measure is that ignore the partially correct predictions by the classifier. From tables 2, 3, 4, 5, we note that CobMLKNN outperforms the other supervised algorithms even for a dataset with a low number of labeled examples due to the involvement of unlabeled instances to improve the learning process. 
F-score
The F-score metric uses both precision and recall, which is computed as the harmonic mean of the two measures. Precision is the proportion of labels correctly classified of the predicted positive labels, averaged over all instances. However, recall is the fraction of predicted correct labels of the actual labels. From the results, it is noted that CobMLKNN achieves better scores than BagMLKNN and MLKNN. Thus, a high proportion of the predicted labels by CobMLKNN are relevant, although, many other labels are not correctly predicted by the classifier, especially in the extreme case with 10 and 30% labeled rate. Indeed, in the Flags dataset (Tables 2 and 3), BagMLKNN approach generalizes better than CobMLKNN, this can be explained by a very small number of instances (10% = 19) and the highest label density for the Flags dataset L D = 0.485 (Table 1 ).
Hamming Loss
Hamming Loss (H_Loss) is a commonly used evaluation metric in Multi-label classification. It represents the fraction of the wrong labels to the total number of labels. This is the main reason for the low value of Hamming-Loss for almost all databases with the different labeling thresholds (see Tables 2, 3, 4 and 5) . Except in the case of the 10% threshold, we note that CobMLKNN achieved the best performances on datasets with a high number of la- (Table 1) , while for Flags, Emotions Scene with only seven and six labels, MLKNN performs better. These results are explained by the fact that this metric evaluates the frequency that labels in the Multi-label are misclassified i.e. It counts the number of labels for which our prediction is wrong and normalizes it.
Average Precision
The average precision is the average fraction of the labels ranked above a current label y ∈ Y i and which are actually in Y i . The performance is perfect when avg_prec = 1;
the greater the value of avg_prec, the better is the performance. According to avg_prec metric (Tables 2, 3, 4 and 5) , CobMLKNN is always the most efficient for all sizes of learning sets except for the emotions dataset; characterized by the smallest number of labels and examples in the benchmark, the performance is very similar to those obtained by BagMLKNN algorithm.
Coverage
Coverage is used as an evaluation metric for multi-label example-based ranking and evaluates how many steps are needed, on average, to move down the ranked label list to cover all relevant labels of the example. For coverage, the smaller the metric value the better the system's performance.
The performances recorded for this metric through the different label thresholds (Tables 2,3 
,4 and 5) show that
CobMLKNN is not always the best technique that achieves the minimum number of steps needed for a positive label to top the list. However, the Averaged Ranking indicates that this slight difference in performance is not statistically significant and put as the best method over BagMLKNN and MLKNN.
One_error
O_error evaluates how many times the first-order label is not in the set of relevant labels in the example. The metric one_error takes values between 0 and 1. The lower the value of O_error, the better the performance.
As we can see in Tables 2, 3, 4 and 5, CobMLKNN outperforms the other two classifiers. However, the provided results were poor for Bibtex and Corel5k datasets that are characterized by an important number of labels and a significant cardinality index, indicating important associativity of the labels with the examples of the datasets.
Ranking Loss
R_Loss evaluates the average fraction of reversely ordered label pairs of each instance. Overall results, we note that CobMLKNN achieves better results than BagMLKNN and MLKNN, especially, for datasets with a small number of instances of learning. However, in some cases, MLKNN was more effective for a large dataset. We remark also in Table 5, for datasets with a small number of attributes, the two Ensemble methods do not generalize better than the MLKNN classifier.
In summary, the predictive performance of the proposed method significantly improves when the number of learning examples increases, particularly when the size of the training set is greater than eight instances. Note that it is not surprising that for some data sets, all classifiers obtain very close performances for small learning sets; the number of examples provided is simply not enough to allow them to learn well. Moreover, the differences between the performance of CobMLKNN in comparison with the BagMLKNN and MLKNN classifiers increase linearly with the number of examples. In the next section, we compare the performances of all classifiers based on one vs. all com-parison, using Friedman's statistical tests (with a significance level of 5%) for all measures.
The post-hoc Friedman test
To better assess the obtained results by each classifier previously, we adopt in this study the post-hoc Friedman test methodology proposed by Demsar [64] for the comparison of several algorithms over multiple datasets. The non-parametric Friedman test (free distribution) is used to compare observations repeated on the same subjects. When all classifiers are compared with a control classifier, to confirm the performance of each classifier, we calculated the p-value between two classifiers based on the Bonferroni procedure [65] which is a generally conservative, more flexible and easy test to use [64] . The p-value indicates whether a statistical hypothesis test is significant or not, and also indicates how much the performance is similar or different. When the p-value for this test is small (usually lower than 0.05), we have evidence to reject the null hypothesis.
The statistical tests for accuracy are shown in Table 6 , the CobMLKNN is ranked first in the obtained ranking (i) for all labeled rate. The CobMLKNN vs. BagMLKNN gives a p-value of 0.1461 in 20, 30 and 40% labeled rate, which means a stability of performances for the different labeled rates. The MLKNN is ranked third.
Regarding the Sub_Acc (Table 7 ) and the F-score ( Table 8 ) results, we notice that the CobMLKNN is at the top for all labeled rate. The obtained p-values indicate that CobM-LKNN results in a different and better performance compared to BagMLKNN and MLKNN.The same observations are noticed for the Hamming Loss metric ( Table 9 ). Moreover, from Avg_Prec (Table 10 ), we can notice that CobM-LKNN is better than the two other algorithms: BagMLKNN and MLKNN, with only a small similarity for 80% labeled rate. The same remark can be observed for O_Error (Table  12) and R_Loss (Table 13 ) metric for a high labeled rate. Furthermore, Coverage's statistical tests (Table 11 ) result in very similar performances (p-value> 0.3), particularly with a labeling threshold of 40%, this means that the convergence of CobMLKNN is similar to that of BagMLKNN and MLKNN, this similarity does not affect CobMLKNN performance.
In summary, it can be seen from Friedman's statistical tests, that CobMLKNN significantly outperforms BagM-LKNN and MLKNN in case of a small number of labeled data with a high number of labels. This verifies the effectiveness of the collaborative approach for the Bagging MLKNN in semi-supervised learning. 
Conclusion
In this work, we studied the problem of semi-supervised learning for a Multi-label framework. We proposed collaborative Multi-label learning using an ensemble learning named CobMLKNN.
We carried out an extensive experimental comparison between three algorithms named: MLKNN, BagMLKNN, and CobMLKNN, we used for that several evaluation measures on ten Multi-label datasets. The results obtained show that CobMLKNN gives very good predictive performances compared to other supervised classifiers regardless of the size of the subset of learning, due to the use of complementary Multi-label classifiers in the ensemble built based on newly labeled learning examples with degree confidence exceeding 85%.
It is clear that semi-supervised learning guided by Ensemble methods leads to better results and that explain the interests of many researchers to address the semisupervised learning-based Ensemble methods in many fields. An interesting follow-up to our work would be to remove irrelevant and/or redundant features from the learning set that might be as a noise for the classifier that should be learned in a semi-supervised way, the use of some multivariate measures for that could be a good option for future works.
