The mean curvature flow is the gradient flow of volume functionals on the space of submanifolds. We prove a fundamental regularity result of mean curvature flow in this paper: a Lipschitz submanifold with small local Lipschitz norm becomes smooth instantly along the mean curvature flow. This generalizes the regularity theorem of Ecker and Huisken for Lipschitz hypersurfaces. In particular, any submanifold of the Euclidean space with a continuous induced metric can be smoothed out by the mean curvature flow. The smallness assumption is necessary in the higher codimension case in view of an example of Lawson and Osserman. The stationary phase of the mean curvature flow corresponds to minimal submanifolds. Our result thus generalizes a classical theorem of Morrey on the smoothness of C 1 minimal submanifolds.
Introduction
Let F : Σ → R N be an isometric immersion of a compact n-dimensional manifold Σ in the Euclidean space. The mean curvature flow of F is a family of immersions F t : Σ → R N that satisfies d dt F t (x) = H(x, t) (1.1)
where H(x, t) is the mean curvature vector of Σ t ≡ F t (Σ) at F t (x). In terms of local coordinate x 1 , · · · , x n on Σ, the mean curvature flow is the solution ∂x l at any point p ∈ Σ t is the projection to the normal space, the orthogonal complement to the tangent space of Σ t at p.
By the first variation formula, the mean curvature flow is the gradient flow of volume functionals on the space of submanifolds. The well-known formula H = ∆ Σ F suggests (1.1) should be viewed as the heat equation of submanifolds. Here ∆ Σ denotes the Laplace operator of the induced metric g ij on Σ.
This paper discusses the smoothing property of the mean curvature flow. It was proved by Ecker and Huisken in [3] that any complete hypersurface in R N satisfying local uniform Lipschitz condition becomes smooth instantly along the mean curvature flow. In this paper, we proved the following generalization in the arbitrary codimension case.
Theorem A Let Σ be a compact n-dimensional Lipschitz submanifold of R N . There exists a constant K > 0 (depending on n) such that if Σ satisfies the K local Lipschitz condition, then the mean curvature flow of Σ has a smooth solution on some time interval (0, T )
The time T can be estimated in terms of K. The K local Lipschitz condition will be defined in §5. Under this condition Σ is allowed to have corners but the corners of Σ cannot be too sharp. This condition is necessary in view of the example of Lawson and Osserman. In [4] , they constructed a stable minimal cone in R 7 that is a Lipschitz graph over R 4 . The existence of non-smoothable piecewise linear manifold also suggests such condition is necessary.
Since minimal submanifolds are stationary phase of the mean curvature flow, Theorem A indeed generalizes a classical theorem of Morrey [5] which asserts any C 1 minimal submanifold is smooth.
Corollary A Any minimal submanifold satisfying the K local Lipschitz condition is smooth.
We remark that any C 1 submanifold satisfies the K local Lipschitz condition.
The strategy of the proof follows that of [3] . We prove an a priori gradient and curvature estimates for smooth submanifolds in terms of a controlled C 1 bound. We then approximate Σ by smooth submanifolds and show the mean curvature flow of the approximating submanifolds converges to that of Σ which is now smooth for t > 0. The global version of such estimate in arbitrary codimension already appeared in [6] and [7] . I would like to thank Professor R. Schoen who suggested me to localize these estimates.
I am grateful to Professor D. H. Phong and Professor S.-T. Yau for their constant advice, encouragement and support.
Preliminaries
Let F t : Σ → R n+m be the mean curvature flow of a compact n-dimensional smooth submanifold. We shall assume Σ t is locally given as a graph over some R n . We choose an orthonormal basis {a i } i=1··· ,n for this R n and an orthonormal basis {a α } α=n+1,···n+m for the orthogonal complement R m . Then Ω = a * 1 ∧ · · · ∧ a * n can be viewed as an n form on R n+m which corresponds to the volume form of the R n . The function * Ω on Σ t is defined by * Ω = Ω(
This function is the Jacobian of the projection from Σ t onto R n and 0 < * Ω ≤ 1 whenever Σ t can be written as a graph over R n . At any point p ∈ Σ t , we can choose an oriented orthonormal basis {e i } i=1···n for the tangent space T p Σ t . Then * Ω = Ω(e 1 , · · · , e n ). We can also choose an orthonormal basis {e α } α=n+1···n+m for the normal space N p Σ t , then the second fundamental form A = {h αij } is represented by h αij =< ∇ e i e j , e α >. The convention that i, j, k denote tangent indices and α, β, γ normal indices are followed.
With these notations we recall the following evolution equations from [6] and [7] .
where ∆ is the Laplace operator of the induced metric on Σ t .
Proof. We shall compute the first formula in terms of local coordinates. For a calculation of the first and second formula in moving frames, please see [6] . Let F t : Σ → R N be a mean curvature flow given by
where (x 1 , · · · , x n ) is a local coordinate on Σ. In the following calculation, we shall suppress the time index t.
The induced metric is g ij =<
Recall along any mean curvature flow, we have
After this calculation, we no longer need to vary the time variable. At a given time and a point p, we may assume g ij = δ ij and det g ij = 1. Therefore
Now decompose
∂H ∂x i into normal and tangent parts.
Thus
At this point p, we may further assume we have a normal coordinate system so that
∂x k ∂x i is in the normal direction and represents the second fundamental form, denote
The first term on the righthand side is
∂x k ∂x k ∂x i into tangent and normal parts.
where we use the Codazzi equation
Therefore, the first term on the right hand side of equation of (2.4) be-
In the last equality, we use det g ij = 1 at p. Now
We arrive at
Combine this with equation (2.3) we obtain the desired formula. 2 Let u denote the distance function to the reference R n , then
The following two equations will be used in the localization of estimates.
Proof. The equation for |F | 2 is derived as the following.
The equation for u 2 is derived similarly.
where we used H = ∆ Σ F . Now
The derivation is completed by noting
Local gradient estimates
If Σ t is locally given as a graph of a vector-valued function f : U ∈ R n → R m . * Ω is in fact the Jacobian of the projection map from Σ t to R n and in terms of f * Ω = 1 det(I + (df ) T df )
where (df )
T is the adjoint of df . Any lower bound of * Ω gives an upper bound for |df |.
Proof. As in [7] , we can rewrite in terms of the singular values λ i , i = 1 · · · , min{n, m} of df , for any local defining function of Σ t .
where the index i, j runs from 1 to min{n, m}.
, we have
As was shown in [7] that by completing square we obtain
Following the notation in Theorem 2.1 of [3] . Let y 0 be an arbitrary point in R n+m . φ(y, t) = R 2 − |y − y 0 | 2 − 2nt and φ + denotes the positive part of φ.
Lemma 3.2 Let f be a function defined on Σ t with 0 < f < K such that (
The proof is an adaption of Theorem 2.1 in [3] . We may assume y 0 is the origin. Take
Then by equation (2.5)
Combining these equations we obtain
As in [3] , observe that
Apply Young's inequality to the term 6v∇v · ∇η.
The estimate following by replacing η by φ + and applying maximum principle.
2 The following theorem is a local gradient estimate, it says if at t = 0, the portion of Σ 0 inside B R (y 0 ) is a graph with bounded slope, then this remains true at later time for the portion of Σ t inside a smaller ball B √ R 2 −2nt (y 0 ). . If the mean curvature flow of Σ exists smoothly on [0, T ), then Σ t ∩{|y −y 0 | 2 < R 2 −2nt} can be written as a graph with * Ω > c ′ for t < T . Indeed f = * Ω − c ′ satisfies the following inequality
Proof. The inequality in Lemma 3.1 can be rewritten as
We then apply Lemma 3.2 to f = * Ω − c ′ and the theorem is proved by maximum principle .
2 Use the local gradient estimate, we now prove that Σ t remains in a tubular neighborhood of Σ 0 if Σ 0 has uniformly small gradient. . Let θ be a constant
Proof. Let q ∈ Σ be given and Σ can be written as the graph over L q in
, we may assume Σ ∩ B r 0 (q) lies within
We claim for t < and q ∈ Σ, Σ t ∩ B √ 
Thus by Lemma 3.2,
(q) for all q ∈ Σ. We may assume F (x 0 , t 0 ) is on the boundary of
0 − 2nt 0 L q 0 and T q 0 Σ are both n dimensional space through p and the angle between them is measured by * Ω, therefore
Solve for t 0 and we get t 0 >
Local curvature estimates
The following local comparison lemma is a generalization of Theorem 3.1 in [3] . It applies to other heat equations and is interesting in its own right. Let r be a non-negative function satisfying
In later application r(x, t) will be |F (x, t)−y 0 | 2 +2nt or |F (x, t)| 2 −u 2 (F (x, t)). Both functions satisfy the above assumptions by equations (2.5) and (2.6).
Lemma 4.1 If h and f ≤ c 3 are positive functions on Σ t that satisfy
Let R > 0 be such that {r(x, t) ≤ R 2 } is compact and 0 < θ < 1. If 0 < c 1 ≤ c 2 then the following estimate holds
where c 0 is a constant depending only on c 1 , c 3 , c 4 and c 5 .
The rest of the proof is the same as that of Theorem 3.1 in [3] . The term − 2k (1−kv 2 ) 2 |∇v| 2 g helps to cancel similar order terms in later calculations. 2
where 0 < θ < 1.
Proof. We first calculate the higher order terms in equation (2.2).
Therefore we have
On the other hand, by Theorem 3.1,
Let r = |F (x, t) − y 0 | 2 + 2nt in Lemma 4.1. We only need to choose c close to one so that
Proof of Theorem A Definition 5.1 A compact submanifold Σ of R N is said to satisfy the K local Lipschitz condition if there exists an r 0 > such that Σ ∩ B r 0 (q) for each q ∈ Σ can be written as the graph of a vector valued Lipschitz function f over an affine space through q with |df | < K.
Proof of Theorem A. Let Σ be an n-dimensional compact Lipschitz submanifold in R N that satisfies the K local Lipschitz condition. Since * Ω = is greater than the constant in Theorem 4.1 . We then approximate Σ by smooth submanifolds satisfying the same bound on * Ω. Let Σ be such an approximating submanifold. We claim Σ t exists up to t < T = But by Theorem 4.1, we have the uniform bound of |A| 2 in this region. All higher derivatives bound for |A| 2 can be obtained as in [3] , therefore the flow can be extended beyond t. By the uniform bound of |A| 2 and the higher derivatives of A, the approximating mean curvature flow actually converges to a mean curvature flow that is smooth for t > 0 and the theorem is proved.
2 We remark the theorem is also true when the embient space is replaced by a complete Riemannian manifolds with bounded geometry. The curvature only results in lower order terms in the evolution equation and the proof works if we shrink the time interval a little bit.
