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Abstract
Generally, a graph is an abstract data type used to represent relations among a given set of data
entities. Graphs are used in numerous applications within the field of information visualization,
such as VLSI (circuit schematics), state-transition diagrams, and social networks. The size and
complexity of graphs easily reach dimensions at which the task of exploring and navigating gets
crucial. Moreover, additional requirements have to be met in order to provide proper visual-
izations. In this context, many techniques already have been introduced. This survey aims to
provide an introduction on graph visualization techniques helping the reader to gain a first insight
into the most fundamental techniques. Furthermore, a brief introduction about navigation and
interaction tools is provided.
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1 Introduction
One goal of information visualization is to provide techniques for converting (abstract)
information e.g., in form of textual description into visual representations facilitating the
perception and handling of hidden structures from underlying data sets [18]. In cases in
which corresponding data elements have inherent relationships among each other, graph
visualization methods are commonly applied to support the better understanding.
I Definition 1. Formally, a graph G = (V,E) is a mathematical structure consisting of two
sets, V the set of vertices (or nodes) of the graph, and E the set of edges. Each edge has
a set of one or two vertices associated to it, which are called endpoints [53].
Many application areas use graphs to represent existing structures: For example, in social
networks people of a group my represent the vertices of a graph where the different relations
among them are represented by a set of edges. In other areas, like biology and chemistry
graphs are widely used to represent molecular and genetic maps, as well as protein production
paths. In the field of software engineering, graphs are used e.g., to represent the structure
of complex software systems, or to represent the internal behavior/states of compilers. In
the object-oriented field, graphs are used to depict the relations among different classes, e.g.,
UML diagrams. In general, any hierarchical structure may be represented as a tree, which
is a subtype of a graph. An example for this sort of structure is the file structure of an
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operation system. The organization structure of an institute may also be represented as a
tree. For more information we refer to [53, 22].
Although graph visualization techniques are widely used in many application domains,
they have some limitations one has to deal with. For example, the size of the represented
graph may become an issue, e.g., providing layouts for very large graphs is possible, but often
comes along with the loss of readability, at least for untrained users. This is associated with
the limited human cognitive power and the screen space constraints given by the visualization
devices. Providing a suitable technique helping the user interacting and navigating through
the data is another important issue. The goal of graph visualization techniques is to increase
the comprehension level of the data by providing intuitive, intelligible layouts as well as
suitable interaction mechanisms.
This survey is organized as follows: In Section 2 we present a general overview concerning
layout algorithms and a set of criteria to generate clean layouts. In order to increase the
comprehension level of the visualized information, many interaction techniques have been
proposed in the literature. In this context we present a brief introduction in Section 3. We
conclude the survey by Section 4.
2 Graph Layout Algorithms
As mentioned in Section 1, a graph consists of a set of nodes connected by a set of edges. The
trivial way to display this sort of data is to use node-link diagrams. They depict the relations
among the data elements in form of lines [53, 22]. In [25], another visualization approach is
proposed to display graph structures by exploiting space-filling techniques or space-nested
layouts which implicitly represent the relations. This section provides an overview describing
both approaches and the used algorithms.
2.1 Node-Link Layouts
The basic requirement of the node-link layout concerns the computation of the coordinates
of the nodes and the representation of the lines. To increase the readability a clean layout
should comply with the following criteria [29]:
Nodes and edges should be evenly distributed.
Edge-crossings should be minimized.
Depict symmetric sub-graphs in the same way.
Minimize the edge bending ratio.
Minimize the edge lengths, which helps readers detecting the relations among different
nodes faster.
In cases where the data is inherently structured distribute the nodes into different layers.
This increases the understandability of the underlying graph. For example, in data-flow
diagrams it is recommended to separate the graph elements into different layers in a way
that the final representation reflects the original semantics.
Many other criteria have been proposed in the literature, for more details please refer to
[53, 29]. It is worth mentioning that it is hard to combine most of the criteria. Some of them
conflict with others. In contrast, others are hard to realize in an efficient way. Many solutions
have been proposed [29, 53] to overcome these issues. Most algorithms in practice represent
a trade-off. Specifying the required criteria is an application dependent process. Prioritizing
a set of criteria is an important pre-condition for finding suitable layout algorithms. The
work of [41] concentrates on the topic of how to prioritize such criteria.
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2.1.1 The Spring Layout Algorithm
The spring layout algorithm is widely known as force-directed layout, which was originally
proposed by Eades in 1984 [12]. Due to its simplicity and its ability to produce a symmetric
layout, the force-directed layout is considered to be one of the popular node-link layouts. The
spring layout algorithm represents the graph as a physical system, in which the graph nodes
are considered to be a charged particles connected to each other using a set of springs. The
first model was proposed by [12]. Each node is associated with two types of forces: attraction
forces and repulsive forces. Given the node coordinates and the spring attributes the method
aims at reducing the total energy of the the spring system by repositioning the nodes. The
attraction force fa is applied to the neighbor nodes which are connected by a spring, while
the repulsive force fr is applied to all graph nodes. These forces are defined as follows:
fa(d) = kalog(d), fr(d) =
kr
d2
(1)
where ka and kr are constants and d is the current distance between two nodes. Figure 5b
shows a small example that emerged from applying this algorithm. Although, the force-
directed approach produces clean, symmetric layouts with respect to graphs having moderate
sizes, it is considered to be one of the expensive algorithms. Its time complexity exceeds
O(n3) (see [53, 29, 22]), where n is the total number of nodes. Moreover, force-directed
layouts lack in terms of predictability ([53, 29, 22, 58]), meaning that running the algorithm
twice, produces different results. This leads to problems in maintaining the users mental map
during the interaction with unstable layouts [58]. Despite the mentioned disadvantages, the
force-directed layout algorithm has been widely used in many visualization frameworks [56].
Furthermore, the algorithm itself has been revisited and optimized many times to overcome
its characteristic drawbacks (see [27, 14, 16, 13, 24, 53, 29, 24, 7]).
2.1.2 Topological Feature-Based Layout
The feature-based graph drawing concept has been proposed by Archambault et al. [2]. The
concept is called TopoLayout, which is a multi-level, feature-based approach. The pipeline of
this approach consists of four main steps, the first one is called the decomposition phase in
which the graph is decomposed into many sub-graphs based on the topological features of each
internal sub-graph. For example, if the nodes in one sub-graph are topologically connected
among each other in form of a tree, then the set of nodes are grouped together representing
a meta-node. Currently, TopoLayout detects seven topological features, including trees,
complete graphs, bi-connected components, clusters, and the undefined structure that is
called unknown feature. For more details we refer to [2]. The second step called the feature
layout phase in which the meta-nodes or the grouped sub-graphs are laid out using one
of the layout algorithms (tuned with its topological feature). The third phase called the
crossing reduction phase aims to eliminate the crossing ratio in the produced layout.
Finally, the overlap elimination phase aims to change the node sizes in the final layout to
ensure that no nodes overlap each other. The final result for TopoLayout is a tree representing
the graph hierarchy, in which each node represents a sub-graph in the original graph and
each meta-edge represents the relation between tow sub-graphs in the original graph. This
layout technique helps in drawing relatively large graphs. Also, it provides the user with
details about the internal structure of the graph, which can be useful in extracting more
information about the graph itself (see Figure 1). GrouseFlocks [3] was introduced to provide
an interactive way to explore large input graphs through cuts of a superimposed hierarchy.
VLUDS’11
154 A General Introduction To Graph Visualization Techniques
Figure 1 Layout generated by using the TopoLayout algorithm of [20].
The goal was to provide the user with the ability to see several different possible hierarchies
of the same graph.
Before we introduce the tree layout concepts, it is worth to mention that both force-
directed algorithms and the TopoLayout algorithm work perfectly with undirected graphs.
Unfortunately, not many algorithms were designed for visualizing directed graphs. The
Sugiyama algorithm was one of the first algorithm for drawing directed graphs [50]. The
basic approach is to first layer the graph nodes, which means assigning a layer for each
node and placing the nodes into the corresponding layer. Also, the algorithm includes two
steps for reducing the edge-crossings and the node-overlappings. In general, directed graph
layout algorithms are difficult to implement, this is due to the complexity of directed graphs.
Therefore, many of the Sugiyama algorithm steps are considered to be NP-hard (see [17]),
and some of them are NP-complete (see [11]).
2.1.3 Planar Graphs
Planar graphs are graphs that can be drawn without edge crossings in linear time. They
emerge in various fields: CAD systems, circuit schematics, VLSI schematics, entity relation-
ships diagrams and information system design [53, 29, 22]. To generate a planar layout for a
general graph, some pre-requisites have to be fulfilled [22]:
Testing whether it is possible to draw the given graph without edges crossings or not.
Finding a planar layout algorithm satisfying the required application constrains.
Drawing a planar graph is supported by two well known algorithms, the first one called
Fraysseix [9], Pach [28] and Pollack (FPP) [46] generates a drawing of a graph G on a grid
of size (2n− 4) ∗ (n− 2) in n log(n) time. Later, the FPP algorithm was improved to run in
linear time [28]. The second algorithm has been proposed by Schnyder [46]. It attempts to
find a straight line embedding on a grid of n2 nodes and runs in linear time. An example of
a planar graph is shown in Figure 4b.
2.2 Tree Layout
Many layout algorithms have been already proposed. In general, this may be attributed
to the tree structure’s simplicity and popularity. As a good starting point for tree layout
algorithms we refer [53, 29].
2.2.1 Node-Link Tree layout Algorithms
One of the basic approaches to draw a tree is to use node-link diagrams in which the
parent-child relations are depicted as edges (see Section 2.1). The classical tree layout
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algorithm proposed by [42] is one of the early methods (see Figure 2a), it produces clean
trees-representations in 2D and its implementation is straight forward. However, the technique
is not declared space efficient because of its preference for one of two dominating growth
directions, i.e., horizontal growth or vertical growth. To cope with this problem some compact
tree layout algorithms have been implemented to produce a classical tree appearance in more
compact fashion [10, 53, 29, 58, 22, 7].
Another example of a node-link tree layout is the radial layout algorithm which was
proposed by Eades [10]. A radial layout including its variations, places the root in the middle
of co-centric circles and distributes the children of a sub-tree into circular shape according to
their depth in the tree recursively. The radial layout uses space in more efficient way than
the classical method. But it lacks the understandability of classical tree layouts, e.g. it is
difficult to find the root of the tree (see Figure 2b) [53, 10, 39, 59]. As a sibling of the radial
layout, the balloon layout has been introduced in [6]. Here, sibling sub-trees are drawn in
a circle centered at their parents. This layout is effective in showing the tree structure. The
balloon layout can be obtained by projecting a cone tree onto a plane [43, 53, 29, 58, 22]
(see Figure 2c). H-Tree produces a classical layout for binary trees and works perfectly
for balanced trees. But, again, it is hard to identify the root position [47] (see Figure 2d).
All tree layout algorithms produce predictable results in at least linear time (the usual the
complexity reaches from O(n log(n)) to O(n)) [53, 29]. As a result of the comparison of
different tree layout algorithms, we observed that the classical tree layout perfectly depicts
the hierarchy structure of the tree, with sacrificing the screen space. While the radial layout,
the h-tree layout, and the balloon tree layout use the screen space more efficiently but with
difficulties in finding the root [53, 29, 58, 39].
(a) Classical tree layout, produced with [19]. (b) Radial tree layout Example.
(c) Balloon tree layout: produced by [22]. (d) H-Tree layout: produced by [22].
Figure 2 Tree Layout Examples.
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2.2.2 Space-Filling Techniques
Space-filling techniques can be subdivided in two types: the Space-Division layout and
the Space-Nested layout. In the Space-Division layout, the parent-child relation is
depicted implicitly by attaching the children to their parent. Sunburst algorithm uses
radial or circular space-filling techniques. The general belief of the developer community is
that radial layout methodology better convey a hierarchy’s structure without sacrificing the
efficient screen space usage [49, 26]. One of the problems of this layout is that it is difficult to
distinguish between the child-parent relationships and the sibling relationships, because both
of them are expressed using adjacency. Moreover, due to the different number of children for
each parent, the nodes sizes are difficult to control, the final layout might occupy a large
space for node, which has many children. While other nodes are represented using a tiny
thin rectangle that is not enough to show the node’s label or the node’s color (see Figure 3a).
Whereas, in Space-Nested layouts the child-parent relationship is drawn using nested
boxes. The idea is to place the children within their parent node. A good common example
is the Treemap, (see Figure 3b) [25, 48]. Nodes are represented as rectangles, each rectangle
is subdivided into number of sub-rectangles equal to its children number. The subdivision
process is performed recursively. This technique is popular because it uses the screen-space
efficiently, and it shows the size of the leaves in a tree. However, this technique lacks the
ability of showing the hierarchical structure of the tree. Also, due to the subdivision process
it is highly possible to produce long and thin rectangles, which leads to problems in with the
interaction (especially in selecting or highlighting the rectangles) [25, 48, 58, 22, 55].
(a) SunBurst layout. (b) TreeMap layout.
Figure 3 Examples of space-filling techniques [19].
2.3 Matrix Visualization
The matrix visualization is another technique that represents graph nodes relations
implicitly (see Figure 5a). Here, each row and each column represent a node. The edge
between two nodes is represented by the cell at which the corresponding row and column
intersect. Edge attributes can be shown using different visual parameters such as color, size
and shape. The scalability is limited, but the layout can produce clean representations of
graphs having moderate size. However, the way the data is represented makes it difficult to
detect the graph paths. For more details please refer to [1, 21].
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(a) Hyperbolic tree layout, produced with [52]. (b) Planar Graph Example.
(c) TreeCube layout, produced by [51]. (d) Cone trees, produced by [43].
Figure 4 Graph layout Examples.
2.4 3D Layout
In addition to 2D representations, many layout algorithms have been extended to 3D. The
reason behind it is that we are familiarized with 3D in the real world. So it is often more
natural for us to explore data in 3D space. One example for a 3D layout is Treecube (see
Figure 4c), a technique that has been proposed by [51] as an extension for the traditional
treemap layout; it uses nested cubes to represent the parent-child relationships. The
hyperbolic layout algorithm appeared for the first time in [32, 33], then it has successively
been used by many others (e.g., [38, 37, 36]). The idea was to distribute the data entities over
the hyperbolic space. Figure 4a shows an hyperbolic tree layout for a walrus-directory graph,
which has been generated using the Walrus package [52]. This method can be displayed in
2D and 3D, providing a distorted view of the tree, which makes the interaction with large
trees easier [22]. It is worth to mention that most of the force-directed techniques could be
generalized easily to three dimensions (see [8]).
Conetree [43] is a technique that was originally developed to layout trees in 3D space.
It places father nodes at the top of a cone with its children arranged evenly in the cone
base. The layout has many layers; each one represents a tree level, in which all cones have
the same height. The cone-base diameter for each layer is reduced in bottom-up fashion.
This helps the lowest layer to fit into the width of the box containing the full cone tree, see
Figure 4d . Based on [34], 3D visualization techniques face multiple challenges: First, objects
in 3D may occlude each other which causes an issue while exploring the data set. Second,
providing a suitable layout algorithm that assures less object-overlapping and reduces the
edge-crossing is also considered as a big challenge. Third, the development of interaction
techniques that are making the data exploration task easier and more intuitive is another
big challenge. Finally, choosing an appropriate metaphor that increases the information
understanding process is often hard to find. Many real-world metaphors were used to present
data in 3D; examples can be found in [31].
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(a) Matrix visualization layout [21]. (b) Example of a force-directed layout.
(c) Clustering example by [54]. (d) Edge bundling example by[23].
Figure 5 Graph layout Techniques examples.
2.5 Nodes and Edges Clustering
Clustering techniques were introduced in graph visualization as a method to reduce visual
cluttering in the final layout. This is achieved by producing an abstract view for the input
graph. Reducing the number of visual elements does not only increases the clarity but also
increases the rendering performance [30]. Clustering algorithms can be classified in two
main types based on the criteria in the clustering process. The first type is called natural
clustering, here the structural information among the graph nodes is used to find a pattern
of nodes having the same common criterion [44]. The second type is called the content-based
clustering, here the semantic meaning of the relations among the graph nodes is taken into
account [57]. This type of clustering is rarely used, since it heavily depends on the application
domain (reusing the same content-based clustering technique in another application usually
is not possible). Therefore most graph visualization applications are using structure-based
clustering algorithms. Many structural characteristics have been used as clustering criteria,
such as the distances between graph nodes and node degrees. Natural clustering is widely
applied to preserve the structure of the original graph [44]. This kind of clustering enables
improved interaction facilities, because it eases applying of filtering techniques for the layout
result and leads to an increased searching speed for specific data patterns. This could be
accomplished by partitioning the nodes into a set of groups, then filter them based on a
specified criteria, and finally narrow the search domain to the remaining clusters. Figure 5c
shows an example of clustering techniques applied in the graph visualization field.
In [4], a clustering techniques for a special type of graph called small-world networks is
presented. [53, 29] give a good overview on clustering and its applications, as well as a set of
heuristics for each clustering method.
Another method for reducing the cluttering ratio is the edge clustering approach. Its
goal is to free more space by grouping sets of edges that share the same end points, which
reduces the visual cluttering in the final picture. Edge-bundling techniques are also proposed
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to increase the readability of the graph. This is achieved by reducing the visual cluttering
from the adjacency edges (see Figure 5d). For more details we refer the reader to [23].
Another example is the flow-map method: all edges that have the same source are grouped
into one thick edge, generating a pattern of the edge-flow [40]. This technique intuitively
shows the flow of the data from a single source to different destinations. However, it is only
applicable for specific graph visualization applications, e.g., the migration path from a single
source. Furthermore, in case of multiple sources, this approach causes a visual cluttering
among the different flow maps, which leads to difficulties in reading the underlying graph.
3 Interaction Techniques
The goal of the visualization techniques mentioned above is to increase the comprehension
level of the given data. Often, this goal cannot be achieved by only producing a static image
representing the data. The ability of interacting with data has to be provided. Therefore,
interaction and navigation techniques to facilitate the data exploration mission have been
researched (e.g., [22, 48, 58]). In this section, we list a selection of interaction concepts that
have been applied together with the visual layout algorithms. In [60] a summary of popular
interaction techniques is presented:
Selecting: giving the user the ability to highlight and process specific objects.
Abstracting/Elaborating: changing the level of detail of the representation scheme. This
allows users to get different insights into the data.
Reconfiguring: giving the user the ability to change the layouts for the same representation
scheme, such as sorting the graph nodes based on a specific criteria.
Encoding: switching between different layout methods, such as converting the node-link
diagram into a sunburst layout.
Exploring: this is related to giving the user the ability to change the view point of the
graph layout. Zooming and panning are examples of this category.
Filtering: removing unnecessary detail and displaying the remaining items in a more
visible fashion. The main concept is to filter the data nodes based on their attributes in
order to make the querying process easy and fast. For more examples see [5].
Connecting: giving users the ability to highlight the paths between relevant objects and
the focus object.
3.1 Zooming and Panning
Zooming and Panning are basic tools for exploring large amounts of information. Panning
means moving the camera across the scene, while zooming allows users to switch between the
abstract and the detailed views. Geometric zooming adjusts the screen transformation and
thereby allows increasing or decreasing the magnification of the displayed graph. Semantic
zooming means that not only the size of objects but also the displayed information may
change when approaching a particular area of the graph.
Both, zooming and panning, are complement to each other. An example are geographical
maps, like the ones used by Google Earth: suppose the user zoomed into an area next to
Frankfurt in Germany. If he or she wants to change the view to another area, lets say Amman
in Jordan, he or she usually has to zoom out first to get a better overview, then pan to the
Amman region, and finally again zoom into Amman. Doing this procedure without panning
in the middle will need a long time to find the destination [22, 58]. In [15], an elegant model
was introduced to explain how zooming and panning work together. The proposed concept
is called space-scale diagrams. It defines an abstract space by first creating multiple copies
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of the original 2D image. In a second step, they are stacked up to construct an inverted
pyramid, on which each copy is placed in a certain magnification level. The space-scale
diagram can be used with both zooming types, not only for the geometric zooming but also
for the semantic zooming [15, 22].
3.2 Focus+Context Techniques
Focus+context techniques are addressing the problem of losing context when zooming into
given data. Suppose you have zoomed into a picture, the result would be that you can only
see the zoomed-in area without having an idea about the surrounding areas in the picture.
Here, focus+context comes into play: it gives users the ability to see the primary object
in a detailed view (focus) together with an overview of all the surrounding information
(context). In general, losing context is considered to be an issue in information visualization
applications. In order to alleviate this problem, focus+context techniques appeared to give
the user the ability to focus on some details without losing the global context [45]. This
concept does not replace the zooming and panning methods, but rather complements them.
The majority of visualization application systems implement both techniques together as an
interaction tool.
Many approaches provide focus+context views. Overview+detail is one of the earliest
focus+context approaches, in which separate display regions for different resolutions are
used. It enables users to switch between different displays frequently [35]. Fish-eye is one of
the most popular focus+context techniques [45]: the area of interest becomes larger while
at the same time the other regions of the layout are successively shown with less detail.
In the fish-eye approach, computing the hyperbolic coordinates is faster than the layout
algorithm, which is considered as an issue for the interaction with the visualization [22, 58].
The distortion appears as a negative consequence of this technique, which leads to destroying
many aesthetics criteria controlling the layout algorithm, e.g., unwanted edge crossings might
appear [22, 58].
4 Conclusion
The purpose of this survey was to give a brief and general overview on fundamental graph
visualization techniques, a sub-field of information visualization. Graph visualization focuses
on representing abstract data elements and the relationships between them visually, thus
reflecting the structure of the data. The goal is to increase the cognitive level of the local
and global structure.
Node-link diagrams were the first introduced approaches to depict graphs. In this regards,
a graph is drawn using a set of points representing the graph vertices which are connected
by lines or curves representing the graph edges. These approaches perform well for graphs
of moderate size. However, data sets reflecting real world data often become very large.
Consequently, this sort of algorithms appear to be insufficient and do not scale well. To adapt
to larger graph sizes, new layout schemes have been developed. Space-filling techniques such
as Treemaps are one approach attempting to display relatively large graphs, specifically trees,
by representing the relations between the nodes implicitly. Therefore, it is difficult to answer
the question: which approach performs better; This highly depends on the application and
the particular user requirements. On one hand, node-link approaches lack the scalability but
are able to display the relations between graph elements. On the other hand, space-filling
techniques are space-efficient but lack in terms of understandability.
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Along with the visual aspects, suitable and intuitive interaction techniques are key elements
to gain better insights into the visualized data. Many interaction methods were introduced in
the literature. In this context, zooming and panning are fundamental interaction techniques,
but using them separated can cause the loss of context. Therefore, focus+context techniques
were proposed to alleviate these drawbacks. Overview+detail, for example, constitutes an
approach using separate display regions to resolve those issues. Fish-eye methods can provide
different level of details at the same time by integrating them in a single display region. This
allows the users to zoom without losing their focus.
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