Abstract. A Perron number is a real algebraic integer α of degree d ≥ 2, whose conjugates are α i , such that α > max 2≤i≤d |α i |. In this paper we compute the smallest Perron numbers of degree d ≤ 24 and verify that they all satisfy the Lind-Boyd conjecture. Moreover, the smallest Perron numbers of degree 17 and 23 give the smallest house for these degrees. The computations use a family of explicit auxiliary functions. These functions depend on generalizations of the integer transfinite diameter of some compact sets in C
Introduction
Let α be an algebraic integer of degree d, whose conjugates are α 1 = α, α 2 , . . . , α d and
its minimal polynomial. A Perron number, which was defined by Lind [LN1] , is a real algebraic integer α of degree d ≥ 2 such that α > max 2≤i≤d |α i |. Any Pisot number or Salem number is a Perron number. From the Perron-Frobenius theorem, if A is a nonnegative integral matrix which is aperiodic, i.e. some power of A has strictly positive entries, then its spectral radius α is a Perron number. Lind has proved the converse, that is to say, if α is a Perron number, then there is a nonnegative aperiodic integral matrix whose spectral radius is α. Lind [LN2] has investigated the arithmetic of the Perron numbers. The set of Perron numbers is closed under addition and multiplication. Moreover, if α 1 , α 2 , α 3 are Perron numbers and α 3 = α 1 α 2 , then α 1 , α 2 ∈ Q(α 3 ). He has also shown that every Perron number can be factored into a finite product of irreducible Perron numbers, and that there are only finitely many such factorizations. The Perron numbers and their applications were also studied by many people such as D. Boyd [BO1] , [BO2] , A. Dubickas [DU1] , [DU2] , D. Lind [LN1] , [LN2] and A. Schinzel [SC] .
Lind [LN1] 
For a given degree d, let B > 1 be a bound sufficiently large to assure that there exists at least one Perron number α ≤ B. In Boyd's computations, this bound was taken to be B = (2 + 1/d)
These numbers are related to the coefficients of P by Newton's relation:
The numbers S k also satisfy the following inequalities [BO1] : In this paper we compute all smallest Perron numbers of degree d ≤ 24. We follow Boyd's strategy but we give better bounds for the numbers S k and more efficient relations between S k and S 2k than (1.2) with a family of explicit auxiliary functions. These functions are related to a generalization of the integer transfinite diameter. This hugely speeds up the search. For example, we have, for d = 12,
The computing time for d = 12 is a few seconds on a 2.8Ghz PC.
We denote the house of α by
Remark. In [RW] , G. Rhin and the author have computed all the algebraic integers with smallest house of degree ≤ 28. Since here, we follow the same strategy, but with greater bounds B, we can use the same list of polynomials for the auxiliary functions for the bounds of |S k | to find the smallest Perron number. But for degree 22, the computing time becomes 50 hours and for degree 23 it will be more than Table 4 in Section 3). The computing time, for example, for d = 24, is 358 hours on a 2.8Ghz PC.
We also had in [RW] , for d = 29, (d ≡ 5 mod 6), a small Perron number whose minimal polynomial is
We expect that this provides an algebraic integer α of degree 29 of smallest house ( α = 1.023383 . . . In Section 2, we explain how to use explicit auxiliary functions to give bounds for S k , and relations between S k and S 2k . We explain the relations between explicit auxiliary functions and integer transfinite diameter. Section 3 is devoted to the final computation to get the smallest Perron numbers of degree d ≤ 24. 2. The bounds for S k with the explicit auxiliary functions a. The explicit auxiliary functions for the bounds for S k .
Compared with Boyd's strategy, the main improvement of the calculation is to compute bounds of S k which replace the classical bounds
by using a family of explicit auxiliary functions. For small k, this method improves drastically the classical bounds. In Table 2 we give an example of the two kinds of bounds for some values of k for degree d = 24. BN k denotes the new bound of S k and BC k is the classical one. We define the explicit auxiliary function f by the formula
where z is a complex number, the numbers e j are positive real numbers and the polynomials Q j are nonzero elements of Z[X]. The numbers e j are always chosen to get the best auxiliary function. We denote by m the minimum of f (z) for |z| ≤ B.
Since the function f is harmonic in this disk outside the union of small disks around the roots of the polynomials Q j , this minimum is taken on |z| = B.
1≤i≤d Q j (α i ) is equal to the resultant of P and Q j . If we assume now that the polynomial P does not divide any polynomial Q j , then this is a nonzero integer. Therefore, (2.2)
We give, for example, in Table 3 the list of polynomials Q j and the numbers e j which are used in the auxiliary function for S 1 for d = 24. With this auxiliary function, we have −S 1 ≥ −3.85392590, i.e. S 1 ≤ 3 as in Table 2 .
By symmetry, the same inequality is valid for −S 1 . If we replace B by B k and the numbers α i by the numbers ±α i k we get upper bounds for ±S k .
b. The explicit auxiliary functions which give relations between S k and S 2k .
In Boyd [BO1] , we have the classical relation (1.2) between S k and S 2k . Here we exploit the relations between S k and S 2k that will be given by explicit auxiliary functions of the following type: where the numbers e j and the polynomials Q j are as in paragraph a. If m is the minimum of f (z) for |z| ≤ B, by the same argument as in paragraph a, we get
If we assume that S 1 has the value σ, then S 2 ≥ dm + e 0 σ. We optimize the numbers e 0 , . . . , e J to get a maximal value of dm + e 0 σ. Therefore, we get a lower bound for S 2 depending on the value of σ. This gives a better bound than the one which was given in paragraph a if we take σ close to its upper bound. If we replace in (2.3), e 0 Re(z) by −e 0 Re(z), we get the same lower bound for S 2 when S 1 has the value −σ. We may also replace Re(z 2 ) by −Re(z 2 ) and get upper bounds for S 2 . Then replacing B by B k we get bounds for S 2k when S k has values which are close to its bounds. c. Relations between explicit auxiliary functions and integer transfinite diameter.
If, inside the auxiliary function of (2.1), we replace the real numbers e j by rational numbers, we may write
where H is in Z[X] of degree h and t is a positive real number. We want to get a function f whose minimum m in |z| ≤ B is as large as possible. That is to say that we seek a polynomial
Now, if we suppose that t is fixed, say t = 1, it is clear that we need to get an effective upper bound for the quantity
in which we use the weight ϕ(z) = e Re(z) . To get an upper bound for t Z,ϕ (|z| ≤ B), it is sufficient to get an explicit polynomial H ∈ Z[X] and then to use the sequence of the successive powers of H. This is a generalization of the integer transfinite diameter. For any h ≥ 1 we say that a polynomial H (not always unique) is an integer Chebyshev polynomial if the quantity sup |z|≤B |H(z)| t/h ϕ(z) is minimum. With the author's algorithm [WU] , we compute polynomials H of degree less than 30 and take their irreducible factors as polynomials Q j . For example, for the bound of |S 1 | of smallest Perron number of degree 24, we start with the polynomials X − 1 and X 2 − X + 1. With the semi-infinite linear programming method that was introduced into number theory by C. J. Smyth [SM] , we get the best e 1 and e 2 . We then have f 1 (z) = −Re(z) − e 1 log |z − 1| − e 2 log |z 2 − z + 1|. We deduce the value of t 1 = e 1 deg(X − 1) + e 2 deg(X 2 − X + 1). Now, we search for a polynomial Q of fixed degree d (say 25),
We take a finite set of points z i in |z| ≤ B containing all the local minima of f 1 (z). LLL will give polynomials Q j such that all H(z i ) are small. We optimize the function
We keep only Q j when e j = 0. Then we have a new bound of |S 1 | which is better than the previous one. We repeat LLL and optimization of the auxiliary function and finally we have the function in Table 2 . More details can be found in [FRSE] , [RW] and [FL] . With this method, for d = 24, we find 143 polynomials Q j for the family of explicit auxiliary functions for S k for all 1 ≤ k ≤ 72, and the largest degree of the polynomials Q j is 22. We have used 125 polynomials for the relations (2.3) and 94 polynomials if we replace e 0 Re(z) by −e 0 Re(z). So we have a set of 341 different polynomials, and this set contains 35 of the 42 polynomials used in [RW] . Table 4 . List of the minimal noncyclotomic polynomials of algeAs in [WU] , Section 2, when we use the auxiliary functions, we suppose that the polynomial P does not divide any polynomial Q j (±X k ) for k ≤ 3d (i.e. ±α k i is not a zero of Q j for all j and k). So it is necessary to add to the list of Table 4 
