Abstract Noah model physics options validated for the source region of the Yellow River (SRYR) are applied to investigate their ability in reproducing runoff at the catchment scale.
Introduction
The Asian water towers, fed from the Himalayas and adjacent Tibetan Plateau, are threatened by a projected decline in the water availability as a result of climate change [Immerzeel et al., 2010] . At the same time, striking ground warming and permafrost degradation are reported [Guo and Wang, 2013; Salama et al., 2012; Wu and Zhang, 2010; Wu et al., 2013] that will also affect the regional water cycle and ecosystems [Cheng and Wu, 2007; Jin et al., 2009; Wang et al., 2012] . The dependence by several billion people on the freshwater supply from the Great Asian Rivers, e.g., Ganges, Brahmaputra, Mekong, Yangtze, and Yellow River, underlines the importance of preserving the high-altitude Asian ecosystem on the Tibetan Plateau. A thorough understanding of the water and heat exchanges at the Tibetan land-atmosphere interface is therefore needed to account for the various feedback on the regional hydrology and available water resources within various climate change scenarios.
Many previous studies [e.g., Gao et al., 2012; Immerzeel et al., 2010; Lutz et al., 2014] have used hydrological models for quantifying the water fluxes and predicting the water availability across the Tibetan Plateau. A substantial part of the Tibetan Plateau is, however, underlain with permafrost and/or subject to seasonally frozen ground, which makes the freeze-thaw process as one of the key components for understanding the surface hydrology of the region. The presence of ice dramatically changes the soil hydraulic and thermal properties [Farouki, 1986; Zhang et al., 2008 Zhang et al., , 2010 that in turn affect the water and heat fluxes [Gouttevin et al., 2012; Li et al., 2010; Viterbo et al., 1999] . While hydrological models constrain the hydraulic conductivity of frozen ground, the implication of phase transition on the energy budget is typically neglected. Likewise, various warm season "soil" and "aboveground" heat transfer processes are not included in the structure of hydrological models. Such incomplete treatment of both cold and warm season energy processes forms a source of uncertainty [Luo et al., 2003 ] that may be particularly important for high-altitude regions, such as the Tibetan Plateau.
The land surface modeling community, on the other hand, has made significant progress in developing model physics for the effects of the freeze-thaw process on water and energy budgets [Cherkauer and Lettenmaier, 1999; Dankers et al., 2011; Ek et al., 2003; Niu and Yang, 2006] , leading to increased interests for using land surface models (LSMs) for runoff or streamflow modeling across domains with frozen ground [Finney et al., 2012; Livneh et al., 2011; Slater et al., 2007 ; Y. . For instance, L. and Xue et al. [2013] have recently applied LSMs for modeling the runoff regime of the Tibetan Plateau; however, key findings on understanding the land surface process over the Tibetan Plateau [e.g., Chen et al., 2011; K. Yang et al., 2009; Yang et al., 2005; Zheng et al., 2014] have not been thoroughly investigated.
The understanding of the hydrometeorological processes on the Tibetan Plateau has greatly advanced due to the development of data sets collected as part of the various field campaigns and monitoring networks since 1998 [e.g., Koike, 2004; Koike et al., 1999; Ma et al., 2008; Su et al., 2011; Yang et al., 2013] . Among the key findings are (i) the diurnally varying roughness length for heat transfer (z 0h ) is an imperative for reliable surface temperature and turbulent heat simulation [Chen et al., 2011; Zeng et al., 2012; Zheng et al., 2014] and (ii) vertical soil heterogeneity caused by organic matter and root systems are necessary for accurate soil water and heat flow calculations [Chen et al., 2013; Yang et al., 2005] . The above results have been recently incorporated in the Noah LSM and demonstrated that the augmentations improve the simulation of the vertical processes through comparisons with measurements performed at a hydrometeorological station on the Tibetan Plateau [Zheng et al., 2015a [Zheng et al., , 2015b .
In this study, we investigate the impact of the improved representation of the vertical processes within the Noah LSM on the runoff regime produced at the catchment scale. For this investigation, the source region of the Yellow River (SRYR) in the northeastern part of the Tibetan Plateau and the study period [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] are selected. Apart from the default Noah LSM, four additional model runs are performed with augmentations to the (i) soil and turbulent heat transport, (ii) soil water flow, and (iii) frozen soil processes, separately as well as combined. The high-resolution (0.1°) data set by Chen et al. [2011] developed specifically for China is utilized as atmospheric forcing. Performance of the Noah simulations is assessed at point-scale using in situ soil moisture and temperature measurements and for the model domain using Yellow River discharge measurements. In addition, the spatial distributions of the runoff production mechanisms are quantified across the SRYR for each set of model physics. This paper is outlined as follows: section 2 introduces the Noah model physics and the augmentations. Section 3 describes the study area and in situ measurements. Section 4 provides a description of the experimental design and data sets utilized for the model setup. Sections 5 and 6 present, respectively, the pointscale and catchment-scale assessment of the model performance in simulating soil states (i.e., moisture and temperature) and discharge. Section 7 provides a discussion on the sensitivity of the simulated runoff production to the combination of model physics, and the impeding effect of frozen ground, as well as the vegetation and soil data sets. Further, section 8 concludes with a summary of the findings in this study.
Noah Model Physics
The Noah LSM [Ek et al., 2003] is widely used by the weather and climate modeling community (e.g., the Weather Research and Forecasting (WRF) model community) to quantify the exchange of water and heat at the land-atmosphere interface and is one of the LSMs deployed for NASA's Land Data Assimilation Systems [Mitchell et al., 2004; Rodell et al., 2004; Xia et al., 2012] . The soil-snow-vegetation system is represented as a single heat/water vapor source in Noah for the computation of surface energy and water budgets. A diurnal Penman approach [Mahrt and Ek, 1984] linked to a modestly complex canopy resistance scheme is utilized for simulating the evapotranspiration, and a simple water balance approach ] is adopted to simulate the surface runoff. A 2 m homogeneous soil column with four layers of 0.1, 0.3, 0.6, and 1.0 m with increasing thickness toward the bottom is implemented with the diffusivity form of Richards' equation for simulating water flow and the thermal diffusion equation for simulating heat transport [Mahrt and Pan, 1984; Pan and Mahrt, 1987] , with gravitational free drainage from the model bottom assumed. Hydraulic and thermal effects of the freeze-thaw process are considered as described in Koren et al. [1999] .
The model physics of Noah associated with soil heat transport, soil water flow, and runoff production are described in Appendix A. Readers are referred to existing literature [e.g., Ek et al., 2003; Niu et al., 2011; van der Velde et al., 2009] for additional information. Below we describe the augmentations to the Noah model physics selected for this investigation.
Noah-H
Overestimation of the turbulent heat fluxes and underestimation of surface and soil temperatures by Noah have been widely reported [Chen et al., 2011; Niu et al., 2011; Rosero et al., 2010; van der Velde et al., 2009; Zeng et al., 2012; Zheng et al., 2014] . Four augmentations have been proposed by Zheng et al. [2015b] to mitigate these deficiencies, hereafter referred to as Noah-H.
First, the muting effect of vegetation, modeled as an exponential decay as a function of the green vegetation fraction (GVF) and an empirical muting factor (β veg = 2.0), on the soil heat conductivity defining the heat transport from the first layer toward the second layer (κ h,1 ) is removed. Second, the exponential decay factor (β veg ) imposed on the surface heat conductivity defining the heat transport from the surface to the first soil layer (κ h,0 ) is calculated using the ratio of the leaf area index (LAI) over the GVF (i.e., β veg = 0.5 LAI/GVF) for unstable atmospheric conditions. Third, Zilitinkevich's empirical coefficient (C zil = 0.1) for the turbulent heat transport is computed as a function of the roughness length for momentum transport (C zil = 10 À0.4z0m/0.07 ) given in Chen and Zhang [2009] and Zheng et al. [2014] . Fourthly, the impact of organic matter is considered in the parameterization of the thermal heat capacity according to the method proposed by de Vries [1963] , and the parameterization of the thermal heat conductivity [Johansen, 1975; Peters-Lidard et al., 1998 ] is modified to incorporate the organic matter effect on dry thermal heat conductivity via bulk density and saturated heat conductivity via the geometric mean of the heat conductivities of the materials present within the soil matrix including organic matter.
Noah-W
Recently, Chen et al. [2013] , Su et al. [2013] , and Xue et al. [2013] have reported on the inability of the state-of-the-art LSMs to reproduce the soil moisture profiles measured across the Tibetan Plateau. This is attributed to the absence of vertical soil heterogeneity within the model structure that is present within Tibetan ecosystems due to the abundance of plant roots and organic matter in the topsoil. Zheng et al. [2015a] have proposed four augmentations to include this vertical soil heterogeneity into the Noah LSM, hereafter referred to as Noah-W.
First, the effect of organic matter on the soil hydraulic properties is considered via the additivity hypothesis, which estimates the hydraulic parameters as a weighted combination of the mineral and organic fractions [Lawrence and Slater, 2008; Zeiliguer et al., 2000] . Second, a function is implemented that decays the saturated hydraulic conductivity (K s ) exponentially with soil depth [Beven, 1982] , whereby the K s at the reference depth (e.g., surface) is estimated by the Kozeny-Carman equation using the porosity and slope of the water retention curve [Ahuja et al., 1984; Saxton and Rawls, 2006] . Third, the vertically uniform root distribution is replaced with an asymptotic function [Jackson et al., 1996; ] to better represent the abundance of roots in the topsoil of Tibetan ecosystems. Fourth, the diffusivity form of Richards' equation (equation (A2)) is revised to allow soil water flow simulation across layers with different hydraulic properties [Hills et al., 1989] . Niu et al. [2011] have recently pointed out that the Noah-simulated impediment of frozen ground for infiltration is too strong, which causes too much surface runoff. Similarly, Slater et al. [2007] have concluded that LSMs need to allow more infiltration under frozen ground conditions to adequately simulate the hydrographs of Arctic rivers. Noah approximates by default the fraction of impermeable ground under frozen conditions as a gamma distribution function applied to the total ice content present within the entire 2 m soil column (equations (A7)-(A9)) [Koren et al., 1999] . However, it should be noted that the data sets employed for the development of this approach originate from several Russian river basins and only extend to depths of 0.8 m (see Figure 4 in Koren et al. [1999] ). Other LSMs [e.g., Balsamo et al., 2009; Cherkauer and Lettenmaier, 1999] also utilize the soil ice and water contents of the first 0.5-0.6 m to estimate the fraction of impermeable area (f imp ). Moreover, Wang et al. [2009] have shown that the critical depth over which the active soil thawing affects surface runoff is around 0.6 m for a Tibetan permafrost watershed. Therefore, we argue that it is more Journal of Geophysical Research: Atmospheres 10.1002/2015JD023695 appropriate to use a shallower layer thickness within Noah for determining f imp . Since the upper two layers represent only a 0.4 m soil depth, we choose to take the upper three layers, extending up to 1.0 m, as the active thawing region.
Noah-F
In addition, the parameterization proposed by Niu and Yang [2006] is adopted for calculating the soil hydraulic conductivity (K) and soil water diffusivity (D). This formulation computes the transport coefficients as function of the total soil water content reduced by impermeable fraction of each layer, as follows:
(1) ), b is an empirical parameter (À) related to the pore size distribution, f frz is the impermeable fraction, a is an adjustable scale-dependent parameter taken as 4.0 as suggested by Niu et al. [2011] , and the subscript "s" stands for the respective quantity under saturated soil conditions. Niu et al. [2011] have recommended the above parameterization (equations (1)- (3)) over the default (equations (A3)-(A5)) to allow more transport of water when ice is present in the soil column.
Study Area and In Situ Measurements

Source Region of the Yellow River
The source region of the Yellow River (SRYR; Figure 1 ) is located in a transition zone from seasonally frozen ground to discontinuous and continuous permafrost in the northeastern part of the Tibetan Plateau [Jin et al., 2009] . The discharge measured at the catchment outlet, Tangnag station, is produced in an area of around 122,000 km 2 that comprises 16.2% of the Yellow River basin in size, while it contributes to more than 35% of the total streamflow [Zhou and Huang, 2012] . Hence, the SRYR is widely regarded as the "water tower" of the Yellow River, but it has been a disturbing decline in the streamflow experienced in the past decades Zheng et al., 2007; Zhou and Huang, 2012] .
The elevation in the SRYR varies from 2000 m in the east up to 6300 m in the west with several steeples around the Anyemqen Mountains in the central part of the region. Cold dry winters and rainy summers are characteristics for its climate with annual average daily temperatures ranging from À4°C to 2°C decreasing from east to west. The temperature generally remains below 0°C during the cold season from October to April. The mean annual precipitation varies from 800 mm in the southeast to 200 mm in the northwest, with 75%-90% falling during the monsoon season from June to September Zheng et al., 2007] . Alpine grassland and loamy soils dominate the land cover in the region.
Four discharge stations are operated by the Yellow River Conservancy Commission at Huangheyan, Jimai, Maqu, and Tangnag. For this study, only the monthly streamflow data from the Tangnag station are available for the period of 2002-2009, and these are utilized to investigate the performance of Noah in simulating runoff. Streamflow dynamics at Tangnag station are mainly attributed to the climate variability and are not affected by large dams, irrigation diversions, or any other major anthropogenic influences [Cuo et al., 2013] .
Maqu Observation Station
Maqu Climatic and Environmental Observation station (Figure 1 ) is located in the southeastern part of the SRYR, which is equipped with a micrometeorological observing system and a regional-scale soil moisture and soil temperature (SMST) monitoring network. The micrometeorological observing system consists of a 20 m planetary boundary layer (PBL) tower providing wind speed and direction, air humidity, and temperature measurements at five levels (i.e., 18.15, 10.13, 7.17, 4.2, and 2.35 m) and an eddy covariance system installed at a height of 3.2 m for measuring the turbulent sensible and latent heat fluxes. Instrumentation for measuring the four radiation components (i.e., upward and downward shortwave and longwave radiations), air pressure, and precipitation is also mounted on the PBL tower. The network of 20 SMST monitoring sites covering an area of 40 × 80 km centered on the micrometeorological observing system has been set up primarily for the calibration/validation of satellite-based soil moisture products [Dente et al., 2012; Su et al., 2011] .
The data from both the micrometeorological observing system and SMST network are available from November 2009 to December 2010, except that the precipitation data only cover the period of June-September 2010. Because of this, the daily precipitation measurements from the China Meteorological Administration (CMA) station located in the Maqu City, 10 km from the station, are utilized. Four SMST sites (CST01 and NST01/02/14; see Figure 1 ) of the regional-scale network located in the vicinity of the micrometeorological station (radius < 5 km) are used for validation of the Noah simulations. Additional information on the measurements can be found in Dente et al. [2012] and Zheng et al. [2014] .
Maduo Observation Station
Maduo station is located in the most western part of the SRYR close to its source ( 
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The station includes an automatic weather observation system measuring routinely meteorological variables (i.e., wind speed and direction, air humidity and temperature, and air pressure) at 2.0 m above the surface. Precipitation is measured using a tipping bucket installed at a 1.5 m above the surface. Further, soil moisture and soil temperature at depths of 5, 10, 20, and 40 cm are measured as well.
For this research, the precipitation, soil moisture, and soil temperature profiles measured in the period from November 2009 to December 2010 are utilized for the point-scale assessment (see section 5).
Model Implementation
Atmospheric Forcing
The atmospheric forcing data utilized for the Noah model runs are provided by the hydrometeorological research group of the Institute of Tibetan Plateau Research, Chinese Academy of Sciences (hereafter ITPCAS), which were produced by merging a variety of data sources [Chen et al., 2011] , e.g., CMA measurements, Global Land Data Assimilation Systems forcing data set [Rodell et al., 2004] , Tropical Rainfall Measuring Mission satellite-observed precipitation [Huffman et al., 2007] , and Global Energy and Water Exchanges/Surface Radiation Budget radiation . The ITPCAS data set has a spatial resolution of 0.1°and a temporal resolution of 3 h and includes seven forcing variables, i.e., 2 m air temperature (T a ), 10 m wind speed, air pressure, specific humidity, accumulated precipitation (P), and downward shortwave (S Figure 2 shows the spatially distributed mean annual 3 hourly T a and mean annual P for the SRYR. The maps demonstrate that the spatial T a distribution is in overall agreement with the topography (Figure 1 ) with the lowest temperatures in the highaltitude western part of the study area and the highest temperature in regions with the lowest elevation. A similar pattern is noted in the spatial precipitation field with, as expected, the largest rainfall amounts in the humid and lower-altitude southeast. The reliability of the ITPCAS forcing data for the Tibetan Plateau was previously confirmed [Chen et al., 2011; Guo and Wang, 2013; Xue et al., 2013] and will be further investigated in section 5 through comparisons to measurements collected at the Maqu and Maduo stations (section 3).
Vegetation and Soil Parameters
The vegetation and soil parameter data sets used in this study are mainly from the WRF geographic input data set (http://www2.mmm.ucar.edu/wrf/users/download/get_sources_wps_geog.html, last verified on 21 December 2015) and reprocessed using the WRF preprocessing system. Specifically, the 20-category land use data map derived from the Moderate Resolution Imaging Spectroradiometer (MODIS) satellite observations and the hybrid State Soil Geographic Database/Food and Agriculture Organization (FAO) soil texture Further, the organic matter content for the updated soil thermal and hydraulic parameterizations (sections 2.1 and 2.2) are taken from the China Soil Database developed by the Land-Atmosphere Interaction Research Group at Beijing Normal University available from http://globalchange.bnu.edu.cn/research/soil2 (last verified on 21 December 2015 [Shangguan et al., 2013] ). The organic matter contents available for eight soil layers are linearly interpolated to match with the four layers of the Noah model structure according to Xia et al. [2014] . The specification of soil and vegetation parameters for this study is given in Appendix B.
Experimental Design
Five experiments are designed to assess the impact of the augmentations to the default Noah LSM described in section 2. The Noah LSM is first run with its default model physics described in Appendix A (hereafter Noah). Second, three Noah runs are performed by implementing each set of augmentations described in section 2, respectively. As such, the Noah model is run with augmentations to the model physics of the (i) turbulent and soil heat transport processes (section 2.1, hereafter Noah-H), (ii) soil water flow processes (section 2.2, hereafter Noah-W), and (iii) runoff production under frozen ground conditions (section 2.3, hereafter Noah-F). Lastly, all three sets of augmentations are combined to form the fifth experiment (hereafter Noah-A).
We presently employ Noah LSM version 3.4.1 available from the High-Resolution Land Data Assimilation System (HRLDAS) [Chen et al., 2007] . The codes are modified to make use of the ITPCAS forcing data set (section 4.1) and organic matter content derived from the China Soil Database (section 4.2), as well as to accommodate the augmentations described in section 2. All the experiments are initialized with the same arbitrary hydrologic and thermal states taken constant across the model domain. For instance, the surface and soil temperatures are set to 278.5, 284, 284.5, 282.5, and 280.5 K, respectively, from the surface to the bottom layer, and the soil moisture is initialized as 70% of the porosity. The annual 3 hourly mean T a from the ITPCAS forcing ( Figure 2a ) is used as the fixed bottom (8 m) boundary for soil temperature computation.
The model time step is 30 min, and the 3 h ITPCAS forcing is interpolated to the model time step automatically using the HRLDAS functionality. A single-year recurrent spin-up during the period between 1 July 2001 and 30 June 2002 is carried out for each experiment to achieve the equilibrium initial model states, for which 22 model years are needed. The equilibrium is achieved if |Var n + 1 À Var n | < 0.001|Var n |, whereby
Var represents each of the model states (e.g., soil moisture/temperature) and n is the spin-up time. The choice of July for the start of the spin-up is based on the suggestions by Shrestha and Houser [2010] and Lim et al. [2012] that the equilibrium states are more quickly achieved with the spin-up run that started in the summer monsoon months. A single continuous 8.5 year simulation during the period between 1 July 2002 and 31 December 2010 is then conducted for each experiment.
Experimental Validation
Point (or grid)-scale validation is performed through comparisons of the ITPCAS atmospheric forcing and Noah simulations with the measurements from the Maqu and Maduo stations (section 3) available for the period between November 2009 and December 2010. The ITPCAS forcing (e.g., precipitation and radiation) and Noah simulations (e.g., heat flux, soil moisture, and soil temperature) are extracted from the grid elements where the Maqu and Maduo stations are located. The micrometeorological measurements (e.g., precipitation and radiation and heat flux) from the two stations are directly compared to the corresponding values, while the measured soil moisture and soil temperature profiles within the grid elements are averaged for each measured depth (e.g., 0.05, 0.10, 0.20, 0.40, and 0.80 m) and interpolated to the corresponding midpoint of each model layer (e.g., 0.05, 0.25, and 0.70 m). Specifically, measurements of precipitation, radiation, and latent heat flux (LE), as well as four SMST profiles (i.e., CST01 and NST01/02/14), from the Maqu station are utilized for the analysis. For Maduo station, only precipitation data and one measured soil moisture and temperature profile are available. each month to produce the monthly area-averaged total runoff by dividing by the number of accumulated model grids. River routing is not applied to the Noah output, since averaging at the monthly scale will largely eliminate the differences between the computed runoff and the time delay implicitly incorporated in instantaneous observed streamflow [Cai et al., 2014; Pitman et al., 1999] . Further, we justify the neglecting of the lake contribution to the total runoff production based on the fact that in the area with two largest lakes in the SRYR, Ngoring (610 km 2 ) and Gyaring (530 km 2 ), less than 3.5% of the total SRYR streamflow is produced [Zheng et al., 2007] and direct contribution from the two lakes is even less.
Point-Scale Assessment
Figures 3a and 3b show the monthly average of the downward shortwave radiation (S ↓ ) and monthly precipitation (P) totals computed from the Maqu measurements (section 3.2) and ITPCAS forcing (section 4.1) for the period between November 2009 and December 2010, and the monthly P totals from the Maduo station (section 3.3) are shown in Figure 4a . The error statistics computed between the measurements and the ITPCAS forcing are shown in these figures as well, i.e., the coefficient of determination (R 2 ), mean error (ME), and root-mean-square error (RMSE). The agreement noted between the measurements and the ITPCAS forcing supported by the average error statistics, e.g., R 2 of 0.97 and 0.96 and RMSE of 12.77 W m À2 and 10.58 mm month À1 for S ↓ and P, respectively, confirms the reliability and suitability of the ITPCAS forcing for this study. . After implementing the augmentations made to the model physics associated with the turbulent and soil heat transport (section 2.1), the overestimation of LE and underestimation of T s are greatly ameliorated as can be deduced from the Noah-H results. In comparison to the default Noah model, this reduces the average RMSE computed between the measured and simulated LE and T s for depths of 5 cm and 25 cm by about 24, 25, and 42%, respectively. Also, an improvement is noted in θ liq simulations as a result of selected augmentations. The reason for this is that Noah-H tends to produce less turbulent heat fluxes leading to warmer and wetter soil profiles [Zheng et al., 2015b] .
Notably, the θ liq underestimation by the default Noah model is significantly ameliorated through implementation of the asymptotic vertical root distribution as well as the modified soil hydraulic parameterization with consideration of the organic matter effect (section 2.2) as applied in the Noah-W run. This leads to a reduction in the average RMSE computed between the simulated and measured θ liq by about 49 and 41% for the upper two soil layers. On the other hand, Noah-W augmentations lead to a somewhat degraded model performance with respect to the simulation of LE and T s . The explanation for this is that wetter soil profiles are favorable for evapotranspiration and thus result in a LE overestimation as noted in Figure 3c , which in turn causes the T s underestimation seen in Figures 3d and 3e and Figures 4b and 4c . Noah-F produces a slight improvement in the surface soil moisture simulation by allowing a larger liquid water movement into the frozen front during the cold season at the cost of a degraded soil moisture simulation for the lower layer in comparison to the default Noah model.
Noticeable improvements are found in the simulations of LE, T s , and θ liq by including all the augmentations described in section 2 made to the Noah model physics (i.e., Noah-A model run). In this case the average RMSEs computed between the measurements and simulations reduced by about 15, 28, 43, 64, and 61% for LE, T s5 , T s25 , θ liq5 , and θ liq25 , respectively, in comparison to the default Noah model run. This improvement in the simulations is somewhat expected since Noah-A produces less turbulent heat fluxes and a warmer soil profile through implementation of the Noah-H augmentations and a wetter soil profile as a result of the Noah-W augmentations. This demonstrates the necessity to include complete and robust descriptions of both surface energy and water budget processes in model physics for reliable simulations of heat and mass exchanges at the land-atmosphere interface of the SRYR. 6. Catchment-Scale Assessment 6.1. Areal Average Figure 5 shows the monthly accumulated area-averaged measured and simulated total runoff depth (R) produced by the five Noah experiments (section 4.3) for the period of July 2002-December 2009, whereby the measured, Noah, Noah-H, and Noah-W total runoff are presented in the top plot and the measured, Noah, Noah-F, and Noah-A in the bottom plot. In addition, the monthly R averaged for the 7.5 year period is shown for both measurements and simulations. Table 3 provides the respective error statistics, i.e., R 2 , ME, RMSE, and Nash-Sutcliffe efficiency (NSE). Noah, with its default model physics, is able to capture the observed monthly R dynamics reasonably well, which is also supported by R 2 and NSE values larger than 0.80. However, underestimations of the observed R are noted during the summer season from July to October and in the cold season from January to March.
Although Noah-H greatly improves the simulations of the turbulent and soil heat transport (section 5), it largely overestimates the R observed in the period from July to November (>6 mm on the average) and yields poor error statistics in terms of ME, RMSE, and NSE. However, Noah-H produces R that agrees well with the measurements made in the transition season (i.e., May and June) as well as a better estimate of R 2 . Likewise the improved soil moisture profile simulation achieved with Noah-W (section 5) does not automatically implicate that its R simulations agree well with the measurements. In fact, the plots, as well as the error statistics, suggest that Noah-W represents the worst performance in simulating R. In particular, the simulated R peaks early, significantly overestimating the measurements between May and July (>10 mm on the average), while significant underestimations of measured R are found for September and October. Also, the performance of Noah-F in simulating the hydrograph is poorer than the default model with year-round underestimations of the monthly measured R.
Only when all augmentations are implemented, viz., Noah-A, is an improved performance in simulating R achieved with respect to the default model. The underestimations of the monthly R across the summer and cold seasons are largely resolved by including the augmentations for heat, soil water, and frozen ground processes. Hence, the error statistics are improved by about 7, 24, 19, and 8% for R 2 , ME, RMSE, and NSE, respectively, with respect to the Noah experiment. As such, these results eloquently confirm the findings of section 5 at catchment scale via runoff on the need for including complete descriptions of surface energy and water budget processes in model physics.
Further analysis will be given below to address the reason for such different performances in simulating R between the five Noah experiments as shown previously. In support of the further analysis, Figure 6 presents the monthly averaged total runoff (R), surface runoff (R s ), and base flow (R b ) for each experiment. Additionally, Figure 7 shows the precipitation (P), snowmelt, fraction of impermeable frozen area (f imp ), liquid (θ liq150 ), and total (θ 150 ) soil moisture at the bottom layer (e.g., 150 cm).
First of all, we note that all experiments produce comparable snowmelt as seen in Figure 7a . Noah with its default model physics produces f imp values varying from 0.18 to 0.27 in the first half year (Figure 7b ). Precipitation and/or snowmelt simulated for these impermeable frozen areas results in R s (see equation (A6)). As the ice content, viz., θ 150 (Figure 7d )-θ liq150 (Figure 7c ), is substantial in the first half of the year, the drainage or R b remains low and R s component dominates the R simulated by Noah (Figure 6a ). The impermeable frozen area (f imp ) disappears gradually during the warm season (June-October; Figure 7b ) as the ice in the soil profile thaws. More water can therefore infiltrate into the soil column increasing θ liq150 (Figure 7c ) and the drainage from the soil bottom (see equation (A10)), which leads to the simulated R being governed by R b with peaks in 
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October (Figure 6a ). At the onset of the cold season, e.g., October-December, the R b and R decline (Figure 6a ) due to the absence of precipitation (Figure 7a ) in combination with an increase in the ice content in the bottom soil layer. Notably, the larger θ 150 (Figure 7d ) in comparison to θ liq150 (Figure 7c ) indicates that frozen conditions occur at least in portions of the study domain (i.e., permafrost versus seasonally frozen ground). Since Noah overestimates the evapotranspiration, and produces colder and drier soil profiles in comparison to the measurements (section 5), underestimations of the measured R are noted from July to October (warm season) and from January to March (cold season; Figures 5 and 6a).
Since Noah-H produces generally warmer temperature profiles comparing to the default Noah (section 5), the onset of the thawing of ice within the soil profile is simulated earlier in the year. Therefore, the seasonal f imp decrease ( Figure 7b ) and θ liq150 increase (Figure 7c ) are already noted starting from March causing a comparable shift in the transition from a R s -to a R b -dominated total runoff (Figure 6b ). This leads to a good match with the measurements between May and June but to considerable runoff overestimations for the monsoon months, e.g., July, August, and September (Figures 5 and 6b) . The larger simulated R b can be attributed to the assumption of homogeneous soil properties within Noah that leads to overestimation of saturated hydraulic conductivity (K s ) at the bottom soil layer [Zheng et al., 2015a] causing a lower θ 150 (Figure 7d ). Noah-W produces a wetter soil with respect to the default Noah (section 5) and larger ice content across the profile (Figures 7c and 7d) , which results in a larger f imp (see equations (A7)-(A9) and Figure 7b ) and, thereby, a strongly R s -dominated total runoff (Figure 6c ). This explains the early R peaks and a simulated shape of the hydrograph that does not match well with the measurements (Figures 5 and 6c ). In contrast, Noah-F produces the smallest f imp (Figure 7b ) leading to more infiltration and a strongly R b -dominated total runoff (Figure 6d ) allowing for a large liquid water movement under frozen ground conditions, consistent with the findings of Sato et al. [2008] . Since the Noah-F produces a drier soil for the deep layers in comparison to the default Noah (section 5), less water (Figures 7c and 7d) is available for the runoff production via R b causing the underestimation of R year-round (Figures 5 and 6d ). 
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the ice content is simulated in such manner that f imp can be large in winter (>0.3) and decreases sharply at the end of the cold season to approach zero in the warm season (June-October; Figure 7b ). As such, Noah-A enables the infiltration into soil column during spring and summer and the retention of soil water year-round by accounting for the effects of organic matter on the soil hydraulic properties that leads to wetter soil profiles (e.g., Figures 7c and 7d) . Furthermore, Noah-A is able to release the water from the soil bottom slowly throughout the entire year due to the implementation of the exponential decay function for K s as well as the new hydraulic parameterization (see equations (1)- (3)), whereby R b is the main component year-round and thus plays an important role in the simulation of the hydrograph (Figure 6e ). This simulated runoff regime is in line with the recommendations of Slater et al. [2007] for the simulation of the hydrographs of Artic rivers with LSMs. Figure 8 shows the spatial distribution of annual mean R over the SRYR produced by the five experiments during the period between July 2002 and December 2010. Four distinct regions of runoff production can be deduced from the R distribution produced by the Noah with default model physics (Figure 8a ), e.g., (i) region A1 located at the western high-altitude area (see Figure 1 ), (ii) region A2 located at the central Anyemqen Mountains, (iii) region A3 located at the southwestern high-altitude area near Jimai discharge station, and (iv) region A4 located near Maqu discharge station in the region with high precipitation (see Figure 2b) . 
Spatial Variation
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The other experiments produce a similar spatial R distribution as the default Noah model, which in general follows the spatial P distribution. Hence, the high-precipitation regions form the source regions of runoff production, whereby the largest production simulated by each of the five experiments that takes place between Jimai and Maqu discharge stations was previously reported in Zheng et al. [2007] .
In further analysis, Figure 9 shows the annual mean R s as a fraction of R produced for the five experiments. In addition, Figure 10 presents the annual averaged f imp for the default Noah and Noah-A models. In the comparison of Figures 8 and 9 , it can be deduced that the runoff produced by the Noah with default model physics in regions A1 and A2 mainly consist of the R s component, while R b dominates the production in regions A3 and A4 due to a relatively small f imp (Figures 9a and 10a) . The overall warmer temperature simulated by Noah-H leads to a smaller f imp (Figure 7b ), and more water infiltrates into the soil column, which results in a smaller contribution of R s across the SRYR (Figure 9b) . Since Noah-H simulates less evapotranspiration (ET, e.g., Figure 3c ) and less soil ice in comparison to the default Noah, more water is available (Figure 7c ) for drainage from the bottom of the soil column (or R b ) explaining for the larger runoff volume seen in the extended source regions A1-A4 (Figure 8b ). The spatial distribution of Noah-W R production is similar to the default Noah (Figures 8a and 8c) but is characterized by a larger f imp causing R s to dominate the R production (Figure 9c) . Conversely, Noah-F simulates less f imp , and therefore, the R s contribution is small (Figure 9d ), 
Journal of Geophysical Research: Atmospheres
10.1002/2015JD023695
but generates drier soil at the lower layers with respect to the default Noah (section 5) causing less water (Figure 7d ) to be available for the runoff production via R b (Figure 8d ).
With implementation of all augmentations, Noah-A produces a similar spatial R distribution as Noah-H (Figures 8b  and 8e ) but smaller in magnitude. In general, the R s as a fraction of the total runoff is less than 0.4 (Figure 9e ), and therefore, the simulated hydrograph is governed by the R b as concluded above. Figure 10 illustrates that the difference in f imp simulated by the Noah-A and Noah models is responsible for the respective magnitudes of R s and R b as contributions to the total runoff production and overall performance. These results underline the need for a complete description of both cold and warm season hydrometeorological processes for accurately simulating the impeding effect of frozen ground and runoff production.
Sensitivity Test
Alternative Combinations of Noah Model Physics
Section 6 demonstrates that Noah captures the measured hydrograph best when all augmentations are implemented (Noah-A) and that the other experiments with each of the individual augmentations (i.e., Noah-H, Noah-W, and Noah-F) perform worse in simulating the runoff with respect to the default Noah model run. Three additional experiments are carried out to further investigate the behavior of the simulated hydrograph when a combination of two augmentations is selected, e.g., Noah-H + Noah-W (hereafter EXPS1a), Noah-H + Noah-F (EXPS1b), and Noah-W + Noah-F (EXPS1c). The other settings are kept the same as described in section 4.3.
The RMSEs for the point-scale assessment of these three experiments are also given in Tables 1 and 2 , which show that only EXPS1a performs comparable to Noah-A in reproducing the measured LE and soil moisture and temperature states. This demonstrates that the augmentations invoked with Noah-H and Noah-W are needed to improve the simulation of heat and water budgets at point scale with respect to the default Noah model structure. The error statistics for the catchment-scale assessment are included in Table 3 and suggest that only EXPS1b produces runoff simulations comparable to Noah-A. This highlights that the combination of augmentations invoked with Noah-H and Noah-F forms the key toward improving the runoff simulations.
In support of further analysis, Figure 11 presents the monthly and area-averaged total runoff (R), fraction of impermeable frozen area (f imp ), liquid (θ liq150 ), and total (θ 150 ) soil moisture at the bottom layer resulting from EXPS1a-S1c, whereby separating R into surface runoff (R s ) and base flow (R b ; included in Figure 6 ). EXPS1a produces a similar f imp evolution as Noah-W (Figures 7b and 11b) , but through the implementation of the Noah-H augmentations, a shift is noted in the transition from R s -to R b -dominated total runoff and where R b is much larger (Figures 6c and 6f) . The wetter soil profiles produced by EXPS1a (e.g., Figures 11c and 11d) are favorable for the R volume that leads to a better match with the runoff depth observed from July to October in comparison to the default (Figure 11a ). EXPS1a, however, overestimates the R in May and June similar to Noah-W due to an exaggerated R s component caused by the large f imp . The shape of the hydrograph and its (Figures 6d and 6g ). EXPS1b, due to the inclusions of the Noah-H augmentations, simulates higher moisture contents for the bottom soil layer that yields a larger R b volume, which resolves the underestimation of R seen within the Noah-F results. As such, the total runoff production simulated by EXPS1b is comparable to the results obtained with Noah-A. The f imp (Figure 11b ) as well as the R partitioning following from the EXPS1c simulations are comparable to Noah-A (Figures 6e and 6h) . However, EXPS1c results in an underestimate of the R measured from June to October (Figure 11a ) due to the presence of larger ice contents in the deep layer (Figures 11c and 11d) , which is the cause for less R b . In conclusion, the combination of Noah-H and Noah-W augmentations yields superior soil states (e.g., moisture and temperature) that are needed to reliably simulate the R b component, whereas the Noah-F augmentations reduce the simulated f imp necessary for a reliable R s quantification. 
Impeding Effect of Frozen Ground
Section 6 also demonstrates that the fractional impermeable frozen area, f imp , plays a crucial role in simulating the runoff production for the source region of the Yellow River (SRYR). Noah-A, in which f imp is calculated using the ice content in the top 1 m, performs better than Noah that uses by default the ice content present within the entire 2 m column. Two additional experiments are carried out to investigate the sensitivity of the modeled runoff for the f imp computed with ice contents from different soil depths. One experiment uses the ice content of the top two layers (0.4 m) to calculate f imp (hereafter EXPS2a) and the other one utilizes only the upper layer (0.1 m, hereafter EXPS2b), while all other settings remain as in Noah-A. Figure 12 shows the monthly and area-averaged f imp and total runoff (R) resulting from EXPS2a and EXPS2b, whereby the measurements as well as the Noah and Noah-A simulations are added as well for comparison purposes. Further, the error statistics computed between the measured and simulated R are included in Table 3 . Figure 12a illustrates that the usage of a shallower soil depth for the ice content produces less f imp and approaches zero for EXPS2b. This shows that Noah does not invoke the impeding effect of frozen ground on infiltration, which marginally affects the model performance as indicated by Figure 12b as well as the error statistics listed in Table 3 . The explanation for this is that in general the potential R s source in the SRYR during the cold season is limited by the water availability (e.g., precipitation and snowmelt). Also, Pitman et al. [1999] have recommended that LSMs should not include the effect of frozen ground in the runoff formulation for coarse grid simulations as frozen soils remain permeable due to the development of a soil structure with cracks and macropores that facilitate preferential pathways.
Impact of the Selected Vegetation and Soil Input Data Sets
The global WRF geographic input data set is adopted in this study to characterize the land surface conditions across the SRYR (section 4.2) and is based on the MODIS land use and FAO soil texture map. The logical question is whether these global data sets accurately represent the SRYR land surface conditions and how the associated uncertainty impacts the Noah run simulations. Recent initiatives have been undertaken to improve the characterization of the soil and vegetation conditions across China. For instance, the 1 km spatial resolution Multi-source Integrated Chinese Land Cover (MICLCover; http://westdc.westgis.ac.cn/data/ 2cc2bf61-06c9-493b-9397-e6c5e0f0bebc, last verified on 21 December 2015) data set has been developed by combining multisource land use maps, which has been shown to provide a more accurate land cover information compared to the global MODIS data set [Ran et al., 2012] . Further, the China Soil Database (http://globalchange.bnu.edu.cn/research/data, last verified on 21 December 2015) was developed by the Land-Atmosphere Interaction Research Group at Beijing Normal University (BNU) and provides soil property information for China with a 1 km spatial resolution based on 8595 soil profiles collected across the country from the Second National Soil Survey and can be used for regional climate and land surface modeling purposes [Shangguan et al., 2012; Shangguan et al., 2013] .
With the newly available soil and land cover data sets for China, three additional experiments are carried out to investigate the impact of the selected WRF geographic soil and vegetation data sets on the simulated runoff. One experiment uses the MICLCover land use and the FAO soil texture as input (hereafter EXPS3a), the second adopts the MODIS land use and BNU soil texture (EXPS3b), and the third utilizes the MICLCover land use and BNU soil texture, while all other settings remain as in Noah-A. It should be noted that the BNU soil texture is derived from the available soil particle size distribution [Shangguan et al., 2012] . 
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Further, all the vegetation and soil data sets are interpolated to the coarser 0.1°spatial resolution to match with the ITPCAS atmospheric forcing (section 4.1), where the resulting land use and soil texture maps ( Figures B1 and B2) as well as the associate parameterizations are given in Appendix B. Both MICLCover and MODIS land use maps use the International Geosphere-Biosphere Programme (IGBP) land cover classification system, and the BNU soil texture map is produced to share the identical soil classification system as FAO map. It can be deduced from the maps that alpine grasslands and loamy soils dominate the land surface conditions in the SRYR regardless of the data source even though the newly developed MICLCover and BNU maps include additional soil and vegetation types and a larger spatial variability in comparison to the WRF data set. Figure 13 shows the monthly and area-averaged total runoff (R) resulting from EXPS3a-S3c, whereby the error statistics computed between the measured and simulated R are included in Table 3 . In general, EXPS3a-S3c produce comparable results as Noah-A, where it can be concluded that the impact of the selected vegetation and soil input data sets is inferior to the effect of the model physics in the R simulation. This is also expected because of the dominance of alpine grasslands and loamy soils in the both land use and soil texture data sets. Nevertheless, some differences are noted among the R results simulated for the months between July and October. A strict validation of vegetation and soil data sets is recommended and may further reduce the uncertainties involving regional climate and land surface modeling but reaches beyond the scope of the presented research.
Summary and Conclusions
In this paper, we investigate the impact of various Noah model physics options, validated at the point scale, for their ability to reproduce the runoff at the catchment scale through comparison with monthly discharge measured in the source region of the Yellow River (SRYR) for the period from 2001 to 2010. For application of the Noah model to the SRYR at catchment scale, three sets of augmentations are selected that enhance the descriptions of (i) turbulent and soil heat transport, (ii) soil water flow, and (iii) frozen ground processes. Accordingly, five numerical experiments are designed, namely, a control run with the default model physics (hereafter Noah), three runs each with one of the selected augmentations (hereafter Noah-H, Noah-W, and Noah-F, respectively), and a run whereby all augmentations are implemented (hereafter Noah-A). All Noah model runs adopt their main soil and vegetation parameterizations from the Weather Research and Forecasting (WRF) model geographic input data set and are driven by the ITPCAS atmospheric forcing data set as well as initialized using a single-year recurrent spin-up to achieve the equilibrium model states. In addition, the China Soil Database provides the organic matter content for the updated soil thermal and hydraulic parameterizations.
A point-scale assessment is performed through comparisons of the five simulations with in situ latent heat flux (LE), soil moisture (θ), and soil temperature (T s ) profile measurements for the period from November 2009 to December 2010. The results illustrate that the LE overestimation and T s underestimation across the profile using the default Noah model are greatly resolved with the augmentations applied for the Noah-H experimental run. The default θ underestimation is significantly improved by including the parameterization of the vertical soil heterogeneity as in Noah-W. However, improvement in the simulations of LE, T s , and θ liq is only achieved by including all selected augmentations (e.g., Noah-A model run), which leads to reductions in the RMSE of about 15, 28, 43, 64, and 61% for LE, T s5 , T s25 , θ liq5 , and θ liq25 , respectively.
Monthly streamflow data measured at the outlet of the SRYR from July 2002 to December 2009 are utilized to quantify the model's ability to reproduce the runoff regime at the catchment scale. The default Noah model is able to adequately capture the observed total runoff (R) dynamics but underestimates the magnitude of the monthly R. Although the largest coefficient of determination (R 2 ) is obtained with Noah-H, large overestimations are generally found for the summer months due to the excessive release of water from the bottom of the soil column (e.g., base flow, R b ). In contrast, the Noah-W runoff yields the lowest R 2 that can be associated with the wrongly simulated R peak caused by the surface runoff (R s )-dominated R due to amplified impeding effect of frozen ground. This effect is strongly reduced using augmentations applied with Noah-F allowing more water to infiltrate and a larger R b component than Noah-W, which is still insufficient to adequately reproduce the measurements.
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The best agreement between the simulated and measured monthly R yields is in the Noah run, whereby all selected augmentations are invoked (Noah-A) with improved error statistics of about 24% and 19% in comparison to the default performance for ME and RMSE, respectively. The combinations of the augmentations selected for Noah-H, Noah-W, and Noah-F properly simulate the liquid moisture content across the soil profile and the permeability of frozen ground. In addition, a warmer soil profile and sufficient infiltration into the soil profile are simulated leading to a R b -dominated runoff regime, whereby the R s contribution is still important to achieve a match with the measurements.
Although each of the five experiments produces similar spatial R patterns that generally follow the applied precipitation fields, significant differences are found in the magnitude as well as the partitioning of R into R s and R b . For instance, Noah-W provides the largest fractional impermeable frozen ground (f imp ), and thus, the R is dominated by the R s component. On the other hand, Noah-A produces a smaller f imp and allows more water to infiltrate during spring, the rainy summer, and snowmelt season, which enables a year-round release of water from the soil bottom resulting in a superior estimate of the measured hydrograph.
Three additional experiments are conducted to investigate different combinations of the augmentations for their performance at point-and catchment-scale simulations, which further confirms the superiority of Noah-A that all selected augmentations are invoked. Further, a sensitivity experiment illustrates that within the Noah-A structure and for the selected study area, the impeding effect of frozen ground has a marginal impact on model performance. Similar findings were previously reported by Pitman et al. [1999] , in which they concluded that across large domains, frozen soils remain permeable. Moreover, another sensitivity experiment shows that the impact of different vegetation and soil input data sets is inferior to the effect of Noah model physics in simulating R over the SRYR.
This study demonstrates that thorough understanding of the predominantly vertical heat and water exchange processes at the land-atmosphere interface is needed to correctly simulate the runoff produced in the seasonally frozen and high-altitude SRYR at the catchment scale. In addition, the simulation with the augmented Noah model eloquently illustrates for the study period that the runoff production regime of SRYR is dominated year-round by the R b component, while the default Noah underestimates its importance during the winter and spring seasons.
The research presented in this manuscript focuses on the runoff production simulated for the SRYR by Noah model. However, additional work is still needed to make reliable streamflow forecasts, where ideally, the effects of lakes, groundwater dynamics, and river routing are also included in the model structure. The improved representation of water cycle processes in the Noah model will allow it to further assist in understanding hydrology across the Asian water towers that is of paramount importance for developing reliable streamflow projections under a changing climate of this region.
Appendix A: Noah Model Physics
A1. Soil Heat Flow
The transport of heat through the soil column is governed by the thermal diffusion equation with a source/sink term to account for soil moisture phase transitions [Koren et al., 1999] :
where T is the soil temperature (K), t is the time (s), z is the soil depth (m), ρ ice is the density of ice (kg m À3 ), L f is the latent heat of fusion (J kg ), and C s is the thermal heat capacity (J m À3 K À1 ). Both κ h and C s depend on all constituents of the soil matrix (e.g., θ and θ ice ), and the details of the soil thermal parameterization can be found in Peters-Lidard et al. [1998] . The heat source/sink term is determined by the soil water phase equilibrium estimated using the water potential freezing point depression equation as well as the available heat [Koren et al., 1999] .
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A2. Soil Water Flow
The diffusivity form of Richards' equation is utilized to estimate unfrozen or liquid soil water movement with the assumption that liquid water flow in the frozen soil is analogous to that in unfrozen soil [Koren et al., 1999] :
where θ liq is the unfrozen/liquid soil water content (m 3 m À3 ), D is the soil water diffusivity (m 2 s À1 ), K is the hydraulic conductivity (m s À1 ), and S represents the sources and sinks (i.e., infiltration and evapotranspiration, m s À1 ).
The empirical soil hydraulic scheme proposed by Campbell [1974] is modified to parameterize the K-θ and D-θ relationships for the frozen ground condition as a function of soil texture [Cosby et al., 1984] : ), and f un is an empirical factor to avoid the numerical truncation error that affects the estimation of unfrozen water movement. ) includes the direct runoff from the impermeable frozen area (f imp , À) and the infiltration-excess runoff from the rest of the model grid [Koren et al., 1999; Schaake et al., 1996] :
where P x is the precipitation reaching the ground (m), W d is the total soil moisture deficit in the soil column (m), K dt is an empirical constant and taken as 3.0 d À1 , Δt is the model time step (s), and the fraction of impermeable frozen area is approximated by a gamma distribution of soil ice content (W ice , m): Figure B2 . Soil-type maps following the FAO soil classification system for the SRYR derived from (a) FAO and (b) BNU data sets: 2-loamy sand, 3-sandy loam, 4-silt loam, 6-loam, 8-silty clay loam, 9-clay loam, 11-silty clay, 14-water, and 16-other (land ice). where Δz is the depth of each soil layer (m), α is a shape parameter of the gamma distribution and taken as 3 (À), and W cr is the critical ice content above which the frozen ground is impermeable and is taken as 0.15 m.
Gravitational free drainage (R b , in m s À1 ) from the model bottom is formulated as
where slope is a slope index between 0 and 1 that is depending on the grid slope derived from the digital elevation model and K (θ liq,4 ) is the hydraulic conductivity of the bottom soil layer (m s
À1
) that can be estimated by equation (A3).
Appendix B: Vegetation and Soil Data Sets
B1. Vegetation and Soil Maps
The land cover maps derived from MODIS and MICLCover data sets for the source region of the Yellow River (SRYR) are shown in Figure B1 , and the soil texture maps derived from FAO and BNU soil databases are shown in Figure B2 . Detailed descriptions of these data sets are given in sections 4.2 and 7.3.
B2. Vegetation and Soil Parameters
Soil and vegetation parameters are specified for each vegetation and soil types by means of Noah's default look-up tables with the exception of momentum roughness lengths (z 0m ) for grassland and bare ground, which are set to 0.035 and 0.011 m, respectively, following Zheng et al. [2014] . Moreover, the sapric peat parameterization reported by Letts et al. [2000] is adopted to represent the hydraulic properties for pure organic matter. The soil and vegetation parameter sets specified for this study are given in Tables B1 and  B2 , respectively. Additionally, the heat capacities of mineral and organic matter are taken, respectively, as 2.0 × 10 6 and 2.5 × 10 6 J m À3 K
À1
, while the heat conductivity of organic matter is taken as 0.25 W m À1 K
according to Lawrence and Slater [2008] . 
