Abstract-This paper proposes the hierarchical cloud-router network (HCRN) to solve the problem of overcoming the scalability limit in a multi-layer generalized multi-protocol label switching (GMPLS) network. We define a group of nodes as a virtual node, called cloud-router (CR). A CR consists of some number of nodes or lower-level CRs. A CR is modeled as a multiple switching capability (SC) node when it includes more than one kind of SC, which is fiber SC, lambda SC, timedivision multiplexing (TDM) SC, packet SC, even if there are no actual multiple-SC nodes in the CR. The CR advertises its abstracted CR internal structure which is abstracted link state information inside the CR. A large-scale, multi-layer network can then achieve scalability by advertising the CR internal structure throughout the whole network. In this scheme, the ends of a link connecting between two CRs are defined as interfaces of the CRs. We adopt the CR internal cost scheme between CR's interfaces to abstract the network. This CR internal cost is advertised outside the CRs via the interfaces. Our performance evaluation has shown that HCRN can operate a larger number of nodes than a normal GMPLS network. It can also bear more frequent network topology changes than a normal GMPLS network.
I. INTRODUCTION A. Multi-layer network
Network with several layers include fiber networks, lambda networks, time-division multiplexing (TDM) networks, and packet networks. These networks are constructed by using different technologies, and currently, they are controlled and operated differently. Generalized multi-protocol label switching (GMPLS) is now being standardized by the Internet Engineering Task Force (IETF). GMPLS enables us to control all different networks with one common protocol [1] - [7] . GMPLS expands the concept of MPLS, which is used for distributed traffic engineering in Internet Protocol (IP) packet layer networks. GMPLS controls multi-layer networks that include any of the above types of networks.
In a single-layer network, a node has only one kind of interface switching capability (SC) [8] . For example, an interface of an IP router has packet switching capability (PSC). PSC provides the ability to switch packets in the packet layer (see Fig. 1 (a) ). An interface of an optical cross-connect (OXC) has lambda switching capability (LSC), which provides the ability to switch wavelengths in the lambda layer (see Fig. 1 (b) ). In a GMPLS network, however, there are not only single-SC nodes but also multiple-SC nodes with more than one SC (see Fig.  1 (c)) [3] , [9] , [10] . An example of a multiple-SC node is the so-called HIKARI router, which was developed by NTT [11] , [12] . The HIKARI router has both LSC and PSC to support integrated packet and lambda layer networks. (See Fig. 1 (c) ).
GMPLS enables us to perform multi-layer traffic engineering. The link state information for all individual layer networks is advertised distributively to all nodes in a GMPLS network by a link state routing protocol [4] , [5] . All nodes utilize the same link state database. Each node defines shortest paths from itself to other nodes and a routing table. The required network resources, which include available bandwidth, wavelengths, and so forth, are efficiently reduced by GMPLS multi-layer traffic engineering [13] .
B. Scalability limit of GMPLS network
GMPLS networks have a scalability limit problem. In these GMPLS networks, all nodes support every layer's network topologies and calculate the shortest path to each destination node. All nodes advertise link states such as the presence or absence of a link and how many links are actually used. Routing protocols, such as open shortest path first (OSPF), have this advertising function. In a network using OSPF, all nodes advertise link state information if it changes.
A multi-layer GMPLS network applies the concept of a hierarchical label switched path (LSP) (see Fig. 2 ) [2] . A lower-layer LSP is referred to as a link to establish an higherlayer LSP. In other words, a source node and destination node connected via a lower-layer LSP are considered as adjacent nodes in the higher-layer network. This lower-layer LSP is called a forwarding-adjacency (FA) LSP. A FA-LSP is recognized as a traffic-engineering (TE) link 1 in the higherlayer network (see Fig. 3 ).
Consequently, establishment or release of a lower-layer LSP is referred to as link connection or disconnection and network topology transformation by the higher-layer network. In the near future, in a multi-layer GMPLS-controlled network, shortest-path calculation caused by frequent advertisement of FA-LSPs by routing protocols will limit the network scalability, because we must provide for short hold path services and save network resources by dynamic rearrangement of established LSPs.
Another problem is that multi-layer route computations do not have scalability for their complexity. In a single-layer network, the route computation volume is not large. However, in a multi-layer network, route computation includes the decisions of whether to use cut-through [13] and which layer is selected. This computation is complex and time-consuming. The cut-through in the transit node may make the cost from the source node to the destination small if the requested bandwidth is large. If a route that utilizes cut-through in the packet layer is selected when the requested bandwidth is narrow, most of the lambda bandwidth will be idle and the traffic allocation will be inefficient. These decisions thus depend on the requested bandwidth and available network resources.
C. Proposal for HCRN
This paper proposes a hierarchical cloud-router network (HCRN) to solve the problem of the scalability limit in terms of the multi-layer network size. A group of several nodes is defined as a cloud-router (CR). A CR is modeled as a multiple-SC node when it includes more than one kind of SC, even if there are no actual multiple-SC nodes in the CR. A group of several CRs is also defined as a higher-level CR. A higher-level CR is created recursively by several lower-level CRs. In this way, the hierarchical network we call HCRN is established.
The CR advertises abstracted information about its internal structure. Using the abstracted information, the whole network can perform multi-layer traffic engineering and achieve scalability. To abstract the network, we introduce the CR internal cost, which is part of the CR internal structure information. In this scheme, the ends of a link connecting two CRs are defined as interfaces of the CRs. The CR internal cost can be defined between CR interfaces and advertised outside the CRs.
We evaluate the performance of HCRN in the case of abstracting a multi-layer network by using the CR internal cost. We quantify the reduction in the shortest-path calculation volume caused by changes in the network topology and optimum CR size. In addition, we quantify the effect of the CR internal cost scheme on the success probability of establishing an LSP. We show that HCRN using the CR internal cost scheme can limit the increase in the blocking probability for LSP establishment and reduce the shortest-path calculation volume, thus enabling a large-scale, multi-layer network to achieve greater scalability.
D. Organization
In section II we propose and describe HCRN to solve the scalability limit problem. In section III we evaluate the performance of HCRN in the case of abstracting a multi-layer network by using the CR internal cost. Our concluding remarks appear in section IV.
II. HIERARCHICAL CLOUD-ROUTER NETWORK (HCRN) A. HCRN architecture
We propose a hierarchical cloud-router network (HCRN) to achieve large-scale, multi-layer network scalability. In the HCRN scheme, a multi-layer network is divided into groups, are treated as virtual nodes called cloud-routers (CRs), as shown in Fig. 4 . A network consisting of CRs is also divided into groups that are treated as higher-level CRs. We can develop an HCRN as a hierarchical network consisting of CRs in the same way that a higher-level CR is created recursively by several lower-level CRs. Figure 5 shows a schematic of an HCRN.
The HCRN scheme's distinguishing characteristic is that a CR becomes equivalent to a multiple-SC node when it contains nodes with different SC, even if there are no multiple-SC nodes within the CR. In Fig. 4 , interface (a) of the CR containing node A can have a PSC + LSC interface, even if node A has only an LSC interface, because packet LSPs can be switched inside the CR (for example nodes B, E).
Every CR operates its link state routing protocol independently. This link state is advertised inside the CR. The ends of a link connecting two CRs are defined as interfaces of the CRs. A CR internal cost is defined as the cost between two interfaces of the same CR. CR internal cost is advertised outside the CR via the interface. CR internal cost is defined for all CR interface pairs that have reachability. We show an abstracted single-layer network based on the CR internal cost scheme in Fig. 6 . The source node receives a link state advertised by a node in the same CR and a CR internal cost advertised by another CR's interface. The schematic in Fig. 6 also shows the source node's network topology, which is made from the link state and the CR internal cost. The CR's interface receives link state information of only the same or a higher-level CR. The outer network can recognize the reachability and cost between interfaces, but it can not recognize the network topology inside the CR. In this way, the CR internal network topology is hidden and other CRs are informed which interface is selected for LSP establishment. By using this abstraction scheme, we can abstract a multilayer network. Every SC in a CR is converted to a vertex. Figure 7 shows a multi-layer abstraction. The interface in the CR calculates the shortest path and the CR internal cost, which are advertised outside the CR.
C. Multi-layer shortest path first scheme
We use a shortest path first algorithm to select a costeffective route for establishing an LSP in a multi-layer network. This route selection algorithm is called multi-layer destination node source node considering multi-layer NW Fig. 7 . Graph of abstracted multi-layer NW shortest path first (MSPF). When a new LSP is established, it considers which route should be selected, which layer switching should be employed, whether an existing FA-LSP should be used, and so forth.
For this scheme, it is assumed that a network consists of a lambda layer and a packet layer. Nodes have packet switching capability (PSC), lambda switching capability (LSC), or both switching capabilities. A multiple-SC node has trunk type PSC parts [11] , [14] and can adaptively determine whether to use them or not. Figure 8 illustrates the node structure.
The SCs in every node are replaced by vertices. Vertices that are connected by physical links are connected by edges in the graph, not including edges that connect vertices in the same node. The vertices between neighbor nodes must be connected by edges. Based on this graph, LSPs that go through the transit node hop by hop and LSPs that go through by cut-through take different edges, though they take the same fiber route. We can allocate different costs to these two LSPs. In the case of going through the PSC vertex: P, the PSC interface and the LSC interface are occupied. In the case of going through the LSC vertex: L, only the LSC interface is occupied. The cost of the edge is expressed as the summation of the reciprocal number of available interfaces. For example, in Fig. 8 , when a lambda LSP has been established, to establish the packet LSP and transfer the IP packet from node A to node B, the edge connecting vertex P on node A and vertex P on node B is selected. The cost is then expressed as (a) where w A is the number of available LSC interfaces in node A and p A is the number of available PSC interfaces in node A. In the case where a lambda LSP has been newly established by cut-through packet layer on node B, to establish the packet LSP and transfer the IP packet from node A to node C, the edges connecting vertex P on node A with vertex L on node B and vertex L on node B with vertex P on node C are selected. The cost here is expressed as (c) + (d).
The cost of LSP establishment using the lower-layer FA-LSP is expressed as Z, which is formulated as follows when the packet LSP is established without establishing a new lambda LSP but using an existing lambda LSP instead.
where is policy parameter, BW req is request bandwidth, and BW res is residual bandwidth. As described above, the minimal cost LSP in a multilayer network can be determined by Dijkstra calculation [15] , replacing SCs in every node with vertices and links with edges.
III. PERFORMANCE EVALUATION

A. Scalability performance evaluation
A higher-layer CR considers all lower-layer CR's interface in it as a vertex. The scheme calculates the shortest-path by using all interfaces in its own CR. This has the advantages of using network resources effectively and providing a large traffic intake capacity, because the shortest-path calculation engine can have an in-depth link state.
The parameters for the performance evaluation are defined as follows. N : the number of nodes in the network, and S: the number of nodes in the CR. S is called the CR size. If N = S p (p: variable), the network level increases by one. S and p determine the shortest-path calculation volume. When N is a constant number, a larger p reduces the shortest-path calculation volume. We calculate the volume in the S p < N ≤ S p+1 case at every level, and the largest volume determines the dominant level. Figure 9 shows the correlation between the number of levels and the order of the shortest-path calculation volume, where A is the advertisement interval period for the LSP to be established or released. Short A means frequent network topology conversion. p denotes the number of levels. CR size becomes small when N is constant and p becomes large, which means that the network level becomes deep. The calculation volumes of the dominant levels are highlighted by the heavy closed lines. The results show that the calculation volume become small when the number of levels become large, except in the 1 < p ≤ 2 range (see Fig. 10 ). However, the large number of levels causes a long transmission delay in the link state from the lowest level to a higher level.
Larger numbers of nodes can be operated with HCRN than in a normal GMPLS network. We show the correlation between number of nodes and the order of the shortest-path calculation volume when A is 30 [min] and p = 5 in Fig. 11 . The figure shows that a multi-layer network has scalability up to 200 nodes by using HCRN, while it has a scalability limit of 20 nodes without HCRN.
A shorter advertisement interval period for LSP establishment or release can converge faster than with a normal GMPLS network. We show the correlation between the advertisement interval period and the order of the shortest-path calculation volume in Fig. 12 . The shortest-path calculation volume for a single-layer network: V s is given by Eq. 2, while that for a multi-layer network: V m is given by Eq. 3. Here, N is the number of nodes, L is the number of links, A is the advertisement interval period for LSP establishment or release, and SC is the number of switching capabilities. Figure 12 shows that with HCRN, a multi-layer network has scalability if each FA-LSP is established or released within 10 minutes. 
The calculation volume for n layers (n > 3) is approximately (n − 1) * (the calculation volume for 2 layers) and of the same order as that for a 2-layer network. This is because the increase in calculation volume in the multi-layer network is caused by the conversion of the lower network topology.
B. Effect of multi-layer network hierarchization
The MSPF and CR internal cost schemes, as mentioned in II-B, II-C, allow that the shortest path is calculated in an abstracted hierarchical network. There is a trade-off between the shortest-path calculation volume and the blocking probability for LSP establishment. When p is large and the network is deep, the CR size and the shortest-path calculation volume become small. The link state information, however, which a node has, also becomes small, as does the portion of the network that the node can recognize. In this case, many network resources may be used wastefully when an LSP is established. Figure 13 shows the blocking probabilities in a hierarchical network and a non-hierarchical network. The results show that the blocking probability for LSP establishment in the hierarchical multi-layer network is 10% higher than that in the non-hierarchical multi-layer network (see Fig. 13 ). 
