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Résumé :
L'homogénéisation numérique des microstructures aléatoires requiert la résolution du problème du
correcteur sur un grand nombre de réalisations. L'eﬀort de calcul numérique est plus marqué lorsque
la géométrie des microstructures est complexe et le contraste mécanique entre phases est considérable
(typiquement > 100). Dans les deux cas, la ﬁnesse de la grille de discrétisation implique un coût de calcul
très important.
Récemment, Bignonnet et coll. [1] ont proposé une technique de ﬁltrage permettant d'introduire
des microstructures équivalentes (appelées mésostructures). Une des caractéristiques essentielles de cette
approche est que les propriétés macroscopiques de la mésostructure coïncident avec celles de la mi-
crostructure sous-jacente; le ﬁltrage réduit par ailleurs les ﬂuctuations locales de raideur (voir Fig. 1).
Par conséquent, une grille plus grossière peut être utilisée dans la résolution du problème du correcteur.
En faisant varier la taille caractéristique H du ﬁltre, on obtient un continuum de représentations pour le
tenseur d'élasticité, de l'échelle microscopique jusqu'à l'échelle macroscopique.
On s'intéresse dans ce travail à la calibration et la validation d'un modèle prior [5] pour représenter
la raideur mésoscopique obtenue par la technique de ﬁltrage de Bignonnet et coll. [1]. Dans la première
partie, nous décrivons la génération et l'analyse statistique des raideurs mésoscopiques d'un modèle de
microstructure de type matrice-inclusions (sphériques). Ensuite, dans la deuxième partie nous intro-
duisons un modèle prior basé sur le principe du maximum d'entropie. Nous montrons que le modèle peut
être calibré soit par les estimateurs statistiques, soit par la méthode du maximum de vraisemblance dans
la troisième partie. En ﬁn, nous décrivons la validation du modèle prior et des méthodes d'identiﬁcation
mise en ÷uvre en comparant certains grandeurs d'intérêt mésoscopiques et macroscopiques.
Dans la première partie de cette communication, nous décrivons la génération des microstructures
aléatoires {C(x, θ),x ∈ Ω} et des mésostructures associées {C˜(x, θ),x ∈ Ω} par la méthode de Monte-
Carlo. Nous considérons une cellule de base Ω d'un assemblage des inclusions rigides sphériques de deux
diamètres immergées dans une matrice élastique homogène. Le diamètre des petites inclusions est D/3,
D étant le diamètre des grandes inclusions. La taille du domaine périodique est L = 6D. La fraction
volumique occupée par les grandes (resp. petites) inclusions est 20% (resp. 10%). Un ensemble de
Nexp = 700 réalisations indépendantes (indexées par {θi}Nexpi=1 ) a été généré aﬁn d'assurer la convergence
des estimateurs statistiques. La formulation variationnelle proposée par Brisard et Dormieux [2, 3] de la
méthode d'homogénéisation numérique par transformée de Fourier rapide de Moulinec et Suquet [8, 9]
est utilisée pour résoudre le problème du correcteur. La microstructure est discrétisée sur une grille
cartésienne de 128 × 128 × 128 voxels. Les deux phases sont linéaires élastiques isotropes. La matrice
et l'inclusion ont le même coeﬃcient de Poisson ν = 0.2 et le module de cisaillement de l'inclusion est
µi = 1000µm où µm dénote le module de cisaillement de la matrice. Un contraste élevé (1000) est donc
obtenu.
Ensuite, l'analyse statistique est eﬀectuée sur la base des mésostructures (appelée base de données
expérimentale). Nous constatons que les raideurs mésoscopiques sont presque symétriques et isotropes.
Par conséquent, elles sont caractérisées par deux champs aléatoires {κ˜(x, θ),x ∈ Ω} (module de compres-
sion mésoscopique) et {µ˜(x, θ),x ∈ Ω} (module de cisaillement mésoscopique). On trouve les estimations
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Fig. 1. Une réalisation (coupe 2D) du champ aléatoire de la raideur microscopique {C1111(x, θ),x ∈ Ω} et des
champs aléatoires des raideurs mésoscopiques associés {C˜1111(x, θ),x ∈ Ω} obtenus pour H = 2D, H = 2.5D et
H = 3D. On observe alors la variation de contraste en fonction de la taille du ﬁltre H.
suivantes des modules de compression et de cisaillement mésoscopique moyens :
〈κ˜〉 = 2.35µm, 〈µ˜〉 = 1.78µm (1)
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Fig. 2. La fonction de corrélation τ/D 7→ R(τe2) pour le module de compression et module de cisaillement
dans la direction x2.
Du fait de l'homogénéité statistique (vériﬁée aux ﬂuctuations statistiques près dans nos simulations)
et l'isotropie, la fonction de corrélation est identique dans toutes les directions pour chaque module.
On observe également que cette fonction de corrélation est identique pour le module de cisaillement et
le module de compression mésoscopique (voir Fig. 2). Ce résultat remarquable fera l'objet d'études
ultérieures.
La deuxième partie de notre exposé concerne la construction du modèle prior. À cette étape, nous
introduisons le champ aléatoire du module de compression {κ′(x, θ),x ∈ Ω} et le champ aléatoire du
module de cisaillement {µ′(x, θ),x ∈ Ω} tels que pour tout point x dans Ω :
κ′(x, θ) = κ˜(x, θ)− κm, µ′(x, θ) = µ˜(x, θ)− µm (2)
Nous supposons que les champs {κ′(x, θ),x ∈ Ω} et {µ′(x, θ),x ∈ Ω} sont statistiquement indépen-
dants (voir [4, 12]). Par conséquent, la construction du modèle probabiliste du champ aléatoire des
raideurs mésoscopiques {C˜(x, θ),x ∈ Ω} est strictement équivalente avec la construction du modèle de
{κ′(x, θ),x ∈ Ω} et {µ′(x, θ),x ∈ Ω}. Pour un point x ﬁxé dans Ω, le modèle probabiliste pour κ′(x, θ)
peut être construit par le principe de maximum d'entropie énoncé par Jaynes (voir [6, 7]) et basé sur la
notion d'entropie de Shannon [10]. Plus spéciﬁquement, le principe de maximum d'entropie nous per-
met de construire le modèle probabiliste le plus objectif possible par rapport à l'information disponible.
D'après l'analyse statistique présentée dans la première partie, il convient de considérer les informations
suivantes :
E {κ′(x, θ)} = 〈κ′〉, (3)
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E {ln (κ′(x, θ))} = ϑ, |ϑ| < +∞, (4)
où 〈κ′(x, θ)〉 = 〈κ˜(x, θ)〉 − κm. La contrainte déﬁnie par Eq. (3) indique que la valeur moyenne en x est
supposée connue, alors que Eq. (4) permet d'assurer que κ′(x, θ) et κ′(x, θ)−1 sont des variables aléatoires
du second-ordre (voir [11]). On montre alors que la loi marginale d'ordre 1 de κ′(x, θ) (resp. µ′(x, θ)) est
une loi Gamma, complètement déﬁnie par la donnée de l'espérance et du coeﬃcient de variation (supposés
connus).
En pratique, le champ aléatoire de κ′(x, θ) est déﬁni à partir d'une transformation non linéaire
mesurable d'un champ aléatoire Gaussien centré, homogène, à valeurs réelles ([11]) noté {Ξκ′(x),x ∈ Rd} :
∀x ∈ Ω, κ′(x, θ) = F−1Gκ′ (Φ(Ξκ′(x, θ))) (5)
où F−1Gκ′ est la fonction de répartition inverse de la loi Gamma correspondant à la marginale d'ordre 1 de
κ′(x, θ) et Φ est la fonction de répartition de la loi normale.
Le champ Gaussien {Ξκ′(x),x ∈ Rd} est complètement déﬁni par sa fonction de corrélation. Nous
supposons celle-ci séparable, de la forme :
d∏
k=1
r(|xk − yk|) (6)
pour tous (x,y) dans Ω × Ω, où la fonction de corrélation unidimensionnelle r prend la forme suivante
[13] :
∀τ ∈ [0, L], r(τ) = exp
(
− 2
α2
sin2
(piτ
L
))
(7)
où le paramètre α qui permet de contrôler la longueur de corrélation du champ Gaussien. L'analyse
statistique des raideurs mésoscopiques dans la première partie montre que la fonction de corrélation du
module de compression et du module de cisaillement sont identiques. On peut donc utiliser une unique
valeur de α pour les deux modules. Du fait de la transformation non linéaire (voir Eq. (5)), la fonction
de corrélation du champ aléatoire du module de compression et module de cisaillement ne coïncide pas
avec celle du champ aléatoire Gaussien. Par conséquent, un problème d'optimisation doit être résolu aﬁn
de calibrer, par une méthode inverse, la valeur de α.
Dans la troisième partie, nous décrivons la calibration du modèle prior. L'identiﬁcation des paramètres
de la marginale d'ordre 1 (une valeur moyenne et un coeﬃcient de variation) et de la valeur de α (voir Eq.
(7)) est eﬀectuée par deux méthodes. Dans un premier temps, nous utilisons des estimateurs statistiques
déterminés sur la base de données expérimentale complète. Cette approche est coûteuse, c'est pourquoi
dans un second temps, nous procédons à une calibration par maximisation de la vraisemblance sur un
nombre limité de réalisations (voir Fig. 3). Nous montrons que dans les deux cas, les valeurs obtenues
sont très similaires.
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Fig. 3. Logarithme de la fonction de vraisemblance estimée pour Nexp réalisations.
Dans la dernière partie, nous discutons de la validation du modèle probabiliste calibré en troisième
partie en comparant certaines grandeurs d'intérêt mésoscopiques et les modules eﬀectifs entre le modèle
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et la base de données expérimentale. D'abord, nous comparons la densité de probabilité pour un point
donné du champ aléatoire du module de compression (voir Fig. 4a). Un très bon accord est observé
entre le modèle et la base de données expérimentale. Ensuite, nous comparons la fonction de corrélation
1.5 2.0 2.5 3.0 3.5 4.0
κ˜
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
de
ns
ite
de
pr
ob
ab
ili
te
experimentale
modele SE
modele MLE
(a) la densité de probabilité du module de com-
pression
0.0 0.5 1.0 1.5 2.0 2.5 3.0
τe1/D
0.0
0.2
0.4
0.6
0.8
1.0
R κ˜
(τ
e
1
)
experimentale
modele SE (α = 0.74)
modele MLE (α = 0.85)
(b) la fonction de corrélation du module de com-
pression dans l'axe x1.
Fig. 4. Comparaison entre les mesures expérimentales et le modèle probabiliste
expérimentale et celle issue du modèle (voir Fig. 4b) ; l'écart observé est faible. Finalement, nous
comparons les valeurs moyennes statistiques (sur 100 réalisations) des modules eﬀectifs calculés par le
modèle probabiliste avec les résultats expérimentaux. Nous obtenons alors un très bon accord. Les
résultats sont présentés dans le tableau ci-dessous:
Expérimental Modèle SE Modèle MLE
κeﬀ/µm 2.326± 0.001 2.331± 0.015 2.314± 0.087
µeﬀ/µm 1.767± 0.001 1.762± 0.012 1.748± 0.068
Tab. 1. Comparaison des moyennes statistiques des modules eﬀectifs obtenus par exploitation de la base de
données expérimentale et par le modèle probabiliste (calibré de deux façons diﬀérentes). L'erreur correspond à
l'intervalle de conﬁance à 99%).
Dans ce travail, nous avons présenté la calibration et validation d'un modèle probabiliste prior pour
la modélisation des raideurs mésoscopiques obtenues par un processus de ﬁltrage. Pour ce faire, l'analyse
statistique a été eﬀectuée sur un modèle de microstructure de type matrice-inclusions (sphériques). À
partir de cette analyse, le modèle prior a été construit par le principe du maximum d'entropie. La
calibration du modèle est ensuite réalisée soit par des estimateurs statistiques soit par la méthode du
maximum de vraisemblance. En ﬁn, certaines grandeurs d'intérêt mésoscopiques et macroscopiques sont
comparées, et on montre qu'un bon accord est obtenu entre le modèle et la base de données expérimentale.
De plus, ce modèle peut être calibré à partir d'un nombre limité de réalisations et il permet donc de réduire
énormément le coût de calcul dans la résolution numérique du problème du correcteur.
Mots clefs : Homogénéisation numérique, Modèle probabiliste prior, Max-
imum d'entropie
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