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Résumé 
Un des plus importants profits qu’on peut tirer des M/NEMS est la capacité de les 
fabriquer en grande masse permettant leur assemblage sous forme de réseau. Toutefois, 
de nombreux problèmes s’opposent à l’utilisation de ces systèmes tels que la complexité 
de leur contrôle, la non-uniformité et les couplages entre leurs éléments, les sources de 
bruits et de non-linéarités, etc.. Il est alors nécessaire de prendre en compte ces 
différents aspects dès la phase de conception, les corriger ou les exploiter, pour aboutir à 
des nouvelles architectures qui répondent aux exigences de hautes performances. 
En se servant d’un large réseau de nano-transducteurs, une contribution au contrôle 
d’une micro-surface « intelligente » est développée. La structure continue est ensuite 
remplacée par un réseau de NEMS dont le modèle est détaillé pour la première fois en 
tenant compte des dispersions entre les éléments. Des architectures de réseaux couplés 
sont proposées pour réduire les effets des dispersions, améliorant ainsi la sélectivité des 
filtres résultants. Basée sur le schéma de transductions distribuées, une nouvelle 
stratégie d’ajustement du filtre est élaborée par contrôle modal. Les différents réseaux 
(couplés ou non) peuvent être utilisés pour des applications capteurs où le système de 
mesure est modélisé en fonction de la technique utilisée et de la structure adoptée avant 
d’améliorer les performances par un contrôle approprié. Une nouvelle configuration 
exploitant les non-linéarités de transduction est proposée pour compenser et mesurer la 
variation de la fréquence de résonance permettant de réduire la complexité du système 
global. 
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Abstract 
One of the most important benefits provided by M/NEMS is their ability to be 
fabricated in a massive way combining them into arrays. However, many problems limit 
the use of such systems such as control complexity, elements dispersion and couplings, 
non-linearities and noise sources, etc. Hence, it is crucial to take these features into 
consideration since the design stage, eliminating their effects or making advantage of 
them to make new architectures that achieve high performances. 
A contribution to flexible micro-structures control is developed using a large array of 
distributed nano-transducers. The continuous structure is then replaced by a NEMS 
array whose model is detailed for the first time in function of existing dispersions. 
Coupled arrays architectures are suggested in order to reduce the dispersions effects, 
enhancing by that the selectivity of the derived filters. Based on the distributed 
transductions scheme, a novel tuning strategy is elaborated by using modal control. The 
different arrays (coupled or not) can be used in sensing applications, where the 
measurement system is modelled depending on the used technique and on the chosen 
structure before improving the performances by appropriate control. A new 
configuration based on transduction nonlinearities is designed for variation 
compensation and measurement of a sensor resonance frequency allowing system 
complexity reduction. 
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 1 
Introduction 
Contexte de la thèse 
Les microsystèmes constituent un monde fascinant d’objets miniatures qui 
envahissent depuis une dizaine d’années notre quotidien. Cependant, l’idée à la base de 
ces systèmes n’est pas récente. En 1959, dans son discours devant l'American Physical 
Society à Caltech, le physicien Richard Feynman évoqua la possibilité de manipuler la 
matière à échelle microscopique et posa les bases de la course à la miniaturisation. 
Voici un extrait de ce discours visionnaire : 
 
Alors que le développement des premiers microsystèmes remonte à la fin des 
années 60 (les transistors MOS à grille résonnante ou les micro-capteurs de pression), 
leur commercialisation ne commence qu’aux années 80 avec les micro-accéléromètres 
émergeant dans le milieu industriel de l’automobile. Dès lors, leur champ d’application 
s’est étendu à de nombreux domaines tels que l’aérospatial, le biomédical, les 
télécommunications, l’optique, etc. On désigne par microsystème un composant 
combinant une structure physique de taille microscopique avec une partie électronique 
qui peut être intégrée sur le même support physique. On appelle MEMS (Système 
Micro-Electro-Mécanique) tout microsystème dont l’élément physique comporte des 
parties mécaniques mobiles. Fabriqués par des techniques de micro-usinage du silicium 
“What I want to talk about is the problem of manipulating and controlling things on a small scale […] 
It is a staggeringly small world that is below. In the year 2000, when they look back at this age, they 
will wonder why it was not until the year 1960 that anybody began seriously to move in this direction” 
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issues de celles de la micro-électronique mais différentes du fait de la réalisation de 
parties mobiles détachées du substrat, les MEMS réalisent des fonctions de capteurs (de 
pression, de masse, d’accélération, etc.), d’actionneurs (micro-miroirs, micro-pompes, 
micromanipulateurs, etc.) ou encore de traitement du signal (filtres électromécaniques, 
composants radiofréquence, etc.). Depuis quelques années seulement, les systèmes 
micro-électromécaniques commencent à franchir le seuil de la miniaturisation en 
passant aux dimensions nanométriques. On parle de systèmes nano-électromécanique 
(NEMS) qui promettent de révolutionner les nouvelles applications technologiques 
grâce à l’accroissement de leur sensibilité et de leur résolution. Cependant, cette 
diminution de taille s’accompagne d’une réduction du rapport signal utile sur bruit, 
s’ajoutant à d’autres inconvénients tels que les non-linéarités de fonctionnement ou les 
variations paramétriques. De l’autre coté, une production en masse à faible coût est 
rendue possible permettant leur assemblage dans un seul système. Toutefois, à l’heure 
actuelle, de nombreux problèmes s’opposent à l’utilisation de tels réseaux tels que la 
complexité de leur contrôle, la non-uniformité de leurs constituants et les couplages 
souvent indésirables pouvant naitre entre eux. Ces différents aspects doivent être pris en 
compte dès la phase de conception, corrigés ou parfois exploités, afin d’aboutir à des 
architectures qui répondent aux exigences de hautes performances. 
Objectifs de la thèse 
Depuis toujours, le développement de nouveaux  micro- et nano-systèmes s’est 
concentré principalement sur des optimisations au niveau physique d’un coté et de 
l’électronique associée de l’autre. Un regard au niveau système n’occupe qu’une place 
limitée dans le domaine. C’est sur ce dernier axe que la thèse se situe, ayant pour objet 
d’étudier les réseaux de M/NEMS dans leur globalité tout en considérant l’effet des 
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différents acteurs qui influencent leurs comportements : bruits, dispersions, couplages, 
non-linéarités, moyens d’actionnement et de détection, contrôle, etc. En premier lieu, 
l’étude doit aboutir à une modélisation fiable des systèmes comportant différentes 
structures. Ensuite elle propose l’exploitation des caractéristiques des M/NEMS et de 
leurs réseaux ouvrant la voie devant la conception d’architectures mieux adaptées et 
plus bénéfiques. Afin de pouvoir profiter des outils de l’automatique capables de 
résoudre des problèmes souvent inévitables ou difficilement surmontés, des méthodes 
de contrôle appropriées doivent être développées, améliorant les performances du 
système global selon ses spécificités. 
Contributions de la thèse 
Le travail développé durant ces trois ans de recherche met en évidence 
l’importance de l’intégration des méthodologies de contrôle dans les micro- et les nano-
systèmes quelques soient leurs types d’application. D’autant plus qu’à cette échelle, les 
performances et la robustesse de ces systèmes sont compromises par plusieurs facteurs 
qui demeurent négligeables dans le cas des macro-systèmes. 
Dans un premier temps, l’objectif principal est l’étude et le contrôle d’un réseau 
de nanostructures exploitant la possibilité d’utiliser un grand nombre d’actionneurs et de 
détecteurs. Partant d’un simple schéma composé d’une microstructure continue mais 
d’une multitude d’électrodes, une contribution au contrôle dynamique des micro-
surfaces intelligentes est développée. Une commande modale robuste est élaborée 
permettant de réduire la complexité du contrôle et de s’affranchir de l’influence des 
non-linéarités négligées dans le modèle ainsi que des incertitudes paramétriques. 
Dans la deuxième étape, la structure continue est remplacée par un réseau de 
NEMS imposant la problématique des dispersions inévitables entre les caractéristiques 
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des différents composants. Bien que le cas représente celui d’une surface intelligente 
discrète, les applications envisagées sont orientées vers les capteurs résonants et les 
filtres mécaniques. Deux cas sont étudiés : le premier considère un réseau de 
résonateurs NEMS non couplés mais électriquement connectés alors que le deuxième 
suppose un couplage mécanique entre les différents résonateurs. 
Dans le premier cas, nous aboutissons pour la première fois à une modélisation 
analytique représentant l’effet des dispersions sur la réponse globale d’un réseau. Des 
architectures combinant plusieurs matrices différentes sont proposées, contribuant à une 
conception de filtres mécaniques à large bande passante ou des capteurs sélectifs par 
mesure différentielle. En collaboration avec Caltech Institute, un dimensionnement de 
réseaux de NEMS a été réalisé et testé pour des applications capteurs. Ces réseaux font 
preuve d’un signal de sortie largement amplifié et d’une sensibilité accrue. 
Dans le cas d’un réseau couplé, le modèle fréquentiel est élaboré en appliquant l’analyse 
modale discrète à une et deux dimensions. Pour des applications d’oscillateurs et de 
filtres reconfigurables, une nouvelle stratégie d’ajustement par contrôle modal est 
proposée en exploitant le schéma de transductions distribuées. L’effet des dispersions 
sur les réponses globales sont analytiquement calculées par la théorie des perturbations. 
En se basant sur ces résultats, nous proposons quelques techniques intéressantes 
capables de réduire l’impact des dispersions selon l’opération désirée du filtre. 
Après avoir développé les architectures capables de mettre en œuvre des systèmes 
capteurs résonants, ainsi que les modèles théoriques qui en résultent, une deuxième 
partie importante du travail est engagée. Elle consiste à utiliser ces architectures dans 
une perspective de détection basée sur le principe de la résonance variable en fonction 
du phénomène physique à mesurer. Ceci nécessite la connaissance précise du modèle 
des variables impliquées en fonction de la configuration utilisée. Dans le contexte d’une 
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boucle PLL, nous traduisons le problème de la mesure par un schéma de contrôle en 
boucle fermée ayant pour but de rejeter les perturbations externes qui modifient le 
système. Les performances sont améliorées par la conception d’un contrôle bien adapté, 
ce qu’on fait ressortir dans les résultats expérimentaux. Une nouvelle configuration est 
enfin proposée pour échapper à l’utilisation complexe des VCO dans le cas de plusieurs 
capteurs distincts. Celle-ci exploite les non-linéarités de l’actionnement électrostatique 
pour contrôler la fréquence de résonance et compenser les perturbations à mesurer. 
Organisation du manuscrit 
Le premier chapitre expose des généralités sur les M/NEMS et leurs réseaux, 
décrivant leurs avantages, leurs limitations et la modélisation de leur fonctionnement. 
Le deuxième chapitre traite de l’utilisation des réseaux d’actionneurs et de 
détecteurs pour le contrôle modal d’une microstructure. Deux lois de commande sont 
présentées et les performances obtenues par simulation sont affichées. 
Le troisième chapitre commence par une introduction aux réseaux de nano-
résonateurs mécaniques. Ensuite, une première partie est dédiée à la modélisation et aux 
tests des réseaux non couplés tandis que la deuxième partie présente l’étude par 
approche modale du réseau couplé. Une description de l’architecture qui permet 
d’ajuster la réponse fréquentielle du système global est exposée à la fin de cette section. 
Dans le quatrième chapitre, nous présentons la modélisation et le contrôle d’un 
nano-capteur résonant excité par une boucle PLL (Phase Locked Loop). L’extension au 
cas des réseaux est étudiée avant de conclure avec la technique d’asservissement de la 
fréquence de résonance que nous désignons par RLL (Resonance Locked Loop). 
Je termine ce manuscrit par une conclusion générale en donnant les perspectives 
de mon travail. 
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Chapitre 1 
1Généralités 
Ce chapitre est consacré à l’introduction des systèmes microélectromécaniques, de leurs 
différentes structures et leurs diverses fonctions. Le passage à l’échelle nanoscopique 
est expliqué en exposant les avantages qui en résultent mais aussi ses inconvénients, 
dont quelques uns trouvent la solution dans l’assemblage en réseau. Ceci est présenté 
dans la troisième section avant de dévoiler les différents problèmes liés à ce 
regroupement. Les importants facteurs qui interviennent dans le fonctionnement des 
M/NEMS sont ensuite modélisés afin de pouvoir les utiliser dans la suite de l’étude. 
1.1 Les systèmes micro-électro-mécaniques (MEMS) 
Un microsystème en général est un système intégré sur puce (SoC) qui contient un 
élément physique non-électronique (mécanique, magnétique, optique, thermique, 
fluidique, etc.) de dimensions micrométriques, interagissant avec une partie électronique 
qui peut être intégrée sur le même support. On désigne par MEMS, un microsystème 
dont l’élément physique comporte au moins une partie mécanique mobile. Ces 
structures mécaniques sont destinées à réaliser des fonctions de capteur, d’actionneur ou 
de traitement de signal tandis que l’électronique assure la conversion électrique des 
données, le traitement des informations et l’interfaçage numérique. Ces systèmes de 
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petites tailles présentent plusieurs avantages. Outre leur légèreté, leur portabilité et leur 
intégrabilité au sein de systèmes complets plus complexes, les MEMS consomment peu 
et sont capables d’atteindre de hautes performances dues à une sensibilité et une 
précision très élevées. De plus, utilisant les mêmes techniques de fabrication de celles 
de la microélectronique, ils peuvent être produits en série et à faible coût. Au sein d’un 
MEMS, la structure mécanique est toujours dotée de moyens d’actionnement et de 
détection (transducteurs) qui assurent la conversion de l’énergie entre les domaines 
électrique et mécanique. Ces transducteurs peuvent être de différents types et seront 
détaillés dans le paragraphe (1.4.4). 
Trois types de fonctionnalités déterminent les principales applications des MEMS : 
• Les MEMS capteurs : Ces systèmes sont utilisés pour traduire des grandeurs 
physiques en signaux électriques exploitables (voir figure 1.1). Dans une application 
capteur, les caractéristiques électromécaniques des structures mobiles sont 
modifiées par les phénomènes extérieurs à mesurer tels que les variations de masse,  
d’accélération, d’inclinaison, de pression, de température, etc. 
 
figure 1.1 Schéma représentant un MEMS capteur. L’entrée est le phénomène 
physique à détecter et la sortie est sa mesure électrique. La boucle de rétroaction est 
optionnelle (- - -) mais devient de plus en plus présente dans les systèmes récents 
pour affiner la mesure. 
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Bien que les MEMS présentent intrinsèquement de hautes performances 
métrologiques en termes de sensibilité, aujourd’hui cette caractéristique de base 
n’est plus suffisante. Des modules informatiques et électroniques sont ajoutés sous 
forme de boucles d’asservissement pour créer une nouvelle génération de micro-
capteurs « intelligents » améliorant ainsi leur précision et leur résolution.  
• Les MEMS actionneurs : Ils sont utilisés pour traduire des signaux électriques en 
mouvements mécaniques (voir figure 1.2) permettant une action de déformation, de 
positionnement, de vibration, de pompage, etc. Ces systèmes sont capables de 
travailler dans des milieux très restreints tels que les parties microscopiques de 
l’organisme humain (un BioMEMS peut être 70 fois plus petit qu’un globule rouge) 
et sur des matières de très faibles dimensions. De plus, leur particularité réside dans 
la vitesse de leur opération, souvent très utile dans les technologies de 
communication optique et informatique. 
 
figure 1.2 Schéma représentant un MEMS actionneur. L’entrée est la consigne de 
mouvement décrite par un signal électrique et la sortie est la réponse mécanique de 
la structure. La boucle de rétroaction est optionnelle (- - -) mais devient de plus en 
plus présente pour affiner le  suivi de trajectoire. 
• Les MEMS de traitement du signal : Ces systèmes sont utilisés pour transformer ou 
générer des signaux électriques par la conversion de leur réponse mécanique (voir 
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figure 1.3). Ils réalisent des fonctions de filtrage (filtres mécaniques), de génération 
de fréquences (oscillateurs), de modulation/démodulation, etc. Selon les dimensions 
de leurs composants mécaniques, ils peuvent présenter des fréquences de résonance 
de quelques kilohertz à plusieurs centaines de mégahertz. Ils sont souvent 
caractérisés par des coefficients de qualité très élevés et se caractérisent par une 
forte pureté spectrale. 
 
figure 1.3 Schéma représentant un MEMS de traitement de signal. L’entrée peut être 
sous deux options (- - -) : dans un filtre, le signal électrique est une entrée externe 
alors que dans un oscillateur c’est une entrée interne générée par la boucle de 
rétroaction. Dans les deux cas, la sortie est un signal électrique généré après le 
traitement fréquentiel par la réponse mécanique. 
Concernant la partie mécanique, on distingue deux modes de fonctionnement : le mode 
résonant et le mode non-résonant ou suspendu. Le premier est généralement utilisé pour 
la génération de fréquence ou le filtrage mais aussi pour détecter la variation des 
paramètres physiques par mesure de la fréquence de résonance, souvent plus facile à 
mettre en œuvre. Par exemple, en remontant à la raideur mécanique ou électrostatique, 
des capteurs de pression, de force, d’accélération, de déplacement ou aussi des 
microscopes à force atomique sont réalisés [Bao00, Bar03, Sun03, Hau01, Woj05]. 
Dans d’autres cas, la mesure de la résonance révèle des variations de masse, de gaz, de 
densité, etc. [Eno95, Eki04.a, Son04, Vil06, Ver07]. Aussi, des viscosimètres mesurant 
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le facteur de qualité ont été mis au point à l’aide de MEMS résonants [Nic00]. De 
l’autre côté, les applications ne nécessitant pas la vibration des microstructures sont 
présentes autant dans le domaine sensoriel que pour des objectifs d’actionnement ou de 
positionnement. Dans les capteurs non résonants, c’est en mesurant les amplitudes des 
déplacements ou des déflections qu’on détecte les phénomènes extérieurs d’influence 
[Bat01, Hor00, Iva09, Lim06].  
Les structures mécaniques mobiles figurant dans les MEMS sont de plusieurs types et 
formes géométriques. On trouve des micro-poutres encastrées-encastrées, des micro-
cantilevers encastrées-libres, des structures en peignes interdigités, des micro-
membranes, des diapasons, des micro-résonateurs sous formes de disque ou de carré, 
allant jusqu’aux microstructures de formes plus complexes. 
 
figure 1.4 a) MEMS Locadyn du CEA - LETI (Grenoble, France), b) Micro-cantilevers 
du NIST (MD, USA), c) Micro-gyroscope résonant de Georgia Tech (GA, USA). 
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Comme n’importe quel autre système, les MEMS peuvent opérer en boucle 
ouverte en utilisant des signaux d’entrées brutes ou pré-calculées, ou en boucle fermée 
en se servant de correcteurs qui génèrent les signaux d’entrée en fonction de l’état des 
sorties mesurées. Le choix de la stratégie d’excitation n’est pas évident. Il dépend de 
plusieurs facteurs à commencer par l’objectif du système avant de traiter avec la 
complexité d’implémentation du contrôle, l’espace disponible, la possibilité 
d’intégration des détecteurs nécessaires à la rétroaction, l’effet du bruit etc. [Bor05]. 
Cependant, l’absence d’un modèle fiable, la sensibilité aux conditions 
environnementales (température, humidité, etc.) et aux perturbations, les erreurs de 
fabrication prépondérantes à l’échelle microscopique et les exigences dynamiques en 
termes de rejet de perturbation et de temps de réponse sont des raisons qui favorisent le 
contrôle en boucle fermée. Dans certaines applications, une boucle d’asservissement 
devient de première importance. Ceci est le cas quand le domaine du fonctionnement 
stable du MEMS est très limité [Bor06, Chu05, Che04] ou quand un fonctionnement 
autour d’un point d’opération est essentiel pour maintenir des hautes performances de 
mesure [Soe07, Sal05]. Par ailleurs, le recours au contrôle en boucle fermée est 
indispensable pour la mise en oscillation continue des résonateurs MEMS (conditions 
de Barkhaussen, contrôle d’amplitude, oscillateurs à impulsions, boucle PLL, etc.) 
[Ngu99, Sun03, Col04, Cor00, Bes07]. 
1.2 Passage à l’échelle nanoscopique – NEMS 
En parallèle avec l'effort considérable de miniaturisation des systèmes 
microélectroniques, une intense activité de recherche est menée depuis quelques années 
pour concevoir des systèmes nano-électro-mécaniques (NEMS), dont au moins une des 
dimensions est inférieure au micromètre. Evolution logique des MEMS, les NEMS 
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permettent de gagner notamment en miniaturisation, d’intégration et de portabilité mais 
aussi en puissance consommée et en rapidité. En effet, le fait de réduire les tailles des 
structures mécaniques à l’échelle nanoscopique permet une très faible inertie réduisant 
le temps de réponse du système global. Ces structures permettent de manipuler des 
objets encore plus minuscules allant jusqu’aux molécules individuelles ou même les 
atomes. 
 
figure 1.5 Nano-accéléromètre du CEA - LETI. La largeur d’une poutre est de 150 nm. 
Dans le cas des structures résonantes, la réduction des dimensions permet d’obtenir des 
fréquences de résonance élevées (quelques MHz à quelques GHz). A titre d’exemple, la 
fréquence de résonance fondamentale d’une poutre NEMS bi-encastrée vibrant hors-
plan et en flexion est inversement proportionnelle au carré de sa longueur. On l’exprime 
par [Bao00]: 
 ( )20 //03,1 leEf ρ=  (1.1) 
où e est l’épaisseur de la poutre, l sa longueur, ρ  sa densité volumique et E le module 
d’Young. Récemment, ces fréquences ont dépassé le seuil du GHz [Cle96, Hua03]. 
Toutefois, l’expression (1.1) fondée sur la théorie de « la mécanique des milieux 
continus » où la structure est considérée continue et élastique, n’est plus valable au-delà 
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d’une certaine taille. En effet, les phénomènes quantiques et les effets de surface 
deviennent prééminents dans les nanostructures de dimensions atomiques (ou mêmes 
subatomiques) faisant appel à la mécanique quantique au lieu de la mécanique classique 
[Sch05]. On attire l’attention sur le fait que pour la plupart des applications actuelles 
impliquant des nanostructures, la mécanique classique semble être suffisamment 
adéquate pour gouverner leurs comportements [Eki05].  
 
figure 1.6 Nano-cantilever avec piezorésistance intégrée fabriquée au CEA-LETI en 
collaboration avec Caltech Institute pour des applications capteurs de gaz. 
Bien que les pertes acoustiques dans les ancrages soient supérieures dans le cas des 
nanostructures [Lif02, Jud07], des facteurs de qualité de l’ordre de 53 1010 −  ont été 
récemment atteints [Fen07.a, Eki02, Gai07]. La sensibilité des systèmes capteurs est 
améliorée, la puissance du signal à la résonance est amplifiée et le bruit limitant la 
mesure est réduit. Des exploits intéressants ont été récemment montrés tels que la 
détection de masses de l’ordre de l’attogramme [Eki04.a], des forces de l’ordre de 
l’attonewton [Mam01] et des déplacements à l’échelle subfemtométrique [Nai06]. Dans 
les applications de filtrage, ces facteurs de qualité élevés améliorent la sélectivité et 
réduisent les pertes d’insertion [Wan99]. De la même manière, les oscillateurs NEMS 
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sont plus stables en fréquence (vis-à-vis de la température, le vieillissement du 
composant, les sources de bruits, etc.) et leur mise en oscillation requiert moins 
d’énergie [Ngu98].  
En revanche, plusieurs inconvénients sont liés à l’utilisation des NEMS. Comme 
les dimensions deviennent infiniment petites, le système est plus sensible aux tolérances 
de fabrication [Jan08] et leur modélisation est plus difficile et moins fiable à cause des 
nombreuses interactions qui peuvent surgir avec l’environnement (force de Van der 
Walls [Deq02], force de Casimir, effets surfaciques [Rou01], etc.). De plus, les moyens 
de détection privilégiés dans le cas des microsystèmes deviennent inapplicables. Par 
exemple, les méthodes optiques souvent utilisées dans la de microscopie à champ 
proche (Scanning Probe Microscopy) ne sont plus adaptées quand les surfaces de 
réflexion deviennent inférieures à la longueur d’onde de la lumière. Dans le cas d’une 
détection capacitive, le couplage capacitif avec la nanostructure devient minuscule et le 
signal détecté est noyé dans le bruit de l’électronique. Malgré la conception de 
nouveaux moyens de transduction tels que la microscopie optique à champ proche 
(NSOM) [Hyu08], transistor supraconducteur à un électron (SSET) [LaH04] ou la 
microscopie électronique en transmission (TEM) [Ke05], le signal détecté est souvent 
de très faible amplitude. D’autant plus que les nanostructures ont une gamme 
dynamique limitée par la non-linéarité du fonctionnement qui surgit rapidement au-delà 
d’une certaine amplitude de déplacement appelée amplitude critique. La faible surface 
que couvrent ces nanostructures forme un autre inconvénient pour les systèmes capteurs 
limitant la zone de détection à quelques µm². Quelques uns des ces inconvénients 
trouvent leur solution dans l’assemblage des NEMS en un seul réseau intégré sur la 
même puce. 
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1.3 Réseaux de NEMS 
Les réseaux de NEMS occupent depuis quelques années une place très importante 
dans le monde des micro/nanotechnologies. Beaucoup d’applications développées dans 
les dernières décennies autour des microsystèmes ont progressé vers une architecture de 
réseau rassemblant plusieurs composants de tailles plus réduites. De ce fait, le 
fonctionnement s’est accéléré, la robustesse du système globale s’est accrue et la 
sensibilité s’est améliorée. De plus, dû à la faible taille des éléments, le système global 
reste peu encombrant et facilement intégrable.  
 
figure 1.7 Réseau de a) 128 et de b) 32 nano-cantilevers de détection piézorésistive pour 
topographie microscopique (Projet Européen PRONANO [Ran07]). 
Les architectures et les fonctions de ces réseaux varient selon les applications. 
Tout comme les M/NEMS individuels, ces applications se regroupent autour de trois 
axes : actionneurs, capteurs et traitement de signal. Nous retrouvons des réseaux 
d’actionneurs NEMS dans les « surfaces intelligentes discrètes » utilisées pour convoyer 
de la matière ou réguler un flux fluidique [Jia09, Cha07, Fuk06]. Dans ces applications, 
une coordination entre les actions des différents composants est assurée pour réaliser 
une tâche collective. Ceci est aussi le cas dans les micro-miroirs [Hor01] ou les filtres 
RF reconfigurables où l’ajustement est réalisé par des réseaux de relais à base de NEMS 
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[Due99]. Dans d’autres applications, l’assemblage de milliers de NEMS complètement 
autonomes et séparément contrôlés emmène à un fonctionnent en parallèle accélérant le 
temps d’exécution. Les systèmes de stockage de données et les réseaux d’AFM 
constituent un exemple important de ce type d’applications [Wen03, Yan06.a, Vet00].  
Outre l’avantage de l’accélération du temps de réponse, les réseaux de NEMS opérant 
en parallèle sont aussi utilisés dans des applications capteurs pour détecter 
simultanément différents substrats formant ce qu’on appelle un « nez artificiel » 
(artificial nose). Une lecture simultanée des déflections d’un grand nombre de nano-
cantilevers assemblés est assurée par un multiplexeur de détection optique [Lan98, 
Alv05, Lim06] ou capacitive [Vil06, Zri05]. Dans [Lan98, Bat01, Yue04], les réponses 
de quelques capteurs sont comparées à des éléments de référence pour déduire le bruit 
de fond et les fluctuations parasites. Un réseau de régulateurs peut aussi y être associé 
comme c’est le cas dans [Lee07, Ran07, Lim06]. Dans la plupart de ces travaux, les 
couplages entre les différents NEMS sont négligés. Ceci suppose une large distance 
entre les éléments adjacents. Dans [Sar07], le problème de couplage est pris en compte 
et un contrôle robuste distribué d’un réseau électrostatiquement actionné est présenté. 
Les commandes locales sont calculées à partir des données de quelques NEMS 
adjacents. Ceci dérive du travail accompli dans [Nap98] décrivant un contrôle optimal 
d’un réseau de NEMS « spatialement invariants » et couplés. Toutefois, une forte 
limitation du développement de ces réseaux demeure dans la complexité de la mise en 
œuvre pratique de leur contrôle distribué. Dans [Tru07], des NEMS résonants de 
caractéristiques différentes sont électriquement connectés entre eux afin de pouvoir 
détecter leurs réponses individuelles par un circuit commun, limitant ainsi la complexité 
et le nombre des circuits associés.  
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De l’autre côté, un réseau parallèle de micro-résonateurs commutés est exploité par 
Nguyen et al. pour réaliser des filtres sélectifs sur différentes fréquences [Ngu99, Li05]. 
D’autres combinaisons entre les réponses de plusieurs NEMS résonants sont explorées 
dans [She04, She07] pour des applications de filtrage, modulant ainsi la réponse 
fréquentielle du réseau global. De la même façon, dans [Liu08], un réseau de MEMS est 
exploité pour la récupération d’énergie vibratoire. En connectant électriquement trois 
micro-cantilevers de fréquences de résonance différentes, les réponses sont additionnées 
élargissant la bande passante du filtre global. Dans ce genre d’applications, on n’a pas 
recours à un contrôle distribué et les réseaux se comportent comme un macro-système 
global de réponse unique et déterminée. Toutefois, les erreurs de fabrication résultant en 
dispersions paramétriques entre les composants du réseau, modifient largement les 
réponses établies lors de la conception. Un autre moyen de réaliser des filtres à large 
bande passante réside dans le faible couplage d’un réseau de micro/nano-résonateurs 
[Ngu07, Dem05, Gur05, Wan99]. Dans le cas d’un couplage fort, le réseau se 
décompose en plusieurs fréquences modales distinctes les unes des autres. En 
sélectionnant un de ces modes et en additionnant les réponses des résonateurs, la 
résistance de motion globale du réseau est réduite [Lin05, Dem06]. Ceci permet 
d’adapter le système à un circuit de résistance plus faible et de garantir une réduction du 
bruit de phase. Ces avantages sont utiles dans les applications de capteurs ou 
d’oscillateurs à base de NEMS. D’autres architectures plus complexes combinant les 
deux types de couplages (faibles et forts) permettent d’amplifier la sortie du filtre global 
tout en assurant les spécifications requises (bande passante, perte d’insertion, etc.) 
[Cla06, Wei07, Jud06, Bal06]. En outre, ces architectures permettent de réduire les 
effets des dispersions entre les NEMS sur la réponse du réseau. Toutefois, les coupleurs 
surtout de nature mécanique, restent difficiles à mettre en œuvre. 
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1.4 Modélisation des microsystèmes 
De nombreux phénomènes physiques négligeables à l’échelle macroscopique 
deviennent prépondérants dans le cas des microstructures tels que les amortissements 
visqueux, les frottements surfaciques, les phénomènes de flexion et de torsion, etc. De 
plus, de nombreuses sources de non-linéarités difficilement modélisables interviennent 
dans le comportement des micro/nanostructures flexibles. Elles peuvent être dues au 
matériau en lui-même, aux phénomènes mécaniques complexes qui résultent de la 
déformation élastique ou aussi aux moyens de transduction utilisés. La plupart des 
microsystèmes sont formés de composants mécaniques de type poutres ou membranes. 
C’est pourquoi de nombreux modèles sont bâtis autour de ces deux structures et dans un 
cas plus général, il n’est pas rare de trouver des approximations ramenant le modèle à 
ces mises en forme de base. 
1.4.1 Comportement mécanique 
Considérons le cas d’une poutre mince de longueur l et de section rectangulaire 
uniforme ehS .=  où h est la largeur et e est l’épaisseur (voir figure 1.8.a et figure 1.8.b). 
 
figure 1.8 a) Exemple d’une poutre mince encastrée-libre. b) Exemple d’une poutre 
mince encastrée-encastrée. c) Exemple d’une membrane mince. 
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 A partir de la théorie de la mécanique des solides élastiques, les déplacements 
transversaux ),( txw  de la poutre obéissent à l’équation différentielle d’Euler-Bernoulli 
exprimée par [Bao00] : 
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où E est le module d’Young, 12/)( 3heI =  est le moment d’inertie, b est le coefficient 
d’amortissement et ρ  est la densité du matériau qui compose la structure. ),( txf  et 
( )( )txwT ,  décrivent respectivement la force linéique externe et la force de tension axiale  
distribuées le long de la poutre. La force axiale est due aux contraintes résiduelles qui 
résultent de l’allongement de la poutre. Elle est considérée constante sous l’hypothèse 
de faibles déplacements ),( txw  par rapport à l’épaisseur e. Dans le cas contraire, 
( )( )txwT ,  varie en fonction des déplacements et le comportement de la micro-poutre est 
régi par des équations non-linéaires.  
De même, dans le cas d’une membrane mince (voir figure 1.8.c), et considérant une 
faible flexion (contraintes de cisaillement nulles), les déplacements transversaux 
),,( tyxw  obéissent à l’équation suivante : 
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où ν  est le coefficient de Poisson du matériau et ),,( tyxP  est la pression surfacique. 
Des conditions aux limites sont associées aux équations (1.2) et (1.3) qui rendent unique 
la solution du problème. Souvent les conditions aux limites théoriquement considérées 
ne correspondent pas parfaitement au cas réel. La raison provient de la mauvaise 
connaissance et de la difficulté de modélisation du comportement des encastrements et 
des pertes mécaniques à leurs niveaux. Toutefois, ces équations permettent de retrouver 
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d’une manière indicative les différents modes de vibration de ces structures (formes et 
fréquences de résonance modales) en appliquant une analyse modale (cf. annexe A). 
1.4.2 Sources d’amortissement 
Deux sources d’amortissement sont essentiellement recensées dans les systèmes 
micromécaniques : les amortissements dus aux pertes mécaniques et les amortissements 
visqueux. A pression ambiante, les amortissements dus aux pertes mécaniques sont 
nettement moins importants que les amortissements visqueux. Ils ne sont effectivement 
remarqués que dans le cas d’un fonctionnement dans le vide. Ces amortissements sont 
liés aux frottements internes à la structure dissipant l’énergie cinétique en chaleur ainsi 
qu’aux radiations acoustiques aux niveaux des ancrages. 
Les amortissements visqueux quant à eux proviennent de l’interaction du fluide 
ambiant avec la micro/nanostructure en mouvement. Ils peuvent devenir très importants 
vu les rapports surface sur volume très élevés de ces parties mobiles. Plusieurs 
phénomènes sont responsables de ces amortissements. Les plus importants sont les 
forces de réaction du fluide qui s’opposent à la vitesse de déplacement de la structure 
(Drag force damping), les forces de pression du fluide comprimé entre deux substrats 
(squeeze-film damping) et les forces d’amortissement dues au glissement latéral du 
fluide (slide-film damping). Ces deux dernières sont souvent retrouvées dans le cas d’un 
actionnement électrostatique où les structures se déplacent perpendiculairement ou 
parallèlement à une électrode d’excitation. Le calcul de ces trois forces d’amortissement 
n’est pas évident et dépend de plusieurs facteurs tels que la géométrie de la structure 
mobile, sa vitesse, l’amplitude de sa vibration (dans le cas d’oscillation), la distance la 
séparant des objectifs, etc. Nous exposerons ci-dessous quelques expressions valables 
pour les cas majoritairement repérés dans les microsystèmes. 
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• Forces de réaction du fluide (Drag force damping) : Ces forces sont dominantes 
quand l’objet se déplace loin d’un obstacle environnant. Comme il n’existe pas une 
solution directe dans le cas d’une structure rectangulaire, le modèle d’une poutre est 
remplacé par une chaîne de disques de rayon r (figure 1.9) [Bao00]. 
 
figure 1.9 a) Modèle d’une poutre représentée par une chaîne de disques pour le 
calcul de l’amortissement dû à la réaction du fluide.  
La force d’amortissement appliquée sur le disque d’indice i est exprimée par : 
 iid wrF &µ8−=  (1.4) 
où µ  est la viscosité dynamique du fluide et iw  est le déplacement du disque 
d’indice i. La force d’amortissement appliquée sur la poutre par unité de longueur 
est alors déduite par : 
 ),(8),( txwtxFd &µ−=  (1.5) 
• Forces de pression du fluide « comprimé » (squeeze-film damping) : Ces forces sont 
prépondérantes quand la structure se déplace perpendiculairement à un substrat  
(souvent une électrode utilisée pour l’actionnement électrostatique). Nous désignons 
par g la distance entre ce substrat et la structure. Dans le cas d’une longue plaque 
rectangulaire représentant une poutre de longueur l et de largeur h (figure 1.10), ces 
forces sont exprimées par [Bao00]: 
 ),(),( 3
3
txw
g
h
txFsq &
µ
−=  (1.6) 
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figure 1.10 Vue de section d’une plaque rectangulaire de largeur h (ou circulaire de 
rayon 2/h ) à mouvement perpendiculaire amorti par la pression du fluide 
« coincé » entre le substrat et la plaque. 
Si nous considérons que la poutre se déplace sans déformation (déplacements égaux 
xtwtxw ∀= ),(),( ), la force d’amortissement globale s’exprime par : 
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Pour une plaque rectangulaire dont la longueur est du même ordre de grandeur que 
sa largeur, cette force devient : 
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où ( )lh /β  est un coefficient qui va de 1 pour hl >>  à 0,42 pour une plaque carrée 
( hl = ). Enfin, pour une plaque circulaire de rayon 2/h , la force d’amortissement 
due à la compression du fluide s’exprime par [Bao00] : 
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Dans le cas de déplacement vibratoire, les expressions (1.7), (1.8) et (1.9) ne sont 
valables que pour des faibles amplitudes. 
• Forces d’amortissement dues au glissement latéral du fluide (Slide-film damping) : 
Ces forces existent dans le cas d’un mouvement latéral de la structure placée à une 
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faible distance g d’un substrat fixe. Ceci représente l’exemple des structures 
actionnées par peignes interdigités. 
 
figure 1.11 Vue latérale d’une plaque rectangulaire de longueur l à mouvement 
latéral amorti par le glissement du fluide « coincé » entre le substrat et la plaque. 
Pour une plaque de longueur l, de largeur h vibrant latéralement à une fréquence ω , 
deux modèles peuvent être considérés : le modèle de « Couette » qui suppose une 
distribution linéaire des vélocités du fluide coincé entre la plaque et le substrat (voir 
figure 1.11) et le modèle de « Stokes » qui décrit une distribution non linéaire des 
vélocités. Le second modèle prend en compte les effets inertiels du fluide qui se 
manifestent en régime transitoire. Le plus souvent, le modèle de « Couette » est 
adopté exprimant la force d’amortissement par : 
 )()( tw
g
A
tFsl &
µ
−=  (1.10) 
où hlA .=  est la surface latérale de la plaque. Quand le modèle de « Stokes » est 
considéré, un coefficient d’amortissement imaginaire est obtenu décrivant une force 
d’amortissement (la partie réelle) et une force de rappel en phase avec le 
déplacement (la partie imaginaire). Pour plus de détails, nous incitons le lecteur à se 
référer aux ouvrages de [Bao00]. 
1.4.3 Sources de bruit 
Plusieurs sources de bruit influencent le comportement d’un M/NEMS. Elles sont 
divisées en deux groupes : 1) les sources intrinsèques au composant mécanique telles 
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que le bruit thermomécanique et les fluctuations thermiques et 2) les sources 
extrinsèques liées aux interactions avec son environnement telles que le bruit 
d’adsorption-désorption et le bruit lié à la quantité de mouvement échangée entre les 
molécules du gaz ambiant et la structure. S’ajoutent à ces bruits, ceux qui résultent du 
système électronique de lecture et des sources d’actionnement. Dans la suite de ce 
paragraphe, nous n’exposons que les sources de bruit principales que nous recensons 
dans nos applications. Toutefois, nous recommandons au lecteur les deux articles 
[Cle02] et [Eki04.b] qui détaillent ces différentes sources. 
• Bruit électrothermique : Ce bruit est lié à la température T non nulle de la structure 
mécanique. De ce fait, il existe une énergie d’excitation qui met la structure en 
mouvement indésirable considéré comme un bruit blanc. Dans le cas d’une nano-
poutre représentée par un modèle de second-ordre de son mode fondamental 
(négligeant les déformations et les forces de tensions axiales), la valeur du 
déplacement efficace (RMS) w  vérifie l’équation 2/2/20 TKwm Beff =ω  où BK  
est la constante de Boltzmann et effm  et 0ω  sont respectivement la masse effective 
et la fréquence de résonance de la poutre. La densité spectrale de ces déplacements 
aléatoires est modelée par la réponse fréquentielle du résonateur. Elle est exprimée 
en Hz/m2  par [Eki04.b] : 
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L’expression (1.11) montre que ce bruit électrothermique est maximal à la fréquence 
de résonance. Dans les capteurs résonants, le bruit en amplitudes se traduit par un 
bruit de phase et un bruit en fréquence dont les spectres sont exprimés 
respectivement par [Cle02] : 
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où Q  est le facteur de qualité et cw  est le RMS du déplacement à la résonance. 
L’écart-type des fluctuations de la fréquence de résonance mesurée par le capteur est 
alors fournit par : 
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où Q/0ωω <<∆  définit la bande passante de mesure. 
• Fluctuations thermiques : Les dimensions et les paramètres d’un nano-résonateur 
mécanique varient en fonction de la température générant des fluctuations de la 
fréquence de résonance. La densité spectrale de ces fluctuations pour le premier 
mode d’une nano-poutre bi-encastrée est exprimée dans [Eki04.b] par : 
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où ρ/Ecs =  dépend de la température et représente la vitesse de propagation des 
ondes mécaniques de compression dans la structure. ( ) TllT ∂∂= //1α  est le 
coefficient d’expansion thermique linéaire. Tg  et Tτ  sont respectivement la 
conductance et la constante de temps thermiques de la nano-poutre. 
• Bruit du système électronique de lecture : Dans plusieurs systèmes, on a recours à la 
mesure du déplacement en sortie du NEMS, que ce soit pour un contrôle en boucle 
fermée ou pour un système capteur. Un circuit électronique est alors utilisé pour 
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générer une tension permettant la lecture de la mesure. Ce circuit rajoute un bruit 
souvent considéré comme blanc de densité spectrale définie par )(ωVS  [Col09]. Ce 
bruit limite la résolution du déplacement à une valeur minimale égale à : 
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où wVDs ∂∂= / , exprimée en V/m, est la sensibilité du système de mesure envers 
le déplacement et ω∆  est la bande passante de mesure. Dans le cas des capteurs 
résonants, les fluctuations de la mesure dues au bruit de l’électronique limitent la 
résolution de la fréquence de résonance détectable à : 
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1.4.4 Méthodes d’actionnement 
Il existe plusieurs principes physiques qui permettent de réaliser l’actionnement 
électromécanique des parties mobiles d’un M/NEMS. Nous limitons l’introduction aux 
plus répandus dans les microsystèmes tout en détaillant en particulier l’actionnement 
électrostatique utilisé dans la suite de l’étude : 
• l’actionnement électrostatique : Ce principe d’actionnement est à l’heure actuelle le 
plus utilisé, essentiellement pour sa simplicité de mise en œuvre. Il fait appel à une 
électrode fixe placée à une distance g de la structure qui joue le rôle d’une électrode 
mobile. En appliquant une différence de potentiel eV  entre ces deux électrodes, un 
champ électrostatique s’installe générant une force qui attire l’électrode mobile vers 
l’électrode fixe. Cette force non-linéaire en fonction du déplacement s’exprime par : 
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où A est la surface commune entre l’électrode fixe et la structure mobile, 0ε  est la 
permittivité du vide et w est le déplacement de la structure vers l’électrode. Dans 
l’écriture de l’équation (1.18), w est supposé constant sur toute la surface de la 
structure (modèle de capacité plane) et les effets de bord sont négligés.. La force 
électrostatique proportionnelle au carré de la tension eV  est toujours attractive. 
Pour faire vibrer la structure à une fréquence ω , une tension DC de polarisation est 
rajoutée à la tension AC d’excitation notée v. Considérons le cas de la figure 1.12 
représentant un résonateur de second-ordre de masse 0m , de raideur 0k  et d’un 
coefficient d’amortissement égal à b. En appliquant une tension vVVe +=  sur 
l’électrode, telle que Vv << , on a :  
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En notant sw  la position statique autour de laquelle le résonateur vibre en faibles 
amplitudes ( )swgw −<<~ , le développement de l’équation (1.19) au premier ordre 
donne : 
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Le premier terme de l’expression à droite de l’équation (1.20) représente la force 
électrostatique constante responsable du déplacement statique sw . Le deuxième 
terme proportionnel à v décrit la force d’excitation AC à la fréquence ω . Le 
troisième terme définit une force de rappel électrostatique linéaire en fonction de w~ , 
sous l’hypothèse des faibles amplitudes. Ceci modifie la raideur équivalente du 
résonateur et en conséquence sa fréquence de résonance. 
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figure 1.12 Actionnement électrostatique d’une micro-poutre résonante. 
Le déplacement statique est déterminé pour 0~~~ ==== wwwv &&& , par : 
 ( ) 02 2
2
0
0 =
−
−=
s
stot
wg
AV
wkF ε  (1.21) 
La solution de l’équation (1.21) consiste en deux états d’équilibre dont un est stable 
( 0/ <∂∂ wFtot ) et l’autre est instable ( 0/ >∂∂ wFtot ). La limite de la stabilité est 
atteinte pour AgkVV pi 0
3
0 27/8 ε==  aboutissant à un seul état d’équilibre 
devenu instable et qui correspond à 3/gws = . 
 
figure 1.13 Diagramme des forces mécaniques et électrostatiques et état d’instabilité  
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Cette tension limite est appelée « tension de seuil » (pull-in voltage) au dessus de 
laquelle la force électrostatique est supérieure à la force de rappel quelque soit w 
entrainant une dérive du résonateur vers l’électrode (voir figure 1.13). 
Un autre moyen d’utiliser l’actionnement électrostatique est réalisé par 
l’intermédiaire d’une variation latérale de la capacité formée par les deux électrodes. 
Dans ce cas et en appliquant une différence de potentiel eV  entre les électrodes la 
force d’actionnement générée s’exprime par [Bao00]: 
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où h est la largeur des électrodes et g la distance qui les sépare. Cet actionnement a 
l’avantage d’être indépendant du déplacement latéral et il est souvent mis en œuvre 
sous forme de peignes interdigités. 
• L’actionnement électrothermique : Cet actionnement se base sur le principe de 
dilatation thermique des matériaux lorsque leur température augmente par effet 
Joule suite au passage d’un courant. Cette dilatation entraine une modification des 
contraintes provoquant un déplacement du cantilever attaché. La puissance 
thermique dégagée à partir de la puissance électrique appliquée s’écrit par [LAg06]: 
 TAh
l
SVP
r
t ∆== ..
2
ρ
 (1.23) 
où l est la longueur du matériau, S sa section transversale, A sa surface latérale, rρ  
sa résistivité (souvent variable en fonction de la température et de la déformation du 
matériau) et V est la tension appliquée à ses bornes. h  est le coefficient de 
convection thermique moyen entre la surface du matériau et le fluide ambiant et ∆T 
est la variation de sa température. Suite à cet échauffement, le matériau subit une 
dilatation thermique non contrainte définie par : 
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 Tll ∆=∆ ϑ  (1.24) 
où l et ∆l sont la longueur initiale et la variation de longueur de la poutre, ϑ  est le 
coefficient d’expansion thermique et ∆T est la variation de température. Lorsque 
cette expansion thermique est bloquée soit par des ancrages soit par des liaisons 
avec d’autres pièces volumineuses, elle peut être assimilée à une contrainte de 
compression générant un moment sur le cantilever. La force alors exercée sur 
l’extrémité libre du cantilever est exprimée par (loi de Hooke) : 
 lEAFt ∆=  (1.25) 
où A et E représentent la surface latérale et le module de Young du matériau. 
• L’actionnement piézoélectrique : Certains matériaux ont la propriété de se polariser 
électriquement sous l’effet d'une force mécanique et réciproquement, de se déformer 
lorsqu'on leur applique un champ électrique. Cette propriété est désignée par la 
piézoélectricité. En effet, l’application d’une différence de potentiel V entre les deux 
surfaces d’un cantilever de matériau piézoélectrique produit un moment de flexion 
qui induit une déflection suivant le signe de la polarisation. La déflexion de 
l’extrémité libre est exprimée par [Iva09]: 
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où l est la longueur du cantilever et e l’épaisseur. ps , pd  et pε  représentent 
respectivement le coefficient de compliance du cantilever dans la direction de sa 
longueur et les coefficients piézoélectrique et diélectrique du matériau. Le matériau 
piézoélectrique principal utilisé jusqu’à présent est le PZT (Titanate Zirconate de 
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Plomb) pour son fort coefficient piézoélectrique. Ce mode d’actionnement se 
distingue par des amplitudes de forces élevées et des temps de réponse assez courts. 
• L’actionnement électromagnétique : Son principe est basé sur la force induite sur un 
MEMS de matériau souvent ferromagnétique se trouvant sous l’influence d’un 
champ magnétique. Ce champ est créé par le passage d’un courant dans une 
inductance située sous le MEMS ou à proximité de celui-ci. Dans d’autres 
configurations, deux plaques en parallèle, une fixe et une mobile, sont utilisées et 
traversées par le même courant I pour induire une force magnétique. Supposant une 
distance lg <<  séparant ces deux plaques, la force induite sur la structure mobile 
s’exprime par [Pel03] :  
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L’inconvénient majeur de cet actionnement réside dans la forte consommation de 
courant ainsi que dans le besoin d’un puissant champ magnétique. Un second 
principe d’actionnement magnétique est basé sur le phénomène de magnétostriction, 
représentant la variation des dimensions d’un matériau magnétique sous l’effet d’un 
champ magnétique. En effet, les domaines magnétiques des matériaux 
magnétostrictifs sont orientés aléatoirement. Lorsqu’un champ magnétique est 
appliqué, ces domaines s’orientent perpendiculairement à sa direction, ce qui 
entraine une dilatation du matériau dans cette direction et une contraction dans 
l’autre. 
1.4.5 Méthodes de détection 
Dans la plupart des applications, les déplacements mécaniques des 
micro/nanostructures doivent être mesurés. Ceci est souvent le cas dans les M/NEMS 
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capteurs et les M/NEMS de traitement de signal. Aussi, l’utilisation des M/NEMS 
actionneurs en boucle fermée nécessite la détection de leurs mouvements. La littérature 
abonde de moyens de détection des déplacements et des déformations d’une 
micro/nanostructure. Cependant, nous limitons l’introduction aux techniques les plus 
utilisées à l’heure actuelle soit la détection capacitive, piézorésistive et optique : 
• Détection capacitive : Le principe de fonctionnement est simple puisqu’il ne fait 
intervenir qu’une capacité électrique comprenant une électrode fixe et une électrode 
mobile séparées par un diélectrique gazeux (en général de l’air). Cette configuration 
étant la même que celle utilisée pour réaliser l’actionnement électrostatique, ces 
deux moyens de transduction sont fréquemment utilisés ensemble. L’électrode 
mobile constitue le corps d’épreuve qui se présente le plus souvent sous la forme 
d’une poutre ou d’une membrane. La variation de la distance inter-électrodes suite à 
un déplacement modifie la valeur de la capacité électrique mesurée entre elles. 
Considérons l’exemple de la structure représentée à la figure 1.12. En considérant 
un modèle de capacité plane et en négligeant les effets de bord, la capacité 
mesurée entre les deux électrodes est exprimée par : 
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où A est la surface commune entre elles, g est la distance qui les sépare et w le 
déplacement de la structure mobile. Cette mesure est non-linéaire mais pour des 
faibles déplacements, on peut l’écrire de la forme suivante : 
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où 0C  est la capacité mesurée en repos. Un circuit électronique est associé à la 
structure pour traduire cette capacité en une tension mesurable et remonter ainsi à la 
valeur du déplacement. 
• Détection piézorésistive : Ce principe est basé sur la variation de la résistance 
électrique d’une jauge piézorésistive suite à une déformation quelconque. Cette 
variation dépend de deux facteurs : les variations des dimensions de la jauge et de 
son coefficient de résistivité. Considérons une jauge métallique de longueur initiale 
0l  et de section transversale 0S , fixée sur une structure flexible. La résistance de 
cette jauge au repos est exprimée par 0000 / SlR rρ=  avec 0rρ  étant la résistivité 
initiale. Quand la structure subit une déflexion, des contraintes sont appliquées sur la 
jauge causant une variation Rδ  de sa résistance telle que : 
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lδ  et Sδ  décrivent respectivement les variations de la longueur et de la section. Ils 
sont prépondérants dans le cas des métaux. rδρ  décrit la variation de la résistivité 
du matériau. Ce terme est largement dominant dans le cas des semi-conducteurs. Les 
variations lδ  et Sδ  sont liées. En effet, une dilatation longitudinale est toujours 
accompagnée d’une contraction latérale, soit ( ) ( )00 /2/ SSll δυδ −=  où υ  est le 
coefficient de Poisson. Par suite, l’équation (1.30) devient : 
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lδ  et rδρ  sont tous les deux proportionnels aux contraintes appliquées sur la jauge. 
Ces contraintes sont proportionnelles aux déflexions subies par la microstructure. 
Comme dans le cas de la détection capacitive, de nombreux circuits électroniques 
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sont proposés dans l’état de l’art afin de mesurer la résistance d’une manière 
optimale remontant ainsi à la valeur de la déflexion. 
• Détection optique : Ce principe a été largement utilisé en tant que méthode de haute 
sensibilité pour la détection des déplacements de cantilevers AFM ou capteurs. Son 
principal défaut demeure dans l’encombrement de l’équipement requis ce qui limite 
son intégration. Cette méthode de détection peut être réalisée de plusieurs façons. 
Les techniques de transduction sans marquage concernent essentiellement 
l’ellipsométrie, l’interférométrie, la spectroscopie par diffraction ou par des miroirs 
résonants et la résonance plasmonique de surface. Cependant, les techniques basées 
sur un champ évanescent et sur la réflexion de la lumière incidente sont 
prépondérantes. Le principe de la réflexion induit l’utilisation d’outils d’imagerie 
pour recueillir les informations contenues dans l’onde réfléchie. Enfin, la plupart des 
transducteurs sont intrinsèquement basés sur des effets de polarisation de la lumière 
et/ou des changements de phase du signal. 
1.5 Conclusion 
Dans ce chapitre, nous avons présenté quelques généralités sur les microsystèmes, leurs 
diverses applications et leurs différentes fonctionnalités avant d’exposer les avantages 
liés à l’utilisation des NEMS. Cette migration vers une échelle nanométrique 
s’accompagne d’une multitude de problèmes limitant le développement de ces 
systèmes. Quelques uns peuvent être résolus par l’assemblage des NEMS en réseaux. 
Nous avons présenté quelques applications typiques basées sur les réseaux de 
nanostructures résonantes ou non. Il existe deux sortes d’architectures : les réseaux 
couplés et les réseaux non couplés. Plusieurs facteurs qui compromettent l’exploitation 
et le contrôle de ces réseaux sont ensuite énumérés. Afin de pouvoir apporter des 
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solutions architecturales et fonctionnelles aux systèmes en réseau, une compréhension 
du comportement des microsystèmes est nécessaire. Une modélisation du 
fonctionnement mécanique de base est donc détaillée tout en reportant les différentes 
sources d’amortissement et de bruits. Les méthodes d’actionnement et de détection les 
plus répandues dans les microsystèmes sont brièvement abordées afin de pouvoir les 
utiliser d’une manière plus sophistiquée dans la suite de l’étude. 
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Chapitre 2 
2Réseaux de nano-actionneurs / 
nano-détecteurs 
L’objectif de l’activité décrite dans ce chapitre est d’exploiter la possibilité de 
disposer d’un large réseau de nano-transducteurs distribués pour le contrôle d’une 
microstructure continue. Ceci engendre la capacité de réguler les déformations avec une 
grande précision pour des surfaces dites « intelligentes » de hautes performances. Le 
contrôle décentralisé étant compliqué à mettre en œuvre, une approche de régulation 
modale est proposée. Les problèmes des non-linéarités et des incertitudes paramétriques 
qui peuvent influencer le comportement dynamique de la structure sont résolus par la 
synthèse d’une commande robuste. 
2.1 Introduction 
Les « surfaces intelligentes », appelées aussi « structures intelligentes », 
constituent une technologie en ample croissance. Ces systèmes sont capables de détecter 
leur propre état ainsi que celui de leur environnement et de réagir d’une manière 
intelligente en modifiant leur comportement dynamique. Grâce aux progrès des 
technologies MEMS émergentes, le passage des structures intelligentes à l’échelle 
microscopique ouvre la voie à de nombreuses applications possibles. A titre d’exemple, 
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on peut citer les micro-miroirs déformables [Hor00, Vdo01, Ken07], les micro-
convoyeurs [Kon94], les micromanipulateurs [Zho05], les stabilisateurs d’image 
ultrasonore, les insectes micromécaniques [Dar09] et les micro-véhicules volants 
[Lys02] ainsi que les applications de contrôle du flux acoustique et de bruit actif [Col01, 
Neu02]. En effet, les technologies MEMS sont aujourd’hui connues pour leur capacité à 
produire des millions de composants microscopiques au cours d’un seul et même lot de 
fabrication. Ceci permet de dupliquer massivement les systèmes micromécaniques à la 
surface de puce en silicium contribuant au contrôle actif de macrostructure composée de 
systèmes MEMS distribués. L’avantage de pouvoir contrôler des microstructures 
ultralégères s’ajoute à la notion de multiplicité qui permet de disposer d’un réseau 
d’actionneurs et de détecteurs répartis sur tout le système. Ces transducteurs doivent 
coopérer entre eux afin de pouvoir réaliser une tâche collective. Des prototypes utilisant 
un réseau de 100 [Per02] et de 144 actionneurs [Zha06] ont été récemment démontrés.  
Tandis que le contrôle structurel consiste à calculer les forces distribuées 
nécessaires pour achever une distribution spatiale statique des déplacements d’une 
microstructure [Hun98, Phi04, Col05], le contrôle dynamique de la forme se distingue 
du fait que la consigne est variable en fonction du temps. Pour un actionnement rapide 
des structures flexibles, la suppression des vibrations résiduelles par contrôle actif 
devient aussi d’une grande importance. Ceci est traité par [Pop04] où une commande 
variable prédéterminée (input shaping) est appliquée en boucle ouverte pour réduire la 
complexité de calcul. Dans [Ste07], un algorithme de calcul simple et rapide des 
commandes électrostatiques distribuées en boucle ouverte en fonction de la forme 
désirée est présenté. Toutefois, des performances telles que la minimisation des 
dépassements, le suivi précis de trajectoires de référence, le rejet des perturbations, la 
rapidité de la réponse, et d’autres sont souvent exigées. En conséquence, le contrôle en 
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boucle fermée devient indispensable. Quelques exemples sont cités tels que le contrôle 
adaptatif distribué d’une « surface intelligente » aérodynamique, présenté par [Lys02] 
utilisant un réseau de régulateurs PID. Dans [Luo07], un contrôle à énergie minimale 
basé sur des algorithmes séquentiels de moindres carrés est proposé tandis que dans 
[Kad03], un contrôle optimal est élaboré limitant les données nécessaires aux mesures 
adjacentes uniquement. Toutefois, dans certaines applications telles que dans le 
domaine de l’aérospatial, ces systèmes, souvent mal connus, fonctionnent dans des 
environnements qui évoluent rapidement et dans de rudes conditions ce qui nécessite la 
synthèse d’un contrôle robuste. Un autre problème contraignant réside dans la difficulté 
d’intégration des multiples calculateurs au cœur même du microsystème, comme dans le 
cas d’un contrôle décentralisé appliqué à chacun des actionneurs. D’autant plus que ces 
derniers sont de préférence très nombreux afin d’affiner le suivi de la forme de 
référence. Pour ces raisons, nous proposons un contrôle réduit des microstructures, 
utilisant l’approche modale et se limitant aux quelques modes significatifs de la 
référence connue à priori. 
2.2 Description du système à contrôle distribué 
On trouve dans la littérature des microstructures intelligentes sous différentes 
formes. Toutefois, les plus répandues sont les cantilevers, les poutres et les membranes. 
Leur actionnement électrostatique à faible consommation, facile à intégrer et ne 
nécessitant que des simples composants électroniques devient un des moyens les plus 
utilisés dans le milieu industriel. De plus, la détection capacitive intégrée utilisant les 
mêmes composants permet de s’affranchir d’un détecteur de position supplémentaire.  
Le réseau d’actionneurs et de détecteurs tel qu’il est proposé au travers du schéma 
fonctionnel de la figure 2.1 est décrit par N électrodes réparties de part et d’autre d’une 
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micro-poutre mince encastrée aux deux extrémités. Sur chaque position ix , une tension 
est appliquée sur une des deux électrodes des deux cotés de la structure en fonction du 
signe de la force locale calculée à chaque instant t. Ce choix d’alimentation est accompli 
par un système de multiplexage commutant entre les électrodes.  
 
figure 2.1 Description schématique du système en boucle ouverte. 
Quand une tension )(tVi  est appliquée sur une électrode à la position ix , une force 
électrostatique locale )(tf i  est générée, attirant la micro-poutre dans la direction de 
l’électrode. Par approximation, on considère les déplacements transversaux dynamiques 
de la micro-poutre constants sur la longueur de l’électrode et égaux à )(twi  pour 
[ ]Ni :1∈ . La relation exprimant la force électrostatique en fonction de )(tVi  à chaque 
position est donc représentée par : 
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où g désigne l’entrefer (gap) initial entre la micro-poutre et chaque électrode de surface 
eS  et 0ε  est la permittivité dans le vide. Suivant le principe de détection capacitive, 
)(twi  est mesuré par la capacité formée entre le segment de la micro-poutre à la 
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position ix  et l’électrode de détection (négligeant les effets de bord). Pour la même 
hypothèse d’un déplacement constant le long de l’électrode, la relation qui décrit la 
capacité en fonction de )(twi  est représentée par : 
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Bien que l’électrode de détection peut être désignée par celle du côté opposé à 
l’actionnement à l’instant t, un système de multiplexage supplémentaire sera nécessaire 
pour commuter les deux électrodes de chaque position entre les deux fonctions. Ceci 
ajoute davantage de complexité au système. Il serait donc plus avantageux d’utiliser la 
même électrode pour l’actionnement et la détection. Cependant, pour des déformations 
statiques ou de basses fréquences, aucun courant ne circule sous l’action seule de la 
tension d’actionnement continue. Pour cette raison, on ajoute à )(tVi  une tension AC 
notée u, de faible amplitude et de fréquence dω . Pour éviter toute interaction entre 
l’actionnement et la détection susceptible de générer des forces électrostatiques 
perturbant le fonctionnement du système, dω  doit être largement supérieur aux 
fréquences mécaniques de la structure. Le courant iI  généré est égal à : 
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La figure 2.2 montre le schéma d’actionnement et de détection simultanées utilisant une 
électrode commune. Le bruit qui provient des circuits électroniques de détection et des 
convertisseurs analogiques/numériques est d’autant plus élevé que les électrodes 
délivrant le signal de mesure sont de dimensions plus réduites. Ceci est le cas quand un 
nombre d’actionneurs et de détecteurs sont utilisés dans le but de générer une 
distribution continue de forces améliorant la précision de l’actionnement et de la 
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détection. Les autres problèmes qui résultent de la duplication des électrodes sont liés à 
l’accroissement de la complexité de fabrication, de l’intégration et du contrôle surtout 
dans les approches classiques d’une commande point-par-point. 
 
figure 2.2 Schéma descriptif de la technique d’actionnement électrostatique et de 
détection capacitive utilisant une électrode commune. 
2.3 Analyse et contrôle modal 
Comme dans tout problème de commande, le rôle de la modélisation est essentiel. 
Il est illusoire de rechercher un modèle parfait qui, s'il existait, nécessiterait de toute 
façon l'utilisation d'un nombre trop grand de paramètres pour être exploitable en 
commande. Dans le cas des microstructures flexibles comme celui de la micro-poutre, 
les incertitudes qui affectent le modèle sont multiples. De plus, comme mentionné dans 
le chapitre 1, de nombreuses sources de non-linéarités viennent ajouter à la complexité 
du modèle pour lequel il devient difficile d'utiliser les méthodes de synthèse linéaires 
qui constituent à ce jour l'essentiel du savoir faire en automatique. C'est donc à 
l'automaticien d'utiliser au mieux sa connaissance du système et les différentes 
approches de modélisation pour rendre le système exploitable pour la synthèse de lois 
robustes. La méthode la plus privilégiée qui permet de simplifier le modèle dynamique 
d’une micro-poutre décrit par une équation aux dérivées partielles (cf. equ. (1.2)) est 
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sans doute l’approche modale. Celle-ci conduit à une représentation d’état du système 
définie par des équations aux dérivées ordinaires permettant l’utilisation directe des 
outils de l’automatique. Considérons la micro-poutre illustrée dans la figure 2.1, 
encastrée sur les deux extrémités et ayant comme dimensions une longueur l, une 
largeur h et une épaisseur e. Nous rappelons dans l’annexe A l’équation différentielle de 
la déformation transversale ),( txw  et sa décomposition sur les vecteurs modaux 
)()( xw k . Physiquement, ces vecteurs décrivent les formes des déformations spatiales de 
la poutre dans chaque mode k dont les amplitudes dynamiques sont décrites par )()( ta k . 
Comme il existe une infinité de modes propres pour une poutre continue, une troncature 
doit être faite où l’on se limite aux n premiers modes physiquement remarquables. Les 
réponses des n coefficients modaux )()( ta k  en fonction des composantes )()( tf k  de la 
force distribuée sont décrites par des équations différentielles ordinaires de second ordre 
(voir annexe A). Ces dernières sont représentées sous la forme matricielle suivante : 
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K est la matrice des raideurs, B est la matrice d’amortissement et M est la matrice des 
masses. Le terme )(XN  représente les forces non linéaires dues aux élongations de la 
poutre traduisant des couplages entre les différents coefficients modaux. 
Comme expliqué dans le premier paragraphe (2.1), les structures intelligentes sont 
utilisées pour effectuer des déformations précises de leurs surfaces. Ces déformations 
peuvent être prédéfinies à l’avance ou calculées en temps réel en fonction des états de 
leur environnement ce qui nécessite la présence d’autres capteurs intégrés. Dans tous les 
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cas, ceci passe par un contrôle de leurs formes globales faisant appel à une coordination 
entre les différents actionneurs répartis. Ces formes de référence peuvent être statiques 
ou dynamiques. La dynamique des structures doit donc être maitrisée pour achever des 
réponses précises et instantanées tout en évitant les instabilités qui peuvent subvenir. 
Compte tenu des contraintes environnementales (perturbations et chocs mécaniques, 
variations paramétriques, bruits de mesure, etc.) et de l’absence de modèles précis, le 
contrôle en boucle fermée devient indispensable. Toutefois, l’implémentation de ce 
schéma de contrôle est limitée par la complexité de l’intégration de calculateurs souvent 
sophistiqués. Dans un contrôle classique point-par-point, on a recours à un large réseau 
de régulateurs distribués agissant sur les différents actionneurs du système. Ceci se 
complique davantage en augmentant le nombre des transducteurs, cherchant à améliorer 
la précision de l’actionnement et la résolution de la détection. Une solution intéressante 
est de contrôler les coefficients modaux au lieu d’asservir directement les déplacements. 
Ainsi, le nombre de régulateurs nécessaires sera limité à quelques modes 
indépendamment du nombre d’actionneurs utilisés. 
Pour l’exemple de la micro-poutre présentée dans le paragraphe (2.2), les déformations 
dynamiques données en consigne sont décrites par un vecteur discret noté )(tW . Ce 
vecteur est constitué de N déplacements )(twi  définies sur les N positions ix  réparties 
tout au long de la structure. De même, on note par )(tW  le vecteur de déformation de la 
micro-poutre composé des N déplacements à l’instant t. Suivant l’hypothèse supposée 
dans le paragraphe (2.2) qui considère les déplacements continus de la micro-poutre 
constants sur la longueur el  d’une électrode, les vecteurs modaux )()( xw k  peuvent être 
approximés par des vecteurs discrets notés )(kW . Ces vecteurs de dimension N sont 
définis par les valeurs )()( ik xw  pour [ ]Ni :1∈  et ceci pour chaque mode k. Cette 
approximation ne peut être valable que si Nk << . Dans ce cas, la référence notée par 
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)(tW  peut être représentée par une combinaison entre les différentes formes modales 
discrètes. On suppose que les références des formes désirées pour une micro-poutre sont 
exprimées par une combinaison maximale des 5 premières formes spatiales. Soit :  
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où )()( ta k  sont les coefficients modaux dynamiques regroupés sous le vecteur )(tX . 
Les 5 premières formes modales d’une micro-poutre de longueur 100=l  µm sont 
illustrées dans la figure 2.3. En asservissant le vecteur des coefficients modaux )(tX  à 
)(tX  la forme de la micro-poutre définie par le vecteur de déformation )(tW  suit 
exactement la référence )(tW . Ainsi, le nombre de régulateurs nécessaires au contrôle 
est limité à 5. Les coefficients )()( ta k  sont obtenus par projection de )(tW sur chacun 
des 5 modes, ce qui s’exprime par l’opération suivante : 
 ( ) ∑== eikieTkk lxwtwlWtWta ).().(.).()( )()()(  (2.6) 
 
figure 2.3 Les 5 premières formes modales d’une micro-poutre encastrée-encastrée. 
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Le contrôle des )()( ta k  se fait à travers les commandes définies par )()( tf k . Ces 
dernières sont ensuite utilisées pour recomposer la force désirée, distribuée tout au long 
de la micro-poutre : 
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En considérant des faibles déplacements ( gtwi <<)( ), les amplitudes des tensions 
devant être appliquées à chaque position ix  sur une des deux électrodes des deux côtés 
de la micro-poutre, sont calculées par : 
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Même si la force générée dépend de )(twi  et par suite n’est pas exactement égale à 
)(tf i , cette expression simplifie le calcul des commandes )(tVi  sans avoir recours aux 
mesures directes des déplacements. L’avantage étant de réduire la communication des 
données au sein du calculateur et de diminuer l’effet du bruit de mesure sur les sorties 
contrôlées du système. Le schéma du système en boucle fermée est illustré dans la 
figure 2.4. 
 
figure 2.4 Schéma du système en boucle fermée utilisant le principe de contrôle modal 
dans le cas général de n régulateurs. Les opérations de recomposition spatiale et de 
projection modale sont représentées par les équations (2.6) et (2.7). 
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Autre que l’avantage offert par la réduction du nombre de régulateurs dans le 
système, le contrôle modal permet de traiter directement avec de simples modèles des 
variables à contrôler (voir équation (2.4)). Ceci évite de passer par les équations 
différentielles aux dérivées partielles pour asservir directement les déplacements 
couplés entre eux. En considérant l’hypothèse de faibles déplacements de la micro-
poutre, les termes non-linéaires )(XN  deviennent négligeables, interdisant tout 
couplage entre les différents modes. Par suite, la matrice exprimée dans (2.4) décrit n 
équations dynamiques de second ordre qui sont linéaires, découplées et à paramètres 
connus. Profitant de cette mise en forme, la dynamique du système peut être 
complètement maitrisée en boucle fermée. Cette approximation introduite pour la 
linéarisation du système ainsi que l’incertitude sur les paramètres des modèles doivent 
être compensées par une synthèse robuste des régulateurs afin de garantir des hautes 
performances lors du fonctionnement réel. Deux lois de commande ont été élaborées : la 
première utilise un contrôle PID (Proportionnel-Intégral-Dérivé) connu pour sa 
simplicité de conception et de mise en œuvre et la deuxième, un peu plus sophistiquée, 
est basée sur une commande par retour d’états FSF (Full State Feedback) appliquée sur 
un « modèle standard » étendu qui inclut les références à suivre et les perturbations à 
rejeter. Cette dernière méthode nécessite l’utilisation d’observateurs ce qui peut 
modifier les performances fixées par le placement de pôles robuste. Pour restituer ces 
performances, on a recours à la méthode LTR (Loop Transfer Recovery). 
2.3.1 Contrôle par PID 
Le régulateur PID est directement appliqué sur les erreurs d’asservissement. Ces 
dernières, définies dans l’espace modal, sont exprimées par : 
 )()()( )()()( tatate kkk −=  (2.9) 
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Les forces modales calculées par les régulateurs PID sont de la forme : 
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où )(kP , )(kI  et )(kD  sont respectivement les paramètres de l’action proportionnelle, 
intégrale et dérivée pour chaque mode k. Ceci conduit aux fonctions de transfert des 
régulateurs suivants : 
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Le dérivateur analogique pur n’existe pas car non causal (sa fonction de transfert a un 
numérateur de degré supérieur au dénominateur). Un dérivateur équivalent réalisable 
peut être obtenu par le filtre de la forme )()(
)(
/1 kd
k
k
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+
 ayant )()( / kd
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constante de temps. En plus de résoudre les problèmes de non causalité, ce filtre atténue 
les divers bruits se propageant dans la boucle à rétroaction. Compte tenu des opérations 
de recomposition et de projection modales, de l’actionnement électrostatique approprié 
et des linéarisations considérées, le système de la figure 2.4 est simplifié par les n sous-
systèmes modaux représentés dans le schéma bloc de la figure 2.5. 
 
figure 2.5 Schéma des sous-systèmes modaux contrôlés. )(kp  et )(kb  représentent 
respectivement les projections sur le mode k d’une perturbation distribuée ajoutée en 
entrée et du bruit de mesure distribué sur les déplacements. 
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Les fonctions de transfert linéaires des sous-systèmes modaux en boucle ouverte reliant 
)(ka  aux )(kf  sont représentées par : 
 )(2
)( 1)( kk kbsmssG ++=  (2.12) 
où Sm ρ=  et ( )4)()( kk EIk λ= . En boucle fermée, les transferts qui relient )(ka  à leurs 
références )(ka  fixant les dynamiques de poursuite sont décrits par : 
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Pour avoir les dynamiques désirées caractérisées par une fréquence naturelle égale à dω  
et un coefficient d’amortissement dξ  pour tous les modes, ces transferts doivent s’écrire 
de la forme suivante :  
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Afin d’obtenir ces paramètres, les paramètres des régulateurs PID sont choisis tels que : 
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dω  et de dζ  déterminent la bande passante de la boucle fermée, le temps de réponse, 
les oscillations des variables contrôlées et leurs dépassements. Ces spécifications sont 
améliorées par un choix de dζ  unitaire et de dω  élevé. En revanche, ceci amplifie 
l’effet du bruit de hautes fréquences sur les déplacements en sortie et sur les signaux de 
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commandes et augmente la sollicitation des actionneurs. Un compromis s’impose alors 
dans le choix de ces paramètres. Comme les régulateurs sont choisis à partir des 
dynamiques désirées de la poursuite (suivi des consignes), la régulation n’est pas 
optimisée et les perturbations sont mal rejetées. Même si les performances nominales 
sont assurées par le contrôle PID, les imperfections de fabrication, la variation des 
paramètres et les simplifications du modèle incitent à la synthèse de lois de commandes 
plus sophistiquées qui garantissent une stabilité et des performances robustes. Dans la 
section suivante, une méthode basée sur le contrôle des états d’un « modèle standard » 
étendu est proposée afin d’assurer des performances robustes. Ensuite la stabilité 
robuste est garantie par un placement de pôles approprié. Enfin, comme l’utilisation 
d’observateurs est nécessaire pour reconstruire tous les états du système étendu, la 
méthode LTR est utilisée pour restituer les propriétés qui risquent d’être modifiées. 
2.3.2 Contrôle par FSF-LTR 
La spécification du problème d’asservissement et de régulation à travers la 
définition du « modèle standard », basée sur le problème du « régulateur avec stabilité 
interne » de Wonham [Won85], est bien adaptée aux systèmes dont les types de 
références sont connus. Le « modèle standard » est une représentation d’état globale 
incluant les états du système à contrôler ainsi que les états exogènes qui décrivent la 
référence et les perturbations. Ceci suppose donc la connaissance a priori du type de la 
référence à suivre, ici les coefficients modaux de la déformation de consigne. Dans le 
cas du contrôle actif de microstructures, la suppression des vibrations sur certains 
modes est exprimée par une référence dont l’état est constamment nul. Dans d’autres 
applications telles que les surfaces contrôlant les flux fluidiques ou les micro-pompes, la 
référence décrit souvent une certaine forme qui varie sinusoïdalement dans le temps. 
 51 
Cette référence est donc représentée par une combinaison de coefficients modaux )(ka  
oscillant à une fréquence de référence ω . En considérant cet exemple, on définit le 
modèle de la référence pour chaque mode [ ]nk :1∈  par : 
 
)(2
2
)(2
k
k
a
dt
ad
ω−=  (2.16) 
 Afin de prendre en compte d’éventuelles perturbations constantes agissant sur les 
forces en entrée (perturbations mécaniques) ou sur les tensions de polarisation 
(perturbations électriques), on inclut dans les n « modèles standards » les 
représentations d’états de leurs projections modales )(kd , définies par 0)( =kd& . Par 
suite, les « modèles standards » des sous-systèmes pour chaque mode k s’écrivent par : 
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 (2.17) 
où )(ky  désigne les sorties mesurées )(ka  et )(ka  et )(ke  est la différence entre eux.  
D’une manière plus générale et pour chaque mode, on écrit le  « modèle standard » par : 
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où 1x  et 2x  représentent respectivement les états du sous-système à contrôler et ceux 
des signaux exogènes, u la commande, e l’écart et y les sorties mesurées. Il a été prouvé 
par Wonham que, si le système vérifie les conditions suivantes :  
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− ( )111 , BA  est stabilisable, 
− 22A  est instable, 
et s’il existe aF  et aT , solutions aux équations suivantes :  
 



=+−
−=++−
021
1122211
eae
aaa
CTC
FBAATTA
 (2.19) 
le retour d’état statique défini par les gains [ ]aa FTFFF += 11  garantit la stabilité 
nominale du système en boucle fermée et les performances nominales de suivi de 
référence et de rejet de perturbations. Le vecteur 1F  définit les gains de retour appliqués 
sur les états du système et doit être choisi tel que ( )1111 FBA +  soit une matrice Hurwitz 
(valeurs propres à parties réelles négatives) donc à pôles stables. De son côté, le vecteur 
aa FTF +1  qui en résulte représente les gains de retour appliqués aux états exogènes. 
Cette approche est désignée dans [Won85] par « le problème du régulateur avec stabilité 
interne ». Dans notre cas, on 31×ℜ∈aF  et 32×ℜ∈aT .  
Comme le nombre des états exogènes inclus dans le « modèle standard » est supérieur 
au nombre des sorties mesurées, les performances sont robustes. Ce principe, appelé le « 
principe de la duplication suffisante » est prouvé par De Larminat [DeL95]. Cette loi de 
commande suppose l’accès à tous les états du « modèle standard ». Comme on ne 
mesure que la sortie et la référence, un observateur de tous les états du système doit être 
conçu. La structure du système contrôlé par un régulateur-observateur est représentée 
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dans la figure 2.6. Le calcul de la commande par retour d’états reconstruits est exprimé 
par l’algorithme suivant : 
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où 1xˆ , 2xˆ  et yˆ  sont respectivement les estimations des états du sous-système, des états 
exogènes et des sorties. 





=
2
1
Q
QQ  est la matrice des gains de l’observateur. 
 
figure 2.6 Schéma du système contrôlé par retour d’états reconstruits. 
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CCC = . Pour que les erreurs entre les états 
et leurs estimations convergent exponentiellement vers 0, il suffit de choisir Q tel que la 
matrice ( )QCA −  soit Hurwitz. Même si la stabilité nominale du système contrôlé est 
garantie, la commande fournie par un retour d'état reconstruit n'est pas robuste aux 
erreurs de modélisation et aux variations paramétriques. En fait, la mise en place d’un 
observateur modifie les propriétés de performance et de robustesse spécifiées par le 
choix du régulateur qui définit un transfert de boucle « cible ». Pour restituer ces 
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propriétés, une des techniques courantes est la méthode LTR (Loop Transfer Recovery) 
qui consiste à choisir d’une manière appropriée les pôles de l’observateur afin de 
minimiser la différence entre le transfert de boucle du système contrôlé par retour 
d’états reconstruits et le transfert de boucle « cible » [DeL99]. Dans le contexte du LTR 
dual, les spécifications cibles de la robustesse et de la dynamique du système bouclé 
sont déterminées par l’observateur tandis que leur restitution se fait par le choix 
approprié des pôles du régulateur. Dans le cas du « modèle standard », seuls les états 1x  
sont bouclés et la stabilité du système ne dépend que du transfert de boucle défini par : 
 ( )11)().()( sGsKsL −=  (2.21) 
où QQCBFAsIFsK 1)()( −+−−=  et BAsICsG 1)()( −−= . 
En adoptant le LTR dual, la fonction de transfert cible fixée par le choix de 
l’observateur est définie par : 
 
( )( )111)( QAsICsLtar −−−=  (2.22) 
Un placement robuste des pôles de l’observateur est nécessaire pour garantir les bonnes 
propriétés cibles. Cependant, puisqu’on a deux variables en entrée de l’observateur, 1y  
et 2y , ce placement des pôles doit passer par une étude multivariable. Pour rester dans 
un cas monovariable et comme 1x  n’est lié à 2x  que par les perturbations, on peut 
décrire le modèle standard par deux parties complètement séparées, la première incluant 
les états du système et de ceux de la perturbation (désignés par spx ) et la deuxième 
contenant les états de la référence rx . Par suite, le système observateur est défini par : 
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Dans cette configuration on peut choisir séparément l’observateur des états spx  et celui 
de la référence rx . Le transfert de boucle cible qui détermine la stabilité du système est : 
 
( )
spspsptar QAsICsL 1)( −−−=  (2.24) 
La première étape du LTR dual consiste à définir les gains de l’observateur qui 
accordent au transfert cible des hautes marges de robustesse. Pour cela, il suffit de 
placer les pn  pôles bfp  des états spxˆ  tel que i∀  et ω∀ , on a iboibf pjpj −≥− ωω  où 
bop  sont les pôles du système en boucle ouverte. En respectant ce choix, la fonction de 
sensibilité cible qui en résulte )( ωjS tar  vérifie inévitablement l’expression suivante : 
 ω
ω
ω
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 (2.25) 
Il en résulte que ω∀ , 1)(/1)(1 ≥=+ ωω jSjL tartar . Ceci signifie que dans le schéma 
de Nyquist, )( ωjLtar  est en dehors du cercle unitaire centré sur -1 garantissant une 
marge de gain ≥  6 dB et une marge de phase ≥  60° (voir figure 2.7). 
 
figure 2.7 Marges de stabilité robuste d’un transfert de boucle. 
Une fois que les gains de l’observateur spQ  sont calculés assurant la stabilité robuste, la 
deuxième étape du LTR dual consiste à choisir les gains 1F  du régulateur qui, une fois 
placé dans la boucle, restitue le même transfert cible. Cependant, le seul correcteur 
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(régulateur + observateur) qui assure la restitution exacte est non propre (le degré du 
numérateur de sa fonction de transfert est supérieur au degré du dénominateur) 
présentant une action dérivée amplifiant l’effet du bruit sur les signaux de commande. 
Pour cette raison, on applique le LTR asymptotique approchant le transfert cible sans 
l’atteindre. Il a été prouvé par Saberi [Sab93] que la restitution asymptotique peut être 
obtenue en plaçant zn  pôles du système bouclé (uniquement par F) sur les zéros du 
système en boucle ouverte et le reste des pôles vers l’infini. Une simple stratégie du 
choix des pôles de l’observateur et du système bouclé par le régulateur en respectant les 
conditions du LTR robuste est proposée par De Larminat [DeL96]. Cette stratégie, 
détaillée dans l’annexe B, consiste à choisir seulement deux paramètre oT  et cT  appelés 
respectivement horizon d’observation et horizon de commande. oT  représente une 
image du temps de réponse en boucle fermée tandis que cT  définit un paramètre de 
restitution. Pour un choix de oT  plus élevé, les marges de stabilités sont supérieures. En 
revanche, quand oT  tend vers 0, ibfp  tendent vers l’infini conduisant à des dynamiques 
plus rapides, le prix à payer étant une sollicitation plus forte des actionneurs. De l’autre 
côté, quand cT  tend vers 0 la restitution du transfert cible est améliorée en dépit d’une 
amplification de l’effet du bruit. 
Ce schéma de contrôle est appliqué sur une micro-poutre dont les dimensions et 
les caractéristiques mécaniques sont affichées dans le tableau 2.1. La forme de 
référence, illustrée dans la figure 2.8, est décrite par les 5 premiers coefficients modaux 
qui varient sinusoïdalement avec le temps à la fréquence 1,02/ =piω MHz et dont les 
amplitudes sont définies par 111 10.3 −=a , 112 10.5,2 −=a , 113 10.2 −=a , 114 10.5,1 −=a  et 
11
5 10.1
−
=a . Il est très difficile d’accomplir simultanément des hautes performances et 
des propriétés robustes. Nous choisissons les horizons d’observation et de commande 
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tels que 7)( 10.5 −=koT  et 10/)()( kokc TT =  afin d’achever le meilleur compromis. Les 
pôles des observateurs de rx  sont placés à ωj±− −610  garantissant une reconstruction 
plus rapide que leur fréquence pour ne pas influencer la dynamique du suivi. Ceci est 
important dans le cas où la référence est légèrement décalée de celle qui est prévue dans 
les modèles standards. 
Longueur l 100 µm 
Largeur h 1 µm 
Epaisseur e 0,1 µm 
Gap g 1 µm 
Masse m 2,23.10-14 Kg 
Amortissement b 2,5.10-7 Nm-1s 
Raideur 1er mode )1(k  70 Nm-1 
Raideur 2ème mode )2(k  535 Nm-1 
Raideur 3ème mode )3(k  2058 Nm-1 
Raideur 4ème mode )4(k  5625 Nm-1 
Raideur 5ème mode )5(k  12553 Nm-1 
Nombre d’électrodes N 1000 
tableau 2.1 Paramètres physiques du système 
 
figure 2.8 Evolution de la forme de référence de la micro-poutre. 
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Les coefficients modaux de la déformation sont comparés à ceux de la référence dans la 
figure 2.9 montrant un suivi précis et un rejet efficace des perturbations. La forme de la 
micro-poutre et la distribution des tensions de contrôle à un instant t fixe sont affichées 
à la figure 2.10. 
 
figure 2.9 Suivi de consigne et rejet de perturbations nominaux. 
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figure 2.10 La forme de la micro-poutre et la distribution des commandes à un instant t 
La stabilité et les performances robustes sont démontrées dans la figure 2.11 en 
considérant une dispersion de 50% sur les valeurs des raideurs modaux. 
 
figure 2.11 Suivi de consigne et rejet de perturbations robustes. 
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Pour évaluer la réduction du bruit de mesure en boucle fermée, une simulation est 
effectuée en considérant un bruit blanc capacitif ajouté sur les déplacements en sorties. 
La densité spectrale du bruit est égale à HzaF/10.8,2 6−  sur un intervalle fréquentiel de 
0,1 GHz. Les résultats sont illustrés à la figure 2.12. 
 
figure 2.12 Réduction du bruit de mesure sur les sorties contrôlées. 
2.4 Conclusion 
 Dans ce chapitre, nous avons présenté les avantages du contrôle modal appliqué 
aux « microstructures intelligentes » surtout pour le cas des larges réseaux de 
transducteurs. Remplaçant le contrôle classique point-par-point, cet algorithme est 
appliqué sur quelques composantes modales réduisant ainsi la complexité des 
calculateurs intégrés. En adoptant l’analyse modale et moyennant quelques hypothèses, 
le système est représenté par une combinaison de modèles linéaires de second ordre. 
Cette représentation permet de fixer de manière précise les dynamiques désirées en 
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boucle fermée en se servant des outils de l’automatique linéaire. Dans le cadre de ces 
applications MEMS, plusieurs aspects doivent être pris en considération lors de la 
synthèse de la loi de commande, tels que les incertitudes du modèle, les variations 
paramétriques, les bruits de mesure, les éventuelles perturbations et la rapidité de la 
réponse. Les régulateurs PID, souvent utilisés dans les nouvelles architectures des 
MEMS asservis, assurent les performances nominales désirées, mais le contrôle est 
rapidement dégradé quand le système est légèrement modifié. Pour cette raison, nous 
avons élaboré un contrôle robuste basé sur un retour d’états reconstruits utilisant le 
principe du « modèle standard » et la théorie du LTR. Les hautes performances exigées 
sont garanties et les propriétés de robustesse sont démontrées par simulation. 
Dans ce chapitre, le réseau des nano-actionneurs / nano-détecteurs est utilisé pour 
contrôler une seule microstructure. Cependant, et en utilisant la même approche, ce 
schéma peut être étendu sur un réseau de nanostructures couplées. Cette transition des 
MEMS aux NEMS ouvre la voie devant de nombreuses applications telles que la nano-
positionnement parallèle, la nano-métrologie et les nano-capteurs à haute résolution. 
Dans la suite, nous considérons un réseau de NEMS assemblés sous deux architectures 
typiques : avec et sans couplage. 
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Chapitre 3 
3Réseaux de nano-résonateurs 
Nous avons présenté dans le chapitre précédent l’analyse et le contrôle d’une 
microstructure par un réseau distribué de nano-transducteurs. Le progrès récent des 
procédés de nano-fabrication et les nombreux avantages des NEMS nous ont conduits 
fort naturellement à remplacer la microstructure par une multitude de nanostructures 
pour améliorer les performances globales de ces systèmes. Dans ce contexte, nous avons 
visé une application de type capteur résonant ou filtre mécanique. Deux architectures 
différentes ont été étudiées : 1) un réseau de nano-résonateurs non couplés dont les 
réponses sont additionnées par connexion électrique et 2) un réseau de nano-résonateurs 
couplés. Dans le premier cas, une modélisation du système global est élaborée tenant 
compte des dispersions paramétriques entre les composants. En collaboration avec 
Caltech, nous avons dimensionné et testé un réseau de six matrices différentes 
permettant plusieurs variantes de fonctionnement. En ce qui concerne le réseau couplé, 
la modélisation est faite par analyse modale discrète. Un contrôle modal est ensuite 
proposé pour ajuster la réponse fréquentielle du filtre résultant tout en éliminant les 
effets de distorsions qui résultent du couplage. Nous concluons par l’étude analytique 
des effets des dispersions indiquant les moyens possibles de réduire leur impact sur la 
réponse globale du système. 
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3.1 Introduction 
Comme détaillé dans le paragraphe (1.3), les applications des réseaux de nano-
résonateurs sont multiples. Un des bénéfices considérables qu’offre l’utilisation de ces 
réseaux réside dans l’augmentation de la puissance du signal collecté en sortie tout en 
conservant les particularités des NEMS (performances supérieures en terme de 
sélectivité et de produit fréquence de résonance par facteur de qualité). Cet avantage est 
très recherché dans les applications à base de capteurs résonants, de filtres 
électromécaniques et d’oscillateurs. Des résonateurs identiques et synchronisés peuvent 
être utilisés en tant qu’une seule entité globale à une entrée et une sortie. Se servant 
d’un circuit électronique unique pour la lecture de la réponse globale, le rapport signal 
sur bruit est considérablement amélioré. De plus, la résistance de motion du réseau total 
étant inférieure à celle d’un résonateur unique, le gain de rétroaction nécessaire pour 
mettre le système en oscillation est réduit.  
Toutefois, cette réalisation est contrainte par les dispersions entre les différents 
composants dues aux tolérances de fabrication à l’échelle nanoscopique. En effet, quand 
les réponses fréquentielles additionnées sont légèrement décalées entre elles, le facteur 
de qualité du filtre global est fortement dégradé [Dem06]. Il existe dans l’état de l’art 
plusieurs méthodes qui permettent de corriger les fréquences de résonance dispersées 
des NEMS constituant le réseau. Elles font appel à des raideurs électrostatiques [Kaf05, 
Ban00], des dépositions de masses [End07, Chi04] ou à des expansions thermiques des 
structures [Sym98, Rem01]. Dans [Zal00], la fréquence de résonance est ajustée en 
modifiant les positions d’encastrement par STM (Scanning Tunneling Microscope). 
Néanmoins, une solution typique pour limiter les dispersions consiste à coupler de tels 
résonateurs. Plusieurs moyens sont possibles, notamment par des poutres mécaniques 
reliant les NEMS adjacents [Ngu07, Lin05, Dem06, Lee04, She06, Li07.a] ou à travers 
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un support commun [Spl08, Ho04]. Des moyens de couplages électrostatiques [Buk02, 
Nap05, Pou05.a, Por08] ou capacitifs [Ala05, Pou05.b, Gal05] sont aussi explorés. Le 
fait de coupler les NEMS dispersés au sein d’un réseau engendre des fréquences de 
résonance modales communes à tous les éléments. Outre cet avantage 
d’homogénéisation des fréquences du réseau, une réduction des effets des dispersions 
est étudiée dans [Jud06] et [Wei07] en proposant des couplages à deux dimensions 
différemment caractérisés. De l’autre coté, un couplage adapté (de faible rigidité) 
permet de réaliser des filtres d’ordres supérieurs élargissant la bande passante d’un filtre 
[Ngu98, Lin98, Wan99, Wei07]. 
A notre connaissance, aucun article ne présente l’exploitation d’un large réseau de 
nano-résonateurs non couplés, opérant en parallèle en tant qu’une entité commune. Ceci 
constitue le thème de la première partie de ce chapitre où l’architecture, la modélisation 
et le dimensionnement d’un réseau de NEMS résonants sont présentés. L’effet des 
dispersions sur la réponse globale dans le cas des grands nombres est analytiquement 
exprimé et validé par des mesures expérimentales. Dans la deuxième partie de ce 
chapitre, nous considérons un réseau de nano-résonateurs couplés dont la réponse est 
analytiquement exprimée pour un nombre indéterminé d’éléments. Ceci est accompli en 
considérant le cas d’un couplage à une ou deux dimensions. La dépendance spatiale-
fréquentielle de la réponse globale est exploitée pour aboutir à un filtre à fréquence et à 
bande passante ajustable. L’effet des dispersions sur la réponse globale est 
explicitement détaillé en fonction de la configuration utilisée, des paramètres de 
couplage et du nombre de résonateurs. Ceci nous permettra par la suite de déterminer 
les moyens de réduire leurs impacts d’une manière convenable. 
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3.2 Réseau de NEMS non couplés 
En collaboration avec Caltech Institute (Californie, Etats-Unis), nous avons 
participé au développement d’un réseau de résonateurs intégrés à très haute densité 
(VLSI – Very Large Scale Integration). Le réseau est composé de milliers de 
résonateurs non couplés, dont les réponses sont additionnées par la structure physique 
en elle-même. Il est destiné à des applications de capteurs résonants à très haute 
fréquence dont la résolution est largement améliorée. Nous avons procédé à l’analyse, la 
modélisation et le dimensionnement du réseau prenant compte de la non-uniformité de 
ses composants élémentaires. Dans le cadre du projet CARNOT NEMS du LETI, nous 
avons contribué au développement d’un premier réseau de NEMS fonctionnel à très 
haute densité (près de 60000 NEMS au mm²). Ce  niveau de densité  constitue de très 
loin une première mondiale  
3.2.1 Description de l’architecture 
L’architecture de l’assemblage du réseau étudié est proposée par J.S. Aldridge et 
E.B. Myers à Caltech. [Bar08] constitue une référence intéressante sur la description et 
l’étude de ce type de réseau dont une partie est illustrée dans la figure 3.1.a. Les 
résonateurs sont composés de nano-poutres en Silicium encastrées à une extrémité et 
libres à l’autre (voir figure 3.1.b). Ces nano-poutres sont regroupées dans une matrice de 
n lignes et de m colonnes comportant mn ×  résonateurs fabriqués collectivement par 
lithographie DUV (Deep Ultra-Violet). Le but étant de fabriquer un réseau de 
résonateurs homogènes, les dimensions des nano-poutres sont caractérisées par des 
grandeurs nominales identiques. Ces résonateurs sont dotés de moyens de détection 
piézorésistive électriquement interconnectés en configuration combinée parallèle-série. 
Ceci dit, de point de vue détection, le réseau se comporte comme une résistance 
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équivalente variable mesurée par le courant global de sortie. Le couplage mécanique 
entre les nano-poutres est pour l’instant négligé. Toutefois, un couplage mécanique 
formé par la couche métallique continue ainsi que par le support commun est possible. 
 
figure 3.1 a) Architecture du réseau de nano-poutres fabriqué au CEA-LETI (Grenoble, 
France) en collaboration avec Caltech Institute (CA, USA). Les piézorésistances des 
résonateurs sont électriquement interconnectés par une couche métallique AlSi. b) Un 
exemple d’une nano-poutre encastrée-libre appartenant au réseau. Les dimensions 
varient d’une réalisation à l’autre entre 1.5 et 5 µm pour la longueur et 0.8 à 1.5 µm 
pour la largeur. L’épaisseur est d’environ 160 nm. 
Pour un fonctionnement synchronisé en parallèle, les résonateurs doivent être 
soumis à la même entrée d’actionnement. Deux types d’actionnement ont été utilisés : 
l’actionnement du substrat entier par un piézo-shaker et l’actionnement individuel par 
des moyens électrothermiques distribués sur toutes les structures. La première méthode 
est plus facile à mettre en œuvre mais demeure moins convenable pour des vibrations de 
très haute fréquence conduisant à des interférences entre les ondes acoustiques 
propagées dans le substrat et le matériau piézoélectrique [Bar08]. De son côté, 
l’actionnement électrothermique distribué présente l’avantage d’intégrer l’actionnement 
et la détection sur le même substrat par des dispositifs purement électroniques. De plus, 
il peut être achevé par les mêmes moyens utilisés pour la détection. En effet, 
l’échauffement par effet Joule des jauges piézorésistives permet d’actionner les 
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composants sans avoir recours à des moyens supplémentaires. Notons que ces 
réalisations particulières ne sont pas limitatives. D’autres configurations de réseau à 
réponses additionnées ainsi que d’autres moyens de détection et d’actionnement peuvent 
être utilisés. Par exemple, les réponses du réseau peuvent être sommées par connexion 
de transducteurs capacitifs [Tru07, Li07.a, Dem06] ou de transducteurs diélectriques 
[Wei07]. Dans la suite de l’étude, on ne s’intéresse qu’au mode fondamental des 
poutres, ce qui est décrit par la vibration en flexion autour de l’axe neutre avec une 
fréquence de résonance égale à celle du premier mode calculé par analyse modale. 
3.2.2 Modélisation et effets des dispersions 
Le réseau de mn ×  résonateurs intégrés dans le même bloc est différemment 
décrit de point de vue actionnement et de point de vue détection. Même si les moyens 
piézorésistifs de détection sont interconnectés entre eux, les structures mécaniques 
quant à elles sont indépendantes et fonctionnent en parallèle (figure 3.2). Pour une force 
d’excitation commune f  oscillant à la fréquence ω , les déplacements des nano-poutres  
en sortie dépendent des réponses fréquentielles de ces dernières. Ces déplacements sont 
notés par jiw ,  où i et j sont les indices des nano-poutres. 
 
figure 3.2 Schéma du réseau de point de vue actionnement. Les résonateurs sont 
indépendants et leurs sorties sont découplées. L’entrée est commune à toute la matrice. 
 68 
Ne considérant que les modes fondamentaux, le comportement dynamique de ces nano-
résonateurs est assimilé à celui des systèmes masse-ressort-amortissement à un degré de 
liberté. La réponse fréquentielle des résonateurs, dont un exemple est illustré dans la 
figure 3.3.b, est donc décrite par la fonction de transfert suivante : 
 
jijiji
act
ji
ss
mK
sG
,
2
0,0,
2, 2
/)(
ωωξ ++=  (3.1) 
où actK  est le gain d’actionnement supposé identique pour tous les résonateurs, ji ,ξ  et 
ji ,0ω  sont respectivement le facteur d’amortissement et la fréquence de résonance du 
premier mode de chaque résonateur, qui dépendent des dimensions de la structure. 
Compte tenu des erreurs de fabrication à cette échelle dues à la résolution limitée de la 
lithographie DUV, les dimensions sont souvent dispersées autour des valeurs nominales 
désirées. Ceci conduit à une distribution des fréquences de résonance, souvent 
considérée comme gaussienne [Buk02] et qui peut facilement atteindre des écarts-types 
de l’ordre de 1% de la valeur nominale 
n0ω  [Bar08, Yan07] (voir figure 3.3.c). 
Toutefois, la force d’amortissement exprimée par jiju ,0, ωξ  est considérée identique pour 
les résonateurs et égale à n0ξω . 
 
figure 3.3 a) Vibration d’une nano-poutre encastrée-libre autour de son axe neutre. b) 
Gain normalisé de la fonction de transfert d’un  résonateur à piω 2/0  = 55 MHz et  
Q = 1000. c) Distribution gaussienne des fréquences de résonance de 2800 résonateurs 
avec un écart-type égal à 1% de la fréquence nominale de 55 MHz. 
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De point de vue détection, le réseau est représenté par le schéma électrique de la mesure 
piézorésistive. Ce dernier, tel qu’il est illustré dans la figure 3.4, décrit une matrice de 
résistances variables en fonction des déplacements jiw ,  et électriquement 
interconnectées sous une configuration combinée parallèle-série. En appliquant une 
tension de détection dV  continue à l’entrée de la matrice, un courant global dI  est 
généré en sortie en fonction de la résistance équivalente de la matrice. Cette tension n’a 
aucun effet sur la réponse mécanique du réseau. Outre l’avantage d’amplification du 
gain de mesure, cette interconnexion parallèle-série permet de garder le bon 
fonctionnement du réseau même dans le cas d’une défaillance électrique d’une des 
résistances de la matrice (le courant pouvant passer dans les autres résistances, sauf si 
une ligne complète est détériorée !). 
 
figure 3.4 Schéma du réseau de point de vue détection dans la configuration 
d’interconnexion combinée parallèle-série. Chaque résonateur est décrit par une 
piézorésistance variable. 
Bien que les dimensionnements et les mesures expérimentales soient réalisés sur cette 
architecture, une autre configuration semble être plus avantageuse. Cette configuration 
consiste à regrouper un réseau de mn ×  résonateurs en n lignes et m colonnes mais en 
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les connectant tous en parallèle (voir figure 3.5). Là aussi, la défaillance d’un élément 
n’empêcherait pas le fonctionnement des autres. Dans les applications capteurs, la 
surface de détection reste identique. Par contre, nous verrons dans la suite que cette 
architecture permet d’amplifier davantage le gain de détection. Toutefois, nous 
demeurons sceptiques sur la possibilité de réalisation d’un tel réseau où les lignes seront 
électriquement séparées les unes des autres. 
 
figure 3.5 Schéma du réseau de point de vue détection dans la configuration de 
connexion en parallèle de mn ×  résonateurs. 
Considérons le cas d’un seul résonateur. Au repos, sa piézorésistance mesurée est égale 
à 0R . Quand le résonateur est actionné par une force oscillante, il se met à vibrer 
conduisant à une résistance variable exprimée par : 
 wKRRRR det00 +=+= δ  (3.2) 
où Rδ  est la variation de la résistance, detK  est le gain de la détection piézorésistive et w 
le déplacement du résonateur. Pour des faibles déplacements, on a 0RR <<δ . En 
appliquant une tension de détection continue dV  aux bornes de R, le courant mesuré en 
sortie est égal à : 
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Le courant en sortie a une composante continue proportionnelle à la résistance initiale et 
une composante AC qu’on note di , image du déplacement vibratoire Rδ  à détecter. 
Dans le cas de la configuration d’interconnexion parallèle-série de la figure 3.4, et en 
considérant des résistances au repos identiques et égales à 0R , la résistance équivalente 
du réseau s’écrit par : 
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Le courant AC ainsi mesuré en sortie est exprimé par : 
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Quand les résonateurs ont les mêmes réponses fréquentielles, leurs variations 
déterminées par jiR ,δ  sont identiques. En conséquence, le gain du courant mesuré pour 
un même dV  est égal à nm /  fois celui qui est obtenu par un seul résonateur. 
Dans le cas de la connexion parallèle de la figure 3.5, la résistance équivalente devient : 
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Le courant AC mesuré en sortie est alors exprimé par : 
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Dans le cas de résonateurs identiques et pour un même dV , le gain du courant mesuré 
est donc égal à nm ×  fois celui obtenu par un seul résonateur. Toutefois, dans le cas de 
la configuration d’interconnexion de la figure 3.4, dV  peut atteindre lnV  où lV  
représente la tension maximale qu’une résistance peut supporter à ses bornes. Ceci n’est 
pas le cas pour la connexion parallèle de la figure 3.5 où dV  maximale est égale à lV . 
En remplaçant dans les équations (3.5) et (3.7) dV  par lnV  et lV  respectivement et en 
considérant le meilleur scénario (résonateurs identiques), nous concluons que le courant 
mesuré est amplifié par un facteur de m  dans le cas d’interconnexion et de mn ×  dans 
le cas de connexion parallèle.  
Quelque soit la configuration utilisée, le fonctionnement final du réseau se simplifie par 
un actionnement commun des résonateurs opérant en parallèle et une détection 
sommative de toutes leurs réponses. Si on considère les gains d’actionnement et de 
détection identiques pour tous les résonateurs, nous pouvons décrire le fonctionnement 
du réseau par la figure 3.6 où la fonction de transfert du réseau global s’écrit : 
 ∑=
mn
ji
ji sGsT
,
,
,
)()(  (3.8) 
 
figure 3.6 Schéma bloc décrivant le fonctionnement du réseau à une entrée commune et 
une sortie sommative, dans lequel les résonateurs non couplés fonctionnent en parallèle.  
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Toutefois, le scénario idéal de résonateurs identiques n’est jamais obtenu en réalité. 
Comme les fréquences de résonance sont dispersées autour d’une valeur nominale 
n0ω , 
les réponses des résonateurs à une excitation de fréquence ω  n’ont ni la même 
amplitude ni la même phase. Par suite, la somme de toutes les réponses par la mesure 
globale est rapidement dégradée en fonction de l’écart-type de la distribution. Dans le 
domaine fréquentiel, ceci se traduit par une sélectivité fortement réduite et une 
distorsion du gain global dû à la répartition des pics de résonance individuels. Nous 
avons remarqué à travers des simulations que la forme du gain global du réseau en 
fonction de la fréquence tend à prendre la forme de la répartition statistique des 
fréquences de résonance. Ceci semble intuitivement logique si on imagine des 
résonateurs de facteurs de qualité Q infinis et dont les réponses sont exprimées par des 
raies uniques sur leurs fréquences naturelles. Le spectre fréquentiel de la somme est 
donc forcément représenté par toutes les raies présentes dessinant l’allure de leur 
distribution. Pour une infinité de résonateurs et une répartition continue, le spectre du 
réseau sera continu et de la même forme. 
En réalité, les résonateurs ne sont pas idéaux et leur facteur de qualité est limité ce qui 
élargit leurs bandes passantes. Par suite, pour une excitation à la fréquence ω , chaque 
résonateur réagit avec une phase différente qui peut être additive ou destructive pour la 
somme totale. En effet, on peut voir la réponse globale comme une convolution entre la 
réponse nominale et la loi de distribution des fréquences de résonance. Cette réponse a 
été exprimée dans [Bar08] pour une loi de Cauchy, faisant intervenir un facteur de 
distribution distQ , similaire au facteur de qualité. Ainsi, la réponse globale qui conserve 
une forme lorentzienne a un facteur de qualité égal à ( ) QQQQ disteff <+= −− 11/1 . En 
réalité, les erreurs de fabrication sont normalement traduites par une répartition 
gaussienne des dimensions, notamment des longueurs jil ,  des nano-poutres. En 
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conséquence, la distribution des fréquences de résonance ji ,0ω  (inversement 
proportionnelles à 2
, jil ), n’est pas tout à fait gaussienne mais a une forme plus aplatie 
dans les intervalles des fréquences élevées (figure 3.7.a). Cependant, quand les écarts-
type sur les longueurs sont faibles, la distribution des ji ,0ω  peut être approchée par une 
loi gaussienne d’écart-type σ  et de moyenne 
n0ω  (figure 3.7.b). 
 
figure 3.7 Distribution des fréquences de résonances d’un réseau de 2800 nano-poutres 
dont les longueurs sont distribués par une loi gaussienne de moyenne 2=nl µm, 
MHz)552/( 0 =piω n  et d’écarts-type (a) de 5% (impliquant un σ  de 10%) et (b) de 
0,5% (impliquant un σ  de 1%). 
Pour un nombre mnN ×=  de résonateurs qui tend vers l’infini, la probabilité que la 
moyenne empirique de la réponse globale ∑= )()( , sGsT ji  s’éloigne de l’espérance de 
)(. sGN  tend vers 0 (loi des grands nombres). Dans le cas d’une répartition des ji ,0ω  par 
une loi gaussienne, la résolution analytique de l’espérance de )(sG  par la convolution 
de la fonction de distribution avec la réponse lorentzienne complexe )(sG  est beaucoup 
plus difficile que dans le cas d’une loi de Cauchy, voire impossible. Une manière de 
résoudre le problème est de calculer la réponse impulsionnelle globale du réseau 
exprimée par ∑= )()( , thtH ji  avant de repasser à la réponse fréquentielle par 
transformée de Laplace. )(
,
th ji  sont les réponses impulsionnelles des différents 
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résonateurs. Pour des amortissements identiques et faibles, ces réponses sont exprimées 
par )sin()(
,0,
0 teth ji
t
ji
n ωξω−= . Considérant l’écart-type σ  et la moyenne 
n0ω , 
l’espérance de N.h(t) vers laquelle tend H(t) s’écrit par : 
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figure 3.8 Réponse impulsionnelle normalisée d’un réseau de 2800 résonateurs dont les 
fréquences de résonance sont dispersées par une loi gaussienne de moyenne égale à 55 
MHz et d’écart-type de 1% (courbe bleue) comparée au modèle analytique de l’équation 
(3.9) (courbe rouge). La courbe verte représente l’enveloppe de l’amortissement dû au 
facteur de distorsion et exprimé par 2/
22t
e
σ−
. La courbe grise est la réponse nominale. 
Le modèle de l’équation (3.9) décrit correctement la réponse simulée du réseau obtenue 
par la somme directe des )(
,
th ji  (voir figure 3.8). De plus, on remarque que quand 
0→σ , )(.)( thNtH n→  où )(thn  est la réponse nominale tandis que pour des σ  
élevés, l’amortissement de la réponse globale est plus influencé par la distorsion que par 
les amortissements mécaniques individuels exprimés par n0ξω . 
La transformée de Laplace de H(t), 0>∀σ , est exprimée par : 
 ( ) ( )( )21 2221
.2
)( zerfcezerfcej
NjT zz −=
σ
ω  (3.10) 
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où j est l’unité imaginaire, erfc est la fonction d’erreur complémentaire et 1z , 2z  sont 
deux nombres complexes tels que ( )
2
00
1
σ
ωωξω nn jz −+=  et ( )
2
00
2
σ
ωωξω nn jz ++= . 
Comme >>+ )( 0 nωω , 0
2
2 →ze  et l’emporte sur la fonction )( 2zerfc  donc le deuxième 
terme de l’équation (3.10) est négligeable. Par suite et en utilisant le développement de 
Taylor de la fonction erfc autour de n0ω  [Abr72], T(s) est simplifié par la forme 
polynomiale suivante : 
 ( )33221
.2
2/)( tatataj
NjT ++=
σ
pi
ω  (3.11) 
avec ( )11/1 pzt += , 47,0=p , 348,01 =a , 096,02 −=a  et 747,03 =a . Cette forme va 
nous servir dans la conception d’une PLL assurant le suivi de la résonance globale d’un 
réseau de résonateurs pour application capteur, détaillé dans le chapitre 4. 
 
figure 3.9 Comparaison entre la réponse fréquentielle d’un réseau de N = 2800 
résonateurs (courbe bleue) ayant Q = 1000, ω0n/2π = 55 MHz et σ = 1%, avec le modèle 
analytique (equ. (3.10)) en rouge et le modèle polynomial simplifié (equ. (3.11)) en vert. 
Les courbes sont normalisées par rapport à la réponse nominale (courbe grise).  
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 Les deux modèles représentés dans l’expression (3.10) et (3.11) décrivent d’une 
manière assez juste la réponse globale simulée du réseau obtenue par la somme des 
réponses individuelles )(
,
sG ji  (figure 3.9). Par contre, le modèle polynomial se dégrade 
en s’éloignant de la fréquence de résonance nominale n0ω  qui est aussi la fréquence de 
résonance du réseau global. 
Quand n0ξωσ << , l’effet des dispersions sur la réponse fréquentielle globale devient 
négligeable. )( ωjT  tend donc vers la réponse nominale qui dépend du facteur de qualité 
des résonateurs, ce qui souvent est un avantage désiré. Toutefois, la variation de Q d’un 
environnement à l’autre dégrade les performances du système électronique associé 
conçu pour des valeurs bien définis du système mécanique. 
De l’autre côté, quand n0ξωσ >> , )( ωjT  est imposé par les dispersions quelque soit 
l’environnement de fonctionnement et tend à prendre la forme de la distribution ainsi  
 
figure 3.10 Réponse fréquentielle d’un réseau de 2800 résonateurs ayant Q = 10000, 
ω0n/2π = 55 MHz et σ = 1% (courbe bleue) normalisée par rapport à la réponse 
nominale (courbe grise).  
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qu’une phase linéaire dans la bande passante (définie par l’intervalle des fréquences 
réparties). Nous rappelons que le modèle analytique de l’équation (3.10) suppose une 
distribution continue des ji ,0ω  sous l’hypothèse d’un très grand nombre de résonateurs. 
Si le nombre N est limité, la distribution est discontinue ce qui résulte en une distorsion 
sur la réponse globale (reproduisant une réponse « bruitée » dans la bande passante). 
Ceci est dû aux pics des résonances individuelles (voir figure 3.10). 
3.2.3 Dimensionnements et mesures 
Pour tester le fonctionnement des réseaux nous avons dimensionné un prototype 
de six matrices différentes. Ces matrices sont montées sur une puce de surface carrée 
dont les dimensions sont égales à 180180 ×  mm2. Chaque matrice, de 20 lignes et 140 
colonnes, contient 2800 résonateurs identiques aux erreurs de fabrication près. Les 6 
matrices peuvent être connectées en parallèle entre elles par « wire bonding » afin de 
sommer leurs réponses globales. 
 
figure 3.11 a) Schéma du masque utilisé sur une matrice interconnectée. La zone bleue 
est dotée d’une couche métallique AlSi pour assurer la connexion électrique des moyens 
piézorésistifs. b) Structure et dimensions d’une nano-poutre élémentaire du réseau. 
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 Les résonateurs sont constitués de nano-cantilevers formés de deux couches : une 
couche de Silicium de longueur l et d’épaisseur e = 160 nm surmontée par une couche 
de métal AlSi de longueur 1l  et d’épaisseur 1e  = 50 nm jouant le rôle de transducteur 
piézorésistif (voir figure 3.11.b). La largeur des nano-poutres h est de 800 nm tandis que 
leur longueur nominale nl  varie d’une matrice à l’autre. Dans chaque matrice, le schéma 
de détection est conforme à la configuration d’interconnexion parallèle-série décrite 
dans le paragraphe (3.2.2). Ceci est illustré à la figure 3.11.a. 
Les deux premières matrices du réseau présentent des longueurs nominales 
suffisamment distinctes l’une de l’autre. Ceci permettra de détecter deux réponses 
séparées sur l’axe fréquentiel et de caractériser l’effet des dispersions sur chaque 
matrice. De plus, ceci peut être avantageux dans un contexte de mesure différentielle 
entre les deux matrices afin d’éliminer le signal de fond parfois trop élevé par rapport au 
signal utile de résonance. Ce signal de fond résulte de plusieurs facteurs dont les 
conductances parasites du système et la dépendance des résistivités avec la température. 
Par suite, en imposant aux deux matrices des caractéristiques électriques similaires, la 
soustraction des deux signaux en sortie permet d’éliminer le signal de fond identique 
sans faire disparaître les différentes résonances. De l’autre côté, les longueurs nominales 
des résonateurs appartenant aux quatre dernières matrices sont légèrement différentes 
l’une de l’autre afin d’obtenir des réponses fréquentielles plus proches (mais  
suffisamment décalées de la réponse de la deuxième matrice). En sommant leurs sorties, 
on aboutit à un filtre possédant une bande passante élargie. Ces combinaisons entre les 
réponses fréquentielles des différentes matrices (mesure différentielle ou additive) ne 
peuvent être achevées que si leurs gains de détection ( detK ) sont convenablement 
choisis. Dans le cas de la détection piézorésistive, ceci est traduit par un choix des 
longueurs 1l  du métal piézorésistif différemment pour chaque matrice (voir annexe C). 
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Les valeurs de nl  et de 1l  sélectionnées pour les six matrices sont affichées dans la 
figure 3.12. La réponse fréquentielle du réseau global obtenue en additionnant les 
sorties de toutes les matrices est représentée à la figure 3.13. 
 
figure 3.12 Schéma de la puce utilisée et ses dimensions. 
 
figure 3.13 Réponse fréquentielle obtenue en simulant le réseau global composé des six 
matrices différentes (de 2800 résonateurs chacune) dont les sorties sont additionnées. 
On peut remarquer les deux « bosses » fréquentielles séparées des deux premières 
matrices et la fenêtre passe bande des quatre dernières matrices. 
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Ce réseau a été fabriqué par lithographie DUV au CEA LETI (Grenoble, France). 
Les dispersions gaussiennes sur les longueurs des nano-poutres ont été estimées à un 
écart-type de 10 nm (entre 0,45 et 0,6 % des longueurs nominales). Des mesures 
expérimentales ont été réalisées sur le réseau par nos collaborateurs à Caltech. Nous 
incitons le lecteur à consulter le mémoire de thèse de I. Bargatin [Bar08] qui expose les 
détails sur le banc de mesure, la technique appliquée et les résultats des mesures 
appliquées sur la première matrice dans le vide et dans l’air (figure 6.5, page. 100, 
[Bar08]). Il serait intéressant de pouvoir tracer les réponses individuelles des nano-
résonateurs pour déduire la forme exacte de la distribution mais ça reste quasi 
impossible vu la taille des structures et leur nombre. Cependant, une mesure par 
interférence optique balayée sur une matrice similaire est affichée à la figure 6.7, page 
102 de l’ouvrage de I. Bargatin [Bar08] permettant de détecter la réponse additionnée 
d’une colonne complète de résonateurs à chaque position. Ces résultats illustrent la 
répartition fréquentielle des résonances, comparable à la distribution représentée dans la 
figure 3.7.a dans le cas d’un écart-type relativement élevé (≈ 10%).  
3.2.4 Conclusions et perspectives 
L’intégration à très haute densité de NEMS pour former des structures en réseau 
est encore au premier stade de sa maturité. La plupart des réseaux non couplés présents 
dans l’état de l’art sont constitués d’un nombre limité de résonateurs de réponses 
différentes [Tru07, She04]. Dans les larges réseaux opérant en parallèle [Des99, Mil97, 
Fuk06, Ran07, Lee07], le système est modélisé sous forme de plusieurs éléments 
indépendants adressés par des entrées/sorties séparées. A part [Bar08], et à notre 
connaissance, nous sommes les premiers à élaborer un modèle analytique décrivant la 
réponse globale d’un réseau non couplé fonctionnant comme une seule entité à une 
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entrée et une sortie, prenant en considération un de ses problèmes majeurs que posent 
les dispersions. Des premiers tests du réseau pour des applications capteur ont été 
récemment réalisés affichant des résultats prometteurs en termes de sensibilité, de 
résolution et de gain de mesure. Une utilisation du réseau pour des applications de 
filtres mécaniques peut être envisagée pour des larges bandes passantes en choisissant 
convenablement les différentes matrices et en combinant leurs réponses. En jouant sur 
le nombre des résonateurs et sur le choix de leurs dimensions nominales, on peut 
profiter des différentes dispersions qui résultent pour modeler la forme fréquentielle du 
réseau global. Toutefois, les facteurs de qualité équivalents du réseau, inférieurs à ceux 
des résonateurs individuels, conduisent à des filtres à sélectivité médiocre. Une solution 
typique aux dispersions réside dans le couplage des résonateurs [Ngu07, Dem06, Jud06, 
Lin05, Por08], mais ceci reste encore difficile à mettre en œuvre surtout pour un grand 
nombre d’éléments. Cette architecture de larges réseaux couplés est encore très en 
amont et rarement étudiée par une approche analytique. Dans la suite du chapitre, nous 
procédons à sa modélisation et à son étude allant jusqu’à proposer des configurations 
élémentaires qui permettent de bénéficier des caractéristiques intrinsèques aux NEMS et 
de générer des nouvelles fonctionnalités. 
3.3 Réseau de NEMS couplés 
L’exigence de réaliser des filtres sélectifs, facilement intégrables, à haute 
fréquence et à gains de transmission importants ne peut être achevée que par des larges 
réseaux de NEMS synchronisés, d’encombrement minimal et à réponse collective 
[Ngu07, Cro04]. Toutefois, pour assurer la sélectivité du filtre, un couplage entre les 
différents résonateurs est nécessaire afin de s’opposer aux effets des dispersions 
existants. Dans ce cas, le réseau réagit comme une structure commune dont les 
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caractéristiques de transmission sont décrites par des pôles répartis sur le diagramme 
fréquentiel. Pour des faibles couplages, le rapprochement des pôles amène à la 
conception de filtres d’ordre élevé de type large bande passante. Dans le cas opposé, les 
pôles sont bien séparés les uns des autres et la suppression de leur effet peut être 
effectuée par un actionnement spatial approprié des différents résonateurs tout en 
optimisant les coupleurs [Lee04, Dem06, Li06, Lin05]. Ce cas représente plutôt celui 
des oscillateurs et des capteurs sélectifs dans lesquels une seule fréquence de résonance 
est recherchée. 
De nombreuses réalisations de filtres mécaniques à résonateurs couplés par 
poutres flexibles sont présentées par l’équipe de Clark T.-C Nguyen [Ngu07, Dem06, 
Lee04, She06, Li07.a, Lin05, Wan99, Ban00]. Les dispersions sont corrigées par un 
ajustement de la rigidité du couplage et de la raideur des résonateurs. Puisque nous 
n’étions pas en mesure de reproduire expérimentalement ces systèmes, nous nous 
sommes arrêtés sur l’étude théorique de leur fonctionnement et ceci pour un nombre 
indéterminé d’éléments couplés. Contrairement au cas non couplé, la réponse 
fréquentielle du système couplé dépend d’une manière très étroite du choix de la 
configuration spatiale de l’actionnement des différents résonateurs. Par suite, un 
contrôle modal est proposé pour affiner la réponse globale du filtre et pour l’ajustement 
digital de sa fréquence et de sa bande passante.  
3.3.1 Description de l’architecture 
L’architecture du réseau est décrite sous sa forme générale par une matrice de n 
lignes et de m colonnes comportant mn ×  nano-résonateurs pouvant être de n’importe 
quelle forme citée dans l’état de l’art (poutres, cantilevers, disques, plaques, etc.). 
Chaque résonateur est couplé symétriquement avec ses adjacents de manière à former 
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une suite répétitive et identique de cellules dans la matrice. Le type du couplage n’est 
pas limitatif (mécanique, électrostatique, magnétique, etc.) et dans le cas le plus général, 
il peut être toujours ramené à une force de rappel linéaire en fonction des déplacements 
des résonateurs adjacents. 
 
figure 3.14 Exemple illustratif d’un réseau avec couplage mécanique a) à une dimension 
(ligne de résonateurs) et b) à deux dimensions (matrice de résonateurs). 
L’exemple de la figure 3.14 est inspiré du travail de S.-S. Li [Li07.a] et servira comme 
modèle à notre étude. La structure élémentaire du réseau est composée d’un nano-
disque dont les vibrations sont dans la direction radiale. L’actionnement et la détection 
sont assurés par des moyens électrostatiques et capacitifs respectivement, utilisant des 
électrodes qui entourent la surface latérale des résonateurs. Plusieurs nano-disques 
identiquement fabriqués sont regroupés dans une matrice et couplés mécaniquement par 
l’intermédiaire de poutres flexibles. Le schéma des transductions distribuées et 
séparément adressées est quant à lui le fruit de notre imagination et servira dans la 
reconfiguration et l’ajustement des réponses fréquentielles du réseau selon le principe 
exposé ci-après. Dans le cas d’une chaîne de résonateurs (matrice à une seule ligne ou 
une seule colonne), le couplage est défini par une dimension (figure 3.14.a) tandis que 
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dans le cas général, le couplage est défini par deux dimensions et peut être différent 
d’une dimension à l’autre (figure 3.14.b). 
3.3.2 Analyse modale discrète 
Considérons le cas simple d’une chaîne de n résonateurs couplés à 1-D et dont les 
conditions aux limites sont déterminées par des extrémités fixes.  
 
figure 3.15 Schéma descriptif d’un réseau de résonateurs du second-ordre couplés en  
1-D par une raideur nk  [Jud06]. 
En ne considérant que le mode fondamental, chaque NEMS est modélisé par un système 
de second-ordre de type masse-ressort-amortissement à un degré de liberté. Ces 
résonateurs supposés être identiques sont définis par une masse 0m , un facteur 
d’amortissement b et une raideur 0k . La raideur du couplage entre deux résonateurs 
adjacents est définie par nk  comme présenté dans la figure 3.15. Le comportement 
mécanique de chaque résonateur d’indice i, soumis à une force d’excitation )(tf i  est 
modélisé par l’équation dynamique suivante : 
 ( ) ( ) )()()()()()()()( 1100 tftwtwktwtwktwktwbtwm iiiniiniii =−+−+++ +−&&&  (3.12) 
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où )(twi  est le déplacement du résonateur à l’instant t, )(twi&  et )(twi&&  sont 
respectivement sa première et sa deuxième dérivée par rapport au temps. Dans notre 
cas, les forces d’actionnement sont oscillantes à la fréquence ω  ce qui conduit à des 
déplacements vibrants à la même fréquence. Reformulant l’équation (3.12) dans le 
domaine fréquentiel, le comportement du déplacement )(twi  est décrit par : 
 ( ) ( ) iiiini fwwwkwkbjm =−−+++− +− 11002 2ωω  (3.13) 
Les équations des n résonateurs peuvent se mettre sous la forme matricielle suivante : 
 FWS =.  (3.14) 
où 
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2 kbjms ++−= ωω . La résolution de l’équation (3.14) peut être menée en 
effectuant une analyse modale discrète similaire à celle décrite dans le chapitre 2. Ceci 
implique la décomposition du vecteur des déplacements W sur les modes propres fixes 
de la matrice S, tel que ∑=
k
kk WaW )()( . )(kW  et )(kλ  sont respectivement les vecteurs 
propres et les valeurs propres de chaque mode tels que )()()( .. kkk WWS λ= . Pour les 
conditions aux limites imposées par les extrémités fixes, )(kW  s’écrivent par : 
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L’équation (3.15) montre l’existence de n vecteurs propres non nuls obtenus pour k 
allant de 1 à n et donnant naissance à n modes différents. Pour 0=k  et 1+= nk , 
0)1()0( == +nWW  tandis que pour 1+> nk , les modes qui en résultent sont confondus 
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avec les n précédents suite à la répétition cyclique des vecteurs propres (et par suite des 
valeurs propres). Notons que )(kW , aussi appelées formes modales, décrivent les formes 
de la distribution spatiale des déplacements le long de la chaine dans chaque mode k 
(voir figure 3.16) et )(ka  sont les coefficients dynamiques qui décrivent les amplitudes 
de leurs vibrations. L’équation (3.15) est fondamentale pour le contrôle modal 
développé dans la suite et utilisé pour l’ajustement de la fréquence du filtre global. 
 
figure 3.16 Formes modales du premier (en bleu), second (en vert) et dernier (en rouge) 
mode pour un exemple de 49 résonateurs couplés en 1-D avec des extrémités fixes. 
Les vecteurs )(kW  forment une base orthogonale tel que :  
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Les solutions des )(kλ  sont exprimées par : 
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En remplaçant W dans l’équation matricielle (3.14) par sa combinaison modale et en 
projetant l’équation sur chacun des n modes, on obtient n équations de la forme 
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)()()()( ωkkk Gfa =  pour [ ]nk :1∈ , où )(kf  sont les projections du vecteur F sur chaque 
mode et )()( ωkG  sont les fonctions de transfert modales représentées par : 
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Des équations (3.18) on en déduit les n fréquences modales du réseau couplé : 
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où 000 / mk=ω  est la fréquence de résonance des résonateurs individuels supposés 
identiques et 0/ kkR nn =  est le rapport du couplage. On remarque que pour k = 0, 
)0(G  
est égal à la fonction de transfert des résonateurs individuels, centrée sur la fréquence 
0
)0( ωω =  et de facteur de qualité bkmQ /00= . L’intervalle des fréquences s’étale 
donc strictement entre 0
)0( ωω =  et n
n R410
)1( +=+ ωω . Plus la rigidité du couplage 
(déterminée par nR ) est élevée et plus cet intervalle est large. Il en va de même pour 
l’espacement entre les fréquences adjacentes. D’ un autre côté, le nombre des modes et 
par suite des fréquences modales présentes dans l’intervalle, est imposé par le nombre 
des résonateurs couplés. En conséquence, pour des larges réseaux, ces fréquences ont 
tendance à se rapprocher les unes des autres. On note par )(kω , les fréquence modales 
normalisées par rapport à 0ω . Les fonctions de transferts modales )()( ωkG  pour 
[ ]nk :1∈  sont illustrés dans la figure 3.17 pour l’exemple de 49 résonateurs. 
Les gains de résonance des transferts modaux, égaux à ( )bk )(/1 ω  sont décroissants dans 
la direction des modes supérieurs. Le maximum d’atténuation en dB entre le gain du 
premier mode et celui du dernier est limité par : 
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figure 3.17 Spectre fréquentiel des fonctions de transferts modales (en bleu) d’un réseau 
de 49 résonateurs identiques couplés en 1-D avec des extrémités fixes pour ω0 = 10 
Mrad/s, Q = 1000 et Rn = 0,005. En vert est représentée la réponse d’un résonateur 
individuel non couplé. 
Dans les applications de filtrage, les réseaux de résonateurs couplés sont utilisés pour 
concevoir des filtres d’ordre supérieur à bande passante élargie. Le couplage est faible 
et l’actionnement et la détection sont souvent appliqués sur les deux résonateurs en bout 
de la chaine [Ngu98, Ste06, Wan99, Pou05a, Pou05b] ou sur les résonateurs les plus 
éloignés dans le cas d’une chaîne cyclique [She05, Gre02]. En effet, le fait d’actionner 
un seul résonateur revient à activer tous les modes du réseau. Ceci résulte en un filtre 
dont la bande passante s’étend sur tout l’intervalle des fréquences modales. Dans ce cas, 
le nombre des résonateurs couplés et la rigidité du couplage sont convenablement 
choisis afin d’obtenir une transmission continue et égale tout le long de la bande 
passante désirée. Pour une atténuation inférieure à 3dB dans toute la fenêtre de 
transmission du filtre, le couplage doit être choisi tel que ( ) dBRn 341log20 10 <+  et 
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donc Rn doit être inférieur à 0,25. Le choix du résonateur de sortie modifie les 
caractéristiques de la réponse du filtre. En effet, plus ce résonateur est distant de l’entrée 
et plus forte sera la perte d’insertion du filtre au détriment de son gain de transmission et 
inversement. La figure 3.18 montre un exemple du spectre de transmission d’un réseau 
de 49 résonateurs couplés à 1-D où l’actionnement et la détection sont appliqués sur le 
premier résonateur. 
 
figure 3.18 Spectre de transmission d’un réseau de 49 résonateurs couplés activé sur 
toute sa bande passante (ω0/2π = 10 Mrad/s, Q = 1000 et Rn = 0,005). 
Cependant, dans les réseaux couplés utilisés pour les applications de type oscillateur ou 
capteur résonant, les réponses fréquentielles désirées sont plus étroites et consistent en 
une résonance unique. La fréquence de cette résonance est utilisée pour déterminer la 
période d’horloge dans les systèmes bases de temps ou pour détecter les changements 
physiques auxquels sont soumis les résonateurs. Dans plusieurs travaux, les actionneurs 
sont distribués sur tous les résonateurs par des emplacements qui privilégient la 
sélection d’un des modes [Lee04, Lin05, Dem06, Jud06]. Des couplages forts sont 
utilisés pour bien séparer les autres modes. Les moyens de détection sont eux aussi 
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distribués sur les résonateurs et connectés entre eux afin de sommer les réponses du 
réseau, ce qui améliore le rapport signal sur bruit et augmente la tenue en puissance de 
l’oscillateur global. Toutefois, cette méthode de suppression des modes présente trois 
inconvénients : 1) la configuration étant fixée par fabrication, la reconfiguration et 
l’ajustement du filtre devient impossible, 2) un très fort couplage nécessaire au bon 
fonctionnement est difficile à mettre en œuvre et 3) l’effet des autres modes est souvent 
réduit mais pas annulé. Pour remédier à ces problèmes, nous proposons une méthode 
simple qui consiste à contrôler les configurations d’actionnement et de détection des 
différents résonateurs en se basant sur l’analyse modale discrète. 
3.3.3 Contrôle modal des réseaux couplés 
Dans le chapitre 2, nous avons présenté un contrôle modal d’une structure 
continue où le vecteur des forces distribuées en entrée est calculé en fonction des 
coefficients modaux. Le but étant de suivre une forme spatiale quelconque, plusieurs 
modes sont actionnés et contrôlés en boucle fermée. Dans le cas du réseau couplé décrit 
dans ce chapitre, le but n’est pas de contrôler la forme spatiale des déplacements mais 
d’imposer la réponse fréquentielle du réseau. De par ce raisonnement, nous entendons 
par contrôle modal du réseau, le calcul de la distribution du vecteur d’entrées en 
fonction du mode désiré, imposant au réseau la réponse fréquentielle de ce mode. 
L’emplacement approprié des actionneurs tel qu’il est proposé dans l’état de l’art ne 
suffit pas pour sélectionner précisément un seul mode : bien que le vecteur des forces 
générées soit principalement décrit par un des vecteurs propres, il conserve néanmoins 
des composantes )(kf sur tous les autres modes étant certes inférieures. Ceci résulte en 
des réponses modales )(ka  parasites qui viennent s’ajouter au vecteur des déplacements 
de sortie et dont les valeurs dépendent des fonctions de transfert modales 
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correspondantes décrites dans l’équation (3.18). La sélection d’un seul mode doit être 
donc effectuée en configurant précisément les actionnements des résonateurs 
proportionnellement au vecteur propre correspondant (cf. equ. (3.15)). En choisissant le 
mode désiré k  et en distribuant l’entrée commune f sur les différents résonateurs 
proportionnellement au vecteur modal )(kW , les composantes du vecteur F s’annulent 
sur les autres modes. En conséquence, le vecteur des déplacements en sortie s’écrit par : 
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Les réponses ne dépendent donc que du transfert du mode k  dont la fréquence de 
résonance est définie par )(kω . La mesure peut être accomplie sur un des résonateurs, 
par exemple celui qui effectue le maximum de déplacement mais le gain de la sortie 
mesurée demeure très faible. Pour augmenter le gain du signal collecté en sortie, on 
pourrait imaginer de sommer les réponses de tous les résonateurs par simple connexion 
électrique. Cependant, dans les modes pairs et dû à la symétrie de leurs formes spatiales 
par rapport à l’axe neutre, une somme directe annule les sorties les unes avec les autres 
tandis que dans les modes impairs, cette somme décroit progressivement avec les modes 
croissants. Pour cela, les moyens de détection doivent être configurés de la même 
manière que celle des actionneurs (proportionnellement à )(kW ) avant de collecter les 
réponses. En d’autres termes, le vecteur de déplacement W est projeté sur )(kW  
aboutissant à une sortie globale égale à : 
 )(
2
1)( )()()()( ωω kkkk GfnWWGf +=  (3.22) 
La sortie du réseau est donc amplifiée d’un facteur de ( ) 2/1+n  par rapport à la sortie 
d’un résonateur unique et ceci quelque soit le mode sélectionné. Le réseau se comporte 
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comme un seul résonateur à une entrée et une sortie, dont la réponse fréquentielle est 
définie par le transfert modal désiré, multiplié par le facteur d’amplification. L’effet des 
autres modes est complètement annulé. Un exemple des réponses fréquentielles du 
réseau contrôlé est illustré dans la figure 3.19. 
 
figure 3.19 Spectre de transmission d’un réseau de 49 résonateurs couplés (ω0 = 10 
Mrad/s, Q = 1000 et Rn = 0,005), pour trois exemples de sélection modale. Dans ces cas, 
le gain de transmission est amplifié d’un facteur de ( ) 252/1 =+n  )dB28(≈ . 
La fréquence centrale du filtre final dépend donc du mode sélectionné. Pour obtenir  un 
filtre à fréquence ajustable, le contrôle modal doit être reconfigurable tout en utilisant 
des actionneurs / détecteurs fixes. Les projections modales variables des entrées/sorties 
peuvent être effectuées en ajustant les gains des transducteurs par des moyens 
extérieurs. Le principe du fonctionnement d’un tel filtre est illustré dans la figure 3.20. 
Un moyen de réalisation est proposé par actionnement électrostatique et détection 
capacitive. Le schéma du contrôle modal est implémenté sur le réseau couplé de la 
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figure 3.15.a, composé de n résonateurs NEMS de formes de disques. Les vibrations 
mécaniques radiales de chaque résonateur sont induites et mesurées par l’intermédiaire
 
figure 3.20 Principe d’opération du filtre reconfigurable par ajustement des gains des 
transducteurs. )(kiw  représente le scalaire du vecteur propre du mode désiré k  à 
l’emplacement du résonateur d’indice i. 
de deux électrodes symétriques disposées de part et d’autre du résonateur et polarisées 
par une même tension. Par contre, les couples d’électrodes des différents résonateurs 
sont séparément adressées. Pour ajuster les gains de transduction des différents 
résonateurs selon le choix du mode à exciter, il suffit de modifier les tensions de 
polarisation de leurs électrodes correspondantes. En effet, pour des tensions de 
polarisation notées sous forme vectorielle par [ ]T
niiVV →== 1LL , le vecteur des 
forces électrostatiques générées en appliquant une tension d’excitation v de fréquence 
ω  sur toutes les électrodes d’entrées, s’exprime par : 
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 Vv
w
CF
∂
∂
=  (3.23) 
où ( )wC ∂∂ /  est la variation de la capacité formée entre l’électrode et le résonateur par 
unité de déplacement, supposée égale en entrée et en sortie et identique pour tous les 
résonateurs du réseau. Ce terme est approximé par ( )gC /0  où 0C  est la capacité 
statique et g est  l’entrefer (gap) au repos entre les résonateurs et leurs électrodes. Pour 
)(kWV = , les vibrations des résonateurs qui en résultent, s’expriment par : 
 
)()(0 )( kk WGv
g
CW ω=  (3.24) 
Du côté de la détection, les courants générés suite aux variations des capacités entre les 
résonateurs et les électrodes de sortie polarisées par V, s’expriment par le vecteur : 
 VWj
g
CI .0 ω=  (3.25) 
Comme W et V sont tous les deux proportionnels à )(kW , le fait de sommer les courants 
conduit à la sortie globale du réseau exprimée par : 
 vGjn
g
CVWj
g
CI kout .)(2
1 )(
2
00 ωωω
+






==  (3.26) 
En conséquence, le réseau se comporte comme un résonateur unique à gain amplifié et 
dont la fréquence de résonance est imposée par le mode sélectionné par ajustement des 
tensions de polarisation. Le schéma de réalisation est illustré dans la figure 3.21. 
Ce réseau peut servir dans plusieurs applications en tant que filtre sélectif sur une bande 
passante étroite dont la fréquence centrale varie en fonction du canal désiré. Un 
actionnement en boucle fermée peut aussi être envisagé pour former un oscillateur à 
fréquence ajustable utilisé dans les systèmes d’horloge reconfigurables. L’avantage du 
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gain élevé simplifie les conditions d’amplification nécessaires à l’entretien des 
oscillations par la boucle de réaction. 
 
figure 3.21 Architecture du filtre reconfigurable composé d’un réseau de nano-disques 
couplés séparément adressées à actionnement électrostatique et détection capacitive. 
L’ajustement de la fréquence basé sur le principe de la sélection modale sacrifie la 
possibilité d’usage en tant que filtre reconfigurable à large bande passante (ou multi-
bande). Afin de contribuer à ce type de filtres, nous proposons une architecture de 
réseau couplé en deux dimensions dans lequel les résonateurs sont regroupés en une 
matrice de n lignes et de m colonnes (voir figure 3.22). Les résonateurs d’une même 
colonne sont liés par un couplage faible décrit par nk  tandis que les résonateurs d’une 
même ligne sont liés par un couplage fort décrit par mk . Les vibrations de chaque 
résonateur de la matrice défini par les indices i et j et soumis à une force d’excitation 
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jif ,  oscillante à la fréquence ω , sont décrits dans le domaine fréquentiel par l’équation 
suivante : 
 
( ) ( )
( ) jijijijim
jijijinji
fwwwk
wwwkwkbjm
,1,1,,
,1,1,,00
2
2
2
=−−+
−−+++−
+−
+−ωω
 (3.27) 
 
figure 3.22 Schéma descriptif d’une matrice de résonateurs à 2-D, couplés verticalement 
par une raideur nk  et horizontalement par une raideur mk  [Jud06]. 
En écrivant les équations des mn×  résonateurs sous forme matricielle et en suivant la 
même approche modale présentée pour le cas d’une dimension, le vecteur des 
déplacements est décomposé sur les mn×  modes propres du système tel que : 
 [ ] ∑∑
= =
→=
→= ==
n
k
m
l
lklkT
mj
niji WawW
1 1
),(),(
1
1
,
LL  (3.28) 
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),( lkW  sont les vecteurs propres de chaque mode défini par les deux indices k et l et 
dépendent des conditions aux limites. Pour rester dans le même cas d’étude, on 
considère les extrémités du réseau attachées à des supports fixes aboutissant aux 
solutions de la forme suivante : 
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Ces vecteurs décrivent une distribution spatiale des déplacements dans les deux 
dimensions du réseau. Dans chaque mode défini par les indices k et l, cette distribution 
est déterminée dans la direction verticale (à travers les lignes) par le vecteur )(kW  et 
dans la direction horizontale (à travers les colonnes) par le vecteur )(lW . Trois exemples 
de formes modales sont illustrés à la figure 3.23 pour un réseau de 330×  résonateurs.  
 
figure 3.23 Trois exemples de formes modales pour un réseau de 30×3 résonateurs 
couplés en 2-D, correspondants aux modes a) (1,1), b) (1,2) et c) (1,3). 
Les valeurs propres correspondantes sont exprimées par : 
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où 00
2 kbjms ++−= ωω . Comme dans le cas d’un couplage 1-D, les vecteurs propres 
),( lkW  forment une base orthogonale telle que 4/)1)(1(),(),( ++= mnWW lklk . En 
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projetant le système sur chaque mode, on aboutit aux fonctions de transferts modales 
représentées à la figure 3.24 et exprimées par ),(),( /1)( lklkG λω = . Les fréquences 
modales qui en résultent s’expriment par : 
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et sont distribuées entre 0ω  et mn RR 4410 ++ω  où  0/ kkR nn =  et 0/ kkR mm = . 
 
figure 3.24 Spectre fréquentiel des fonctions de transfert modales (en bleu) d’un réseau 
de 30×3 résonateurs identiques couplés en 2-D avec des extrémités fixes (ω0 = 10 
Mrad/s, Q = 1000, Rn = 0,004 et Rm = 0,1). En vert est représentée la réponse d’un 
résonateur individuel non couplé. Dans le graphe de droite, un zoom sur le troisième 
groupe de transferts correspondants aux modes 
3
1),(
=
→=
l
nklk . 
Les transferts modaux sont répartis sous forme de groupes qui se répètent à l’intérieur 
de l’intervalle des fréquences modales. Les transferts de chaque groupe correspondent 
aux modes dont l’indice l est fixe tandis que l’indice k est incrémenté de 1 à n. Par suite, 
leur distribution sur l’axe fréquentiel dépend du couplage nk  qui est faible, raison pour 
laquelle ils se rapprochent les uns des autres. De l’autre côté, le passage d’un groupe à 
l’autre correspond à l’incrémentation de l’indice l des modes. Comme le couplage mk  
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est fort, la distance entre les différents groupes est supérieure. Comme dans le cas d’un 
couplage à 1-D, la sélection d’un seul mode défini par les indices k  et l  est effectuée 
en actionnant tous les résonateurs du réseau proportionnellement au vecteur propre 
),( lkW . En conséquence, le réseau se comporte comme un unique résonateur dont la 
fréquence de résonance est égale à ),( lkω  (figure 3.25). 
 
figure 3.25 Spectre de transmission d’un réseau de 30×3 résonateurs couplés en 2D  
(ω0 = 10 Mrad/s, Q = 1000, Rn = 0,004 et Rm = 0,1) pour trois exemples de sélection 
modale : les modes (15,1), (15,2) et (15,3). Dans ces cas, le gain de transmission est 
amplifié d’un facteur de ( ) 234/)1(1 =++ mn  )dB27(≈ . 
Pour une réponse fréquentielle de type passe-bande, un groupe complet de modes doit 
être activé. Ceci est achevé en rétrécissant l’actionnement uniquement aux m 
résonateurs de la première ligne ce qui active tous les modes du réseau dans la direction 
verticale ayant les indices nk →= 1  (par analogie au cas du couplage 1-D). Pour fixer 
la fréquence centrale de cette bande passante, l’indice l  des n modes activés est 
sélectionné en configurant l’actionnement de ces m résonateurs proportionnellement à 
)(lW  (voir figure 3.26). Le choix du couplage faible nk  fixe la largeur de la bande 
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passante désirée du filtre tandis que le nombre des lignes n garantit une faible distance 
entre les différentes fréquences modales d’un groupe afin d’obtenir une transmission 
continue tout le long de la bande passante. Au final, le choix du couplage fort mk  et du 
nombre de colonnes m fixent respectivement l’intervalle et le nombre des fréquences 
centrales du filtre pouvant être sélectionnées.  
 
figure 3.26 Spectre de transmission d’un réseau de 30×3 résonateurs couplés en 2D  
(ω0 = 10 Mrad/s, Q = 1000, Rn = 0,004 et Rm = 0,1) dans les trois exemples de choix de 
bande passante. Dans ces cas, le gain de transmission est amplifié d’un facteur de 
5,12/)1( =+m  par rapport à la réponse d’un réseau 1-D activé sur sa bande passante. 
Notons enfin que le fait d’actionner uniquement le premier résonateur du réseau active 
tous les modes dans les directions horizontale et verticale. Comme le nombre des 
résonateurs actionnés est de plus en plus rétréci, le gain de transmission du filtre est 
certainement réduit en passant d’un cas à l’autre. Une potentielle application favorisant 
l’usage de ces filtres reconfigurables est la radio-opportuniste où la station de base est 
capable de sonder continuellement le spectre avant de choisir la bande de fréquences 
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libre et disponible afin d’y établir une communication. Ceci permet d’améliorer la 
gestion de la ressource spectrale tout en économisant de l’énergie. 
3.3.4 Effets des dispersions 
Comme est expliqué dans le paragraphe (3.2.2), les réseaux de NEMS sont 
souvent sujets à des dispersions entre les dimensions et les caractéristiques mécaniques 
de leurs composants. Ces dispersions sont dues aux erreurs de fabrication 
prépondérantes à cette échelle mais aussi aux défections matérielles des constituants ou 
aux rugosités différentes de leurs surfaces. Dans cette étude, nous modélisons toutes ces 
causes de dispersions par des variations entre les raideurs propres des différents 
résonateurs du réseau. Bien que le couplage transforme les résonances individuelles en 
fréquences modales uniques pour le réseau global, ces dispersions modifient les valeurs 
propres et les vecteurs propres du système affectant ses modes. Ceci se manifeste par un 
déplacement des fréquences modales par rapport à leurs valeurs initiales ainsi qu’une 
modification des formes modales entraînant des distorsions sur les réponses 
fréquentielles du réseau. 
Dans le cas d’un réseau 1-D dispersé, les raideurs propres des résonateurs sont décrites 
par ii kkk δ+= 0  pour [ ]ni :1∈ , où ikδ  )( 0k<<  sont les variations par rapport aux 
valeurs initiales, distribuées par une loi gaussienne de moyenne nulle et d’un écart-type 
égal à σ . Les fréquences de résonance individuelles sont alors dispersées de iδω  de 
moyenne nulle et d’écart-type 00 2/ kσωσω = . Reprenant le système matriciel de 
l’équation (3.14), les ikδ  sont regroupés en une matrice diagonale Sδ  qui vient 
s’ajouter au système initial défini par S modifiant ses vecteurs propres et ses valeurs 
propres. Ces derniers sont calculés par la théorie des perturbations (voir annexe D) et 
sont notés respectivement par [Wil88]: 
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Ces variations dans l’espace propre ont un double effet sur la réponse du réseau. )(kδλ  
définissent les variations des raideurs modales du réseau suite aux dispersions des 
raideurs réelles ikδ , entraînant un décalage des fréquences modales. De l’autre côté, 
)(kWδ  représentent les variations des formes modales essentiellement influencées par 
les modes adjacents, entraînant une distorsion sur la transmission du filtre. 
Effet des dispersions sur les fréquences modales : 
En remplaçant )(kW  par sa forme définie dans (3.15), l’équation (3.33) devient : 
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Comme ikδ  sont des variables aléatoires gaussiennes de moyenne nulle et d’écart-type 
σ , )(kδλ  ont une moyenne nulle mais un écart-type égal à : 
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L’équation (3.35) montre que les dispersions sur les raideurs modales sont moyennées 
sur le nombre n des résonateurs par l’intermédiaire du couplage. Cependant, elles sont 
légèrement supérieures dans le cas du mode central (on retrouve le même résultat dans 
[Jud06] et [Wei07]). En suivant la même analyse modale décrite dans le paragraphe 
(3.3.2), on aboutit aux fonctions de transferts modaux du système modifié définis par 
 104 
),(),( ~/1)(~ lklkG λω = . Ces transferts sont centrés sur les fréquences modales modifiées 
)()()(~ kkk δωωω +=  telles que )2/( )(020)()( kkk k ωωδλδω ≈ . 
Les dispersions sur les fréquences modales sont alors définies par une loi gaussienne de 
moyenne nulle et d’écart-type égal à : 
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L’effet des dispersions sur les fréquences modales décroît en fonction de deux 
paramètres : le nombre des résonateurs couplés et le mode en question sauf dans le cas 
du mode central (voir Error! Reference source not found.). 
 
figure 3.27 Dispersions des fréquences modales (normalisées par rapport à ω0) d’un 
réseau couplé en 1-D en fonction du nombre des résonateurs et des modes croissants 
pour Rn = 0,1, ω0 = 10 Mrad/s et σ/k0 = 0,3% (σω/ω0 = 0,15% ). On remarque des lignes 
de niveau qui représentent les valeurs du couple (n, k) pour lesquels les dispersions sont 
égales. Pour les modes centraux, les dispersions sont supérieures aux restes ce qu’on 
peut apercevoir sous forme d’une ligne accentuée. 
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L’expression analytique (3.36) est comparée aux valeurs des écart-types obtenus en 
répétant pour chaque mode une simulation d’un réseau de 49 résonateurs couplés 
aléatoirement dispersés. Les résultats sont affichés à la figure 3.28 démontrant la 
fiabilité du modèle théorique. 
 
 
figure 3.28 Comparaison entre les écart-types des fréquences modales obtenus par les 
valeurs théoriques de l’équation (3.36)  ( ooo ) et par les résultats des simulations ( ∗∗∗ ) 
pour un réseau de 19 résonateurs couplés en 1-D (Rn = 0,1, ω0 = 10 Mrad/s, σ/k0 = 0,3% 
et %.15,0/ 0 =ωσ ω  
Effet des dispersions sur la transmission du filtre : 
Comme nous l’avons déjà mentionné, la réponse fréquentielle du réseau est fortement 
liée à l’actionnement spatial distribué sur ses résonateurs. Dans le contexte du contrôle 
modal, cet actionnement est proportionnel à un des vecteurs propres du système, calculé 
dans un cas idéal. Cependant, dans la base des vecteurs propres modifiés, cette 
configuration initiale ne correspond plus parfaitement à un seul mode mais présente des 
projections )(kf  non nulles sur tous les autres, introduisant des réponses fréquentielles 
parasites (figure 3.29.a). De même, dans le cas d’un filtre passe-bande, l’actionnement 
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unique du premier résonateur active tous les modes mais d’une manière 
disproportionnée ce qui aboutit à une distorsion dans la transmission (figure 3.29.b). 
 
figure 3.29 Comparaison entre les réponses fréquentielles d’un réseau 1-D de n = 19 et 
Rn = 0,004 dans le cas idéal (---) et dans le cas dispersé (―) par σ/k0 = 0,3%  a) en cas 
d’activation du mode central et b) en cas d’activation de toute la bande passante. 
Les variations d’un vecteur propre )(kW  sont définies par des composantes réparties sur 
tous les autres modes du réseau, ce qui est montré par l’équation (3.32). En remplaçant 
dans cette équation )(kλ  et )(qλ  par leurs valeurs exprimées dans (3.17), on obtient : 
 ∑
≠
=












+
−





+
+
=
n
kq
q
q
n
kTq
k W
n
k
n
qk
WSW
n
W
1
)(
)()(
)(
.
1
cos
1
cos2
..
1
2
pipi
δδ  (3.37) 
A première vue, les dispersions des formes spatiales sont inversement proportionnelles à 
n et à nk . Toutefois, le fait d’augmenter le nombre des résonateurs rapproche les valeurs 
propres les unes des autres minimisant ainsi les différences ( ))()( qk λλ − . Par suite, l’effet 
du nombre croissant dans la réduction des dispersions est compensé. Ceci peut être 
facilement remarqué en considérant la composante la plus importante de )(kWδ qui 
correspond aux modes adjacents ( )1=− qk  où ( ))()( qk λλ −  est minimale : 
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Notons que n∀ , la fonction sinus de l’équation (3.38) n’a pas un effet de réduction, 
allant toujours de 0 à 1 en fonction de k. Suite à ce résultat, nous constatons que les 
variations des vecteurs propres ne peuvent être réduits qu’en augmentant la raideur du 
couplage nk . Cependant, cette solution ne peut pas toujours être appliquée. En effet, 
deux cas se présentent en fonction du but envisagé : le cas du contrôle modal où les 
filtres désirés sont à bandes étroites et le cas d’un filtre à large bande passante. Dans le 
premier cas, supposons que les caractéristiques nominales des réponses modales 
désirées sont fixées par un faible couplage initial. Le fait d’augmenter ce couplage  
pour réduire les distorsions entraîne donc une modification de ces caractéristiques. 
Toutefois, ces dernières sont conservées si le nombre des résonateurs est augmenté 
convenablement en parallèle. Accroître simultanément nk  et n a pour effet d’étaler plus 
largement l’intervalle des fréquences modales tout en créant plus de modes. Par un 
choix convenable de ces paramètres, les modes obtenus en basses fréquences 
correspondront aux modes spécifiés par le couplage initial mais présenteront moins de 
distorsions (figure 3.30). De plus, les dispersions sur les fréquences modales seront 
réduites davantage grâce à l’augmentation du nombre des résonateurs (cf. equ. (3.36)). 
Dans le contexte d’un filtre passe-bande, nk  définit la largeur de la bande passante et 
par suite ne peut être modifié. Un moyen de résoudre le problème des dispersions serait 
d’utiliser les réseaux couplés à deux dimensions. Outre l’avantage d’ajustement de la 
fréquence centrale d’un filtre passe-bande, les réseaux 2-D couplés fortement dans une 
direction et faiblement dans l’autre, offrent la possibilité d’augmenter le nombre des 
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figure 3.30 Comparaison des effets des dispersions (σ/k0 = 0,3%) sur les réponses d’un 
réseau 1-D de n = 19 et Rn = 0,004 activé sur les modes 1, 10 et 19 (―) et d’un réseau  
1-D de n = 190 et Rn = 0,04 activé sur les modes 3, 27 et 39 (---). Les trois modes 
sélectionnés pour chaque cas correspondent aux mêmes fréquences nominales désirées. 
Utilisant la théorie des perturbations, ces dispersions sont représentées par : 
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La différence ),(),( rqlk λλ −  minimale correspond aux modes adjacents d’un même 
groupe )( lr = . Par suite, la composante la plus importante des erreurs est définie par : 
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Les dispersions sur les vecteurs propres peuvent être réduits en augmentant le nombre 
des résonateurs m dans la direction du couplage fort, sans modifier la valeur de nk  
utilisée pour fixer la bande passante. Ceci est illustré à la Error! Reference source not 
found.. 
 
figure 3.31 Comparaison des effets des dispersions (σ/k0 = 0,3%) sur les réponses d’un 
réseau 1-D de n = 19 et Rn = 0,004 activé sur toute sa bande passante (―) et des deux 
réseaux 2-D de Rn = 0,004 et Rm = 0,1 activés sur leurs premiers groupes de modes 
( 1=l ) dans le cas de 919 ×=× mn  (---) et 2919 ×=× mn  (· · · ). 
De l’autre côté, les valeurs propres du système 2-D modifié sont exprimées par : 
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Ceci implique des dispersions sur les raideurs modales moyennées sur les mn ×  
résonateurs du réseau. Similairement au cas 1-D, les variations qui résultent sur les 
fréquences modales sont caractérisées par des écart-types différents en fonction du 
mode en question, tel que : 
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Ces variations diminuent en fonction du nombre total des résonateurs et du mode en 
question sauf dans le cas des modes centraux de la direction horizontale ou verticale ou 
encore dans le cas du mode central des deux directions. 
3.3.5 Conclusions et perspectives 
Les réseaux de NEMS couplés commencent à franchir le seuil d’intégration à très 
haute densité. Ces réseaux offrent plusieurs avantages tels que l’amélioration du rapport 
signal sur bruit, l’augmentation de la tenue en puissance du système et la conception de 
filtres passe-bande sélectifs ou de filtres multi-bandes. L’évolution des technologies de 
fabrication permet aujourd’hui de mettre en œuvre des systèmes de couplage précis et 
de réduire les erreurs entre les différents composants.  
Bien que plusieurs avantages soient mis à profit, le couplage d’un large réseau de 
NEMS présente une multitude de fonctionnalités qui n’ont pas été optimisées ou 
exploitées à ce jour. La plupart des travaux existant dans l’état de l’art manquent 
d’outils théoriques solides et ne s’appuient que sur des résultats expérimentaux. A notre 
connaissance, rares sont les études qui décrivent le comportement d’un réseau dans sa 
forme générale et en fonction des différents paramètres qui rentrent en jeu. Nous avons 
donc mené une étude analytique qui met en relief l’influence des différents facteurs sur 
le système (couplages, configurations, nombre des résonateurs, dispersions, etc.). En se 
basant sur cette étude, nous concevons des architectures qui permettent d’optimiser les 
réponses globales du réseau, d’ajuster judicieusement leurs caractéristiques et de réduire 
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avec discernement l’impact des dispersions. Malheureusement nous n’avons eu ni le 
temps ni les moyens de mettre en œuvre nos architectures mais ceci reste une de nos 
principales perspectives. Toutefois, nous sommes convaincus que cette étude peut servir 
comme modèle à de nombreux systèmes de même topologie – par exemple, ce travail a 
donné naissance à une application dans le domaine du bio-inspiré, modélisant le 
fonctionnement de l’organe de l’audition – et comme une base solide pour 
l’optimisation de ces réseaux. 
3.4 Conclusion 
Dans ce chapitre, nous avons présenté l’étude de deux types de réseaux de NEMS 
qui deviennent de nos jours, l’objectif de la plupart des systèmes miniaturisés : 
Dans la première section, un réseau de résonateurs non couplés est modélisé en tant que 
système unique à une entrée commune et une sortie globale sommant les réponses 
individuelles des différents composants. L’impact des erreurs de fabrication est 
analytiquement exprimé sur la réponse globale et des tests expérimentaux démontrent la 
fiabilité du modèle théorique. Des variantes de fonctionnement sont proposées afin 
d’optimiser la réponse en fonction de l’application envisagée. 
Dans la deuxième section du chapitre, nous exploitons l’approche des réseaux couplés 
pour la conception de filtres plus sélectifs. Suivant l’application, nous détaillons les 
critères du choix de l’architecture (une ou deux dimensions) et du couplage (faible ou 
fort). Le modèle du réseau est analytiquement exprimé en se basant sur l’analyse 
modale discrète. Un contrôle modal des transductions est proposé afin d’optimiser le 
spectre fréquentiel et d’ajuster les caractéristiques du filtre. Nous présentons enfin les 
effets des dispersions sur les réponses du réseau et les moyens possibles de les réduire. 
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Outre les filtres électromécaniques et les oscillateurs, ces réseaux de nano-
résonateurs, couplés ou non, peuvent être utilisés en tant que capteurs résonants. Ces 
réseaux seront donc intégrés dans des systèmes plus complexes mesurant la fréquence 
de résonance variable en fonction des phénomènes à détecter. Une technique très 
répandue est basée sur la boucle PLL (Phase Locked Loop). Toutefois, les problèmes 
liés à cette approche ne sont pas toujours pris en compte et paraissent parfois critiques 
au fonctionnement du système. La conception d’un contrôle bien adapté peut améliorer 
les performances mais nécessite la connaissance précise du modèle des variables 
impliquées en fonction de l’architecture utilisée. Dans le chapitre suivant nous verrons 
comment modéliser et contrôler un capteur NEMS par l’intermédiaire d’une boucle PLL 
tout en prenant en compte les spécifications demandées. Ceci sera étendu à un cas de 
réseau avant de proposer une nouvelle technique permettant de réduire la complexité de 
l’instrumentation. 
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Chapitre 4 
4Nano-capteurs résonants 
Dans le chapitre précédent, nous avons analysé le fonctionnement d’un réseau de 
NEMS en fonction de plusieurs paramètres qui rentrent en jeu et pour différentes 
architectures. Cette étude est effectuée au niveau de la structure physique en elle-même. 
Cependant, l’utilisation de ces réseaux en tant que capteurs résonants nécessite une 
conception à un niveau système supérieur qui prend en compte la structure de base, le 
contrôle associé et la technique de mesure. Le principe à la base des capteurs résonants 
repose sur une mesure modulée en fréquence où la résonance varie en fonction des 
phénomènes extérieurs à détecter. En pratique, il existe un grand nombre de techniques 
permettant de réaliser cette mesure. Dans notre étude, nous avons opté pour l’approche 
PLL dont nous allons présenter brièvement le principe et les contraintes avant de décrire 
notre démarche traduisant la mesure en un schéma de contrôle en boucle fermée. En se 
basant sur une représentation fiable du système à contrôler et sur une conception robuste 
du régulateur, des hautes performances sont garanties et expérimentalement validées. 
Enfin, nous présentons une nouvelle technique qui dérive du même principe mais qui 
permet de s’affranchir des instrumentations complexes et coûteuses de la PLL. Cette 
technique exploite les non-linéarités de transduction pour compenser et mesurer les 
variations de la résonance. 
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4.1 Introduction 
Les nano-capteurs résonants constituent une des applications les plus courantes 
des systèmes nanoélectromécaniques. Ils offrent la possibilité de mesurer sur des zones 
de surface minuscule des changements physiques extérieurs avec une sensibilité et une 
sélectivité très élevées et en un temps de réponse rapide. En effet, les variations des 
caractéristiques mécaniques de leurs structures (typiquement la masse ou la raideur) 
engendrent une modification des fréquences de résonance en fonction des phénomènes 
exogènes. Cette application est très répandue dans l’état de l’art en raison de sa forte 
sensibilité, sa grande fiabilité et sa faible dépendance aux imperfections de 
l’électronique. Plusieurs exemple de micro / nano-capteurs résonants existent dans la 
littérature. Nous citons les accéléromètres [Sun03], les gyroscopes [Qiu03], les 
viscosimètres [Nic00], les capteurs de force [Hau01, Woj05], de masse [Eki04.a, Son04, 
Vil06] ou de température [Ono05]. 
Lors de l’implémentation pratique d’un capteur résonant, deux aspects jouent un 
rôle majeur dans l’évaluation de ses performances : Les caractéristiques mécaniques du 
résonateur et la technique de la mesure. Bien évidement, les caractéristiques mécaniques 
(fréquence de résonance, facteur de qualité, dispositifs d’ancrage, stabilité de fréquence 
etc.) jouent un rôle majeur dans la détermination de la sensibilité et de la résolution du 
capteur [Eki05]. Toutefois, ces dernières peuvent être dégradées par la technique de 
mesure qui a un impact direct sur le niveau du bruit du système final, sur la stabilité du 
fonctionnement ainsi que sur la rapidité et la précision de la réponse. Ces techniques 
reposent parfois sur des principes totalement différents qui permettant de détecter les 
variations des paramètres d’un capteur résonant. Dans [Zha04] par exemple, ces 
variations sont mesurées par le décalage de la fréquence de résonance paramétrique. 
Cette dernière est déterminée par un saut brusque de l’amplitude de la réponse suite à un 
 115 
balayage de la fréquence d’excitation. Cette méthode est ensuite améliorée par une 
compensation du décalage sous l’effet d’une tension continue réglable fournissant la 
mesure [Zha05]. Un autre principe de détection est proposé par [DeM07] et consiste à 
mesurer les variations des fréquences modales d’un réseau de micro-poutres couplées à 
une masse commune. Ceci est fait suite à la localisation des vibrations, considérant des 
MEMS résonants à des fréquences différentes. Récemment, une mesure basée sur les 
variations des vecteurs modaux d’un réseau couplé de MEMS identiques est explorée 
[Spl08]. Les non-linéarités de Duffing peuvent être aussi exploitées afin de contribuer à 
un autre principe de détection paramétrique [Soe07]. 
Cependant, le principe de détection le plus utilisé est fondé sur la mesure directe 
de la résonance harmonique du système. Toutefois, beaucoup de démonstrations sont 
effectuées dans un environnement idéal de laboratoires en balayant la fréquence 
d’excitation et en détectant la résonance par des analyseurs de spectre [Ill04, Lav03, 
Dav00, For05, Vil06]. Ces techniques ne peuvent pas être développées dans des 
applications commerciales qui nécessitent une intégration complète des systèmes micro 
et nanométriques avec leur électronique d’auto-calibration et leur circuit de mesure 
[Ver05, Bra06]. De plus, la détection continue et en temps réel constitue une 
spécification de grande importance pour assurer la portabilité de tels capteurs. D’autres 
techniques de mesure en boucle ouverte sont proposées, appliquant une excitation fixe 
et détectant les variations de la phase [Cle98, Bar03, Ver07] ou de l’amplitude [Har01] 
des signaux en sortie qui varient avec la fréquence de résonance. Toutefois, leurs 
performances sont contraintes par la bande passante du capteur et par son intervalle de 
mesure linéaire. De plus, la fiabilité de la mesure est fortement compromise par les 
facteurs de l’environnement pouvant varier d’un milieu à l’autre ainsi que par les 
éventuelles perturbations. Pour toutes ces raisons, le fait de concevoir le système de 
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mesure en boucle fermée paraît indispensable pour pouvoir s’adapter aux spécifications 
du capteur. Dans ce contexte, deux techniques classiques sont connues dans la littérature 
pour la mise en auto-oscillation des systèmes mécaniques. La première consiste à 
utiliser la structure résonante comme l’élément actif d’une boucle oscillante. Le schéma 
de rétroaction comporte obligatoirement un amplificateur recevant de l’énergie d’une 
source extérieure et fournissant dans la boucle la puissance nécessaire pour entretenir un 
niveau stable d’oscillations. Cette puissance est d’autant plus importante que la 
résistance motionnelle du capteur mécanique est élevée, ce qui impose une première 
contrainte [Ver08]. Une fois à la résonance, la fréquence du signal en sortie est mesurée 
par l’intermédiaire de compteurs [Hag01, Vid03] ou bien en utilisant les techniques de 
Vernier [Kar80] ou de démodulation fréquentielle [Alb91]. Toutefois, la plupart de ces 
mesures sont déterminées par une faible bande passante. De plus, ils nécessitent la mise 
en place d’un circuit de lecture supplémentaire qui peut être encombrant. Un circuit plus 
simple fournissant un déphasage sensible à la fréquence est proposé dans [Bah07] 
réduisant le temps de mesure. Dans d’autres exemples, une boucle PLL indépendante 
est utilisée pour mesurer la fréquence du signal oscillant appliqué en tant qu’une entrée 
extérieure [Dur97, Woj05, Hum00, Son04]. Ceci consiste à verrouiller la phase du 
signal d’un oscillateur externe (appelé VCO pour Voltage Controlled Oscillator) à celle 
du signal en entrée. Le verrouillage est réalisé en régulant la fréquence du VCO par une 
tension donnant la mesure de la fréquence d’entrée. Cependant, en dépit de l’avantage 
d’être compacte et facilement intégrable, la technique de la boucle oscillante est très 
sensible aux paramètres du système, incertains et variables en fonction de 
l’environnement, et surtout aux sources de non-linéarité présentes dans la boucle 
pouvant induire des instabilités [Hua88]. Afin de contourner ces difficultés, des 
approches plus robustes ont été élaborées pour exciter la structure mécanique à sa 
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résonance. Elles font appel à une boucle PLL dans laquelle le capteur est un élément 
interne excité directement par le VCO [Yan06.b, Wan07, Edv04, Eki04.a, Eki05, 
Li07.b]. Dans cette configuration, la commande du VCO est calculée à partir du 
déphasage du signal du capteur afin que ce dernier soit verrouillé sur sa valeur de 
résonance. La structure mécanique résonante est donc utilisée comme un élément passif 
car sa transmittance n’agit pas sur la forme des oscillations. C’est pour cela que cette 
architecture est moins sensible aux sources de dispersion, le prix à payer étant une 
complexité accrue du circuit électronique. Ceci devient surtout critique quand un réseau 
de NEMS est utilisé pour mesurer séparément plusieurs substrats ou dans le cas de 
mesures différentielles. L’utilisation d’une boucle PLL pour chaque capteur nécessite 
donc plusieurs VCO ultra-stables, augmentant la complexité du système global. 
4.2 Détection par mesure de la fréquence de résonance 
La fréquence de résonance harmonique d’un nano-capteur varie avec les 
changements des phénomènes physiques ou chimiques agissant le plus souvent sur sa 
masse ou sa raideur mécanique. Bien que plusieurs types de M/NEMS puissent être 
utilisés dans ces applications, les micro/nano-cantilevers sont les plus répandus grâce à 
leur simplicité de réalisation, leurs caractéristiques mécaniques, leur large domaine 
d’application et leur sensibilité très élevée [Vil06].  La plupart des autres résonateurs 
peuvent être représentés par un modèle similaire. Si on ne considère que le mode 
harmonique fondamental de la résonance, le nano-cantilever est assimilé à un système 
du deuxième ordre, décrit par une masse effective 0m , une raideur propre 0k  et un 
coefficient d’amortissement b . Sous l’effet d’une force oscillatoire f  en entrée, la 
poutre vibre avec un déplacement maximal à son extrémité libre, noté w. Dans le 
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domaine de Laplace, l’équation de la dynamique du capteur s’écrit selon la fonction de 
transfert suivante : 
 2
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2 2 ωξω ++= ss
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w act
 (4.1) 
où actK  est le gain d’actionnement, )2/( 00ωξ mb=  est le facteur d’amortissement et 
000 / mk=ω  est la fréquence de résonance. Considérons l’exemple d’un capteur de 
masse. L’absorption d’une quantité physique, chimique ou biologique de masse mδ  
produit un décalage de la fréquence de résonance à une valeur égale à : 
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Pour des faibles valeurs de mδ  par rapport à 0m , on a 
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figure 4.1 Décalage de la résonance d’un nano-capteur dû à une absorption de masse 
%35,0/ 0 =mmδ  ( MHz5,282/0 =piω  et 1700=Q ) . 
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L’équation (4.3) définit la sensibilité du capteur déterminant la grandeur de la réponse 
par rapport à la valeur de la variable à mesurer. Notons que les équations (4.2) et (4.3) 
sont valables sous l’hypothèse d’une masse ajoutée mδ  concentrée sur l’extrémité libre 
de la poutre et qui n’a aucun effet sur la constante de raideur. Dans le cas d’une masse 
distribuée le long de la poutre, son effet sur la fréquence de résonance est représenté par 
le terme d’une masse effective proportionnelle à mδ  [Ver08, Vid03]. Selon l’équation 
(4.3), la sensibilité du capteur est supérieure pour des résonateurs à faible masse initiale 
et à haute fréquence de résonance. La résolution du capteur est déterminée par la 
variation minimale de masse pouvant être détectée en mesurant la fréquence. Pour 
évaluer cette résolution, on doit donc prendre en compte toutes les sources de bruit 
responsables d’une fluctuation de la fréquence de résonance. D’après les équations 
(1.14) et (1.17), la résolution est inversement proportionnelle au facteur de qualité du 
capteur. Dans notre étude, il ne s’agit pas d’accroitre la sensibilité d’un capteur 
physique, mais plutôt d’améliorer les performances de détection à l’aide des outils de 
l’automatique tout en adoptant une architecture réaliste. Ceci se traduit par un certain 
nombre de spécifications à garantir telles qu’une stabilité de la mesure robuste vis-à-vis 
des variations paramétriques, une gamme dynamique de mesure plus large, une rapidité 
de réponse accrue, un rejet du bruit sur la sortie mesurable et une instrumentation 
simplifiée. Le capteur résonant est introduit dans une boucle PLL où la mesure de la 
fréquence est directement acquise à l’entrée du VCO sans avoir recours à un compteur 
numérique ou d’autres circuits de lecture supplémentaires. Toutefois, le contrôle de la 
boucle doit être convenablement conçu pour bénéficier au maximum des avantages de 
cette technique. 
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4.2.1 Modélisation du système à contrôler 
Les boucles à verrouillage de phase (PLL) sont des architectures très utilisées en 
électronique et connues depuis longtemps. Dans leurs formes classiques, l’objectif est 
d'asservir la phase d'un oscillateur local )( ϕωφ += t  à celle d'un signal extérieur de 
référence )( refφ . Le système à contrôler est donc l’oscillateur local (VCO) qui délivre 
une fréquence proportionnelle à la commande en entrée u. La différence de phase entre 
les deux signaux, notée δφ , est mesurée par un comparateur de phase avant d’être 
injectée dans un régulateur K(s) qui calcule la commande nécessaire du VCO (voir 
figure 4.2). 
 
figure 4.2 Schéma de principe d’une boucle PLL classique. 
Le comparateur de phase peut être analogique (mixeur de fréquence ou multiplicateur 
de signaux suivi d’un filtre passe-bas pour le filtrage de la composante haute fréquence) 
ou digital effectué par des fonctions logiques combinatoires ou à bascules. Le VCO lui 
aussi peut être analogique commandé par une tension continue ou digital contrôlé par un 
mot numérique. Etant donné qu’un VCO analogique présente une relation non-linéaire 
entre sa fréquence en sortie et sa commande, un VCO numérique est souvent préféré 
pour sa précision et sa linéarité ainsi que sa sensibilité réduite par rapport aux bruits de 
la commande, le prix à payer étant un coût d’intégration plus élevé. Dans les deux cas, 
le bruit de phase ajouté en sortie doit être réduit par la boucle dans la bande passante de 
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mesure. Ceci s’ajoute à des spécifications telles que la précision de l’asservissement, le 
temps de réponse et la robustesse du fonctionnement qui interviennent sur le choix du 
régulateur. Le plus souvent, les filtres utilisés sont de premier ou du deuxième ordre 
[Hou07]. De point de vue automatique, le système est décrit uniquement par les 
variables à contrôler et les variables intermédiaires desquelles elles dépendent. Le signal 
d’entrée est donc remplacé par une phase de référence et la sortie par la phase du signal 
délivré par l’oscillateur. Cette simplification du problème dans l’espace des phases est 
représenté par le schéma bloc de la figure 4.3. En réalité, la fréquence en sortie ω  est 
égale à uKVCOc +ω  où cω  est la fréquence centrale du VCO et VCOK  est la sensibilité 
de modulation exprimée en Hz/V. Sans perte de généralité pour simplifier le schéma 
nous considérons 0=cω . Etant donné que la fréquence est la dérivée de la phase, le 
modèle traduisant la relation entre la phase de sortie et la commande intermédiaire u est 
représenté par un intégrateur avec un gain égal à VCOK . 
 
figure 4.3 Schéma bloc d’une boucle PLL classique. 
Le schéma de la figure 4.3 correspond au cas où le signal du capteur agit sur la 
PLL en tant qu’une référence extérieure à suivre et dont la fréquence est mesurée par la 
commande du VCO en régime statique. Quand le capteur est implémenté dans la boucle 
et excité directement par le VCO selon le schéma de la figure 4.4, le système à contrôler 
est quelque peu différent. Dans cette configuration, la fréquence ω  du VCO n’est plus 
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une variable à contrôler mais une commande intermédiaire. La référence ne correspond 
plus à un signal extérieur mais au signal en sortie du capteur, dont la fréquence 
d’oscillation est continuellement égale à ω . Par suite, la différence de phase mesurée 
par le comparateur n’est égale qu’au déphasage ϕ∆  induit par le capteur et qui dépend 
directement de ω . 
 
figure 4.4 Schéma de principe d’une PLL avec capteur implémenté dans la boucle et 
excité par le VCO. 
L’objectif dans cette configuration est d’asservir ϕ∆  à sa valeur de résonance par 
l’intermédiaire de la commande uKVCO=ω  qui va se verrouiller à 0ω . La 
représentation de ce système sous forme d’un schéma bloc nécessite une identification 
analytique du modèle du comportement du déphasage en fonction de la commande 
intermédiaire. En considérant le modèle du NEMS du second ordre représenté par 
l’équation (4.1), on exprime le déphasage du signal en sortie en fonction de ω  par : 
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A la résonance )( 0ωω = , ϕ∆  est égal à 2/pi−  qui constitue sa valeur de référence. En 
effectuant un développement de Taylor de premier ordre autour de la résonance, 
l’équation (4.4) est remplacée par sa forme linéaire suivante : 
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 ( )02 ωωϕ
piϕ −′+−=∆  (4.5) 
où )/(1/)( 0ξωωϕϕ −=∆=′ dd  représente la variation du déphasage en fonction de la 
fréquence d’excitation (égale à la fréquence d’oscillation). Lorsque la fréquence de 
résonance du résonateur est décalée à resω  suite à un phénomène extérieur, ϕ∆  varie de 
δωϕ ′−  où 0ωωδω −= res . Cependant, ceci indique la valeur du déphasage en régime 
établi et ne prend pas en compte sa dynamique transitoire. En effet, quand le capteur est 
soumis à une excitation forcée à la fréquence ω , sa réponse générale évolue d’abord en 
régime transitoire avant de s’établir en régime permanent sur la réponse forcée oscillant 
à ω . Ce régime transitoire est déterminé par la somme de la réponse forcée et de la 
réponse libre du système. Cette dernière oscille à 0ω  avec une phase qui dépend de 
l’état initial et une amplitude exponentiellement amortie avec une constante de temps 
définie par )/(1 0ξωτ = . Dû au phénomène de battement entre les deux réponses 
(frequency beating), une phase linéaire, discontinue et périodique à la fréquence 
0ωω −  est ajoutée à la phase du signal établi. Toutefois, pour une fréquence 
d’excitation telle que 00 2/ ξωωω <<− , le régime transitoire est amorti avant l’action 
du phénomène de battement et le déphasage du signal en sortie peut être décrit par un 
comportement dynamique du premier ordre amorti avec la constante de temps τ  (figure 
4.5). Cette hypothèse est vérifiée si l’on considère un contrôle effectué autour de la 
résonance et des faibles valeurs de 0/ωδω . ϕ ′  et τ  sont alors deux paramètres du 
modèle qui dépendent de 0ω . Toutefois, leur variation est très faible dans le cas où la 
variation 0/ωδω  est limitée. Sous ces conditions, cet effet peut être compensé par une 
synthèse robuste du régulateur. 
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figure 4.5 Comparaison entre la solution du modèle approximatif du premier ordre de 
constante de temps égale à τ  et le déphasage en régime transitoire obtenu par 
simulation. Exemple pour MHz12/0 =piω , %1,0=δω  et 1000=Q . 
En considérant le modèle dynamique du déphasage modifié suite à δω , on a : 
 ( )( )τδωωωϕpiϕ /0 12 te−−−−′+−=∆  (4.6) 
Ce qui se traduit dans le domaine du Laplace par : 
 ( )δωωωpiϕ −−+−=∆ 0)(2 sG  (4.7) 
où 
1
)(
+
′
=
s
sG
τ
ϕ
. 
Le schéma bloc du système contrôlé est représenté à la figure 4.6. La différence 
mesurée entre ϕ∆  et sa référence est exprimée par δϕ . La variation de la fréquence de 
résonance δω  décrit l’action d’une perturbation rajoutée sur l’entrée du système G(s) et 
qui doit être compensée par la commande uKVCO=ω . Pour simplifier, nous considérons 
1=VCOK , en supposant un VCO contrôlé par des mots numériques tel que u=ω . 
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figure 4.6 Schéma bloc d’une PLL avec capteur implémenté et excité par le VCO. 
Autour du point de fonctionnement correspondant à la résonance initiale et défini par 
0== δϕδω  et 0ωω ==u , le schéma bloc du système est représenté par le modèle 
équivalent à « petits signaux » illustré dans la figure 4.7.  
 
figure 4.7 Modèle équivalent à « petits signaux » du système contrôlé opérant autour du 
point de fonctionnement. 
Nous considérons un bruit total de phase d ajouté en sortie, incluant le bruit du VCO, de 
l’électronique de mesure et du bruit thermomécanique de la structure. Le schéma de 
mesure est transformé en un problème d’asservissement où la mesure de δω  est 
obtenue par le signal de commande uδ . Le régulateur K(s) doit être convenablement 
choisi afin de garantir des bonnes performances en termes de bande passante, de 
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réduction du bruit sur la commande et de robustesse envers les incertitudes et les 
variations paramétriques du modèle. 
4.2.2 Contrôle H∞ par « loop shaping » 
La synthèse H∞ propose un cadre général pour la commande de systèmes linéaires 
à partir de spécifications fréquentielles. Elle permet de concevoir des correcteurs 
dynamiques, en prenant en compte les objectifs de performance et de stabilité tout en 
incluant les concepts liés à la commande robuste. La synthèse est exprimée par un 
problème mathématique d’optimisation, minimisant l’impact des signaux exogènes 
(perturbations, consignes, bruits, etc.) sur les sorties à contrôler (les erreurs 
d’asservissement). D’une manière générale, la synthèse H∞ utilise la notion de 
problème standard représenté à la figure 4.8 [Doy92, Duc99]. 
 
 
figure 4.8 Représentation du problème sous forme standard. 
w(t) sont les entrées exogènes, u(t) les commandes, e(t) les sorties contrôlées et y(t) les 
sorties mesurées. K(s) est le régulateur et P(s) représente le procédé généralisé 
modélisant les interactions dynamiques entre l’ensemble des entrées (w(t) et u(t)) et 
l’ensemble des sorties (e(t) et y(t)). L’objectif du contrôle est de minimiser la norme H∞ 
de la matrice des fonctions de transfert liant le vecteur w(t) au vecteur e(t) en boucle 
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fermée. Cette matrice est donnée par la transformation fractionnaire linéaire, notée 
( ))(),( sKsPFl . Nous rappelons que la norme H∞ d’une matrice de transfert M(s), notée 
∞
)(sM , est la valeur la plus élevée du gain du système sur l’ensemble des fréquences 
(pour le cas monovariable, c’est la valeur la plus élevée de )(sM ). Etant donné une 
valeur 0>γ , le problème du contrôle H∞ consiste donc à déterminer la famille des 
régulateurs )(sK  qui stabilisent de manière interne le système bouclé de la figure 4.8 et 
assurent ( ) γ<
∞
)(),( sKsPFl . Par propriété de la norme H∞, ceci entraine que le 
transfert entre chaque composante du vecteur w(t) et chaque composante du vecteur e(t) 
aura lui-même une norme H∞ inférieure à γ . Différentes méthodes peuvent être 
envisagées pour résoudre ce problème dont l’approche par équations de Riccati (connue 
aussi sous le nom d’algorithme de Glover-Doyle [Zho94]), dans laquelle la valeur 
optimale de γ  est recherchée par dichotomie et l’approche par Inégalités Matricielles 
Affines (Linear Matrix Inequalities ou LMI) [Gah96]. Nous incitons le lecteur à se 
reporter aux ouvrages de K. Doyle [Doy92] et de G. Duc [99] pour plus de détails. 
Toutefois, cette formulation ne laisse aucun élément de choix à l’utilisateur. C’est pour 
cela qu’en réalité, la mise en œuvre du problème H∞ se fait de deux façons permettant 
le réglage des performances spécifiées. La première consiste à introduire des filtres de 
pondérations sur les différents signaux du système, imposant des gabarits fréquentiels à 
certains transferts caractéristiques de l’asservissement, tandis que la deuxième est basée 
sur l’approche de « loop shaping ». Nous ne détaillons ici que la deuxième approche, 
utilisée pour la synthèse du régulateur dans la boucle PLL présentée dans le paragraphe 
(4.2.1). En effet, cette approche est intéressante dans la mesure où elle permet d’utiliser 
le savoir-faire issu de l’automatique classique et d’assurer une bonne robustesse globale 
 128 
de la commande aux incertitudes du modèle. De plus, la valeur minimale de γ  possible 
est connue à l’avance, sans avoir recours à un algorithme d’itération [McF92].  
Reprenons le schéma bloc du système monovariable « PLL » représenté à la figure 4.7 
où les entrées exogènes sont représentées par le bruit d et la perturbation δω , uδ  est la 
commande et δϕ  est la sortie. Les transferts liant les entrées à la sortie et à la 
commande sont représentés par la matrice suivante : 
 


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où )()(1
1)(
sKsG
sS
+
=  est appelée fonction de sensibilité et )()(1
)()()(
sKsG
sKsG
sT
+
=  est 
la fonction de sensibilité complémentaire égale à )(1 sS− . Si on reprend l’analyse de 
[Duc99], il est possible de déduire le comportement asymptotique des différentes 
fonctions de transfert qui apparaissent dans (4.8) en faisant des hypothèses sur le gain 
de la fonction de transfert en boucle ouverte (FTBO) du système. Ainsi : 
− Si le gain de la FTBO est élevé, soit 1)()( >>sGsK , ceci implique : 
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1)(
)()()(
)()()(
)()()(
1
1
1
≈
≈
≈
≈
−
−
−
sT
sGsSsK
sKsGsS
sKsGsS
 (4.9) 
Ce cas est utile dans l’intervalle de fréquences correspondant à la bande passante de 
la mesure. En effet, avoir 1)( =sT  dans cette bande permet d’obtenir une mesure 
exacte de la perturbation δω  sur uδ . De l’autre côté, comme K(s) n’agit pas sur le 
transfert de ud δ , un bruit de phase de basses fréquences ne peut être réduit. 
− Si le gain de la FTBO est faible, soit 1)()( <<sGsK , ceci implique : 
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 (4.10) 
Ce cas est utile dans l’intervalle hors bande passante, réduisant l’effet du bruit de 
hautes fréquences sur la commande uδ . 
En se basant sur ces critères, nous concevons le régulateur en passant par deux étapes : 
1. Choix des performances par « loop shaping » : Cette première étape consiste à 
régler les performances désirées en boucle fermée en modelant la réponse 
fréquentielle de la FTBO par un filtre pré-compensateur )(sWc . La fonction de 
transfert )()( sWsG c  doit donc avoir les caractéristiques suivantes : des gains élevés 
en basse fréquence, des gains faibles en hautes fréquences, une fréquence de 
coupure spécifiant la bande passante désirée en boucle fermée et une pente 
d’environ -20 dB/décade au voisinage de cette fréquence pour assurer une marge de 
phase correcte. Ceci est réalisé par un choix de )(sWc  qui contient un ou deux 
intégrateurs suivant que les perturbations à rejeter sont de type échelon (décrivant 
des sauts brusques de δω ) ou rampe (dû à un changement continu de température, 
de masse, etc.). Le gain proportionnel de )(sWc  est réglé de manière à ajuster la 
fréquence de coupure désirée. Des filtres passe-bas sont rajoutés pour d’amples 
atténuations en hautes fréquences. Pour des questions de robustesse, une marge de 
phase supérieure à 60° et une marge de gain supérieure à 6dB doivent être garanties 
(cf. chapitre 2). Notons que la marge de phase est compromise par l’effet des 
intégrateurs, des filtres passe-bas et du système G(s) décrivant un filtre du premier 
ordre à la fréquence 0ξω . Pour cela, un filtre à avance de phase doit être rajouté. 
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2. Stabilisation robuste par optimisation H∞ : Une fois les performances fixées par 
)(sWc , le problème H∞ est résolu d’une manière particulière sur la base du système 
étendu défini par )()()( sWsGsG ce = . En effet, cette mise en œuvre est basée sur la 
notion de factorisation première et utilise un problème H∞ de structure fixée (où les 
entrées et les sorties sont imposées). Pour plus de détails, nous conseillons le lecteur 
de se référer à l’ouvrage de D. McFarlane [McF92]. 
 
figure 4.9 Mise en œuvre du système pour une synthèse H∞ par « loop shaping ». 
En considérant le système dans sa forme décrite sur la figure 4.9, la résolution du 
problème H∞ consiste à calculer le correcteur C(s) qui stabilise de façon interne le 
système bouclé en assurant : 
 ( ) γ<
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Dans cette mise en œuvre et contrairement à l’approche standard, on connaît à 
l’avance la valeur de minγ  (valeur minimale pour laquelle le système peut être 
stabilisé). Cette dernière est égale à )(1 sup YXλ+ , où )(sup YXλ désigne la plus 
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grande valeur propre du produit X.Y avec X et Y étant les solutions définies positives 
des deux équations de Riccati suivantes [Duc99] : 
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( )eee CBA ,,  définissent une représentation d’état du système )(sGe , telle que 
( )ee BA ,  est commandable et ( )ee AC ,  est observable. Pour toute valeur minγγ > , un 
correcteur C(s) stabilisant le système bouclé et assurant (4.11) est décrit par la 
représentation d’état suivante : 
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Dans cette approche, le fait de minimiser la norme H∞ de la transformation 
fractionnaire linéaire représentée dans l’équation (4.11) ne détermine pas l’impact 
des signaux exogènes sur la commande uδ  à l’entrée de G(s) (mais plutôt sur la 
commande cu  calculée par C(s)). Toutefois, l’optimisation H∞ a pour rôle d’ajuster 
au mieux le correcteur, compte tenu des contraintes de stabilité du système final 
formé par G(s), C(s) et )(sWc . 
Après la réalisation des deux étapes de synthèse, la structure du régulateur final K(s) est 
obtenue en multipliant )(sWc  par C(s). Le transfert de boucle obtenu par « loop 
shaping » est globalement respecté sur le système final pour de faibles valeurs de γ . 
Cette valeur renseigne donc sur la pertinence des choix effectués lors du « loop 
shaping ». On considère généralement qu’une valeur de γ  de l’ordre de 2 à 3 est 
satisfaisante [Duc99]. 
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Afin de valider la méthode, nous avons effectué des simulations sur 
Matlab/Simulink en considérant un nano-cantilever de fréquence de résonance 
MHz045,202/0 =piω  et de facteur de qualité 1700=Q . Le système à contrôler G(s) 
est donc défini par les paramètres ( ) 50 10.7,2/1 −==′−= ξωϕτ , présentant un pôle à 
Hz59002/0 =piξω . Dans le cas où les variations de la résonance sont caractérisées par 
des échelons, un seul intégrateur est nécessaire. Afin de fixer la fréquence de coupure de 
la FTBO autour de 2000 Hz, un gain proportionnel égal à ϕ ′/BP  est introduit dans 
)(sWc  où 20002 ×= piBP . Cependant, cette bande passante est réduite par l’action du 
pôle de G(s) ainsi que des pôles du filtre ajouté pour la réduction du bruit à hautes 
fréquences. Nous considérons un filtre passe-bas de second ordre dont les pôles sont 
fixés aux alentours de 2BP. En effet, ces pôles atténuent l’amplitude du transfert ce qui 
décale légèrement la fréquence de coupure. Ceci entraine également une réduction des 
marges de stabilité autour de la bande passante désirée. Pour corriger cet effet, un filtre 
à avance de phase est ajouté autour de la fréquence de coupure. En conclusion, on a : 
 
{
4342144 344 21
bas-passe filtre
2
phase de av.
integ. 2
1
1
2
1
2/
1
2
1
)(






+





+






+
′
=
BP
s
BP
s
BP
s
s
BP
sWc ϕ
 (4.14) 
En résolvant le problème H∞ sur le système étendu )().( sGsWc  on aboutit à 63,1min =γ  
et un correcteur C(s) du 5ème ordre fournissant un régulateur final )().()( sWsCsK c=  du 
9ème ordre. La FTBO mise en forme par le pré-compensateur est globalement rétablie 
par le régulateur final, avec quelques ajustements au niveau de la bande passante 
améliorant les marges de stabilité, ce qui est remarqué à la figure 4.11. Toutefois, des 
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méthodes de réduction d’ordre peuvent être appliquées, le prix à payer étant la 
modification de la réponse en hautes fréquences. 
 
figure 4.10 FTBO mise en forme par )(sWc  (―). Comparaison avec le cas d’un pré-
compensateur sans avance de phase (---). La courbe pointillée représente G(s) (· · · ). 
 
figure 4.11 )()( sGsK  (―) comparée avec )()( sGsWc  (---) : cas d’un seul intégrateur. 
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Dans le cas où les variations de la résonance peuvent surgir d’une manière continue 
menant à des fluctuations de type rampe (réchauffement continu, masse constamment 
ajoutée, accélération croissante, etc.), un double intégrateur doit être considéré dans le 
pré-compensateur. La phase de la FTBO étant inférieure à -180° à la fréquence de 
coupure, une avance de phase plus importante est nécessaire pour garantir la stabilité du 
système en boucle fermée. De même, les pôles du filtre passe-bas doivent être plus 
éloignés de la bande passante. Pour ce cas, nous considérons le pré-compensateur 
exprimé sous sa forme complète par : 
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 (4.15) 
 
figure 4.12 )()( sGsK  (―) comparée avec )()( sGsWc  (---) : cas d’un double intégrateur 
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Pour un même BP égal à 20002 ×pi , )(sWc  garantit une marge de phase de 40° et une 
marge de gain de 9,5 dB. Ces marges sont améliorées par le régulateur final obtenu par 
optimisation H∞. En effet, on aboutit à une valeur 04,2min =γ , un correcteur C(s) du 
6ème ordre et un régulateur final K(s) du 11ème ordre. Les marges de gain et de phase 
deviennent respectivement 14 dB et 60°. Les FTBO mises en forme par le pré-
compensateur et par le régulateur final sont illustrées à la figure 4.12 . 
Bien que la synthèse du correcteur soit effectuée en se basant sur le schéma bloc de la 
figure 4.9, le système contrôlé est simulé sous sa forme réelle représentée à la figure 
4.4. Les simulations considèrent une variation de la fréquence de résonance de type 
rampe et sont effectuées pour les deux cas de correcteurs (avec un ou deux intégrateurs). 
Les résultats sont affichés à la figure 4.13. 
 
figure 4.13 Fréquence de résonance du NEMS (---) et sa mesure fournie par u (―) dans 
le cas d’un régulateur a) à un intégrateur et b) à double intégrateur. 
4.2.3 Contrôle d’un réseau de nano-capteurs 
Dans le chapitre 3, nous avons modélisé le comportement d’un réseau dispersé de 
NEMS non-couplés soumis à une même force d’actionnement et dont les réponses sont 
sommées par interconnexion électrique. L’utilisation d’un tel réseau dans des 
applications capteur devient problématique dû aux problèmes de dispersion énumérés 
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dans le chapitre précédent. Dans le cas d’un asservissement par PLL, les paramètres du 
modèle de déphasage à contrôler dépendent des caractéristiques des NEMS mais aussi 
de leur dispersion décrite par une répartition gaussienne d’écart-type σ . En effet, les 
valeurs de ϕ ′  et de τ  sont retrouvées par l’intermédiaire des expressions (3.9) et (3.11) 
décrivant respectivement la réponse impulsionnelle et fréquentielle du réseau. La 
première expression donne une idée sur la constante de temps d’amortissement de la 
réponse libre du réseau suite à une excitation forcée autour de la fréquence de résonance 
nominale exprimée par 
n0ω . Cet amortissement, évoluant exponentiellement en 
fonction de ( )2/220 ttn σξω −− , indique une valeur approximative de la constante de 
tempsτ  à 63% d’atténuation. De l’autre côté, la réponse fréquentielle de l’équation 
(3.11) indique un déphasage 2/piϕ −=∆  pour 
n0ωω = . Autour de n0ω , la variation du 
déphasage est exprimée par la pente ϕ ′  telle que : 
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avec ( )σξω 2/1 0 n+=l , 47,0=p , 348,01 =a , 096,02 −=a  et 747,03 =a . 
La connaissance des paramètres τ  et ϕ ′  permettent d’identifier le modèle du déphasage 
à contrôler et de concevoir un régulateur bien adapté au réseau dispersé. Nous avons 
appliqué la synthèse sur un réseau de 300 NEMS ayant 1000=Q  et dont les fréquences 
de résonance sont dispersées autour de MHz045,202/0 =piω n  selon une loi gaussienne 
d’écart-type %3,0=σ . Les paramètres τ  et ϕ ′  sont par la suite estimées à 610.5,3 −  et 
610.2 −−  respectivement. Le pré-compensateur conçu comporte un double intégrateur 
afin de poursuivre les variations de type rampe. En choisissant 20002 ×= piBP , nous 
nous attendons à une bande passante autour de 1000 Hz. L’optimisation H∞ aboutit à un 
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correcteur C(s) du 6ème ordre et une valeur de 84,1min =γ . La bande passante finale du 
système contrôlé par )().()( sWsCsK c=  est d’environ 800 Hz et les marges de gain et 
de phase atteignent 14 dB et 62° respectivement (voir figure 4.14). 
 
figure 4.14 FTBO du système dans le cas de )()( sGsK . 
 
Dans le cas où les dispersions ne sont pas prises en compte, le système exprimé par 
)(sG′  et considéré dans la synthèse est décrit par ( ) 50 10.6,1/1 −==′−= ξωϕτ . En 
fixant le même cahier de charges, nous aboutissons à un régulateur )()( sKsK ≠′ . Bien 
que la stabilité du système en boucle fermée soit robuste, les performances du régulateur 
appliqué sur le réseau réel dispersé (décrit par )(sG ), sont dégradées. On peut anticiper 
ce résultat en étudiant le diagramme de Bode de la FTBO décrite par )()( sGsK ′  (voir 
figure 4.15). 
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figure 4.15 FTBO du système dans le cas de )()( sGsK ′ . 
Les deux régulateurs sont simulés sur le même réseau dispersé et les résultats sont 
illustrés à la figure 4.16 indiquant un temps de réponse plus lent et un mauvais rejet des 
perturbations de type rampe. Bien que les performances ne soient pas robustes, nous 
pouvons remarquer que la stabilité est toutefois maintenue. 
 
figure 4.16 Mesure de la fréquence de résonance globale du réseau dispersé en utilisant 
a) le régulateur )(sK  et b) le régulateur )(sK ′ . 
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4.3 Mesures expérimentales 
Afin de pouvoir vérifier le bon fonctionnement de la PLL, un exemple a été 
implémenté sur un banc de test comportant un résonateur NEMS caractérisé au LETI. 
 
figure 4.17 a) Architecture et b) dimensions du NEMS utilisé dans le banc de test. 
La structure mécanique du résonateur est définie par une poutre encastrée-libre qui vibre 
dans le plan. La détection des oscillations est assurée par deux jauges piézorésistives 
reliées à la poutre à proximité de son extrémité fixe. L’actionnement électrostatique est 
réalisé par l’intermédiaire d’une électrode placée le long d’un des deux cotés de la 
poutre. L’architecture et les dimensions du composant sont représentées à la figure 4.17. 
En alimentant l’électrode par une tension alternative dV  à la fréquence 2/ω , une force 
électrostatique proportionnelle à 2dV  est générée, résultant en un mouvement vibratoire 
de la poutre à la fréquence ω . Suite à ces oscillations, les jauges piézorésistives 
perpendiculaires à la poutre sont soumises à des forces de compression et de traction. 
Ces forces agissent simultanément et de manière opposée sur les deux jauges, ce qui 
induit des déformations longitudinales et par la suite des variations de résistance égales 
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et de signes opposés ( )Rδ± . En appliquant sur les deux jauges deux tensions de signes 
opposées ( )bV±  (ou en opposition de phase dans le cas de tensions alternatives), la 
tension obtenue au milieu du pont piézorésistif est directement proportionnelle à RVb δ. . 
Pour mesurer cette tension, la sortie du composant est connectée par l’intermédiaire de 
pontage (câblage par fil ou wire bonding) à un circuit RF disposant d’un amplificateur à 
haute impédance d’entrée. L’impédance de l’amplificateur et la capacité des câbles sont 
responsables d’une capacité parasite parC  introduite en parallèle avec les 
piézorésistances. En conséquence, un filtre passe-bas est formé en sortie du dispositif de 
détection. Ce filtre, dont la fréquence de coupure est aux alentours de 120 KHz, atténue 
fortement la mesure oscillant à la fréquence de résonance du NEMS ( 20>resω MHz). 
De plus, les signaux de très hautes fréquences sont altérés davantage par les résonances 
des câbles [Bar08]. Pour contourner ces problèmes, une technique a été proposée par 
Roukes et al., qui consiste à alimenter les deux jauges par deux tensions alternatives et 
en opposition de phase, dont la fréquence est décalée par rapport à ω  d’une faible 
valeur ω∆  [Bar07]. Par suite, le signal utile proportionnel à RVb δ.  oscille à la 
fréquence ω∆  et peut être détecté sans aucune atténuation (la composante haute 
fréquence est atténuée par le filtre passe-bas et par le circuit de lecture). De plus, le 
rapport signal sur bruit est amélioré suite à l’importante réduction de l’interférence entre 
l’actionnement et la détection. Cette technique est désignée par le terme de « down-
mixing » grâce à la modulation de la réponse en sortie du résonateur vers les basses 
fréquences. Toutefois, le déphasage ϕ∆  induit par la réponse mécanique du résonateur 
en fonction de ω  et de resω  est retrouvé sur RVb δ. . Il est mesuré par l’intermédiaire 
d’un LIA (Lock In Amplifier) comparant le signal détecté avec le signal de référence 
obtenu après filtrage de 2. db VV . La sortie du LIA est ensuite transférée via des bus 
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numériques (GPIB) vers un ordinateur qui joue le rôle d’un régulateur numérique. La 
commande définie par la fréquence d’excitation ω  est ensuite transférée simultanément 
aux sources d’excitation et de détection. Le schéma de fonctionnement du banc de test 
est décrit dans la figure 4.18. 
 
figure 4.18 Schéma de fonctionnement du banc de test. PS, X2 et LPF font référence 
respectivement au diviseur de puissance (Power Splitter), doubleur de fréquence et filtre 
passe-bas. 
Dans le cas expérimental, la synthèse du régulateur s’avère plus délicate que sur le 
modèle de simulation. En effet, deux points majeurs sont à considérer. D’abord, le LIA 
est représenté par un multiplicateur de signaux suivi d’un filtre passe-bas dont l’ordre et 
la fréquence de coupure dépendent de la configuration de l’instrument. La mesure du 
déphasage à contrôler est donc affectée par ce filtre qui doit être pris en compte dans le 
modèle )(sG . En conséquence, la bande passante du système en boucle fermée est 
limitée par la fréquence de coupure du filtre ainsi que par son ordre (réduisant 
davantage les marges de stabilité). Le deuxième point concerne la fréquence de travail 
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du système. En effet, le calcul de la commande est réalisé par l’ordinateur jouant le rôle 
d’un régulateur numérique. Ce dernier reçoit et délivre des informations à une fréquence 
d’échantillonnage eF  qui, par convention, doit être comprise entre 6 et 25 fois la 
fréquence de la dynamique du système. Or, la période d’échantillonnage minimale que 
nous avons pu atteindre est imposée par le temps opérationnel minimal du LIA 
(lecture/écriture des entrées/sorties), estimé à 30 ms )Hz33(≈ . En d’autres termes, la 
bande passante du système en boucle fermée ne doit pas dépasser 5 Hz. 
Les mesures appliquées sur le NEMS sous vide et à température ambiante indiquent une 
fréquence de résonance de 20,057 MHz et un facteur de qualité de 1700. Ces deux 
paramètres permettent de fixer le pôle du système en boucle ouverte à  Hz.59000 =ξω  
Le filtre du LIA, est configuré sur un temps d’intégration de 1 ms et à une atténuation 
de 12 dB/oct correspondant à un second ordre dont la fréquence de coupure est égale à 
10 KHz. Etant donné que le déphasage est mesuré en degré et que la commande en 
fréquence est exprimée en Hz, le gain ϕ ′  du système )(sG  est multiplié par 360 pour 
conversion. En prenant compte de ces caractéristiques, )(sWc  est conçu tel que : 
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L’optimisation H∞ aboutit à un correcteur )(sC  du 9ème ordre avec une valeur de 
73,1min =γ . Le régulateur final )(sK  est par la suite du 12ème ordre. Toutefois, pour 
faciliter son implémentation, une réduction jusqu’au 7ème ordre est effectuée. La 
transformée en z du régulateur )(sK r  à ordre réduit permet d’obtenir son équivalent 
numérique en considérant le temps d’échantillonnage de 30 ms : 
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figure 4.19 La FTBO du système )(sG  mise en forme par )(sK  (―) comparée avec 
celle obtenue par un simple régulateur PI (---). 
Une bande passante de 1,17 Hz est achevée avec des marges de gain et de phase égales 
à 7,95 dB et 60,3°. Ces performances sont comparées dans la figure 4.19 à celles 
pouvant être obtenues par un simple régulateur de type PI (Proportionnel-Intégrateur). 
Pour simuler expérimentalement une variation de fréquence de résonance du NEMS, 
une tension DC variable est ajoutée à dV  créant une raideur électrostatique. Des sauts de 
1 Volt sont appliqués environ toutes les 8 secondes. Le temps de réponse du système est 
inférieur à 1 seconde s)8,0(≈ et les variations de la fréquence de résonance sont 
mesurées avec précision. Les résultats expérimentaux sont affichés à la figure 4.20. 
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figure 4.20 Mesure expérimentale de la fréquence de résonance du NEMS par le signal 
de commande u (courbe bleue). Erreur de phase δϕ  mesurée par le LIA est régulée à 0 
(courbe rouge). 
Dans les intervalles de fréquence constante, nous observons un bruit de mesure 
caractérisé par un écart-type d’environ Hz83 . Cette fluctuation à court-terme constitue 
une première limite à la variation minimale de la fréquence de résonance pouvant être 
détectée. Ce résultat est comparé au cas d’un régulateur PI indiquant un niveau de bruit 
de mesure presque égal. Ceci est dû au fait que le bruit de phase ajouté en sortie (ou à 
l’entrée du régulateur) est de basse fréquence (voir figure 4.21). En effet, d’après la 
caractérisation et les mesures mises au point par nos collègues du DIHS-LETI, nous 
observons la présence de quatre sources de bruit : Le bruit de Johnson et le bruit de 
l’électronique qui sont à la base d’un bruit blanc de fond, le bruit f/1  lié aux 
fluctuations des piézorésistances et qui est négligeable à la fréquence d’oscillation du 
NEMS et le bruit thermomécanique qui est prépondérant. Ce dernier est traduit par un 
bruit de phase dont le spectre est essentiellement présent en basses fréquences (cf. 
équation (1.11)). Le transfert en boucle fermée liant le bruit de phase en sortie d à la 
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commande u est décrit par )().( sSsK . Ce dernier est égal à )(1 sG −  en basses 
fréquences (cf. équation (4.9)) pour les deux types de régulateurs, démontrant qu’ils 
n’ont aucun effet sur ce bruit. 
 
figure 4.21 a) Bruit de phase mesuré en B.O. et b) son spectre de puissance via une 
estimation de type Welch. 
Cependant, la limite de la détection peut être améliorée par l’utilisation d’un filtre 
numérique en moyennant le signal u sur un intervalle de temps avτ  (equivalent à un 
filtrage passe-bas). L’analyse de la variance d’Allan permet d’évaluer le temps 
d’intégration optimal tout en caractérisant la stabilité fréquentielle du capteur. L’écart-
type d’Allan qui dépend du temps d’intégration avτ  est défini par [All87] : 
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où resω  est la fréquence de résonance nominale de l’oscillateur et iω  est la moyenne des 
fréquences mesurées dans le ième intervalle de temps déterminé par agτ . N est le nombre 
total des intervalles de temps contenant toutes les mesures acquises. Afin d’obtenir une 
caractérisation fiable, nous avons mesuré la fréquence pendant une durée de plus de 2 
jours (voir figure 4.22.a). La courbe représentant l’évolution de l’écart-type d’Allan en 
fonction du temps d’intégration est représentée à la figure 4.22.b. 
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figure 4.22 a) Fréquence de résonance mesurée en B.F. et b) l’écart-type d’Allan. Ce 
dernier indique un minimum à un temps d’intégration optimal de 400 s.  
Pour des faibles temps d’intégration, l’écart-type d’Allan est fortement dominé par le 
bruit de mesure de court-terme. En augmentant ce temps d’intégration, les mesures 
moyennées sur l’intervalle agτ  aboutissent à un écart-type d’Allan décroissant. 
Toutefois, au-delà d’un temps d’intégration optimal, )( avτσ ω  augmente de nouveau. 
Ceci est dû à l’instabilité à long-terme de la fréquence de résonance, principalement 
influencée par les fluctuations de la température ambiante. Nous avons achevé un écart-
type d’Allan minimal de 710.5 −  pour s400≈agτ  conduisant à une résolution minimale 
de fréquence égale à Hz102/)( ≈piτσ ω av . Sachant que la masse effective du NEMS est 
de fg1400 =m , nous estimons la masse minimale détectable à ag14,0min ≈mδ  (cf. 
équation (4.3)). Toutefois, pour un temps d’intégration typique correspondant à 1 
seconde, minmδ  est estimé à ag72,0 . Cette valeur est comparable aux meilleurs 
résultats publiés dans l’état de l’art (1,4 ag [Ver08], 0,79 ag [Ili04], 1 ag [Eki04.a]). 
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4.4 Détection par asservissement de résonance (RLL) 
La mise en œuvre pratique de la détection de la résonance variable par PLL reste 
contrainte par une instrumentation complexe limitant la capacité d’intégration du 
système capteur final. Comme nous l’avons cité dans le paragraphe (4.1), ceci devient 
critique pour un réseau de NEMS indépendants achevant séparément et en parallèle 
plusieurs mesures. Surtout que l’intégration de plusieurs VCO ultra-stables (limitant le 
bruit de phase additif lié au générateur de fréquence) augmente la complexité du 
système global ainsi que son coût. Nous proposons une méthode alternative qui peut 
être implémentée plus facilement dans les capteurs NEMS en exploitant leurs 
caractéristiques d’interaction électromécaniques. Inversement à la PLL présentée 
précédemment où la fréquence de l’excitation suit la fréquence de résonance du NEMS, 
cette nouvelle méthode consiste à asservir la fréquence de résonance à une fréquence 
d’excitation fixe. Toutefois, ceci est basé sur le même schéma de contrôle du déphasage 
en boucle fermée. Comme la résonance est calée sur une consigne fixe, nous désignons 
cette technique par le terme « RLL » en référence à Resonance Locked Loop. Un 
avantage direct est tiré de cette méthode dans le cas des réseaux de NEMS où un seul 
générateur de fréquence est nécessité pour exciter les différents capteurs, contrôlés à la 
même résonance. Il existe plusieurs techniques qui permettent d’ajuster la fréquence 
d’un NEMS par l’intermédiaire d’une tension externe. Nous citons le contrôle 
électrothermique [Sym98], piézoélectrique [Mas07], capacitif [Bor03] ou 
électrostatique [Cle98]. C’est cette dernière technique qui fait l’objet de notre étude 
comme nos dispositifs sont déjà dotés de moyens d’actionnement électrostatique. 
La partie mécanique du système capteur est identique au cas précédent. La fréquence de 
résonance du NEMS dépend des paramètres de masse et de raideur sujets à des 
variations suite à des phénomènes physiques externes. Dans le cas d’une boucle PLL, la 
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fréquence d’excitation délivrée par le VCO tend à suivre cette fréquence de résonance 
tout en contrôlant le déphasage entre le signal du NEMS et celui de l’excitation à 2/pi−  
(valeur de référence). Dans le cas d’une boucle RLL, la variation de la fréquence de 
résonance est compensée par la modification contrôlée de la raideur électrostatique du 
NEMS. Ceci peut être créé par l’effet d’une tension de polarisation continue appliquée 
entre le composant mécanique et l’électrode d’excitation. Cette tension joue le rôle de la 
commande calculée en boucle fermée et donne une mesure de la perturbation agissant 
sur la fréquence de résonance.  
 
figure 4.23 Schéma illustrant le principe de fonctionnement d’une boucle RLL. La 
fréquence de résonance du capteur NEMS est contrôlée par la tension de polarisation V. 
Comme dans le schéma de la PLL, la sortie mesurable du système est déterminée par le 
déphasage ϕ∆  entre le signal délivré par le NEMS et le signal d’excitation à fréquence 
fixe ω . Le contrôle assuré par le régulateur )(sK  est donc conçu d’une manière à 
asservir ϕ∆  à sa valeur de référence 2/piϕ −=∆ ref  qui correspond à la valeur de 
résonance. Le principe de fonctionnement de la boucle RLL est illustré à la figure 4.23. 
Bien que l’ajustement électrostatique de la fréquence de résonance d’un NEMS peut 
être réalisé par l’intermédiaire d’une électrode unique, nous remarquons qu’il est plus 
avantageux d’utiliser deux électrodes disposées de part et d’autre du résonateur 
mécanique, exerçant deux forces statiques égales et opposées. D’une part, la tension de 
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seuil (pull-in) 2piV  provoquant l’instabilité du capteur est plus élevée, ce qui accorde un 
intervalle de contrôle (i.e. de détection) plus large ; d’autre part, comme le déplacement 
statique du résonateur est nul, les amplitudes d’oscillation du résonateur sont très faibles 
par rapport à la distance le séparant de l’électrode, ce qui résulte en une meilleure 
linéarité de la force électrostatique en fonction du déplacement (voir annexe E). 
 
figure 4.24 Configuration de contrôle électrostatique par deux électrodes. 
Dans le cas de la configuration à deux électrodes représentée dans la figure 4.24, 
l’équation dynamique des oscillations w  du résonateur est représentée V∀  par : 
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Cette expression indique une force de rappel électrostatique linéaire en fonction du 
déplacement w  dans l’hypothèse des faibles déplacements par rapport à g, ce qui 
modifie la raideur équivalente du NEMS. En conséquence, la fréquence de résonance 
passe de la fréquence naturelle 000 / mk=ω  à : 
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Le système représenté dans la figure 4.23 décrit un asservissement en boucle fermée du 
déphasage ϕ∆  mesuré entre le signal d’excitation v (de fréquence ω ) et la sortie du 
NEMS. En reprenant l’équation (4.7) qui décrit la dynamique de ϕ∆  en fonction des 
paramètres du NEMS, nous avons : 
 ( )ωδωωpiϕ −++−=∆ )()(
2 0
VsG  (4.22) 
où δωωω += )(0 Vres  est la fréquence de résonance contrôlée et perturbée par la 
variation δω  due aux phénomènes extérieurs à mesurer. ( )1)( +′= ssG τϕ  représente le 
modèle du déphasage en boucle ouverte. )/(1 0ξωϕ =′  est la pente de la variation du 
déphasage en fonction de la fréquence de résonance et )/(1 0ξωτ =  est la constante de 
temps d’amortissement de la réponse transitoire. Le schéma bloc du système contrôlé 
est illustré à la figure 4.25. δϕ  représente la différence entre ϕ∆  et sa référence tandis 
que δω  décrit l’action d’une perturbation rajoutée sur l’entrée du système G(s). Cette 
perturbation doit être compensée par la commande )(0 Vω  non linéaire en fonction de V. 
 
figure 4.25 Schéma bloc du système contrôlé par une boucle RLL. 
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Toutefois, le système peut être linéarisé autour du point de fonctionnement initial défini 
par 0== δϕδω , où la fréquence de résonance égalise la fréquence d’excitation pour 
une tension de polarisation initiale exprimée par 0V . Autour de ce point et en effectuant 
un développement de Taylor de premier ordre à )(0 Vω , on a : 
 uVV D+= )()( 000 ωω  (4.23) 
où  ( ) 00 VVVu <<−=  et )(
)(
00
0
2
2
2
00
0
V
V
VV
V
piVV ω
ωω −
=
∂
∂
=
=
D . 
D  détermine la sensibilité de la fréquence de résonance par rapport à la tension de 
polarisation. Pour un D  élevé, la compensation d’une large variation de la fréquence de 
résonance peut être effectuée par une faible variation de la tension u. En conséquence, la 
linéarisation considérée dans l’équation (4.23) est valable sur un large intervalle de 
mesure. Autour du point de fonctionnement, le schéma bloc du système est simplifié par 
le modèle équivalent à « faibles signaux » illustré à la figure 4.26. Comme dans le cas 
de la PLL, nous pouvons considérer un bruit de phase d ajouté en sortie. Le schéma de 
mesure est transformé en un problème d’asservissement, dans lequel la perturbation δω  
est mesurée par la commande u  multipliée par D− . Le régulateur K(s) est élaboré à 
partir de la méthode H∞ par « loop shaping » détaillée dans le paragraphe (4.2.2) de 
manière à garantir une bande passante élevée tout en réduisant le bruit de phase sur la 
commande. La robustesse aux incertitudes, aux variations paramétriques et aux non-
linéarités négligées dans la phase de modélisation, est aussi une spécification 
importante. 
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figure 4.26 Modèle équivalent à « petits signaux » du système contrôlé par RLL, 
opérant autour du point de fonctionnement. 
 Nous simulons le schéma de contrôle sur un NEMS du type nano-cantilever vibrant 
dans le plan (voir figure 4.27). Les dimensions et les paramètres du NEMS sont fournis 
dans le tableau 4.1. 
Longueur l 5 µm 
Largeur h 0,3 µm 
Epaisseur e 0,16 µm 
Gap g 0,2 µm 
Masse effective 0m  140 fg 
Raideur effective 0k  2,22 Nm-1 
Facteur de qualité Q 1700 
Fréquence naturelle 20,056 MHz 
Tension de seuil 35,4 V 
Sensibilité D  V/MHz72,0−≈  
tableau 4.1 Dimensions et paramètres du NEMS simulé. 
Le point de fonctionnement initial du capteur est défini par une fréquence de résonance 
exprimée par MHz65,19)( 00 == ωω V . Celle-ci est obtenue pour V1,72,00 == piVV . 
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figure 4.27 Schéma du nano-cantilever actionné dans le plan par deux électrodes. 
Les paramètres de )(sG  sont déterminés par 510.7,2 −=′−= ϕτ  et le système à 
contrôler est exprimé par )(sGD . Le pré-compensateur )(sWc  comporte une action 
intégrale pour le rejet des perturbations en échelon, un filtre du second-ordre pour la 
réduction du bruit de phase en hautes fréquences et un filtre à avance de phase pour 
assurer des bonnes marges de stabilité. Pour 20002 ×= piBP , )(sWc s’écrit par : 
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figure 4.28 Fréquence de résonance du NEMS (---) et sa mesure fournie par uD−  (―), 
u étant la variation de la tension de polarisation par rapport à la tension initiale 0V . 
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La résolution du problème H∞ conduit à une valeur 63,1min =γ , un correcteur C(s) du 
5ème ordre et un régulateur final K(s) du 9ème ordre. La bande passante est de 820 Hz et 
les marges de gain et de phase sont respectivement 16 dB et 82°. Les résultats de 
simulation sont illustrés à la figure 4.28 en considérant des échelons de ag4,1=mδ . 
4.5 Conclusion 
Nous avons présenté dans ce chapitre l’étude des capteurs à base de NEMS 
résonants au niveau du système global. Ceci inclut à la fois la structure 
électromécanique des résonateurs, la technique de mesure et le contrôle associé. Le 
choix de ces trois éléments est très important dans la conception d’un capteur 
performant et fiable. Dans la première partie du chapitre, nous considérons le schéma 
d’une PLL actionnant un capteur NEMS implémenté dans la boucle. Un modèle du 
système de mesure est élaboré traduisant le schéma en un problème d’asservissement et 
de rejet de perturbation classique. Après une brève description de la synthèse H∞ par 
« loop shaping », nous concevons une loi de commande qui permet d’améliorer les 
performances de la mesure (bande passante, asservissement et régulation, réduction du 
bruit de mesure) et de garantir une stabilité robuste du fonctionnement du capteur. Ceci 
a été expérimentalement validé, démontrant la fiabilité du modèle et les hautes 
performances atteintes au niveau de la rapidité de réponse et de la résolution du capteur. 
La même approche est ensuite étendue au cas d’un réseau dispersé de capteurs NEMS 
modifiant le modèle du système à contrôler en fonction des paramètres de 
dispersion. Les performances obtenues en simulation illustrent l’intérêt de ce contrôle 
robuste. Dans le cas d’une mesure multiple et simultanée assurée par un réseau de 
NEMS indépendants (détection de différents substrats, mesures différentielles, etc.), 
l’approche PLL nécessite l’utilisation de plusieurs VCO ultra-stables, encombrants et 
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couteux. Pour s’affranchir de ce problème, nous proposons dans la deuxième partie du 
chapitre une nouvelle technique de mesure. Cette technique que nous désignons par 
RLL (pour Resonance Locked Loop) est basée sur le principe d’asservissement de la 
résonance du NEMS à une fréquence de référence fixe, compensant ainsi ses variations 
dues aux changements extérieurs. Elle ne fait donc appel à aucun VCO mais 
uniquement à un générateur de fréquence fixe. Pour contrôler la fréquence de résonance, 
un schéma d’actionnement électrostatique est avancé, utilisant deux électrodes placées 
de part et d’autre du résonateur polarisé par la tension de commande. Ce schéma prouve 
une meilleure linéarité de la force de rappel électrostatique en fonction du déplacement 
ainsi qu’un intervalle élargi du fonctionnement stable du capteur. Une linéarisation de la 
fréquence de résonance en fonction de la tension de commande est effectuée autour 
d’un point de fonctionnement initial. La synthèse du régulateur est ensuite élaborée en 
suivant la même approche utilisée pour la boucle PLL.  
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Conclusion générale 
Aujourd’hui, les micro-technologies migrent systématiquement vers une nouvelle 
échelle nanométrique bénéficiant des performances des nano-systèmes émergents et de 
la capacité à les assembler sous forme de réseaux. Outre les optimisations qui 
s’effectuent au niveau physique et électronique, l’aboutissement à un dispositif 
performant et multifonctionnel passe par une démarche qui aborde sa conception au 
niveau système. Ce travail de thèse est orienté sur cette approche, étudiant les réseaux de 
NEMS dans leur globalité et en fonction des acteurs majeurs qui influencent leurs 
fonctionnements : dispersions, couplages, non-linéarités, contrôle, modes d’opération, 
etc. Tout en exploitant ces effets, des nouvelles architectures sont proposées en fonction 
des applications visées. Parallèlement, ce travail de thèse met en évidence l’importance 
de l’intégration des outils de contrôle, nécessitant une connaissance approfondie du 
système global et une modélisation fiable de son comportement.  
Le premier objectif de la thèse était d’exploiter un grand nombre de nano-
transducteurs distribués pour le contrôle des « micro-surfaces intelligentes ». Nous 
avons développé un contrôle dynamique réduit d’une microstructure continue en 
régulant les amplitudes des déformations dans l’espace modal. Ceci est fait en projetant 
les sorties des détecteurs sur quelques modes significatifs de la référence à suivre. 
L’avantage est la réduction du nombre de calculateurs intégrés à celui des modes à 
contrôler au lieu du nombre des actionneurs distribués. D’autant plus que ces derniers 
sont de préférence très nombreux afin d’accroitre la précision de l’asservissement. Cette 
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méthode qui s’appuie sur la représentation du système par une combinaison de modèles 
linéaires permet de fixer les dynamiques désirées en boucle fermée en utilisant les outils 
d’automatique linéaire. Bien que les régulateurs PID soient plus facilement 
implémentés, l’exigence de la robustesse envers les incertitudes, les variations 
paramétriques et les non-linéarités négligées fait appel à une loi de commande plus 
sophistiquée basée sur un retour d’états reconstruits (FSF-LTR). Des résultats de 
simulation démontrent les hautes performances achevées en termes de précision, de 
réduction de bruit de mesure, de rapidité de réponse, de robustesse et de stabilité. En 
utilisant la même approche, ce schéma peut être étendu à un réseau de nanostructures 
couplées formant une « surface intelligente discrète ». Ceci nous a incités à étudier les 
réseaux de NEMS offrant plusieurs applications attrayantes. 
Dans la deuxième partie de la thèse nous nous sommes donc focalisés sur la 
modélisation du fonctionnement des réseaux et ceci pour deux genres d’architectures. 
La première architecture consiste en un assemblage d’un très grand nombre de NEMS 
non couplés et à caractère résonant. L’objectif de ce réseau à une entrée (force 
d’actionnement commune) et une sortie (somme des réponses des composants) est de 
réaliser un macro-résonateur à haute fréquence et haute sélectivité à base de nano-
résonateurs synchronisés. Nos efforts se sont portés vers l’élaboration d’un modèle 
analytique décrivant la réponse globale impulsionnelle et fréquentielle du réseau tenant 
compte des dispersions inévitables entre les différents éléments le constituant. De plus, 
un brevet portant sur le fonctionnement de matrices différentes à réponses combinées a 
été déposé. Dans le cadre de la collaboration avec Caltech Institute (Etats-Unis) et du 
projet CARNOT NEMS du LETI, nous avons dimensionné et testé le premier réseau 
fonctionnel de nano-résonateurs intégrés à très haute densité (VLSI). Les résultats 
prouvent la fiabilité du modèle théorique et montrent une amplification du signal 
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détecté. Des travaux doivent encore être entrepris pour améliorer ces mesures réduisant 
le bruit de fond qui reste très important. Ceci pourrait être réalisé par l’intermédiaire 
d’une mesure différentielle entre deux matrices similaires mais de résonances 
différentes. Des réseaux identiques mis en cascade peuvent aussi être utilisés pour 
améliorer la sélectivité de la réponse globale face aux dispersions. 
Motivés par la nécessité de s’opposer aux effets de dispersion, la deuxième architecture 
que nous avons étudiée est celle d’un réseau de NEMS couplés. Pour ce type 
d’architectures, rares sont les études qui présentent une modélisation analytique du 
fonctionnement du réseau en fonction des différents paramètres qui rentrent en jeu : 
couplages, dispersions, nombre des résonateurs, etc. Persuadé de l’importance d’une 
telle démarche, nous avons procédé à une analyse théorique complète d’un réseau 
couplé à une ou deux dimensions, basée sur l’approche modale discrète. En s’appuyant 
sur cette étude, nous avons proposé un contrôle modal pour optimiser la réponse 
fréquentielle du réseau ou ajuster ses caractéristiques. Utilisant des transducteurs 
distribués séparément adressés, un moyen de réalisation par l’intermédiaire d’électrodes 
à polarisation ajustable est proposé contribuant à un filtre ou un oscillateur à fréquence 
variable. De plus, nous avons présenté une description analytique détaillée des effets de 
dispersion sur les caractéristiques fréquentielles du système à partir de la théorie de 
perturbations, indiquant les moyens possibles de réduire leur impact. Un brevet portant 
sur le contrôle modal des réseaux couplés est déposé. Cependant, ce réseau n’a jamais 
été pratiquement réalisé et des efforts doivent encore être menés pour une mise en 
œuvre parfaitement intégrable. L’estimation des valeurs propres modifiées par 
identification du réseau dispersé et la reconstruction des vecteurs propres sont des voies 
de recherche très intéressantes. Elles permettront d’ajuster correctement le schéma de 
transduction du réseau afin d’éliminer les distorsions dus aux dispersions. 
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Dans la dernière partie de ce mémoire est consacrée à l’utilisation des NEMS et de 
leurs réseaux dans des applications capteurs résonants. Dans le contexte d’une boucle 
PLL, nous avons déterminé le modèle du système à contrôler, transformant le problème 
de mesure en un schéma de rejet de perturbation classique. La fiabilité du modèle et 
l’efficacité du contrôle élaboré ont été expérimentalement validées sur un capteur 
NEMS unique. L’application pratique sur un réseau de NEMS demeure une perspective 
importante. Dans le cas de plusieurs capteurs distincts, nous avons proposé une 
configuration qui permet d’échapper à l’utilisation coûteuse des VCO. Cette 
configuration exploite les non-linéarités de l’actionnement électrostatique pour contrôler 
la fréquence de résonance et compenser les perturbations à mesurer. Néanmoins, les 
limites de cette approche dues au pull-in et aux phénomènes non-linéaires pouvant 
intervenir dans de tels systèmes doivent faire l’objet d’études complémentaires. 
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Annexe A 
Modélisation de la dynamique 
d’une micro-poutre 
On considère une micro-poutre rectangulaire encastrée-encastrée de longueur l  
d’épaisseur e  de largeur h soumise à une force linéique extérieure ),( txf  (figure A.1). 
 
figure A.1 Vue schématique d’une micro-poutre encastrée-encastrée. 
Le comportement mécanique de la micro-poutre obéit à l’équation différentielle : 
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où w(x,t) est le déplacement transversal à la position x de la direction longitudinale de la 
micro-poutre, E est le module d’Young, 12/)( 3heI =  est le moment d’inertie, b est le 
coefficient de frottement dû à l’interaction avec le fluide entourant, ρ  est la densité du 
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matériau qui compose la micro-poutre (dans notre cas, le Silicium), heS .=  est la 
section transversale et ( )( )txwT ,  est la tension liée à l’élongation de la poutre. 
A cette équation sont également associées les conditions aux limites. Dans le cas que 
nous traitons, on a affaire à des extrémités encastrées conduisant aux déplacements aux 
limites exprimés par : 
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La résolution de l’équation (A.1) peut être menée en effectuant une décomposition de 
),( txw  sur les modes propres de l’opérateur 44 / x∂∂  et en utilisant le principe de 
séparation des variables (temporelle et spatiale). Ceci se traduit par la formule suivante: 
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avec )()( xw k  étant les vecteurs propres, solutions de l’équation : 
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4)( )( kλ  sont les valeurs propres de l’opérateur 44 / x∂∂  associés aux vecteurs propres 
)()( xw k . Les fonctions solutions de l’équation (A.4) sont de la forme : 
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où A, B, C et D sont 4 constantes qui sont déterminées à partir des conditions aux 
limites cités dans l’équation (A.2) : 
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Une solution non triviale de ce système d’équations est donnée par l’équation suivante : 
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donc les )(kλ  sont solutions de l’équation exprimée par 0)cosh()cos(22 )()( =− ll kk λλ . 
Bien que le nombre des solutions (et par suite des modes propres) soit infini, nous 
limitons l’analyse à un nombre n de modes physiquement remarquables. 
Reprenant le système représenté dans (A.6), l’équation (A.5) devient : 
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Les fonctions )()( xw k  forment une base orthonormale. Soit : 
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Compte tenu des équations (A.3) et (A.4), l’équation (A.1) devient : 
 ),()()(
1
)()()()(
2
)(2
)()(4)()( txfaSwabw
dx
wd
awTwEIa
n
k
kkkk
k
kkkk
=





++−∑
=
&&& ρλ  (A.10) 
où )(ka&  et )(ka&&  sont la première et la deuxième dérivée de )(ka  par rapport au temps. 
En projetant (A.10) sur la base orthonormale des )(iw , on trouve : 
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Pour chaque mode i, nous aboutissons à une équation de la forme : 
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Ces équations peuvent être représentées sous forme matricielle par : 
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La tension )(wT  est donnée par l’équation suivante : 
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L’équation (A.14) devient donc : 
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A l’aide d’une intégration par partie et en tenant compte des conditions aux limites, on 
peut écrire : 
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Par suite, l’équation (A.16) s’exprime de la forme matricielle suivante : 
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conduisant à la forme matricielle de )(XN  : 
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L’équation matricielle de la dynamique de la poutre est finalement représentée par : 
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 (A.20) 
Le premier terme représente la force de rappel linéaire tandis que le deuxième 
correspond à une force de rappel non linéaire. Le troisième terme décrit les forces 
dissipatives et le quatrième correspond à l’inertie de la poutre. 
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Annexe B 
Choix des horizons d’observation 
et de commande (To et Tc) 
Considérons le système commandé par retour d’états reconstruits et défini par la 
représentation d’état suivante : 
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Les matrices F et Q définissent respectivement les gains du régulateur et de 
l’observateur. Le LTR dual asymptotique détermine les conditions nécessaires pour 
garantir la stabilité robuste du système bouclé (voir paragraphe (2.3.2)). Ces conditions 
sont résumées par deux étapes : 1) le choix de Q qui place les pn  pôles bfp  de xˆ  en 
boucle fermée (par Q) tel que i∀  et ω∀ , 
ibfpj −ω  soient supérieurs à ibopj −ω , 
bop  étant les pôles du système en boucle ouverte ; 2) le choix de F qui place zn  pôles 
de x  en boucle fermée (par F) sur les zn  zéros du système en boucle ouverte et le reste 
des pôles vers l’infini. Une simple stratégie du choix de ces pôles est proposée par De 
Larminat [DeL96]. Elle consiste à définir en un premier temps, un horizon 
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d’observation oT  qui détermine la dynamique du système en boucle fermée. Le choix 
des pôles de l’observateur se fait suivant trois règles successives (voir figure B.1) : 
1) Placer les pôles instables du système en boucle ouverte (à parties réelles positives) 
symétriquement par rapport à l’axe des imaginaires. 
2) Projeter les pôles du système en boucle ouverte et ceux qui résultent de la première 
règle sur l’axe vertical fixé sur oT/1−  lorsqu’ils sont situés à droite de cet axe. 
3) Placer les pôles de l’observateur sur les pôles du système en boucle ouverte situés à 
gauche de l’axe oT/1−  et sur ceux qui résultent des deux règles précédentes. 
 
figure B.1 Stratégie du placement des pôles de l’observateur  
Quand 0→oT , les pôles de l’observateur tendent vers l’infini conduisant à des 
dynamiques plus rapides mais des marges de retard inférieures. Ceci se traduit par une 
stabilité moins robuste. La matrice Q qui assure le placement des pôles de l’observateur 
aux valeurs désignées par la stratégie est ensuite calculée.  
Dans la deuxième étape, on définit un horizon de commande cT  qui joue le rôle d’un 
paramètre de restitution. Le choix des pôles du système bouclé par le régulateur se fait 
suivant quatre règles successives (voir figure B.) : 
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1) Placer les zéros instables du système en boucle ouverte (à parties réelles positives) 
symétriquement par rapport à l’axe des imaginaires. 
2) Projeter les zéros du système en boucle ouverte et ceux qui résultent de la première 
règle sur l’axe vertical fixé sur cT/1−  lorsqu’ils sont situés à gauche de cet axe. 
3) Placer zn  pôles du système en boucle fermée sur les zéros du système en boucle 
ouverte situés à droite de l’axe cT/1−  et sur ceux qui résultent des deux règles 
précédentes. 
4) Compléter les pôles du système en boucle fermée en plaçant le reste sur cT/1− . 
 
figure B.2 Stratégie du placement des pôles du système bouclé par le régulateur. 
Quand 0→cT , les pôles du système bouclé par le régulateur recouvrent un nombre 
supérieur de zéros en boucle ouverte tandis que le reste des pôles tend vers l’infini. Ceci 
entraîne une restitution plus exacte du transfert cible mais au détriment d’une 
commande plus bruitée. La matrice F qui assure le placement des pôles du système 
bouclé par le régulateur aux valeurs désignées par la stratégie est ensuite calculée. 
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Annexe C 
Choix des longueurs l1 des jauges 
piézorésistives 
Considérons le nano-cantilever de la figure C.1 ayant une longueur l et une section 
transversale rectangulaire de largeur h et d’épaisseur e. Une jauge piézorésistive dont 
les dimensions et la forme sont représentées aussi à la figure C.1, est placée sur la 
surface du nano-cantilever jouant le rôle de transducteur. 
 
figure C.1 Dimensions et formes du nano-cantilever et de la jauge piézorésistive. 
La déformation du nano-cantilever induit une même déformation de la jauge qui se 
traduit en une variation Rδ  de sa résistance tel que : 
 
000
)21(
r
r
l
l
R
R
ρ
δρδ
υ
δ
++=  (C.1) 
 170 
où 0R  est la résistance initiale du matériau, 0l  est sa longueur au repos égale à 
)2( 1 hl + , υ  est le coefficient de Poisson du matériau et 0rρ  est sa résistivité. lδ  et rδρ  
sont respectivement la variation de longueur et de la résistivité de la jauge suite à la 
déformation. Dans le cas des métaux, rδρ  est négligeable par rapport aux variations 
dimensionnelles et on a 2)21( ≈+ υ . 
Soit l’axe des positions x dans la direction de la longueur du nano-cantilever et ayant 
son origine au centre de la section transversale. Si le rayon de courbature de la section 
élémentaire dx est r comme c’est indiqué dans la figure C.2, nous avons θdrdx .=  à la 
ligne neutre (qui ne subit pas d’élongation). A la surface supérieure de la structure, le 
matériau est soit dilaté soit compressé et nous avons θderdxs ).2/( ±=  suivant la 
direction de la courbature. L’élongation élémentaire à la surface de la structure 
s’exprime donc par ( ) θδ deld .2/±= . Par suite, l’élongation totale sur la longueur 1l  de 
la jauge piézorésistive s’écrit par : 
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figure C.2 Section élémentaire d’un nano-cantilever et son élongation pour une flexion 
donnée. 
En ne considérant que le mode fondamental (premier mode), la déformation du nano-
cantilever s’écrit de la forme )().(),( )1()1( xwtatxw =  où )()1( ta  décrit l’amplitude 
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dynamique des vibrations et )()1( xw  représente le vecteur propre, illustré à la figure C.3 
décrivant les déplacements dans le premier mode. 
 
figure C.3 Le vecteur propre du premier mode normalisé par rapport au déplacement 
maximal (à l’extrémité libre). 
En conséquence, l’élongation de la jauge s’exprime par : 
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où )()1( xw ′′  est la dérivée seconde de )()1( xw  par rapport à x. Comme le cantilever est 
encastré à l’extrémité 0=x  (i.e. 0)0()1( =′w ), l’équation (C.3) devient : 
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où )()1( xw′  est la dérivée première de )()1( xw  par rapport à x. 
Comme la jauge piézorésistive est étalée sur deux branches (voir figure C.1), son 
élongation totale est égale à lδ2 . Par suite, la variation relative de sa résistance est 
exprimée par :  
 )()2(
)(.2
1
1
1
)1(
0
ta
hl
lwe
R
R
+
′
=
δ
 (C.5) 
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Considérons le réseau composé des 6 matrices de nano-cantilevers décrit dans le 
paragraphe (3.2.3) et notons par c leur indice. Pour le dimensionnement du réseau, nous 
supposons un cas idéal d’absence de dispersions entre les éléments de chaque matrice. 
Les transferts de ces 6 matrices présentent des fréquences de résonance différentes. Ceci 
est dû au fait que leurs constituants sont caractérisés par des longueurs nominales cl  
différentes ce qui résulte aussi en des vecteurs propres )()1( xwc  différents. Pour pouvoir 
combiner les réponses fréquentielles des différentes matrices, les gains de transduction 
entre les sorties mécaniques )(tac  et leurs mesures ( )0/ RRcδ  doivent être égaux, donc : 
 cte
hl
lw
llK cc =+
′
= )2(
)(
),(
1
1
)1(
1det  (C.6) 
Dans la figure C.4, nous traçons les courbes de ),( 1det llK c  en fonction de 1l  et ceci pour 
les 6 cl  nominales déterminées dans le paragraphe (3.2.3). La ligne verte correspond à 
la valeur maximale que nous pouvons obtenir en maintenant les 6 gains identiques. 
L’intersection entre les courbes et la ligne verte définit les longueurs 1l  à choisir. 
 
figure C.4 Les gains de transduction en fonction de 1l  pour les 6 cl  différents. 
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Annexe D 
Théorie des perturbations modales 
L'étude des valeurs propres et des vecteurs propres d'une matrice perturbée est un 
problème classique de la théorie des perturbations, détaillé dans [Wil88]. Soit le 
système initial « non-perturbé » défini par le problème standard des valeurs propres 
exprimé par : 
 
)(()(
..
kkk WWS λ=  (D.1) 
où )(kW  et )(kλ  sont respectivement les vecteurs propres et les valeurs propres connus 
de la matrice S pour tous les modes allant de nk →= 1 . Quand le système est 
« perturbé », la matrice S devient égale à SSS δ+=~  où les éléments non nuls de Sδ  
sont de très faibles valeurs par rapport aux éléments non nuls de S, ce qu’on note par 
SS <<δ . Nous limitons la résolution du problème à notre cas physique où Sδ  est 
indépendant du temps ( Sδ  résulte des erreurs de fabrication) et où )(kλ  sont des valeurs 
propres dites non-générées. En se limitant aux asymptotiques au premier ordre, nous 
posons les valeurs propres et les vecteurs propres de la matrice perturbée tels que : 
 
)()()(
)()()(
~
~
kkk
kkk WWW
δλλλ
δ
+=
+=
 (D.2) 
avec )()( kk WW <<δ  et )()( kk λδλ << . Ceci conduit à la mise en forme du problème 
standard des valeurs propres « perturbés » de la manière suivante : 
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 )).(()).(( )()()()()()( kkkkkk WWWWSS δδλλδδ ++=++  (D.3) 
En développant l’équation (D.3), on obtient : 
)()()()()()()()()()()()(
.......
kkkkkkkkkkkk WWWWWSWSWSWS δδλδλδλλδδδδ +++=+++  (D.4) 
Sachant que )()()( .. kkk WWS λ=  et en négligeant toutes les variations du deuxième ordre 
( <<2δ ), l’équation (D.4) se simplifie en : 
 
)()()()()()(
....
kkkkkk WWWSWS δλδλδδ +=+  (D.5) 
Pour résoudre le problème, nous utiliserons le fait que les vecteurs propres orthogonaux 
de la matrice S forment une base complète sur laquelle on peut projeter les variations 
)(kWδ . Ceci dit, on peut écrire : 
 ∑
=
=
n
i
i
ki
k WW
1
)()(
.εδ  (D.6) 
où kiε  sont des faibles constantes à déterminer. En utilisant l’équation (D.6) et 
l’équation (D.1), on obtient : 
 ∑
=
=
n
i
ii
ki
k WWS
1
)()()(
... λεδ  (D.7) 
En multipliant l’équation (D.5) à gauche par TkW )(  et en remplaçant )(kWδ  et )(. kWSδ  
par leurs formes représentées dans (D.6) et (D.7) respectivement, on obtient :  
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1
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 (D.8) 
Compte tenu de l’orthogonalité des vecteurs )(kW , on a donc : 
 
)()()(
1
)()()(
1
)()()(
.........
kTkk
kk
n
i
iTkk
ki
n
i
iTki
ki WWWWWW λελελε == ∑∑
==
 (D.9) 
En simplifiant par (D.9) dans l’équation (D.8), cette dernière devient de la forme : 
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)()()()()(
..
kTkkkTk WWWSW δλδ =  (D.10) 
Ceci conduit au premier résultat exprimant les variations des valeurs propres par : 
 
)()(
)()(
)(
.
.
kTk
kTk
k
WW
WSW δδλ =  (D.11) 
De l’autre côté, en multipliant l’équation (D.5) à gauche par TqW )(  tel que kq ≠  et 
tenant compte des équations (D.6) et (D.7) et de l’orthogonalité de la base, on obtient :  
 
)()()()()()()()(
.......
qTqk
kq
kTqqTqq
kq WWWSWWW λεδλε =+  (D.12) 
Par suite, la composante kqε  (de la variation )(kWδ  sur le vecteur )(qW ) s’exprime par : 
 ( ) )()()()(
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Ce qui conduit au deuxième résultat exprimant les variations des vecteurs propres par : 
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Annexe E 
Contrôle électrostatique par deux 
électrodes 
Rappelons le cas d’un actionnement électrostatique effectué par une seule 
électrode décrit dans le paragraphe (1.4.4). L’équation qui régit le comportement du 
résonateur est représentée par : 
 ( )2
2
0
00 2
)(
wg
vVA
wkwbwm
−
+
=++
ε
&&&
 (E.1) 
D’après l’équation (E.1), la tension de polarisation V résulte en un déplacement 
statique 0≠sw  calculé pour w&& , w&  et v nuls. Ce déplacement est stable si et seulement 
si V est inférieure à une tension seuil AgkVpi 0301 27/8 ε= . Pour [ ]1;0 piVV ∈ , le 
déplacement statique du NEMS appartient à l’intervalle de stabilité défini par [ ]3/;0 g . 
Quand le résonateur vibre en faibles amplitudes w~  par rapport au gap swg −  suite à 
une tension d’excitation ( Vv << ), l’équation (E.1) peut être approximée par : 
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2
2
0
00
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+
−
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≈+++
εεε&&&
 (E.2) 
Le troisième terme qui dépend de 2V  définit la force de rappel électrostatique linéaire 
en fonction du déplacement w~ . Toutefois l’hypothèse des faibles déplacements par 
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rapport à ( )swg −  est compromise par la valeur de sw  qui croit en fonction de V, ce qui 
remet en considération la linéarité de la force de rappel électrostatique. 
Dans le cas d’une configuration à deux électrodes représentée dans la figure E.1, 
l’équation dynamique du résonateur est représentée par : 
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&&&
 (E.3) 
 
figure E.1 Configuration de contrôle électrostatique par deux électrodes. 
Dans ce cas, le déplacement statique sw  est calculé pour 0=== wwv &&&  par : 
 ( ) ( ) 0
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2 22
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La solution de l’équation (E.4) consiste en trois états d’équilibre exprimés par : 
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s
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L’état qui correspond à 0=sw  est le seul état stable parmi les trois solutions, les deux 
autres ayant 0/ >∂∂ wFtot  quelque soit V. La limite de la stabilité du point 0=sw  est 
atteinte pour 0/ 0 =∂∂ =swtot wF  ce qui correspond à une  tension seuil définie par 
AgkV pi 0302 2/ ε=  supérieure à 1piV  obtenue dans le cas d’une électrode. 
 
figure E.2 Diagramme des forces mécaniques et électrostatiques et état d’instabilité dans 
la configuration de contrôle électrostatique par deux électrodes. 
Comme le point d’équilibre statique correspond à 0=sw , les amplitudes des vibrations 
w~  sont toujours faibles par rapport au gap constamment égal à g , ce qui permet 
d’écrire (E.3) sous la forme suivante : 
 w
g
AV
v
g
AV
wkwbwm ~2~~~ 3
2
0
2
0
00
εε
+−≈++ &&&  (E.6) 
En conséquence, la force de rappel électrostatique est toujours linéaire en fonction du 
déplacement w~ , V∀ . Toutefois, la raideur équivalente du NEMS reste un paramètre 
non linéaire en fonction de la commande définie par la tension de polarisation V. 
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Résumé 
Un des plus importants profits qu’on peut tirer des M/NEMS est la capacité de les 
fabriquer en grande masse permettant leur assemblage sous forme de réseau. Toutefois, 
de nombreux problèmes s’opposent à l’utilisation de ces systèmes tels que la complexité 
de leur contrôle, la non-uniformité et les couplages entre leurs éléments, les sources de 
bruits et de non-linéarités, etc.. Il est alors nécessaire de prendre en compte ces 
différents aspects dès la phase de conception, les corriger ou les exploiter, pour aboutir à 
des nouvelles architectures qui répondent aux exigences de hautes performances. 
En se servant d’un large réseau de nano-transducteurs, une contribution au contrôle 
d’une micro-surface « intelligente » est développée. La structure continue est ensuite 
remplacée par un réseau de NEMS dont le modèle est détaillé pour la première fois en 
tenant compte des dispersions entre les éléments. Des architectures de réseaux couplés 
sont proposées pour réduire les effets des dispersions, améliorant ainsi la sélectivité des 
filtres résultants. Basée sur le schéma de transductions distribuées, une nouvelle 
stratégie d’ajustement du filtre est élaborée par contrôle modal. Les différents réseaux 
(couplés ou non) peuvent être utilisés pour des applications capteurs où le système de 
mesure est modélisé en fonction de la technique utilisée et de la structure adoptée avant 
d’améliorer les performances par un contrôle approprié. Une nouvelle configuration 
exploitant les non-linéarités de transduction est proposée pour compenser et mesurer la 
variation de la fréquence de résonance permettant de réduire la complexité du système 
global. 
 
 
Abstract 
One of the most important benefits provided by M/NEMS is their ability to be 
fabricated in a massive way combining them into arrays. However, many problems limit 
the use of such systems such as control complexity, elements dispersion and couplings, 
non-linearities and noise sources, etc. Hence, it is crucial to take these features into 
consideration since the design stage, eliminating their effects or making advantage of 
them to make new architectures that achieve high performances. 
A contribution to flexible micro-structures control is developed using a large array of 
distributed nano-transducers. The continuous structure is then replaced by a NEMS 
array whose model is detailed for the first time in function of existing dispersions. 
Coupled arrays architectures are suggested in order to reduce the dispersions effects, 
enhancing by that the selectivity of the derived filters. Based on the distributed 
transductions scheme, a novel tuning strategy is elaborated by using modal control. The 
different arrays (coupled or not) can be used in sensing applications, where the 
measurement system is modelled depending on the used technique and on the chosen 
structure before improving the performances by appropriate control. A new 
configuration based on transduction nonlinearities is designed for variation 
compensation and measurement of a sensor resonance frequency allowing system 
complexity reduction. 
