This paper addresses the problem of filtering Interferometric Synthetic Aperture Radar signals both in presence of non-planar topography and different Doppler centroids, to mitigate geometrical decorrelation effects. The problem is space-variant; we assume knowledge about the scene topography and derive an optimal, Minimum Mean Square Error, filtering procedure. The algorithm is flexible and, beside the standard stripmap-stripmap interferometry, it may be applied to interferometric SAR data acquired in any operative mode: for instance in scan-scan, scan-strip and scan-spot interferometry. The scene topography contribution may be either derived from an external rough Digital Elevation Model or directly estimated from the SAR data. Experimental results carried out on real data confirm the validity of the theory and show that this filtering procedure allows us to obtain a reduction of the interferometric noise content. Its gain is particularly marked in the cases of steep topography, where application of the standard common band filters could deteriorate the signal quality, or for large Doppler Centroid shifts.
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In this paper we approach the same problem of IFSAR filtering in presence of a non-planar topography by a different viewpoint. The IFSAR filtering is formulated as a Minimum Mean Square Error (MMSE) estimation problem and this leads to design both the Space-Varying (SV-MMSE) linear filters in range and the MMSE filters in azimuth. The range SV filters are based on the knowledge of the scene topography (the DEM) and allow the estimation of the interferogram by maximizing the coherence values and therefore minimizing the noise content. The azimuth filters provide at one time the optimal antenna pattern whitening (hence they optimize the processed Doppler bandwidth) and the "best" rejection (in MMSE L2 norm) of the incorrelated contributes that may arise from different antenna pointing.
In the design of range filters by means of SV-MMSE, a matrix inversion should be necessary, theoretically at each new range bin. However, it is shown in the paper that the computational requirements may be strongly reduced by assuming, as for the CB case, a stationary white scene.
The resulting filtering scheme is very simple: it requires a proper data pre-whitening and, similarly to recently derived approximate [7] or heuristic [8] techniques, a counter phase-modulation and a subsequent space-invariant filtering.
Besides the fact that it is based on a MMSE criteria, the filtering procedure that is derived here is rather general and applies to SAR data acquired in any interferometric operative mode: for instance, stripmap-stripmap, scan-spotlight, etc.
For what concerns the design of azimuth filters, the matrix inversion is mandatory since the scene is filtered by the Azimuth Antenna Pattern (AAP) that is not white at all. However, due to negligible variation in azimuth of the Doppler Centroid Frequency (DCF), the filter are generally azimuth space-invariant, hence the computational complexity is not critical. Nonetheless, when DCF cannot be considered constant over the azimuth (for instance in non-sincronized Scan acquisitions or in presence of platform attitude instabilities) and the problem becomes azimuth non stationary, SV-MMSE filters could be easily derived by extending the range space-variant theory in the azimuth direction. Note that the computational requirements are mitigated in presence of white scenes also in this circumstances.
Processing real data relative to the ERS-1/2 SAR data has validated the whole theory and has shown that sensible improvements in terms of coherence can be obtained by applying both the range space-varying and the azimuth filtering, whereas CB may even introduce coherence losses depending upon the topographic variations. Improvements are much more evident in an additional experiment carried out by simulating the case of stripmap-scan interferometry. In this case we show that the space-varying filtering is the only viable procedure is able to increase the interferometric signal coherence and at the same time able to avoid the presence of aberrations caused by the 4 rejection of any useful component, as occurring in the commonly adopted CB filtering. A final remark concerns the DEM knowledge assumption which is not critical in Differential Interferometry (DIFSAR) because the scene DEM is always known to subtract the topography related phase term and, by so doing highlight the residual component that is associated with the surface displacement. On the other hand DEM knowledge may be demanding in the IFSAR technique where the DEM generation is the final processing goal. In this case the topography related phase modulation term that drives the filter pair is estimated, in the proposed algorithm, directly from the available noisy takes via a preliminary application of low resolution IFSAR processing. Therefore, the problem becomes non-linear. Experiments relative to this processing have been carried out and have shown that the filtering performances are mostly unchanged with respect to the results obtained by directly using the a-priori DEM knowledge.
2-Planar topography and Common Band filtering
Let start our analysis by considering the IFSAR signal pair following the focusing and the registration steps. Let us also refer to the one-dimensional range direction [1] : 
where r′ is the slant range coordinate, ( ) r z is the signal that models the scene reflectivity pattern in the slant range plane; ϕ is the phase change related to the different imaging geometry that depends upon the topographic profile [1] and induces a phase modulation in both the channels; 1 f and 2 f are the (post-focusing) SAR Impulse Response Functions (IRF) which hereafter will be referred to as onboard filters; 1 n and 2 n represent the unavoidable additive (thermal) noise contributions that we suppose to be mutually incoherent and white within the system bandwidths. Moreover, absence of any other known decorrelation source has been assumed. Finally, we have considered two different IRFs to account for possible miscellaneous acquisition modes: i.e., strip, scan and spot modes.
A widely used quantitative parameter that comprises all the decorrelation contributions and therefore the total interferometric phase noise content is represented by the coherence (the crosscorrelation coefficient):
where [] ⋅ E is the expected value. In particular it has been shown [10] [11] [12] (i.e., the interferometric phase) at a fixed range r ′ , is related to ( ) r ′ γ : the larger the latter, the more limited the power of the phase noise contribution. Let us now assume the scene to be stationary and white:
where 0 σ is the normalized scene Radar Cross Section [1] . With ( ) r f Z being the FT of ( ) r z we get:
that is, the incoherence between disjointed spectral components. Consider now the case of planar For our signals (1) and (2), by supposing the thermal noise contribution to be incoherent with ( ) r z , simple computation using (5) and (6) allows us to show that (3) can be rewritten as:
where γ n accounts for the thermal noise decorrelation as well as other decorrelation sources [1] .
Use of the Schwartz inequality enable us to demonstrate that the quantity in (7) (1) and (2), and extract only those common to both the channels as shown in fig.1 .
It is worth to note that the CB filtering allows maximizing the cross correlation and therefore minimizing the mean square distance between the two filtered signals [13] . Accordingly it is the MMSE (Wiener) filtering procedure based on the assumption that the scene is white, which is rather realistic, and that the topography is planar, that rarely occurs in the reality. Indeed, in the non-planar case, the phase modulation induces a wavenumber non-stationarity that renders infeasible such a simple useful signal and noise component separation. A simple form for the signal cross correlation as that in (7), that has been the basis for outlining the filtering procedure, cannot be derived due to the non stationarity nature of the problem. : here all the input components are common to both the channels in the received data whereas non common components are present in the output filtered data. In the case of foreshortening areas ( 0 > Ω t ) the CB filter pair fails to reject all the non common components: in this case there is no spatial resolution loss but the signal quality is not increased as much as it could. 
CB filter pair fails in this case to reject all the non common components present in the input data (underfiltering).
To have a quantitative feeling of the CB filtering quality degradation in presence of a spacevarying topography let us refer to the ERS satelite, whose sensor and orbit parameters are collected in Table I . From examining (6) and (7) the 24% of the total received bandwidth. On the other hand, whenever the terrain slope is of -10°, (6) and (7) show that only the 14% of the total system bandwidth should be filtered out: besides producing an evident spatial resolution loss, the CB filter bandwidth over-reduction for 0 = Ω t generates a coherence loss with respect to the maximum achievable coherence value. Finally, a topographic slope of 15° gives an intrinsic coherence value of 0.54: cutting out just the 24% of the total bandwidth allows us to achieve only γ =0.8. 
3-Problem formulation
Starting from (1) and (2), let us now address the real case of sampled signals by letting:
is the range sampling step, S F and c being the sampling frequency and speed of light, respectively. Let us consider the following discrete approximation of the continuous integrals in (1) and (2):
where we have assumed the first and second channel IRF's having a significant extension of 1 2 1 + K and 1 2 2 + K samples, respectively. The equivalent system block diagram is shown in fig.3 .
A remark regarding the sampling frequency is now in order. Let us suppose 1 B and 2 B to be the half the total bandwidth (in Hz) of the first and second channel IRFs. In order to avoid any aliasing between the frequencies imaged in the two channels, the sampling frequency should be chosen 9 accordingly to:
For an equal bandwidth system, we will set
(that is approximately twice the sampling frequency of the focused images). Note that this range oversampling of both the images is, in any case, required to allow correct sampling of the interference signal.
Fig.3:Interferometric SAR and filtering block diagram.
Suppose now 1 n and 2 n to be zero mean, stationary, independent white processes with the following self correlation functions
and ( ) i z a zero mean stochastic process independent on 1 n and 2 n . Moreover, with respect to the filtering of the second channel data, let us assume the following vector representation around the generic i range sample:
wherein M may be either of the order N to carry out a Full Data (FD) filtering or of the order 1 K to perform a Point by Point (PP) filtering thus reducing the computational complexity.
The covariance matrix of i γ , 1 n and 2 n are given by
wherein R I represents the R order identity matrix. 
and i Φ the following 1
diagonal matrix describing the phase change contributions:
Equations (9) and (10) may be rewritten in a concise vector form:
The filtering of ( ) 
Note that a joint minimization of min in agreement with the fact that zeroing as many signal components as we can, including those correlated, would certainly achieve the highest coherence value. On the other hand, by separating the estimation problem as in (19) and (20) we force both the estimators to retrieve the maximum number of coherent signal components thereby avoiding any bandwidth over-reduction and therefore any resolution loss.
4-Minimum Mean Square Error filtering
The solution of the problem in (19) may be easily found by applying the orthogonality principle [13] thus leading to:
that is:
Equation (23) is the most general expression of the optimum (Wiener) space-varying filtering.
First of all, it may be applied to any SAR system operative mode, i.e. scan, spot and stripmap;
moreover it may take advantage of some a-priori knowledge on the scene scattering properties in the zi C matrix. We note that the filter is composed of two space-varying factors, one of them requiring a matrix inversion: use of the PP approach allows in this case avoiding large matrix computation but the matrix inversion has to be locally performed.
As for the CB filtering procedure, we now assume the case of a white and stationary scene, i.e.,
this is a realistic assumption that accounts for a limited a-priori knowledge on the underlying scene scattering properties. In this case the SV-MMSE filtering is simplified as follows:
Accordingly, in the case of a stationary white scene, the IFSAR SV-MMSE filtering is composed of a space-variant factor, which does not require matrix inversions, and a space-invariant (Toepliz) component e 2 F . In the PP estimation the matrix inversion should be therefore performed only once.
On the other hand, for the FD approach, the inversion could be efficiently carried out in the spectral domain.
Further insight on the space-invariant term in (24) shows that it asymptotically approaches H accounting for a possible whitening factor emphasizing those signal components that are not completely suppressed by the noise, for instance those falling in the transition bandwidth of 2 f .
The final filtering procedure for the data at the second channel in (24) is extremely simple and can be summarized as follows: the data should be first pre-whitened, then a counter phase-modulation by the phase factors * * ι ι Φ Φ (that is, the total cross-channel phase change) is carried out and then a final filtering with the first (i.e., the other) channel IRF provides the filtered signal that is best correlated to the first channel data. Similar filtering is then applied to the data of the first channel.
It is instructive to note that, should we neglect the whitening factor, the resulting filtering would correspond to assuming ( ) ( ) This simple filtering procedure was derived in [7, 8] by essentially extending, via a local stationarity assumption, the results of the CB filter to the space-variant case: here it is derived from a general formulation that applies to any interferometric system and is shown to be "close" 2 to the MMSE solution for stationary white scene.
The dual filter to be applied to ( ) . Note that for equal IRF's it is not difficult to show that
We finally note that should we again neglect the pre-whitening factor, the presented filtering procedure would reduce to the CB filtering for a white scene and a planar topography in agreement with the discussions in sect. 2. As a matter of fact, the counter phase modulation indeed performs a data spectral shift and the subsequent filtering for the other channel IRF carries out a rejection of the incoherent spectral components.
5-The azimuth case
The SV-MMSE technique so far discussed has been applied as a one-dimensional range filtering.
The same technique can however be extended to filter-out the incorrelated contribution in azimuth, but with three major differences:
1. the azimuth spectral shift due to a sloping terrain is indeed negligible;
2. the acquired azimuth spectra are not white in the system bandwidth, due to the antenna gain;
3. a commonly constant shift between the two azimuth spectra may be introduced by a different antenna pointing, and/or sensor attitude.
Let us refer to the model assumed for range, sketched in Fig. 3 . This model can be extended to azimuth, by properly changing the modulation term, responsible of the slope-induced spectral shift, and the "on-board" filter. The spectral shift due to azimuth slopes, addressed in paper [7, 9] , is quite different from the range case, as a flat terrain introduces no shift, hence no decorrelation; moreover, a steep slope, say 10 o -20 o , is responsible of a shift in the order of tenths of Hz (depending on the baseline), that is a very small fraction of the azimuth bandwidth (1700 Hz for ERS).
Note that the Azimuth Antenna Pattern (AAP) here plays the role of the on-board filter, e.g. it shapes the bandwidth of the acquired reflectivity. However, unlike the on-board filter transfer function, the AAP is not at all flat.
If we ignore the small azimuth spectral shift and we properly account for the AAP, we need to be also efficient in removing aliasing, that is due to the folding of the AAP, hence it has a marked high-pass spectrum.
6-Experimental results
Presented experimental results are aimed at showing the performance of the proposed technique:
1) in presence of a non-planar terrain topography 2) in absence of external DEM knowledge 3) and the effects of the pre-whitening filter.
Topography related range space-varying filtering
We start by considering real SAR data relative to the tandem ERS-1/ERS-2 satellite acquired on 29 and 30 December 1995 over the Vesuvio volcano near Naples (Italy). The sensor parameters are collected in table I, the perpendicular baseline is 250 m.
In the upper image in fig.4 Images on the left column (flat area) shows that the CB and the SV-MMSE filtering procedure get equal improvements: the residual noise is mostly due to the scene decorrelation, mainly temporal changes and volume scattering. By comparing the 2 nd and 3 rd images on the right columns and by considering the phase jumps continuity we note that SV-MMSE performs better than CB on backslope areas. In addition to this, the latter introduces even more noise with respect to the unfiltered image (upper image on the right column in fig.4 ).
In the image in fig.5 we show a zoom on the foreslope area (F in fig.4 By using an averaging multilook window of 15x3 pixels in azimuth and range, the coherence maps corresponding to the starting, the CB and the space-varying filtering interferograms have been evaluated: they are shown in the upper, left and right images in fig.6 respectively. We see how the SV-MMSE filter allows uniformly higher coherence values to be obtained: the coherence maps are less contrasting and therefore they are less useful for thematic applications. A quantitative comparison is provided in Table II In particular notice that in the foreslope areas A2 and A3 ( mean range slope -20° and -23.6°) the coherence after CB filtering is even worse than that of original fringes, and this is in agreement with the discussion in sect.2 regarding the loading of incoherent components of the CB filtering. From (6) and (7) it is easy to show that the 11% of the total bandwidth should be filtered out thus giving a correlation increase of 0.07 which is congruent with the result of Additional insights on the SV-MMSE filtering performances may be perceived by looking at fig.7 where we plot the measured mean coherence versus the terrain slope for the original (dash line), BC (dot line) and SV-MMSE (continuous line) filtered signals. Here we note that the SV-MMSE filtering achieve a coherence gain that is mostly independent upon the topography whereas the CB filtering may even be worse than the original non-filtered images in back-slope regions.
Additionally, the histogram shows that in most of the image pixels CB and SV-MMSE filtering procedures achieves similar results; however, SV-MMSE performance gain over the CB filtering becomes apparent on mountainous areas, and this is of primary importance for the subsequent PhU fig.8 , whereas the coherence map are shown in Fig. 9 . Here the gain achieved by the proposed SV-MMSE filtering is more evident, since the useful bandwidth is always smaller than that of the full resolution datatake.
Moreover, we recognize that the bandwidth over-reduction of CB filtering may cause strong phase aberrations in steep regions, like the vertical phase stripes in the 2 nd image at the right hand column in fig.8 . In fig.10 we plot the curves of the coherence versus the terrain slope for the ERS-ASAR WSM interferometry (curves styles are as those of fig.7 ): here the SV-MMSE filtering achieves more significant improvements.
Synthetic fringe estimation from the available data
So far, we have assumed that the synthetic fringe pattern, required for SV-MMSE filtering is derived by an a-priori given DEM. Here we approach the problem of the estimate of this term starting from the data. We derived that estimate by means of a preliminary unwrapping of the noisy interferogram. The unwrapping is particularly useful for retrieving an approximated topography in steep regions, particularly in layover areas, where the interferogram signal is strongly corrupted by the non-linear wrapping operator. The initial 5x1 multilook averaged interferogram has been filtered by two passes of a 3x3 box median filter [15] . This, although generating a resolution loss, allows us to limit the noise effects and has a twofold beneficial action on the subsequent phase unwrapping and on the noise induced SV-MMSE filtering aberrations. The unwrapping is particularly useful for retrieving an approximated topography in steep regions, particularly in layover areas, where the interferogram signal is strongly corrupted by the non-linear wrapping operator. Moreover, the external DEM has been used as a flattening phase pattern thus avoiding the presence of large unwrapping phase errors. Results achieved in terms of local coherence measurements are collected in the last column in Table II . A plot of the coherence versus the terrain slope is depicted in fig.11 We note that indeed the counter phase modulation allowed to get slightly better results in agreement with the more detailed information content of the radar topographic over the available DEM as far as the SV-MMSE filtering problem is concerned.
As a last remark we note that, as the application of the pre-whitening filter did not show any significant improvement on the coherence gain, the procedure that we used to generate all the experimental results is the one that has the this processing option switched off. This fact can be explained by noting that standard imaging radar system has relatively small transition bandwidth and limited amplitude distortions in the pass-band in range direction.
Effects of the azimuth filtering
The azimuth MMSE filtering described in section 4 has been tested both on real and simulated 
