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Chapter 1
Introduction
1.1 Preliminary remarks
Originally, the notion of a relatively hyperbolic group was proposed by Gromov
[45] in order to generalize various examples of algebraic and geometric nature
such as fundamental groups of finite–volume non–compact Riemannian mani-
folds of pinched negative curvature, geometrically finite Kleinian groups, word
hyperbolic groups, small cancellation quotients of free products, etc. Gromov’s
idea has been elaborated by Bowditch in [13]. (An alternative approach was
suggested by Farb [37].) In the present paper we obtain a characterization of
relative hyperbolicity in terms of isoperimetric inequalities and adopt techniques
based on van Kampen diagrams to the study of algebraic and algorithmic prop-
erties of relatively hyperbolic groups. This allows to establish a background for
the subsequent paper [69], where we use relative hyperbolicity to prove embed-
ding theorems for countable groups.
Since the words ’relatively hyperbolic group’ seem to mean different things
for different people, we briefly explain here our terminology. There are two
different approaches to the definition of the relative hyperbolicity of a group
G with respect to a collection of subgroups {H1, . . . , Hm}. The first one was
suggested by Bowditch [13]. It is similar to the original Gromov’s concept and
characterizes relative hyperbolicity in terms of the dynamics of properly discon-
tinuous isometric group actions on hyperbolic spaces. (For exact definitions we
refer to the appendix).
In the paper [37], Farb formulated another definition in terms of the coset
graphs. In the simplest case of a group G generated by a finite set S and one
subgroup H ≤ G it can be stated as follows. G is hyperbolic relative to H if
the graph Γ̂(G,S) obtained from the Cayley graph Γ(G,S) of G by contracting
each of the cosets gH , g ∈ G, to a point is hyperbolic. In fact, the hyperbolicity
of Γ̂(G,S) is independent on the choice of the finite generating set S in G.
The two definitions were compared in [81], where Szczepan´ski showed that if
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a group G is hyperbolic with respect to a collection of subgroups {H1, . . . , Hm}
in the sense of Bowditch, then G is hyperbolic with respect to {H1, . . . , Hm}
in the sense of Farb, but not conversely. However, in [37] Farb do not simply
consider relatively hyperbolic groups. He introduces an additional (and central
in his theory) condition, the so–called Bounded Coset Penetration property (or
BCP, for brevity). It turns out that the notion of the relative hyperbolicity with
BCP in the sense of Farb is equivalent to the notion of the relative hyperbolicity
in the sense of Bowditch [13, 21, 31].
In order to define relative hyperbolicity of a group G with respect to a
collection of subgroups {H1, . . . , Hm}, the approaches of Farb and Bowditch
require G to be finitely generated as well as H1, . . . , Hm (although the last
assumption is rather technical). In the present paper we introduce a more
general definition which is based on relative isoperimetric inequalities. This
allows us to eliminate the assumption of the existence of finite generation sets
of G and H1, . . . , Hm as well as the assumption of the finiteness of the collection
of subgroups. Such a generalization is important in certain applications and,
in particular, allows to include the small cancellation theory over free products
(see [57, Ch. V, Sec. 9], [62, Ch. 11]) within the framework of the theory
of relatively hyperbolic groups. In case the group G is finitely generated, our
notion of relative hyperbolicity is equivalent to that of Bowditch and to that of
Farb with the BCP property.
Before stating the main theorems, let us survey certain motivating examples
for which, in particular, the results of our paper can be applied.
(I) Let Mn be a noncompact, complete, finite-volume Riemannian manifold
with (pinched) negative sectional curvature
−b2 ≤ K(Mn) ≤ −a2 < 0.
Then π1(M
n) is hyperbolic in the sense of Bowditch with respect to the col-
lection of cusp subgroups [37] (for the definition of cusp subgroups we refer to
[34]). The examples of such a type include, for instance, non–uniform lattices
in real R–rank one simple Lie groups.
(II) Let G be a C′(1/6)–small cancellation quotient of the free product of
groups X1, . . . , Xk (see [57, Ch. V, Sec. 9]). Then G is hyperbolic relative to
the natural images of subgroups Xi in G in the sense of Bowditch. This result
follows directly from our characterization of relative hyperbolicity in terms of
relative isoperimetric inequality and the Greendlinger Lemma [57] (see also [71]–
[73], where ’hyperbolic factorizations’ of free products are studied).
(III) Suppose that H1, H2, . . . , Hk are quasi–convex subgroups of a word
hyperbolic group G. Then G is hyperbolic with respect to the collection
H1, H2, . . . , Hk in the sense of Farb [42]. If, in addition, |H
g
i ∩Hj | <∞ when-
ever g /∈ Hi or i 6= j, then G is hyperbolic relative to H1, H2, . . . , Hk in the
sense of Bowditch [13, Theorem 7.11].
(IV) Yaman [85] characterized relatively hyperbolic groups as geometrically
finite convergence groups (see Appendix for definitions). More precisely, suppose
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that M is a non–empty perfect compact metric space and suppose that a group
G acts as a geometrically finite convergence group on M . Suppose also that
the stabilizer of each bounded parabolic point is finitely generated. Then G is
hyperbolic relative to the set of the maximal parabolic subgroups in the sense
of Bowditch and M is equivariantly homeomorphic to the boundary of G. In
the case of ordinary hyperbolic groups (i.e. in case the set of bounded parabolic
points of M is empty) this result was obtained by Bowditch [11].
(V) Recently Dahmani [32] proved combination theorem for relatively hy-
perbolic groups. This allowed to show that the limit groups introduced by Sela
[77] in his solution of the Tarski problem are hyperbolic in the sense of Bowditch
relative to their maximal abelian non–cyclic subgroups (see also [2]).
We also mention some examples of groups, which are hyperbolic in the sense
of Farb.
(VI) LetMod(S) denote the mapping class group corresponding to a surface
S. Using the isometric action of Mod(S) on the complex of curves introduced
in [48], Masur and Minsky proved that Mod(S) is hyperbolic relative to a finite
collection of stabilizers of certain curves in the sense of Farb [60]. However, in
most cases it is not hyperbolic in the sense of Bowditch. An alternative proof
can be found in [14]
(VII) Applying a technique related to small cancellation theory, Kapovich
[53] proved the relative hyperbolicity in the sense of Farb of some Artin groups of
extra large type with respect to certain families of parabolic subgroups. Another
result of this type was obtained by Bahls [4]. He showed that right-angled
Coxeter groups are relatively hyperbolic in the sense of Farb with respect to
natural collections of rank 2 parabolic subgroups.
(VIII) Finally we mention two combination theorems. If G is an HNN–
extension of a group H (respectively an amalgamated product of H1 and H2)
with associated (respectively amalgamated) subgroups A and B, then G is hy-
perbolic in the sense of Farb relative to H (respectively relative to {H1, H2}.
Moreover, if H is hyperbolic in the sense of Farb relative to {A,B} (respectively
H1 is hyperbolic in the sense of Farb relative to A and H2 is hyperbolic in the
sense of Farb relative to B), then G is hyperbolic in the sense of Farb relative
to A [68]. In particular, this allows to construct a finitely presented group G
which is hyperbolic in the sense of Farb relative to a hyperbolic subgroup H
and has undecidable word problem.
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1.2 Main results
In this section we discuss shortly the main results of our paper. We assume
the reader to be familiar with such notions as Cayley graph, Dehn function,
hyperbolic group, quasi–geodesic path, etc., and refer to the next chapter for
the precise definitions.
Let G be a group, X a subset of G, and H an arbitrary subgroup of G. For
simplicity we consider here the case of a single subgroup and refer to Section
2.1 for the general case. We say that X is a relative generating set of G with
respect to H , if G is generated by the set H ∪X .
In this situation there exists a canonical homomorphism
ε : F = H ∗ F (X)→ G,
where F (X) is the free group with the basis X . If Ker ε is a normal closure of
a subset R ⊆ N in F , we say that G has the relative presentation
〈X,H | R = 1, R ∈ R〉 (1.1)
The relative presentation (1.1) is finite if the sets X and R are finite. G is said
to be relatively finitely presented with respect to H , if it admits a finite relative
presentation. Note that G and H need not be finitely presented or even finitely
generated in the usual sense.
Similarly one can define the notion of a relatively finitely generated and a
relatively finitely presented group with respect to arbitrary collection of sub-
groups. We begin with the theorem, which shows some restrictions in case G is
finitely generated (in the usual sense) and is finitely presented with respect to
a collection of subgroups {Hλ}λ∈Λ (see Proposition 2.29 and Corollary 2.48).
Theorem 1.1. Let G be a finitely generated group, {Hλ}λ∈Λ a collection of
subgroups of G. Suppose that G is finitely presented with respect to {Hλ}λ∈Λ.
Then the following conditions hold.
1) The collection of subgroups is finite, i.e. card Λ <∞.
2) Each subgroup Hλ is finitely generated.
Definition 1.2. Given a finite relative presentation (1.1), we say that f : N→
N is a relative isoperimetric function of (1.1) if for every word W of length
‖W‖ ≤ n over the alphabet X±1∪H representing the identity in G, there exists
an expression
W =F
k∏
i=1
f−1i Rifi (1.2)
(with the equality in the group F ), where Ri ∈ R, fi ∈ F , and k ≤ f(n).
The minimal relative isoperimetric function of (1.1) is called the relative Dehn
function of G (with respect to H). We denote it by δrelG,H .
6
For instance, any finitely presented group G is relatively finitely presented
with respect to the trivial subgroup. In this case the corresponding relative
Dehn function coincides with the ordinary Denh function of G.
Example 1.3. We stress that the relative Dehn function is not always well–
defined, i.e., it can be infinite for certain values of the argument, since the
number of words of bounded relative length can be infinite. Indeed consider the
group
G = 〈a, b | [a, b] = 1〉 ∼= Z× Z
and the cyclic subgroup H generated by a. Clearly one can take X = {b}. It is
easy to see that the word Wn = [a
n, b] has length 4 as a word over H ∪ {b} for
every n. However, the minimal number of factors in the expression of type (1.2)
corresponding to Wn growths linearly as n → ∞. Thus we have δrelG,H(4) = ∞
for this relative presentation.
The definition of the relative Dehn function in case of arbitrary collection
of subgroups {Hλ}λ∈Λ is similar (see Section 2.3). Analogously to the case of
ordinary Dehn functions, if the relative Dehn function of G with respect to
{Hλ}λ∈Λ is finite for each value of the argument, it is independent of the choice
of a finite relative presentation up to some equivalence relation (Theorem 2.34).
Thus we can speak about the relative Dehn function of the pair G, {Hλ}λ∈Λ
by means of the corresponding equivalence classes. The next result is obtained
in Section 2.3 and provides us with necessary conditions for the relative Dehn
function to be well–defined.
Theorem 1.4. Let G be a group, {Hλ}λ∈Λ a collection of subgroups of G.
Suppose that G is finitely presented with respect to {Hλ}λ∈Λ and the relative
Denh function of G with respect to {Hλ}λ∈Λ) is well–defined. Then the following
conditions hold.
1) For any g1, g2 ∈ G, the intersection H
g1
λ ∩H
g2
µ is finite whenever λ 6= µ.
2) The intersection Hgλ ∩Hλ is finite for any g 6∈ Hλ.
The main reason for our study of relative Dehn functions is the following
characterization of relative hyperbolicity of finitely generated groups.
Theorem 1.5. Let G be a finitely generated group, {H1, H2, . . . , Hm} a collec-
tion of subgroups of G. Then the following conditions are equivalent.
1) G is finitely presented with respect to {H1, H2, . . . , Hm} and the corre-
sponding relative Dehn function is linear.
2) G is hyperbolic with respect to the collection {H1, H2, . . . , Hm} in the
sense of Farb and satisfies the BCP property (or, equivalently, G is hyperbolic
relative to {H1, H2, . . . , Hm} in the sense of Bowditch).
Theorem 1.5 allows to consider the definition below as a generalization of
Bowditch’s one.
Definition 1.6. We say that a group G is hyperbolic relative to a collection of
subgroups {Hλ}λ∈Λ if G is finitely presented with respect to {Hλ}λ∈Λ and the
relative Dehn function of G with respect to {Hλ}λ∈Λ is linear.
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Standard arguments show that if the relative Dehn function is subquadratic,
then, in fact, it is linear (Corollary 2.57).
Given a group G, a collection of subgroups {Hλ}λ∈Λ, and a finite relative
generating set X of G with respect to {Hλ}λ∈Λ, we denote by Γ(G,X ∪H) the
Cayley graph of G with respect to the generating set X ∪
( ⋃
λ∈Λ
Hλ
)
. It is easy
to prove that if the relative Dehn function of G with respect to {Hλ}λ∈Λ is
linear, then Γ(G,X ∪ H) is hyperbolic. A partially converse result is obtained
in Section 2.5.
Theorem 1.7. Suppose that a group G is finitely presented with respect to a
collection of subgroups {Hλ}λ∈Λ and the relative Dehn function of G with respect
to {Hλ}λ∈Λ is well–defined. Then the following conditions are equivalent.
1) The group G is hyperbolic relative to {Hλ}λ∈Λ.
2) The Cayley graph Γ(G,X ∪H) is a hyperbolic metric space.
If the group G is generated by a finite set X in the ordinary non–relative
sense, we can think of the Cayley graph of G with respect to X , Γ(G,X), as
a subgraph of the graph Γ(G,X ∪ H) defined above. Obviously these graphs
have the same set of vertices. Assuming the lengths of any edge of Γ(G,X)
and Γ(G,X ∪H) to have length 1, we get two combinatorial metrics distX and
distX∪H on Γ(G,X) and Γ(G,X ∪ H) respectively. The proof of the Theorem
1.5 given in the appendix is based on some results about the geometry of the em-
bedding of Γ(G,X) into Γ(G,X ∪H), which are proved in Chapter 3. Although
the proofs of these facts take a significant part of our paper, the theorems seem
to be too technical to formulate them here.
We also introduce and study the notion of relative quasi–convexity for sub-
groups of G in case G is finitely generated.
Definition 1.8. Let G be a group generated by a finite set X , {H1, . . . , Hm}
a collection of subgroups of G. A subgroup R of G is called relatively quasi–
convex with respect to {H1, . . . , Hm} if there exists a constant σ > 0 such that
the following condition holds. Let f , g be two elements of R, and p an arbitrary
geodesic path from f to g in Γ(G,X ∪ H). Then for any vertex v ∈ p there
exists a vertex w ∈ R such that
distX(u,w) ≤ σ.
In case G is hyperbolic relative to {H1, . . . , Hm}, this notion is independent of
the choice of the finite generating set of G (Proposition 4.10). A subgroup R is
called strongly relatively quasi–convex if, in addition, the intersections R ∩ Hgi
are finite for all i = 1, . . . ,m, g ∈ G.
The next three theorems are the relative analogues of well–known facts about
quasi–convex subgroups of ordinary hyperbolic groups (see Section 4.2). In these
theorems we suppose G to be a finitely generated group hyperbolic relative to
a collection of subgroups {H1, . . . , Hm}.
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Theorem 1.9. Let R a subgroup of G. Then the following conditions are equiv-
alent.
1) R is strongly relatively quasi–convex.
2) R is generated by a finite set Y and the natural embedding (R, distY )→
(G, distX∪H) is a quasi–isometry.
As a corollary, we obtain
Theorem 1.10. If R is a strongly relatively quasi–convex subgroup of G, then
R is a hyperbolic group.
Finally we show that the set of strongly relatively quasi–convex subgroups
is closed under intersections.
Theorem 1.11. 1 Let P and R be two strongly relatively quasi–convex subgroups
of G. Then P ∩R is strongly relatively quasi–convex.
Let us mention some applications of the technique developed in this paper to
the study of algebraic and algorithmic properties of relatively hyperbolic groups.
We say that an element g ∈ G is hyperbolic if g is not conjugate to an element of
one of the subgroups Hλ, λ ∈ Λ. In the next two theorems and their corollaries
we assume that G is an arbitrary (not necessary finitely generated) group that
is relatively hyperbolic with respect to a collection of subgroups {Hλ}λ∈Λ. The
proofs can be found in Sections 4.1, 4.3.
Theorem 1.12. There exist only finitely many conjugacy classes of hyperbolic
elements of finite order in G. In particular, the set of orders of hyperbolic
elements is finite.
Corollary 1.13. If G is residually finite and all subgroups Hλ are torsion free,
then G is virtually torsion free, that is G contains a torsion free subgroup of
finite index.
It is worth to notice that the assumption of residually finiteness is essential
in the last corollary. Indeed in Section 4.1 we construct an example of a (finitely
generated) group G hyperbolic relative to a torsion–free subgroup H such that
G is not virtually torsion–free.
Theorem 1.14. For any hyperbolic element g ∈ G of infinite order, there exist
λ > 0, c ≥ 0 such that
distX∪H(1, g
n) > λ|n| − c
for any n ∈ N.
1In the published version of the paper, this theorem was stated for quasi–convex subgroups
instead of strongly quasi–convex. Although the statement remains true for quasi-convex sub-
groups (see [49]), it is not proved here. We only prove it in the strongly relatively quasi-convex
case.
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It follows from the proof of Theorem 1.14 that every cyclic subgroup gener-
ated by a hyperbolic element of infinite order has finite index in its centralizer.
In other terms this was first proved by Tukia in [82]. We also show that the
constant λ in Theorem 1.14 can be chosen independently of g.
Corollary 1.15. If g is a hyperbolic element of G of infinite order and gk is
conjugate to gl for some k, l ∈ Z, then k = ±l
We note that the existence of an action of G on a hyperbolic graph such
that all edge stabilizers are trivial and every vertex stabilizer is conjugate to
Hi for some i (that is a ’weak’ form of hyperbolicity of G) is not sufficient for
the fulfilment of Theorems 1.12 and 1.14. The counterexamples are provided in
Sections 4.1, 4.3.
It is known that the word and the conjugacy problems are decidable in a
(finitely generated) group G hyperbolic with respect to {H1, . . . , Hm} provided
these problems are decidable for eachHi [20], [37]. Also if the conjugacy problem
is solvable in H1, . . . , Hm, then given g ∈ G and i ∈ {1, . . . ,m}, it is possible to
decide whether g is conjugate to an element of Hi [20]. Some of these results
are generalized in Sections 5.1, 5.2.
The application of our approach to the study of other algorithmic problems
leads to the following theorem.
Theorem 1.16. Let G be a group hyperbolic with respect to a collection of
recursively presented subgroups {H1, . . . , Hm}. Then each of the algorithmic
problems listed below is solvable in G whenever the word problem is solvable in
each of the subgroups H1, . . . , Hm.
1) The conjugacy problem for hyperbolic elements, that is, given two hyper-
bolic elements f, g ∈ G, to decide whether f and g are conjugate.
2) The order problem for hyperbolic elements, that is to calculate the order
of a given hyperbolic element g ∈ G.
3) The root problem for hyperbolic elements, that is, given an hyperbolic
element g ∈ G, to decide whether there exists a nontrivial root of g in G.
4) The power conjugacy problem for hyperbolic elements, that is to decide, for
any two hyperbolic elements g, f ∈ G, whether or not there exist two hyperbolic
conjugate powers of f and g.
Acknowledgements. The paper was written in part during the author’s vis-
its in Courant Institute of Mathematical Sciences, in spring 2002, and Vanderbilt
University, in fall 2002. I would like to thank Brian Bowditch, Benson Farb,
Mihail Gromov, Alexander Ol’shanskii, and Mark Sapir for useful conversations
and remarks.
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Chapter 2
Relative isoperimetric
inequalities
2.1 Relative presentations and length functions
We begin by introducing relative generating sets of groups with respect to fixed
collection of subgroups.
Definition 2.1. Let G be a group, {Hλ}λ∈Λ a collection of subgroups of G, X
a subset of G. We say that G is generated by X with respect to {Hλ}λ∈Λ (or,
equivalently, X is a relative generating set of G with respect to {Hλ}λ∈Λ) if G
is generated by the set
( ⋃
λ∈Λ
Hλ
)
∪X . We will always assume the set X to be
symmetrized, i.e., X = X−1.
In the above situation the group G can be regarded as the quotient group of
the free product
F =
(
∗λ∈ΛH˜λ
)
∗ F (X), (2.1)
where the groups H˜λ are isomorphic copies of Hλ, and F (X) is the free group
with the basis X . Let us denote by H the disjoint union
H =
⊔
λ∈Λ
(H˜λ \ {1}).
It is easy to see that F is generated by X ∪H.
Conventions and notation. By (X ∪ H)∗, we denote the free monoid
generated by X ∪H. Given W ∈ (X ∪H)∗, ‖W‖ denotes the length of the word
W , W denotes the element of G represented by W . Throughout this paper we
write U ≡ V to express letter–for–letter equality of two words U, V ∈ (X ∪H)∗
and write U =F V when U and V represent the same elements of the group F .
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To simplify our notation we identify words from (X ∪H)∗ and elements of the
group F represented by them. We also write xt for t−1xt and [x, t] for x−1t−1xt.
For every λ ∈ Λ, we denote by Sλ the set of all words over the alphabet
H˜λ \ {1} that represent the identity in F . Thus the group F can be defined by
the presentation
〈X,H | S = 1, S ∈
⋃
λ∈Λ
Sλ〉. (2.2)
The isomorphisms H˜λ and the identity map on X can be uniquely extended to
a homomorphism ǫ : F → G. We denote its kernel by N .
Definition 2.2 (Relative presentation). We say that the group G has the rel-
ative presentation
〈X,H | S = 1, S ∈
⋃
λ∈Λ
Sλ, R = 1, R ∈ R〉, (2.3)
with respect to the collection of subgroups {Hλ}λ∈Λ, where R ⊆ (X ∪ H)∗, if
N is the normal closure of the set R in the group F . It is convenient to assume
that R is symmetrized that is for every R ∈ R, the set R contains all cyclic
shifts of R and R−1.
For brevity, we use the following reduced record for the presentation (2.3)
〈X,Hλ, λ ∈ Λ | R = 1, R ∈ R〉, (2.4)
Definition 2.3. The relative presentation (2.4) is called finite if both the sets
R and X are finite. If there exists a finite relative presentation of a group G
with respect to a collection of subgroups {Hλ}λ∈Λ, we say that G is finitely
presented relative to {Hλ}λ∈Λ.
Example 2.4. Consider the amalgamated product
G = H1 ∗K=L H2
of two arbitrary groups H1, H2 associated to an isomorphism α : K → L
between subgroups K ≤ H1 and L ≤ H2. Then G has the relative presentation
〈H1, H2 | k = α(k), k ∈ K〉
with respect to {H1, H2}. If K is finitely generated, one can construct a finite
relative presentation for G with respect to {H1, H2}. Indeed it is sufficient to
impose the relations of type k = α(k) for all generators of K.
Example 2.5. If H is a group and α : A → B is an isomorphism between two
subgroups A,B ≤ H , then the corresponding HNN–extension has the relative
presentation
〈H | at = α(a), a ∈ A〉.
As above this relative presentation can be made finite in case A is finitely
generated.
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Definition 2.6. To each element g ∈ G, we assign its relative length with respect
to the collection of subgroups {Hλ}λ∈Λ of G (or simply relative length) |g|X∪H
that is the length of a shortest word from (X ∪ H)∗ representing g in G. This
length function induces the left–invariant relative distance function on G × G
by the rule
distX∪H(g, h) = |g
−1h|X∪H.
We note that the group G endowed with the relative metric is not always a
proper metric space, i.e., the closed balls can be infinite. It is easy to see that
G is proper if and only if cardΛ <∞ and all subgroups Hλ are finite.
It is clear that this distance strongly depends on the choice of the set X and
the collection of subgroups. However, if the collection of subgroups {Hλ}λ∈Λ is
fixed and G is finitely generated with respect to {Hλ}λ∈Λ, then the asymptotic
behavior of the distance function is essentially independent of the choice of a
finite relative generating set. This can be expressed in the following way.
Definition 2.7. Two metrics dist1 and dist2 on the same space are called
Lipschitz equivalent if the ratios dist1/dist2 and dist2/dist1 are bounded when
they are considered as functions on the Cartesian square of the space minus the
diagonal.
The proposition below is the relative analogue of the well known property
of ordinary word metrics on finitely generated groups.
Proposition 2.8. Let G be a group, {Hλ}λ∈Λ a collection of subgroups of G.
Suppose that X and Y are two finite relative generating sets of G with respect
to {Hλ}Λ. Then the corresponding distance functions distX∪H and distY ∪H are
Lipschitz equivalent.
Proof. Let us take an arbitrary element g ∈ G. Suppose that W ∈ (Y ∪ H)∗ is
a shortest word representing g. For every y ∈ Y , we fix a word Vy ∈ (X ∪ H)∗
that represents y. Put
M = max
y∈Y
‖Vy‖.
As the set Y is finite, we have M <∞.
If we consider the word U ∈ (X ∪H)∗ that is obtained from W by replacing
all letters y ∈ Y with the corresponding words Vy, then
‖U‖ ≤M‖W‖ =M |g|Y ∪H.
Finally we have
|g|X∪H ≤ ‖U‖ ≤M |g|Y ∪H.
The reverse inequality can be obtained in the analogous way. The proposition
is proved.
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2.2 Geometry of van Kampen diagrams over rel-
ative presentations
Our study of properties of relatively hyperbolic groups is based on the com-
binatorial geometry of van Kampen diagrams over relative representations. In
this section we collect definitions and some technical facts about the diagrams
which are used in what follows.
Definition 2.9. Recall that a planar map ∆ over a presentation
〈Z | P〉 (2.5)
is a finite oriented connected simply–connected 2–complex endowed with a la-
belling function φ : E(∆)→ Z±1, where E(∆) denotes the set of oriented edges
of ∆, such that φ(e−1) = (φ(e))−1. The label of a path p = e1 . . . en is, by def-
inition, the word φ(e1) . . . φ(en). By length l(p) we mean the number of edges
in p. Given a cell Π of ∆, we denote by ∂Π the boundary of Π; similarly, ∂∆
denotes the boundary of ∆. The labels of ∂Π and ∂∆ are defined up to a cyclic
permutation.
Definition 2.10. A map ∆ over a presentation (2.5) is called a van Kampen
diagram over (2.5) if the following holds. For any cell Π of ∆, the boundary
label φ(∂Π) is equal to a cyclic permutation of a word P±1, where P ∈ P .
Sometimes it is convenient to use the notion of 0–refinement in order to assume
diagrams to be homeomorphic to a disc. We do not explain here this notion
and refer the interested reader to [62, Ch. 4].
The van Kampen lemma states that a word W over the alphabet Z±1 rep-
resents the identity in the group given by (2.5) if and only if there exists a
simply–connected planar diagram ∆ over (2.5) such that φ(∂∆) ≡W [57].
Dealing with diagrams over relative presentations we will divide the set of
2–cells into two parts as follows.
Definition 2.11. Let ∆ be a van Kampen diagram over the relative presenta-
tion (2.3). A cell Π of ∆ is called an Sλ–cell if it corresponds to a relator from
Sλ. A cell Π is called an S–cell if it is an Sλ–cell for some λ ∈ Λ. Obviously for
any S–cell, the label of its boundary represents 1 in the group F . Similarly we
call Π an R–cell if it corresponds to a relator from R.
Definition 2.12. Given a van Kampen diagram ∆ over (2.3), we denote by
NR(∆) (respectively by NS(∆)) the number of R–cells (respectively S–cells) of
∆. We define the area of ∆ by the formula
Area(∆) = NR(∆) +NS(∆).
Definition 2.13. The type of the diagram ∆ is the triple τ(∆) =
(NR(∆), NS(∆), cardE(∆)). We fix the lexicographic order on the set of all
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Figure 2.1: Types of edges in diagrams.
triples, that is,
(a1, b1, c1) ≤ (a2, b2, c2)⇐⇒
(a1 < a2) ∨ (a1 = a2 ∧ b1 < b2) ∨ (a1 = a2 ∧ b1 = b2 ∧ c1 ≤ c2).
We will exploit the following classification of edges of van Kampen diagrams
over group presentations.
Definition 2.14. A (non–oriented) edge e of a diagram ∆ is called internal if
it is a common edge of two cells of ∆; otherwise e is called external. Thus the
union of all external edges forms the boundary ∂∆ of the diagram ∆. Further
an external edge e is called an external edge of the first type if e belongs to the
boundary of some cell of the diagram; otherwise e is called an external edge of
the second type.
The notions introduced in Definition 2.14 are illustrated on Fig. 2.1. The
edges e1, . . . , e5 are external, the edge d is internal. More precisely, e1, . . . , e4
are external edges of the first type and e5 is external of the second type.
Lemma 2.15. Let ∆ be a van Kampen diagram over (2.3). Suppose that ∆
has the minimal type among all van Kampen diagrams over (2.3) with the same
boundary label. Then every internal edge of ∆ belongs to the boundary of some
R–cell of ∆.
Proof. Let e ∈ E(∆) be an internal edge. Suppose that e does not belong to the
boundary of any R–cell of ∆. Then there are two possibilities (see Fig. 2.2):
either e is a common edge of two distinct Sλ–cells Π1 and Π2 or there is an
Sλ–cell Π in ∆ such that
∂Π = ed1e
−1d2,
where d1 and d2 are cycles in ∆ (one of them may be trivial) and one of the
cycles d1, d2, say d2, is contained in the part of the diagram bounded by the
other one. In the first case let
∂Π1 = ec1, ∂Π2 = c
−1
2 e
−1.
Note that the label of the path c1c
−1
2 (respectively d1) consists of letters from
H˜λ and represents 1 in F . Since Sλ contains all words over H˜λ that represents
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Figure 2.2: Two cases in the proof of Lemma 2.15.
the identity in the group F , we can replace the cells Π1, Π2 (respectively the
cell Π) with the cell Σ with the boundary c1c
−1
2 (respectively d1). In both cases
the type of the diagram decreases and we get a contradiction.
Corollary 2.16. Let ∆ be a van Kampen diagram over (2.3). By S(∆) we
denote the set of all S–cells of ∆. Suppose that (2.3) is relatively finite and ∆
has the minimal type among all van Kampen diagrams over (2.3) with the same
boundary label. Then we have∑
Π∈S(∆)
l(∂Π) ≤MNR(∆) + l(∂∆), (2.6)
where M = max
R∈R
‖R‖.
Proof. Let R(∆) denote the set of all R–cells of ∆. According to Lemma 2.15,
the number of all (non–oriented) edges of ∆ satisfies the inequality
card E(∆) ≤
∑
Ξ∈R(∆)
l(∂Ξ) + l(∂∆) ≤MNR(∆) + l(∂∆).
This implies (2.6) as every edge of ∆ belongs to the boundary of at most one
S–cell.
Definition 2.17. The Cayley graph Γ = Γ(G,Z) of a group G generated by a
set Z is an oriented labelled 1–complex with the vertex set V (Γ) = G and the
edge set E(Γ) = G × Z. An edge e = (g, s) ∈ E(Γ) goes from the vertex g to
the vertex gs and has the label φ(e) = s. As usual, we denote the origin and
the terminus of the edge e, i.e., the vertices g and gs, by e− and e+ respectively.
Given a combinatorial path p = e1e2 . . . ek in Γ, where e1, e2, . . . , ek ∈
E(Γ), we denote by φ(p) its label. As in the case of diagrams, φ(p) =
φ(e1)φ(e2) . . . φ(ek). By p− = (e1)− and p+ = (ek)+ we denote the origin and
the terminus of p respectively. A path p is called irreducible if it contains no
subpaths of type ee−1 for e ∈ E(Γ). A subpath q of p = e1e2 . . . ek is a path
of type eiei+1 . . . ej for some 1 ≤ i ≤ j ≤ k. (So we always assume p and q to
have compatible orientations, that is, starting from p− and passing along p, we
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first meet the vertex q− and then q+.) The graph Γ can be regarded as a metric
space if we endow it with a combinatorial metric. This means that the length
of every edge of Γ is assumed to be equal to 1.
In this paper we denote by Γ(G,X ∪ H) the Cayley graph of the group G
given by (2.3) with respect to the generating set X ∪ H. Note that every van
Kampen diagram ∆ over (2.3) can be mapped to Γ(G,X∪H) in such a way that
the mapping preserves labels and orientation. Taking into account this remark,
we will often consider configurations in the Cayley graph Γ(G,X ∪ H) instead
of the treating the corresponding van Kampen diagrams.
Now we are going to introduce an auxiliary terminology, which plays an
important role in our paper.
Definition 2.18 (Hλ–subwords). Given a word W ∈ (X ∪ H)∗, we say that a
subword V of W is an Hλ–subword if V consists of letters from H˜λ. An Hλ–
subword of W is called an Hλ–syllable if it is maximal, i.e., it is not contained
in a bigger Hλ–subword of W .
As usual, by a cyclic word W we mean the set of all cyclic shifts of W . As
in the case of ordinary words, we say that subword V of a cyclic word W is a
Hλ–subword if it is an Hλ–subword of a certain cyclic shift of W . A maximal
Hλ–subword of a cyclic word W is called an Hλ–syllable.
Definition 2.19 (Hλ–components). Let q be a path (respectively cyclic path)
in Γ(G,X ∪H). A subpath p of q is called an Hλ–subpath, if the label of p is an
Hλ–subword of the word φ(q) (respectively cyclic word φ(q)). A component (or
more precisely an Hλ–component) of q is an Hλ–subpath p such that the label
of p is an Hλ–syllable of the the word φ(q) (respectively cyclic word φ(q)).
Definition 2.20 (Connected components). Two Hλ–components p1, p2 of a
path q (cyclic or not) in Γ(G,X ∪H) are called connected if there exists a path c
in Γ(G,X∪H) that connects some vertex of p1 to some vertex of p2 and φ(c) is a
word consisting of letters from H˜λ. The path c is called an Hλ–connector. Note
that this is equivalent to the requirement that for any two vertices v1 and v2
of p1 and p2 respectively there exists a connector c such that c− = v1, c+ = v2.
(In algebraic terms this means that these two vertices belong to the same coset
gHλ.) Clearly we can always assume that c consists of a single edge, as every
element of Hλ is included in the set of generators.
Sometimes we will also speak about connected Hλ–syllables in a word W ∈
(X ∪ H)∗ (cyclic or not). By these we mean two Hλ–syllables U, V of W such
that the corresponding components of some (or, equivalently, of any) path in
Γ(G,X ∪H) labelled W are connected.
Definition 2.21 (Isolated components). AnHλ–component p of a path q (cyclic
or not) is called isolated if no (distinct) Hλ–component is connected to p. The
notion of an isolated Hλ–syllable of a word W ∈ (X ∪ H)∗ is defined in the
obvious way.
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Figure 2.3: The path corresponding to the word W ≡ a2ata3.
Example 2.22. Let us consider the Baumslag–Solitar group
BS(1, 2) = 〈a, t | at = a2〉.
Set H = 〈a〉 and consider the word W ≡ a2ata3. Then the H–syllables a3 and
a2 are connected since at represents the same element of G as a2 (see Fig. 2.3).
The H-syllable a of W is isolated.
In the next sections we will often use the following result without any refer-
ences. The proof follows from the definitions in the obvious way.
Lemma 2.23. Let p be a geodesic path in the Cayley graph Γ(G,X ∪H). Then
every component of p is isolated.
Definition 2.24. A relative representation (2.3) of a group G with respect to
a collection of subgroups {Hλ}λ∈Λ is called reduced if each relator R ∈ R has
minimal length among all words from (X ∪H)∗ representing the same element
of the group F . In particular this means that for any λ ∈ Λ and any R ∈ R,
every Hλ–syllable of R consists of a single letter. Without loss of generality we
may assume all relative presentations under consideration to be reduced.
The next lemma shows that, without loss of generality, we can assume finite
relative presentations to be reduced.
Definition 2.25. For every λ ∈ Λ, we denote by Ωλ the subset of all elements
g ∈ Hλ such that there exists a relator R ∈ R, and an Hλ–syllable V of R such
that V represents g in G. We also put
Ω =
⋃
λ∈Λ
Ωλ.
It is important that the set Ω is finite, whenever the set R is finite.
Definition 2.26 (Relative area of a cycle in the Cayley graph). Let q be a
cycle in the Cayley graph Γ(G,X ∪H). We define its relative area, Arearel(q),
with respect to the presentation (2.3) as the minimal number NR(∆) of R–
cells among all van Kampen diagrams ∆ over (2.3) with the boundary label
φ(∂∆) ≡ φ(q).
Now we are ready to formulate the main lemma of this section. Although
Lemma 2.27 is quite trivial, it allows to obtain some important results on groups
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Figure 2.4: Two cases in the proof of Lemma 2.27; the component p′i is marked
by the thick line.
given by finite relative presentations (see, for example, Proposition 2.29 and
Theorem 2.36 below). Recall that for a word W ∈ (X ∪ H)∗, W means the
element of G represented by W .
Lemma 2.27. Suppose that a group G is given by the reduced finite relative
presentation (2.3) with respect to a collection of subgroups {Hλ}λ∈Λ. Let q be a
cycle in Γ(G,X ∪ H), p1, . . . , pk a certain set of isolated Hλ–components of q.
Then
φ(pi) ∈ 〈Ωλ〉 (2.7)
for any i = 1, . . . , k. Moreover, the lengths of the elements φ(p1), . . . , φ(pk) with
respect to the generating set Ωλ of the subgroup 〈Ωλ〉 satisfy the inequality
k∑
i=1
|φ(pi)|Ωλ ≤M · Area
rel(q), (2.8)
where
M = max
R∈R
||R||.
Proof. Changing the enumeration of the components p1, p2, . . . , pk if necessarily,
we may assume that q = p1q1p2q2 . . . pkqk for some paths q1, . . . , qk in Γ(G,X ∪
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H). By Q we denote the set of all irreducible cycles q′ with the same initial
point as q in Γ(G,X ∪H) such that q′ can be represented as
q′ = p′1q1p
′
2q2 . . . p
′
kqk, (2.9)
where p′1, p
′
2, . . . , p
′
n are some Hλ–components of q
′ satisfying the conditions
(p′i)− = (pi)− and (p
′
i)+ = (pi)+ for i = 1, 2, . . . , k. In particular, we have
φ(p′i) = φ(pi) for any i = 1, . . . , k. Note that for any q
′ ∈ Q, the subpaths
p′1, p
′
2, . . . , p
′
k are isolated Hλ–components of q
′. By D we denote the set of all
diagrams ∆ over (2.3) such that φ(∂∆) ≡ φ(q′) for some q′ ∈ Q.
Now let ∆ be a diagram of minimal type in D. To simplify our nota-
tion we will identify the boundary of ∆ with the corresponding cycle q′ =
p′1q1p
′
2q2 . . . p
′
kqk in Γ(G,X ∪ H). We are going to show that every edge of
subpaths p′1, p
′
2, . . . , p
′
k of ∂∆ belongs to the boundary of some R–cell.
Suppose this is not true; then there are two possibilities: either a certain
p′i contains an external edge of the second type, or at least one S–cell has a
common edge with p′i.
Case 1. First assume that a certain component p′i, contains an external
edge d of the second type. Then ∂∆ = dc2d
−1c1. Since p
′
i is isolated, the cycle
dc2d
−1 is a subpath of p′i (see Fig. 2.4). As q
′ is irreducible, the subdiagram Σ
bounded by the cycle dc2d
−1 contains at least one cell. However, this contradicts
to our choice of ∆ as we can decrease the type of the diagram by eliminating
the subdiagram Σ.
Case 2. Now assume that some S–cell Π has a common edge with p′i for some
i. Obviously Π is an Sλ–cell. Let ∂Π = e
−1r, where e is the largest common
subpath of p′i and ∂Π, and let ∂∆ = tp
′
i, where p
′
i = s2es1 (see Fig. 2.4). Then
we can decrease the type of the diagram by passing to the subdiagram bounded
by the paths ts2rs1, which obviously belongs to Q. Thus we get a contradiction
again.
Therefore, each edge of any subpath p′i of ∂∆ belongs to the boundary of
some R–cell of ∆. Since we assumed (2.3) to be reduced, the length of any
Hλ–component of any R ∈ R equals 1 and so the element represented by the
label of any edge of any p′i belongs to Ωλ. This gives (2.7). Finally, by our
choice of ∆, we have NR(∆) ≤ Arearel(q). Hence the total number of edges of
p′1, p
′
2, . . . , p
′
k satisfies the inequality
k∑
i=1
l(p′i) ≤MNR(∆) ≤MArea
rel(q),
which yields (2.8). The lemma is proved.
Note that for any path q in Γ(G,X ∪ H), every Hλ–component p of q is
contained in the unique maximal system of connected Hλ–components of q. In
the next section we will use the following corollary of Lemma 2.27.
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Figure 2.5: The decomposition of the cycle q in the proof of Corollary 2.28.
Corollary 2.28. Suppose that a group G is given by the reduced finite relative
presentation (2.3). Let q = pr be a cycle in the Cayley graph Γ(G,X ∪ H),
where p an Hλ–component of q for some λ ∈ Λ. Let p, p1, p2, . . . , pl be the
corresponding maximal system of connected Hλ–components of q. Then
φ(p) ∈ 〈φ(p1), φ(p2), . . . , φ(pl),Ωλ〉. (2.10)
Proof. Without loss of generality we may assume that
r = r1p1 . . . rlplrl+1
for some paths r1, . . . , rl + 1. Let c1, . . . , cl+1 be edges in Γ(G,X ∪H) labelled
by elements of H˜λ such that
(c1)− = p+, (cl+1)+ = p−,
and
(ci)+ = (pi)−, (ci+1)− = (pi)+
for i = 1, . . . , l (see Fig. 2.5).
Let us consider cycles qj = cjr
−1
j . Since the system p, p1, . . . , pl is maximal,
it follows that cj is an isolatedHi–component of qj for every j. Applying Lemma
2.27 for cycles qj , j = 1, . . . , l+ 1, we obtain
φ(cj) ∈ 〈Ωλ〉.
This immediately implies (2.10) since p = (c1p1 . . . clplcl+1)
−1.
Applying Lemma 2.27, we can prove the following.
Proposition 2.29. Let G be a group, {Hλ}λ∈Λ a collection of subgroups of G.
Suppose that G is generated by a finite set X in the ordinary non–relative sense
and is finitely presented with respect to {Hλ}λ∈Λ. Then each subgroup Hλ is
generated by Ωλ. In particular, Hλ is finitely generated.
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Proof. Suppose that G is given by a reduced finite relative presentation (2.3).
Let us fix λ ∈ Λ. For every nontrivial element h ∈ Hλ, there is a word W over
X such that W = h in G. Let us consider a cycle q = pr in Γ(G,X ∪ H) such
that φ(p) = h and φ(r) ≡W−1. Clearly p is an isolated Hλ–component of q as r
contains no edges labelled by elements of H˜λ. Applying Lemma 2.27 for k = 1,
p1 = p, we obtain h ∈ 〈Ωλ〉. Therefore Ωλ generates Hλ. As the presentation is
finite, the set Ωλ is finite and the proposition is proved.
2.3 Relative Dehn functions
In the case of a finitely generated groupG and a finitely generated subgroupH ≤
G, the relative Dehn function corresponding to the pair (G,H) was introduced
in [17] as a special case of the Howie function of a complex of groups (see [16]
and [29] for details). However, the straightforward extension of the definition
from [17] does not work in case the number of subgroups is greater that one.
Indeed, the definition from [17] involves the following construction. Let
(L,K) be a geometric realization of the pair (G,H), i.e., a pair of connected
combinatorial 2–complexes with finite 1–skeletons such that K is a subcomplex
of L and there are finitely many cells in L \K. Moreover, suppose that for any
choice of base point in K, there exist isomorphisms π1(L) → G, π1(K) → H
for which the following diagram is commutative
π1(L) −−−−→ Gx x
π1(K) −−−−→ H
(The vertical maps are the natural embeddings.) Then one can form the combi-
natorial quotient Q = L/K by contracting K to a point (see [41]). The relative
Dehn function of the pair (G,H) is defined as the Dehn function of the universal
cover E of Q related to the associated complex of groups ([17], [29]).
However, if L = K1 ∪ K2, we obtain a point by contracting both K1 and
K2. This situation arises when we consider a free product G = H1 ∗H2 of two
finitely presented groups H1 and H2, and the corresponding two–complexes L,
K1, K2 canonically associated with the finite presentations of G, H1, and H2
respectively.
In the present paper we exploit another approach based on the notion of
relative presentation. Our treatment is inspired by the paper [71] and is similar
to that in [17]. However we use a language, which is rather combinatorial in
contract to geometric one in [17]. This allows to define the notion of the relative
Dehn function with respect to an arbitrary set of arbitrary, not necessarily
finitely generated, subgroups. In the case of a single subgroup, our definition is
equivalent to that of Brick and Corson.
Suppose that G is given by the relative presentation 2.3. For a word W ∈
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(X ∪H)∗ such that W represents 1 in G, there exists an expression
W =F
k∏
i=1
f−1i Rifi (2.11)
with the equality in the group F given by 2.1, where Ri ∈ R and fi ∈ F for any
i.
Definition 2.30. We say that a function f : N→ N is a relative isoperimetric
function of the presentation (2.3) with respect to subgroups {Hλ}λ∈Λ if for any
n ∈ N and any wordW ∈ (X∪H)∗ of length ‖W‖ ≤ n representing the identity
in the group G, one can write W as in (2.11) with k ≤ f(n).
Notice that the above definition coincides with the definition of the ordinary
Dehn function in case H = ∅. The standard arguments show that Definition
2.30 is equivalent to the following.
Definition 2.31. A function f : N → N is a relative isoperimetric function of
the presentation (2.3) with respect to subgroups {Hλ}λ∈Λ if for any n ∈ N and
any cycle q in the Cayley graph Γ(G,X ∪ H) of length l(q) ≤ n, the relative
area of q with respect to the presentation (2.3) satisfies
Arearel(q) ≤ f(n).
Definition 2.32. The smallest relative isoperimetric function of (2.3) is called
the relative Dehn function of (2.3) with respect to subgroups {Hλ}λ∈Λ. As
was notified in the introduction, it can happen that (2.3) does not posses any
finite relative isoperimetric function. In this case we say that the relative Dehn
function is not well–defined.
As in the usual (non–relative) case, we consider the relative isoperimetric
functions up to the following equivalence relation.
Definition 2.33. For two functions f, g : N → N, we say that f is asymptot-
ically less than g and write f  g if there exist constants C,K,L ∈ N such
that
f(n) ≤ Cg(Kn) + Ln.
Further, we say that f is asymptotically equivalent to g and write f ∼ g if f  g
and g  f .
Theorem 2.34. Let
〈X1, Hλ, λ ∈ Λ | R = 1, R ∈ R1〉 (2.12)
and
〈X2, Hλ, λ ∈ Λ | R = 1, R ∈ R2〉 (2.13)
be two finite relative presentations of the same group G with respect to a fixed
collection of subgroups {Hλ}λ∈Λ, δ1 and δ2 the corresponding relative Dehn
functions. Suppose that δ1 is well–defined, i.e., δ1(n) is finite for every n. Then
δ2 is well–defined and δ1 ∼ δ2.
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Proof. Although the presentations are infinite (in the usual, non–relative sense),
passing from (2.12) to (2.13) we change only a finite part of the presentation as
Xi and Ri are finite for i = 1, 2. Thus in order to prove our theorem we have to
repeat word–for–word the proof of its non–relative analogue replacing the word
”length” with ”relative length” everywhere. Proposition 2.8 will play the same
role as the fact that the word metric on a finitely generated group is independent
of the choice of a finite generating set up to the Lipschitz equivalence. This is
straightforward and we leave details to the reader.
In what follows, speaking about the relative Dehn function of G with respect
to {Hλ}λ∈Λ we always mean the corresponding equivalence class.
Definition 2.35. Let G be a group, {Hλ}λ∈Λ a collection of subgroups of
G. We say that G is hyperbolic relative to {Hλ}λ∈Λ, if G is finitely presented
with respect to {Hλ}λ∈Λ and the relative Denh function of G with respect to
{Hλ}λ∈Λ) is linear.
Proposition 2.36. Let G be a group, {Hλ}λ∈Λ a collection of subgroups of G.
Suppose that G is finitely presented with respect to {Hλ}λ∈Λ and the relative
Denh function δrel of G with respect to {Hλ}λ∈Λ) is well–defined. Then the
following conditions hold.
1) The intersection Hg1λ ∩H
g2
µ is finite whenever λ 6= µ.
2) The intersection Hgλ ∩Hλ is finite for any g 6= Hλ.
Proof. First suppose that λ 6= µ. It is sufficient to check that Hgλ ∩Hµ is finite
for every g ∈ G since Hg1λ ∩H
g2
µ = (H
g
λ ∩Hµ)
g2 for g = g1g
−1
2 .
Consider a word W ∈ (X ∪H)∗ that represents g and has length
‖W‖ = |g|X∪H.
Assume that W = W1W2, where W1 is the maximal (may be empty) prefix of
W consisting of letters from H˜λ. Denote by f the element of G represented by
W2. It is clear that H
g
λ = H
f
λ . Thus it suffices to show that H
f
λ ∩Hµ is finite.
Taking into account this remark, we can always assume that if g 6= 1, then
the first letter of the shortest word W ∈ (X ∪ H)∗ representing the element g
does not belong to Hλ.
Let us take an arbitrary element h ∈ Hgλ∩Hµ and denote by h1, h2 the letters
from H˜λ and H˜µ that represent elements h
g−1 ∈ Hλ and h ∈ Hµ respectively.
Since
W−1h1W = h2,
there is a cycle q in Γ(G,X ∪H) having the label
φ(q) ≡W−1h1Wh
−1
2 ,
of relative area
Arearel(q) ≤ δrel(l(q)) ≤ δrel(2‖W‖+ 2) = δrel(2|g|X∪H + 2). (2.14)
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Figure 2.6: The cycle in Γ(G,X ∪H) associated with h ∈ Hgλ ∩Hµ.
Let
q = v1p1v2p2, (2.15)
where
φ(v1) ≡W
−1, φ(v2) ≡W, (2.16)
and
φ(p1) = h1, φ(p2) = h
−1
2 . (2.17)
Note that the subpath p1 is an isolated Hλ–component of q. Indeed, since
the first letter of W does not belong to Hλ, p1 is an Hλ–component. Suppose
that there is another Hλ–component p of q that is connected to p1. Since λ 6= µ,
p is a subpath of v1 or v2. For definiteness, assume that
v1 = v
′
1pv
′′
2 ,
where |v′′1 | 6= 0, and there exists a path c in Γ(G,X ∪ H) that connects some
vertex of p to a vertex of p1 and has label consisting of letters from H˜λ (see Fig.
2.6). Then φ(v′′1 ) represents an element of Hλ in G. Hence we can take a letter
k ∈ H˜λ such that
k = φ(p)φ(v′′2 )
and consider the word φ(v′1)k ∈ (X ∪H)
∗, which is shorter than W and repre-
sents the same element g of G. A contradiction.
Thus p1 is an isolated Hλ–component of q and we can apply Lemma 2.27.
Using (2.14), we obtain
|h1|Ωλ = |φ(p1)|Ωλ ≤M · Area
rel(q) ≤Mδrel(2|g|X∪H + 2). (2.18)
If δrel(n) is finite for any n ∈ N, this means that the length of every element
h1 ∈ H
g
λ∪Hµ with respect to Ωλ is bounded by a constant which is independent
of h1. As Ωλ is finite, we have |H
g
λ ∩Hµ| <∞.
Let us prove the second assertion of the theorem. Suppose that g /∈ Hλ and
W is as above. Arguing in the analogous way, we can assume that the first
letter of the word W ∈ (X ∪ H)∗ does not belong to Hλ. As in the previous
case, we construct a cycle q in Γ(G,X ∪ H) satisfying (2.15), (2.17) and note
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that p1 is an isolated Hλ–component of q. The only additional argument we
have to use in this case is that p1 can not be connected to the Hλ–component of
q containing p2. Indeed, for otherwise we have g ∈ Hλ that contradicts to our
assumption. The rest of the proof coincides with that in the previous case.
In case of torsion free groups we have immediately
Corollary 2.37. Suppose that G is a torsion free group, G is finitely presented
with respect to a collection of subgroups {Hλ}λ∈Λ, and the relative Denh func-
tion of G with respect to {Hλ}λ∈Λ) is well–defined. Then each subgroup Hλ is
malnormal, i.e., Hgλ ∩Hλ = {1} whenever g /∈ Hλ.
Let us mention one more corollary of Proposition 2.36.
Corollary 2.38. Suppose that a group G is finitely presented with respect to a
collection of subgroups {Hλ}λ∈Λ and the relative Denh function of G with respect
to {Hλ}λ∈Λ) is well–defined. Suppose that g ∈ G is an element of infinite order
and gn ∈ Hλ for some n ∈ Z \ {0} and some λ ∈ Λ. Then g ∈ Hλ.
Proof. If gn ∈ Hλ, then the intersection H
g
λ ∪ Hλ contains 〈g
n〉. Since 〈gn〉 is
infinite, g ∈ Hλ by Proposition 2.36.
To formulate our next results, we need an auxiliary notion.
Definition 2.39. A function f : N→ N is said to be subnegative if
f(a+ b) ≥ f(a) + f(b)
for any a, b ∈ N. Given an arbitrary function f : N→ N, the subnegative closure
of f is defined to be
f¯(n) = max
i=1,...,n
(
max
a1+···+ai=n, ai∈N
(f(a1) + · · ·+ f(ai))
)
(2.19)
In fact, f¯ is the smallest subnegative function such that f¯(n) ≥ f(n) for all n.
Below we will speak about subnegative closure of (relative) Dehn functions.
It is easy to see that even the ordinary Dehn function of a finitely presented
group is not necessarily subnegative. For example, for the group presentation
〈a | a = 1, a2 = 1〉 we have δ(1) = 1, δ(2) = 1. The question whether or
not every Dehn function of a finitely presented group is equivalent to some
subnegative function is more complicated. We only note that this question is
still open and refer the reader to [47] for more comprehensive discussion.
Theorem 2.40. Let G be a group, {H1, . . .Hm}, {K1, . . . ,Kl} two finite col-
lections of subgroups of G. Assume that G is finitely presented with respect to
{H1, . . .Hm} ∪ {K1, . . . ,Kl} and each subgroup Hi is finitely presented itself.
Then G is finitely presented with respect to {K1, . . . ,Kl}.
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Moreover, if δ1, . . . , δm are the ordinary Dehn functions of H1, . . . , Hm re-
spectively and the relative Dehn function δ of G with respect to {H1, . . .Hm} ∪
{K1, . . . ,Kl} is finite for each value of the argument, then the relative Dehn
function γ of G with respect to {K1, . . . ,Kl} is well–defined and satisfies the
inequality
γ(n)  f¯ ◦ δ(n), (2.20)
where f¯ is the subnegative closure of the function
f(n) = max
i=1,...,m
δi(n).
Proof. Before proving the theorem we have to make a few remarks. In the
particular case when G is a fundamental group of a complex of groups with
finite edge groups, H1, . . . , Hm are vertex groups, and l = 0 this theorem is
equivalent to the main result of the paper [16]. In the case l = 0 and the
group G is hyperbolic with respect to {H1, . . .Hm} in the sense of Farb with
the BCP property the analogue of Theorem 2.40 can be found in [37]. (However
the statement of the theorem in [37] does non involve the subnegative closure,
which is required in order to make the proof correct.) Although the proof in
the general case exploit similar ideas, we provide it here for convenience of the
reader.
By the assumptions of the theorem, the group G is a quotient of the group
F = F (X) ∗ H˜1 ∗ . . . ∗ H˜m ∗ K˜1 ∗ . . . ∗ K˜l,
where H˜i ∼= Hi and K˜j ∼= Kj . Let
H =
m⊔
i=1
(
H˜i \ {1}
)
and
K =
l⊔
j=1
(
K˜j \ {1}
)
.
We start with a finite reduced relative presentation
G =
〈
X ∪H ∪ K
∣∣∣∣∣ S = 1, S ∈
m⋃
i=1
Si, P = 1, P ∈
m⋃
i=1
Pi, R = 1, R ∈ R
〉
,
(2.21)
of the group G with respect to {H1, . . .Hm} ∪ {K1, . . . ,Kl}, where Si (respec-
tively Pi) is the set of all words over H˜i (respectively K˜i) representing the
identity in G. Suppose that the groups H1, . . .Hm have finite presentations
Hi = 〈Yi | T = 1, T ∈ Ti〉, i = 1, . . . ,m. (2.22)
Let Oi denote the set of all letters from H˜i that appear in words R ∈ R.
Since Oi is finite for every i, without loss of generality we can assume that the
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(finite, symmetrized) generating set Yi of Hi contains all elements of Hi that
are represented by letters from Oi. Thus we can regard words from R as words
in the alphabet
Z = X
⋃( m⋃
i=1
Yi
)⋃
K.
We set
T =
m⋃
i=1
Ti.
Evidently G can be defined by the finite relative presentation
G =
〈
X ∪
(
m⋃
i=1
Yi
)
∪K
∣∣∣∣∣ P = 1, P ∈
l⋃
i=1
Pi, T = 1, T ∈ T , R = 1, R ∈ R
〉
(2.23)
with respect to {K1, . . . ,Kl}. Assume that δi, i = 1, . . .m, are the Dehn func-
tion of the presentations (2.22), and δ, γ are the relative Dehn function of the
presentations (2.21) and (2.23) respectively.
Let us fix an arbitrary n ∈ N. Consider a word W over the alphabet Z such
that
‖W‖ ≤ n, (2.24)
and W represents the identity in G. Since Z ⊆ X ∪H∪K, one can regardW as
the word over X ∪H ∪ K. We take a van Kampen diagram ∆ over (2.21) such
that
φ(∂∆) ≡W (2.25)
and assume that ∆ has minimal type among all van Kampen diagrams satisfying
(2.25). Thus
NR(∆) ≤ δ(n). (2.26)
Suppose that Π is an Si–cell in ∆. If e ∈ ∂Π is an internal edge in ∆, then e
belongs to the boundary of some R–cell by Lemma 2.15 and therefore φ(e) ∈ Yi
according to our choice of Yi. If e ∈ ∂Π is external, then φ(e) ∈ Yi since W
is a word over Z. Thus for any Si–cell Π of ∆, φ(∂Π) is a word over Yi. This
observation allows to transform ∆ into a van Kampen diagram Θ over (2.23) in
the following way. For every Si–cell Π of ∆, we consider a van Kampen diagram
Σ(Π) over (2.22) whose boundary label coincides with the boundary label of Π
and replace Π with Σ(Π) in ∆. Doing this for all Si-cells Π in ∆, i = 1, . . . ,m,
we get a diagram Θ over (2.23).
We want to estimate the number of cells in Θ assuming that for every S–cell
Π in ∆, Σ(Π) has minimal possible number of cells. Let S(∆) denote the set
of all S–cells of the diagram ∆. We also recall that Area (Σ(Π)) denotes the
number of all cells in the diagram Σ(Π).
Using Corollary 2.16, we obtain∑
Π∈S(∆)
l(∂Π) ≤MNR(∆) + l(∂∆), (2.27)
28
where M is the maximum of lengths of the relators from R. Combining (2.24)–
(2.27), we have
∑
Π∈S(∆)
Area (Σ(Π)) ≤
∑
Π∈S(∆)
f(l(∂Π)) ≤ f¯
( ∑
Π∈S(∆)
l(∂Π)
)
≤ f¯(MNR(∆) + ‖W‖) ≤ f¯(Mδ(n) + n).
Finally, we have the following estimate for the sum of the numbers NR(Θ) and
NT (Θ) of R and T –cells in Θ respectively:
NR(Θ) +NT (Θ) ≤ NR(∆) +
∑
Π∈S(∆)
Area (Σ(Π))
≤ δ(n) + f¯(Mδ(n) + n).
This yields (2.20).
Corollary 2.41. Suppose that G is a group hyperbolic relative to a finite col-
lection of finitely presented subgroups {H1, . . .Hm} and f(n) is an isoperimetric
function of Hi for any i = 1, . . . ,m. Then G is finitely presented itself and f¯
is an isoperimetric function of G. In particular, if each of the subgroups Hi is
hyperbolic, then G is hyperbolic.
In the particular case of hyperbolic products of groups, this corollary was
obtained by Pankrat’ev [71].
2.4 Splitting Theorem for relatively finitely pre-
sented groups
Although the definition of relative Dehn functions has been given in the general
situation, by technical reasons it is more convenient to deal with finitely gen-
erated groups. In this section we prove the Splitting Theorem for groups given
by finite relative presentations, which allows to reduce some questions concern-
ing algebraic properties to the case when the group is finitely generated in the
ordinary non–relative sense.
We begin with some basic notions of the Bass–Serre theory of groups acting
on trees.
Definition 2.42. A finite graph of groups G consists of the following data.
1) A finite connected oriented graph G; we denote by E(G) and V (G) its set
of edges and set of vertices respectively.
2) For every vertex v ∈ V (G), one associates a group Gv; the groups Gv,
v ∈ V (G), are called vertex groups.
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3) For every edge e ∈ E(G), one associates a group Ge together with
monomorphisms αe : Ge → Ge− , ωe : Ge → Ge+ , where e− and e+ are the
origin and the terminus of the edge e respectively. The groups Ge, e ∈ E(G),
are called edge groups.
Definition 2.43. Let Θ be a maximal tree in G. The fundamental group
π1(G,Θ) of the finite graph of groups G at Θ is the group generated by the
groups Gv, v ∈ V (G), and elements te, e ∈ E(G), subject to the relations
t−1e αe(g)te = ωe(g), g ∈ Ge, e ∈ E(G),
te−1 = t
−1
e , e ∈ E(G),
and
te = 1, if e ∈ Θ.
The group π1(G,Θ) is independent up to isomorphism of the choice of the max-
imal tree Θ [78, Prop. 20].
In particular, if G is a tree itself, then the fundamental group has the pre-
sentation
〈Gv, v ∈ V (G) | αe(g) = ωe(g), g ∈ Ge, e ∈ E(G)〉 . (2.28)
Now we formulate the main result of this section.
Theorem 2.44. Let G be a group, {Hλ}λ∈Λ a collection of subgroups of G.
Suppose that G is finitely presented with respect to {Hλ}λ∈Λ.
1) There exist a finite subset Λ0 = {λ1, . . . , λm} ⊆ Λ such that G splits as the
free product
G =
(
∗λ∈Λ\Λ0Hλ
)
∗G0, (2.29)
where G0 is the subgroup of G generated by Hλ1 , . . . , Hλm and X.
2) The groups G0 is isomorphic to the fundamental group of the tree of groups
G drawn on Fig. 2.7 for some finitely generated groups L1, . . . , Lm, Q, and the
following conditions hold.
a) The group Q is finitely presented with respect to the collection of subgroups
{L1, . . . , Lm}.
b) If, in addition, the Denh function δrelG of G with respect to {Hλ}λ∈Λ
is well–defined, then the relative Dehn function δrelQ of Q with respect to
{L1, . . . , Lm} is well–defined and
δrelQ  δ
rel
G  δ¯
rel
Q , (2.30)
where δ¯relQ is the subnegative closure of δ
rel
Q
Proof. Suppose that G is given by some finite reduced relative presentation (2.3)
with respect to {Hλ}λ∈Λ. We keep our notation from Section 2.2, namely we
will use the sets Ωλ and Ω. For simplicity, we will identify the set Ωλ, which is a
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Figure 2.7: The tree of groups G.
subset of elements of G, with the subset of H˜λ consisting of letters representing
elements of Ωλ.
As G is finitely presented relative to {Hλ}λ∈Λ, there is a finite set of indices
Λ0 = {λ1, . . . , λm} such that no relators from R involve letters from H˜λ for
λ ∈ Λ \ Λ0. Evidently we have (2.29), where
G0 = 〈X, H |S = 1, S ∈
m⋃
i=1
Sλi , R = 1, R ∈ R〉. (2.31)
We divide the rest of the proof into a few lemmas. For every i = 1, . . . ,m,
we consider the group Li = 〈Ωi〉. Let
FQ = F (X) ∗ L˜1 ∗ . . . ∗ L˜m,
where L˜i are isomorphic copies od Li. Set
L =
m⊔
i=1
(
L˜i \ {1}
)
.
By Ti we denote the set of all words over the alphabet L˜i \ {1} representing the
identity in the group G. Let
T =
m⋃
i=1
Tλi .
Lemma 2.45. Let Q be the subgroup of G generated by the set Ω ∪ X. Then
Q has the finite relative presentation
〈X,L | T = 1, T ∈ T , R = 1, R ∈ R〉. (2.32)
with respect to {L1, . . . , Lm}. Moreover, the relative Dehn function of (2.32)
satisfies the inequality
δrelQ  δ
rel
G .
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Proof. Indeed, let W be a word over X ∪L of length n that represents 1 in the
group G. To prove the lemma we have to show that there exists a van Kampen
diagram over (2.32) with boundary labelW and number of cells at most δrelG (n).
To this end we note that any word over X ∪ L can be regarded as a word
over X ∪ H. We consider a diagram Θ of minimal type over (2.3) such that
φ(∂∆) ≡ W . Suppose that e is an edge of Θ labelled by a letter from H. If e
is internal, e belongs to the boundary of some R–cell by Lemma 2.15. Hence
φ(e) represents an element w of Ωλi ⊆ Li for some i and we can regard φ(e) as
an element of L˜i \ {1}. Thus if Π is an S–cell in Θ, then ∂Π is labelled by a
word in the alphabet L˜i \ {1} for a certain i ∈ {1, . . . ,m}. As Ti contains all
words over L˜i \ {1} representing the identity in G, one can think of Π as a cell
corresponding to a relator from Ti. Thus Θ can be regarded as a diagram over
(2.32). This completes the proof.
Let αi : Li → Q and ωi : Li → Hλi be the natural embeddings. Then the
fundamental group of the graph of groups G can be represented as
〈Q,Hλi , i = 1, . . . ,m | αi(l) = ωi(l), l ∈ Li, i = 1, . . . ,m〉 . (2.33)
It is easy to see that using (2.32), we can obtain (2.31) from (2.33) by applying
Tietze transformations. This proves that G0 splits at the fundamental group of
the graph of groups G.
Lemma 2.46. We have δrelG  δ¯
rel
Q .
Proof. Let q be a cycle in Γ(G,X ∪ H) of length l(q) ≤ n. We repeat here the
trick used in the proof of Lemma 2.27. Let q = q1r1 . . . qnrn be the decom-
position of q into the product of components q1, . . . , qn and subpath r1, . . . , rn
labelled by words in X (ri may be trivial for some i). By Q we denote the set
of all irreducible cycles q′ in Γ(G,X ∪ H) with the same initial point as q and
such that q′ can be represented as
q′ = q′1r1 . . . q
′
nrn, (2.34)
where q′i is an Hµ–component of q
′ for the same µ as qi and (q
′
i)− = (qi)−,
(q′i)+ = (qi)+ for i = 1, 2, . . . , n. Let D be the set of all diagrams over (2.3)
with boundary label φ(q′) for some q′ ∈ Q.
Take the diagram ∆ of minimal type in D. Then ∆ can be represented as
the union of subdiagrams ∆1,∆2, . . . ,∆k, each ∆i is homeomorphic to a disk,
connected by some paths entirely consisting of external edges of the second type
(see Fig. 2.8).
Repeating the arguments from the proof of Lemma 2.27 and using our as-
sumptions about ∆, one can easily show that no S–cell of ∆ has a common edge
with ∂∆i for some i. Therefore, for any i, every edge e of ∆i belongs to the
boundary of some R–cell. Hence φ(e) can be regarded as a letter from X ∪ L.
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Figure 2.8: The decomposition of ∆.
As Ti contains all words over L˜i \ {1} representing the identity in G, this allows
us to consider ∆i, i = 1, . . . , k, as diagrams over (2.32). We obtain
Arearel(q) =
k∑
i=1
NR(∆i) ≤
k∑
i=1
δrelQ (l(∂∆i)) ≤ δ¯
rel
Q
(
k∑
i=1
l(∂∆i)
)
≤ δ¯relQ (n).
We notice one corollary of Theorem 2.44.
Corollary 2.47. If the group G in the Theorem 2.44 is hyperbolic with respect
to the collection {Hλ}λ∈Λ, then Q is hyperbolic with respect to the collection
{L1, . . . , Lm}.
The Splitting Theorem together with the Grusˇko–Neumann theorem [57,
Proposition 3.7] also imply
Corollary 2.48. Let G be a finitely generated group, {Hλ}λ∈Λ a collection of
nontrivial subgroups of G. Suppose that G is finitely presented with respect to
{Hλ}λ∈Λ. Then the collection {Hλ}λ∈Λ is finite, i.e., card Λ <∞.
Proof. Given a finitely generated group K, by rankK we denote the minimal
number of generators of K. By the Grusˇko–Neumann theorem, we have
rank G0 +
∑
λ∈Λ\Λ0
rankHλ ≤ rank G <∞. (2.35)
As Λ0 is finite, the corollary follows immediately from (2.35).
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We conclude this section with one more result describing the geometry of
the embedding Q → G. This result will be used in Section 4.3 (as well as the
Splitting Theorem) to study cyclic subgroups of relatively hyperbolic group.
Besides it seems to be of independent interest.
Proposition 2.49. Let G be a group, {Hλ}λ∈Λ a collection of subgroups of G.
Suppose that G is finitely presented with respect to {Hλ}λ∈Λ. Let Q and Li,
i = 1, . . . ,m be the groups provided by Theorem 2.44. We denote by distX∪L
the relative metric on Q with respect to the collection {L1, . . . , Lm}. Then the
mapping of metric spaces (Q, distX∪L) → (G, distX∪H) induced by the natural
embedding Q→ G is an isometry.
Proof. It is easy to see that |g|X∪L ≥ |g|X∪H for any g ∈ G. Let us prove the
converse inequality.
Suppose that g ∈ Q is an element such that the relative length of g in Q
satisfies |g|X∪L > |g|X∪H. Let W1 and W2 be shortest words over X ∪ L and
X ∪H respectively representing the element g. In what follows we regard L as
a subset of H.
Consider the cycle pq−1 in Γ(G,X ∪H) such that
φ(p) ≡W1, φ(q) ≡W2.
Let s be an Hλ–component of q
−1 for some λ. We are going to show that λ ∈ Λ0
and φ(s) ∈ Li for some i ∈ {1, . . . ,m}.
If s is an isolated Hλ–component of pq
−1, φ(s) ∈ 〈Ωλ〉 by Lemma 2.27. Note
that Ωλ is non–empty only if λ ∈ Λ0. Thus φ(s) ∈ Li for some i ∈ {1, . . . ,m}.
Further suppose that s is not isolated in pq−1. Let t1, . . . , tk, s be the maximal
connected system of Hλ–components of pq
−1 containing s. Since the wordW2 is
a shortest words over X ∪H representing the element g, the path q is geodesic
in Γ(G,X ∪ H). Hence any component of q is isolated in q. It follows that
t1, . . . , tk are subpaths of p. Therefore, φ(t1), . . . , φ(tk) are Hλ–syllables in W1.
Thus λ = λi for some i and φ(tj) ∈ Li for j = 1, . . . , k. Finally, using Corollary
2.28, we obtain
φ(s) ∈ 〈Ωλi , φ(t1), . . . , φ(tk)〉 = Li.
We have proved that any Hλ–syllable of W2 represents an element of Li for
some i. This means that one can think of W2 an a word over X ∪ L. However,
‖W2‖ = |g|X∪L < |g|X∪H = ‖W1‖
that contradicts to the minimality of W1.
2.5 Isoperimetric functions of Cayley graphs.
In order to apply various well–known results about hyperbolic spaces to a pair
(G, {Hλ}λ∈Λ) with linear relative Dehn function, we have to study more ex-
tensively the geometry of the corresponding Cayley graph Γ(G,X ∪ H). In
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the present section we establish the relation between the linearity of the Dehn
function of G with respect to {Hλ}λ∈Λ and hyperbolicity of Γ(G,X ∪H).
We begin with a definition of the notion of area of a cycle in a metric graph,
which is a particular case of a more general concept (see [46, Sec. 5.F], [19, Ch.
III.H, Sec.2] or [1], [6] for a refined version of area).
First we have to introduce an auxiliary terminology. Let Dn denote the
unit disk in the n–dimensional Euclidean space. Recall that a combinatorial
map between CW complexes is a map that sends open cells homeomorphically
onto open cells, and a combinatorial complex is a CW complex K such that
for any (n + 1)–cell e of K, the attaching map φe : ∂D
n+1 → Sk(n)K , where
Sk(n)K denotes the n–skeleton of K, is combinatorial with respect to some
combinatorial structure on ∂Dn+1 = Sn. (This definition involves the induction
on dimension.) In what follows we will also work with a lager category of maps.
One defines a singular combinatorial map f : L → K between CW complexes
to be a continuous map such that for every open n–cell e in L, either f |e is a
homeomorphism onto an open cell of K or else f(e) is contained in the (n− 1)–
skeleton of L [18].
Definition 2.50. (k–filling, A(k), and Isoperimetric Inequality). Let k ≥ 3. A
k–partition of D2 is a homeomorphism P from D2 to a combinatorial 2–complex
in which every 2–cell is an l–gone for some 3 ≤ l ≤ k. We endow D2 with the
induced cell structure and refer to the preimages under P of 0–cells, 1–cells,
and 2–cells as, respectively, vertices, edges, and faces of D2. We also denote by
Sk(1)D2 the 1–skeleton of D2 with the induced cell structure.
Let Σ be a graph equipped with the combinatorial metric, that is, each edge
of Σ has length 1. Let c be a combinatorial cycle in Σ. A k–filling of c consists
of a k–partition P of D2 and a singular combinatorial map Φ : Sk(1)D2 → Σ
such that Φ(∂D2) = c. In this situation we write |Φ| to denote the number of
faces of D2 with respect to the cell structure induced by P . The k–area of c is
defined to be
A(k)(c) = min{|Φ|, Φ is a k−filling of c}
(if there is no k–filling of c, we put A(k)(c) =∞).
We also set
f
(k)
Σ (n) = sup
l(c)≤n
A(k)(c),
where the supremum is taken over all cycles of combinatorial length at most n.
It is easy to check that if for some k ≥ 3 any cycle in Σ admits a k–filling
and the corresponding function f
(k)
Σ is finite for each value of the argument,
then for any k′ ≥ k, f
(k′)
Σ is finite for each value of the argument and, moreover,
f
(k′)
Σ ∼ f
(k)
Σ . (The proof of this fact in a much more general situation can be
found in [19, Ch. III.H, Sec.2].) In this case f
(k)
Σ (regarded up to equivalence)
is called the Dehn function of Σ and is denoted by fΣ. As above, we consider
Dehn functions of metric graphs up to the usual equivalence.
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Example 2.51. In case Σ is the Cayley graph of a group Q given by a finite
presentation 〈Y | Q〉, any cycle in Σ admits a k–filling for k = max
Q∈Q
‖Q‖ and
f (k)(n) < ∞ for any n. Moreover, f (k) is equivalent to the ordinary Dehn
function of G. The assumption of finite presentability of G is essential, since if
G is not finitely presented, then for any k ∈ N, there exists a cycle c is Σ that
admits no k–filling.
If we consider a group G which is finitely presented with respect to a col-
lection of the subgroups {Hλ}λ∈Λ, then the relation between the relative Dehn
function δrelG of G with respect to {Hλ}λ∈Λ and the Dehn function fΓ(G,X∪H)
of Γ(G,X ∪H) can be expressed as follows.
Lemma 2.52. Suppose G is a group with a reduced finite relative presentation
(2.3) with respect to a collection of the subgroups {Hλ}λ∈Λ. Set
k = max{max
R∈R
‖R‖, 4}. (2.36)
Then every cycle q in Γ(G,X ∪H) admits a k–filling and we have
A(k)(q) ≤ (k + 1)Arearel(q) + 2l(q).
Proof. We consider a van Kampen diagram ∆ of minimal type over (2.3) such
that φ(∂∆) ≡ φ(q). In particular, this means that
NR(∆) = Area
rel(q). (2.37)
Using Corollary 2.16, we obtain∑
Π∈S(∆)
l(∂Π) ≤ max
R∈R
‖R‖Arearel(q) + l(q) ≤ kArearel(q) + l(q), (2.38)
where S(∆) is the set of all S–cells of ∆. Now we obtain a diagram Ψ from ∆
as follows. Let us take a cell Π ∈ S(∆). If l(∂Π) > 3, we can ”triangulate” Π
by considering a van Kampen diagram Υ(Π) over (2.3) with the same boundary
label as Π such that every cell of Υ(Π) is an S–cell whose boundary has length
3. Obviously the minimal number of cells in such a diagram satisfies
Area(Υ(Π)) ≤ l(∂Π)− 2. (2.39)
Then we replace the cell Π of ∆ with the diagram Υ(Π). Doing this for all
Π ∈ S(∆), we obtain a new diagram Ψ over (2.3) in which the boundary of
every S–cell has length at most 3. Combining (2.37), (2.38), and (2.39), we
obtain the following estimate on the number of cells in Ψ:
Area(Ψ) = NR(∆) +
∑
Π∈S(∆)
Area(Υ(Π))
≤ Arearel(q) +
∑
Π∈S(∆)
l(∂Π) ≤ (k + 1)Arearel(q) + l(q).
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We are going to define a k–filling of q using Ψ. Obviously every 2–cell of Ψ is
an l–gone for some l ≤ k. The only difficulty is that Ψ may not be homeomorphic
to a disk. However in this case we can transform Ψ into a simply–connected
diagram Ψ′ by using the so-called 0–bordering of the contour of Ψ, which is a
particular case of a 0-refinement (we refer the reader to [62, Ch.4, Section 11.5]
for the definition). Applying this process, we add new cells to Ψ, the so–called
0–faces, such that the contour of every 0–face has length 4 and the image of
every 0–face under the canonical map into the Cayley graph Γ(G,X ∪H) is an
edge (this is one of the reasons why we need singular maps in the definition
of the k–filling). Moreover, the number of additional cells equals l(q). The
diagram Ψ′ defines a k–partition of D2 and the natural map Sk(1)Ψ′ → Γ such
that ∂Ψ′ is mapped onto q gives a k–filling of q. Thus we have
A(k)(q) ≤ Area(Ψ′) = Area(Ψ) + l(q) ≤ (k + 1)Arearel(q) + 2l(q).
From the above lemma we obtain
Theorem 2.53. Suppose that a group G is finitely presented with respect to a
collection of subgroups {Hλ}λ∈Λ and the Dehn relative function δrelG of G with
respect to {Hλ}λ∈Λ) is well–defined. Then the Denh function fΓ(G,X∪H) of the
Cayley graph Γ(G,X ∪H) is equivalent to δrelG .
Proof. Lemma 2.52 gives us the estimate
fΓ(G,X∪H)  δ
rel
G .
To prove the reverse inequality, we take k such that any cycle in Γ(G,X ∪ H)
admits a k–filling. Let q be such a cycle, l(q) ≤ n. Suppose that Φ : Sk(1)D2 →
Γ(G,X∪H) is a k–filling having the minimal number of faces among all k–fillings
of q. Thus we have
|Φ| ≤ fΓ(G,X∪H)(n). (2.40)
Using Φ we can define labels and orientations on edges of D2 as follows. If e
is an edge ofD2 and Φ(e) is an edge of Γ(G,X∪H), we endow e with the induced
label and orientation in the obvious way; if Φ(e) is a vertex of Γ(G,X∪H), then
we put φ(e) = 1 (the orientation does not matter in this case). Further, let Π
be a cell of D2. Since Φ(∂Π) has length at most k, there exists a van Kampen
diagram Ξ(Π) over (2.3) such that φ(∂Ξ(Π)) ≡ φ(∂Π) and
NR(Ξ(Π)) ≤ δ
rel
G (k) <∞. (2.41)
Finally we can obtain a (0–refinement of) van Kampen diagram over (2.3) such
that φ(∂∆) ≡ φ(q) by replacing all cells Π of D2 with the corresponding dia-
grams Ξ(Π). Evidently, from (2.40) and (2.41) we obtain
Arearel(q) ≤ NR(∆) ≤ |Φ|δ
rel
G (k) ≤ fΓ(G,X∪H)(n)δ
rel
G (k).
This leads to the inequality δrelG  fΓ(G,X∪H).
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Corollary 2.54. Suppose that a group G is finitely presented with respect to
a collection of subgroups {Hλ}λ∈Λ and the relative Dehn function δrelG of G
with respect to {Hλ}λ∈Λ) is well–defined. Then the following conditions are
equivalent.
1) G is hyperbolic relative to {Hλ}λ∈Λ.
2) The Cayley graph Γ(G,X ∪ H) is a hyperbolic metric space (we refer to
Section 3.1 for the definition).
Proof. By Theorem 2.53 the relative Dehn function of G with respect to
{Hλ}λ∈Λ is linear if and only if the Dehn function of Γ(G,X∪H) is linear. As is
well–known, the las condition is equivalent to the hyperbolicity of Γ(G,X ∪H).
Up to notation, the proof can be found in [19, Ch. III.H, Sec. 2]; see also [58],
[63], [80].
Example 2.55. The requirement δrelG (n) < ∞ for any n in the statement of
Corollary 2.54 is essential. Indeed, consider the group G ∼= Z and a subgroup
H of finite index in G. Then obviously Γ(G,X ∪ H) has finite diameter. In
particular, Γ(G,X ∪ H) is hyperbolic. However, δrelG is not well–defined by
Proposition 2.36.
Definition 2.56. A function f : N→ N is said to be subquadratic if f = o(n2)
as n→∞.
Recall that every finitely presented group with subquadratic Dehn function
is hyperbolic. This insight is due to M. Gromov [45], and was clarified by
Ol’shanskii [63] and others (see [10], [74] and references therein). Our next goal
is to show that if G has a subquadratic relative Dehn function δrelG with respect
to a collection {Hλ}λ∈Λ, then , in fact, δ
rel
G is linear and Γ(G,X ∪ H) is a
hyperbolic metric space.
Corollary 2.57. Suppose that a group G is finitely presented with respect to
a collection of subgroups {Hλ}λ∈Λ and the relative Denh function δrelG of G
with respect to {Hλ}λ∈Λ), is well–defined. Then the following conditions are
equivalent.
1) δrelG is subquadratic.
2) δrelG is linear.
Proof. If δrelG is subquadratic, then the Dehn function of Γ(G,X ∪H) is equiv-
alent to δrelG by Theorem 2.53. It is well–known that if a graph possess a
subquadratic Dehn function, it possess a linear one (see [19, Ch. III.H, Sec. 2],
[10]). Applying Theorem 2.53 again, we obtain that δrelG is linear.
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Chapter 3
Geometry of finitely
generated relatively
hyperbolic groups
3.1 Conventions and notation
In this chapter we study the geometry of the Caley graph of a finitely gener-
ated in the usual non–relative sense group G which is hyperbolic relative to a
collection H1, . . . , Hm of subgroups. (Recall that by Corollary 2.48, if a finitely
generated group is hyperbolic relative to a collection of subgroups, then the
collection is finite). Throughout the next three sections we accept the following
technical agreements about G and H1, . . . , Hm.
(i) G is represented by a finite relative presentation
G = 〈X,H1, . . . , Hm | R = 1, R ∈ R〉 (3.1)
with respect to {H1, . . . , Hm} and the relative Dehn function of (3.1) satisfies
δrelG (n) ≤ Ln (3.2)
for some constant L; also, as in the previous chapter, we set
M = max
R∈R
||R||.
By technical reasons it is convenient to increase L in order to satisfy the in-
equality
ML > 1.
(ii) G is generated by the set X in the ordinary sense.
(iii) The set X is chosen in such a way that the following lemma holds.
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Lemma 3.1. Let G be a finitely generated group hyperbolic relative to a collec-
tion of subgroups {H1, . . . , Hm}. Then there exists a finite generating set X of
G satisfying the following condition. Let q be a cycle in Γ(G,X ∪H), p1, . . . , pk
a certain set of isolated Hi–components of q. Then
k∑
i=1
distX((pi)−, (pi)+) ≤MLl(q). (3.3)
Let us show that we can always ensure the fulfillment of (i)–(iii). We start
with an arbitrary finite reduced relative presentation
G = 〈X ′, H1, . . . , Hm | R = 1, R ∈ R
′〉. (3.4)
Let Ω be the set given by Definition 2.25. Note that Ω is finite in our case. We
set
X = X ′ ∪Ω
and
R = R′ ∪ {ωW−1ω , ω ∈ Ω},
where Wω is a fixed word over X
′ representing the element ω in G. It is clear
that for X and R chosen in this way, the presentation (3.1) can be obtained
from (3.4) by a finite number of Tietze transformations. It remains to prove
Lemma 3.1.
Let ui (respectively vi) denote (pi)− (respectively (pi)+) regarded as an
element of G. By Lemma 2.27, we have
k∑
i=1
|u−1i vi|Ω ≤M
′L′l(q),
where
M = max
R∈R′
||R|| ≤M,
and the relative Dehn function of the presentation (3.4) does not exceed L′n.
Increasing the constant L in (3.2) if necessary, we may assume that L′ ≤ L.
Thus we obtain
k∑
i=1
distX((pi)−, (pi)+) ≤
k∑
i=1
|u−1i vi|X ≤
k∑
i=1
|u−1i vi|Ω ≤M
′L′l(q) ≤MLl(q).
Definition 3.2. Recall that a metric space Y is called δ–hyperbolic (or simply
hyperbolic) if it satisfies the following Rips condition. For any geodesic triangle,
each side of the triangle belongs to the union of the closed δ–neighborhood of
the other two sides.
By Corollary 2.54, the Cayley graph Γ(G,X ∪ H) is hyperbolic. In what
follows we denote by δ the hyperbolicity constant of Γ(G,X ∪H).
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3.2 Properties of quasi–geodesics
First of all we recall some facts concerning quasi–geodesics in hyperbolic metric
spaces. Below we assume all paths under consideration to be rectifiable (i.e., to
have finite length).
Definition 3.3. A path q in a metric space Y is said to be (λ, c)–quasi–geodesic
for some λ ≥ 1, c ≥ 0, if for every subpath q of p the inequality
l(q) ≤ λdist(q−, q+) + c
holds.
The following useful lemma is quite obvious.
Lemma 3.4. Let p be a (λ, c)–quasi–geodesic in a metric space Y , e a path of
length k such that e− = p+. Then the path pe is (λ, c+(λ+1)k)–quasi–geodesic.
Proof. Let q be a subpath of pe, q0 the maximal common subpath of q and p.
Then
l(q) ≤ l(q0) + k ≤ λdistX∪H((q0)−, (q0)+) + c+ k
≤ λ(distX∪H((q)−, (q)+) + k) + c+ k.
Next result is well known and can be found in [45] or [44].
Lemma 3.5. For any δ ≥ 0, λ ≥ 1, c ≥ 0, there exists a constant H = H(δ, λ, c)
with the following property. If Y is a δ–hyperbolic space and p, q are (λ, c)–
quasi–geodesic paths in Y with same endpoints, then p and q belong to the closed
H–neighborhoods of each other.
From the definition of a hyperbolic space, one obtains
Lemma 3.6. Let Y be a δ–hyperbolic metric space, Q = p1p2p3p4 a geodesic
quadrangle in Y . Then each side of Q belongs to the closed 2δ–neighborhood of
the other three sides.
Corollary 3.7. Let Y be a δ–hyperbolic space and p, q are geodesic paths in
Y such that dist(p−, q−) ≤ k and dist(p+, q+) ≤ k, then p and q belong to the
closed (k + 2δ)–neighborhood of each other.
From the above corollary and Lemma 3.5, we can easily derive
Lemma 3.8. For any δ ≥ 0, λ ≥ 1, c ≥ 0, and k ≥ 0, there exists a con-
stant K = K(δ, λ, c, k) such that the following condition holds. Suppose that
Y is a δ–hyperbolic space and p, q are (λ, c)–quasi–geodesic paths in Y such
that dist(p−, q−) ≤ k and dist(p+, q+) ≤ k; then p and q belong to the closed
K–neighborhoods of each other.
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Given the data described in Section 3.1, there are two Cayley graphs, namely
Γ(G,X), the Cayley graph of G with respect to the generating set X , and
Γ(G,X ∪H), the Cayley graph of G with respect to the generating set X ∪H.
Obviously we have a natural embedding
ι : Γ(G,X)→ Γ(G,X ∪H),
which is bijective on the set of vertices. For simplicity we will identify Γ(G,X)
with its image in Γ(G,X ∪H) under the embedding ι.
Assuming the length of each edge of Γ(G,X ∪ H) to be equal to 1, we
obtain combinatorial metrics distX and distX∪H in Γ(G,X) and Γ(G,X ∪ H)
respectively. When speaking about geodesics (quasi–geodesics) in Γ(G,X) or
in Γ(G,X ∪ H) we always mean geodesics (quasi–geodesics) with respect to
corresponding combinatorial metric. Note that the restrictions of distX and
distX∪H on the vertex sets V (Γ(G,X) = V (Γ(G,X ∪ H)) = G coincide with
the word metric on G with respect to the generating sets X and X ∪H.
Definition 3.9. A path p in Γ(G,X ∪H) is called a path without backtracking
if for any i = 1, . . . ,m, every Hi–component of p is isolated.
Definition 3.10. Let p be a path in Γ(G,X ∪H), v a vertex of a component s
of p. If v 6= s− and v 6= s+, we say that v is an inner vertex of s. A vertex u of
p is called non–phase, if u is a inner vertex of some component of p. All other
vertices of p are called phase.
Definition 3.11. A path p in Γ(G,X ∪ H) is said to be locally minimal if for
any i = 1, . . . ,m, every Hi–component of p has length 1 or, equivalently, every
vertex of p is phase.
We need the following simple observation.
Lemma 3.12. Let p be a path in Γ(G,X ∪ H). Then there exists a locally
minimal path pˆ having the same set of phase vertices as p. Moreover, if p
is (λ, c)–quasi–geodesic, then pˆ is (λ, c)–quasi–geodesic; if p is a path without
backtracking, then so is pˆ.
Proof. Given an Hi–component s of p, we can replace s with the single edge of
Γ(G,X ∪ H) having the label φ(e) =Hi φ(s). Doing this for all components of
p we obtain the desirable path pˆ. The verification of the additional properties
is straightforward.
Definition 3.13. Let p, q be two paths in Γ(G,X ∪ H). We say that p and q
are k–similar if
max{distX(p−, q−), distX(p+, q+)} ≤ k. (3.5)
The next proposition is an improved version of Lemma 3.8 for relatively
hyperbolic groups.
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Definition 3.14. We say that two paths p and q in Γ(G,X ∪H) are k–similar
if
max{distX(p−, q−), distX(p+, q+)} ≤ k.
Proposition 3.15. For any λ ≥ 1, c ≥ 0, k ≥ 0 there exists a constant
ε = ε(λ, c, k) > 0 having the following property. Let p and q be two k–similar
(λ, c)–quasi–geodesic paths in Γ(G,X ∪ H) (with respect to the relative metric
distX∪H) such that p is a path without backtracking. Then for any phase vertex
u of p there exists a phase vertex v of q such that
distX(u, v) ≤ ε. (3.6)
Proof. Before proving the theorem, we note that (3.6) is much stronger that the
inequality distX∪H(u, v) ≤ ε, which follows from Lemma 3.8. In view of Lemma
3.12, it is sufficient to prove the proposition for locally minimal quasi–geodesic
paths. Thus we assume that every vertex of p and q is phase.
Let u be a (phase) vertex of p. Recall that Γ(G,X ∪ H) is a δ–hyperbolic
space. We setK0 = K(δ, λ, c, k) andK = K(δ, λ, c,K0)+1/2, whereK(δ, λ, c, k)
and K(δ, λ, c,K0) are constants provided by Lemma 3.8. Without loss of gen-
erality we may assume that K ∈ N and
K ≥ K0 ≥ k. (3.7)
Let us choose vertices u1, u2 on p as follows. If distX∪H(p−, u) ≤ 2K
(respectively distX∪H(u, p+) ≤ 2K), we put u1 = p− (respectively u2 = p+). If
distX∪H(p−, u) > 2K (respectively distX∪H(u, p+) > 2K), we take u1 on the
segment [p−, u] of the path p (respectively u2 on the segment [u, p+] of the path
p) such that
distX∪H(u, ui) = 2K (3.8)
for i = 1 (respectively i = 2).
Further, by Lemma 3.8, there exist two points v1, v2 of q such that
distX∪H(vi, ui) ≤ K0, i = 1, 2. (3.9)
Without loss of generality we may assume that v1, v2 are vertices of q. Moreover,
we assume that in case u1 = p− (respectively u2 = p+) the vertex v1 coincides
with q− (respectively the vertex v2 coincides with q+).
We denote by p1, p2 (respectively by q0) the segments of p (respectively
the segment of q) such that (p1)− = u1, (p1)+ = u, (p2)− = u, (p2)+ = u2
(respectively (q0)− = v1, (q0)+ = v2). We also denote by o1, o2 the paths in
Γ(G,X ∪ H) such that (oi)− = ui, (oi)+ = vi, i = 1, 2 (see Fig. 3.8) and o1,
o2 are chosen according to the following agreement. If u1 = p− (respectively
u2 = p+), then o1 (respectively o2) is a geodesic path in Γ(G,X). If u1 6= p1
(respectively u2 6= p+), then o1 (respectively o2) is geodesic in Γ(G,X ∪H). It
follows from (3.5) and (3.7) in the first case and from (3.9) in the second case
that
l(oi) ≤ K0. (3.10)
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Let V denote the set of all vertices z on q0 that are closest to u, i.e., satisfy
the condition
distX∪H(u, z) = min
v∈q0
distX∪H(u, v),
where v ranges among all vertices of q0. Taking into account (3.9) and Lemma
3.8 we obtain
distX∪H(u, z) ≤ K(δ, λ, c,K0) + 1/2 = K (3.11)
for any z ∈ V . To each z ∈ V , we associate the set O(z) of all a geodesic
paths o such that o− = u, o+ = z. Each of the paths o ∈ O(z) cuts the cycle
p1p2o2q
−1
0 o
−1
1 into two parts denoted c1 and c2. More precisely, let
c1 = oq
−1
1 o
−1
1 p1, and c2 = oq2o
−1
2 p
−1
2 ,
where q1 = [v1, z], q2 = [z, v2] are segments of q0. To prove the proposition we
need a few auxiliary lemmas.
Lemma 3.16. Let z ∈ V , o ∈ O(z), and let s be an Hi–component of the path o
for a certain i. Then for j = 1, 2, there exist no Hi–components of oj connected
to s.
Proof. First assume that s is connected to an Hi–component t of o1 (see Fig.
3.2). This means that
distX∪H(s−, t−) ≤ 1.
Using (3.10), (3.11), and (3.7), we obtain
distX∪H(u, u1) ≤ distX∪H(u, s−) + distX∪H(s−, t−) + distX∪H(t−, u1)
≤ (distX∪H(u, z)− 1) + 1 + (l(o1)− 1)
< K +K0 − 1 < 2K.
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By our choice of u1 and v1, this inequality implies u1 = p−, v1 = q−.
Therefore, according to our choice of oi, o1 is a path in Γ(G,X). Thus o1
contains noHi–components at all. A contradiction. The case j = 2 is completely
analogous.
For convenience, we give one more auxiliary definition. Given z ∈ V and
o ∈ O(z), an Hi–component s of the path o is called an ending component if
s contains z; for otherwise s is called a non–ending component. It can happen
that o has no ending component, since the last edge of o can be labelled by a
letter from X .
Lemma 3.17. Let z ∈ V , o ∈ O(z), and let s be a non–ending Hi–component
of the path o for a certain i. Then for any j = 1, 2 the following holds. If s is
not an isolated Hi–component of cj, then there exists an Hi–component t of pj
that is connected to s.
Proof. Again we consider the case j = 1 only. According to Lemma 3.16,
there are no Hi–component of o1 connected to s. Assume that there exists an
Hi–component t of q1 connected to s (see Fig. 3.3). Since s is a non–ending
component, we have distX∪H(s−, z) ≥ 2. However, distX∪H(s−, t−) ≤ 1. Hence
distX∪H(u, t−) ≤ distX∪H(u, s−) + distX∪H(s−, t−)
< distX∪H(u, s−) + distX∪H(s−, z)
= distX∪H(u, z)
This contradicts to the assumption that z is a closest vertex to u on q0.
From Lemma 3.17 we immediately obtain
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Corollary 3.18. Let z ∈ V , o ∈ O(z). Then for any i = 1, . . . ,m, every non–
ending Hi–component of the path o is an isolated Hi–component of at least one
of the cycles c1, c2.
Proof. Indeed suppose that some non–ending Hi–component s of o is not iso-
lated in both c1 and c2. By Lemma 3.17, this means that there are Hi–
components t1 and t2 of p1 and p2 respectively that are connected to s. In
particular, t1 is connected to t2. However this contradicts to the assumption
that p is a locally minimal path without backtracking.
Lemma 3.19. Let j = 1 or j = 2. Suppose that for any z ∈ V and any
o ∈ O(z), o has the ending component, which is not isolated in cj; then for any
z ∈ V and any o ∈ O(z), the ending component of o is connected to a component
of pj for corresponding i.
Proof. For definiteness assume j = 1. We proceed by induction on
distX∪H(z, v1). In case distX∪H(z, v1) = 0, Lemma 3.19 is obvious. Indeed,
assume that the ending component s of o ∈ O(z) is not isolated in c1. By
Lemma 3.16, there are no components of o1 connected to s. As o is a geodesic
path, s is an isolated component of o. Therefore, the only possible case is that
there exists a component of p1 connected to s, since q1 is trivial in this case.
Now assume that distX∪H(z, v1) ≥ 1. Arguing as above, we can easily show
that it is sufficient to consider the case when s is connected to a component
t of q1. Let c be the edge of Γ(G,X ∪ H) labelled by a letter from H˜i \ {1}
for corresponding i such that c− = s− and c+ = t− (see Fig. 3.4). Since
distX∪H(u, t−) = distX∪H(u, z), we have t− ∈ V . Consider the new path
o′ ∈ O(t−) defined by o′ = [u, s−]c, where [u, s−] is the segment of the path o.
Obviously the distance between t− and v1 is smaller that distX∪H(v1, z) and c
is the ending component of o′. Thus, by the inductive assumption, there is an
Hi–component r of p1 connected to c. As c is connected to s, we get what we
need. The lemma is proved.
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Arguing as in the proof of Corollary 3.18, we immediately obtain
Corollary 3.20. There exists a vertex z ∈ V and a path o ∈ O(z) such that
either the last edge of o is labelled by a letter from X or the ending component
of o is isolated in at least one of the cycles c1, c2.
Now let us return to the proof of Proposition 3.15. By Corollaries 3.18 and
3.20, there exists a vertex z on q0 that satisfies (3.11) and a (geodesic) path o
connecting u and z such that for any i, any Hi–component of o is isolated in c1
or in c2. Applying Lemma 3.1, we obtain
distX(s−, s+) ≤MLl(cj) (3.12)
for each Hi–component s of o. Let us estimate the length of cj . Since p and q
are (λ, c)–quasi–geodesics, we have the following bounds on the lengths of the
paths pj :
l(pj) ≤ λdistX∪H(u1, u) + c ≤ 2λK + c. (3.13)
Further,
l(qj) ≤ l(q0) ≤ λdistX∪H(v1, v2) + c
≤ λ(distX∪H(v1, u1) + distX∪H(u1, u2) + distX∪H(u2, v2)) + c
≤ 6λK + c.
(3.14)
Finally, by combining (3.7), (3.10), (3.11), (3.13), and (3.14), we obtain
l(cj) ≤ l(pj) + l(o) + l(qj) + l(oj) ≤ 8λK + 2c+ 2K. (3.15)
Inequalities (3.12) and (3.15) imply
distX(u, z) ≤ distX∪H(u, z)MLmax
j=1,2
l(cj) ≤ KLM(8λK + 2c+ 2K). (3.16)
It remains to assume ε to be equal to the right hand side of (3.16).
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Proposition 3.15 allows one to show that if p and q are quasi–geodesic paths
without backtracking in Γ(G,X ∪H) with ’close’ endpoints, then for any ’long’
component s of p there exists a component t of q connected to s and, moreover,
the X–distances between corresponding endpoints of s and t is ’small’.
Lemma 3.21. For any λ ≥ 1, c ≥ 0, k ≥ 0, there are C = C(λ, c, k) and
D = D(λ, c, k) satisfying the following conditions. Let p and q be a pair of
k–similar (λ, c)–quasi–geodesics in Γ(G,X ∪ H) such that p is a path without
backtracking. Then for any i = 1, . . . ,m and any Hi–component s of p satisfying
the condition distX(s−, s+) > C, there exists an Hi–component t of q such that
t is connected to s;
Proof. We set
C = LM(1 + λ(2ε+ 1) + c+ 2ε), (3.17)
where ε = ε(λ, c, k) is provided by Proposition 3.15. Let s be an Hi–component
of p such that distX(s−, s+) > C. By Proposition 3.15, there exist vertices
w1, w2 on q such that distX(s−, w1) ≤ ε and distX(s+, w2) ≤ ε. Since q is
(λ, c)–quasi–geodesic, the length of the segment q0 = [w1, w2] of the path q
satisfies the inequality
l(q0) ≤ λdistX∪H(w1, w2) + c
≤ λ(distX∪H(w1, s−) + distX∪H(s−, s+) + distX∪H(s+, w2)) + c
≤ λ(2ε+ 1) + c.
(3.18)
We fix some paths r1 and r2 such that (r1)− = s−, (r1)+ = w1, (r2)− = s+,
(r2)+ = w2, and r1, r2 are geodesic paths in Γ(G,X) (not in Γ(G,X ∪H)). By
Proposition 3.15,
l(ri) ≤ ε, i = 1, 2. (3.19)
48
Notice that since the labels of r1, r2 consist of letters from X , r1 and r2 contain
no Hi–components. Suppose that there exist no Hi–components of q0 connected
to s. Then s is an isolated Hi–component of the cycle
b = sr2q
−1
0 r
−1
1 .
By Lemma 3.1 and inequalities (3.18), (3.19), we have
distX(s−, s+) ≤ LMl(b) ≤ LM(l(s) + l(q0) + l(r1) + l(r2))
≤ LM(1 + λ(2ε+ 1) + c+ 2ε) = C,
that contradicts to the assumption distX(s−, s+) > C.
The next lemma shows that if there exist two connected components s and t
of two quasi–geodesics in Γ(G,X∪H) with ’close’ endpoints, then the endpoints
of s and t are ’close’ even in case both components are ’short’.
Lemma 3.22. For any λ ≥ 1, c ≥ 0 there exists a constant D = D(λ, c, k)
such that the following condition holds. Let p, q be a pair of k–similar (λ, c)–
quasi–geodesics without backtracking in Γ(G,X ∪H). Suppose that s and t are
connected Hi–components of p and q respectively. Then
max{distX(s−, t−), distX(s+, t+)} ≤ D.
Proof. Let p1 = [p−, s−] and q1 = [q−, t−] denote the corresponding segments
of the paths p and q respectively, c′ and c′′ denote the connectors of length at
most 1 such that c′− = s−, c
′
+ = t−, c
′′
− = s+, and c
′′
+ = t+ (see Fig. 3.6). Let
C(λ, c, k) be the constant provided by Lemma 3.21. We set
D = C(λ, c+ λ+ 1, k).
Let us estimate the X–length of c′.
Assume that the path p1c
′ has a backtracking. Then there exists an Hi–
component b of p1 that is connected to c
′. Therefore b is connected to s con-
tradicting to the assumption that p is a path without backtracking. The same
arguments show that no component of q1 is connected to c
′. Further, by Lemma
3.4 the path p1c
′ is (λ, c + λ + 1)–quasi–geodesic. Thus we can apply Lemma
3.21 to q1, p1c
′, and the Hi–component c
′ of p1c
′. We obtain
distX(s−, t−) ≤ C(λ, c+ λ+ 1, k)
The bound on distX(s+, t+) can be obtained in the same way.
Taking together Proposition 3.15 and Lemmas 3.21, 3.22, we obtain the fol-
lowing theorem, which is closely related to Farb’s Bounded Coset Penetration
property (see the appendix). For simplicity we change the notation and de-
note by ε(λ, c, k) the maximal constant among ε(λ, c, k) from Proposition 3.15,
C(λ, c, k) from Lemma 3.21, D(λ, c, k) from Lemma 3.22.
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Theorem 3.23. For any λ ≥ 1, c ≥ 0, k ≥ 0, there exists a constant
ε = ε(λ, c, k) such that for any two k–similar (λ, c)–quasi–geodesics without
backtracking p and q in Γ(G,X ∪H), the following conditions hold.
1) The sets of phase vertices of p and q are contained in the closed ε–
neighborhoods (with respect to the metric distX) of each other.
2) Suppose that s is an Hi–component of p such that distX(s−, s+) > ε; then
there exists an Hi–component t of q which is connected to s.
3) Suppose that s and t are connected Hi–components of p and q respectively.
Then
max{distX(s−, t−), distX(s+, t+)} ≤ ε.
3.3 Geodesic triangles in Cayley graphs
Sometimes it is useful to think of δ–hyperbolic spaces as being fattened versions
of trees (see [9], [27], and [44]). More precisely, given any three positive numbers
a, b, c, we can consider the metric tree T (a, b, c) that has three vertices of valence
one, one vertex of valence three, and edges of length a, b, and c. For convenience
we extend the definition of T (a, b, c) in the obvious way to cover the cases where
a, b and c are allowed to be zero.
Given any three point x, y, z in a metric space, the triangle inequality tells
us that there exists (unique) non–negative numbers a, b, and c such that
dist(x, y) = a + b, dist(x, z) = a + c, dist(y, z) = b + c. There is an isome-
try from {x, y, z} to a subset of vertices of T (a, b, c) (the vertices of valence one
in the non–degenerate case); we label these vertices vx, vy, vz in the obvious way
(see Fig. 3.7).
For a geodesic triangle ∆ = ∆(x, y, z) with vertices x, y, z, we define T∆ =
T (a, b, c), where a, b, c are chosen as above. By o∆ we denote the central vertex
of T∆. The above map {x, y, z} → {vx, vy, vz} extends uniquely to a map
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Figure 3.7: The map χ∆. The points o1, o2, o3 are mapped to o∆
χ∆ : ∆→ T∆ whose restriction to each side of ∆ is an isometry.
Definition 3.24. Let ∆ be a geodesic triangle in a metric space Y . Consider
the map χ∆ : ∆ → T∆ defined above. We say that a point u ∈ ∆ is conjugate
to a point v ∈ ∆ if χ∆(u) = χ∆(v). The triangle ∆ is said to be ξ–thin if
dist(u, v) ≤ χ for any two conjugate points u, v ∈ ∆.
The next lemma is well–known. It provides an equivalent definition of rela-
tive hyperbolicity.
Lemma 3.25. A geodesic metric space Y is hyperbolic if and only if there exists
ξ ≥ 0 such that every geodesic triangle in Y is ξ–thin.
The main result of this section is the relative analogue of the Rips condition
for hyperbolic spaces. Namely we show that geodesic triangles in Γ(G,X ∪ H)
are thin with respect to the metric distX in the following sense.
Theorem 3.26. There exists a constant ν > 0 having the following property.
Let ∆ = pqr be a triangle whose sides p, q, r are geodesics in Γ(G,X ∪H). Then
for any vertex v on p, there exists a vertex u on the union q ∪ r such that
distX(u, v) ≤ ν.
Proof. The logical scheme of the proof is similar to that of Proposition 3.15.
First we need an auxiliary construction. Let T∆ be the tree related to ∆ and
χ∆ : ∆→ T∆ be the corresponding map. Recall that p− = r+, p+ = q−. Let us
consider vertices v1, v2 of p chosen as follows. Since Γ(G,X∪H) is a δ–hyperbolic
space for some δ > 0, according to Lemma 3.25, there exists a constant ξ such
that ∆ is ξ–thin. Increasing ξ if necessary we can assume ξ ∈ N.
We chose vertices v1 and v2 on p in the following way. If distX∪H(p−, v) ≤ 6ξ
(respectively distX∪H(v, p+) ≤ 6ξ), we put v1 = p− (respectively v2 = p+). If
distX∪H(p−, v) > 6ξ (respectively distX∪H(v, p+) > 6ξ), we take v1 on the
segment [p−, v] of the path p (respectively v2 on the segment [v, p+] of the path
p) such that
distX∪H(v, vi) = 6ξ (3.20)
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Figure 3.8: The quadrilateral and hexagonal cases in the proof of Lemma 3.26.
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for i = 1 (respectively i = 2).
Denote by u1, u2 the vertices on q ∪ r such that χ∆(ui) = χ∆(vi), i = 1, 2.
By Lemma 3.25, we have
distX∪H(vi, ui) ≤ ξ, i = 1, 2. (3.21)
Reversing the roles of p and r if necessarily, we can assume that u1 ∈ r. Thus
there are only two cases to consider (see Fig. 3.8).
Case 1 (Quadrilateral). The vertex u2 lays on r. In this case we denote by
p1, p2 (respectively by r0) the segments of p (respectively the segment of r) such
that (p1)− = v1, (p1)+ = v, (p2)− = v, (p2)+ = v2 (respectively (r0)− = u2,
(r0)+ = u1). We also denote by o1, o2 the geodesic paths in Γ(G,X ∪ H) such
that (oi)− = vi, (oi)+ = ui, i = 1, 2.
Case 2 (Hexagonal). No vertex on r is conjugate to v2 (therefore, u2 lays on
q, see Fig. 3.8). We take a vertex w1 on the segment [r−, u1] of the path r such
that w1 = r− if distX∪H(r−, u1) ≤ 12ξ and
distX∪H(w1, u1) = 12ξ (3.22)
if distX∪H(r−, u1) > 12ξ. Furthermore, if w1 = r−, we set w2 = w1, and if
w1 6= r−, let w2 be the vertex on p ∪ q such that χ∆(w2) = χ∆(w1). Thus we
have
distX∪H(w1, w2) ≤ ξ. (3.23)
It is easy to see that w2 ∈ q. Indeed, if w2 ∈ p, then
distX∪H(v1, w2) = distX∪H(u1, w1) = 12ξ ≥ distX∪H(v1, v2),
i.e., the point v2 belongs to the segment [v1, w2] of p. Since r contains conjugate
points for both v1 and w2, there is a conjugate point for v2 on r that contradicts
to our assumption. Similar arguments show that w2 belongs to the segment
[u2, r−] of the path q.
We denote by p1, p2 (respectively by r0) the segments of p (respectively
the segment of r) such that (p1)− = v1, (p1)+ = v, (p2)− = v, (p2)+ = v2
(respectively (r0)− = w1, (r0)+ = u1), and denote by q0 the segment of q such
that (q0)− = u2, (q0)+ = w2. Also let o1, o2, o3 denote the geodesic paths in
Γ(G,X ∪H) such that (oi)− = vi, (oi)+ = ui, i = 1, 2, (o3)− = w1, (o3)+ = w2.
We deal with the second case in details, the first one is only slightly different.
Let V denote the set of all vertices z on r0 ∪ q0 such that
distX∪H(v, z) = min
z0∈r0∪q0
distX∪H(v, z0), (3.24)
where the minimum is taken among all vertices of r0∪q0. In particular, we have
distX∪H(v, z) ≤ ξ (3.25)
since the conjugate point for z is a vertex on r0 ∪ q0.
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To every z ∈ V , we associate the set O(z) of all a geodesic paths o such that
o− = v, o+ = z. These paths cut the cycle p1p2o2q0o
−1
3 r0(o1)
−1 into two parts
denoted by c1 and c2. More precisely, if z ∈ r0, we set
c1 = or1(o1)
−1p1,
and
c2 = o(r2)
−1o3(q0)
−1(o2)
−1(p2)
−1,
where r1 (respectively r2) is the segment [z, u1] (respectively [w1, z]) of the path
r0. If z ∈ q0, we set
c1 = oq2o
−1
3 r0o
−1
1 p1
and
c2 = p2o2q1o
−1,
where q1 (respectively q2) is the segment [u2, z] (respectively [z, w2]) of the path
q0. We emphasize that c1, c2 depend on the choice of z ∈ V and o ∈ O(z).
Lemma 3.27. Let z ∈ V , o ∈ O(z), and let s be an Hi–component of the path
o for a certain i. Then for any j = 1, 2, 3 there exist no Hi–components of oj
connected to s.
Proof. Without loss of generality we may assume that z ∈ r0; the case z ∈ q0
can be treated in the similar way and we leave it to the reader.
The proof of the lemma in the cases j = 1 and j = 2 almost coincide with
the proof of the Lemma 3.16. Indeed assume that s is connected to an Hi–
component t of oj for j = 1 or j = 2. This means that
distX∪H(s−, t−) ≤ 1.
Thus we have
distX∪H(v, vj) ≤ distX∪H(v, s−) + distX∪H(s−, t−) + distX∪H(t−, vj)
≤ (ξ − 1) + 1 + (ξ − 1) < 2ξ.
By our choice of vj , this implies vj = p− in case j = 1 and vj = p+ in case
j = 2. Therefore, vj coincides with uj as
distX∪H(v1, p−) = distX∪H(u1, p−)
and
distX∪H(v2, p+) = distX∪H(u2, p+).
Thus oj is trivial. A contradiction.
Suppose that s is connected to an Hi–component t of o3. In particular this
means that o3 is non–empty. By the choice of w1 and w2 this implies the equality
distX∪H(u1, w1) = 12ξ. Note that
distX∪H(u1, z) ≤ distX∪H(u1, v1) + distX∪H(v1, v) + distX∪H(v, z) ≤ 8ξ.
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Figure 3.9: Two cases in the proof of Lemma 3.27.
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On one hand, we obtain
distX∪H(z, w1) ≥ distX∪H(u1, w1)− distX∪H(u1, z) ≥ 12ξ − 8ξ = 4ξ. (3.26)
On the other hand, we have
distX∪H(z, w1) ≤ distX∪H(z, s+) + distX∪H(s+, t−) + distX∪H(t−, w1)
≤ (ξ − 1) + 1 + (ξ − 1) < 2ξ
that contradicts to (3.26). The lemma is proved.
As in the previous section, given z ∈ V and o ∈ O(z), an Hi–component
s of the path o is called an ending component if s contains z; for otherwise s
is called a non–ending component. The proof of the next lemma is completely
analogous to the proof of Lemma 3.17. We leave details to the reader.
Lemma 3.28. Let z ∈ V , o ∈ O(z), and s be a non–ending Hi–component of
the path o for a certain i. For any j = 1, 2, if s is not an isolated Hi–component
of cj, then there exists an Hi–component t of pj that is connected to s.
Arguing as in the proof of Corollary 3.18, we immediately obtain the follow-
ing.
Corollary 3.29. Let z ∈ V , o ∈ O(z). Then for any i = 1, . . . ,m, every non–
ending Hi–component of the path o is an isolated Hi–component of at least one
of the cycles c1, c2.
The next lemma is the analogue of Lemma 3.19.
Lemma 3.30. For any j = 1, 2, the following assertion is true. Suppose that
for any z ∈ V and any o ∈ O(z), o has the ending component, which is not
isolated in cj; then for any z ∈ V and any o ∈ O(z), the ending component of
o is connected to an Hi–component of pj for corresponding i.
Proof. For definiteness assume j = 1. For any z ∈ V , we define a non-negative
integer number π(z) as follows
π(z) =

distX∪H(u1, z), if z ∈ r0,
distX∪H(u1, w1) + distX∪H(w2, z), if z ∈ q0.
The reader will have no difficulties in proving this lemma in the same way as
Lemma 3.19. The only difference is that we have to proceed by induction on
π(z).
Obviously Lemma 3.30 yields
Corollary 3.31. There exists a vertex z ∈ V and a path o ∈ O(z) such that
either the last edge of o is labelled by a letter from X or the ending component
of o is isolated in at least one of the cycles c1, c2.
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Let us return to the proof of Theorem 3.26.
By Corollaries 3.29 and 3.31, there exists a vertex z ∈ V and a path o ∈ O(z)
such that every component of o is isolated in at least one of the cycles c1, c2.
Therefore, we have
distX(u, z) ≤ l(o)MLmax{l(c1), l(c2)}. (3.27)
Since
l(o) ≤ ξ (3.28)
by our choice of z, it remains to estimate the lengths of c1 and c2. Evidently
we have
l(q0) ≤ l(o3) + l(r0) + l(o1) + l(p1) + l(p2) + l(o2) ≤ 27ξ.
Therefore,
l(ci) < l(o) + l(p1) + l(p2) + l(o2) + l(q0) + l(o3) + l(r0) + l(o1) ≤ 55ξ. (3.29)
In view of (3.27), (3.28), and (3.29), to complete the proof it suffices to set
ν = 55MLξ2.
Remark 3.32. For metric spaces, the Rips condition can be regarded as the
definition of hyperbolicity. We note that the fulfilment of Theorem 3.26 for a
given group and a collection of subgroups does not imply the relative hyper-
bolicity. Indeed for the pair G ∼= Z and H ∼= 2Z with the natural embedding
H → G, the statement of Theorem 3.20 obviously holds. However, G is not
hyperbolic relative to H . Moreover, the corresponding relative Dehn function
is not well–defined as follows from Proposition 2.36.
By drawing the diagonal, we obtain the following corollary of Theorem 3.20.
It will be used in the next chapter to study the root problem for relatively
hyperbolic groups.
Corollary 3.33. Let p1p2p3p4 be a geodesic quadrangle in Γ(G,X ∪H). Then
for any vertex u ∈ p1 there is a vertex v ∈ p2 ∪ p3 ∪ p4 such that
distX(u, v) ≤ 2ν.
3.4 Symmetric geodesics
The proofs of a number of theorems about ordinary hyperbolic groups (in par-
ticular, the solution of the conjugacy problem) are based on the following well–
known property of hyperbolic metric spaces [19, 35]. Let p, q be two geodesics
such that the distances between p−, q− and between p+, q+ are ’small’, say less
than or equal to 1, and u, v are two points on p and q respectively such that
dist(p−, u) = dist(q−, v). Then the distance between u and v is not greater
than k, where k is independent of p, q, u, and v. The straightforward relative
analogue of this property in the spirit of Proposition 3.15 and Theorem 3.26 can
be stated as follows.
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Conjecture 3.34. For any k ≥ 0, there exists a constant κ = κ(k) such
that the following condition holds. Let p, q be a pair of k–similar geodesics in
Γ(G,X ∪H). Then for any two vertices u ∈ p and v ∈ q such that dist(p−, u) =
dist(q−, v), we have
distX(u, v) ≤ κ. (3.30)
Unfortunately in general Conjecture 3.34 is false. Indeed consider the free
group G = 〈x, y〉 and the subgroup H = 〈x〉, which is a free factor of G.
Evidently G is hyperbolic relative to H . Let us also consider two geodesics,
denoted by p and q, in the corresponding relative Cayley graph such that
φ(p) ≡ yxn, φ(q) ≡ xn,
and
p− = y
−1, q− = 1.
It is clear that p and q are 1–similar. Take the vertices u ∈ p and v ∈ q such
that distX∪H(p−, u) = distX∪H(q−, v) = 1. Thus u = 1, v = x
n, and the length
u−1v with respect to the generating set {x, y} of G equals n. As n can be taken
arbitrary large, this obviously violates (3.30).
However a certain refined version of the above mentioned conjecture can be
proved for relatively hyperbolic groups. The results of this section will be used
in the next chapter in order to study cyclic subgroups of relatively hyperbolic
groups. We begin with definitions.
Definition 3.35. Let p, q be two paths in Γ(G,X ∪H). We say that the pair
(p, q) is symmetric if the labels of p and q coincide, i.e., φ(p) ≡ φ(q). To each
such a pair we associate the pair of elements g1 = (p−)
−1q−, and g2 = (p+)
−1q+
of G, called the characteristic elements of (p, q).
It is easy to see that two elements g1, g2 are conjugate by some element
t ∈ G, i.e.,
g2 = t
−1g1t
if and only if there exists a symmetric pair of geodesics (p, q) in Γ(G,X ∪ H)
such that (g1, g2) is the characteristic pair of (p, q) and φ(p) = φ(p) = t.
Definition 3.36. Let (p, q) be a pair of symmetric paths in Γ(G,X ∪ H). We
say that two vertices u ∈ p, and v ∈ q are synchronous, if l([p−, u]) = l([q−, v]),
where [p−, u] and [q−, v] are segments of p and q respectively. Similarly, if a and
b are Hi–components of p and q respectively for a certain i, we say that a and
b are synchronous components when the vertices a− and b− are synchronous.
Now we are ready to state the main result of this section.
Theorem 3.37. For any k ≥ 0N , there exists a constant κ = κ(k) with the
following property. Let (p, q) be a symmetric pair of k–similar geodesics in
Γ(G,X ∪H), u, v a pair of synchronous vertices on p and q respectively. Then
distX(u, v) ≤ κ.
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The proof provided below can be slightly simplified by using references to
some technical lemmas from [20]. However for convenience of the reader we give
a complete proof in the spirit of our paper.
As usual, we divide the proof into a sequence of lemmas. The following is a
particular case of a well–known property of hyperbolic spaces (see for example,
[19]).
Lemma 3.38. For any k ≥ 0, there exists a constant E = E(k) such that
the following condition holds. Let p, q be a pair of k–similar geodesics in
Γ(G,X ∪ H), and u, v synchronous vertices on p and q respectively. Then
distX∪H(u, v) ≤ E.
We note that the constant E can be chosen effectively for a given k. In fact,
one can take E(k) = E′k for an appropriate constant E′, which depends only
on the hyperbolicity constant of Γ(G,X ∪H), not on k.
Definition 3.39. We say that a symmetric pair of geodesics (p, q) in Γ(G,X∪H)
is minimal, if for any other symmetric pair of geodesics (p′, q′) in Γ(G,X ∪ H)
having the same characteristic elements, the inequality l(p) ≤ l(p′) holds.
Lemma 3.40. Let (p, q) be a minimal pair of symmetric geodesics in Γ(G,X ∪
H).
1) Suppose that, for some i, two Hi–components a and b of p and q respec-
tively are connected. Then a and b are synchronous.
2) Let u1, v1 and u2, v2 be two pairs of synchronous vertices of p and q
respectively. Then (u1)
−1v1 6= (u2)
−1v2.
Proof. 1) Suppose that a and b are not synchronous. Let
p = p1ap2,
q = q1bq2.
Assume for definiteness that
l(q1) < l(p1). (3.31)
Since a and b are connected, there is an edge e in Γ(G,X∪H) such that φ(e) ∈ H˜i
and
e− = b−, e+ = a+.
Also denote by r1, r2 some paths in Γ(G,X ∪H) such that (r1)− = p−, (r1)+ =
q−, (r2)− = p+, (r2)+ = q+ (see Fig. 3.10). Consider the cycles
c1 = e
−1q−11 r
−1
1 p1a
and
c2 = ep2r2q
−1
2 b
−1.
By ∆1, ∆2 we denote certain van Kampen diagrams over (3.1) whose bound-
aries have the same labels as c1 and c2 respectively. For simplicity, we will
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Figure 3.10: Gluing and cutting diagrams in the proof of Lemma 3.40.
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Figure 3.11: The elements represented by the labels of the corresponding paths
are written in brackets.
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identify ∂∆j with cj . Gluing ∆1 and ∆2 together along subpaths e
−1 and e
of their boundaries, we obtain a new diagram ∆ over (3.1) with the boundary
r−11 pr2q
−1. Further by gluing together the subpaths p and q (which have the
same labels), we transform ∆ into an annular diagram Ξ (Fig. 3.10). Finally,
we cut Ξ along the image of the path q1ep2 in Ξ and obtain a new diagram Σ
over (3.1) with the boundary label
φ(Σ) ≡ φ(r1)
−1Uφ(r2)U
−1,
where
U ≡ φ(q1ep2).
Thus
g2 = U
−1
g1U (3.32)
in the group G, where g1 = φ(r1), g2 = φ(r2) are the characteristic elements
of (p, q). The equality (3.32) leads to the symmetric pair (p′, q′) of geodesics in
Γ(G,X ∪ H) such that (g1, g2) is the characteristic pair of (p′, q′) and φ(p′) ≡
φ(q′) ≡ U . According to (3.31), we have
l(p′) = ‖U‖ = l(q1) + 1 + l(p2) < l(p1) + 1 + l(p2) = l(p)
that contradicts to the assumption that the pair (p, q) is minimal.
2) Let (u1)
−1v1 = (u2)
−1v2 = w and p = t1t2t3, where t1 = [p−, u1], t2 =
[u1, u2], t3 = [u2, p+]. Denote by f1, f3 the elements represented by labels of
t1, t3 respectively (see Fig. 3.11). Then we have the following equalities in
the group G: g2 = f
−1
3 wf3, w = f
−1
1 g1f1, where g1, g2 are the characteristic
elements of (p, q). Thus g1, g2 are conjugate by the element f1f3 whose length is
smaller than l(p). We get a contradiction with the minimality of (p, q) again.
It is worth to note that the condition (3.33) in the following lemma is weaker
than k–similarity of p and q. (This is important for our goals.)
Lemma 3.41. Let (p, q) be a minimal pair of symmetric geodesics in Γ(G,X ∪
H) such that
max{distX∪H(p−, q−), distX∪H(p+, q+)} ≤ k (3.33)
and let u and v be synchronous vertices on p and q respectively such that
min{distX∪H(p−, u), distX∪H(u, p+)} ≥ 2E,
where E = E(k) is the constant provided by Lemma 3.38. Then
distX(u, v) ≤ 6MLE
2k.
Proof. We repeat the trick used in the proof of Proposition 3.15. By the con-
ditions of our lemma, there exist vertices u1, u2 ∈ p and v1, v2 ∈ q such that
u1 6= u2, v1 6= v2 and
distX∪H(ui, u) = distX∪H(vi, v) = 2E. (3.34)
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For definiteness we assume that going along p (respectively along q) we first
meet u1 (respectively v1) and then u2 (respectively v2).
Let oi be a geodesic path in Γ(G,X ∪ H) such that (oi)− = ui, (oi)+ = vi
for i = 1, 2, and o be a geodesic path in Γ(G,X ∪H) such that o− = u, o+ = v.
We consider the cycles
c1 = [v1, v]o
−1[u1, u]
−1o1
and
c2 = [v, v2]o
−1
2 [u, u2]
−1o,
where [u1, u] and [u, u2] (respectively [v1, v] and [v, v2]) are the segments of p
(respectively q).
Note that every component of o is an isolated component in at least one of
the cycles c1, c2. Indeed, the same arguments as in the proof of Lemma 3.16
together with the equalities (3.34) show that no component of oi is connected
to a component of o for i = 1, 2. Suppose that a component s of the path o is
connected to a component r1 in c1 and r2 in c2. Since p and q are geodesics,
r1 and r2 can not belong simultaneously to p or q. Hence we can assume that
r1 ∈ p and r2 ∈ q (see Fig. 3.12). By Lemma 3.40, r1 and r2 are synchronous
components. However this can not happen if r1 ∈ c1 and r2 ∈ c2.
Thus every component of o is an isolated component in at least one of the
cycles c1, c2 and has X–length at mostMLmax
i=1,2
l(ci) by Lemma 3.1. By Lemma
3.38, l(oi) ≤ E for i = 1, 2 and l(o) ≤ E. Therefore, l(ci) ≤ 6E for i = 1, 2.
This implies
distX(u, v) ≤ l(o)MLmax
i=1,2
l(ci) ≤ 6MLE
2.
Corollary 3.42. For any k ≥ 0 there exists a constant ρ = ρ(k) such that for
any two conjugate elements f, g of G of relative lengths
max{|f |X∪H, |g|X∪H} ≤ k,
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there exists an element t ∈ G such that f t = g and
|t|X∪H ≤ ρ.
Proof. Let
ρ = (cardX)6MLE
2k + 1+ 4E,
where E = E(k) is the constant from Lemma 3.38. Let (p, q) be the minimal
pair of symmetric geodesics in Γ(G,X∪H) with the characteristic elements f, g.
Set t = φ(p). If l(p) > 4E, let p0 be the segment of p such that
distX∪H((p0)−, p−) = distX∪H((p0)+, p+) = 2E.
By the second statement of Lemma 3.40 and Lemma 3.41, the length of p0 does
not exceed the number of elements of G having length at most 6MLE2k with
respect to the generating set X . Thus we have
l(p0) ≤ (cardX)
6MLE2k + 1
and
|t|X∪H = l(p) ≤ l(p0) + 4E ≤ ρ.
Lemma 3.43. For any k ≥ 0, λ ≥ 1, c ≥ 0, there exists a constant η = η(λ, c, k)
such that the following condition holds. Let (p, q) be an arbitrary symmetric pair
of k–similar (λ, c)–quasi–geodesics without backtracking in Γ(G,X∪H) such that
no synchronous components of p and q are connected. Then for any i = 1, . . . ,m
and any Hi–component e of p, we have
distX(e−, e+) ≤ ηl([p−, e+]), (3.35)
where [p−, e+] is the segment of p.
Proof. Let ε0 = ε(λ, c, k) be the constant given by Theorem 3.23. Let also
ε1 = ε(λ, c,max{k, ε0}). Set
η = max{2ε0, ε1, 1}.
We proceed by induction on n = l([p−, e+]). The proof in the case n = 1 is
given below together with the proof in the general case.
First suppose that no component of q is connected to e. Then the inequality
(3.35) follows from Theorem 3.23. Further, assume that there exists an Hi–
component e′ of q connected to e. Let m be the length of the segment [q−, e
′
+]
of q. By our assumption, m 6= n. Thus there are two possibilities (see Fig.
3.13).
Case 1. m < n (this case is impossible if n = 1). Note that
max{distX(e−, e
′
−), distX(e+, e
′
+)} ≤ ε0 (3.36)
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Figure 3.13: The cases m > n and m < n in the proof of Lemma 3.43.
by Theorem 3.23. We denote by f the Hi–component of p which is synchronous
to e′. Since p and q are symmetric, we have
distX(e
′
−, e
′
+) = distX(f−, f+) ≤ ηm (3.37)
by the the inductive assumption. Taking (3.36) and (3.37) together, we obtain
distX(e−, e+) ≤ 2ε0 + ηm ≤ η(m+ 1) ≤ ηn
Case 2. m > n. Denote by g the Hi–component of q which is synchronous
to e. If no Hi–component of the segment [p−, e−] of p is connected to g (in
particular, this is so if n = 1 since the segment [p−, e−] is trivial in this case),
then we obtain
distX(e−, e+) = distX(g−, g+) ≤ ε1
by applying Theorem 3.23 for the segments [p−, e−] and [q−, e
′
−] of p and q.
The case when g is connected to a component of the segment [p−, e−] can be
reduced to Case 1 by reversing the roles of p and q.
Lemma 3.44. For any k ∈ N, there exists a constant κ0 = κ0(k) such that the
following condition holds. Let (p, q) be a symmetric pair of k–similar geodesics
in Γ(G,X ∪H) such that no synchronous components of p and q are connected.
Then for every pair of synchronous vertices u ∈ p, v ∈ q, we have
distX(u, v) ≤ κ0.
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Proof. Without loss of generality, we may assume that q− = 1. Since the labels
of the segments [p−, u] and [1, v] of p and q respectively coincide, the element
p− is conjugate to the element w = v
−1u in G.
Note that by Lemma 3.38, the relative length of w satisfies |w|X∪H ≤ E. We
consider the shortest (with respect to the relative metric) element t ∈ G such
that p− = t
−1wt. By Lemma 3.42, the we have
|t|X∪H ≤ ρ,
where ρ = ρ(max{E, k}). Let (r, s) be the symmetric pair of geodesics in
Γ(G,X ∪ H) such that r− = u, s− = v, and the labels φ(r) ≡ φ(s) represent t
in G. Thus the label of any path from s+ to r+ in Γ(G,X ∪H) represents the
element p− in G.
Suppose that there exist components of r connected to some components of
p. We consider the last such a component a of r. Thus r = r1ar2, there exists
a component b of p connected to a, and no component of r2 is connected to
a component of p. To be definite we assume that b belongs to [u, p+]. (The
case when b belongs to [p−, u] can be treated in the same way and is left to the
reader.) Let c be a path in Γ(G,X ∪H) of length at most 1 such that c− = b−,
c+ = a+ (see Fig. 3.14). Notice that
l([u, b−]) = l([u, b+])− 1 ≤ distX∪H(u, a−) + distX∪H(a−, b+)− 1 = l(r1)
as p and r are geodesic. Hence
l([u, b−]cr2) ≤ l(r1) + 1 + l(r2) = l(r).
Obviously the path [p−, b−]cr2 is (1, ρ)–quasi–geodesic without backtracking as
follows from the choice of a. Thus replacing r with r′ = [u, b−]cr2 and s with
the geodesic symmetric to r′, we may assume that [p−, u]r has no backtracking.
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Figure 3.15: The decomposition of p and q in the proof of Theorem 3.37.
Let ε = ε(1, ρ, k) and η = η(1, ρ,max{ε, k}) be constants provided be Theo-
rem 3.23 and Lemma 3.43 respectively. We consider two cases.
Case 1. Suppose that there are no synchronous connected components
of r and s. Applying Lemma 3.43 for the symmetric (1, ρ)–quasi–geodesic
paths r−1[p−, u]
−1 and s−1[q−, v]
−1, we obtain that the X–length of any Hi–
component e of r satisfies the inequality
distX(e−, e+) ≤ ηl(r) ≤ ηρ.
Hence,
distX(u, r+) ≤ l(r)ηρ ≤ ηρ
2.
Finally we have
distX(u, v) ≤ distX(u, r+) + distX(r+, s+) + distX(s+, v) ≤ 2ηρ
2 + k.
Case 2. Now assume that there is at least one pair of synchronous connected
components in r and s. Let i, j be the connected synchronous components
of r and s respectively such that there are no connected synchronous compo-
nents of the segments [u, i−] and [v, j−] of r and s. By Theorem 3.23, we have
distX(i−, j−) ≤ ε. Therefore, the paths [p−, u][u, i−] and [1, v][v, j−] form a
symmetric max{ε, k}–similar pair. Arguing as in the Case 1, we obtain
distX(u, v) ≤ 2ηρ
2 + ε.
In both cases it suffices to set κ0 = 2ηρ
2 +max{ε, k}.
Now we are ready to prove the main result of this section.
Proof of Theorem 3.37. Let a1, . . . , al be the set of all components of p that
are connected to the corresponding synchronous components of q. We denote
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by bj the component of q connected to aj . Changing if necessary the order of
enumeration of a1, . . . , al, we may assume that
p = p1a1 . . . plalpl+1,
q = q1b1 . . . qlblql+1,
where for any j = 1, . . . , l+1, (pj , qj) is a symmetric pair of ε–similar geodesics
for ε = ε(1, 0, k) given by Theorem 3.23 (see Fig 3.15). Notice that there exist
no connected synchronous components of pj and qj for any j = 1, . . . , l+ 1. As
u and v are synchronous vertices of pj and qj for a certain j, it suffices to set
κ = κ0(max{ε, k}), where κ0(max{ε, k}) is provided by Lemma 3.44.
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Chapter 4
Algebraic properties
4.1 Elements of finite order
Recall that the number of conjugacy classes of elements of finite order in any
hyperbolic group is finite. A generalization of this result to the class of hyper-
bolic products of groups can be found in [73]. In this section we extend these
results by proving the following.
Definition 4.1. Let G be a group hyperbolic with respect to a collection of
subgroups {Hλ}λ∈Λ. An element g ∈ G is called parabolic if it is conjugate to
an element of one of the subgroups Hλ. Otherwise g is said to be hyperbolic.
Theorem 4.2. Suppose G is a group hyperbolic with respect to a collection
of subgroups {Hλ}λ∈Λ. Then the number of conjugacy classes of hyperbolic
elements of finite order in G is finite.
It is well known that if G acts on a tree without inversions and with a
compact quotient, then every element of finite order has a fixed point (see [78]
or [33]). In other terms, if G is a fundamental group of a a graph of groups,
then each element of finite order in G is conjugate to an element of one of the
vertex groups. In combination with Splitting Theorem from Section 2.4, this
shows that it suffices to prove the theorem in case G is finitely generated (and
therefore the collection of subgroups is finite by Corollary 2.48). In the rest of
this section we assume that G is generated by a finite set X and is hyperbolic
relative to subgroups {H1, . . . , Hm}.
Recall, that a path in a metric space is said to be k–local geodesic if any
its subpath of length at most k is geodesic. The following lemma is well known
(see, for example, [19, CH. III.H, Theorem 1.13]).
Lemma 4.3. Let r be a k–local geodesic in a δ–hyperbolic metric space for some
k > 8δ. Then r is (λ, c)–quasi–geodesic for λ = k+4δ
k−4δ ≤ 3 and c = 2δ.
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Corollary 4.4. Let g be an element of finite order in G. Then G is conjugate
to an element of relative length at most 8δ + 1, where δ is the hyperbolicity
constant for Γ(G,X ∪H).
Proof. We assume that g is a shortest element in the conjugacy class gG and
|g|X∪H > 8δ+ 1. Let us take a shortest word U ∈ (X ∪H)∗ representing g and
consider the path pn such that (pn)− = 1, φ(pn) ≡ Un, n ∈ N. Since g is a
shortest element in gG, pn is (8δ+1)–local geodesic in Γ(G,X ∪H). Therefore,
by Lemma 4.3, we have
|gn|X∪H = distX∪H(1, (pn)+) ≥
1
3
l(pn)− 2δ ≥
1
3
|n| − 2δ.
Note that 1/3|n| − 2δ 6= 0 for any n big enough. Hence the order of g is
infinite.
In contrast to the case of ordinary hyperbolic groups, the above corollary
does note imply the desired result since balls in Γ(G,X ∪H) are, in general, not
finite. The next lemma is the crucial ingredient of the proof of Theorem 4.2.
Lemma 4.5. Suppose that a group G is generated by a finite set X and is
hyperbolic relative to subgroups {H1, . . . , Hm}. Then there exists a constant B
such that the following condition holds. Let f be a hyperbolic element of finite
order in G such that f has smallest relative length among all elements of the
conjugacy class fG. Then
|f |X ≤ B|f |
2
X∪H.
Proof. Let U be a shortest word in (X ∪ H)∗ representing f in G. Let n be
the order of f , l the relative length of f . We consider an arbitrary cycle p in
Γ(G,X ∪H) with the label Un and take a subpath p0 of p obtained as follows.
If p is a cycle without backtracking, we set p0 = p. Further suppose that there
exists two connected components s1 and s2 of p. Let
p = as1bs2c.
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Passing to another pair of connected components if necessary, we may assume
that b is a path without backtracking and no component of b is connected to
the component s1, s2. In this case we set p0 = b.
Since φ(p0) is a (cyclic) subword of U
n, we have
φ(p0) ≡ U
k
0 V,
where U0 is a cyclic shift of U and V is a cyclic subword of U of length less than
l. It is easy to check that k > 0. Indeed if k = 0, then f is not the shortest
element in the conjugacy class fG.
Let e be a path in Γ(G,X ∪ H) of length at most 1 such that e− = (p0)−
and e+ = (p0)+ (see Fig. 4.1). We consider the cycle c = p0e
−1. According to
our choice of p0, c is a cycle without backtracking. We have
l(c) = l(p0) + 1 ≤ kl + ‖V ‖+ 1 ≤ (k + 1)l.
Let W be an Hj–syllable in U . Then W is a label of at least k components
of c. Since all components of c are isolated, applying Lemma 3.1 we obtain
k|W |X ≤MLl(c) ≤ML(k + 1)l.
Hence,
|W |X ≤ML
k + 1
k
l ≤ 2MLl. (4.1)
Finally, since the inequality (4.1) holds for any syllableW of U , we have |U |X ≤
2MLl2.
Proof of Theorem 4.2. By combining Lemmas 4.4 and 4.5, we obtain that each
hyperbolic element of finite order in G is conjugate to an element of X–length
at most B(8δ + 1)2. Since G is locally finite with respect to the metric distX ,
this proves the theorem.
As a corollary, we have
Corollary 4.6. The set of orders of hyperbolic elements in G is finite.
Corollary 4.7. If G is residually finite and all subgroups Hλ are torsion free,
then G is virtually torsion free, that is G contains a torsion free subgroup of
finite index.
Proof. Let g1, g2, . . . , gk be elements of G such that each hyperbolic element of
finite order is conjugate to one of them. Then there exists a normal subgroup
N of finite index in G such that gi /∈ N for all i = 1, . . . , k. Thus N contains
no hyperbolic elements of finite order. Hence N is torsion free.
Note that the requirement of residual finiteness is essential.
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Example 4.8. Let H be a finitely generated torsion free simple group. Let w
be an arbitrary nontrivial element of H . Consider the group G given by the
relative presentation
G = 〈x,H | x2 = 1, x = [x,w][x,w2] . . . [x,wn]〉.
It is easy to check that G is a quotient of the free product 〈x | x2 = 1〉 ∗H by
the relation x = [x,w][x,w2 ] . . . [x,wn] satisfying C′(λ) hypothesis (as a relation
over a free product) with λ → 0 as n → ∞. Therefore, by the Greendlinger
Lemma [57], the relative Dehn function of G with respect to H is linear for all
n big enough and thus G is hyperbolic relative to H . However, any subgroup
N of finite index in G contains H (otherwise N ∩H = {1} and hence G/N is
infinite). Now the relation x = [x,w][x,w2 ] . . . [x,wn] implies that x ∈ G. Thus
N = G, i.e., G contains no proper subgroups of finite index. In particular, G is
not virtually torsion free.
4.2 Relatively quasi–convex subgroups
Our discussion in this section is stimulated by some ideas of Gromov [45] which
were elaborated by Gersten and Short [43], Alonso and Bridson [3], and oth-
ers (see [35] and references therein). Our main goal here is to introduce the
(geometric) notion of a quasi–convex subgroup of a relatively hyperbolic group
and to obtain some analogues of well–known theorems about quasi–convex sub-
groups in hyperbolic groups. In the next section, adopting an idea of Gersten
and Short [43] to the relative case, we apply our results to the study of trans-
lation numbers. For the dynamical notion of quasi–convexity for convergence
groups we refer to [12].
Definition 4.9. Let G be a group generated by a finite set X , {H1, . . . , Hm}
a collection of subgroups of G. A subgroup R of G is called relatively quasi–
convex with respect to {H1, . . . , Hm} (or simply relatively quasi–convex when
the collection {H1, . . . , Hm} is fixed) if there exists a constant σ > 0 such that
the following condition holds. Let f , g be two elements of R, and p an arbitrary
geodesic path from f to g in Γ(G,X ∪ H). Then for any vertex v ∈ p, there
exists a vertex w ∈ R such that
distX(u,w) ≤ σ.
Note that, without loss of generality, we may assume one of the elements f, g to
be equal to the identity since both the metrics distX and distX∪H are invariant
under the left action of G on itself.
It is easy to see that, in general, this definition depends on X . However in
case of relatively hyperbolic groups we have
Proposition 4.10. Let G be a group hyperbolic with respect to a collection of
subgroups {H1, . . . , Hm} and R a subgroup of G. Suppose that X1, X2 are two
71
finite generating sets of G. Then Q is relatively quasi–convex with respect to X1
if and only if it is relatively quasi–convex with respect to X2.
Proof. Let Γ1 = Γ(G,X1∪H) and Γ2 = Γ(G,X2∪H). For every x ∈ X1, we fix
a word Wx over X2 representing x in G. To each path p in Γ1, we assign a path
in Γ2 which starts and ends at the same elements as p and has label obtained
from φ(p) by replacing x with Wx for every x ∈ X1.
Suppose that R is quasi–convex with respect to X2. Let r be an element
of R, p a geodesic path in Γ1 such that p− = 1 and p+ = r. We also take
a vertex u ∈ p. Denote by q the path in Γ2 corresponding to p, and by v
the vertex corresponding to v (thus u = v being considered as elements of
G). By Proposition 2.8, q is (λ, 0)–quasi–geodesic for some constant λ which
is independent of p. Moreover, since p is a path without backtracking, then
obviously so is q.
By Theorem 3.23, q lies in the closed ε = ε(λ, 0, 0)–neighborhood (with
respect to the metric distX2) of the geodesic path s in Γ2 with s− = 1, s+ = r.
As R is quasi–convex with respect toX2, s belongs to the closed σ–neighborhood
(with respect to distX2) of R, where σ is the quasi–convexity constant. Thus
distX2(v,R) ≤ ε+ σ.
Applying Proposition 2.8 again, we obtain the upper bound on distX1(u,R),
which is independent of u and p. Thus R is quasi–convex with respect to
X1.
Definition 4.11. Let G be as in the Definition 4.9. A relatively quasi–convex
subgroup R of G is called strongly relatively quasi–convex if the intersection
R ∩Hgi is finite for any g ∈ G, i = 1, . . . ,m.
Definition 4.12. Recall that a map ι : (M1, dist1)→ (M2, dist2) between two
metric spacesM1 andM2 with metrics dist1 and dist2 is called a quasi–isometric
embedding if there exist c1, c2 > 0 such that for every two points x, y ∈ M1 we
have
1
c1
dist1(x, y)− c2 ≤ dist2(ι(x), ι(y)) ≤ c1dist1(x, y) + c2.
Theorem 4.13. Suppose that the group G is hyperbolic relative to the collection
of subgroups {H1, . . . , Hm}. Let R be a subgroup of G. Then the following
conditions are equivalent.
1. R is strongly relatively quasi–convex.
2. R is generated by a finite set Y and the natural map (R, distY ) →
(G, distX∪H) is a quasi–isometric embedding.
Proof. For every x, y ∈ G and every i = 1, . . . ,m we consider the set
Zx,y,i = {xhy | h ∈ Hi} ∩R.
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Also set
Z0 = {r ∈ R | |r|X ≤ 2σ + 1},
where σ is the quasi–convexity constant for R.
To prove the theorem we need two auxiliary lemmas.
Lemma 4.14. Let
BXσ = {g ∈ G | |g|X ≤ σ}. (4.2)
Then the subgroup R is generated by the set
Z = Z0
⋃ ⋃
x,y∈BXσ
m⋃
i=1
Zx,y,i
 .
Proof. Let r be an arbitrary element of R. We consider a geodesic p in Γ(G,X∪
H) such that p− = 1, p+ = r. Let g0 = 1, g1, . . . , gn = r be the consecutive
vertices of p (see Fig. . By the definition of a relatively quasi–convex subgroup,
for any i = 1, . . . , n− 1, there exists an element ri ∈ R such that
distX(ri, gi) ≤ σ. (4.3)
We also set r0 = 1 and rn = r. Denote by xi the element r
−1
i gi and by ei+1 the
edge of p going from gi to gi+1.
Obviously we have
ri+1 = rixiφ(ei+1)x
−1
i+1.
By (4.3), the X–length of xi satisfies |xi|X ≤ σ. Therefore the element
si = xiφ(ei+1)x
−1
i+1
either belongs to Z0 in case φ(ei+1) ∈ X , or belongs to Zxi,xi+1,j if φ(ei+1) ∈ H˜j
for some j = 1, . . . ,m. Thus in both cases we have si ∈ Z.
It is clear that
rn = rn−1sn−1 = . . . = r0s0 . . . sn−1 = s0 . . . sn−1 (4.4)
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as r0 = 1. Therefore rn ∈ 〈Z〉. Since r was an arbitrary element of R, the
lemma is proved.
Lemma 4.15. For any x, y ∈ G and any i = 1, . . . ,m the set Zx,y,i is finite.
Proof. Assume that Zx,y,i = {z0, z1, . . .} is infinite for some x, y ∈ G, i ∈
{1, . . . ,m}. Suppose that for any j = 0, 1, . . ., zj = xhjy, where hj ∈ Hi. The
elements tj = z
−1
0 zj are different for different j ≥ 0. However we have
tj = y
−1h0x
−1xhjy = y
−1h0hjy ∈ H
y
i
for every j. Recall that tj ∈ R for any j by the definition of Zx,y,i. Therefore,
the intersection R ∩Hyi is infinite contrary to our assumption.
Now we are able to show that the first condition in Theorem 4.13 implies the
second one. Using Lemma 4.15, one can easily see that the set Z is finite since
the ball BXσ is finite. Further by Lemma 4.14, R is generated by Z. Therefore
R is finitely generated. Moreover, it follows from the proof of Lemma 4.14
(see (4.4)) that for any element r ∈ R of relative length |r|X∪H = n, we have
r = s0 . . . sn−1 for certain s0, . . . , sn−1 ∈ Z. This means that
|r|Z ≤ |r|X∪H,
i.e., the map (R, distZ)→ (G, distX∪H) is a quasi–isometric embedding.
To prove the converse implication, we assume that R is generated by a
finite set Y = Y −1 and the natural map (R, distY )→ (G, distX∪H) is a quasi–
isometric embedding. We denote by c1, c2 the corresponding quasi–isometry
constants.
Note that if r ∈ R ∩Hgi for some i ∈ {1, . . . ,m} and g ∈ G, then
|r|Y ≤ c1|r|X∪H + c2 ≤ c1(2|g|X∪H + 1) + c2.
Since Y is finite, we obtain card (R ∩Hgi ) <∞ for i = 1, . . . ,m and any g ∈ G.
It remains to show that R is relatively quasi–convex. For any element y ∈ Y ,
we fix a word Wy over the alphabet X ∪H representing y in G. Set
µ = max
y∈Y
‖Wy‖. (4.5)
Given an element r ∈ R, we consider the shortest word V = y1 . . . yn over Y
representing r. Let
U =Wy1 . . .Wyn
be the word overX obtained from V by replacing each yi with the corresponding
Wyi .
Let U0 be a subword of U . Then
U0 ≡ AWyj . . .Wyj+kB,
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where ‖A‖ < µ and ‖B‖ < µ. Since any subword of V is geodesic with respect
to the metric distY on R, we have
‖U0‖ < 2µ+ µ(k + 1) =
2µ+ µ|yj . . . yj+k|Y ≤
2µ+ µ (c1|yj . . . yj+k|X∪H + c2) ≤
2µ+ µ
(
c1
(
|U0|X∪H + 2µ
)
+ c2
)
.
Thus the path p in Γ(G,X ∪H) with p− = 1 labelled U is (µc1, 2µ+2µ2c1+
µc2)–quasi–geodesic. Let ε = ε(µc1, 2µ+2µ
2c1+µc2, 0) be the constant provided
by Proposition 3.15. Then for any geodesic path q in Γ(G,X ∪ H) such that
q− = 1 and q+ = r, and any vertex v ∈ q, there exists a vertex u ∈ p such that
distX(u, v) ≤ ε.
It is clear that any vertex of p belongs to the closed µ–neighborhood of R with
respect to the metric distX . Hence,
distX(v,R) ≤ ε+ µ.
Since the right hand side of the above inequality is independent of r, R is
relatively quasi–convex.
As is well known, any quasi–convex subgroup of a hyperbolic group is hy-
perbolic itself. The theorem below generalizes this result.
Theorem 4.16. Let R be a strongly relatively quasi–convex subgroup of G.
Then R is a hyperbolic group.
Proof. By Theorem 4.13, R is generated by a finite set Y . As in the proof of
Theorem 4.13, for any y ∈ Y , let Wy denote a word over X ∪H representing y
in G and let µ be defined by (4.5). We denote by Γ(R, Y ) the Cayley graph of
R with respect to Y and define the map
ψ : Γ(R, Y )→ Γ(G,X ∪H)
as follows. First we require the restriction of ψ to the vertex set of Γ(R, Y )
to coincide with the natural embedding R → G. Secondary, given an edge e
of Γ(R, Y ) with label φ(e) = y, we assume ψ(e) to be the path in Γ(G,X ∪
H) labelled Wy. Obviously this two conditions uniquely define ψ. Note that
ψ is a quasi–isometric embedding by Theorem 4.13. We denote by c1, c2 the
corresponding quasi–isometry constants.
Let ∆ = pqr be a geodesic triangle in Γ(R, Y ). Then the image ∆∗ = p∗q∗r∗
of ∆ under ψ is a triangle in Γ(G,X∪H) whose sides are (λ, c)–quasi–geodesics,
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where λ and c depend only on c1, c2, not on ∆. Since Γ(G,X ∪ H) is a δ–
hyperbolic space, by Lemma 3.5, there is a constant H = H(λ, c, 0) such that
each side of ∆∗ belongs to the closedH–neighborhood (with respect to distX∪H)
of the other two sides.
Let u be a vertex on one of the sides of ∆, say u ∈ p, and u∗ = ψ(u). Let
also v∗ be a vertex on q∗ ∪ r∗ such that
distX∪H(u
∗, v∗) ≤ H. (4.6)
Clearly there exists a vertex w∗ ∈ q∗∪r∗ such that w∗ = ψ(w) for some w ∈ q∪r
and
distX∪H(w
∗, v∗) ≤
1
2
µ. (4.7)
Combining (4.6) and (4.7), we obtain
distY (u,w) ≤ c1distX∪H(u
∗, w∗) + c2 ≤ c1
(
H +
1
2
µ
)
+ c2.
Thus Γ(R, Y ) is δ′–hyperbolic for δ′ = c1 (H + 1/2µ) + c2.
Remark 4.17. The above theorem does not hold without the assumption
card (R∩Hgi ) <∞. Indeed, let G = H1 ∗H2 for some finitely generated groups
H1, H2. Let K1 and K2 be subgroups of H1 and H2 respectively. Suppose, in
addition, that at least one of the subgroups K1,K2 is not finitely generated.
Then the subgroup R generated by K1,K2 is obviously relatively quasi–convex,
but not finitely generated by the Grushko–Neumann theorem since R ∼= K1∗K2.
We conclude with a proposition describing the intersections of relatively
quasi–convex subgroups. The logical scheme of the proof is due to Short [79].
Proposition 4.18. Let P and R be two strongly relatively quasi–convex sub-
groups of G. Then P ∩R is strongly relatively quasi–convex.
Proof. Let us take an element g ∈ P∩R and consider a geodesic p in Γ(G,X∪H)
such that p− = 1, p+ = g. We also take an arbitrary vertex u ∈ p. Let σ denote
the quasi–convexity constant for the both subgroups P and R.
We have to show that there exists a vertex v ∈ P ∩R within an X–distance
at most σ′ from v, where σ′ is the constant which is independent of p and u.
Let us consider a vertex v ∈ P ∩R satisfying the following two conditions.
1. There exists a path s from u to v such that for every vertex w ∈ s we have
max{distX(w,P ), distX(w,R)} ≤ σ.
(Note that the set of vertices v satisfying this condition is non–empty; in
particular, it contains g.)
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2. v is the closest vertex to u with respect to distX∪H satisfying the first
condition.
We are going to prove that
distX∪H(u, v) ≤
(
card BXσ
)2
, (4.8)
where BXσ is the ball defined by (4.2).
Suppose that (4.8) is false. Then l(s) >
(
card BXσ
)2
. According to the first
condition there exist two vertices, say a and b, on s and two elements from BXσ ,
say x and y, such that ax ∈ P , ay ∈ R and bx ∈ P , by ∈ R (see Fig. 4.3).
Let s = s1[a, b]s2. Consider the path t in Γ(G,X ∪ H) such that t− = u and
φ(t) ≡ φ(s1)φ(s2). We state that t+ ∈ P∩R. Indeed bx ∈ P and bφ(s2) = v ∈ P
yield x−1φ(s2) ∈ P . Therefore,
t+ = φ(s1)φ(s2) = (ax)(x
−1φ(s2)) ∈ P.
Similarly, t+ ∈ R. Thus t+ ∈ P ∩R. Moreover, for every vertex w ∈ t we have
max{distX(w,P ), distX(w,R)} ≤ σ. (4.9)
Indeed let t = s1t2, φ(t2) ≡ φ(s2). If w ∈ s1, then the fulfilment of (4.9) is
obvious. Suppose that w ∈ t2. Let z be the vertex of s2 such that the segment
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[w, t+] of t2 has the same label as the segment [z, v] of s2. Then there exists
z′ ∈ P such that distX(z, z′) ≤ σ. Note that
w(z−1z′) = w(z−1v)(v−1z′) = wφ([z, v])v−1z′ = wφ([w, t+])v
−1z′ =
ww−1t+v
−1z′ = t+v
−1z′ ∈ P
as t+, v, z
′ ∈ P . Thus
distX(w,P ) ≤ distX(w,w(z
−1z′)) = distX(z, z
′) ≤ σ.
Similarly distX(w,R) ≤ σ. We have proved that t+ satisfies the first condition
for v. Since t is shorter than s, we arrive at a contradiction.
Now we want to estimate the X–distance between u and v. Let r be an
element of R such that
distX(u, r) ≤ σ. (4.10)
Note that
distX∪H(v, r) ≤ distX∪H(u, v) + distX∪H(u, r) ≤ σ +
(
card BXσ
)2
.
Let Y be a finite generating set for R. Then, according to Theorem 4.13, we
have
distY (v, r) ≤ c1
(
σ +
(
card BXσ
)2)
+ c2
where c1, c2 depend on R and G only. Therefore,
distX(v, r) ≤ distY (v, r)max
y∈Y
|y|X ≤
(
c1
(
σ +
(
card BXσ
)2)
+ c2
)
max
y∈Y
|y|X .
(4.11)
Summing (4.10) and (4.11), we obtain
distX(u, v) ≤
(
c1
(
σ +
(
card BXσ
)2)
+ c2
)
max
y∈Y
|y|X + σ.
Thus P ∩R is relatively σ′–quasi–convex for
σ′ =
(
c1
(
σ +
(
card BXσ
)2)
+ c2
)
max
y∈Y
|y|X + σ.
The fact that P ∩R is strongly relatively quasi-convex is clear.
4.3 Cyclic subgroups and translation numbers
It is well known that if a group G is hyperbolic, then any cyclic subgroup of G
is quasi-isometrically embedded into G [45, 44]. This result is one of the corner
stones of the small cancellation theory over hyperbolic groups [66].
It seems to be easy to prove the following by using arguments similar to
the ordinary hyperbolic case. Let G be a group, {H1, . . . , Hm} a collection
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of subgroups of G. Suppose that the relative Cayley graph Γ(G,X ∪ H) is
hyperbolic. Then for any element g that is not conjugate to an element of
one of the subgroups H1, . . . , Hm, the cyclic subgroup generated by g is quasi–
isometrically embedded into G (with respect to the relative metric on G).
Unfortunately, in general, this is not true. Indeed, consider an arbitrary
groups H and the direct product G = H1 ×H2, where Hi ∼= H , i = 1, 2. Then
the relative Cayley graph Γ(G,H) of G with respect to {H1, H2} has finite
diameter and, in particular, it is hyperbolic. To each element h ∈ H , one can
assign the element g = (h, h) ∈ H × H . Obviously g is not conjugate to an
element of one of the copies of H in G whenever h 6= 1. However, the relative
length of gn is at most 2 for every n.
In this section we establish the quasi–convexity of cyclic subgroups gener-
ated by hyperbolic elements in relatively hyperbolic groups. As the previous
example shows, to this end we need some additional arguments apart from the
hyperbolicity of Γ(G,X ∪H). Moreover, we do not restrict ourselves to the case
of finitely generated groups, as the general case is important for the develop-
ment of the small cancellation theory over relatively hyperbolic groups [69] and
some of its applications. However the Splitting Theorem allows to reduce the
proof to the finitely generated case. After such a reduction, we will follow the
logical scheme suggested in [43] (the underlying idea has also been used in [35]
and [3] to obtain similar results in wider contexts). Our main tools will be the
theorems about quasi–convex subgroups and results from Section 3.4.
Theorem 4.19. Let G be a finitely generated group hyperbolic relative to a
collection of subgroups {H1, . . . , Hm}, g a hyperbolic element of G. Then the
centralizer C(g) of g in G is a strongly relatively quasi–convex subgroup in G.
Proof. Let a be an element of C(g), p a geodesic path in Γ(G,X ∪H) such that
p− = 1, p+ = a. We have to show that for any vertex v on p there exists a
vertex u ∈ C(g) such that distX(u, v) ≤ σ, where σ = σ(g) is independent of v
and a. For this purpose, we also consider a geodesic q in Γ(G,X ∪H) such that
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φ(p) ≡ φ(q) and q− = g (see Fig. 4.4). Since a ∈ C(g), we have
q+ = gφ(q) = gφ(p) = ga = ag.
By k we denote the length |g|X . Then,
distX(p+, q+) = distX(a, ag) = |g|X .
Thus (p, q) is a pair of k–similar symmetric geodesics in Γ(G,X ∪H).
Let κ = κ(k) be the constant from Theorem 3.37, w the vertex on q syn-
chronous to v. By Theorem 3.37, distX(v, w) ≤ κ. Let Conj denote the set of
all pair of elements (f, g) ∈ G × G such that f and g are conjugate in G. To
each such a pair we assign an element tf,g ∈ G such that f tf,g = g and set
σ = max{|tf,g|X : (f, g) ∈ Conj, |f |X + |g|X ≤ k + κ}.
Since G is locally finite with respect to the metric distX , σ is well–defined and
depends on k and κ only (the collection of elements tf,g is supposed to be fixed).
By the choice of σ, there exists an element t ∈ G of X–length at most σ
such that (v−1w)t = g. Note also that w = gφ([g, w]) = gv. This yields
vtg = vt(v−1w)t = v(v−1w)t = wt = gvt.
Hence vt ∈ C(g). It remains to note that distX(v, vt) = |t|X ≤ σ.
Let us show that C(g) ∩Hfi is finite for any f ∈ G, i = 1, . . .m. Evidently
we have C(g) ∩Hfi ≤ H
fg
i . Therefore,
C(g) ∩Hfi ≤ H
fg
i ∩H
f
i =
(
Hfgf
−1
i ∩Hi
)f
.
Since g is hyperbolic, fgf−1 /∈ Hi and thus the intersection H
fgf−1
i ∩Hi is finite
by Proposition 2.36. The lemma is proved.
Corollary 4.20. Let G be a finitely generated group hyperbolic relative to a
collection of subgroups {H1, . . . , Hm}, g ∈ G a hyperbolic element of infinite
order. Then there exist λ > 0, c ≥ 0 such that
|gn|X∪H ≥ λ|n| − c (4.12)
for any n ∈ Z.
Proof. By Lemma 4.19, C(g) is strongly relatively quasi–convex. Further ac-
cording to Theorems 4.13 and 4.16, C(g) is generated by a finite set Y and hyper-
bolic. The center Z of C(g) is infinite, as it contains 〈g〉. As is well–known, any
hyperbolic group with infinite center is virtually cyclic. Hence the index of 〈g〉
in C(g) is finite. This obviously implies that the map (〈g〉, dist)→ (C(g), distY )
is a quasi–isometric embedding (here dist denotes the natural metric on 〈g〉 with
respect to the generating set {g}).
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Thus we have a sequence of quasi–isometric embeddings
(〈g〉, dist)→ (C(g), distY )→ (G, distX∪H).
Since composition is also a quasi–isometric embedding, we obtain (4.12).
Corollary 4.21. Let g be a hyperbolic element of infinite order in G. If (gk)t =
gl for some k, l ∈ Z, t ∈ G, then k = ±l.
Proof. The argument is standard. If k 6= ±l, we can assume |k| < |l|. Then
(gk
n
)t
n
= gl
n
. This yields
|gl
n
|X∪H = |(g
kn)t
n
|X∪H ≤ 2n|t|X∪H + |k|
n|g|X∪H =
2n|t|X∪H + (l
n)logl k|g|X∪H
for any n ∈ N contradictory (4.12).
The reader can also derive
Corollary 4.22. Suppose that B is a subgroup of G. If B is isomorphic to a
Baumslag–Solitar group, that is,
B ∼= 〈a, b | (ak)b = al〉,
then B is conjugate to a subgroup of Hλ for some λ ∈ Λ.
Our next goal is to show that, in fact, the constant λ in Corollary 4.20 is
independent of g. It is convenient to express this property in terms of translation
numbers.
Definition 4.23. Let K be a group generated by a finite set S relative to a
collection of subgroups {Iλ}λ∈Λ, x an element of K. The relative translation
number of x is defined to be
τrel(x) = lim
n→∞
1
n
|xn|S∪I , (4.13)
where |·|S∪I denotes the relative length function with respect to S and {Iλ}λ∈Λ.
The following lemma is quite trivial (The proof of its non–relative analog
can be found in [43]; it works in the relative case without any changes.)
Lemma 4.24. 1. The limit in (4.13) always exists.
2. τrel(x) = inf
n
|x|S∪I
n
. In particular, τrel(x) ≤ |x|S∪I .
3. τrel(x) = τrel(xt) for any x, t ∈ K; thus τrel(x) depends only on the
conjugacy class of x.
4. τrel(xn) = |n|τrel(x) for any x ∈ K, n ∈ Z.
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Theorem 4.25. Let G be a group, {Hλ}λ∈Λ a collection of subgroups of G.
Suppose that G is hyperbolic with respect to {Hλ}λ∈Λ. Then there exists d >
0 such that for every hyperbolic element of infinite order g ∈ G, the relative
translation number of g with respect to {Hλ}λ∈Λ satisfies the inequality τrel(g) >
d.
Proof. The proof consists of several lemmas. First of all we are going to reduce
the proof to the case when G is finitely generated.
Lemma 4.26. Let K be the fundamental of a tree of groups with vertex groups
I1, . . . , Im. Suppose that x is an element of K. Then either x is conjugate to
an element of Ii for some i or the translation number of g relative to I1, . . . , Im
is at least 2.
Proof. Obviously it suffices to prove the lemma in case m = 2. (Then we
can apply inductive arguments). If m = 2, K is a free product of I1, I2 with
amalgamated subgroups, say A and B. Below we use terminology and some
well–known results about amalgamated products, which can be found, for ex-
ample, in [59, Sec. 4.2]. If x is not conjugate to an element of I1 or I2, then
x is conjugate to a cyclically reduced (in the sense of amalgamated products)
element y = ay1 . . . yd, where d ≥ 2, a ∈ A, y1, . . . , yd are coset representatives
of I1 or I2 with respect to A, and yi, yi+1 (indices are mod d) are not in the
same factor. Then the number of factors in the reduced form of yn is at least
2dn ≥ 2n. Since the reduced form is unique and the reduction process does not
increase the number of factors, we have |yn|I ≥ 2|n|. This yields the assertion
of the lemma as translation numbers depend only on conjugacy classes.
Recall that by the Splitting Theorem, G = G0 ∗
(
∗λ∈Λ\Λ0Hλ
)
, where G0
is a tree of groups with vertex groups Hλ, λ ∈ Λ0 = {λ1, . . . , λm}, and Q. If
g ∈ G is hyperbolic, then either g has length at least 2 (as the element of a free
product), or g is conjugate to an element of G0. In the first case τ
rel(g) ≥ 2
by the obvious reasons. In the second case Lemma 4.26 shows that it suffices
to prove the theorem for elements g such that g is conjugate to an element of
Q. Since translation numbers depend only on the conjugacy classes, we may
assume g ∈ Q. Recall that Q is finitely generated and hyperbolic relative to
some subgroups Li, i = 1, . . . ,m. By Proposition 2.49, it suffices to show that
there exists d > 0 such that for any g ∈ Q the relative translation number of g
in Q with respect to {L1, . . . , Lm} is greater than d.
Thus we can assume that the group G is generated by a finite set X in the
usual (non–relative) sense. To prove the theorem it suffices to show that for
some a > 0, the set
TG(a) = {τ
rel(g) | g ∈ G, g is hyperbolic, τrel(g) < a} (4.14)
is finite. To this end we use an auxiliary lemma below, which can be regarded
as a generalization of Lemma 4.5. Throughout the rest of this section, we use
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the notation M , L (see the beginning of the previous chapter) and denote by δ
the hyperbolicity constant of Γ(G,X ∪H).
Lemma 4.27. Suppose that g is a hyperbolic element of G satisfying the fol-
lowing conditions.
1. g has minimal relative length among all elements of the conjugacy class
gG.
2. |g|X∪H ≤ 8δ + 1.
3. τrel(g) < ξ for ξ = 18δ+3 .
Then the X–length of G satisfies
|g|X ≤ (8δ + 1)(32δ + 6)ML. (4.15)
Proof. Since τrel(g) < ξ, there exists N ∈ N such that |gN |X∪H < ξN . Let
U ∈ (X ∪ H)∗ be a shortest word representing g in G and W ∈ (X ∪ H)∗ a
shortest word representing gN . Obviously we have
‖U‖ ≤ 8δ + 1 (4.16)
and
‖W‖ ≤ ξN. (4.17)
We consider the cycle pq−1 in Γ(G,X ∪H) such that p− = q− = 1, φ(p) ≡
UN , and φ(q) ≡W . There are three possibilities to consider.
Case 1. First suppose that any component of pq−1 is isolated. Given an
Hi–syllable V of U , we have at least N Hi–components of p labelled V . By
Lemma 3.1, we have
N |V |X ≤MLl(pq
−1) ≤ML(N‖U‖+ ‖W‖).
Using (4.16), (4.17) and dividing both the sides of the previous inequality by
N , we obtain
|V |X ≤ML
N(8δ + 1) + ξN
N
< ML(8δ + 2) (4.18)
(note that ξ < 1). Since (4.18) is true for every syllable of U , we obtain
|g|X = |U |X ≤ ‖U‖ML(8δ+ 2) ≤ (8δ + 1)(8δ + 2)ML.
Obviously this inequality is even stronger than (4.15).
Case 2. Assume that there are two connected components s1 and s2 of p.
Then repeating the same arguments as in the proof of Lemma 4.5, we obtain
|g|X ≤ 2ML(8δ + 1)
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and the inequality (4.16) obviously holds. We leave details to the reader.
Case 3. Suppose that no different components of p are connected. As the
path q is geodesic, no different components of q are connected. Therefore, the
only possibility for two components s and t of pq−1 to be connected is s ∈ p,
t ∈ q.
Let s1, . . . , sn be the set of all components of p such that for any i = 1, . . . , n,
there exists a component of q, denoted by ti, that is connected to si. Let us
denote by ei and fi the paths of length at most 1 in Γ(G,X ∪ H) such that
(ei)− = (ti)−, (ei)+ = (si)−, (fi)− = (ti)+, (fi)+ = (si)+. We also set e0,
f0 (respectively en+1 and fn+1) to be the paths consisting of just one vertex 1
(respectively gN). Without loss of generality we may assume that
p = r1s1 . . . rnsnrn+1.
Let us choose a subsequence si1 , . . . , sil of the sequence s1, . . . , sn as follows.
We set si1 = s1 . Further suppose we have already chosen sik . Then sik+1
is defined to be the first component in the sequence sik+1, sik+2, . . . , sn such
that the corresponding component tik+1 belongs to the segment [(tik)+, q+] of
q. Thus after completing this process, we will obtain a sequence of components
si1 , . . . , sil of p such that (see Fig. 4.5):
(i) p = p1si1 . . . plsilpl+1 for some p1, . . . pl+1;
(ii) q = q1ti1 . . . qltilql+1 for some q1, . . . , ql+1;
(iii)for any j = 1, . . . l+ 1, every component of the cycle cj = fij−1pje
−1
ij
q−1ij
is isolated in cj (Figure 4.5).
For simplicity, we change the notation and denote sij , fij , and eij by sj , fj ,
and ej respectively. Thus we have
p = p1s1 . . . plslpl+1,
q = q1t1 . . . qltlql+1,
and
cj = fj−1pje
−1
j q
−1
j .
We will call c1, . . . , cl+1 sections. We state that there exists a section cj such
that the following two inequalities hold.
l(qj) ≤ l(pj),
l(pj) ≥ 8δ + 1.
(4.19)
Indeed let us denote by S1 the set of all sections cj such that l(qj) > l(pj)
and by S2 the set of all sections cj such that l(pj) < 8δ + 1. It suffices to show
that there exists a section cj /∈ S1 ∪ S2. Notice that the number of all sections
is at most l(q) < ξN . According to the choice of U , any component sj consists
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of a single edge. Let π(cj) denote the number l(pj) + l(sj) = l(pj) + 1. On one
hand, we have
l+1∑
j=1
π(cj) = l(p) + 1.
On the other hand,∑
c∈S2
π(c) < (8δ + 2)card S2 < (8δ + 2)ξN (4.20)
and ∑
c∈S1
π(c) < l(q) + 1 < ξN + 1 (4.21)
Inequalities (4.20) and (4.21) yield∑
c∈S1∪S2
π(c) < (8δ + 3)ξN + 1 = N + 1 ≤ l(p) + 1.
Therefore there is a section which is not in S1 ∪ S2.
Let cj be a section satisfying (4.19). We have
φ(pj) ≡ U
k
0A,
where U0 is a cyclic shift of the word U and ‖A‖ < ‖U‖. According to the
second inequality of (4.19) and the second condition of the lemma, we have
k ≥ 1. Let V be a syllable of U . Then arguing as in Case 1, and taking into
account the inequality
l(cj) ≤ l(pj) + l(qj) + 2 ≤ 2l(pj) + 2 < 2(k + 1)‖U‖+ 2 ≤ 2(k + 1)(8δ + 1) + 2
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we obtain
k|V |X ≤MLl(cj) ≤ML(2(k + 1)(8δ + 1) + 2).
Hence
|V |X ≤ML(32δ + 6).
Since this is true for every syllable of U , we obtain
|g|X = |U |X ≤ ‖U‖ML(32δ+ 6) ≤ (8δ + 1)(32δ + 6)ML.
Let us return to the proof of Theorem 4.25. Given an arbitrary element g
in G which has shortest relative length in the conjugacy class gG, there are two
possibilities.
First suppose that |g|X∪H ≥ 8δ+1. We take a shortest word U ∈ (X ∪H)∗
representing g and consider the path pn such that (pn)− = 1, φ(pn) ≡ Un,
n ∈ N. Since g is a shortest element in gG, pn is (8δ + 1)–local geodesic in
Γ(G,X ∪H). Therefore, by Lemma 4.3 we have
|gn|X∪H = distX∪H(1, (pn)+) ≥
1
λ
(l(pn)− c) =
1
λ
(n|g|X∪H − c),
for λ ≤ 3 and c = 2δ. Hence,
τrel(g) ≥ lim
n→∞
1/λ(n|g|X∪H − c)
n
=
1
λ
|g|X∪H ≥ 1/3.
Now assume that |g|X∪H < 8δ + 1. Then, by Lemma 4.27, either τrel(g) ≥
ξ = 1/(8δ+ 3) or g is conjugate to an element of the set B = BX(8δ+1)(32δ+6)ML
of elements whose X–length is at most (8δ + 1)(32δ + 6)ML. Since B is finite
and τrel(g) depends only on the conjugacy class of g, TG(a) is finite for a =
1/(8δ + 3).
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Chapter 5
Algorithmic problems
5.1 The word and membership problems
Recall that the word problem for a recursively presented group generated by a
recursive set X is to decide, given a word W in the alphabet X±1, whether W
represents 1 in G. In [37], Farb showed that the word problem is solvable for
any finitely generated group G hyperbolic relative to subgroups {H1, . . . , Hm}
provided it is solvable for each of the subgroups H1, . . . , Hm. It is not hard to
generalize this result as follows.
Theorem 5.1. Suppose that G is a group given by a finite relative presentation
with respect to recursively presented subgroups H1, . . . , Hm. Assume also that
the corresponding relative Dehn function δrel(n) is bounded from above by some
recursive function and the word problem is solvable for all subgroups Hi, i =
1, . . . ,m. Then the word problem is solvable for G.
Proof. Let X be a finite generating set of G, X = X−1, H˜i an isomorphic copy
of Hi, i = 1, . . . ,m,
F = F (X) ∗ H˜1 ∗ . . . ∗ H˜m,
and let N be the kernel of the naturally defined homomorphism F → G. Sup-
pose that N = 〈R〉F for a certain finite subset R ⊂ N , and the corresponding
relative Dehn function δrel(n) is bounded from above by some recursive function.
We also assume that the relative presentation
〈X,H1, . . . , Hm | R = 1, R ∈ R〉 (5.1)
is reduced (see Definition 2.24). Let Ωi, Ω denote the (finite) sets introduced
in Definition 2.25. By Proposition 2.29, Ωi generates Hi. Thus the group F is
generated by the finite set Z = X ∪ Ω˜, where Ω˜ consists of the preimages of
elements of Ω under the canonical homomorphisms H˜i → Hi.
For any word W over X , W ∈ N , of length ‖W‖ ≤ n, we consider a van
Kampen diagram ∆ of minimal type over (5.1) with boundary label W . Note
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that any edge of this diagram is labelled by an element of Z. Indeed this is so
for any external edge since W is a word over X . If e is an internal edge, then
e belongs to the boundary of some R–cell by Lemma 2.15 and thus φ(e) ∈ Z.
Fixing a basepoint in ∆, we obtain a representation
W =F
k∏
i=1
f−1i Rifi, (5.2)
fi ∈ F , Ri ∈ R, i = 1, . . . , k, where k ≤ δrel(n), and each element fi is a label
of a path without self–intersections in ∆. In particular, |fi|Z is not greater than
the number of all edges in ∆, i.e.,
|fi|Z ≤Mδ
rel(n) + ‖W‖ ≤Mδrel(n) + n
(recall thatM = max
R∈R
‖R‖.) Thus the number of factors in (5.2) and the lengths
of conjugating elements fi with respect to the (finite) set Z are bounded by
recursive functions of n. Since the word problem is solvable for F , these bounds
allow to derive that it is solvable for G.
It is worth to notice that one can easily provide an example of a finitely
generated group G and a finitely generated subgroup H of G such that the
word problem is solvable for both G and H , but the corresponding relative
Dehn function is not well–defined. (For example, this is so if G = H × Z and
H = Z.)
Recall that the membership problem for a subgroup K of a group G is to
decide for a given element g ∈ G whether g belongs to K.
Theorem 5.2. Suppose that G is a group given by a finite relative presentation
with respect to recursively presented subgroups H1, . . . , Hm. Assume also that
the corresponding relative Dehn function δrel(n) is bounded from above by some
recursive function and the word problem is solvable for all subgroups Hi, i =
1, . . . ,m. Then the membership problem is solvable for Hi, i = 1, . . . ,m.
Note that the theorem does not hold without the requirement of the solv-
ability of the word problem in Hi, i = 1, . . . ,m. For example, if H is a finitely
presented group with undecidable word problem, then the group G = H is
hyperbolic relative to the subgroups H1 = H and H2 = {1}. Clearly the mem-
bership problem for H2 is unsolvable in this case. To prove the theorem we need
an auxiliary definition.
Definition 5.3. Let H be a group generated by a finite set A andK a subgroup
of H generated by a finite set B. The distortion function of K in H with respect
to the generating sets A and B is defined to be
∆HK(n) = max{|x|B | x satisfies |x|A ≤ n}.
It is easy to see that ∆HK is independent (up to equivalence) of the choice of finite
generating sets in H and K. In case ∆HK(n) ∼ n, we say that K is undistorted
in H .
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Lemma 5.4. Let G be a finitely generated group, {H1, . . . Hm} a collection
of finitely generated subgroups of G. Suppose that G is finitely presented with
respect to {H1, . . . Hm} and the corresponding relative Dehn function δrel(n) is
well–defined. Then for any i = 1, . . . ,m, the distortion of the subgroup Hi in G
satisfies
∆GHi(n)  δ
rel(n). (5.3)
Proof. Let h be a non–trivial element of Hi, W a shortest word over X rep-
resenting h. Then there exists a cycle c = pq−1 in Γ(G,X ∪ H) such that
φ(p) ≡W and q is an edge in Γ(G,X ∪H) labelled h. Note that q is an isolated
Hi–component of c. Applying Lemma 2.27 we obtain
|h|Ωi = |φ(q)|Ωi ≤MArea
rel(c) ≤Mδrel(‖W‖+ 1) =Mδrel(|h|X + 1).
This implies (5.3).
Proof of Theorem 5.2. As is well-known [36], if the word problem in a finitely
generated group H is solvable and a subgroup K ≤ H is finitely generated,
then the membership problem for K is solvable if and only if ∆HK(n) is bounded
from above by a recursive function. Thus Theorem 5.2 follows from the previous
lemma.
Corollary 5.5. Let G be a finitely generated group hyperbolic relative to re-
cursively presented subgroups {H1, . . . , Hm}. Suppose that the word problem is
solvable in each of the subgroups H1, . . . , Hm. Then:
1) (Farb, [37]) The word problem is solvable in G.
2) For any i = 1, . . . ,m, the membership problem is solvable for Hi.
5.2 The parabolicity problems
In the previous chapter we saw that some important properties (such as the
finiteness of the conjugacy classes of elements of finite orders, strong quasi–
convexity of cyclic subgroups, etc.) hold for hyperbolic elements although they
can be violated for parabolic ones. Thus given a finitely generated group G
which is hyperbolic relative to a collection of subgroups {H1, . . . , Hm}, it is
natural to consider the following two algorithmic problems
1) (The general parabolicity problem) Given an element g ∈ G, decide
whether g is parabolic or hyperbolic.
2) (The special parabolicity problem) Given an element g ∈ G and i ∈
{1, . . . ,m}, decide whether g is conjugate to an element of Hi.
In case m = 1 these problems coincide. It is proved in [20] that they are
solvable for any finitely generated group G hyperbolic relative to a subgroup H
whenever the conjugacy problem is decidable in H . Similar arguments allow to
show that the special parabolicity problem is solvable for any finitely generated
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groupG hyperbolic relative to {H1, . . . , Hm} whenever the conjugacy problem is
solvable in all H1, . . . , Hm. We observe that the last requirement is essential for
the special parabolicity problem. On the other hand, the general parabolicity
problem is solvable in G whenever the word problem is solvable in H1, . . . , Hm.
In this section we give the proof of these results in the spirit of our paper.
Theorem 5.6. Let G be a group hyperbolic relative to a collection of recursively
presented subgroups {H1, . . . , Hm}.
1) If the word problem is solvable for all Hi, i = 1, . . . ,m, then the general
parabolicity problem is solvable in G. Moreover, there is an algorithm which
allows, given a parabolic element g ∈ G, to find some t ∈ G and some j ∈
{1, . . . ,m} such that gt ∈ Hj.
2) (Bumagin, [20]) If the conjugacy problem is solvable for all Hi, i =
1, . . . ,m, then the special parabolicity problem is solvable in G. Moreover, there
is an algorithm which allows, given i ∈ {1, . . . ,m} and g ∈ G that is conjugate
to an element of Hi, to find an element t ∈ G such that g
t ∈ Hi.
The proof of the theorem is based on the next two lemmas.
Lemma 5.7. Let G be a finitely generated group hyperbolic relative to a collec-
tion of subgroups {H1, . . . , Hm}. There exists a recursive function σ(k) satisfy-
ing the following condition. Let g be a parabolic element of G such that |g|X ≤ k.
Then there exists t ∈ G such that gt ∈ Hj for a certain j ∈ {1, . . . ,m} and
|t|X ≤ σ(k).
Proof. Let P be the set of all pairs of symmetric geodesics in Γ(G,X ∪ H)
with characteristic elements g, h, where h ∈ Hj for some j = 1, . . . , n (see
Section 3.4 for definitions). Let (p, q) be a pair of geodesics of minimal lengths
in P . By Corollary 3.42, the length of the element t = φ(p) = φ(q) is not
greater than ρ(k), where the constant ρ(k) can be effectively calculated (one
can notify that this is the common property of all constants in our paper).
We note that no synchronous components of p and q are connected. Indeed if
p = p1ap2, q = q1bq2, where a, b are connected synchronous components of p and
q respectively, then (p1, q1) ∈ P , which contradicts to the minimality of length
of p and q. Therefore, by Lemma 3.39 there are no connected components of p
and q at all.
Further let r be the edge in Γ(G,X ∪H) labelled by an element h ∈ Hj for
some j such that r− = p+, r+ = q+. Note that r can not be connected to an
Hj–component of p or q. Indeed if p = s1cs2, where c is an Hj–component of
p connected to r, then the label of cs2 represents an element of Hj . Thus, for
t0 = φ(s1), we have
gt0 = gtφ(cs2)
−1
= hφ(cs2)
−1
∈ Hi.
This contradicts to the choice of (p, q) again. Hence no components of the
paths pr and q are connected. Obviously pr and q are k–connected (1, 2)–
quasi–geodesics. By Theorem 3.23, any component s of p has X–length at most
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|s|X ≤ ε(1, 2, k), where ε(1, 2, k) can be effectively calculated for given k. Thus
we have |t|X ≤ σ(k) for σ(k) = ρ(k)ε(1, 2, k).
Lemma 5.8. Let G, {H1, . . . , Hm} be as in the previous lemma. Suppose, in
addition, that H1, . . . , Hm are recursively presented and have solvable conjugacy
problem. Then there exists a recursive function θ(k) satisfying the following
condition. Let g be an element of G conjugate to an element h ∈ Hi for some
i ∈ {1, . . . ,m} such that |g|X ≤ k. Then there exists t ∈ G such that gt ∈ Hi
and |t|X ≤ θ(k).
Proof. Let Q be the set of all pairs of symmetric geodesics in Γ(G,X ∪H) with
characteristic elements g, h0, where h0 ∈ Hi. Let (p, q) be a pair of geodesics of
minimal lengths in Q. As above, using Corollary 3.42, we obtain |t|X∪H ≤ ρ(k),
where t = φ(p) = φ(q). By Lemma 3.39, only synchronous components of p and
q can be connected.
By r we denote the edge in Γ(G,X ∪ H) going from p+ to q+ and labelled
by the element h0 ∈ Hi, which is conjugate to g by t. The paths pr and q are
k–similar (1, 2)–quasi–geodesics. As in the previous lemma, we can show that r
can not be connected to a component of p or q.
If there are no connected synchronous components of p and q, we can
repeat the arguments from the proof of the previous lemma. Further let
p = p1a1 . . . pnanpn+1, q = q1b1 . . . qnbnqn+1, where for j = 1, . . . , n, aj, bj
are connected synchronous components of p and q respectively. We assume that
pj and qj contain no connected components for j = 1, . . . , n+ 1.
We denote by vj and wj the elements ((aj)−)
−1(bj)− and ((aj)+)
−1(bj)+
of G respectively. By Theorem 3.23, for any j = 1, . . . , n, we have
max{|vj |X , |wj |X} ≤ ε(1, 2, k). Since the conjugacy problem is decidable in
H1, . . . , Hm, there is a recursive function τ : N → N such that for every
i ∈ {1, . . . ,m}, and any two elements v, w ∈ Hi that are conjugate in Hi,
there is an element s ∈ Hi such that v
s = w and |s|X ≤ τ(max{|v|X , |w|X}).
Note that elements vj and wj are conjugate in the subgroup Hij for a suit-
able ij . Let sj ∈ Hij be the corresponding conjugating element such that
v
sj
j = wj and |sj|X ≤ τ(ε(1, 2, k)). It is easy to check that for the element
z = φ(p1)s1 . . . φ(pn)snφ(pn+1), we have g
z = gt = h0.
Let us estimate the length of z. By our assumption, no components of sub-
paths pj and qj , j = 1, . . . , n are connected. The same is true for the subpaths
pn+1r and qn. Since for any j = 1, . . . , n, pj and qj are l = max{ε(1, 2, k), k}–
similar, as well as pn+1r and qn+1, for any component a of pj , j = 1, . . . , n+ 1,
we have |a|X ≤ ε(1, 2, l) by Theorem 3.23. Hence,
|t|X = |φ(p)|X ≤ ρ(k)max{ε(1, 2, l), τ(ε(1, 2, k))}.
Proof of Theorem 5.6. Let us prove the first statement of the theorem. By
Corollary 5.5, the word problem is decidable in G. Moreover, the membership
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problem is decidable for Hi, i = 1, . . . ,m. Given an element g ∈ G, we solve
the membership problem for all elements of type gt, where |t|X ≤ σ(|g|X), and
Hj for all j = 1, . . . ,m. By Lemma 5.7, g is parabolic if and only if g
t ∈ Hj for
some |t|X ≤ σ(|g|X) and j ∈ {1, . . . ,m}.
The proof of the second statement follows from Lemma 5.8 in the same
way.
Finally we note that the solvability of the conjugacy problem in each Hi,
i = 1, . . . ,m, is essential in the second statement of Theorem 5.6. That is, if
we replace this condition with the solvability of the word problem in each Hi,
i = 1, . . . ,m, the statement would be false. Clearly the minimal possible value
of m in any counterexample is 2.
Theorem 5.9. There exists a group G hyperbolic relative to finitely presented
subgroups H1, H2 such that the word problem is solvable in H1 and H2 and the
special parabolicity problem is unsolvable in G.
Proof. Suppose that H is a finitely generated group having solvable word prob-
lem, x ∈ H a fixed nontrivial element of order 2 such that there is no algorithm
which allows to decide whether h ∼ x for a given element h ∈ H . (We explain
how to construct such a group below.) Let G = H1 ∗〈x〉H2 be the amalgamated
product of two copies of H , where the amalgamated subgroups are generated by
the elements corresponding to x in each copy of H . Note that G is hyperbolic
relative to {H1, H2}. Indeed the existence of the action of G on the Bass–Serre
tree yields that G is hyperbolic relative to {H1, H2} in the sense of Bowditch
and thus in our sense (see Appendix). Obviously an element h ∈ H1 is conjugate
to an element of H2 if and only if h is conjugate to x in H1. Thus the special
parabolicity problem is unsolvable in G.
To construct the group H with the desired properties, let us take the abelian
group
A = 〈xi, i ∈ N | x
2
i = 1, [xi, xj ] = 1, i, j ∈ N〉.
Let f : N→ N be a recursive function such that the range of f is not recursive.
Set N = {xf(i), i ∈ N}. We fix an arbitrary element x ∈ N and consider the
sequence of groups Q(n), n = 0, 1, . . ., such that Q(0) = A and Q(n) is obtained
from Q(n− 1) by adding one extra generator tn subject to the relation
t−1n xf(n)tn = x.
Lemma 5.10. For any non–negative integer n, the word problem and in Q(n)
is decidable.
Proof. The case n = 0 is obvious. Let n > 0. The group Q(n) is the HNN–
extension of Q(n − 1) with finite associated subgroups 〈xf(n)〉 and 〈x〉. Since
the subgroups 〈xf(n)〉 and 〈x〉 are finite and the word problem in Q(n − 1) is
solvable, the membership problem for 〈xf(n)〉 and 〈x〉 is solvable in Q(n − 1).
Hence the word problem is solvable in Q(n) [57, Corollary 2.2, Ch. IV].
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We set Q =
∞⋃
i=1
Q(n). Clearly Q is recursively presented and the word
problem is solvable in Q.
Lemma 5.11. For an element a ∈ A, a is conjugate to x in Q if and only if
a ∈ N .
Proof. The ’if’ part follows from our construction. We now suppose that a ∈ A
and a is conjugate to x in Q. Then a is conjugate to x in Q(n) for some n.
If n = 0, then a = x ∈ N since Q(0) = A is abelian. If n > 0, without loss
of generality we may assume that a is not conjugate to x in Q(n − 1). Then
a = xf(n) by the Collins Lemma [57, Theorem 2.5, Ch. IV].
Finally we embed Q into a finitely presented group H such that the word
problem is decidable in H and two elements of Q are conjugate in H if and only
if they are conjugate in Q. (Such an embedding exists by the Olshanskii–Sapir
Theorem, see [67].)
It follows from the construction that an element xi is conjugate to x in H
if and only i belongs to the range of f . As the range of f is not recursive, the
problem of whether a given element h ∈ H is conjugate to x in H is unsolvable.
5.3 Algorithmic problems for hyperbolic ele-
ments
In this section we assume that G is a finitely generated group hyperbolic rel-
ative to a collection {H1, . . . , Hm} of subgroups. We also use some notation
introduced at the beginning of Chapter 3. For two elements f, g ∈ G we write
f ∼ g if f is conjugate to g.
Recall that the conjugacy problem for a group G given by a recursive pre-
sentation is to decide, for any two elements g1 and g2 of G, whether or not g1
is conjugate to g2 in G. Recently Bumagin [20] proved the following.
Theorem 5.12 (Bumagin, [20]). Suppose that a finitely generated group G
is hyperbolic relative to recursively presented subgroups {H1, . . . , Hm} and the
conjugacy problem is solvable for each of the subgroups H1, . . . , Hm. Then the
conjugacy problem is solvable for G.
By the conjugacy problem for hyperbolic elements we mean the following:
given two hyperbolic elements f, g ∈ G, decide whether f ∼ g. Observe that
the next theorem is true without any assumptions about the conjugacy problem
in H1, . . . , Hm.
Theorem 5.13. Suppose that the word problem is solvable for all Hi, i =
1, . . . ,m. Then the conjugacy problem for hyperbolic elements is solvable in G.
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Proof. Since the word problem is solvable in G by Corollary 5.5 , it is enough to
show that there is a recursive function α : N→ N such that for any two conjugate
hyperbolic elements f, g ∈ G satisfying the inequality max{|f |X , |g|X} ≤ k,
there exists an element t ∈ G such that |t|X ≤ α(k) and f t = g.
Let (p, q) be a minimal pair of symmetric geodesics in Γ(G,X ∪ H) with
characteristic elements f, g. Note that no synchronous components of p and q
are connected. Indeed otherwise f and g are parabolic. The rest of the proof
almost coincide with the proof of Lemma 5.7. By Lemma 3.39 there are no
connected components of p and q at all. Further by Corollary 3.42 the length
of the element t = φ(p) = φ(q) is not greater than ρ(k). Note that p and q are
k–connected geodesics. By Theorem 3.23, any component s of p has X–length at
most |s|X ≤ ε(1, 0, k). Thus we have |t|X ≤ α(k) for α(k) = ρ(k)ε(1, 0, k).
Our results concerning algebraic properties of relatively hyperbolic groups
allow to treat ’relative versions’ of some other algorithmic problems.
Definition 5.14. The order problem for hyperbolic elements is to calculate the
order of a given hyperbolic element. The root problem for hyperbolic elements is
to decide whether for a given hyperbolic element g ∈ G there exists f ∈ G and
n ∈ N, n > 1, such that g = fn. The power conjugacy problem for hyperbolic
elements is to decide whether for given hyperbolic elements f, g ∈ G there exist
k, l ∈ Z, such that gk and f l are hyperbolic and gk ∼ f l.
For known results about the ordinary order, power conjugacy, and root prob-
lems in various classes of groups and relations between these problems we refer
to [7, 24, 26, 38, 61, 54, 55, 56, 58].
Theorem 5.15. Suppose that the word problem is solvable in Hi for any i =
1, . . . ,m. Then the order problem for hyperbolic elements is solvable in G.
Proof. Given a hyperbolic element g ∈ G, there are only finitely many possibil-
ities for the order of g by Theorem 4.2. Thus the order problem in G is reduced
to the word problem.
The next lemma will help us to treat the root problem.
Lemma 5.16. There exists a recursive function β : N → N satisfying the
following condition. Let g be an element of G, |g|X = k, and let f be a hyperbolic
element of g such that fn = g for some n ∈ N. Then f is conjugate to an element
f0 ∈ G such that |f0|X ≤ β(k).
Proof. Let f0 be the element with minimal relative length in the conjugacy class
fG, U a shortest word in X ∪H representing f0. By t we denote an element of
G such that f0 = f
t. Let T , S be the shortest words in X representing t and
g respectively. For any j ∈ N, there is a cycle cj = pjq
−1
j in Γ(G,X ∪ H) such
that φ(pj) ≡ Unj , φ(qj) ≡ T−1SjT , as f
nj
0 = (g
j)t.
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If |f0|X∪H ≥ 8δ + 1, where δ is the hyperbolicity constant of Γ(G,X ∪ H),
then pj is (3, 2δ)–quasi–geodesic by Lemma 4.3. We obtain
|t−1gjt|X∪H = distX∪H((pj)−, (pj)+) ≥
1
3
(l(pj)− 2δ) ≥
j
3
|f0|X∪H − 2δ.
Thus
j|g|X∪H + 2|t|X∪H ≥
j
3
|f0|X∪H − 2δ.
Dividing by j and passing to the limit as j →∞, we obtain
|f0|X∪H ≤ 3|g|X∪H ≤ 2|g|X ≤ 3k.
Thus in any case we have
|f0|X∪H ≤ max{8δ + 1, 3k}. (5.4)
Suppose that for some j ∈ N, there exist two connected components of pj ,
i.e., pj = as1p0s2c, where s1, s2 are connected components of pj . Without loss
of generality we may assume that no components of p0 are connected. Note
that f is hyperbolic. Repeating the arguments from the proof of Lemma 4.5
and using (5.4), we obtain the estimate
|f0|X ≤ 2ML(max{8δ + 1, 3k})
2. (5.5)
Further assume that for any j ∈ N, all components of pj are isolated in pj .
This yields that all components of cj are isolated in cj since φ(qj) is a word in
the alphabet X . By Lemma 3.1, for any i = 1, . . . ,m, any Hi–syllable V of U
satisfies the inequality
j|n||V |X ≤MLl(cj) ≤ML(j|n||f0|X∪H + 2|t|X + j|g|X).
Thus
|V |X ≤ML
(
|f0|X∪H +
2
j
|t|X + k
)
.
Assuming j →∞, we obtain
|V |X ≤ML (|f0|X∪H + k) ≤ 2MLmax{8δ + 1, 3k}.
This implies (5.5) again. Thus we can set
β(k) = 2ML(max{8δ + 1, 3k})2.
Theorem 5.17. Suppose that the word problem is solvable in Hi for any i =
1, . . . ,m. Then the root problem for hyperbolic elements is solvable in G.
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Proof. Let g be a hyperbolic element of G. Since the order problem for hyper-
bolic elements is solvable in G, we can decide whether the order of g is finite.
Let us consider two cases.
1. The order of g is finite. Recall that the set of powers of hyperbolic
elements of G is finite. Let n0 be the maximal finite order of hyperbolic elements
in G. If fn = g for some positive n, then we may assume that n ≤ n0. By
Lemma 5.16, to decide whether g has a non–trivial root in G, it suffices to decide
whether there exists an element f0 ∈ G and a natural number n ≤ n0 such that
|f0|X ≤ β(|g|X) and fn0 ∼ g. Thus the root problem is reduced to the conjugacy
problem for hyperbolic elements, which is solvable by Theorem 5.13.
2. The order of g is infinite. If fn = g for some f ∈ G, n ∈ N, then
τrel(f) =
1
n
τ(g) ≤
1
n
|g|X∪H ≤
1
n
|g|X .
Thus, by Theorem 4.25, n ≤ |g|X/d, where d is a constant which is independent
of g and f . Using Lemma 5.16, we now can reduce the root problem to the
conjugacy problem for hyperbolic elements as in the first case.
To deal with the power conjugacy problem, we need the following.
Lemma 5.18. There exists a recursive function γ : N→ N such that if f, g ∈ G
are two hyperbolic elements of infinite order and fk ∼ gl in G for some k, l ∈
Z \ {0}, then there exist k′, l′ ∈ Z \ {0} such that fk
′
∼ gl
′
in G and
max{|k′|, |l′|} ≤ γ(max{|f |X , |g|X}).
Proof. Suppose that k and l are numbers with minimal max{|k|, |l|} among all
pairs k, l satisfying fk ∼ gl. We are going to show that
max{|k|, |l|} ≤ γ(max{|f |X , |g|X}) (5.6)
for some recursive function γ. For definiteness we assume that |k| ≥ |l|.
Let t be an element of G such that
1) gl = tfkt−1 and
2) t has minimal relative length among all elements of G satisfying 1).
Let U , V (respectively T ) be shortest words over X (respectively X ∪H) repre-
senting elements f, g (respectively t). The conditions of the lemma imply that
there exists a quadrangle
rps−1q−1
in Γ(G,X ∪ H) such that φ(r) ≡ φ(s) ≡ T , φ(p) ≡ Uk, φ(q) ≡ V l. For
convenience, we assume r− = 1.
Let a1, . . . ak denote the ending vertices of the subpaths p1, . . . , pk of p with
(pi)− = p− and φ(pi) ≡ U i, i = 1, . . . , k. Let λ > 0 be a number such that there
is no hyperbolic element h of infinite order in G with τrel(h) < λ. Note that p
and q are (λ, c)–quasi–geodesics in Γ(G,X ∪H), for c = max{|f |X , |g|X} since
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Figure 5.1:
τrel(g) = inf{|gn|X∪H/n}. By Corollary 3.33 and Theorem 3.23, for any vertex
ai ∈ p there exists a vertex bi ∈ q ∪ r ∪ s such that
distX(ai, bi) ≤ 2(ν + ε), (5.7)
where ε = ε(λ, c, 0). First of all we wish to show that if ai is sufficiently far
from the endpoints of p, then bi ∈ q.
For instance, suppose that bi ∈ r. Let o be a geodesic in Γ(G,X ∪H) such
that o− = bi, o+ = ai (see Fig. 5.1). From (5.7), we obtain l(o) ≤ 2(ν + ε).
Note that the element ai satisfies g
laif
ka−1i since ai = tf
i. By the choice of t
this means that
|ai|X∪H ≥ |t|X∪H. (5.8)
Notice that
|ai|X∪H ≤ |bi|X∪H + l(o) ≤ |bi|X∪H + 2(ν + ε) (5.9)
and
|t|X∪H = |bi|X∪H + l([bi, t]) (5.10)
as r is geodesic. Combining (5.8), (5.9), and (5.10), we obtain the following
estimate on the length of the segment [bi, t] of r:
l([bi, t]) ≤ 2(ν + ε).
Hence,
distX∪H(t, ai) ≤ distX∪H(t, bi) + distX∪H(bi, ai) ≤ 4(ν + ε).
Since p is (λ, c)–quasi–geodesic, we have
l(pi) ≤ λdistX∪H(t, ai) + c ≤ 4λ(ν + ε) + c.
Therefore, if i ≥ N for
N = 4λ(ν + ε) + c,
then bi can not belong to r as l(pi) = ‖U‖i ≥ i. Similarly, if i < k −N , then bi
can not belong to s.
Suppose that k > 2N . Then for any N ≤ i ≤ k − N , bi ∈ q. We denote
by cj the terminal vertex of the subpath qj of q, such that (qj)− = q− = 1 and
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φ(qj) ≡ V j . Thus cj = gj . Let cj(i) be the closest vertex (with respect to the
relative metric) to the vertex bi. (Here the index j(i) depends of i.) Obviously
distX(cj(i), bi) ≤
1
2
|g|X .
Hence,
|a−1i cj(i)|X = distX(ai, cj(i)) ≤
1
2
|g|X + 2(ν + ε).
Let
k0 = 2N + (card X)
1
2
|g|X+2(ν+ε) + 1.
If k > k0, then there exists two pairs ai1 , cj(i1) and ai2 , cj(i2) such that
a−1i1 cj(i1) = a
−1
i2
cj(i2) since the number of different elements of G of X–length at
most n is less that or equal to (cardX)n+1. Let t0 = a
−1
i1
cj(i1), j0 = j(i1)−j(i2),
and i0 = i1 − i2. Then t
−1
0 conjugate g
j0 to f i0 or f−i0 . Since |i0| ≤ |k|, we
arrive to the contradiction with the choice of k and l. Thus k is less than or
equal to k0 and the inequality (5.6) is true for
γ = 2N + (card X)
1
2
|g|X+2(ν+ε) + 1.
Theorem 5.19. Suppose that the word problem is solvable in Hi for any i =
1, . . . ,m. Then the power conjugacy problem for hyperbolic elements is solvable
in G.
Proof. Let f, g be two hyperbolic elements of G. There are three cases to con-
sider (by Theorem 5.15 they can be effectively recognized).
1. Both the elements f, g have finite orders n1 and n2 respectively. Then it
suffices to decide whether the elements fk and gl are hyperbolic and conjugate
for some k and l satisfying 0 < k < n1, 0 < l < n2. This can be done by
Theorems 5.6 and 5.13.
2. g has finite order, f has infinite order (or conversely). Clearly f is not
conjugate to g in this case.
3. Both the elements f, g have infinite order. Then applying Lemma 5.18,
we can reduce the question to the conjugacy problem for hyperbolic elements
in G as in the first case.
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Open questions
Here we state some natural problems and conjectures which seem to be impor-
tant for the further studying relatively hyperbolic groups.
If G is a finitely presented group and is hyperbolic relative to a subgroup
H , then H is finitely generated by Proposition 2.29. However the following
important question remains open.
Problem 5.1. Let G be a finitely presented group hyperbolic relative to a sub-
group H. Does it follow that H is finitely presented?
Assume that G is a group generated by a finite set X hyperbolic relative to
a collection of subgroups H1, . . . , Hm. As we have already mentioned in Section
4.2, Theorem 4.16 does not hold without the assumption card (R ∩ Hgi ) <
∞. However, one can try to prove a similar result in the general case. More
precisely, let R be a relatively quasi–convex subgroup of G. We consider the set
of subgroups
S = {Hgi ∩R | i = 1, . . . ,m, g ∈ G}.
The subgroup R acts on S by conjugations. If R is quasi–convex, it is not hard
to show that the number of orbits of this action is finite. Let P1, . . . , Pl be
representatives of the orbits.
Problem 5.2. Prove that the group R is relatively hyperbolic with respect to
{P1, . . . , Pl}.
Note that R and Pi need not be finitely generated in this case. The simplest
example of this type is the pair G = H1 ∗H2 and R = 〈K1,K2〉 considered in
Remark 4.17. The proof of the conjecture should be slightly more complicated
than one of Theorem 4.16, although the difficulties are rather technical.
Another problem about relatively quasi–convex groups is
Problem 5.3. Does the notion of relative quasi–convexity formulated in this
paper coincide with the dynamical quasi–convexity introduced by Bowditch in
[?]?
Let G be a group generated by a finite set X , H1, . . . , Hm subgroups of G.
We consider the following condition:
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(∗) There exists a constant ν > 0 such that for any geodesic triangle ∆ = pqr
in Γ(G,X∪H) and any vertex v on p, there exists a vertex u on the union
q ∪ r such that distX(u, v) ≤ ν.
Theorem 3.26 shows that if G is hyperbolic relative to {H1, . . . , Hm}, then (∗) is
satisfied. The converse is not true. Indeed any group G satisfies (∗) with respect
to any subgroup H of finite index. However, by Proposition 2.36, G is never
hyperbolic relative to H unless G = H or H is finite. On the other hand, it is
easy to see that any group G satisfying (∗) is weakly hyperbolic (or hyperbolic
in the sense of Farb) relative to H1, . . . , Hm. And again the converse is not true.
For example, if G = H×Z, where H is an infinite finitely generated group, then
G is weakly hyperbolic relative to H , but do not satisfy (∗). Thus the class
of groups satisfying (∗) is intermediate between the classes of hyperbolic and
weakly hyperbolic groups.
Problem 5.4. Study the class of finitely generated groups satisfying (∗) with
respect to a finite collection of subgroups.
The next two problems are inspirited by well–known questions about ordi-
nary hyperbolic groups.
Problem 5.5. Assume that G is a finitely generated group hyperbolic relative
to a collection of subgroups {H1, . . . , Hm}. Suppose that all subgroups Hi are
Hopfian. Does it follow that G is Hopfian?
Recall that a group G is said to be Hopfian if every epimorphism G→ G is
an isomorphism. First examples of non–Hopfian groups were found by Boumslag
and Solitar [5]: the group
BS(m,n) = 〈a, t | (am)t = an〉, (5.11)
is not Hopfian whenever m and n are relatively prime and neither of |m|, |n| is
equal to 1. We note that BS(m,n) is weakly relatively hyperbolic with respect
to 〈a〉 (see [68]). Sela proved that if a torsion–free hyperbolic group does not
decompose as a free product, then it is Hopfian. It seems to be reasonable to
assume that analogous result is true in the relative case.
Problem 5.6. Assume that G is a group hyperbolic relative to a collection of
subgroups {Hλ}λ∈Λ. Suppose that all subgroups Hλ are residually finite. Can
G be non–residually finite?
This question is open even for ordinary hyperbolic group G. It is known
[45, 64] that an infinite hyperbolic group is never simple, but it is still unknown
whenever it is always residually finite (some speculations can also be found in
[50], [65], and [52]). One of the results in this direction can be found in the
paper [84], where Wise showed that negatively curved polygons of finite groups
are residually finite. We note that in the case of CAT(0)–groups the answer to
Problem 5.6 is known to be positive. In the paper [83], Wise produced examples
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of compact non–positively curved spaces whose fundamental groups are not
residually finite. Subsequently, Burger and Mozes [22] constructed compact
non–positively curved 2–complexes whose fundamental groups are simple.
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Appendix. Equivalent
definitions of relative
hyperbolicity
The definition of Bowditch
The original definition of Bowditch characterizes relative hyperbolicity in dy-
namical terms.
Definition 6.1. A finitely generated group G is hyperbolic relative to a collec-
tion of finitely generated subgroups H1, . . . , Hm if it admits a properly discon-
tinuous isometric action on a path–metric hyperbolic proper space X such that
the induced action of G on the boundary ∂X satisfies the following conditions.
(1) G acts on ∂X as a geometrically finite convergence group.
(2) The maximal parabolic subgroups of G are precisely the subgroups of G
conjugate to H1, . . . , Hm.
Convergence groups were introduced by Gehring and Martin [40] in order
to describe the dynamical properties of Kleinian groups acting on the standard
sphere in Rn and were generalized to groups acting on compact Hausdorff spaces
by Tukia and Freden [82], [39]. Their motivation came from the observation that
an isometry group of a hyperbolic space X acts as a convergence group on the
hyperbolic boundary of X .
We recall that a group G of homeomorphisms of a metrizable compactumM
acts on M as a convergence group if the induced action on the space of distinct
triples of elements of M is properly discontinuous (for equivalent definitions we
refer to [?]). One says that a subgroup H ≤ G is parabolic if it is infinite, fixes
some point of M and contains no elements g ∈ G of infinite order such that
card(fix(g)) = 2. In this case the fixed point of H is unique and is called a
parabolic point. A parabolic point x is said to be bounded if (M \ {x}) /StabG(x)
is compact. A point x ∈ M is called a conical limit point if there is a sequence
{gi} and two distinct points a, b ∈ M such that gix converges to a and giy
converges to b for any y ∈ M \ {x}. Finally, a convergence group G is said to
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be geometrically finite if every point of M is a conical limit point or a bounded
parabolic point.
In [13], Bowditch proved that Definition 6.1 is equivalent to the following.
Definition 6.2. A finitely generated group G is hyperbolic relative to a col-
lection of finitely generated subgroups H1, . . . , Hm if it admits an action on a
hyperbolic graph K such that the following condition hold.
1) All edge stabilizers are finite.
2) All vertex stabilizers are finite or conjugate to one of the subgroups
H1, . . . , Hm.
3) The number of orbits of edges is finite.
4) The graph K is fine, that is, for every n ∈ N, any edge of K is contained
in finitely many circuits of length n. (Here circuit means a cycle without self–
intersections).
The definition of Farb
Let G be a group generated by a finite set X and let {H1, H2, . . . Hm} be a
collection of subgroups of G. We begin with the Cayley graph Γ(G,X) of G
and form a new graph as follows: for each left coset gHi of Hi in G, add a vertex
v(gHi) to Γ(G,X), and add an edge e(gh) of length 1/2 from each element gh
of gHi to the vertex v(gHi). The new graph is called the coned–off Cayley graph
of G with respect to {H1, H2, . . . Hm}, and is denoted by Γ̂(G,X). We give this
graph the path metric. Note that Γ̂(G,X) is not a proper metric space as closed
balls are not necessarily compact.
Definition 6.3. The group G is hyperbolic relative to {H1, H2, . . . Hm} if the
coned–off Cayley graph Γ̂(G,X) of G with respect to {H1, H2, . . .Hm} is a
hyperbolic metric space.
Definition 6.4. Given a path p in Γ̂(G,X), we say that p penetrates the coset
gHi if p passes through the cone point v(gHi); a vertex v1 (respectively v2) of
the path p which precedes to v(gHi) (respectively succeeds to v(gHi)) is called
an entering vertex (respectively an exiting vertex) of p in the coset gHi. Notice
that entering and exiting vertices are always vertices of Γ(X,G). A path p in
Γ̂(G,X) is said to be a path without backtracking if, for every coset gHi which
p penetrates, p never returns to gHi after leaving gHi.
Definition 6.5. (Bounded coset penetration). The pair (G, {H1, H2, . . .Hm})
is said to satisfy the Bounded Coset Penetration property (or BCP property for
brevity) if, for every λ ≥ 1, there is a constant a = a(λ) > 0 such that if p
and q are (λ, 0)–quasi–geodesics without backtracking in Γ̂(G,X) such that the
endpoints of p and q are in Γ(G,X), p− = q−, and distX(p+, q+) ≤ 1, then the
following conditions hold.
(1) If p penetrates a coset gHi but q does not penetrate gHi, then the
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entering vertex and the ending vertex of p in gHi are an X–distance of at most
a from each other.
(2) If both p and q penetrate a coset gHi, then the entering vertices of p
and q in gHi lies an X–distance of at most a from each other; similarly for the
exiting vertices.
Example 6.6. The group G = 〈a, b | [a, b] = 1〉 ∼= Z × Z is weakly hyperbolic
relative to the cyclic subgroup H = 〈a〉. However the pair (G,H) does not
have the BCP property: the paths an and ban are relative geodesics without
backtracking ending a distance 1 apart in Γ, but they clearly violate condition
(1) of Definition 6.5 when n is large enough.
Dahmani [30] shows that G satisfies Definition 6.2 if and only if it satisfies
Definition 6.3 and the pair (G, {H1, H2, . . . Hm}) has the BCP property. (The
proof of this fact in [30] contains some gaps; the complete version of the proof
is available in [31].)
Now we are going to reformulate Farb’s definition in terms of the relative
Cayley graph Γ(G,X ∪H).
Definition 6.7. Two metric spaces M1,M2 are said to be quasi–isometric if
there exist λ > 0, c ≥ 0, ε ≥ 0, and a map α : M1 →M2 such that the following
two condition hold.
1. For any x, y ∈M1, we have
1
λ
distM1(x, y)− c ≤ distM2(α(x), α(y)) ≤ λdistM1(x, y) + c.
2. For any z ∈M2 there exists x ∈M1 such that
distM2(α(x), z) ≤ ε.
Recall that hyperbolicity of metric spaces is invariant under quasi–isometry.
Lemma 6.8. Let G be a group, {H1, H2, . . . , Hm} a finite collection of sub-
groups of G. The conned–off Cayley graph Γ̂ is quasi–isometric to Γ(G,X ∪H)
endowed with the relative metric distX∪H. In particular, Γ̂ is hyperbolic if and
only if so is Γ(G,X ∪H).
Proof. Note that the identity map on G induces in isometric embedding ι of
the vertex set V (Γ(G,X ∪H)) of Γ(G,X ∪H) to Γ̂ and Γ̂ belongs to the closed
1–neighborhood of the image ι(V (Γ(G,X ∪H))).
Clearly, the BCP property can be rewritten as follows (see Section 2.2 for
necessary definitions).
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Lemma 6.9. Let G be a group generated by a finite set X, {H1, H2, . . . , Hm}
a finite collection of finitely generated subgroups of G. The pair
(G, {H1, H2, . . . , Hm}) satisfies the BCP property if and only if for any λ ≥ 1,
there exists constant a = a(λ) such that the following conditions hold. Let p, q
be (λ, 0)–quasi–geodesics without backtracking in Γ(G,X ∪ H) (in the sense of
Definition 3.9) such that p− = q−, distX(p+, q+) ≤ 1.
1) Suppose that for some i, s is an Hi–component of p such that
distX(s−, s+) ≥ a; then there exists an Hi–component t of q such that t is
connected to s.
2) Suppose that for some i, s and t are connected Hi–components of p and
q respectively. Then distX(s−, t−) ≤ a and distX(s+, t+) ≤ a.
Proof of the main theorem
Our main goal here is to prove
Theorem 6.10. Let G be a group generated by a finite set X, {H1, H2, . . . , Hm}
a collection of subgroups of G. Then the following conditions are equivalent.
1) G is relatively finitely presented with respect to {H1, H2, . . . , Hm} and the
relative Dehn function of the pair (G, {H1, H2, . . . , Hm}) is linear.
2) G is hyperbolic with respect to the collection {H1, H2, . . . , Hm} in the
sense of Farb and satisfies the BCP property (or, equivalently, G is hyperbolic
with respect to {H1, H2, . . . , Hm} in the sense of Bowditch).
Proof. Theorem 3.23 gives the implication 1) ⇒ 2). Let us show that Farb’s
definition implies relative hyperbolicity in the sense of our paper.
Let p be a cycle in Γ(G,X ∪H). We say that p is atomic if any subpath q of
p of length l(q) ≤ 1/2l(p) is geodesic in Γ(G,X ∪H). Recall that Γ(G,X ∪H)
is hyperbolic by Lemma 6.8. In what follows we denote by δ the hyperbolicity
constant of Γ(G,X ∪H).
Lemma 6.11. Let p be an atomic cycle in Γ(G,X ∪ H). Then the following
conditions hold.
1) l(p) ≤ 4δ + 9.
2) For any i = 1, . . . ,m, any Hi–component of p is isolated.
Proof. 1) Suppose that l(p) > 4δ + 9. We can represent p as the product
p = p1p2p3, where l(p1) = l(p2) and l(p3) ≤ 1. Then p1p2p3 is a geodesic
triangle in Γ(G,X ∪ H) since p is atomic. At least one of the sides p1, p2 is
longer than 2δ+4. Assume that l(p1) > 2δ+4. Let us take the middle point w
of p1. Since Γ(G,X ∪H) is δ–hyperbolic, there exists a point z ∈ p2p3 such that
distX∪H(w, z) ≤ δ. Let v (respectively u) be a vertex of p1 (respectively p2p3)
that is closest to w (respectively z). Then distX∪H(v, u) ≤ δ + 1. Notice that
both the segments [u, v] and [v, u] of p are not geodesic as both of them have
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length at least l(p1)/2− 1/2 > δ+3/2. However, at least one of these segments
has length at most 1/2l(p) contradictory to the assumption that p is atomic.
2) Let p = arbs, where a, b are connected Hi–components of p. Then both
the subpaths ar and bs are not geodesic since
distX∪H(a−, r+) = distX∪H(b−, s+) = 1.
Thus we get a contradiction as above.
Corollary 6.12. Let A be the set of labels of all atomic cycles in Γ(G,X ∪H).
Then card A <∞.
Proof. Let p be an atomic cycle. We can represent p as p = cd, where l(c) ≤
l(d) ≤ l(c) + 1. Since p is atomic, c is geodesic and d is (2, 0)–quasi–geodesic
as any proper subpath of d is geodesic. Since all components of p are isolated,
c and d are paths without backtracking. Therefore, for any i, the X–length of
every Hi–component of p is at most a, where a = a(2) is the constant provided
by Lemma 6.9. Hence there are only finitely many possibilities for labels of
Hi–components of atomic cycles. This fact together with the first assertion of
Lemma 6.11 implies the finiteness of A.
Let us return to the proof of the theorem. We are going to show that G has
the relative presentation
〈X,H | R = 1, R ∈ A〉
and the corresponding relative Dehn function satisfies δrel(n) ≤ 2n. Let W be
a word of length at most n over (X ∪H)∗ representing 1 in G. We have to show
that there exists a van Kampen diagram with boundary labelW having at most
2n cells labelled by words from A.
We proceed by induction on n. Consider the cycle p in Γ(G,X ∪H) labelled
W . If p is atomic, the existence of the required diagram is obvious. If p is not
atomic, then without loss of generality we can assume that p is combinatorially
homotopic to a product q1q2 of cycles q1, q2 of length l(qi) ≤ l(p)− 1, i = 1, 2.
This means that up to a cyclic shiftW =F V1V2, where ‖Vi‖ ≤ ‖W‖−1 ≤ n−1,
and Vi represents 1 in G for i = 1, 2. By the inductive assumption, there exist
van Kampen diagrams with boundary labels V1, V2 and with the number of cells
labelled by words from A at most 2‖V1‖ and 2‖V1‖ respectively. Gluing these
diagrams together in the obvious way, we obtain a van Kampen diagram with
boundary label W and with the number of cells labelled by words from A at
most
2‖V1‖ + 2‖V2‖ ≤ 2n−1 + 2n−1 = 2n.
Thus we proved that the relative Dehn function of G with respect to
{H1, . . . , Hm} is well–defined. Since Γ(G,X ∪ H) is hyperbolic, the relative
Dehn function is, in fact, linear by Corollary 2.54.
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