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Abstract
We prove a lower bound and an upper bound for the total variation distance between two
high-dimensional Gaussians, which are within a constant factor of one another.
1 Introduction
The Gaussian (or normal) distribution is perhaps the most important distribution in probability
theory due to the central limit theorem. For a positive integer d, a vector µ ∈ Rd , and a positive
definite matrix Σ, the Gaussian distribution with mean µ and covariance matrix Σ is a probability
distribution over Rd denoted by N (µ,Σ) with density
det(2piΣ)−1/2 exp(−(x − µ)TΣ−1(x − µ)) ∀x ∈Rd .
We denote by N (µ,Σ) a random variable with this distribution. Note that if X ∼ N (µ,Σ) then
EX = µ and EXXT = Σ.
If the covariance matrix is positive semi-definite but not positive definite, the Gaussian dis-
tribution is singular on Rd , but has a density with respect to a Lebesgue measure on an affine
subspace: let r be the rank of Σ, and let range(Σ) denote the range (also known as the image or
the column space) of Σ. Let Π be a d × r matrix whose columns form an orthonormal basis for
range(Σ). Then the matrix Σ′ ≔ΠTΣΠ has full rank r, and N (µ,Σ) has density given by
det(2piΣ′)−1/2 exp(−(x − µ)TΠΣ′−1ΠT(x − µ))
with respect to the r-dimensional Lebesgue measure on µ+ range(Σ). The density is zero outside
this affine subspace. For general background on high-dimensional Gaussian distributions (also
called multivariate normal distributions), see [10, 12].
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Given two Gaussian distributions, our goal is to understand how different they are. Our mea-
sure of similarity is the total variation distance (t.v.d.), which for any two distributions P and Q
over Rd is defined as
TV(P,Q)≔ sup
A⊆Rd
|P(A)−Q(A)|.
If P and Q have densities p and q, then it is easy to verify that the set A≔ {x : p(x) > q(x)} attains
the supremum here, and this observation leads to the following identity:
TV(P,Q) =
1
2
∫
Rd
|p(x)− q(x)|dx, (1)
that is, the t.v.d. is half of the L1 distance. In the following, we will sometimes write TV(X,Y ) for
TV(P,Q), where X and Y are random variables distributed as P and Q, respectively. Observe that
TV(P,Q) is a metric and is always between 0 and 1. For a survey on measures of distance between
distributions and the inequalities between them, see [9].
We have seen that the t.v.d. can be written as an integral or as a supremum, but in general there
is no known closed form for it. In this note we give lower and upper bounds in a closed form for
the t.v.d. between two Gaussians, which are within a constant factor of one another.
Note that if µ1 + range(Σ1) , µ2 + range(Σ2), in particular if rank(Σ1) , rank(Σ2), then it is easy
to see that TV(N (µ1,Σ1),N (µ2,Σ2)) = 1, since the intersection of the supports have zero Lebesgue
measure; so we will not explicitly treat this case.
To state our results we need some matrix definitions. The d-dimensional identity matrix is
denoted Id . The Frobenius norm (also called the Hilbert–Schmidt norm or the Schur norm) of a
matrix A is denoted by ‖A‖F ≔
√
tr(AAT). Note that ‖A‖2F equals the sum of squares of entries of
A. If A is symmetric, ‖A‖2F equals the sum of squares of eigenvalues of A. For general background
on matrix norms, see [3, Chapter 5].
Our first main result concerns the same-mean case. Note that we have not tried to optimize the
constants in our results.
Theorem 1.1 (Total variation distance between Gaussians with the same mean). If µ ∈ Rd and Σ1
and Σ2 are positive definite d × d matrices, then
1
100
≤ TV(N (µ,Σ1),N (µ,Σ2))
min{1,‖Σ−11 Σ2 − Id‖F}
≤ 3
2
.
If Σ1 and Σ2 are positive semi-definite and range(Σ1) = range(Σ2) and r = rank(Σ1) = rank(Σ2), then
let Π be a d × r matrix which has the same range as Σ1 and Σ2. Then we have
1
100
≤ TV(N (µ,Σ1),N (µ,Σ2))
min{1,‖(ΠTΣ1Π)−1(ΠTΣ2Π)− Ir‖F}
≤ 3
2
.
This theorem generalizes two previously known bounds: in [4, Lemma 4.8] the upper bound of
this theorem is proved in the case when Σ1 = αId and Σ2 = βId , while in [2, Lemma 3.8] we have
proved the lower bound of this theorem in the special case when the diagonal entries of Σ−11 and
Σ
−1
2 are all ones.
The paper [1] proves a bound similar to Theorem 1.1 for Gaussian distributions in a general
Hilbert space. Their Corollary 2 states the following for Rd : If Σ1 and Σ2 are positive definite
d × d matrices and ‖Σ−11 Σ2 − Id‖F ≤ 1/50, then
1
100
≤ TV(N (µ,Σ1),N (µ,Σ2))‖Σ−11 Σ2 − Id‖F
≤ 2.
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This result has the advantage that it covers infinite-dimensional spaces as well, but it holds only
when ‖Σ−11 Σ2 − Id‖F is smaller than a threshold.
For the case where the means are different, we prove the following theorem.
Theorem 1.2 (Total variation distance between Gaussians with different means). Suppose d > 1,
let µ1 , µ2 ∈Rd and let Σ1,Σ2 be positive definite d×d matrices. Let v ≔ µ1−µ2 and letΠ be a d×d−1
matrix whose columns form a basis for the subspace orthogonal to v. Define the function
tv(µ1,Σ1,µ2,Σ2)≔max
 |v
T(Σ1 −Σ2)v|
vTΣ1v
,
vTv√
vTΣ1v
,‖(ΠTΣ1Π)−1ΠTΣ2Π − Id−1‖F
 .
Then, we have
1
200
≤ TV(N (µ1,Σ1),N (µ2,Σ2))
min{1, tv(µ1,Σ1,µ2,Σ2)}
≤ 9
2
.
Note that the positive definiteness of the covariance matrices can be assumed without loss of
generality; if µ1 + range(Σ1) = µ2 + range(Σ1) , R
d , then one can work in this affine subspace
instead.
Along the way of proving this theorem, we also give bounds for the one-dimensional case.
Theorem 1.3 (Total variation distance between one-dimensional Gaussians). In the one dimen-
sional case, d = 1, we have
1
200
min
{
1,max
{ |σ21 −σ22 |
σ21
,
40|µ1 − µ2|
σ1
}}
≤ TV
(
N (µ1,σ21 ),N (µ2,σ22 )
)
≤ 3|σ
2
1 −σ22 |
2σ21
+
|µ1 − µ2|
2σ1
.
Observe that while the t.v.d. is symmetric, our lower and upper bounds are not symmetric, so
they can be automatically strengthened; for instance the following symmetric version of Theo-
rem 1.3 holds:
1
200
min
{
1,max
{ |σ21 −σ22 |
min{σ1,σ2}2
,
40|µ1 − µ2|
min{σ1,σ2}
}}
≤ TV
(
N (µ1,σ21 ),N (µ2,σ22 )
)
≤ 3|σ
2
1 −σ22 |
2max{σ1,σ2}2
+
|µ1 − µ2|
2max{σ1,σ2}
.
Some preliminaries and other known bounds for the t.v.d. between Gaussians appear in Sec-
tion 2. We start by proving Theorem 1.1 in Section 3, then we prove Theorem 1.3 in Section 4,
and finally we prove Theorem 1.2 in Section 5.
2 Preliminaries
The coupling characterization of the t.v.d. For two distributions P and Q, a pair (X,Y ) of
random variables defined on the same probability space is called a coupling for P and Q if X ∼ P
and Y ∼ Q. An extremely useful property of the t.v.d. is the coupling characterization: for any two
distributions P and Q, we have TV(P,Q) ≤ t if and only if there exists a coupling (X,Y ) for them
such that P {X , Y } ≤ t (see, e.g., [6, Proposition 4.7]). This implies in particular that there exists
a coupling (X,Y ) such that P {X , Y } = TV(P,Q).
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This characterization implies that for any function f we have TV(f (X), f (Y )) ≤ TV(X,Y ). If f
is invertible (for instance if f (v) = Av + b where A is full-rank) this also implies TV(f (X), f (Y )) =
TV(X,Y ).
An important property of the Gaussian distribution is that any linear transformation of a Gaus-
sian random variable is also Gaussian. In particular, if X ∼N (µ,Σ) then
AX + b ∼N (Aµ+ b,AΣA+AµbT + bµTAT + bbT).
For a positive semi-definite matrix Σwith eigendecomposition Σ =
∑d
i=1λiviv
T
i where the vi are
orthonormal, we define Σ1/2≔
∑d
i=1
√
λiviv
T
i and Σ
−1/2
≔
∑d
i=1 viv
T
i /
√
λi . It is easy to observe that
if g ∼N (0, I ) then Σ1/2g ∼N (0,Σ).
We will use the inequality
0 ≤ x − log(1 + x) ≤ x2 ∀x ≥ −2/3
throughout, which implies that for any x ≥ −2/3 there exists a b ∈ [0,1] such that x−log(1+x) = bx2.
We next state some known bounds for the t.v.d. between two Gaussians, which may be more
convenient than the above bounds for some applications.
For the case when the two Gaussians have the same covariance matrices, [1, Theorem 1] gives
TV(N (µ1,Σ),N (µ2,Σ)) = P
N (0,1) ∈
−
√
(µ1 − µ2)TΣ−1(µ1 − µ2)
2
,
√
(µ1 − µ2)TΣ−1(µ1 − µ2)
2

 .
The following bounds follow from known relations between statistical distances.
An upper bound for the t.v.d. using the KL-divergence. For distributions P andQ over Rd with
densities p and q, their Kullback–Leibler divergence (KL-divergence) is defined as
KL(P ‖Q)≔
∫
Rd
p(x) log
(
p(x)
q(x)
)
dx,
and Pinsker’s inequality [11, Lemma 2.5] states that TV(P,Q) ≤√KL(P ‖Q) /2 for any pair of dis-
tributions. The KL-divergence between twoGaussians has a closed form (e.g., [8, Formula (A.23)]):
KL(N (µ1,Σ1) ‖ N (µ2,Σ2)) =
1
2
(
tr(Σ−11 Σ2 − I ) + (µ1 − µ2)TΣ−11 (µ1 − µ2)− logdet(Σ2Σ−11 )
)
.
Combining these gives the following proposition.
Proposition 2.1. If Σ1 and Σ2 are positive definite, then
TV(N (µ1,Σ1),N (µ2,Σ2)) ≤
1
2
√
tr(Σ−11 Σ2 − I ) + (µ1 − µ2)TΣ−11 (µ1 − µ2)− logdet(Σ2Σ−11 ).
Bounds for the t.v.d. using the Hellinger distance. For distributions P and Q over Rd with
densities p and q, their Hellinger distance is defined as
H(P,Q)≔
1√
2
√∫
Rd
(√
p(x)−
√
q(x)
)2
dx,
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and it is known that
H(P,Q)2 ≤ TV(P,Q) ≤H(P,Q)
√
2−H(P,Q)2 ≤
√
2H(P,Q),
see [5, page 25]. The Hellinger distance between two Gaussians has a closed form (e.g., [7,
page 51]):
H(N (µ1,Σ1),N (µ2,Σ2))2 = 1−
det(Σ1)
1/4det(Σ2)
1/4
det
(
Σ1+Σ2
2
)1/2 exp
−18(µ1 − µ2)T
(
Σ1 +Σ2
2
)−1
(µ1 − µ2)
 .
Combining these gives the following proposition.
Proposition 2.2. Assume that Σ1,Σ2 are positive definite, and let
h = h(µ1,Σ1,µ2,Σ2)≔
1− det(Σ1)
1/4det(Σ2)
1/4
det
(
Σ1+Σ2
2
)1/2 exp
−18(µ1 − µ2)T
(
Σ1 +Σ2
2
)−1
(µ1 − µ2)


1/2
.
Then, we have
h2 ≤ TV(N (µ1,Σ1),N (µ2,Σ2)) ≤ h
√
2− h2 ≤ h
√
2.
3 Same-mean case: proof of Theorem 1.1
In this section we consider the case when both Gaussians have the same mean. For proving the
theorem we will need two lemmas.
Lemma 3.1. Suppose λ1, . . . ,λd ≥ −2/3 and let ρ≔
√∑d
i=1λ
2
i . If C is a diagonal matrix with diagonal
entries 1+λ1, . . . ,1+λd , then TV
(
N (0,C−1),N (0, Id )
)
≥ ρ/6− ρ2/8− (eρ2 − 1)/2.
Proof. From (1) we have
2TV
(
N (0,C−1),N (0, I )
)
= (2pi)−d/2
∫
Rd
∣∣∣∣e−xTx/2 −√det(C)e−xTCx/2∣∣∣∣ dx
= (2pi)−d/2
∫
Rd
e−x
Tx/2
∣∣∣∣1−√det(C)e−xT(C−Id )x/2∣∣∣∣ dx
= E
∣∣∣∣1−√det(C)e−gT(C−Id )g/2∣∣∣∣
= E
∣∣∣∣∣∣∣1− exp

d∑
i=1
log(1 +λi )/2−λig2i /2

∣∣∣∣∣∣∣ ,
where g = (g1, . . . ,gd) ∼ N (0, Id ). Since λi ≥ −2/3 for all i, we have log(1 + λi )/2 = λi /2 − biλ2i /2
for some bi ∈ [0,1], and summing these up we find
∑d
i=1 log(1 + λi )/2 =
∑d
i=1λi /2 − bρ2 for some
b ∈ [0,1]. Also let hi = 1− g2i and X =
∑d
i=1λihi /2, whence
2TV
(
N (0,C−1),N (0, Id )
)
= E
∣∣∣∣1− e−bρ2eX ∣∣∣∣ ≥ E ∣∣∣1− eX ∣∣∣−E ∣∣∣∣eX − e−bρ2eX ∣∣∣∣
≥ E |X | −EX2/2− (1− e−bρ2)EeX
≥ (EX
2)3/2
(EX4)1/2
−EX2/2− (1− e−bρ2)EeX (2)
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where the first inequality is the triangle inequality, the second one follows from
|1− ex| ≥ |x| − x2/2 ∀x ∈R,
and the third one follows from Ho¨lder’s inequality. We control each term on the right-hand-side
of (2). First, we observe that since hi is mean-zero, we have Ehihj = 0 for all i , j, and so
EX2 = E

d∑
i=1
λihi/2

2
=
d∑
i=1
(λi /2)
2Eh2i =
d∑
i=1
λ2i /2 = ρ
2/2,
since Eh2i = 2. Since Eg
2
i = 1,Eg
4
i = 3,Eg
6
i = 15,Eg
8
i = 105, one can compute Eh
4
i = 60, and so
EX4 = E

d∑
i=1
λihi /2

4
=
d∑
i=1
(λi /2)
4Eh4i +3
∑
i,j
(λi /2)
2(λj /2)
2Eh2i Eh
2
j
= 60
d∑
i=1
(λi /2)
4 +12
∑
i,j
(λi/2)
2(λj /2)
2
≤ 60

d∑
i=1
(λi /2)
2

2
= 15ρ4/4.
Finally, for the exponential moment, we note that Eexp(tg2i ) = (1− 2t)−1/2 for any t < 1/2, hence
EeX =
d∏
i=1
(
eλi /2Ee−λig
2
i /2
)
=
d∏
i=1
(
eλi /2e
−1
2 log(1+λi )
)
= exp

d∑
i=1
λi /2− log(1 +λi)/2
 = ebρ2 ,
consequently,
2TV
(
N (0,C−1),N (0, Id )
)
≥ (ρ
2/2)3/2
(15ρ4/4)1/2
− ρ2/4− ebρ2 +1 ≥ ρ/3− ρ2/4− (eρ2 − 1),
completing the proof.
Lemma 3.2. If λ2 ≥ 0.01 then TV(N (0,1),N (0,1+λ)) > 0.01.
Proof. If λ > 0 then 1+λ ≥ 1.1, so we have
TV(N (0,1),N (0,1+λ)) ≥ P {N (0,1) ∈ [−1,1]} −P {N (0,1+λ) ∈ [−1,1]}
≥ P {N (0,1) ∈ [−1,1]} −P {N (0,1.1) ∈ [−1,1]}
> 0.68− 0.66 > 0.01,
while if λ < 0 then 1+λ ≤ 0.9 so we have
TV(N (0,1),N (0,1+λ)) ≥ P {N (0,1+λ) ∈ [−1,1]} −P {N (0,1) ∈ [−1,1]}
≥ P {N (0,0.9) ∈ [−1,1]} −P {N (0,1) ∈ [−1,1]}
> 0.70− 0.69 = 0.01.
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We can now prove Theorem 1.1.
Proof of Theorem 1.1. For both parts of the theorem, we may assume that µ = 0. We start with the
case that Σ1 and Σ2 are positive definite, i.e., they have full rank. Let Σ
−1
1 Σ2 have eigenvalues
1+λ1, . . . ,1+λd , and let ρ≔ ‖Σ−11 Σ2 − I‖F =
√∑d
i=1λ
2
i .
We first prove the upper bound. If some λi < −2/3 then trivially
TV(N (0,Σ1),N (0,Σ2)) ≤ 1 ≤
3
2
|λi | ≤
3
2
√√
d∑
i=1
λ2i = 3ρ/2.
Otherwise, by Proposition 2.1,
4TV(N (0,Σ1),N (0,Σ2))2 ≤
d∑
i=1
(λi − log(1 +λi )) ≤
d∑
i=1
λ2i = ρ
2,
and the upper bound in the theorem is proved.
For proving the lower bound, we first claim that if C is a diagonal matrix with diagonal entries
1 +λ1, . . . ,1+λd , then
TV(N (0,Σ1),N (0,Σ2)) = TV
(
N (0,C−1),N (0, Id )
)
. (3)
To prove this, let g ∼ N (0, Id ). We first claim if E and F are positive definite matrices with the
same spectrum, then TV(Eg,g) = TV(Fg,g). To see this, let s1, . . . , sd be the eigenvalues of E and
F, and let g1, . . . ,gd be the components of g . Then by rotation-invariance of g , both TV(Eg,g) and
TV(Fg,g) are equal to TV((s1g1, s2g2, . . . , sdgd), (g1,g2, . . . ,gd)), and the claim is proved. This also
implies
TV(N (0, Id ),N (0,E)) = TV(N (0, Id ),N (0,F)) ,
for any two positive definite matrices E and F with the same spectrum.
Next, we have
TV(N (0,Σ1),N (0,Σ2)) = TV(Σ1/21 g,Σ1/22 g) = TV(Σ−1/22 Σ1/21 g,g)
= TV(N (0,Σ−1/22 Σ1Σ−1/22 ),N (0, Id )).
Now Σ−1/22 Σ1Σ
−1/2
2 has the same spectrum as Σ
−1
2 Σ1, which has the same spectrum as C
−1, whence
(3) is proved.
For proving the lower bound in the theorem we consider three cases.
Case 1: there exists some i with |λi | ≥ 0.1. Observe that if we project a random variable dis-
tributed as N (0,C−1) onto the i-th component, we obtain a N (0, (1 + λi )−1) random variable .
Since projection can only decrease the t.v.d., using Lemma 3.2 we obtain
TV
(
N (0,C−1),N (0, Id )
)
≥ TV
(
N (0, (1 +λi )−1),N (0,1)
)
= TV(N (0,1),N (0,1+λi )) ≥ 0.01,
as required. The equality above follows since the t.v.d. is invariant under any linear transforma-
tion.
Case 2: |λi | < 0.1 for all i and ρ ≤ 0.17. In this case Lemma 3.1 gives
TV
(
N (0,C−1),N (0, Id )
)
≥ ρ/6− ρ2/8− (eρ2 − 1)/2 ≥ ρ/100,
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as required.
Case 3: |λi | < 0.1 for all i and ρ > 0.17. Define
f (ρ)≔ ρ/6− ρ2/8− (eρ2 − 1)/2,
and observe that f (x) ≥ 0.01 for 0.1 ≤ x ≤ 0.17. Let 1 ≤ j < d be the largest index such that∑j
i=1λ
2
i ≤ 0.172, and observe that since |λi | < 0.1 for all i, we have ρ′2 ≔
∑j
i=1λ
2
i ≥ 0.172 − 0.12 >
0.01 and so f (ρ′) ≥ 0.01. Let C ′ be the diagonal j × j matrix with diagonal entries 1+λ1, . . . ,1+λj .
Observe that if we project a random variable distributed asN (0,C−1) onto the first j coordinates,
we would obtain aN (0,C ′−1) random variable. Since projection can only decrease the t.v.d., using
Lemma 3.1 we obtain
TV
(
N (0,C−1),N (0, Id )
)
≥ TV
(
N (0,C ′−1),N (0, Ij )
)
≥ f (ρ′) ≥ 0.01,
as required.
We finally consider the case that Σ1 and Σ2 are not positive definite, but they are positive semi-
definite, and range(Σ1) = range(Σ2). Recall thatΠ is a d×r matrix whose columns form a basis for
range(Σ1). Then observe that v 7→ΠTv is an invertible map from range(Σ1) to Rr , with the inverse
given by w 7→Π(ΠTΠ)−1w. This implies
TV(N (0,Σ1),N (0,Σ2)) = TV
(
Π
TN (0,Σ1),Π
TN (0,Σ2)
)
= TV
(
N (0,ΠTΣ1Π),N (0,ΠTΣ2Π)
)
,
and ΠTΣ1Π and Π
T
Σ2Π are now positive definite r × r matrices, hence the second part of the
theorem follows from the first part.
4 One-dimensional case: proof of Theorem 1.3
We start with the upper bound. If
|σ21−σ22 |
σ21
≥ 2/3, then the right-hand-side is at least 1, and the
bound holds because the t.v.d. is at most 1. Otherwise, since σ22 /σ
2
1 −1 ≥ −2/3, we have σ22 /σ21 −1−
log(σ22 /σ
2
1 ) ≤ (σ22 /σ21 − 1)2, so from Proposition 2.1 we have
TV
(
N (µ1,σ21 ),N (µ2,σ22 )
)
≤ 1
2
√
σ22 /σ
2
1 − 1− log(σ22 /σ21 ) + (µ1 − µ2)2/σ21
≤ 1
2
√
σ22 /σ
2
1 − 1− log(σ22 /σ21 ) +
1
2
√
(µ1 − µ2)2/σ21
≤ 1
2
|σ22 /σ21 − 1|+
1
2
|(µ1 − µ2)/σ1|,
completing the proof of the upper bound.
The lower bound follows from the following two lower bounds:
1
200
min
{
1,
|σ21 −σ22 |
σ21
}
≤ TV
(
N (µ1,σ21 ),N (µ2,σ22 )
)
, (4)
1
5
min
{
1,
|µ1 − µ2|
σ1
}
≤ TV
(
N (µ1,σ21 ),N (µ2,σ22 )
)
. (5)
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We start with proving (4). We show
1
2
TV
(
N (0,σ21 ),N (0,σ22 )
)
≤ TV
(
N (µ1,σ21 ),N (µ2,σ22 )
)
, (6)
and then (4) follows from Theorem 1.1. Assume without loss of generality that σ1 ≤ σ2 and
µ1 ≤ µ2. By the form of the density of the normal distribution, this implies there exists some
c = c(σ1,σ2) such that
TV
(
N (0,σ21 ),N (0,σ22 )
)
= P
{
N (0,σ22 ) < [−c,c]
}
−P
{
N (0,σ21 ) < [−c,c]
}
,
and thus
P
{
N (0,σ22 ) > c
}
= P
{
N (0,σ21 ) > c
}
+TV
(
N (0,σ21 ),N (0,σ22 )
)
/2.
Therefore,
P
{
N (µ2,σ
2
2 ) > c
}
= P
{
N (µ2,σ
2
1 ) > c
}
+TV
(
N (0,σ21 ),N (0,σ22 )
)
/2
≥ P
{
N (µ1,σ
2
1 ) > c
}
+TV
(
N (0,σ21 ),N (0,σ22 )
)
/2,
and (6) is proved.
To complete the proof we need only prove (5). By symmetry we may assume µ1 ≤ µ2. Let
X ∼N (µ1,σ21 ). Then
TV
(
N (µ1,σ21 ),N (µ2,σ22 )
)
≥ P
{
N (µ2,σ
2
2 ) ≥ µ2
}
−P {X ≥ µ2}
= 1/2− (1/2−P {X ∈ [µ1,µ2]})
= P
{
X ∈ [µ1,µ2]
}
.
If µ2 − µ1 ≥ σ1, then
P
{
X ∈ [µ1,µ2]
} ≥ P {X ∈ [µ1,µ1 +σ1]} = P {N (0,1) ∈ [0,1]} > 15 ,
while if µ2 − µ1 < σ1 then
P
{
X ∈ [µ1,µ2]
}
=
∫ µ2
µ1
e−(x−µ1)2/2σ
2
1√
2piσ1
dx ≥ (µ2 − µ1)
e−(µ2−µ1)2/2σ
2
1√
2piσ1
>
e−1/2√
2pi
|µ1 − µ2|
σ1
>
|µ1 − µ2|
5σ1
,
which proves (5) and completes the proof of the theorem.
5 Proof of Theorem 1.2
Let u ≔ (µ1 + µ2)/2. Any vector in R
d has a component in the direction of v and a component
orthogonal to v. In particular, any w can be written uniquely as
w = u + f1(w)v + f2(w), f2(w)
Tv = 0,
with f1 and f2 given by
f1(w) =
(w− u)Tv
vTv
∈R, f2(w) =w− u − f1(w)v = P(w− u),
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with P ≔ Id − vvT/vTv.
Let X ∼N (µ1,Σ1) and Y ∼N (µ2,Σ2). Then we have
max{TV(f1(X), f1(Y )) ,TV(f2(X), f2(Y ))} ≤ TV(X,Y )
≤ TV(f1(X), f1(Y )) + TV(f2(X), f2(Y )),
where the last inequality is by the coupling characterization of the t.v.d.: indeed, let (X1,Y1) be
a coupling with X1 ∼ f1(X) and Y1 ∼ f1(Y ) and P {X1 , Y1} = TV(f1(X), f1(Y )), and define (X2,Y2)
similarly. Then (u +X1v +X2,u +Y1v +Y2) is a coupling for (X,Y ) and it satisfies
P {u +X1v +X2 , u +Y1v +Y2} ≤ P {X1 , Y1}+P {X2 , Y2} = TV(f1(X), f1(Y )) + TV(f2(X), f2(Y )) ,
where the first inequality is simply the union bound.
We next claim that f1(X) ∼ N
(
1
2
,
vTΣ1v
(vTv)2
)
. To see this, observe that f1(X) = (X − u)Tv/vTv is a
linear map of a Gaussian, so it is Gaussian. Its mean and covariance can be computed from those
of X. Similarly, one can compute f1(Y ) ∼N
(
−1
2
,
vTΣ2v
(vTv)2
)
. So, Theorem 1.3 gives
1
200
min
1,max
 |v
T
Σ1v − vTΣ2v|
vTΣ1v
,
40vTv√
vTΣ1v

 ≤ TV(f1(X), f1(Y )) ≤ 3|v
T
Σ1v − vTΣ2v|
2vTΣ1v
+
vTv
2
√
vTΣ1v
.
On the other hand, since f2(w) = P(w− u) with P = Id − vvT/vTv, f2(X) and f2(Y ) are also Gaus-
sians, with f2(X) ∼ N (0,PΣ1P) and f2(Y ) ∼ N (0,PΣ2P). Note that range(PΣ1P) = range(PΣ2P) =
range(Π). Also observe that since each column of Π is orthogonal to v, we have ΠTP = Π and
PΠ =Π. Hence Theorem 1.1 gives
1
100
min{1,‖(ΠTΣ1Π)−1ΠTΣ2Π − Id−1‖F} ≤ TV(f2(X), f2(Y )) ≤
3
2
‖(ΠTΣ1Π)−1ΠTΣ2Π − Id−1‖F ,
completing the proof of the theorem.
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