In the dense graph limit theory, the topology of the set of graphs is defined by the distribution of the subgraphs spanned by finite number of random vertices. Vera T. Sós proposed a question that if we consider only the number of edges in the spanned subgraphs, then whether it provides an equivalent definition. We show that the answer is positive on quasirandom graphs, and we prove a generalization of the statement.
Introduction
Graphon is a symmetric measurable function W : [0, 1] 2 → [0, 1], introduced in the context of graph theory by Lovász and Szegedy [2, 3] . A sampling G(n, W ) is a distribution of n-vertex graphs constructed as follows. We choose x 1 , x 2 , ..., x n ∈ [0, 1] n uniformly at random, and we connect the ith and jth vertices with probability W (x i , x j ). Therefore, the probability of each n-vertex graph F = ([n], E(F )) in the sampling G(n, W ) is
A basic theorem about graphons tells that the sequence of samplings G(n, W ) determine the graphon W up to weak isomorphism [2] . Vera T. Sós asked the question whether the distribution of the number of edges instead of the spanned subgraph already has this property [4] . Formally, let . Later but independently, Jakub Sliacan proved it by flag algebra. In our paper we show a simple combinatorial proof of a stronger version of the statement. Namely, we show that 4 can be exchanged to any larger number, moreover, the sampling could be exchanged to any graph-sampling which includes a 4-cycle C 4 .
Let subgraph mean edge-subgraph, namely we keep the vertex set, but we take a subset of its edges. For a finite graph S = ([n], E(S)), we define the sampling of a graphon W by a graph S to be the following distribution G(S, W ) of the subgraphs of S.
Notice that G(n, W ) = G(K n , W ) and N(n, W ) = N(K n , W ) (where K n is the complete graph on n vertices).
Theorem 3. Let G be a graph and W a graphon. Assume that G contains a C 4 and N(G, W ) = N(G, p). Then W ≡ p.
Proof of Theorem 3
Let S k , P k and C k denote the star, the path and the cycle containing k edges, respectively. Let |E(G)| = m, and we define homomorphism density of F to W as
(1) subgraphs have equal probability). Then
Proof. On the left hand side, there are two randomnesses: the choice of the subgraph G k and the sampling. But if we do the sampling first and we choose the subgraph after, then we get the right hand side. Formally,
For a fixed x ∈ [0, 1] V (G) , let X : E(G) → {0, 1} = {f alse, true} be independent events with probabilities P X({i, j}) = W (x i , x j ) for all {i, j} ∈ E(G). For a graph F , let us denote the number of occurring events by µ(F ) = 
Therefore,
The distibution of µ(G) is N(G, W ) by definition. We can make the same calculation with m independent edges m × P 1 instead of G, which provides that
Proof. We apply Lemma 4 with k = 2. The support of G 2 consists of two (isomorphism classes of) graphs: two independent edges 2 × P 1 and S 2 . Therefore, for some λ > 0,
The degree of a vertex x ∈ [0, 1] of a graphon W is defined as follows.
Note that W is measurable, therefore, deg(x) exists for almost all vertices x ∈ [0, 1].
Lemma 6. Almost all degrees of W are p.
Proof.
Lemma 7. Let F be an arbitrary graph and F ′ be its extension by one new vertex v and a new edge (v, w) connecting v to an arbitrary old vertex. Then
Proof. In short, whatever we sample by F , the probability that (v, w) maps to an edge in W is p, because all degrees are p. Formally,
W (x i , x j ) dx = W (x i , x j ) dx (1) = p · t(F, W ).
Lemma 8. t(P 3 , W ) = t(S 3 , W ) = p 3 .
Proof. We apply Lemma 7 for F = P 2 = S 2 and F ′ = P 3 or F ′ = S 3 , namely,
= p · t(S 2 , W )
= p · p 2 = p 3 .
