1. We study two-point boundary-value problems for the nonlinear equation xc = f(t, x, x') (1.1)
wheref : [0, l] x Rd x Rd --+ Rd is continuous. Write X for [0, l] x Rd x Rd.
By far the large majority of results on the existence of solutions of twopoint boundary value problems have been for the one-dimensional case, d = 1. Papers on nonlinear higher dimensional cases include [5, 6, 8, 10 and Ill.
Consider the boundary condition We assume in our theorems either that A,, A, >, 0 or that A,, A, > 0.
Our two-point boundary conditions are analogs of the boundary conditions studied in dimension d = 1 by Keller [9] and Bebernes and Gaines [2] , (and the other conditions of our Theorem 3 generalize their conditions).
On the other hand, problems (I .I), (1.3), and (1.4) include (by letting A, = A, = 0) the classical two-point boundary value problems (1. [6] and Hermes [8] .
We investigate the condition on f that there does exist a K 3 0 and u > 0 such that one of the following holds Conditions of this type are motivated by examining the "amplitude" u(t) = 4 I x(t)12 of a solution x(t) of (1.1). The second derivative u"(t) satisfies u"(t) = 1 x'(t)12 + x(t) . x"(t) = I x'(t)12 + x(t) *f(t, x(t), x'(t)), (1.8) which is the left hand side of the inequalities (1.5)-( 1.7). Our method then is to use inequalities on the scalar u(t) rather than on x(t). Notice that (1.7) is a condition involving u, u', and u", and is essentially zi' 3 -K(l + / u j1/z + ) u' 1).
The additional terms in (1.5) and (1.6) enable us to then obtain bounds on j x' I after we have bounded u and ] u' I. The inequality (1.7,) might be generalized or put in more abstract form, but our objective is only to present methods for proving existence of a solution using a particular inequality of substantial generality. After showing u and I U' j are bounded, the methods take on a flavor of the differential geometry of curves, particularly in Lemma 3. We will prove the following theorems. Then there is a sohtion of (1.1) whzch satisfies (1.3) and (1.4).
(1.9) (l.lh) (1.10) (1.11) This theorem is relatively simple but the reader is not told how to verify whether (1.9) is satisfied. The next two theorems fill this gap. We do not know whether Theorem 1 is true in the case of A, = A, = 0. (1.13)
We will say that 4 is a Nagumo function for f if (1.12) and (1. Our proof is based on different geometric ideas from those of Hartman. We are therefore able to omit the "Nagumo" condition in the case where we assume (1.6). When we replace (1.6) by (1.5), we must assume that a Nagumo function for (1.1) exists. Remark 2. Instead of o being just a constant, our proof shows (T in (1.5) and (1.6) can be any positive continuous function ~(11, u') but cr cannot depend directly on j x' I. That is, u can depend on 1 x I2 and on 1 x . y 1 but not on 1 y I. Similarly, it is sufficient to assume that for each compact x set there is a function + which satisfies (1.12) and (1.13). We could also have made conditions (1.3) and (1.4) more general so as to have completely generalized the one-dimensional conditions of Keller and Bebernes-Gaines, [9, 21 ; however, we felt that attempts to fully generalize their conditions would have led to too many cases, and we hope our conditions are a fair compromise. Compare these boundary conditions with those in [13] . Since z(tl) = 0 and from (2.11) x(t,) 3 /3, we have Setting h = @e-"-l it is easy to verify that a < pKe@-l which contradicts (2.10). i
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Remark 3. We now show that the hypotheses of Theorems l-3 imply that the hypotheses of Lemma 2 (and hence its conclusions) are true. Define S to be ((h, z(.)) : X E [0, l] and x E S(A)). We know S is not empty since if x = 0, then (0, X) E S. Choose (X, X) E S and define u(t) = 4 / a(t) Then from the fact that A$, > 0 in (1.3) But since I xz(t)12 < 2B, for all i and t we must have I x,,(t)1 < (2B,,)li2 for all t E J. Since x0(t) is bounded, (1.9) implies / = [0, I]. Applying (3.2) at t = 1, we get (1.4); so (h, , x,,(.)) E S, contradicting our assumption that ((4 , x1)} had no limit points in S. Therefore S is compact. Letting B be the left-hand side of (3.3), the hypotheses of Lemma 1 are satisfied, so there is a solution of (1.1) satisfying (1.3) and (1.4). 1
The existence of a Nagumo function is a weak assumption if d > 1. We cannot conclude anything about the boundedness of I x 1 and 1 ~'(t)l. Instead we are able to make conclusions on the arc length of the curve x(t), that is j 1 x' 1. 
