This paper is aimed to investigate some computational aspects of different isoperimetric problems on weighted trees. In this regard, we consider different connectivity parameters called minimum normalized cuts/isoperimteric numbers defined through taking minimum of the maximum or the mean of the normalized outgoing flows from a set of subdomains of vertices, where these subdomains constitute a partition/subpartition. We show that the decision problem for the case of taking k-partitions and the maximum (called the max normalized cut problem NCP M ) as well as the other two decision problems for the mean version (referred to as IPP m and NCP m ) are N P -complete problems. On the other hand, we show that the decision problem for the case of taking k-subpartitions and the maximum (called the max isoperimetric problem IPP M ) can be solved in linear time for any weighted tree and any k ≥ 2. Based on this fact, we provide polynomial time O(k)-approximation algorithms for all different versions of kth isoperimetric numbers considered. Moreover, when the number of partitions/subpartitions, k, is a fixed constant, as an extension of a result of B. Mohar (1989) for the case k = 2 (usually referred to as the Cheeger constant), we prove that max and mean isoperimetric numbers of weighted trees as well as their max normalized cut can be computed in polynomial time. We also prove some hardness results for the case of simple unweighted graphs and trees.
Introduction
The classical isoperimetric problem is a well-known and well-studied subject in Riemannian geometry, while the analogous problems in discrete case have recently been at the center of attention. Different aspects of these problems have been extensively studied in the literature and variety of relations to many important concepts have been discovered. The significance of the isoperimetric problem is due to its relation to the central theoretical concepts and also its varied real world applications (e.g. see [2, 5, 10, 12-14, 18, 19] for motivations and the background).
Isoperimetric numbers can be considered as geometric tools to measure the connectivity of graphs. To begin, let us recall (e.g. see [14] ) the definition of the classical isoperimetric 
Higher isoperimetric numbers, as generalizations of the classical isoperimetric numbers, have been defined for a general Markov chain on a directed base-graph and their properties has been studied extensively, (e.g. see [6] and references therein). These problems deal with minimizing the max/mean of the normalized outgoing flows over all subpartitions (disjoint nonempty subsets) of the vertex set. One may also define similar parameters based on minimizing this value over all partitions of the vertex set usually known as the minimum normalized cuts (see e.g. [18, 19] ). Following the main result of [6] , it is known that the isoperimetric numbers can be described as {0, 1}-optimization programs which admit a relaxation to the reals, while this is not the case for the minimum normalized cuts. This fact can be considered as a clue that the normalized cut problem is likely to be harder than the isoperimetric problem, which is almost approved by the results of this article.
In this article we are going to investigate computational aspects of these parameters on weighted trees. Our motivations for this study are twofold. On the one hand, tree partitioning and in particular solving isoperimetric problems on weighted trees has its own importance due to the existence of many applications in the practical problems such as image segmentation and pattern recognition (e.g. see [3, 4, 7, 9, 11] ). On the other hand, the study of isoperimetric problems on trees is important from a computational point of view, since they provide a universe in which by small perturbations of conditions, these problems change their computational hardness from simple (i.e. polynomial time) to hard (i.e. N P -complete) and vise versa. In this regard, our results provide evidence to consider as a general belief that changing the problem from subpartitions to partitions or taking the mean instead of the maximum, usually makes the problem computationally harder.
Let us begin with a description of our general setup. Our framework is a weighted graph which is a simple graph G = (V, E) along with two weight functions on the vertex and the edge sets as, ω : V → Q + and c : E → Q + , which is usually denoted by G = (V, E, ω, c). By an unweighted graph we mean a weighted graph where all the vertex and edge weights are equal to 1. For every nonvoid subsets A, B ⊆ V , we define The normalized outgoing flow of the set A is defined as the quotient c(A)/ω(A). The set D k (V ) is defined to be the set of all k-subpartitions {A 1 , . . . , A k } Definition 1. Given a weighted graph G = (V, E, ω, c), for each k, 1 ≤ k ≤ |V |, the kth mean and max isoperimetric numbers of G, denoted by ι
Also, considering the partitions, we define the following related constants as the kth (mean and max) minimum normalized cuts of G,
We call a weighted graph G, mean (resp. max)
. Also, G is called mean (resp. max) supergeometric, if it is mean (resp. max) k-geometric for all 2 ≤ k ≤ |V |. We call a vertex v ∈ V , a (mean or max) koutlier, if there exists a minimizing subpartition achieving ι k (G), where v lies outside of the subpartition. It is well-known that ι 2 =ι 2 (see [6] ) and the common value is usually called the Cheeger constant or edge expansion in the literature. ♠
In order to investigate computational complexity of these optimization problems, as is traditional for complexity results, we consider the corresponding decision problems. Also, since the isoperimetric parameters as operators on weight functions preserve scalar multiplication, without loss of generality, we assume that the range of all weight functions is Z (instead of Q). Moreover, for simplicity we use a couple of notations. The acronyms IPP and NCP stand, respectively, for the isoperimetric and normalized cut problems. As before, the superscripts m or M determine the mean or max version of these problems, respectively 1 , and subscript k is used whenever k is a constant and does not appear as part of the input. For instance, NCP M k refers to the following problem, NCP M k CONSTANTS: An integer k.
INSTANCE:
A weighted graph G = (V, E, ω, c) and a positive rational number N ∈ Q + . QUERY:
Is it true thatι
By the following results, the equivalent problems IPP 2 and NCP 2 are known to be N Pcomplete.
Theorem A.
(i) [14] The problem NCP 2 is N P -complete for (unweighted) general graphs with multiple edges.
(ii) [18] The problem NCP 2 is N P -complete for bipartite planar weighted graphs.
Note that, however, the planarity and the bipartiteness in Theorem A(ii) is not mentioned explicitly in [18] , the above statement clearly follows from the reduction provided in the proof. For a long time, it has been an open and challenging problem how well ι 2 =ι 2 can be approximated in polynomial time for general graphs. The best current known result is due to Arora et. al. which gives a polynomial time approximation algorithm that computes ι 2 up to a factor of O( √ log n) for an n-vertex simple graph using semidefinite programming and geometric embedding (see [1, 17, 20] ). Also, Wu et. al. present a polynomial time ((4 + o(1)) log n)-approximation algorithm for the minimum normalized cut on an n-vertex weighted graph [21] .
It is instructive to note that the non-normalized counterparts of the (mean) isoperimetric problem and the (mean) normalized cut problem are already known as the minimum k-subpartition problem and minimum k-way cut problem, respectively (e.g. see [15] for details and the background). Particularly, we know that there exists a polynomial time 2(1 − 1/k)-approximation algorithm for the minimum k-way cut problem which is based on computation of the minimum k-subpartition problem [16] . In Section 2, along the same lines, we prove a couple of basic inequalities (Theorem 1) which show that the isoperimetric numbers can be considered as an approximation for the minimum normalized cuts. In Section 3 we consider the computational aspects of this approximation on weighted trees and we determine the computational complexity of the four main isoperimetric and normalized cut problems. There we prove that IPP m , NCP m , and NCP M are all N P -complete for weighted trees, however, quite unexpectedly, it turns out that IPP M is a linear time solvable problem in this case. This is used to provide polynomial time O(k)-approximation algorithms for the kth isoperimetric number and the kth minimum normalized cuts.
In Section 4 we focus on the case when the number of parts, k, is fixed and does not appear as part of the input. For k = 2, Mohar [14] has proved that there exists a linear time algorithm that computes ι 2 for trees. In this section as a generalization of Mohar's result we prove that, for each k ≥ 2, all parameters ι We also show that this fact can not be extended to weighted graphs with bounded tree-width (unless P = N P !) by proving that for every fixed k ≥ 2, IPP k and NCP k (in both max and mean versions) are N P -complete for bipartite weighted graphs with tree-width 2.
In Section 5, we try to improve the hardness results to the case of unweighted (simple) graphs or trees. In this regard, we provide a general reduction method that can be used to improve any known strong N P -completeness result for weighted graphs to an N Pcompleteness result for unweighted graphs. Particularly, we use this reduction to prove the N P -completeness of NCP M for unweighted trees and IPP k and NCP k for unweighted graphs.
A basic inequality
Our main result in this section is the following inequalities, which are counterparts of a similar result for the minimum k-way cut problem, that has already been proved in [16] .
Theorem 1. For every connected weighted graph G and every integer
Note that, when k = 2, we have ι 2 (G) =ι 2 (G) for both max and mean versions [6] . Moreover, the result shows that the parameters ι k (G), respectively. Therefore, from this point of view, the isoperimetric numbers can be considered as approximations for the minimum normalized cuts. We shall elaborate the computational aspects of these approximations in the forthcoming sections. To prove Theorem 1, we need the following lemma. Lemma 1. Given an integer k ≥ 1 and nonnegative numbers λ, a i , b i (1 ≤ i ≤ k), such that 0 < λ < k and i a i = 1, the following inequality holds,
Equality holds if and only if either for each i, b i = 0, or for each i and some constant b, a i = 1/k and b i = b.
Thus, max j (c j − I) ≥ 0, as desired. Also, the equality conditions follow immediately from the proof.
Proof of Theorem 1. Lower bounds are trivial from the definitions. To prove the upper bounds, let
Thus, for every 1 ≤ j ≤ k,
Now, in order to prove the first inequality, assume that G is not k-geometric (if G is kgeometric the results are trivial) and let {A i } k 1 be a subpartition which achieves ι M k (G) and let c j0 = max i c i . By Inequality (3), we havẽ
Now, in order to prove the second inequality, assume that {A i } k 1 be a subpartition which achieves ι m k (G). By Inequality (4), we have
Now, let C * := i (c i /w i ), then applying Lemma 1 with a j := cj /wj C * , b j := w j and λ := 2, yields
Therefore,
and the result follows from Inequalities (5) and (6).
In this example we show that the bounds in Theorem 1 are sharp, in the sense that for every fixed k ≥ 3, there is a family of weighted graphs
as t tends to infinity. Let k be a constant. For every positive integer t ≥ k, define the graph G t as a star with a central vertex v of degree k and k vertices v 1 , . . . , v k each of degree 1. Also, define the weight functions ω and c as follows,
Then, by the definitions we have
The claim immediately follows from the above equalities. ♣
Algorithms, Complexity and Approximation Results
In this section we consider IPP, NCP and their approximations for weighted trees. In this regard, we shall prove that NCP M for weighted trees is N P -complete in the strong sense. Also, as a bit of a surprise, we show that the corresponding problem on subpartitions, i.e. IPP M , can be solved in linear time using dynamic programming, where this can be used to obtain a polynomial time approximation for the minimum normalized cut of weighted trees. Let us recall that a problem with numerical parameters is said to be N P -complete in the strong sense, when it remains N P -complete, even when all of its numerical parameters are bounded by a polynomial in terms of the length of the input. In other words, a strongly N P -complete problem remains N P -complete even when the input parameters are given in unary codes (instead of binary codes).
Theorem 2. The problem NCP
M is N P -complete in the strong sense for weighted trees.
Proof. Clearly, NCP M is in N P . To prove the strong N P -completeness of the problem we prove a sequence of reductions as follows,
where the well-known 3-PARTITION problem and the SUBSET AVERAGE problem are defined as,
3-PARTITION INSTANCE:
A positive integer B ∈ Z + and 3m positive integers x 1 , . . . , x 3m ∈ Z + , such that B/4 < x i < B/2, for each 1 ≤ i ≤ 3m and
Is there an m-partition
and SUBSET AVERAGE INSTANCE: Positive integers y 1 , . . . , y n ∈ Z + , where their average is an integer α along with a positive integer m ≤ n.
QUERY:
) such that, for each 1 ≤ j ≤ m, average of the elements with indices in T j is equal to α, i.e. i∈Tj y i = α|T j |?
Note that the 3-PARTITION problem is known to be strongly N P -complete [8] , and consequently, the claim follows from the above reductions.
Step
In the first step, we show that SUBSET AVERAGE is N P -complete in the strong sense, by a reduction from 3-PARTITION. Given 3m positive integers x 1 , . . . , x 3m as an instance of 3-PARTITION, define for 1 ≤ i ≤ 3m, y i := x i + B + 1 and for 3m+ 1 ≤ i ≤ 4m, y i := 1. Now, consider {y 1 , . . . , y 4m } together with the integer m as an instance of SUBSET AVERAGE. The average of y i 's is equal to B + 1. If the answer to 3-PARTITION is yes, then there exists an m-partition
Since B/4 < x i < B/2, each S j contains exactly 3 elements. Now, by defining T j := S j ∪{3m+ j}, we have i∈Tj y i = 4B + 4 = (B + 1)|T j |. Hence, the answer to SUBSET AVERAGE is also yes.
On the other hand, assume that the answer to SUBSET AVERAGE is yes, then there exists an m-partition {T Step 2. SUBSET AVERAGE ≤ p m NCP M . In the second step, we give a reduction from SUBSET AVERAGE to NCP M on weighted trees, where all the edge weights are equal to 1. Consider positive integers y 1 , . . . , y n with the average α and a positive integer m ≤ n as an instance of SUBSET AVERAGE. Also, let l be an arbitrary positive fixed integer and construct a weighted tree T = (V, E, ω, c) as follows (see Figure 1) .
Also, let all the edge weights be equal to 1. The weighted tree T together with the constants k := n(l − 1) + m + 1 and N := 1/α constitute an instance of NCP M . By assuming the partition {T i } m 1 ∈ P m ([n]) as a positive answer to SUBSET AVERAGE, we define the k-partition 
and consequently, the answer to NCP M is also yes. On the other hand, assume that {A 
Now, we choose l sufficiently larger than m, n, α, such that
Note that l depends only on n, m, α and does not depend on j and T ′ j , because |T ′ j | and σ(T ′ j ) are respectively bounded by n and nα (for instance one may choose l = α 3 n 2 (3n − 2m − 1)). Since σ(T ′ j ) ≤ nα, Equations (7) and (8) yield |T
.
Hence, |T Although Theorem 2 can be considered as an evidence for hardness of NCP M for weighted trees, it turns out that the corresponding problem for subpartitions, i.e. IPP M , is surprisingly a tractable problem. To prove this, we begin by the following lemma.
Lemma 2. Given a weighted graph G = (V, E, ω, c) and integer k ≥ 2, there exists a minimizing subpartition
Proof. Let {A i } k 1 be a minimizing subpartition achieving ι k (G) and assume that the induced graph G on A 1 is not connected. Therefore A 1 = A ⊔ B, where there is no edges between A and B, we have
Hence, we may remove one of the sets A or B from A 1 , such that the resulting subpartition remains minimizing. By continuing this process, we can find a minimizing subpartition with connected components.
Theorem 3.
There is a polynomial time algorithm that decides IPP M for weighted trees whose arithmetic complexity is O(n).
Proof. We prove a stronger version of the theorem. We assume that in addition to the vertex and the edge weight functions, ω, c, there exists another weight function γ : V (T ) → Q that intuitively can be considered as outgoing flows to the ground. Therefore, for every A ⊂ V , we define the outgoing flow from A as c(A) := e∈E(A,A c ) c(e) + v∈A γ(v) and we consider IPP M for these new weighted trees. It is clear that when γ(v) = 0 for each v ∈ V (T ), the problem is the same as the classical IPP M introduced before. Now, given a weighted tree T = (V, E, ω, c, γ) on n vertices, an integer k ≥ 2 and a number N as the input of IPP M , we perform the following algorithm on T to decide if ι M k (T ) ≤ N and to find a proof (affirmative subpartition) if there exists any.
Let v ∈ V be an arbitrary vertex and consider the rooted tree T with the root v. Sort the vertices of T as v 1 , . . . , v n = v, in a way that the vertices at level i + 1 precede the vertices at level i, for each i. This can be done in linear time by a breadth-first search. Note that in the following algorithm η : V → P (V ) is a set function.
Algorithm 1 Solve IPP
Let u be the unique parent of v i and e :
Now, we prove the correctness of the algorithm. First, we fix a couple of notions. We say two instances (G 1 , k 1 , N 1 ) and (G 2 , k 2 , N 2 ) are equivalent if the answer to IPP M for both of them are the same. Given a weighted graph G = (V, E, ω, c, γ) and a vertex v ∈ V ,
denotes the weighted graph obtained from G by deleting the vertex v, where ω ′ := ω| V ′ , c ′ := c| E ′ and for each u ∈ V ′ , γ ′ (u) := γ(u) + e=uv∈E c(e). Also, for an edge e ∈ E, G/e denotes the weighted graph obtained from G by contracting the edge e, where the weight of the new vertex is defined as sum of the weights of the two old vertices.
(If it is necessary we put together multiple edges and sum up their weights to get a simple graph.) Let v be a leaf in V (T ) and e = vu be the pendant edge. N ω(v), then (T, k, N ) is clearly equivalent to (T \v, k − 1, N ). (1) is not the case and γ(v) − c(e) < N ω(v), then (T, k, N ) is equivalent to (T /e, k, N ). To see this, let π :
If γ(v) + c(e) ≤

If
be an affirmative answer for T , where the induced graph on each A i is connected (see Lemma 2). If u ∈ ∪A i , then v ∈ ∪A i (because A i 's are connected) and hence, π is also an affirmative answer for T /e. Now, assume that u ∈ A 1 and v ∈ ∪A i . Define A
Thus, the answer to (T /e, k, N ) is also yes. 
Thus, the answer to (T \v, k, N ) is also yes.
This shows that IPP
M for weighted trees is self-reducible. Also, note that the runtime of the algorithm is clearly of order O(n).
For an optimization problem, a fully polynomial time approximation scheme (FPTAS) is an algorithm that takes an instance of the problem together with a number ǫ > 0 and outputs a feasible solution within a factor (1 + ǫ) of the optimal solution and its running time is bounded by a polynomial in the size of the instance and 1/ǫ. By using Algorithm 1 as well as a standard iterative method, we can find an FPTAS to approximate ι M k (T ). Also, using Theorem 1, we can find polynomial time approximation algorithms for the parameters ι 
Also, the arithmetic complexity of this algorithm is
and consequently, this is an FPTAS that approximates ι m appears to be an N P -complete problem for weighted trees. To prove this, first we need the following simple lemma that will also be used in the proof of Theorem 6. 
This contradicts the fact that {A i } k 1 is a minimizing subpartition. Therefore, all of the vertices v 1 , . . . , v s are in different parts. Also, if a vertex v i does not lie in the subpartition, we may add it to a subset A j which has no intersection with S to find a new subpartition contradicting the minimality of {A i } k 1 . Hence, no vertex in S can be a k-outlier. Proof. We verify a reduction from the N P -complete problem EQUIPARTITION [8] .
Is there a subset I ⊂ [2n] such that |I| = n and i∈I x i = B?
Consider positive integers x 1 , . . . , x 2n with the sum 2B as an instance of EQUIPARTITION.
i which is an integer and construct a weighted tree T = (V, E, ω, c), where V := {v 0 , v 1 , . . . , v 2n , u 1 , . . . , u 2n } and E := {v 0 u i , u i v i , i = 1, . . . , 2n}. Also, let k := 3n + 1 and for arbitrary positive integers d, D, define the weight functions as follows.
Suppose that d, D be sufficiently larger than B. Then by Lemma 3, none of the vertices v 0 , v 1 , . . . , v 2n are k-outlier. Also, if for some i, the vertex u i is k-outlier, then we can move u i to the set containing v i , without increasing the normalized outgoing flow of that set. Thus the tree T is k-geometric (i.e. 
On the other hand,
Consequently, Inequality (9) is equivalent to
If we define
then by substituting N from (10) and simplifying, we have the following inequality. 
The Case of Fixed k
In this section we concentrate on the computation of the isoperimetric parameters when k is assumed to be a constant. In fact the main theorem that we shall prove in this section is the following. Note that the running times of the algorithms presented in Theorem 5 are exponential in k, but polynomial in n, when k is a constant. Nevertheless, this exponential inefficiency is likely to be unavoidable duo to Theorems 2 and 4.
To prove this theorem, first we must prove a series of lemmas. To begin, we introduce the concept of the quotient of a graph G = (V, E) with respect to a k-partition of V .
Definition 2. Given a weighted graph G = (V, E, ω, c) and a k-partition π
} be the set of connected components of the induced graph of G on A i . The quotient graph of G with respect to π, denoted by G/π, is defined to be a weighted graph G/π = (V ′ , E ′ , ω ′ , c ′ ), where
c(e).
It is clear that the quotient graph G/π is a minor of G as a graph. Thus, if G is planar, then G/π is planar as well. Furthermore, if G is acyclic, then G/π is also acyclic. For a subset F ⊆ E, the graph obtained from G by deleting the edges in F , is denoted by G\F . ♠ 
Lemma 5. Let G = (V, E, ω, c) be a weighted graph and 2 ≤ k ≤ |V | be an integer. Then, there exists a subpartition π
Proof. Consider the nonempty set C k (V ) of all the minimizing subpartitions 
is a subpartition and
that contradicts the minimality of π. Hence, deg(v Let G ′ be the graph obtained from G/π by deleting all the edges e = v i v j ∈ E(G/π), for every 1 ≤ i, j ≤ k. Then,
On the other hand, if G is acyclic, then G ′ is also acyclic and
′ is also planar. Furthermore, G ′ is bipartite with independent parts {v 1 , . . . , v k } and {v
′ is a bipartite planar graph and
This fact along with Inequality (11) yields
Lemma 6. Let T = (V, E, ω, c) be a weighted tree and 3 ≤ k ≤ |V | be an integer. Then, there exists a minimizing partition π 
n positive integers where ψc(B i )
And consequently,ι
This completes the second step. Finally, by repeating Step 1, we may find a simple graph all of whose edge and vertex weights are equal to 1. Note that since the edge and vertex weights of G and also M, L are given in unary codes, the obtained simple graph is polynomial time computable.
By Theorem A (i), we know that NCP 2 is N P -complete for graphs with multiple edges. Thus, NCP 2 is N P -complete in the strong sense for weighted graphs. The following corollary is deduced from this fact along with Theorem 2 and Proposition 1. Part (i) can be seen as a generalization of Mohar's result (Theorem A (i)).
Corollary 2.
(i) For every fixed k ≥ 2, IPP k and NCP k (in both max and mean versions) are N P -complete for unweighted (simple) graphs.
(ii) The problem NCP M is N P -complete for unweighted trees.
Concluding Remarks
Our results show that the study of isoperimetric numbers and minimum normalized cuts on weighted trees is not only important because of its wide range of applications, but also the scope of weighted trees provide a very interesting arena to test the computational complexity of these problems in which these isoperimetric problems change their computational behavior by a very slight perturbation of conditions. This fact, on the one hand, is quite interesting from a complexity theoretic point of view, where one is quite interested to investigate problems close to the borders of the classes P and N P -complete, and on the other hand, is also interesting from the point of view of approximation algorithms for applications. In this regard, according to our results, intuitively, passing from taking maximums to the mean or restricting the space of subpartitions to partitions will generally make the problem computationally harder. These observations provide enough evidence for the fact that the study of the following open problems ought to be interesting.
• Does there exist a polynomial time algorithm that given the number k ≥ 2 and a weighted tree T , computes the parameter ι • Determine the computational complexity of IPP k and NCP k for bipartite planar unweighted graphs.
Also, one may consider a number of different variants of isoperimetric problems on graphs and study their computational properties. As a couple of these variants one may propose the following setups. Firstly, considering the maximum and mean versions of the introduced parameters as . ∞ and . 1 counterparts of the isoperimetric problem, respectively, it is interesting to study the . p versions of these parameters and the computational complexity of the corresponding problems. In this setting, it is important to try to characterize the properties that are responsible for the change of hardness from N P -completeness of IPP m to the polynomial solvability of IPP M in the limit. Secondly, one may consider the supervised version of the partitioning problems and formulate them as multiterminal isoperimetric problems, in which given a weighted graph along with k specified vertices v 1 , . . . , v k , we look for a k-subpartition (k-partition) such that v i 's appear in different parts and the corresponding cost functions (see Definition 1) are minimized. For instance, using a similar argument as in the proof of Theorem 6, one may prove that for any k ≥ 2 the multiterminal versions of IPP k and NCP k are N P -complete for weighted trees [?] .
As another variant of these problems, one may focus on the approach through (k, b)-subpartitions (see [15, 16] ) that can be considered as a combination of the max and the mean approach and follow the same line of study.
