We study the effect of external noise on the catalytic oxidation of CO on an Iridium(111) single crystal under ultrahigh vacuum conditions. This reaction can be considered as a model of catalysis used in industry. In the absence of noise the reaction exhibits one or two stable stationary states, depending on control parameters such as temperature and partial pressures. When noise is added, for instance, by randomly varying the quality of the influx mixture, the system exhibits stochastic reaction rate and switching. In this work, we present two approaches: one for the monostable regime, and another for the bistable situation that relies on a white noise approximation. Both approaches rest on the assumption that spatial patterns of coverage on the Iridium plate can be neglected on a first approximation. Using mathematical models, it is possible to reconstruct stationary probability distribution functions that match experimental observations and provide support for the existence of a thermodynamic potential.
Introduction
The effect of adding a source of noise in nonlinear dynamical systems is not trivial at all, and it usually depends on the characteristics of the noise as well as on the features of the nonlinear system. It could be intuitively thought that the external noise would smear out the finer details of the nonlinear system, such as bifurcations between well-defined states. However, it could also happen that noise forces the system far away from its deterministic attractors, to explore regions of phase space that are otherwise not visited, or interact with the nonlinearities giving rise to new phenomena. Now the possibility of using a physical setup for the experimental study of stochastic phenomena is not always straightforward. Great care should be taken when reducing the internal sources of noise and uncertainties such as thermal noise, observation errors and model misspecification. The CO oxidation on Platinum group crystals offers an experimental setup where the nonlinear mechanisms have been captured with high accuracy and sources of internal noise controlled. The CO oxidation on crystals shows, in the absence of noise, a wide variety of phenomena e.g. oscillations, bistability, excitability, spatiotemporal patterns and turbulence. These reactions have been receiving increasing attention as a laboratory analogy of catalysis used at the industrial level to manufacture chemical products and process harmful species. Understanding the effects of external noise on this oxidation reaction can be considered as an effort to bridge the quality gap. Besides material and pressure gap, which have been discussed in literature before, the quality gap separates small experiments in perfectly controlled settings, and the industrial processes that are always under the influence of uncertainties.
In this work we consider the CO oxidation on Ir(111) and develop a theoretical study of its stochastic dynamics. This model system has been successfully described as a reaction-diffusion system. Mechanisms and parameters are known with a high degree of accuracy, and the relevant parameters can be controlled. These ideal properties make it possible to go back and forth between theory and experiments.
Our study does not consider spatial variations in chemical coverages. Recent developments of photo-electron emission microscopy (PEEM) allow the experimental visualization of spatial covering patterns. This technique shows a rich behavior of the reaction as external noise is added Hoffmann et al., 2006; Bodega et al., 2009] .
Our work focuses on homogeneous states and builds on the work of Hayase et al. [2004] who studied experimentally and numerically the effect of noise on CO oxidation on Ir(111). They verified that the mathematical model was correct and observed probability distributions that are consistent with the presence of multiplicative noise.
This article is structured as follows: In Sec. 2, we present the chemical model and the mathematical equations. Depending on parameter values, the model can have one or two stable steady states, that lie along a slow manifold in phase space where all trajectories converge after short transients. In Sec. 3, we explain how random perturbations are introduced into the system via a parameter that can be controlled by a piecewise constant function of time. Two parameters characterize the random perturbation: the amplitude of the variations and the length of the time intervals. In Sec. 4, we present a detailed study of the monostable case and use a simple stochastic model to explain features of the observed distributions. In Sec. 5, for the bistable regime, we study a white noise approximation and pose a stochastic differential equation and its associated Fokker-Planck equation. We show how the existence of a slow manifold extends the validity of the white noise approximation. The reduction can be achieved algebraically (using the "silent slave" assumption) or numerically. We present a reduced model that captures a number of features of the system and can be solved analytically, allowing the construction of a thermodynamic potential. Finally, in Sec. 6, we summarize the results of this work and comment on some issues that are not fully resolved and deserve further investigation.
Reaction Model

Catalytic CO oxidation
The reaction mechanism of the catalytic CO oxidation on Platinum group metal surfaces:
is well established to be the Langmuir-Hinshelwood mechanism, which has been shown in 1978 by Engel and Ertl to be the mechanism for catalytic surface reactions [Engel & Ertl 1978 , 1979 . It consists of a sequence of three steps:
(1) Adsorption of the first reactant: CO(gas) → CO(ad) (2) Adsorption of the second reactant:
(3) Reaction between adsorbed particles and desorption of the product:
Here (gas) and (ad) mean gaseous and adsorbed phase, respectively.
These steps are depicted in Fig. 1 , including also the diffusion of the species over the surface until the reactants meet and generate the product. The metal substrate acts as a catalyst: it does not participate as a reactant nor as a product, it is left unchanged when the product is released, but the reaction could not happen without the species being adsorbed first.
Though there is a rich variety of spatial patterns generated by this reaction, in this work we will focus on stochastic behaviors that can be explained without using diffusion. 
The mathematical model
The kinetics of the reaction steps presented in the previous section, at the mean-field level, can be written as a set of ordinary differential equations that describe the evolution of the overall number of lattice sites covered with oxygen n O and carbon monoxide n CO :
Oxygen desorption could be neglected because of the temperature range considered here. The available number of sites on the Iridium plate is constant:
The parameter Y is the molar fraction of CO in the total feed gas flux Φ total . In the first term of Eq. (1), the effective number of CO molecules in the gas that reach the surface (per unit of time) is Y Φ total . The probability for each CO molecule to get adsorbed is s CO (n empty /n Ir ). For the CO desorption, the number of molecules on the surface that can desorb is n CO , and the rate is ν deso times the activation factor. The third term in Eq. (1) and the second one in Eq. (2) consider the reaction that takes place when an adsorbed molecule of CO meets an adsorbed O. The sticking coefficients s CO , s O are nondimensional factors that can be interpreted as probabilities. For simplification s CO was taken to unity and the ratio s O /s CO was adjusted from experimental data. The third power in the oxygen adsorption term comes from the fact that the action of three empty sites on the surface is required to destabilize an O 2 molecule (a more complete discussion is included in [Wehner et al., 2003b, p. 6829] ).
From the quantities mentioned above, none can be observed directly. We should rely on the measurements of CO 2 gas flux measured by a quadrupole mass spectrometer:
Gaseous CO 2 is continuously pumped out of the vacuum chamber, so the observed quantity is proportional to the instantaneous CO 2 rate and therefore, proportional to n CO × n O . More details on the model and the values of the constants can be found in the article by Hayase et al. [2004] . Defining the following nondimensional quantities:
the differential equations can be scaled:
where we have intentionally left the parameter Y free so it can be used as a source of random variations. Representative values for the four parameters for a temperature T = 500 K are (in units of 1/sec): α = 0.878205, β = 0.023692, γ = 6.640593, δ = 0.193205. These values are used without modification in the rest of the article.
Deterministic system
Depending on the value of parameter Y , the reaction has one or two stable steady states. When the parameter Y is varied, these two states define two separate branches that we call upper rate (UR) and lower rate (LR). It has been shown experimentally in [Wehner et al., 2003a] sticks to LR until the branch turns around at Y and the reaction rate jumps to UR. The whole process is represented in Fig. 3 which shows the solutions of
The branches of steady states in Fig. 3 do not match perfectly the experimental observations, but show a shift, and the LR branch is actually higher in experiments (compare with Fig. 2 ), since in experiments a constant background CO 2 production by other sources, e.g. hot filaments, is always recorded in addition. The phase plane for the (u, v) system is presented in Fig. 4 , using a value of Y inside the bistable window. Trajectories converge to two stable fixed points. The one on the left is LR and the other is UR. There is a saddle point in between. The geometry of the phase plane is given by the stable and unstable manifolds of this saddle point. The stable manifold of the saddle acts as a separatrix of two basins of attraction: to its right trajectories converge to UR, to the left they go to LR. The unstable manifold is formed by two trajectories that emanate from the saddle and reach the stable nodes. Most trajectories (with the sole exception of the separatrix) get squeezed rapidly along this "slow" manifold and then approach one of the nodes. The existence of this slow manifold allows one to simplify the analysis of both the deterministic system and its stochastic counterpart.
As parameter Y is varied close to Y or Y h , the saddle approaches and annihilates with one of the other stable nodes at a saddle-node bifurcation ("sn" points in Fig. 3 ). Even after this change in stability, the slow manifold is still present.
Besides the geometric features of the phase plane, there is a clear separation of time scales: almost any trajectory (u(t), v(t)) approaches the slow manifold (fast scale), then it stays close to this manifold (slow scale).
If one were able to approximate the shape of this manifold v =ṽ(u) then we could use the onedimensional approximation:
that captures the slow dynamics of the system and the existence of one or three fixed points depending on the value of Y . This reduction will be most useful in the stochastic case. The mathematical basis for this type of reduction comes from Geometric Singular Perturbation Theory [Fenichel, 1979] .
Adding External Noise
The CO oxidation on Ir(111) is a reaction that can be controlled and measured in such a way that the intrinsic noise is severely limited [Hayase et al., 2004] . This condition is essential if one wants to consider the effect of external noise. The preferred experimental method for adding an external random perturbation is by controlling the CO fraction of gas flux Y (t) in a random manner. One possibility is using a piecewise constant function Y (t), as depicted in Fig. 5 . For some Y 0 and
is updated when each τ noise follows the distribution:
The value of τ noise in experiments should be in the range (1,10) seconds, otherwise the shape of the probability P (Y ) would be distorted (the details will be published elsewhere). The standard deviation of Y is ∆Y eff /2 with ∆Y eff def = κ∆Y where κ ≈ 0.88 can be computed using the error function.
Next paragraphs summarize the experimental findings of using a randomly varied Y (t) presented by Hayase et al. [2004] . For values of Y 0 outside the bistable regime, the addition of noise can be seen in fluctuations of the CO 2 rate that follow a distribution centered at the deterministic limit (either UR or LR) which gets wider as the noise intensity ∆Y increases. For Y 0 > Y h and strong noise the peak of the probability distribution moves to smaller rates, though a long wing to high values is developed (see [Hayase et al., 2004, Fig. 4 ] reproduced here in Fig. 6, left column) . For Y 0 < Y and strong noise the distribution around UR becomes wider than the distribution around LR for the same value of ∆Y (see Fig. 6, right column) .
Some of these features suggest that additive and multiplicative noise are at work (shown in [Hayase et al., 2004] ), as the maxima of the stationary probability distribution are shifted away from deterministically stable fixed points as a function of noise strength [Horsthemke & Lefever, 1984] (see [Schenzle & Brand, 1979] for a thorough treatment of multiplicative noise in Nonlinear Optics).
Inside the hysteretic regime, experiments show a unimodal distribution function, centered at either UR (Y 0 closer to Y ) or LR (Y 0 closer to Y h ). As the intensity of the noise increases, the probability distributions get wider and their peaks move halfway between UR and LR. These observations suggest that a two-well potential picture is valid. Such a potential would change with Y 0 and ∆Y , making one of the wells deeper than the other and thus more attractive. No bimodal stationary distributions were found, but one should remark that experiments were performed with a fixed τ noise . Increasing this last parameter may show new behavior. Spatiotemporal patterns are not fully understood and may also play a role.
In [Hoffmann et al., 2006] a schematic representation of a two-well potential is presented (reproduced here in Fig. 2 ). This potential is suggested by experiments but has not been found. If such a picture were valid, one would be able to compute escape times and other observable features [Kramers, 1940] . Now, if the stochastic system is one-dimensional and the noise is white, there is always a potential that can be constructed by the integration of the force field. Yet, for stochastic systems of dimensionality greater than one, a thermodynamic potential can only exist if certain mathematical conditions are satisfied (see [Graham & Haken, 1971; Risken, 1989] ). Our two-dimensional stochastic system does not satisfy those potential conditions, but as we will show, a one-dimensional approximation is possible and a potential for the reduced system can be constructed, under certain assumptions. Such a potential would explain the "apparent anticipation" of transitions depicted in Fig. 7 . For Y 0 below but close to Y h , UR state is weakly stable and its potential well is too shallow to bound stochastic trajectories that jump to LR. A similar picture applies to LR for Y 0 above, but close to Y . Therefore, as we follow the UR branch by increasing the control parameter Y 0 , the transition to LR will happen earlier, and the same is true for the LR branch as we decrease Y 0 . In summary, the hysteretic loop shrinks in the presence of external noise. In [Hayase et al., 2004, (5)-(7). Now the shape of this cusp depends on the "speed" of Y 0 as it covers the interval (0.05, 0.15) back and forth: if one were to repeat the experiment using a longer Fig. 7 . Anticipation of transition and shrinkage of hysteresis loop. Two sample paths are presented, one for the deterministic system and other for ∆Y = 0.01, τ noise = 10 sec. Fig. 8 . Cusp that contains in its interior the bistable region. As the intensity of the noise grows, the hysteresis loop shrinks. The figure was obtained, for each value of ∆Y , after traveling through Y 0 -parameter space, first in one direction then in the opposite direction, and recording the values for which the first transition was observed. The total integration time was 10 7 sec and the time scale of the noise was τ noise = 3 sec.
time, the resulting bistability region will get smaller [Hayase et al., 2005] . Bodega et al. [2009] observed a similar phenomenon for CO oxidation on Pt(110).
The aim of our mathematical modeling is to understand the dynamic behavior of the noisy CO oxidation through its stationary probability distributions, without considering spatial heterogeneities.
The present approach will separate the effect of noise depending on the number of stable fixed points; monostable and bistable.
Monostable Regime
Given that one of our aims is to explain the experimental CO 2 rates shown in Fig. 6 , we perform numerical simulations of Eqs. (5)- (6) assuming that Y is a stochastic variable following the distribution in Eq. (7) and held constant during intervals of length τ noise = 3 sec.
For the upper rate (UR) of CO 2 rate we take Y 0 = Y = 0.07 and for the lower rate (LR) we take Y 0 = Y = 0.13. In Fig. 3 , we see that Y 0 = 0.07 and Y 0 = 0.13 correspond to values where the CO 2 rate is monostable and the addition of random perturbations should result in reaction rates that fluctuate around the deterministic stable state. Our results can be summarized in Figs rate looks rather symmetric and centered around the deterministic UR rate.
For LR (Y 0 = 0.13) the asymmetry of the CO 2 rate distribution increases with the value of ∆Y , varied from 0.02 to 0.09. In this case, the peaks of the distribution move to lower values, but the distribution develops a wing toward higher rates. The different widths of the distributions of UR and LR rates can be understood in terms of the slopes of the UR and LR branches in Fig. 3 : the CO 2 rate along the UR branch is steeper that the LR branch and thus is more sensible to fluctuations in the fraction Y .
These behaviors for UR and LR are in agreement with the distributions depicted in Fig. 6 . Thus, we can conclude that for explaining the shape of the CO 2 rate distribution, it is not necessary to include spatial variations and diffusion terms in Eqs. (5)-(6).
Bistable Regime
As it was explained in the previous section, the external noise introduced by random variations of the parameter Y is characterized by three quantities: its average value Y 0 , its standard deviation ∆Y eff /2, and the timescale τ noise . The same definition of Y as the CO fraction in the gas flux, implies that the parameter Y is bounded between Y 0 ± ∆Y . For fixed values of Y 0 and ∆Y one must weigh the incidence of τ noise and compare it with the time scales of the deterministic dynamics (a comment will be made in due time regarding that issue). In the case of very small τ noise and bounded ∆Y , the system "sees" only the average value Y 0 and the effect of the external noise is negligible. For large τ noise , the system follows stable fixed points of deterministic Eqs. (5)-(6).
However, for small values of τ noise we can use a white noise approximation, with a magnitude that depends on ∆Y as well as on τ noise . The previous assumption allows one to write a stochastic differential equation (SDE) and use its associated Fokker-Planck equation for the probability distribution function. In the following, we will explain how the white-noise limit applies to the CO oxidation reaction (this approximation could also be applied to the monostable case).
Let us begin by having a look at the noisy term. If Y (t) is piecewise constant in intervals of length τ noise , and has statistics:
for |τ | < τ noise , and 0 otherwise. It is convenient to define a scaled noise:
that satisfies:
otherwise, where +∞ −∞ h(τ )dτ = 1. In the limit of τ noise → 0 the function h(τ ) becomes sharp as a Dirac delta. It can be proved (see [Gardiner, 1983, Sec. 6 .5]) that in the limit of short τ noise , our random variable ξ(t)dt will acquire all the properties of the differential dW (t) of a Wiener process W (t), and the Langevin equation:
will become a Stratonovich SDE:
Here, we use the letter (S) to indicate that the Stratonovich interpretation should be used, instead of the more conventional Ito integration. The Fokker-Planck equation for the Stratonovich SDE:
Using this approach one could compute the stationary probability distribution p s (u, v) and analyze its structure as parameters Y 0 , ∆Y, τ noise are changed. Looking at Eqs. (8) and (9), the power of the noise can be identified:
For this approach to be valid, τ noise must be smaller that the timescale of the deterministic sys- Comparing τ noise with 1/|λ 1 | ∼ 1 sec we see that the white noise approximation is not applicable, at least for the current experimental setup that considers a minimum τ noise = 3 sec.
Nevertheless, we can take advantage of the disparity of timescales, responsible for the existence of the slow manifold defined in Sec. 2, and use a reduced model that captures the stochastic dynamics along the slow manifold, where most of the probability density p (u, v, t) is going to lie in the long run. In the limit of weak noise √ η → 0 and assuming that the slave variable is "silent" according to the terminology of Haken [1978] (a silent slave v can be approximated with its deterministic value v =ṽ(u) without adding noise to the master equation) the dynamics of u(t) can be captured by the one-dimensional Stratonovich SDE:
The reduction is performed by replacing the slaved variable v =ṽ(u) into the fields a (S) (u, v) and
The new SDE has only slow timescales and thus τ noise < 10 sec can be considered white. The Fokker-Planck equation associated with this reduced SDE can be used to solve for the stationary distribution function p s (u).
Instead of trying to explicitly construct the 1-d reduction within the Stratonovich framework, here, we can make a small detour and consider an alternative semi-analytical approach that gives valuable information, for instance, decent estimates of the stationary probability distribution function p s (u). This procedure, presented at length in [Kevrekidis et al., 2003] , has been used successfully to reduce high dimensional systems but is also useful when one wants to reduce the dimensionality from two to one variables, as it is the present case. This method does not strictly rest on the validity of the silent slave or weak noise assumptions.
Using the fact that a 1-d Stratonovich SDE can be written for our system, and that any Stratonovich SDE can be transformed into an Ito SDE [Gardiner, 1983, Sec. 4.3] ,
we can try to investigate this one-dimensional Ito SDE numerically. The numerical integration of such an Ito SDE would look like (for small ∆t):
where ζ is a Gaussian deviate that takes values every ∆t. Then the following two relations hold:
where the averages are taken for many independent realizations, but for a given (u,ṽ(u)) initial condition along the slow manifold. Now we could use the Fokker-Planck equation associated to the Ito SDE Eq. (10): and write its stationary solution:
The generalized potential φ(u) always exists and can be evaluated as:
without using a weak-noise assumption. Its shape looks essentially like an upside-down version of p s (u). As it is depicted in Fig. 11 , such a function, in the case of bimodal distributions, will look like a two-well potential.
In Fig. 11 , we present the results of the application of this methodology. Functionsã(u) andb(u) were estimated at values of u in the range (0, 1), discarding fast transients as the state (u, v) approaches the slow manifold. The values ofã(u),b(u) were fitted to analytic curves to allow the computation of the stationary probability distribution p s (u). This distribution should be compared by the experimental observations [Hayase et al., 2004] and the ones obtained by numerical integration of the original model. Using the fact that the noise strength √ η appears only in the stochastic part of the Stratonovich SDE Eq. (9), we can predict the probability distributions for other values of √ η, by amplifying the reconstructed b (S) . As the figure shows, even for the same value of Y 0 , changing ∆Y has an effect on the shape of the probability distribution of the O-covered region. Peaks of the probability distribution grow, move, and disappear, switching from bimodal to unimodal distribution. In Fig. 12 , Fig. 12 . Histogram of the CO 2 rate, showing a bimodal profile comparable to the stationary probability distribution ps(u) in Fig. 11 . The histogram was obtained by numerical integration of the model using Y 0 = 0.092, ∆Y = 0.015, τ noise = 25 sec (this last value does not satisfy the conditions for the validity of the white noise approximation). a bimodal distribution shows similar features as p s (u) giving validity to the present approach even for values of τ noise that are not small compared to the slow timescales.
Besides the availability of a closed form solution for p s (u), the method provides some other benefits, such as a potential representation that in two dimensions would be problematic [Graham & Haken, 1971] . The effective potential can be used to compute escape times, and to understand how the hysteresis picture changes when noise is present. As it was shown in Sec. 3, noise makes the bistable region shrink and the bifurcations "anticipate" as parameter Y 0 is slowly varied.
Conclusions
In this work, an analysis of the role of noise on the CO oxidation on Ir(111) has been presented. As it was mentioned in the first account of the experimental results [Hayase et al., 2004] , the effect of external noise is different in the bistable and monostable regimes, and demands separate treatments. Using a mathematical model based on the classic Langmuir-Hinshelwood mechanism, the external noise was modeled as a random parameter. The range of values of the parameter and the duration of the time intervals where its value was held constant characterized the noise.
For the monostable regime, it was shown that most of the features of the experimentally observed probability distributions come from homogeneous changes in the O and CO coverages, and could be matched by a simple system of differential equations with a random term, that is, no spatial terms have been considered.
For the bistable regime, a white noise approximation was used to describe the dynamics of the system as a stochastic differential equation. Using the slow manifold of the deterministic system, it was shown that the noise used in experiments could be considered as white. Later, a simple onedimensional model was built from the numerical simulation of the system, and from the model a stationary probability distribution was computed, showing a close agreement between the attractors of the two-dimensional model and the ones of the reduced model. Three main observations can be drawn from the simple model: the system can show bimodality, the bistable region shrinks in the presence of noise, and a generalized potential does indeed exist for the slow dynamics. Now, it has been observed in the laboratory (using PEEM technology) that spatio-temporal phenomena are relevant in the presence of noise, as carbon monoxide and oxygen-covered regions on the Iridium plate grow and collapse. Random variations of the gas influx, as used in this work, are not perfectly correlated in space and induce a certain spatial scale . It will be most interesting to investigate the applicability of the reduced one-dimensional model and the other simple approaches developed in this work when spatial diffusion is present. So far, a similar reduction, based on the separation of time scales, has been used only for the noise-free situation [Bär et al., 1992] .
