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We give complete descriptions of the various spectra of the minimal and maximal 
operators of the Laplacian on the upper half space and the unit bail. The results are 
in sharp conlrast with the corresponding ones on the whole space. An application 
lo the existence or nonexistence of nontrivial solutions of the Helmholtz equation 
is given. 0 1991 Academr Press, Inc. 
1. CONTENB IN PERsrm~ms 
Let A be a closed linear operator defined on a complex Hilbert space X 
with dense domain 9(A). We define the spectrum Z(A) and essential 
spectrum Z,(A) of A by 
and 
C,(A) = a=\@(A), 
where @ is the set of all complex numbers, 
p(A) = {A E @: A - 2 is one to one and onto}, 
and 
@(A) = (1 E @: A - ;1 is Fredholm with zero index f 
We shall find another essential spectrum Z+(A) of A very useful for the 
spectral analysis of A. The essential spectrum C,(A) of A is defined by 
C+(A) = C\@+(A), 
l Partially supported by the Natural Sciences and Engrneering Research Council of Canada 
under Grant A856Z. 
411 
0022.1236/91 $3.00 
Copyright 10 J991 by Acadcmrc Press, Inc 
All rights of reproduction in any form reserved 
412 M. W. WONG 
where 
@+(A)= {~E@:A-A is semi-Fredholm}. 
For the properties of Fredholm and semi-Fredholm operators used in 
this paper, see Sections 5 and 6 in Chapter 7 of Schechter’s book [3]. 
It is easy to see that C+(A) is contained in Z,(A) in general and 
Z+(A) = Z,(A) if A is a self-adjoint operator. It can also be proved that 
Z+(A) is a closed subset of C. 
Let 52 be an unbounded domain in R”+ ‘. We write UP+ ’ in the form 
R ~+l={(X,t):XEIW”,tEIW}. 
Let d = C;=i a2/axT + a2/at2 and L’(Q) be the usual Hilbert space of 
square integrable functions on 52 equipped with inner product ( , ) and 
norm 1) 11 given by 
(f, g) = il, f(x> 1) g(x> t) dx dt 
and 
llfll = (J1, If& t)l 2 dx dl) 
w 
for all functions f and g in L2(0). We consider -d an unbounded linear 
operator from L’(Q) into L2(Q) with dense domain C,“(G). This operator 
is not closed, but it is closable. We let PO be the closure. We recall that a 
function u in L2(Q) is in the domain 9(P,J of P, and POu =f if and only 
if there exists a sequence (qPk} of functions in C,“(Q) such that opt --t u and 
- Aq, + f in L2(Q) as k + co. It is easy to prove that P, is the smallest 
closed extension of -A. Hence we call P,, the minimal operator of -A. We 
can define another closed extension P, of -A as follows: 
A function u in L2(Q) is said to be in the domain 9(P,) of P, and 
P, u = f if and only if 
(~9 -4) = CL cp), (PE C,m(Q). 
It can be proved easily that P, is the largest closed extension P of -A 
having the property that C;(Q) is contained in the domain 9(P*) of the 
adjoint P* of P. It is also easy to prove that P,* = P,. The operator P, is 
usually called the maximal operator of -d. 
If IR is equal to the whole space R” + ‘, then the general theory of partial 
differential operators in Schechter’s book [S] tells us that P, = P,, P, does 
not have any eigenvalue and 
W,) = ~e(Pcd = z+ (PO) = co, 00 1. 
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The aim of this paper is to show that the theory is drastically different 
if the domain 52 is not the whole space lF&‘“+ I.’ We also give an application 
of these concepts to the existence or nonexistence of nontrivial solutions of 
the Helmholtz equation. 
In Section 2, we give complete descriptions of the spectra and essential 
spectra of P, and PI when Sz is the upper half space in KY’*. The case 
when 52 is the unit ball with centre at the origin is analysed in Section 3. 
An application of the results in the first three sections to the Helmholtz 
equation is given in Section 4. 
It should be mentioned that information concerning the spectra and 
essential spectra of the Friedrichs extension of -A on the upper half space 
and the unit ball can be obtained from the work of Wong in [7]. 
2. THE UPPER HALF SPACE 
In this section, we assume that Q is the upper half space in IF!“’ ‘, i.e., 
a=((X,z):XE5Y,t>o). 
The first important result in this paper is the following theorem. 
THEOREM 2.1. C+(P,)= [O, m). 
Proof To prove that [0, 0~) ) is contained in C, (PO), we need only 
prove that for every J, in [0, co), there exists a sequence {uk} of functions 
n 9(P,) such that JJukJJ = 1 for all k, (P, - l)u, + 0 in L*(Q) as k -+ 00 and 
the sequence { uk) has no convergent subsequence in L*(Q). To this end, 
let (r], T)E[W”+’ be such that (~12+~2=~. Let q~C,“(ilY+‘) be such that 
Og cp(x, t)< 1 for all (x, t) in 52, rp(x, t)=O for 1x1’+ f* > 1, and llpll = 1. 
Let ( Bk > be any sequence of balls lying in Q such that the radius rk of Bk 
tends to infinity as k tends to infinity. For any k, we define the function (Pi 
by 
for all (x, t) in Q, where (Q, Q) is the centre of B,. It is then an easy 
matter to prove that the sequence {Q} has the required properties. It 
remains to prove that Z + (P,) is contained in [0, co ). Let 2 +! [0, 03 ). Then 
there exists a positive constant Co such that 
l1512+t2-~I >c,, (<, 5) E w+l. 
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Hence, by Plancherel’s theorem, 
ll(-~-~)44l= ll(l5l’++~)~ll 
2 ccl II@11 = ccl IId 
for all rp in C:(Q). By a simple limiting argument, we can conclude that 
II(Po- ~Ml a co Ml (2-l) 
for all u in g(P,,). Hence P, - 1 is semi-Fredholm and consequently 
A 4 Z+(P,). This completes the proof. 
COROLLARY 2.2. The operator P, has no eigenvalues in C \ [0, CQ ). 
Proof: This is obvious from the estimate (2.1). 
LEMMA 2.3. Every number 1 in C\ [0, co) is an eigenvalue of P, with 
infinite multiplicity. 
Proof: Let L= -m2. Then we define the function u on 52 by 
4x9 f)= K *f)(x), 
where f E L2( IFY) and 
(2.2) 
for all x E Iw” and t > 0. By using the same computations as those in Wong 
[8], we can prove that u is an eigenfunction of P, corresponding to the 
eigenvalue A= -m2. Since P, is a closed symmetric operator with lower 
semi-bound equal to zero, it follows that the dimension of the null space 
of P, - A is constant for all 1 in @\ [0, co). See, e.g., the first corollary to 
Theorem 10.1 in Reed and Simon [2]. Hence every complex number A in 
@ \ [0, co) is an eigenvalue of PI. To determine the multiplicity of an eigen- 
value A of P, in @ \ [0, a), we can assume that L = -m2, where m > 0. Let 
{fk} be an orthonormal basis for t’(G). Then the sequence {uk} of func- 
tions defined by uk = K, *fk is a sequence of linearly independent functions 
in the eigenspace of P, corresponding to the eigenvalue A = -m2. Indeed, 
let {ul, u2, . . . . uN} be any finite subset of the sequence {uk}. Then, by 
Plancherel’s theorem, (2.2), and the fact that the Fourier transform 
converts convolution into multiplication, we can conclude easily that 
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for j = 1, 2, . . . . N. This proves that every complex number I in C \ [0, co) is 
an eigenvalue of P, with infinite multiplicity. 
THEOREM 2.4. Every complex number is an eigenvalue of P, with infinite 
multiplicity. 
ProoJ: By Lemma 2.3, it is suffcient to prove Theorem 2.4 for every 
complex number in [0, co). But this follows easily from Theorem 2.1 and 
the fact that the maximal operator P, is the true adjoint of the minimal 
operator P,. 
COROLLARY 2.5. C(P,)=C,(P,)=C+(P,)=C. 
Proof. Since Z,(P,) c Z;,(P,) c C(P,) EC, it is sufficient o prove that 
C, (PI ) = C. But this follows from Theorem 2.4 immediately. 
THEOREM 2.6. Z( P,) = C,( P,) = C. 
Proof. Since Z,(P,) E Z( PO) c C, it is sufficient to prove that 
C,(P,) = C. Suppose that Z,(P,) # C. Then there exists a complex number 
I such that PO- I is Fredholm with zero index. Hence P,* - 2 is also 
Fredholm with zero index. See, e.g., Theorem 4.3 in Chapter 7 of Schechter 
[33. Since P,* = P,, it follows that X 4 C,(P,). This contradicts 
Corollary 2.5 and the theorem is proved. 
3. THE UNIT BALL 
In this section, we assume that $2 is the unit ball in lR”+ r with centre at 
the origin. The first result is formulated in the following theorem. 
THEOREM 3.1. C+(P,)= 0. 
Proof: It is well known that, for every complex number I, there exists 
a constant C > 0 such that 
See, for instance, Theorem 2.1 in Hormander [ 1 ] or Theorem 1.13 in 
Chapter 1 of Schechter [4]. By a simple limiting argument, we get 
II(P,-~bll a c Ibll, u E 9( PO). (3.1) 
This inequality implies that il $ C + (PO) and completes the proof. 
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COROLLARY 3.2. The operator P, has no eigenvalues. 
Proof This is an immediate consequence of inequality (3.1). 
The following result is the analogue of Theorem 2.4 for the unit ball. 
THEOREM 3.3. Every complex number is an eigenvalue of P, with infinite 
multiplicity. 
We need some lemmas in order to prove Theorem 3.3. 
LEMMA 3.4. The number zero is an eigenvalue of P, with infinite multi- 
plicity. 
The proof of Lemma 3.4 follows easily from the fact that harmonic and 
homogeneous polynomials in n + 1 variables restricted to 52 form an 
infinite dimensional subspace of L*(Q). See, e.g., Section 2 in Chapter 4 of 
Stein and Weiss [6]. 
LEMMA 3.5. There exists a positive number E such that every complex 
number in @ \ [E, 03) is an eigenvalue of PI with infinite multiplicity. 
Proof The well known Poincare inequality says that there exists a 
positive constant E such that 
(-4 VP)= llwI*aE(ldl*~ P~GV). 
A limiting argument easily shows that 
(PO4 u) 2 41412, UE9(P(J. 
Hence, by the first corollary to Theorem 10.1 in Reed and Simon [Z], we 
can conclude that the dimension of the null space of P, - Iz is constant for 
all 1 in C\ [E, co). Hence, by Lemma 3.4, the proof of Lemma 3.5 is 
complete. 
LEMMA 3.6. For every complex number A, the codimension of the range 
R(P, - A) of PI - I is equal to zero. 
Proof The proof follows from (3.1) and the fact that the orthogonal 
complement of R(P, - 2) is equal to the null space of PO - 2. 
We are now ready to prove Theorem 3.3. 
Proof of Theorem 3.3. In view of Lemma 3.5, it is sufficient to prove 
that every number in [a, co) is an eigenvalue of P, with infinite multi- 
plicity. Suppose that &E [E, co) is an eigenvalue of P, with finite multi- 
plicity a. By Lemma 3.6, the range of P, - 1, has zero codimension. It 
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follows that Pi -A,, is Fredholm with index a. Hence, by Theorem 5.2 in 
Chapter 7 of Schechter [3], there exists an open disc U with centre & such 
that P, -i is Fredholm with index a for all A in U. It follows from 
Lemma 3.6 again that for all such d, the range of PI - ;1 has zero codimen- 
sion and hence the dimension of the null space of PI - A is equal to a. This 
contradicts Lemma 3.5 and hence the theorem is proved. 
An immediate consequence of Theorem 3.3 is the following result 
concerning the spectra of P,. 
COROLLARY 3.7. Z(P,) = C,(P,) = C+(P,) = @. 
The same argument in the proof of Theorem 2.6 can be used to prove the 
following theorem. 
THEOREM 3.8. C(P,) = C,(P,) = C. 
4. AN APPLICATION 
Let R be the upper half space or the unit ball with centre at the origin 
in IR”, n > 1. Then, by the well-known regularity result of weak solutions of 
elliptic partial differential equations, Theorems 2.4 and 3.3, we can con- 
clude that the Helmholtz equation (d + 1)~ = 0 on Q, where A is a complex 
number, has an infinite number of linearly independent solutions u 
in L*(Q). 
Let us now consider the problem of seeking nontrivial solutions u in 
H:‘(Q) of the Helmholtz equation (d + n)u = 0 on a, where k is a 
complex number. Recall that Hi’(Q) is the completion of C:(Q) with 
respect to the norm I( ((2,2, where 
It is a well-known fact that the domain 9(P0) of P, is equal to H:*(Q). 
We begin with the case when 51 is the unit ball with centre at the origin. 
By (3.1) and the regularity of weak solutions of elliptic partial differential 
equations, we can conclude easily that the Helmholtz equation 
(A + 2)~ = 0 on Sz has no nontrivial solutions in H;‘(Q). For the case 
when $2 is the upper half space, we can use (2.1) and the regularity of weak 
solutions of elliptic partial differential equations to conclude that the same 
result is true for i 4 [O, 00). To show that the same result is true for all 
complex numbers 1, we argue as follows: Let u E Z-@2(Q) be a solution of 
(A+tl)u= 0 on 52. Let ((~~1 be a sequence of functions in C;(Q) such that 
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(Pi -+ u and -Aq, + P,u in L2(Q) as k + co. Define ii to be the function 






Then, by using the regularity of weak solutions of elliptic partial differential 
equations again, (Pi + ii and - Acp, -+ 121 in L2(W) as k + co. Hence 
I E 9(P,) and P,,ii = K, where P,, is the minimal operator of 
-A: C~(lR”) -P C:(W) in L2(W). Since i”,, has no eigenvalues, it follows 
that ii = 0 a.e. on W, or equivalently, u = 0 a.e. on 8. 
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