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Abstract
There are many classical results in which orthogonal vectors stemming
from Krylov subspaces are linked to short recurrence relations, e.g., three
term recurrences for Hermitian and short rational recurrences for unitary
matrices. These recurrence coefficients can be captured in a Hessenberg
matrix, whose structure reflects the relation between the spectrum of the
original matrix and the recurrences. The easier the recurrences, the faster
the orthogonal vectors can be computed possibly resulting in computa-
tional savings in the design of, e.g., iterative solvers.
In this article we focus on multiple recurrence relations, i.e., the (j +
1)st orthogonal vector satisfies
qj+1 =
j∑
i=j−m
ρj,iAqi −
j∑
i=j−`
γj,iqi,
with ρj,i, γj,i scalars, and A the matrix defining the Krylov space. Though
many compelling results are around, the structure of the corresponding
Hessenberg matrix is mostly deduced by analyzing the inner product re-
lations.
In this article we first review classical results on short multiple re-
currences for normal matrices whose Hermitian conjugate can be written
as a ‘low degree’ rational function of the matrix. Instead of considering
inner product relations, we reformulate this theory in a matrix setting.
Moreover, the matrix building blocks allow us to also derive multiple re-
currence relations for B-normal matrices, normal matrices whose eigen-
values lie on the union of curves in the complex plane, normal matrices
perturbed by a low rank, and normal matrices A satisfying a ‘low degree’
relation s(A∗) = p(A)q(A)−1.
The theoretical results on the structure available in the Hessenberg
matrix lead to a new way to compute the orthogonal vectors. The nu-
merical experiments illustrate, however, that straightforward algorithms
exploiting this structure are numerically very sensitive, and more research
is required to develop robust algorithms.
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matrix and the recurrences. The easier the recurrences, the faster the orthogonal vectors can be
computed possibly resulting in computational savings in the design of, e.g., iterative solvers. In
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qj+1 =
∑j
i=j−m ρj,iAqi−
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i=j− γj,iqi with ρj,i, γj,i scalars and A the matrix defining the Krylov
space. Though many compelling results are around, the structure of the corresponding Hessenberg
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classical results on short multiple recurrences for normal matrices whose Hermitian conjugate can
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relations, we reformulate this theory in a matrix setting. Moreover, the matrix building blocks
allow us to also derive multiple recurrence relations for B-normal matrices, normal matrices whose
eigenvalues lie on the union of curves in the complex plane, normal matrices perturbed by a low rank,
and normal matrices A satisfying a “low degree” relation s(A∗) = p(A)q(A)−1. The theoretical
results on the structure available in the Hessenberg matrix lead to a new way to compute the
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1. Introduction. It is a tendency that matrices used in formulating solutions
to particular applications grow bigger and bigger. A standard approach to deal with
these often immense matrices is to project them onto matrices of manageable size. The
most widespread subspaces used to project onto are the Krylov subspaces [24, 25, 27],
leading to a variety of iterative methods, for both solving systems of equations and
retrieving eigenvalues.
Some numerical issues, due to the involvement of the power method, cause the
Krylov vectors (spanning the space) to be unattractive as basis vectors for creating
the projection operator. Instead, a sequence of orthogonal vectors, iteratively gen-
erated, is constructed spanning the corresponding Krylov space and resulting in a
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numerical more reliable projection operator. The simple (modified) Arnoldi method
(with orthogonalization) is used for constructing these orthogonal vectors [2, 12, 25].
Unfortunately the computational complexity of Arnoldi increases rapidly as the itera-
tive process proceeds. To remedy this, research has focused quite a lot on attempting
to reduce the complexity of the Arnoldi method by exploiting additional matrix in-
formation.
Storing the recurrence coefficients in a matrix, let’s call it the recurrence matrix,
results in a Hessenberg structure. Being able to find “hidden” relations in the dense
part of this matrix can give rise to significant speedup. For instance, it is well known
nowadays that (almost) Hermitian [9, 18] matrices give rise to three term recurrences,
resulting in a reduction from quadratic to linear complexity. Also for unitary matrices
manners for generating the orthogonal vectors economically were proposed [6, 31].
Whereas the Hessenberg recurrence matrix becomes tridiagonal in the Hermitian case,
it is typically dense in the unitary case. However, the upper triangular part of the
unitary Hessenberg matrix is of structured rank form: all columns, up to the diagonal,
are multiples of each other, allowing a multiple recurrence.
The search for structure and cheap algorithms led to many publications on this
subject. The most well-known article is by Faber and Manteuffel [9]. Their analysis
characterizes a subset of normal matrices allowing the construction of short recur-
rences for a CG-like algorithm [17]. Not only the sufficiency but also the necessity of
matching the matrix structure—banded in this case—for inducing a particular type
of recurrence is proved. Originally one focused mostly on finding sparse recurrence
matrices [7, 8, 9, 18]. The existence of a low rank structure in the Hessenberg ma-
trix [4, 5], however, allowed the design of multiple recurrences, where the (j + 1)st
orthogonal vector satisfies
qj+1 =
j∑
i=j−m
ρj,iAqi −
j∑
i=j−
γj,iqi
with ρj,i, γj,i scalars and A the matrix defining the Krylov space. These multiple
recurrences are studied in [2] based on inner product relations.
In this article we will provide new insights into the structure of the matrix cap-
turing the recurrence coefficients. Whereas most articles utilize inner products and
orthogonality relations among the vectors, we base our deductions solely on “simple”
matrix operations. We first review the classical results from Faber and Manteuf-
fel. Based on the central theorem in this article, Theorem 3.1, the available low
rank structure in the Hessenberg matrix is characterized precisely. Exploiting this
structure not only results in multiple recurrences—identical to the ones of Faber and
Manteuffel—but also provides a new algorithm to compute the orthogonal vectors.
This new algorithm generalizes former work by Bella et al. [4, 5] by relaxing the extra
well-freeness conditions as imposed in their article.
The matrix framework admits extending the applicability of the algorithm to
several other cases: B-normal matrices, normal matrices whose eigenvalues lie on the
union of curves in the plane, normal matrices perturbed by a low rank, and normal
matrices A satisfying a “low degree” relation s(A∗) = p(A)q(A)−1 are discussed;
corresponding recurrences are deduced; and the necessary adaptions on the algorithm
are presented. In this context, the reader also might be interested in [10], where normal
matrices are considered whose spectrum is contained in a second-degree curve.
The article is organized as follows. By a detailed examination in section 3 of the
matrix structure resulting from multiplications, addition, and inversion we are able
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to provide precise predictions of the structure of the recurrence matrix in section 4
whenever the Hermitian conjugate of the original matrix can be written as a rational
function in the matrix itself. Relying on these accurate predictions of the structure
we will derive the multiple recurrences and an algorithm to compute these orthogonal
vectors in section 5. In section 6 we provide some more insight on particular cases;
the structure of the recurrence matrix is deduced for matrices whose spectrum is
decomposed into two parts, both satisfying a particular relation resulting in structure;
low rank perturbations of normal matrices; B-normal matrices; and normal matrices
satisfying a more general polynomial relation. Before concluding, some numerical
experiments in section 7, serving as proof of concept, but also revealing numerical
issues, are presented.
2. Preliminaries and problem formulation. The following notation is used
throughout the article. Matrices are depicted by uppercase letters A = (aij), and I
denotes the identity matrix. Vectors are boldface, lowercase letters, e.g., x,y, and
z. With span{x,y, z} the subspace generated by x,y, z is meant. The standard
inner product is denoted as 〈x,y〉 = y∗x with ·∗ the Hermitian conjugate. Sub- and
superdiagonals frequently appear throughout the article. The elements hi,i+s form
the sth diagonal for positive s, also named the sth superdiagonal, and the (−s)th
subdiagonal for negative s. The words sub- and superdiagonal are shorthand for the
first sub- and superdiagonal, respectively.
Let us elaborate more on the key objects in this article: normal matrices, Krylov
spaces, and recurrences. Polynomial relations between a matrix, its Hermitian con-
jugate, and its inverse are common when working with normal matrices. The typical
case that will be studied in this article is A∗ = p(A)q(A)−1 with p(·) and q(·) poly-
nomials and q(A) invertible, e.g., a unitary matrix obeys A∗ = A−1, a Hermitian
matrix satisfies A∗ = A, and for a skew-Hermitian matrix we have A∗ = −A. In this
article classes of normal matrices will be characterized by these relations. We will,
however, not search for the minimal rational function in any particular sense [19, 21];
we plainly assume the existence of such relations and establish our results thereon.
For A ∈ Cn×n, v ∈ Cn we let
(2.1) Kk(A,v) = span
{
v, Av, A2v, . . . , Ak−1v
}
denote the Krylov subspace of dimension k for A with initial vector v. We also
denote Kk = [v, Av, ... , A
k−1v]. The supplement (A,v) for identifying the matrix
A and initial vector v will be omitted when clear from the context. For simplicity
we assume throughout the manuscript that no breakdowns occur when building the
Krylov subspaces; thus A is nonderogatory and the initial vector v has full grade with
respect to A. Note that this assumption does not limit the analysis; if v were of grade
m < n the Krylov procedure would break down after m iterations, implying that an
invariant subspace L of A was found. Then all reasoning below applies to the induced
operator A|L.
The orthonormal vectors q1,q2, . . . ,qn are constructed by sequentially orthogo-
nalizing the columns of Kk; hence, for all k ≤ n,
span
{
v, Av, . . . , Ak−1v
}
= span{q1,q2, . . . ,qk}.
Throughout the manuscript we will rely on the classical Arnoldi procedure to generate
the orthogonal vector sequences; the focus will not be on the accurate construction
of these vectors, i.e., we will not bother the reader with modified Arnoldi or any kind
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of orthogonality reinforcement such as reorthogonalization [12]. The Arnoldi method
can algorithmically be described as follows:
1. q1 := v/‖v‖.
2. For j = 1, . . . , n− 1 do
qj+1 := Aqj −
∑j
i=1 hijqi, with hij = 〈Aqj ,qi〉 = q∗iAqj
hj+1,j := ‖qj+1‖
qj+1 := qj+1/hj+1,j .
In each iteration qj+1 is constructed by orthogonalizing Aqj against the previously
computed vectors. This implies that Aqj can be written as a combination of the
(j + 1)st orthogonal vectors:
(2.2) Aqj =
j+1∑
i=1
hijqi.
Taking, however, additional features of A into account, one might be able to deduce
shorter recurrences. For instance, a Hermitian and a unitary matrix allow this.
Equation (2.2) represents a single step of the Arnoldi method. Collecting all such
steps from 1 to n one obtains
(2.3) AQ = QH with Q = [q1, . . . ,qn]
and H = (hij) of Hessenberg form. The existence, however, of short recurrences is
also reflected in the structure of the matrix H . It can become, e.g., of tridiagonal
(e.g., A Hermitian), banded, or structured rank (e.g., A unitary) form.
The core contribution of this article is predicting in an alternative manner, relying
on matrix language, the rank structure of the Hessenberg matrix H , and exploiting
this rank structure to design an algorithm to retrieve short recurrences.
3. Building blocks for structure prediction of the Hessenberg matrix.
We will draw heavily from [29, 30]. The forthcoming proofs are mostly based on
utilizing the QR-factorization of the associated matrices. To ease the understanding
a graphical depiction is used. A Hessenberg matrix H admits a QR-factorization
H = Q1 . . . Qn−1R, with eachQi representing a 2× 2 (Givens) rotation acting on rows
i and i+1 embedded in the identity matrix. A matrix admitting a factorization of the
form H−1 = Q˜n−1 . . . Q˜1R˜ will be called an inverse Hessenberg matrix. Schematically
both factorizations are depicted in Figure 1. Each bracket stands for a rotation, with
arrowheads targeting the rows affected by the rotation.
The essence in the detailed factorizations of Figure 1 is the positioning of the
individual rotations. The Hessenberg matrix has a descending sequence of rotations;
the inverse Hessenberg matrix exhibits an ascending sequence of rotations. As break-
downs were not allowed when building the Krylov spaces, the associated Hessenberg
H =




⎡
⎢⎢⎣
× × × × ×
× × × ×
× × ×
× ×
×
⎤
⎥⎥⎦
(a) Hessenberg.
H−1 =






⎡
⎢⎢⎣
× × × × ×
× × × ×
× × ×
× ×
×
⎤
⎥⎥⎦
(b) Inverse Hessenberg.
Fig. 1. Graphical depiction of two structured QR-factorizations.
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matrices will be unreduced (or irreducible or strict), meaning that all subdiagonal
elements differ from zero. This results in rotations different from the identity. Non-
singularity also implies R to be invertible and having thus nonzero diagonal elements.
The Hessenberg and inverse Hessenberg factorizations are linked via inversion.
The missing link to prove this is the positioning: after inversion of a Hessenberg
matrix the descending sequence becomes ascending but is located to the right of
the upper triangular matrix. Rotations can, however, be passed through an upper
triangular matrix, without altering the pattern of rotations. Consider, for instance, R
upper triangular and a single nonidentity rotation Qi. Explicitly forming the product
RQi creates a matrix with a bulge in position (i + 1, i). This bulge can be removed
by executing a nonidentity rotation on the left resulting in Q˜iR˜ = RQi. The matrices
Qi and Q˜i act on the same rows. Passing rotations one by one through an upper
triangular matrix, one can move an entire pattern of rotations from right to left or
from left to right, preserving the pattern but altering the individual rotations.
3.1. Structure transfer through inversion. In this manuscript we will heav-
ily rely on the transport of matrix structures through inversion. The nullity theorem,
formulated in its matrix form by Fiedler and Markham [11], is one of the most simple
yet most powerful theorems in this context. In the following lemma, a direct conse-
quence of the nullity theorem is proposed. | · | reflects the cardinality of a set, and by
A(α, β) standard submatrix selection based on index sets α and β is meant.
Lemma 3.1. For an invertible matrix A of size n× n
rank (A−1(α, β)) = rank (A(N\β,N\α)) + |α|+ |β| − n,
where α and β depict a selection of indices from N = {1, . . . , n}.
The statements on inversion without proof in this subsection can be deduced in
a straightforward manner making use of this theorem. A more elaborate overview of
the interplay between ranks of matrices and their inverses can be found in [29, 26]
and the references therein.
Corollary 1. The inverse of a Hessenberg matrix has all submatrices taken
out of the part below the first superdiagonal of rank at most one, i.e., it is an inverse
Hessenberg matrix.
The proof is straightforward by Lemma 3.1 or by examining the factorization in
Figure 1(b). Nonetheless, Corollary 1 is insufficient for our purposes, we demand
strict control over the positioning of the low rank blocks.
Corollary 2. The inverse of an unreduced Hessenberg matrix satisfies (i =
1, . . . , n)
rank (A−1(i : n, 1 : i)) = 1.
This signifies that all blocks taken from the part strictly below the first superdiagonal
and including the bottom left element A−1(n, 1) have rank one.
For instance, the unitary matrix
(3.1) U =
⎡
⎢⎢⎣
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
⎤
⎥⎥⎦ with U−1 =
⎡
⎢⎢⎣
0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
⎤
⎥⎥⎦
illustrates that inclusion of the bottom left element of the inverse is essential to get
strict rank constraints.
Corollary 3. The inverse of a generalized Hessenberg matrix, having all ma-
trix entries below the sth subdiagonal zero is a structured rank matrix, having all
submatrices taken out of the part below the sth superdiagonal of rank at most s.
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












  
⎡
⎢⎢⎣
× × × × ×
× × × ×
× × ×
× ×
×
⎤
⎥⎥⎦
(a) 3-Hessenberg















  
⎡
⎢⎢⎣
× × × × ×
× × × ×
× × ×
× ×
×
⎤
⎥⎥⎦
(b) 3-Inverse Hessenberg
Fig. 2. Graphical depiction of the generalized (inverse) Hessenberg factorization.
If the Hessenberg matrix were unreduced, i.e., its sth subdiagonal contains no zero
elements, its inverse would satisfy (i = 1, . . . , n− s+ 1)
rank (A−1(i : n, 1 : i+ s− 1)) = s,
or equivalently, all submatrices taken from the part below the sth superdiagonal con-
taining the bottom left s× s block A−1(n− s+ 1 : n, 1 : s) have rank s.
Again Lemma 3.1 yields this result. We will refer to a generalized Hessenberg
matrix and its inverse as an s-(inverse) Hessenberg matrix. The unitary matrix
[e3, e4, e5, e6, e1, e2] with ei the ith basis vector is an interesting example of Corol-
lary 3. Considering, for instance, s = 3, the detailed factorization of an s-Hessenberg
matrix in Figure 2(a), and using the same reasoning as in section 3 results in a
the detailed factorization of an s-inverse Hessenberg matrix Figure 2(b) satisfying
the desired rank constraints. Furthermore, one can infer from the figures that an
s-Hessenberg matrix admits a detailed factorization with s descending sequences of
rotations, each peeling off one subdiagonal. The s-inverse Hessenberg matrix, on the
other hand, exhibits a pattern with three ascending sequences each tied to a rank one
increase in the associated structured rank matrix.
Even though Figure 2 visualizes descending and ascending sequences of decreasing
length, there is no loss of generality in considering them of full length. The constraints
on the bandwidth and the rank remain identical.
3.2. Structure transfer through rational matrix functions. In this article
we heavily build upon the structure of p(H) and p(H)q(H)−1.
Lemma 3.2. For a polynomial p(·) of degree s and H Hessenberg, the matrix
p(H) has all elements below the sth subdiagonal zero; thus p(H) is s-Hessenberg.
For an unreduced Hessenberg H, p(H) will also be unreduced.
Explicitly computing p(H) immediately provides the result. Alternatively, con-
sidering the product of s Hessenberg matrices in detailed format, one can pass through
all rotations to the outer left, resulting in a detailed factorization of an s-Hessenberg
matrix. This detailed factorization will be composed of s descending sequences, each
creating an extra diagonal when applied to the associated upper triangular matrix.
The following theorem generalizes Corollary 3 and determines the rank structure
for a quotient of the form p(H)q(H)−1 with H Hessenberg. This will allow us to
predict the rank structure of an arbitrary normal Hessenberg matrix satisfying a
general relation of the formH∗ = p(H)q(H)−1. In the following section we will exploit
this rank structure to retrieve short recurrences for calculating an orthonormal Krylov
basis.
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Theorem 3.1. Let H be a unreduced Hessenberg. Let p(·) and q(·) be coprime
polynomials of degree  and m, respectively, such that q(H) is invertible. Define
Z = p(H)q(H)−1.
Then each submatrix of the form Z(i : n, 1 : j) below the (m− )th diagonal of Z such
that min(n− i+1, j) ≥ m, i.e., it contains the bottom left m×m block of Z, has rank
precisely m.
Proof. The proof is by induction on the sum of the degrees of p(·) and q(·).
• Case 1: +m = 1.
If  = 1 and m = 0, the result follows by Lemma 3.2 above. Indeed, Z
will have all elements below the first subdiagonal equal to zero, which is the
degree of q(·). If  = 0 and m = 1, Lemma 3.1 above provides us the equality
rank (q(H)−1(i : n, 1 : j)) = rank (q(H)(j + 1 : n, 1 : i− 1)) + j − i+ 1
for j ≤ i. As the first subdiagonal of q(H) consists of nonzero elements, one
checks easily that all blocks of the form q(H)(j + 1 : n, 1 : i − 1) have rank
i− j. This is illustrated in Figure 3.
Hence, the desired result follows.
• Case 2: +m > 1; we discern two additional cases,  ≥ m and m > .
 ≥ m: Using the Euclidean division algorithm we can write
p(H)q(H)−1 = p˜(H) + r(H)q(H)−1,
where p˜(·) has degree  − m and r(·) is a polynomial with degree s, where
s < m. The polynomial r(·) is nonzero due to the fact that p(·) and q(·) are
coprime. Using the induction hypothesis, r(H)q(H)−1 has the desired rank
structure below the (m − s)th diagonal. By Lemma 3.2 above, p˜(H) is a
generalized Hessenberg matrix with zeros below the ( −m)th subdiagonal.
Moreover, since s is strictly smaller than m, the (m − s)th diagonal is situ-
ated in the upper triangular part of the matrix, strictly above the (−m)th
subdiagonal. Therefore, the total sum p(H)q(H)−1 will have the desired rank
structure below the (m− )th diagonal.
m > : Our aim is to prove that all submatrices of the form p(H)q(H)−1(i :
n, 1 : j) with j ≤ i +m− − 1 and min(n− i + 1, j) ≥ m, i.e., all submatri-
ces below the (m− )th diagonal containing the bottom left m×m block of
p(H)q(H)−1, have rank m. Applying Lemma 3.1 above we obtain
rank (p(H)q(H)−1(i : n, 1 : j))(3.2)
= rank (q(H)p(H)−1(j + 1 : n, 1 : i− 1)) + j − i+ 1.
× × × × × × ×
× × × × × × ×
× × × × × ×
× × × × ×
× × × ×
× × ×
× ×
j + 1 : n
1 : i− 1
Fig. 3. Illustration of the nullity theorem.
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× × ×
× ×
×
j + 1 : n
1 : j + −m ≥ 
1 : i− 1
n− i+ −m+ 1 ≥ 
+ B
Fig. 4. Structure of the submatrix q(H)p(H)−1(j + 1 : n, 1 : i− 1).
Therefore, in order to complete the proof one has to determine the ranks
of the submatrices q(H)p(H)−1(j + 1 : n, 1 : i − 1), where i, j satisfy the
inequalities j ≤ i +m −  − 1, m ≤ n − i + 1, and m ≤ j. In Figure 4 such
a submatrix is depicted. Above the dashed diagonal corresponds to being
above and including the (m− )th subdiagonal.
By the Euclidean division algorithm we can write
q(H)p(H)−1 = q˜(H) + r(H)p(H)−1,(3.3)
where q˜(·) has degreem− and r(·) has degree s with s < . By the induction
hypothesis one knows that all submatrices of r(H)p(H)−1 below the (−s)th
diagonal containing the bottom left  ×  block have rank precisely . Also,
q˜(H) is an unreduced Hessenberg with zeros below the (m−)th subdiagonal.
As the (− s)th diagonal is located strictly above the (m− )th subdiagonal,
(3.3) implies that q(H)p(H)−1(j + 1 : n, 1 : i− 1) can be written as the sum
of a matrix B and an invertible upper triangular matrix in the upper right
corner. The matrix B is of the same size as q(H)p(H)−1(j + 1 : n, 1 : i − 1)
and has rank , and its ×  subblock in the lower left corner is nonsingular.
This is visualized in Figure 4.
Next we claim that the rank of the matrix q(H)p(H)−1(j + 1 : n, 1 : j +
 −m + k − 1) is equal to  + k − 1. We prove this by induction on k. For
k = 1 this is clearly true. Assume that the matrix q(H)p(H)−1(j + 1 : n, 1 :
j +  − m + k − 1) has rank  + k − 1. Suppose the rank of the matrix
q(H)p(H)−1(j + 1 : n, 1 : j +  −m + k) also equals  + k − 1. This implies
that the columns of q(H)p(H)−1(j + 1 : n, 1 : ) span a vector of the form
(x1, x2, · · · , xk−1, 1, 0, · · · , 0)︸ ︷︷ ︸
length n − j
.
Hence, there exists a nonzero linear combination of the columns of the sub-
matrix q(H)p(H)−1(k + 1 : n, 1 : ) that equals the zero vector. This gives a
contradiction, as these columns are linearly independent by the induction hy-
pothesis. With the above observations, it follows that the rank of the matrix
q(H)p(H)−1(j+1 : n, 1 : i−1) is equal to +(i−1−j−+m) = −j+i−1+m.
Substituting this into (3.2), we obtain
rank
(
p(H)q(H)−1(i : n, 1 : j)
)
= −j + i− 1 +m+ j − i+ 1 = m,
which finishes the proof.
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4. Krylov spaces and associated structure of the recurrence matrix. In
this section some known results for standard Krylov subspaces and recurrences are
reconsidered, relying on the matrix structure only. We conclude with the general
setting A∗ = p(A)q(A)−1.
4.1. A∗ = p(A) for a polynomial of degree . Every normal matrix satisfies
A∗ = p(A) for a polynomial of degree at most n − 1; see, e.g., [16]. The relation
A∗ = p(A) passes on to the Hessenberg matrix H , hence H∗ = p(H). Degrees of p(·)
strictly lower than n− 1 are reflected in the sparsity pattern of the upper triangular
Hessenberg structure [22]. More precisely, by Lemma 3.2 and the relation H∗ = p(H)
we know that the upper bandwidth of H is restricted to .
For example, consider the specific case where p(·) is a polynomial of degree 1.
It was shown in [9, 18, 23] that a matrix A with A∗ = p(A) should be of the form
A = αI + ejθS, with S Hermitian, or in other words A has collinear eigenvalues. This
implies that H becomes of tridiagonal, not necessarily Hermitian, form, resulting in
a three term recurrence.
4.2. Unitary matrices. Polynomial relations in A such as A∗ = p(A) tell us
in general something about the sparsity pattern of the Hessenberg matrix H . For a
unitary matrix A, the degree of the polynomial p(·) is n− 1; however, writing A∗ as
a rational function of A provides us A∗ = A−1, which is clearly more elegant, and
obviously needs fewer parameters to characterize A∗.
Unitarity of A transports to the Hessenberg matrix H . Hence H∗ = H−1 and by
Lemma 2 we know that the upper triangular part of the matrixH is of structured rank
form: any subblock taken out of the upper triangular part of this matrix, including
the diagonal, is of rank at most one. One can exploit the rank one structure of
the Hessenberg H to compute a short recurrence of the form qj+1 = ρj−1Aqj−1 +
ρjAqj + γjqj . The existence of such a recurrence is linked to the presence of the low
rank part and will be proved in section 5. Short recurrences of this form, involving
more than once the term Aqi, are named multiple recurrences (see section 5 for a
proper definition). In literature the existence of such a recurrence is already proven,
relying on inner products and Krylov subspace properties; this in contrast to our
approach, which is based on the matrix structure only.
4.3. General case. The following theorem summarizes all previously described
cases and describes the rank structure of any normal Hessenberg matrix (see [22, 2]).
Theorem 4.1. Let A be a normal matrix satisfying A∗ = p(A)q(A)−1 with p(·)
of degree  and q(·) of degree m, q(A) being invertible. Then the corresponding Hes-
senberg matrix H has all submatrices taken out of the part strictly above the ( −m)th
diagonal of rank at most m.
Proof. This an immediate consequence of Theorem 3.1.
It was also shown in [2], where these matrices were named (,m)-normal, that
these matrices admit a short recurrence of the form (5.1). Founded on Theorem 4.1
we will construct these short recurrences in an alternative way, making use of the
structure of the corresponding Hessenberg matrix.
Note that Theorem 3.1 implies that all submatrices lying above the ( − m)th
diagonal containing the upper right m × m subblock have rank precisely m. This
implies that the last m columns of the Hessenberg matrix H “generate” the low rank
structure, i.e., the part of each column lying above the (−m)th diagonal is a linear
combination of these columns. This relation enables the design of short recurrences.
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4.4. Example. As an example we consider a normal matrix A of which all
eigenvalues lie on a circle in the complex plane. This is, for example, the case with
shifted and scaled unitary matrices, i.e., matrices of the form ρU + ξI with U unitary.
Suppose this circle has center m and radius r. Then all eigenvalues λ satisfy the
equation (λ−m)(λ¯ − m¯) = r2, or equivalently λ¯ = r2/(λ−m) + m¯. As the previous
relation reveals, the corresponding Hessenberg matrix will have a rank one structure
above and including the first superdiagonal. All subblocks in the upper triangular part
with lower left corner on the main diagonal will have rank two unless all eigenvalues
lie on a circle with the origin as center (m = 0).
As we will prove in the forthcoming section, this implies that one can retrieve
an orthonormal Krylov basis with a short recurrence of the form qi+1 = ρiAqi +
ρi−1Aqi−1 + γiqi + γi−1qi−1, where ρi, γi are parameters to be determined.
5. Retrieving multiple recurrence relations relying on the matrix
structure. The starting point of [2] is almost identical to the one of this article,
namely, is based on a relation for normal matrices trying to derive short recurrences,
called multiple recurrences. An (,m)-multiple recurrence signifies that each new
vector can be written as
(5.1) qj+1 =
j∑
i=j−m
ρj,iAqi −
j∑
i=j−
γj,iqi
with ρj,i and σj,i scalars. The proof and construction of these recurrences as done
in [2] heavily depended on the usage of inner product relations. In [4, 5] a related
problem was tackled by searching for recurrence relations linked to quasi-separable
matrices. Additional conditions (named well-free), equivalent to the ones we will
impose in section 5.1, were necessary to retain efficiency. In section 5.2 we will refrain
from imposing any constraint and deal with the general setting.
5.1. Recurrences in absence of difficulties. We first tackle the trouble-free
case and illustrate the idea with the unitary Hessenberg case.
5.1.1. Unitary matrices. As a unitary Hessenberg matrix is of structured rank
form, a short recurrence can easily be obtained. Suppose we want to retrieve the j
column of the matrix H . This column is pointed at by the arrow in (5.2).
(5.2) H =
↓
× × × × × × ×
× × × × × × ×
× × × × × ×
× × × × ×
× × × ×
× × ×
× ×.
As H is structured the framed submatrix H(1 : j − 1, j − 1 : j − 1) has rank at
most one. Let us assume for simplicity that the rank is one, i.e., using the terminology
of [5] the matrix is well-free. Then there exists an α such that
H(1 : j − 1, j − 1 : j)
[−α
1
]
=
[
0
0
]
.
MULTIPLE RECURRENCES AND MATRIX STRUCTURES 2987
Using Aqj−1 =
∑j
i=1 hi,j−1qi, we obtain
Aqj =
j+1∑
i=1
hijqi =
j−1∑
i=1
hijqi + hjjqj + hj+1,jqj+1
= α (Aqj−1 − hj,j−1qj) + hjjqj + hj+1,jqj+1.
Hence we have
hj+1,jqj+1 = −αAqj−1 +Aqj + (αhj,j−1 − hjj)qj ,
which is a recurrence of the form (5.1) with  = 0 and m = 1.
Notice that the existence of this short recurrence is based on the fact that we
assumed the framed submatrices in (5.2) to have rank precisely one. If the rank turns
out to be zero, this is called rank-deficient in subsection 5.2, and our reasoning above
no longer holds. These cases are excluded in [5].
5.1.2. A∗= p(A) q(A)−1 with p( · ) of degree  and q( · ) of degree m.
The Hessenberg matrix H has all submatrices taken out of the part above the
( − m)th diagonal of rank at most m. Using this information about the struc-
ture of the matrix H , we will construct a recurrence of the form (5.1). To illustrate
the construction of the coefficients we consider an example with  = 0, m = 2. All
submatrices above the dashed subdiagonal in (5.3) have rank at most two. As before,
assume for simplicity the rank equals two. Let us now compute q6. As the framed
submatrix H(1 : 4, 3 : 4) has rank two there exist α1 and α2 such that
H(1 : 4, 3 : 5)
⎡
⎣−α1−α2
1
⎤
⎦ =
⎡
⎣00
0
⎤
⎦,
(5.3) H =
↓
× × × × × × ×
× × × × × × ×
× × × × × ×
× × × × ×
× × × ×
× × ×
× ×.
Since Aq5 =
∑6
i=1 hi5qi, we obtain
Aq5 =
4∑
i=1
hi5qi + h55q5 + h65q6 = α1Aq3 + α2(Aq4 − h54q5) + h55q5 + h65q6,
which is of the form (5.1). In general, if j >  + 1, we select the submatrix H(1 :
j− − 1, j−m : j− 1) of the Hessenberg matrix H having rank at most m. Then we
search for coefficients αi, for i = j −m, . . . , j, such that
H(1 : j − − 1, j −m : j)
⎡
⎢⎢⎢⎣
−αj−m
...
−αj
1
⎤
⎥⎥⎥⎦ =
⎡
⎢⎣
0
...
0
⎤
⎥⎦.
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Fig. 5. An example of a Hessenberg matrix illustrating the algorithm.
Then one checks readily using the construction as illustrated before that
hj+1,jqj+1 =
j∑
i=j−m
αiAqi −
j∑
i=j−
γiqi
for some γi, which can be determined by taking inner products with qj on both sides.
For j ≤  + 1 we can just use the classical Arnoldi recurrence, which is of the form
(5.1) since j ≤ + 1.
5.2. Dealing with rank deficiency. Consider the matrix (3.1), which clearly
exhibits troublesome behavior as all blocks needed for determining the next column
are not of rank exactly one. In general a rank condition is imposed, stating that all
blocks above a certain diagonal, including the upper right block of correct size, are
of a fixed predetermined rank. Unfortunately, no conditions are put on submatrices
not incorporating the upper right part. We will name such blocks with a rank strictly
less than the expected rank rank deficient. For instance, (3.1) has several of these
blocks. Encountering a rank deficient block during the execution of the algorithm
in section 5.1 implies that from a certain point the new Aqj will not necessarily
be efficiently computable from the previous columns. We see, however, that for the
matrix (3.1), the last column will generate the rank one structure, which means the
part of each column located in the upper triangular part of the matrix will be a
multiple of the upper part of the last column with corresponding length.
In this section a modification of the algorithm from section 5.1 is presented, which
is able to cope with the problem of rank deficiencies. The aim of the algorithm is
to fastly retrieve generators (vectors) for the low rank part of the considered Hes-
senberg matrix, such that successive columns can be written as linear combinations
of these generators. The efficiency of the algorithm heavily depends on the number
of columns needed to be computed before these generators are found. Unfortunately
columns are computed one after the other, and if, as in (3.1), columns feasible as
generators are only located in the trailing columns, efficiency can suffer dramati-
cally. In [4, 5] these matrices are excluded and only so-called well-free matrices are
discussed.
We now illustrate the idea of the algorithm. Consider a Hessenberg matrix of
which the columns need to be efficiently computed in order to retrieve an orthonormal
Krylov basis. Let us assume that the blocks above a specified diagonal should be of
rank m; this is indicated by the dashed diagonal line in Figure 5. Note that we only
consider part of the vectors in the rank structured form; the remaining components
are trivially computed using the Arnoldi method.
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Our aim is to findm generators. A generator consists of the part of a column lying
above the dashed diagonal, i.e., in the rank structured part of the Hessenberg matrix.
Note that these generators have varying length. In Figure 5 three of these generators
are indicated in gray. We also require these generators to be linearly independent, by
which we mean they are linearly independent if we only take into account their first s
components, where s denotes the length of the shortest generator. Once m generator
columns are found, subsequent columns can be efficiently retrieved. Indeed, consider
the white column indicated in Figure 5. Then clearly the first s components of this
column can be written as a linear combination of the generators’ first s components.
To retrieve the linear dependencies an m ×m system of equations has to be solved.
To solve this system some elements need to be computed explicitly, whereas the
remaining components among the first s ones are retrieved via the systems’ solution.
All components below the sth element are computed using Arnoldi, which emphasizes
that for computational efficiency it is important to have generators of maximal length.
Therefore, once we have computed a new column, we have to decide whether it is
possible to update the set of generators.
We now give a more rigorous description of the algorithm.
Step 1. Use Arnoldi to compute the first  columns, since these columns’ struc-
tured rank parts have length less than m, which makes them unusable as
generators.
Step 2. Next the algorithm searches for m generators. Let us assume that so far
we have found k generators with k ≤ m. Compute the next column of the Hessenberg
matrix and check whether its first s components are a linear combination of the
generators already found. The variable s is still used to denote the length of the
shortest generator. If this is not the case, a new generator has been found and we
go from k to k + 1 generators. However, if this new column’s first s components are
a unique nonzero linear combination of the generators, then select a generator which
contributes sufficiently enough in this linear combination, preferably with smallest
possible length, and replace it by the column just computed. Consequently, we have
updated our set of generators with the purpose of finding generators with maximal
length.
Step 3. Once m generators are found, subsequent columns can be efficiently
computed. To compute a new column, compute m elements using Arnoldi. Next an
m×m linear system has to be solved to write the new column as a linear combination
of the generators. In practice, one can choose to solve an m˜×m least squares problem
with m˜ ≥ m to improve accuracy. Given the solution of this system of equations the
remaining components up to and including the sth component of the new column are
retrieved as the corresponding linear combination of the generators. The remaining
components are computed using Arnoldi. Finally, the set of generators needs to be
updated in order to obtain generators with maximal length. To establish this, we
select a generator of which the new column is sufficiently dependent and replace it by
the new column.
6. Some particular cases which are also included in the analysis. In the
literature more general cases are investigated as well. In this section we discuss unions
of structured spectra and draw some conclusions out of this w.r.t. the necessity of the
condition of having H of a particular structured form.1 Next we discuss a slightly
more general class of normal matrices, admitting a relation s(A∗) = p(A)q(A)−1 which
1Proving the necessity part is far from trivial; see [2, 1] for more information.
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will be used in the numerical experiments. Also it is shown that the class of matrices
admitting a relation of the form A∗ = p(A)q(A)−1 +R, with R a matrix of low rank,
results in a structured rank part of the associated Hessenberg matrix. Finally, we
briefly touch the class of B-normal matrices as in [22].
6.1. Perturbations and unions of structured spectra. In the previous para-
graphs we deduced the rank structure of a normal Hessenberg of which all eigenvalues
λi satisfy a relation of the form
(6.1) λ¯i = p(λi)/q(λi)
with p and q polynomials of low degree. In this section we consider the rank structure
of a normal Hessenberg for which part of the eigenvalues satisfy a relation of the form
(6.1) and the remaining part of the eigenvalues satisfy another relation of the same
form. This is easily generalizable to a union of more than two eigenvalue sets. We will
show that there is a nonneglectable impact on the matrix structure. As an example
we start with deriving the rank structure of a normal Hessenberg matrix H associated
to a normal n× n matrix A of which all but one of the eigenvalues lie on a line. We
search for an orthonormal matrix Q such that Q∗AQ = H is Hessenberg. Without
loss of generality we can replace A by a block matrix B of the form
B =
⎡
⎢⎢⎢⎣
× × × ×
× × × ×
× × × ×
× × × ×
×
⎤
⎥⎥⎥⎦,
where the subblock in the upper left corner is a normal matrix of which all eigenvalues
lie on a line. Choose a random starting vector v. From this vector we can construct
the Krylov space Kn(B,v) = span{v, Bv, . . . , Bn−1v}. One knows that if QR =
Kn(B,v) = [v, Bv, . . . , B
n−1v] with Q unitary and R an upper triangular invertible
matrix, then Q∗BQ = H is Hessenberg. Moreover, the columns of the matrix Q
satisfying this relation form an orthonormal basis of the Krylov space Kn(B,v). A
full rank matrix has a unique QR-factorization. We will exploit this below to construct
the matrix Q in a special way, which will allow us to reveal the rank structure of the
Hessenberg matrix H .
It is known that one can transform a matrix to upper triangular form by a
pyramid-shaped pattern of rotations. Hence, if we apply the following sequence of
rotations to the matrix Kn(B,v), which makes its upper left (n− 1)× (n− 1) block
upper triangular, we obtain
(6.2) S = Q˜∗Kn(B,v) =








  
⎡
⎢⎢⎢⎣
× × × × ×
× × × × ×
× × × × ×
× × × × ×
× × × × ×
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
× × × × ×
× × × ×
× × ×
× ×
× × × × ×
⎤
⎥⎥⎥⎦.
Using the fact that a normal Hessenberg matrix of which all eigenvalues lie on a line
is of tridiagonal form, it follows that
Q˜∗BQ˜ =
⎡
⎢⎢⎢⎣
× ×
× × ×
× × ×
× ×
×
⎤
⎥⎥⎥⎦.
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Next, to remove the elements in the bottom row of (6.2) and to make S upper trian-
gular, we apply rotations, of which each annihilates an element in the trailing row:
Q¯∗S =



   
⎡
⎢⎢⎢⎣
× × × × ×
× × × ×
× × ×
× ×
× × × × ×
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
× × × × ×
× × × ×
× × ×
× ×
×
⎤
⎥⎥⎥⎦.
These rotations are accumulated in an orthonormal matrix Q¯. Let Q = Q˜Q¯. We
know by construction that
Q∗BQ = Q¯∗
⎡
⎢⎢⎢⎣
× ×
× × ×
× × ×
× ×
×
⎤
⎥⎥⎥⎦ Q¯
must be of Hessenberg form. Performing this unitary similarity transformation and
using the structure of Q¯ as a succession of rotations, it follows easily that the resulting
matrix will be of structured rank form. More precisely, all subblocks above the first
superdiagonal will have rank at most one, where the last column will act as a generator
of this structure.
Using the same approach, one can, for example, derive the rank structure of
a normal Hessenberg of which all eigenvalues but one lie on a circle. By applying
rotations one finds that the last two columns of the resulting Hessenberg will generate
the part of the matrix above the first subdiagonal. Hence, every submatrix lying above
the first subdiagonal will have rank at most two.
As the reader already expects, one extra eigenvalue lying outside the curve con-
taining all other eigenvalues will in general increase the low rank structure by one.
This also implies that for a normal matrix having part of the eigenvalues lying on
some curve and part of the eigenvalues on another curve will in general have no low
rank structure, as the low rank structure grows rapidly.
To illustrate this, let B be a normal matrix with two blocks, each block capturing
eigenvalues of one curve. Then there exists an orthonormal matrix Q˜ such that
Q˜∗K(B,v) =
[
Q˜∗1
Q˜∗2
]
K(B,v) =
⎡
⎢⎣
⎤
⎥⎦.
One has to remove now the lower left block of the latter matrix by, e.g., a sequence
of rotations. One starts by a sequence of rotations Q¯1 removing the first row of the
lower left block, followed by a sequence of rotations Q¯2 removing the second row,
and so on. However, removing the lower left block will destroy the upper triangular
structure of the lower right block. Hence, an extra pyramid of rotations Q¯n+1 is needed
to restore this upper triangular shape. Let Q¯ = Q¯1Q¯2 . . . Q¯nQ¯n+1 be the product of
this sequence of rotations. Let Q = Q˜Q¯. Then Q∗BQ will be of Hessenberg form,
and the upper part will not necessary be of low rank anymore.
As an example, assume the first block of B has five eigenvalues lying on a line
and the second block of B has three eigenvalues lying on a different line. Then both
H1 and H2 are tridiagonal and
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Q¯∗1
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
× ×
× × ×
× × ×
× ×
× ×
× × ×
× ×
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
Q¯1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
× × ⊗ ⊗ ⊗
× × × ⊗ ⊗
· × × × ⊗
· · × × ⊗
· · · · × ×
· · · · × × ×
· · · · · × ×
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
where the part of the matrix denoted by ⊗ symbols will have a rank one structure.
Note that the latter matrix can have nonzero elements below the first subdiagonal;
we denote these elements by a dot. However, as Q∗BQ is Hessenberg, all elements
below the first subdiagonal will become zero in the end and we do not bother about
them. Next we apply Q¯2 and obtain
Q¯∗2Q¯
∗
1
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
× ×
× × ×
× × ×
× ×
× ×
× × ×
× ×
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
Q¯1Q¯2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
× × ⊗ ⊗ ⊗ ⊗
× × × ⊗ ⊗ ⊗
· × × × ⊗ ⊗
· · × × ⊗ ⊗
· · · · × ×
· · · · × × ×
· · · · · × ×
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
where now the part of the latter matrix denoted by ⊗ symbols has a rank (at most)
two structure. Finally, applying the last two sequences of rotations we obtain a 7× 7
Hessenberg matrix with all submatrices above the first superdiagonal having rank at
most three, i.e., we cannot guarantee anything on the rank structure anymore.
6.2. Necessary conditions for (,m)-multiple recurrence relations. In
the following we discuss some difficulties in establishing necessary conditions for re-
trieving an (,m)-multiple recurrence. For m = 0 necessary conditions are found in
[8, 9]; see also [1]. Recall that for a normal HessenbergH satisfyingH∗ = p(H)q(H)−1
the degrees of the polynomials p(·) and q(·) induce a rank structure in the Hessen-
berg matrix H , resulting in a short multiple recurrence. However, the converse is not
necessarily true, i.e., given an (,m)-multiple recurrence, it is not necessarily derived
or possible to be derived from an (,m)-normal matrix. Consider, for example, a
normal matrix with all eigenvalues but one on the real axis. For a generic starting
vector, the corresponding Hessenberg matrix will have a rank one structure above
the first superdiagonal, leading to a (2, 1)-multiple recurrence. Therefore, at first we
expect this normal Hessenberg to satisfy a relation of the form H∗ = p(H)q(H)−1
with p(·) of degree 2 and q(·) of degree 1. However, the distribution of the eigenval-
ues makes this impossible. Note that if we choose a starting vector which is in the
invariant subspace spanned by all eigenvectors with eigenvalues lying on the real axis,
the Hessenberg matrix belonging to the corresponding Krylov subspace of dimension
n − 1 will have zeros above the first superdiagonal, implying that the correspond-
ing (2, 1)-multiple recurrence reduces to a (2, 0)-multiple recurrence. Hence, in order
to establish a one-to-one correspondence between structured matrices and multiple
recurrences, we have to limit ourselves to the subclass of normal matrices inducing
the same low rank structure2 independent of the selected starting vector. We believe
2The last column of the Hessenberg matrix is strictly speaking not of interest, although it auto-
matically participates in the low rank structure if the eigenvalues λ of the Hessenberg matrix satisfy
a relation of the form λ = p(λ)/q(λ).
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that for this subclass of normal matrices (this also includes the matrices discussed in
section 6.4 below) low rank structure of the corresponding Hessenberg H is induced
by a relation of the form H∗ = p(H)q(H)−1 + R with p(·) and q(·) polynomials of
low degree and R a matrix of low rank. The influence of this additional low rank
matrix R is discussed in section 6.4 below. We have, however, not yet been able to
prove this. In this context we also refer to [1, 2], where necessary conditions were
stated for (,m)-multiple recurrences and were partially proved by the author, i.e.,
for (,m) ≤ 1.
6.3. Normal matrices A of the form s(A∗)=p(A)q(A)−1. Let Q be the
unitary matrix such that Q∗AQ = H is of Hessenberg form. Our aim is to retrieve this
unitary matrix Q in a fast way by exploiting the relation s(A∗) = p(A)q(A)−1, where
s(·), p(·), and q(·) are polynomials of low degree. One can rewrite this expression as
Q∗s(A∗)Q = s(H∗) = p(H)q(H)−1.
Hence, instead of computing the matrix H , one can compute the extended Hessenberg
matrix s(H), which we denote by H˜ . To do this, one has to compute the first t
orthonormal vectors, where t denotes the degree of s(·), using the Arnoldi recurrence
hi,i+1qi+1 = Aqi −
i∑
j=1
hijqj with hij = 〈Aqi,qj〉.
From here on, the orthonormal vectors can be computed one by one using
(6.3) h˜i,i+tqi+1 = s(A)qi −
i−1+t∑
j=1
h˜ijqj with h˜ij = 〈s(A)qi,qj〉.
Of course the recurrence (6.3) is not optimal because we did not exploit the fact that
s(H) has a low rank structure. More specifically, if we denote by  the rank of p(·)
and by m the rank of q(·), it has a rank m structure above the ( −m)th diagonal.
Therefore, we can rewrite (6.3) as
h˜i,i+tqi+1 =
i∑
j=i−m
ρijs(A)qj +
i−1+t∑
j=i−
σijqj
for some ρij , σij .
6.4. Normal matrices of the form A∗ = p(A)q(A)−1+R with R a matrix
of low rank. Assume the matrix R has rank r. Again let Q be the unitary matrix
such that Q∗AQ is a matrix of Hessenberg form. The relations A∗ = p(A)q(A)−1+R
can then be rewritten as
H∗ = p(H)q(H)−1 +Q∗RQ.
As Q∗RQ is still a matrix of rank r, the Hessenberg matrixH will have all submatrices
above the (−m)th diagonal of rank at mostm+ r. Hence, one obtains the recurrence
relation
qj+1 =
j∑
i=j−r−m
ρj,iAqi −
j∑
i=j−r−
σj,iqi
for some ρj,i, σj,i.
The reader also might want to see [3], where the specific case A − A∗ = R, with
R a matrix of low rank, is closely investigated.
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6.5. B-normal matrices. In [22] one considers B-normal matrices instead of
normal matrices. In this paragraph we show that the theory above can be easily
extended to B-normal matrices.
A matrix A is called B-normal, with B a positive definite matrix, if AA† = A†A,
where A† = B−1A∗B. Also, we call the matrix A, B-normal(,m) if there exists
polynomials p and q of degree  and m, respectively, such that
(6.4) A† = p(A)q(A)−1.
Suppose we apply Arnoldi on the matrix A in order to retrieve a B-orthonormal
basis Q. Then we obtain a Hessenberg matrix H = Q−1AQ with Q∗BQ = I. There-
fore, H† = B−1H∗B = B−1Q∗A∗BQB = B−1Q−1B−1A∗BQB = (QB)−1A†(QB).
Hence, the relation (6.4) implies (QB)H†(QB)−1 = Q(p(H)q(H)−1)Q−1, or H∗ =
p(H)q(H)−1, which is our familiar relation. Hence, we are free to replace in all theo-
rems above the word “normal” by “B-normal,” where in the Arnoldi method we have
to use the inner product 〈x, y〉 = y∗Bx.
7. Numerical experiments. In this section some numerical experiments are
discussed. All experiments were performed in MATLAB 7.14 (R2012a) on two hexa-
core Intel Xeon E5645 CPUs with 48 GB RAM. In this paper the focus is not on the
stability of the algorithm, but rather on the theoretical aspects which reveal the rank
structure of a normal Hessenberg matrix and on exploiting this rank structure to ob-
tain a short recurrence which will save us computing time with respect to the Arnoldi
method. In the class of matrices A satisfying a relation of the form A∗ = p(A)q(A)−1,
p(·), q(·) polynomials, the two cases of practical interest are unitary and shifted uni-
tary matrices [21]. In this context the isometric Arnoldi algorithm [14, 15, 20, 32] is
introduced and compared with classical Arnoldi and our algorithm.
Furthermore, numerical results are shown for an example like the one discussed
in section 6.3, revealing the numerical difficulties introduced by the use of multiple
recurrences when the rank structured part consists of submatrices with a rank higher
than one. One might, for instance, already wonder whether the chosen representation
with generators to store the rank structured part of the Hessenberg matrix is a good
numerically reliable choice [28].
Note that in all experiments we assume to know which type of structured matrix
we are dealing with, i.e., the rank structure is known, which is necessary for the
application of our algorithm.
In the first experiment we consider a randomly generated unitary matrix. Let
Qk be the matrix having the computed vectors qi with i = 1, . . . , k as columns.
Figure 6(a) plots the quotient of the largest singular value of Qk divided by the small-
est singular value of Qk versus step k, for a unitary matrix of order 100. This scalar
can be considered as a measure of orthogonality. We conclude that exploiting the
rank structure in this case has no significant negative influence on the orthogonality.
For the specific case of unitary matrices, the isometric Arnoldi algorithm can be
used. The rank one structure of the corresponding Hessenberg matrix is indirectly
exploited, as the latter implies that the corresponding Hessenberg matrix is a product
of rotations, giving rise to the coupled two-term recurrence relation [20]
q0 = v/||v||, q˜0 = q0,
qj+1 = σ
−1
j (Uqj + γjq˜j),
q˜j+1 = σj q˜j + γ¯jqj+1,
with γj = −〈Uqj , q˜j〉, σj = ((1− |γj |)(1 + |γj |))1/2, U unitary, and v ∈ C.
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Fig. 6. Numerical results on accuracy and speed for unitary matrices.
Figure 6(b) plots the average execution time for the first 350 iterations of a
randomly generated unitary matrix of order 1000. Exploiting the rank structure
allows us to gain a factor two in speed with respect to Arnoldi. However, in this case
the isometric Arnoldi algorithm is in favor regarding complexity.
As the rank of the rank structured part grows higher, the complexity of our
algorithm also increases, as each iteration step requires solving an m × m linear
system with m the rank of the rank structured part.
There are also some advantages in memory storage with respect to the Arnoldi
algorithm. First of all, the storage of the Hessenberg matrix H can be made more
efficient by storing the low rank part as linear combinations of the generators. Second,
if the application does not demand to return the matrix Q, only part of the orthonor-
mal vectors need to be stored. More precisely, theoretically m + 1 + k (with m the
rank of the rank structured part) of the previous orthonormal vectors together with
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the generators; need to be stored. The number k is variable during execution and
depends on the length of the generators; the longer the generators, the smaller k. If
one chooses for numerical reasons to compute t > m inner products to retrieve a new
orthonormal vector, t+1+k of the previously computed orthonormal vectors need to
be stored in order to compute the next orthonormal vector, whereas Arnoldi needs all
previously computed orthonormal vectors in order to retrieve the next orthonormal
vector.
As a second example we consider a normal matrix of which the eigenvalues lie
on a circle whose midpoint is not located in the origin, i.e., a shifted unitary matrix
αU+βI with U unitary, α and β constants. The eigenvalues are randomly distributed
on the circle. Figure 7 shows that exploiting the rank structure does not result in a
loss of orthonormality compared to modified Arnoldi. We plotted only the first 30
iterations, as after 30 iterations the orthonormality deteriorates significantly, both for
our algorithm and for Arnoldi. However, if we assume that the constants α and β are
known, the isometric Arnoldi algorithm can be applied, using the observation that
Kk(A,v) = Kk(U,v),
v ∈ Cn, A = αU + βI, U unitary. As is shown in Figure 7, the isometric Arnoldi
algorithm is able to maintain orthogonality longer. Note that for the appliciation of
our algorithm the constants α and β should not be known.
Finally, we consider a normal matrix of order 156 of which the eigenvalues λ satisfy
the equation λ¯2 − 1 = 1/(λ2 − 1). This implies that the square of the correspond-
ing Hessenberg matrix will have a rank two structure. The algorithm of section 5 is
adapted to deal with matrices from section 6.3. Figure 8(b) shows that orthonormality
is preserved only during the first 20 iterations, whereas Arnoldi holds orthonormality
for at least 50 iterations. Theoretically we have a structured rank part of rank two;
however, numerically a strongly dominant rank one part can be seen. As a conse-
quence, the upper structured rank part is not easily retrieved. Setting the thresholds
to strict for updating generators does not update one of the generators and ends thus
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Fig. 7. Numerical results for a shifted unitary matrix of order 125.
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Fig. 8. Numerical results for a normal matrix of order 156 of which the square of the adjoint
is a rational function of low degree in the matrix.
in a complexity comparable to Arnoldi. On the other hand, loosening the threshold
for generator updating quickly results in a loss of accuracy, as seen in Figure 8(b).
8. Conclusions. An alternative manner of deriving multiple recurrences was
presented. Instead of classically deducing the recurrences based on inner products
and subspace relations, focus was on the (rank) structure of the associated Hessenberg
matrix. We proved that for standard Krylov subspaces stemming from structured
normal matrices, the Hessenberg matrix was of highly structured form, enabling the
design of multiple recurrences.
The research proposed here imposes some natural questions. Is it possible to rely
solely on the matrix structure to prove its necessity for retrieving multiple recurrences?
Is it feasible to design a numerical reliable algorithm exploiting the low rank parts
to save in computational resources? It is clear from our experience and the numer-
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ical experiments that a straightforward implementation is certainly not sufficient to
retrieve reliable orthogonal vectors. We suspect that the latter may be substantially
improved by heuristically selecting a well-conditioned submatrix of the generator ma-
trix for computing the next orthogonal vector. One such heuristic is provided by the
adaptive cross-approximation algorithm [13], which attempts to select a set of rows
such that the resulting submatrix approaches one of maximal volume.
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