Let r ≥ 2 be a fixed integer. For infinitely many n, let k = (k 1 , . . . , k n ) be a vector of nonnegative integers such that their sum M is divisible by r. We present an asymptotic enumeration formula for simple r-uniform hypergraphs with degree sequence k. (Here "simple" means no loops and no repeated edges.) Our formula holds whenever the maximum degree k max satisfies k 2+η max = o(M ), where η = 1 if r ∈ {3, 4, 5, 6} and η = 0 otherwise.
Introduction
Hypergraphs are combinatorial structures which can model very general relational systems, including some real-world networks [3, 5, 7] . Formally, a hypergraph or a set system is defined as a pair (V, E), where V is a finite set and E is a multiset of multisubsets of V . (We refer to elements of E as edges.) Note that under this definition, a hypergraph may contain repeated edges and an edge may contain repeated vertices.
Any 2-element multisubset of an edge e ∈ E is called a link in e. If a vertex v has multiplicity at least 2 in the edge e, we say that v is a loop in e. (So every loop in e is also a link in e.) The multiplicity of a link {x, y} is the number of edges in E which contain {x, y} (counting multiplicities).
We will say that a hypergraph is weakly simple if it has no loops and no repeated edges. Here it is possible that distinct edges may have more than one vertex in common. A hypergraph is said to be strongly simple if it has no loops and each pair of distinct edges intersect in at most one vertex. Both of these definitions have appeared in the literature as definitions for "simple hypergraphs". For example, weakly simple hypergraphs were studied in [1, 2] , while strongly simple hypergraphs were considered in [4, 8] .
In this paper we consider weakly simple hypergraphs, which we refer to from now on as simple.
Let r be a fixed positive integer. We say that the hypergraph (V, E) is r-uniform if each edge e ∈ E contains exactly r vertices (counting multiplicities). Uniform hypergraphs are a particular focus of study, not least because a 2-uniform hypergraph is precisely a graph. We seek an asymptotic enumeration formula for the number of r-uniform simple hypergraphs with a given degree sequence, when the maximum degree is not too large (the sparse range).
To state our result precisely, we need some definitions. Let k i,n be a nonnegative integer for all pairs (i, n) of integers which satisfy 1 ≤ i ≤ n. Then for each n ≥ 1, let k = k(n) = (k 1,n , . . . , k n,n ). We usually write k i instead of k i,n . Define M = n i=1 k i . We assume that M is divisible by r for an infinite number of values of n, and tacitly restrict ourselves to such n.
We write (a) m to denote the falling factorial a(a − 1) · · · (a − m + 1), for integers a and m. For each positive integer t,
Let H r (k) be the set of (weakly) simple r-uniform hypergraphs on the vertex set {1, 2, . . . , n} with degrees given by k = (k 1 , . . . , k n ). Define
Our main theorem is the following. Theorem 1.1. Suppose that n → ∞, M → ∞ and that k max satisfies k max ≥ 2 and k
It may be that the O(k 3 max /M) error term can be reduced to O(k 2 max /M) for some values of r ∈ {3, 4, 5, 6}, possibly for r ≥ 4.
The corresponding asymptotic enumeration formula for strongly simple hypergraphs will be presented in a future paper.
As a corollary, we immediately obtain the corresponding formula for regular hypergraphs. Let H r (k, n) denote the set of all k-regular r-uniform hypergraphs on the vertex set {1, . . . , n}, where k ≥ 2 is an integer, which may be a function of n. Corollary 1.2. Suppose that n → ∞ and that k satisfies k ≥ 2 and
History
In the case of graphs, the best asymptotic formula in the sparse range is given by McKay and Wormald [13] . See that paper for further history of the problem. Note that their formula has a similar form to ours, but with many more term in the exponential factor. This is due to the fact that it is harder to avoid creating a repeated edge with a switching when r = 2. (These extra terms will also appear in the asymptotic enumeration of strongly simple hypergraphs which, as mentioned above, will be presented in a future paper.)
The dense range for r = 2 was treated in [11, 12] , but there is a gap between these two ranges in which nothing is known.
An early result in the asymptotic enumeration of hypergraphs was given by Cooper et al. [1] , who considered simple k-regular hypergraphs when k = O(1). Very recently Dudek et al. [2] proved an asymptotic formula for (weakly) simple k-regular hypergraphs graphs with k = o(n 1/2 ). A restatement of their result in our notation is the following:
Let H(r, k) denote the set of all (weakly) simple k-regular r-uniform hypergraphs on the vertex set {1, . . . , n}. For every
Note that the factor outside the exponential part matches ours (see Corollary 1.2), and that the exponential part of their formula can be rewritten as
This relative error is only o(1) when k 2 = o(n). The relative error from Corollary 1.2 is certainly o(1) when k 2 = o(n), but for r ≥ 7 is also o(1) when the less restrictive condition
For an asymptotic formula for the number of dense (weakly) simple r-uniform hypergraphs with a given degree sequence, see [9] .
The model, some early results and a plan of the proof
We work in a generalisation of the configuration model. Let B 1 , B 2 , . . . , B n be disjoint sets, which we call cells, and define B = n i=0 B i . Elements of B are called points. Assume that cell B i contains exactly k i points, for i = 1, . . . , n. We assume that there is a fixed ordering on the M points of B.
Denote by Λ r (k) the set of all unordered partitions Q = {U 1 , . . . , U M/r } of B into M/r parts, where each part has exactly r points. Then
Each partition Q ∈ Λ r (k) defines a hypergraph G(Q) on the vertex set {1, . . . , n} in a natural way: vertex i corresponds to the cell B i , and each part U ∈ Q gives rise to an edge e U such that the multiplicity of vertex i in e U equals |U ∩ B i |, for i = 1, . . . , n. Then G(Q) is an r-uniform hypergraph with degree sequence k.
Similarly, any two points in a part U is called a link of U. The edge e U has a loop at i if and only if |U ∩ B i | ≥ 2. In this case, each pair of distinct points in U ∩ B i is called a loop in U.
We reserve the letters e, f for edges in a hypergraph, and use U, W for parts in a partition Q (that is, in the configuration model). Now we will consider random partitions. Each hypergraph in H r (k) corresponds to
Hence, when Q ∈ Λ r (k) is chosen uniformly at random, conditioned on G(Q) being simple, the probability distribution of G(Q) is uniform over Λ r (k). Let P r (k) denote the probability that a partition Q ∈ Λ r (k) chosen uniformly at random is simple. Then
Hence it suffices to show that P r (k) equals the exponential factor in the statement of Theorem 1.1. As a first step, we identify several events which have probability O(k 2 max /M) in the uniform probability space over Λ r (k).
The following easy fact will be used repeatedly. If c is a fixed positive integer and U 1 , . . . , U c are fixed, disjoint r-subsets of the set of points B, then the probability that a uniformly random Q ∈ Λ r (k) contains the parts {U 1 , . . . , U c } is
The multiplicity of a link in Q is defined to be multiplicity of the corresponding link (pair of vertices) in G(Q). (Recall that this equals the number of edges containing the link, counting multiplicities.) Denote the number of edges in a hypergraph G by h(G) (counting multiplicities) and for a given edge e in G, let µ G (e) denote the multiplicity of the edge e in G. Let N = max{⌈log M⌉, ⌈9(r − 1)M 2 /M⌉}.
Now define Λ
+ r (k) to be the set of partitions Q ∈ Λ r (k) which satisfy the following properties:
(ii) For each part U ∈ Q there is at most one i ∈ {1, . . . , n} with |U ∩ B i | = 2.
(iii) There are at most N parts which contain loops.
(iv) If r ≥ 7 then there is no 3-tuple of distinct parts (U 1 , U 2 , U 3 ) such that the corresponding 3-tuple of edges (e 1 , e 2 , e 3 ) of G(Q) has the following properties:
• e 1 has a loop at some vertex x which belongs to e 2 \ e 3 , and
• there are r − 1 vertices in e 2 ∩ e 3 , counting multiplicities (so x is the unique vertex in e 2 \ e 3 ).
(v) If r ≥ 7 then there is no 4-tuple of distinct parts (U 1 , U 2 , U 3 , U 4 ) such that the corresponding 4-tuple of edges (e 1 , e 2 , e 3 , e 4 ) of G(Q) has the following properties:
• e 1 has a loop at some vertex x such that x ∈ e 2 ∩ e 3 and x ∈ e 4 , and
• there are r − 2 vertices in e 1 ∩ e 4 , counting multiplicities (so that the only vertex in e 1 \ e 4 is the loop vertex x).
(vi) If r ≥ 7 then there is no 4-tuple of distinct parts (U 1 , U 2 , U 3 , U 4 ) such that the corresponding 4-tuple of edges (e 1 , e 2 , e 3 , e 4 ) of G(Q) have the following properties:
• there are r − 1 vertices in e 1 ∩ e 2 , counting multiplicities,
• the unique vertex in e 1 \ e 2 also belongs to e 3 , and
• the unique vertex in e 2 \ e 1 also belongs to e 4 .
The first three properties above are fairly natural, while the last three properties relate to specific structures which give rise to higher error bounds (as we will see in the proof of Lemma 2.2).
Lemma 1.4. Under the assumptions of Theorem 1.1, we have
Proof. Consider Q ∈ Λ r (k) chosen uniformly at random.
(i) The expected number of parts in Q which contain three or more points from the same cell is
(ii) Similarly, the expected number of parts in Q which contain two loops (where each loop is from a distinct cell) is
(iii) Let ℓ = N + 1. We bound the expected number of sets {U 1 , . . . , U ℓ } of ℓ parts which each contain a loop. Given (U 1 , . . . , U i−1 ), there are at most M 2 M r−2 /(2(r − 2)!) choices for 
(iv) Suppose that r ≥ 7. There are at most O(M 3 M r−1 2 M r−1 ) ways to choose the points of (U 1 , U 2 , U 3 ) satisfying the given conditions. For each such 3-tuple of parts, the probability that Q contains these three parts is O(M −3(r−1) ), by (1.2). Hence the expected number of
(Indeed, this bound holds for r ≥ 5 using only the assumption that k
(v) Arguing as above, using (1.2), the expected number of 4-tuples of parts (U 1 , U 2 , U 3 , U 4 ) with the given property is
(vi) Using (1.2) and arguing as above, when r ≥ 7 the expected number of 4-tuples of this form is
In Section 2 we will calculate |Λ + r (k)| by analysing switchings which remove one loop from a given partition.
The switchings
For a given nonnegative integer ℓ, let C ℓ be the set of partitions Q ∈ Λ + r (k) with exactly ℓ loops. It follows from Lemma 1.4 that
We estimate this sum using a switching designed to remove loops.
An ℓ-switching in a partition Q is specified by a 4-tuple (x 1 , x 2 , y 1 , y 2 ) of points where x 1 belongs to the part U, and y j belongs to the part W j for j = 1, 2, such that:
• U, W 1 and W 2 are distinct parts of Q, and
The ℓ-switching maps Q to the partition Q ′ defined by
where
This operation is illustrated in Figure 1 . It is the same operation used by Dudek et al. [2] , but we will use it under slightly stricter conditions than they do (see below).
Figure 1: An ℓ-switching
Let e be the edge of G(Q) corresponding to U, and let f j be the edge of G(Q) corresponding to W j , for j = 1, 2. Similarly, let e be the edge of G(Q ′ ) corresponding to U, and let f j be the edge of G(Q ′ ) corresponding to W j for j = 1, 2. Suppose that Q ∈ C ℓ . Then Q ′ ∈ C ℓ−1 if the following conditions hold:
(II) the new edges e, f 1 and f 2 do not equal any edge of
If one of these conditions fails then the 4-tuple (x 1 , x 2 , y 1 , y 2 ) is said to be illegal.
Note that we insist that the only repeated vertex in e, f 1 , f 2 is the known loop within e. This is where our switching operation differs from Dudek et al. [2] , who allow |f 1 ∩ f 2 | to contain up to r − 2 vertices.
A reverse ℓ-switching in a given partition Q ′ is the reverse of an ℓ-switching. It is described by a 4-tuple (x 1 , x 2 , y 1 , y 2 ) of points, where W j is the part of Q ′ containing x j , for j = 1, 2, and y 1 , y 2 are distinct points in the part U of Q ′ , such that
• U , W 1 and W 2 are distinct parts of Q ′ ,
• x 1 and x 2 belong to the same cell.
This reverse ℓ-switching acting on Q ′ produces the partition Q defined by (2.2), as depicted in Figure 1 by following the arrow in reverse. The conditions for a legal reverse ℓ-switching are:
(II ′ ) the new edges e, f 1 and f 2 are not equal to any edge of G(Q) \ {e,
The following summation lemma proved in [6] will be used in our analysis, and for completeness we state it here. 
Suppose that there exists a real numberĉ with 0 <ĉ < 1 3 such that max{A/N, |C|} ≤ĉ for all
. Define n 0 , . . . , n N by n 0 = 1 and
Lemma 2.2. Under the conditions of Theorem 1.1 we have
Proof. Let ℓ ∈ {1, . . . , N} be such that C ℓ−1 = ∅, and let Q ∈ C ℓ be given. We count the number of 4-tuples (x 1 , x 2 , y 1 , y 2 ) which give a legal ℓ-switching from Q. There are 2ℓ ways to choose a point x 1 contained in a loop, and then at most (M − rℓ) 2 ways to choose (y 1 , y 2 ), avoiding points which lie in parts containing loops. Hence there are at most
4-tuples which give legal ℓ-switchings in Q.
From this upper bound, we must subtract the number of illegal 4-tuples. If condition (I) fails then there is an unwanted vertex coincidence. There are at most O(ℓk max M) such 4-tuples (x 1 , x 2 , y 1 , y 2 ). If condition (II) fails then one of the edges e, f 1 , f 2 is an edge of G(Q). If e is an edge of G(Q) then it shares r −2 vertices with e, and intersects each of f 1 , f 2 in one vertex each. Hence there are at most O(ℓk 3 max ) possibilities for 4-tuples (x 1 , x 2 , y 1 , y 2 ) which fail condition (II) because e ∈ G(Q).
Next, if f 1 is an edge of G(Q) then it shares r−1 vertices with f 1 , and shares its remaining vertex, x with e. Since e has a loop at x, we see that (U, W 1 , W 1 ) is a 3-tuple of parts of the kind considered in Lemma 1.4 (iv). Hence when r ≥ 7 it is not possible for f j to be an edge of G(Q), for j = 1, 2. When r ∈ {3, 4, 5, 6} we observe that there are O(ℓk 2 max M) choices for (x 1 , x 2 , y 1 , y 2 ) for which condition (II) fails because f j ∈ G(Q).
Combining these contributions, we find that there are
4-tuples (x 1 , x 2 , y 1 , y 2 ) which give a legal ℓ-switching from Q. (That is, the lower bound matches the upper bound, within the accuracy afforded by the error term.) We remark that the k 2 max /M term here can be replaced by k max /M when r = 5, 6, but for simplicity of presentation we leave the larger bound in place, since it will arise in later calculations.
Next, suppose that Q ′ ∈ C ℓ−1 . We count the number of 4-tuples (x 1 , x 2 , y 1 , y 2 ) which give a legal reverse ℓ-switching from Q ′ . There are at most M 2 ways to choose (x 1 , x 2 ), then there are at most M ways to choose y 1 and at most r − 1 ways to choose y 2 ∈ U 1 \ {y 1 }. Hence there are at most (r − 1) M 2 M legal 4-tuples for Q ′ .
From this we must subtract choices which lead to illegal 4-tuples. There are at most O(k max M 2 ) 4-tuples which fail condition (I ′ ). Next, suppose that condition (II ′ ) fails. Then one of the edges e, f 1 , f 2 belongs to G(Q ′ ). If e ∈ G(Q ′ ) then e shares r − 2 of its vertices with e, and e \ e equals the loop at the vertex x, where x also belongs to f 1 and f 2 . It follows that (U, W 1 , W 2 , U ) is a 4-tuple of parts of the kind considered in Lemma 1.4 (v). Therefore, this case cannot arise if r ≥ 7. If r ∈ {3, 4, 5, 6} then we use the bound O(k Now (e/8) N ≤ (e/8) log M ≤ M −1 , and as the sum we are estimating is at least equal to 1, this additive error term is covered by the error term inside the exponential. Theorem 1.1 now follows immediately, by combining (2.1) and Lemma 2.2.
