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Abstract In this paper, we propose two parallel extragradient - viscosity methods for find-
ing a particular element in the common solution set of a system of equilibrium problems
and finitely many fixed point problems. This particular point is the unique solution of a vari-
ational inequality problem on the common solution set. The main idea of the paper is to
combine three methods including the extragradient method, the Mann iteration method, the
hybrid steepest-descent method with the parallel splitting-up technique to design the algo-
rithms which improve the performance over some existing methods. The strongly convergent
theorems are established under the widely used assumptions for equilibrium bifunctions.
Keywords Equilibrium problem, Fixed point problem, Extragradient method, Hybrid
method, Parallel computation
1 Introduction
Let C be a nonempty closed convex subset of a real Hilbert space H. Let f : C×C → ℜ be
a bifunction. The equilibrium problem (EP) for f on C is to find x∗ ∈C such that
f (x∗,y)≥ 0, ∀y ∈C. (1)
The solution set of EP (1) is denoted by EP( f ,C). Mathematically, EP is a generalization of
many mathematical models including variational inequality problems (VIP), optimization
problems and fixed point problems (FPP), nonlinear and linear complemetarity problems,
vector minimization problems and Nash equilibria problems, see for instance [5,9,16,17].
Due to this reason, EP has been recieved a lot of attention by many authors. Some notable
methods for studying and solving EPs are the proximal point method [16,24], the splitting
proximal method [22], the extragradient method and the Armijo linesearch method [23], the
gradient-like projection method [15], the hybrid extragradient method [1,10], the extragra-
dient - viscosity method [25].
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Let S : C → C be a mapping. Let us denote Fix(S) by the fixed point set of S, i.e.,
Fix(S) = {x ∈C : x = S(x)}. The problem of finding a common element of the fixed point
set of a mapping and the solution set of an equilibrium problem is a task arising in various
fields of applicable mathematics, sciences, engineering and economy, for example [9]. In
[10], the authors presented a model which comes from Nash-Cournot model [9] for finding
a point in the solution set EP( f ,C)∩Fix(S). As a further extension, in this paper we consider
the following common solution problem.
Problem 1 Find an element x∗ ∈Ω := (∩i∈IEP( fi,C))⋂(∩ j∈JFix(S j)), where fi : C×C→
ℜ, i ∈ I = {1,2, . . . ,N} are bifunctions and S j : C→C, j ∈ J = {1,2, . . . ,M} are mappings.
In recent years, the problem of finding a common solution of EPs and/or VIPs and FPPs
has been widely and intensively studied by many authors, for example [6,2,3,4,7,8,11,10,
12,14]. Problem 1 includes many previously considered problems. When S j = I for all j,
Problem 1 becomes the problem of finding a common solution to EPs which was introduced
and studied by Combettes and Hirstoaga in [6]. Using the resolvent of a bifunction, the au-
thors proposed a general block-iterative algorithm for finding a common solution of EPs.
A special case of this problem is the common solutions to variational inequalities problem
(CSVIP) mentioned and analyzed intensively in [8] where the authors proposed an algorithm
for CSVIP which combines the extragradient method [18] with the hybrid (outer approxi-
mation) method. In a very recent work [10], Problem 1 has been studied and analyzed in
the case M, N > 1, the authors in [10] proposed some parallel hybrid extragradient methods
which combine the extended extragradient method [23], the Mann or Halpern iterations, the
parallel splitting-up technique [11] and the outer approximation method (hybrid method). A
notable problem in these algorithms is that at each iteration we must construct two closed
convex subsets Cn, Qn of the feasible set C and compute the next approximation being the
projection of the starting point x0 on the intersection Cn∩Qn. These can be costly and affect
the efficiency of the used method.
On the other hand, for finding a particular solution of Problem 1 when M = N = 1,
Mainge´ and Moudafi [21] introduced the variational inequality problem: Find x∗ ∈EP( f ,C)∩
Fix(S) such that
〈F(x∗),y− x∗〉 ≥ 0, ∀y ∈ EP( f ,C)∩Fix(S), (2)
where F : C → H is η - strongly monotone and L - Lipschitz continuous, i.e., there two
positive constants η and L such that, for all x, y ∈C,
〈F(x)−F(y),x− y〉 ≥ η ||x− y||2,
||F(x)−F(y)|| ≤ L||x− y||.
Using the proximal point method for EP and the hybrid steepest - descent method introduced
by Yamada and Ogura in [26], Mainge´ and Moudafi [21] proposed the following iterative
method for VIP (2): Choose x0 ∈C and{
zn ∈C such that f (zn,y)+ 1rn 〈y− zn,zn− xn〉 ≥ 0, ∀y ∈C,
xn+1 = (1−w)tn +wStn with tn = zn−αnFzn,
(3)
where w, rn, αn are suitable parameters. Recently, with the same idea, Vuong et al. [25] have
replaced the proximal point method by the extragradient method [1,23] for computing zn in
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(3) and proposed the following extragradient - viscosity method for VIP (2): Choose x0 ∈C
and 
yn = argmin{ρ f (xn,y)+ 12 ||xn− y||2 : y ∈C},
zn = argmin{ρ f (yn,y)+ 12 ||xn− y||2 : y ∈C},
xn+1 = (1−w)tn +wStn with tn = zn−αnFzn,
(4)
where w, ρ , αn are suitable parameters. The advantage of using the viscosity method is that
it gives us strongly convergent algorithms which have more simple and elegant structures.
In this paper, motivated and inspired by the results in [10,25,21], we propose two paral-
lel algorithms for Problem 1 which do not require constructing two set Cn, Qn and computing
the projection onto their intersection per each iteration as in [10]. As the idea of Mainge´ and
Moudafi [21], Vuong et al. [25], we also find a particular solution x∗ of Problem 1 which
satisfies the following variational inequality problem:
〈F(x∗),y− x∗〉 ≥ 0, ∀y ∈Ω , (5)
where F : C → H is η - strongly monotone and L - Lipschitz continuous. Let us denote
VIP(F,Ω ) by the solution set of VIP (5). Note that if F(x) = x−u with u being a suggested
point in H then VIP (5) reduces to the problem of finding an element x∗ ∈ Ω which is the
best approximation of u, i.e., x∗ = PΩ (u). Firstly, using the extragradient method, we find
semultaneously intermediate approximations for each equilibrium problems in the family.
After that, among obtained approximations, the furthest one from the previous iterate is
chosen. Based on this element, we compute in parallel other intermediate iterates for fixed
point problems in this family. Similarly, we defined the next iterate and obtain the first
algorithm. Next, as an improvement of finding furthest approximations in the first algorithm,
we use convex combinations of component intermediate approximations and propose the
second parallel algorithm. In our numerical experiments, with the first way, we see that the
obtained algorithm seems to be more effective than the second one and hybrid methods
proposed in [10]. Some advantages of this performance in comparing with that of cyclic
methods, specially when the numbers of subproblems N, M are large, can be found in [3,4,
10,13] and several references therein.
This paper is organized as follows: In Sec. 2 we recall some definitions and preliminary
results for the further use. Sec. 3 deals with proposing the algorithms and proving their
convergence. Finally, in Sec. 4 we present a numerical example to illustrate the convergence
of our algorithms and compare them with the parallel hybrid method in [10].
2 Preliminaries
Let C be a nonempty closed convex subset of a real Hilbert space H. We begin with some
definitions and properties of a demicontractive mapping.
Definition 2.1 A mapping S : C →C is called:
(i) nonexpansive if ||S(x)−S(y)|| ≤ ||x− y|| for all x, y ∈C.
(ii) quasi-nonexpansive if Fix(S) 6= /0 and
||S(x)− x∗|| ≤ ||x− x∗||, ∀x∗ ∈ Fix(S), ∀x ∈C.
(iii) β - demicontractive if Fix(S) 6= /0, and there exists β ∈ [0,1) such that
||S(x)− x∗||2 ≤ ||x− x∗||2 +β ||x−S(x)||2, ∀x∗ ∈ Fix(S), ∀x ∈C.
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(iv) demiclosed at zero if, for each sequence {xn} ⊂C, xn ⇀ x, and ||S(xn)− xn|| → 0 then
S(x) = x.
From the definitions above, we see that (i) =⇒ (ii) =⇒ (iii). It is well-known that each
nonexpansive mapping is demiclosed at zero. Problem 1 was considered in [10] for nonex-
pansive mappings. In this paper, for more flexibility, we consider the mappings S j, j ∈ J
being demicontractive. We have the following result for a demicontractive mapping.
Lemma 2.1 [20, Remark 4.2] Assume that S : C → C be a β - demicontractive mapping
such that Fix(S) 6= /0. Then
(i) Sw = (1−w)I +wS is a quasi-nonexpensive mapping over C for every w ∈ [0,1−κ ].
Furthermore
||Swx− x∗|| ≤ ||x− x∗||2−w(1−β −w)||Sx− x||2, ∀x∗ ∈ Fix(S), ∀x ∈C.
(ii) Fix(S) is closed and convex.
Next, we present some concepts of the monotonicity of a bifunction.
Definition 2.2 [5] A bifunction f : C×C →ℜ is said to be
(i) monotone on C if
f (x,y)+ f (y,x)≤ 0, ∀x,y ∈C;
(ii) pseudomonotone on C if
f (x,y)≥ 0 =⇒ f (y,x)≤ 0, ∀x,y ∈C;
(iii) Lipschitz-type continuous on C if there exist two positive constants c1,c2 such that
f (x,y)+ f (y,z)≥ f (x,z)− c1||x− y||2− c2||y− z||2, ∀x,y,z ∈C.
We have the following result about the operator F mentioned in Section 1.
Lemma 2.2 (cf. [26, Lemma 3.1]) Suppose that F : C → H is η - strongly monotone and L
- Lipschitz continuous operator. By using arbitrarily fixed µ ∈
(
0, 2ηL2
)
. Define the mapping
G : C → H by
Gµ (x) = (I−µF)x, x ∈C.
Then
(i) Gµ is strictly contractive over C with the contractive constant
√
1−µ(2η −µL2).
(ii) For all ν ∈ (0,µ),
||Gν(y)− x|| ≤
(
1− ντµ
)
||y− x||+ν ||F(x)||,
where τ = 1−
√
1−µ(2η −µL2) ∈ (0,1).
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Proof (i) From the definition of Gµ , the η - strong monotonicity and L - Lipschitz continuity
of F , we obtain
||Gµ (x)−Gµ (y)||2 = ||(x− y)−µ(F(x)−F(y))||2
= ||x− y||2−2µ 〈x− y,F(x)−F(y)〉+µ2||F(x)−F(y)||2
≤ ||x− y||2−2µη ||x− y||2 +µ2L||x− y||2
= (1−µ(2η−µL))||x− y||2.
This yields the desired conclusion. Next, we prove claim (ii) in this lemma. From the defition
of G, we have
||Gν (y)− x|| = ||(y−νF(y))− (x−νF(x))−νF(x)||
≤ ||(y−νF(y))− (x−νF(x)) ||+ν ||F(x)||
= ||
(
1− νµ
)
(y− x)+
ν
µ [(y−µF(y))− (x−µF(x))] ||+ν ||F(x)||
= ||
(
1−
ν
µ
)
(y− x)+
ν
µ [G
µ (y)−Gµ (x)] ||+ν ||F(x)||
≤
(
1− νµ
)
||y− x||+
ν
µ
√
1−µ(2η −µL2)||y− x||+ν ||F(x)||
=
(
1− ντµ
)
||y− x||+ν ||F(x)||.
Lemma 2.2 is proved.
Finally, we have the following technical lemma.
Lemma 2.3 [20, Remark 4.4] Let {εn} be a sequence of non-negative real numbers. Sup-
pose that for any integer m, there exists an integer p such that p≥ m and εp ≤ εp+1. Let n0
be an integer such that εn0 ≤ εn0+1 and define, for all integer n≥ n0,
τ(n) = max{k ∈ N : n0 ≤ k ≤ n, εk ≤ εk+1} .
Then 0≤ εn ≤ ετ(n)+1 for all n≥ n0. Furthermore, the sequence {τ(n)}n≥n0 is non-decreasing
and tends to +∞ as n→ ∞.
3 Main results
In this section, we propose two parallel algorithms for finding a solution of Problem 1 and
prove their convergence. The first algorithm is designed as follows.
Algorithm 3.1 Initialization. Choose x0 ∈C. The parameters ρ , αn, β jn satisfy Condition
3 below.
Step 1. Find semultaneously approximations yin, i ∈ I,
yin = argmin{ρ fi(xn,y)+
1
2
||xn− y||2 : y ∈C}.
Step 2. Find semultaneously approximations zin, i ∈ I,
zin = argmin{ρ fi(yin,y)+
1
2
||xn− y||2 : y ∈C}.
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Step 3. Compute semultaneously approximations u jn, j ∈ J,
u jn = (1−β jn )tn +β jn S jtn,
where tn = z¯n−αnF(z¯n) and z¯n = argmax{||zin− xn|| : i ∈ I}.
Step 4. Pick xn+1 = argmax{||u jn− tn|| : j ∈ J}. Set n = n+1 and go back Step 1.
Remark 3.1 The intermediate approximation z¯n in Step 3 of Algorithm 3.1 is the furthest
element from xn among all ones zin, i ∈ I and the next iterate xn+1 in Step 4 is the furthest
element from tn among all approximations u jn, j ∈ J.
Throughout this paper, from the definitions of z¯n and xn+1 in Algorithm 3.1, we denote in ∈ I
and jn ∈ J by the indices such that z¯n = zinn and xn+1 = u jnn . For the sake of simplicity, we
also write y¯n := yinn . In order to establish the convergence of Algorithm 3.1, we install the
following conditions for the bifunctions fi, the mappings S j and the control parameters ρ ,
αn and βn.
Condition 1
A1. fi is pseudomonotone on C and f (x,x) = 0 for all x ∈C;
A2. fi is Lipschitz-type continuous on C with the constants c1,c2;
A3. limsupn→∞ fi(xn,y)≤ f (x,y) for each sequence {xn} converging weakly to x.
A4. fi(x, .) is convex and subdifferentiable on C for every fixed x ∈C.
Condition 2
B1. S j is β - demicontractive on C, where β ∈ [0,1);
B2. S j is demiclosed at zero.
Condition 3
(i) 0< ρ <min
{
1
2c1 ,
1
2c2
}
; (ii) lim
n→∞
αn = 0,
∞
∑
n=1
αn =+∞; (iii) 0< a≤ β jn < 1−β2 .
Hypothesis A2 was introduced by Mastroeni in [19]. It is necessary to imply the conver-
gence of the auxiliary principle method for EPs. If A : C → H is a L - Lipschitz continuous
operator then the bifunction f (x,y)= 〈A(x),y− x〉 satisfies hypothesis A2. It is easy to show
that if fi satisfies conditions A1-A4 then EP( fi,C) is closed and convex (see, for instance
[23]). Under Condition 2, from Lemma 2.1, Fix(S j) is closed and convex. Thus, Ω is also
convex and closed. In this paper, we assume that Ω is nonempty. Hence, it follows from the
assumptions of the operator F that VIP (5) has the unique solution on Ω , denoted by x∗. We
need the following lemmas.
Lemma 3.4 [1,23] Suppose that {xn} ,
{
yin
}
,
{
zin
}
are the sequences defined by Algorithm
3.1. Then
(i) ρ
( fi(xn,y)− fi(xn,yin))≥ 〈yin− xn,yin− y〉 ,∀y ∈C, ∀i ∈ I.
(ii) ||zin− x∗||2 ≤ ||xn− x∗||2− (1−2ρc1)||yin− xn||2− (1−2ρc2)||yin− zin||2, ∀i ∈ I.
Lemma 3.5 Suppose that {xn} ,
{
yin
}
,
{
zin
}
are the sequences defined by Algorithm 3.1.
Then, for all y ∈C,
ρ fi(yin,y) ≥
〈
yin− xn,y
i
n− z
i
n
〉
− c1ρ ||yin− xn||2− c2ρ ||zin− yin||2 +
〈
zin− xn,z
i
n− y
〉
.
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Proof Substituting y = zin ∈C into inequality (i) of Lemma 3.4, we obtain
ρ
( fi(xn,zin)− fi(xn,yin))≥ 〈yin− xn,yin− zin〉 . (6)
From the Lipschitz-type continuity of fi and the relation (6), we have
ρ fi(yin,zin) ≥ ρ
( fi(xn,zin)− fi(xn,yin))− c1ρ ||yin− xn||2− c2ρ ||zin− yin||2
≥
〈
yin− xn,y
i
n− z
i
n
〉
− c1ρ ||yin− xn||2− c2ρ ||zin− yin||2. (7)
Similarly to Lemma 3.4(i), from the definition of zin, we obtain
ρ
( fi(yin,y)− fi(yin,zin))≥ 〈zin− xn,zin− y〉 ,∀y ∈C.
Thus,
ρ fi(yin,y)≥ ρ fi(yin,zin)+
〈
zin− xn,z
i
n− y
〉
,∀y ∈C. (8)
Combining the relations (7) and (8), we obtain
ρ fi(yin,y) ≥
〈
yin− xn,y
i
n− z
i
n
〉
− c1ρ ||yin− xn||2− c2ρ ||zin− yin||2 +
〈
zin− xn,z
i
n− y
〉
for all y ∈C. Lemma 3.5 is proved.
Lemma 3.6 Suppose that {xn} , {y¯n} , {z¯n} are the sequences defined by Algorithm 3.1.
Then
||xn+1− x
∗||2 ≤ ||xn− x
∗||2− (1−2ρc1)||y¯n− xn||2− (1−2ρc2)||y¯n− z¯n||2
−||xn+1− z¯n||
2−2αn 〈xn+1− x∗,F(z¯n)〉 .
Proof Substituting i = in into the second inequality of Lemma 3.4, we obtain
||z¯n− x
∗||2 ≤ ||xn− x
∗||2− (1−2ρc1)||y¯n− xn||2− (1−2ρc2)||y¯n− z¯n||2. (9)
From the definitions of xn+1 and u jnn ,
||xn+1− tn||
2 = ||u jnn − tn||
2 = (β jn )2||tn−S jn tn||2
which implies that
||tn−S jntn||2 =
1
(β jn )2
||xn+1− tn||
2. (10)
Set S j,β jn = (1−β
j
n )I+β jn S j. From the definition of xn+1, we have xn+1 = S jn ,β jn tn. Since S jn
is β - demicontractive, it follows from Lemma 2.1 that S jn ,β jnn is quasi-nonexpensive and
||xn+1− x
∗||2 = ||S jn,β jnn tn− x
∗||2
≤ ||tn− x
∗||2−β jnn (1−β −β jnn )||S jntn− tn||2
= ||tn− x
∗||2−
1−β −β jnn
β jnn
||xn+1− tn||
2
in which the last equality is followed from the relation (10). From the assumption of β jnn ,
we see that 1−β−β
jn
n
β jnn ≥ 1. Thus, it follows from the last inequality that
||xn+1− x
∗||2 ≤ ||tn− x
∗||2−||xn+1− tn||
2. (11)
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From the definition of tn, we have
||tn− x
∗||2−||xn+1− tn||
2 = ||z¯n−αnF(z¯n)− x∗||2−||xn+1− (z¯n−αnF(z¯n))||2
= ||z¯n− x
∗||2−2αn 〈xn+1− x∗,F(z¯n)〉− ||xn+1− z¯n||2
≤ ||xn− x
∗||2− (1−2ρc1)||y¯n− xn||2− (1−2ρc2)||y¯n− z¯n||2
−2αn 〈xn+1− x∗,F(z¯n)〉− ||xn+1− z¯n||2
in which the last inequality is followed from the relation (9). The last inequality and the
relation (11) lead to the desired conclusion.
Lemma 3.7 The sequences {xn},
{
yin
}
,
{
zin
}
,
{
u
j
n
}
, {tn} are bounded for all i ∈ I and
j ∈ J.
Proof For a fixed µ ∈
(
0, 2ηL2
)
. Since αn → 0, we can assume that {αn} ⊂ (0,µ). From the
definitions of Gµ in Lemma 2.2 and of tn in Algorithm 3.1, we have tn = Gαn(z¯n). Using
Lemma 2.2(ii) for y = z¯n, x = x∗ and ν = αn, we obtain
||tn− x
∗||= ||Gαn(z¯n)− x∗|| ≤
(
1−
αnτ
µ
)
||z¯n− x
∗||+αn||F(x∗)||, (12)
where τ is defined as in Lemma 2.2. From the relation (9) and the hypothesises of ρ , we
obtain
||z¯n− x
∗|| ≤ ||xn− x
∗||. (13)
From the relation (11) with n := n−1, we have
||xn− x
∗||2 ≤ ||tn−1− x
∗||2−||xn− tn−1||
2
which implies
||xn− x
∗|| ≤ ||tn−1− x
∗||. (14)
Thus, it follows from the relation (13) that
||z¯n− x
∗|| ≤ ||tn−1− x
∗||.
This together with (12) implies that
||tn− x
∗|| ≤
(
1− αnτµ
)
||tn−1− x
∗||+αn||F(x∗)||
=
(
1−
αnτ
µ
)
||tn−1− x
∗||+
αnτ
µ
(µ
τ
||F(x∗)||
)
≤ max
{
||tn−1− x
∗||,
µ
τ
||F(x∗)||
}
.
Thus
||tn− x
∗|| ≤ max
{
||t0− x
∗||,
µ
τ
||F(x∗)||
}
, ∀n≥ 0.
This implies the boundedness of {tn}. Hence, from (13) and (14), we see that the sequences
{xn} and {z¯n} are bounded. It follows from the definitions of z¯n and xn+1 that
||zin− xn|| ≤ ||z¯n− xn||, ∀i ∈ I,
||u jn− tn|| ≤ ||xn+1− tn||, ∀ j ∈ J.
Thus, the sequences
{
zin
}
,
{
u
j
n
}
are also bounded. Finally, the boundedness of
{
yin
}
is
followed from Lemma 3.4(ii), the hypothesis of ρ and the boundedness of the sequences{
zin
}
, {xn}.
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Theorem 3.1 Assume that Conditions 1, 2, 3 hold and the operator F : C → H is η -
strongly monotone and L - Lipschitz continuous. In addition, the set Ω is nonempty. Then,
the sequence {xn} generated by Algorithm 3.1 converges strongly to the unique solution x∗
of VIP for F on Ω .
Proof Since {xn}, {z¯n} are bounded and F is L - Lipschitz continuous, there exists a constant
K > 0 such that
2 |〈xn+1− x∗,F(z¯n)〉| ≤ K. (15)
Set εn = ||xn− x∗||2. Using Lemma 3.6 and the relation (15), we obtain
εn+1− εn +(1−2ρc1)||y¯n− xn||2 +(1−2ρc2)||y¯n− z¯n||2 + ||xn+1− z¯n||2 ≤ αnK. (16)
We consider two cases.
Case 1. There exists n0 such that {εn} is decreasing for all n≥ n0. Thus, from εn ≥ 0 for all
n≥ 0, there exists the limit of {εn}, i.e., εn → ε ≥ 0 as n→ ∞. Hence, it follows from (16),
the hypothesis of ρ and αn → 0 that
||y¯n− xn|| → 0, ||y¯n− z¯n|| → 0, ||xn+1− z¯n|| → 0. (17)
From the relation (17) and the triangle inequality, we obtain
||xn+1− xn|| → 0, ||z¯n− xn|| → 0. (18)
From the definition of z¯n, we obtain ||zin− xn|| ≤ ||z¯n− xn||, ∀i ∈ I. This together with (18)
implies that
||zin− xn|| → 0, ∀i ∈ I. (19)
From Lemma 3.4(ii) and the triangle inequality,
(1−2ρc1)||yin− xn||2 + (1−2ρc2)||yin− zin||2 ≤ ||xn− x∗||2−||zin− x∗||2
≤
(
||xn− x
∗||− ||zin− x
∗||
)(
||xn− x
∗||+ ||zin− x
∗||
)
≤ ||xn− z
i
n||
(
||xn− x
∗||+ ||zin− x
∗||
)
.
Passing to the limit in the last inequality and using the hypothesis of ρ , the boundedness of
{xn} ,
{
zin
}
and (19), we obtain
||yin− xn|| → 0, ||yin− zin|| → 0, ∀i ∈ I. (20)
Since {z¯n} is bounded, without loss of generality, we can assume that there exists a subse-
quence {z¯m} of {z¯n} converging weakly to p such that
lim
n→∞
inf 〈z¯n− x∗,Fx∗〉= lim
m→∞
〈z¯m− x
∗,Fx∗〉 . (21)
Now, we prove that p ∈Ω . Indeed, it follows from Lemma 3.5 that, for all y ∈C,
ρ fi(yim,y) ≥
〈
yim− xm,y
i
m− z
i
m
〉
− c1ρ ||yim− xm||2− c2ρ ||zim− yim||2 +
〈
zim− xm,z
i
m− y
〉
.
From z¯n ⇀ p and the relations (18) and (20), we obtain xn ⇀ p, yin ⇀ p, zin ⇀ p. Thus,
letting m → ∞ in the last inequality and using hypothesis A3, ρ > 0 and (20), we obtain
0≤ lim sup
m→∞
fi(yn,y)≤ fi(p,y), ∀y ∈C, ∀i ∈ I.
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Thus, p ∈ ∩i∈IEP( fi,C). Moreover, since u jm = (1−β jm)tm +β jmS jtm and β jm ≥ a > 0,
||tm−S jtm||=
1
β jm
||u jm− tm|| ≤
1
a
||u jm− tm|| ≤
1
a
||xm+1− tm||, (22)
in which the last inequality is followed from the definition of xm+1. From the definition of
tm, αm → 0 and the boundedness of {z¯m}, we obtain
||tm− z¯m||= αm||F(z¯m)|| → 0. (23)
This together with (17) implies that ||xm+1− tm|| → 0. Thus, it follows from (22) that ||tm−
S jtm|| → 0 and tm ⇀ p. Since S j is demiclosed at zero, p ∈ ∩ j∈JFix(S j). Hence, p ∈Ω .
In order to finish Case 1, we show that
εn = ||xn− x
∗||2 → ε = 0.
Since ||xn− z¯n|| → 0, ||z¯n− x∗||2 → ε . From (21), z¯n ⇀ p ∈Ω and x∗ ∈VIP(F,Ω ), one has
lim
n→∞
inf 〈z¯n− x∗,Fx∗〉= lim
m→∞
〈z¯m− x
∗,Fx∗〉= 〈p− x∗,Fx∗〉 ≥ 0. (24)
From the η - strongly monotonicity of F ,
〈xn+1− x
∗,Fz¯n〉 = 〈xn+1− z¯n,Fz¯n〉+ 〈z¯n− x∗,Fz¯n〉
= 〈xn+1− z¯n,Fz¯n〉+ 〈z¯n− x∗,Fz¯n−Fx∗〉+ 〈z¯n− x∗,Fx∗〉
≥ 〈xn+1− z¯n,Fz¯n〉+η ||z¯n− x∗||2 + 〈z¯n− x∗,Fx∗〉 .
This together with ||xn+1− z¯n|| → 0, ||z¯n− x∗||2 → ε and (24) implies that
lim
n→∞
inf 〈xn+1− x∗,Fz¯n〉 ≥ ηε . (25)
Assume that ε > 0, then there exists a positive integer n0 such that
〈xn+1− x
∗,Fz¯n〉 ≥
1
2
ηε , ∀n≥ n0. (26)
It follows from Lemma 3.6 that
||xn+1− x
∗||2 ≤ ||xn− x
∗||2−2αn 〈xn+1− x∗,F(z¯n)〉 . (27)
Combining (26) and (27), we obtain
||xn+1− x
∗||2−||xn− x
∗||2 ≤−αnηε , ∀n≥ n0,
or
εn+1− εn ≤−αnηε , ∀n≥ n0.
Thus,
εn+1− εn0 ≤−ηε
n+1
∑
k=n0
αk. (28)
Since η > 0, ε > 0 and ∑∞n=1 αn = +∞, it follows from (28) that εn →−∞. This is contra-
diction. Therefore ε = 0 or xn → x∗.
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Case 2. There exists a subsequence {εni} of {xn} such that εni ≤ εni+1 for all i ≥ 0.
It follows from Lemma 2.3 that
ετ(n) ≤ ετ(n)+1, εn ≤ ετ(n)+1, ∀n≥ n0. (29)
where τ(n) = max{k ∈ N : n0 ≤ k ≤ n, εk ≤ εk+1}. Furthermore, the sequence {τ(n)}n≥n0
is non-decreasing and τ(n)→+∞ as n→ ∞.
It follows from (16), the hypothesises of ρ , ετ(n) ≤ ετ(n)+1 and ατ(n) → 0 that
||y¯τ(n)− xτ(n)|| → 0, ||y¯τ(n)− z¯τ(n)|| → 0, ||xτ(n)+1− z¯τ(n)|| → 0. (30)
These together with the triangle inequality imply that ||xτ(n)− z¯τ(n)|| → 0. Thus, from the
definition of the index iτ(n), we have
||xτ(n)− z
i
τ(n)|| → 0, ∀i ∈ I. (31)
From Lemma 3.4(ii) and the triangle inequality,
(1−2ρc1)||yiτ(n)− xτ(n)||2 + (1−2ρc2)||yiτ(n)− ziτ(n)||2 ≤ ||xτ(n)− x∗||2−||ziτ(n)− x∗||2
≤
(
||xτ(n)− x
∗||− ||ziτ(n)− x
∗||
)(
||xτ(n)− x
∗||+ ||ziτ(n)− x
∗||
)
≤ ||xτ(n)− z
i
τ(n)||
(
||xτ(n)− x
∗||+ ||ziτ(n)− x
∗||
)
.
Passing to the limit in the last inequality and using the hypothesis of ρ , the boundedness of{
xτ(n)
}
,
{
ziτ(n)
}
and (31), we obtain
||yiτ(n)− xτ(n)|| → 0, ||y
i
τ(n)− z
i
τ(n)|| → 0, ∀i ∈ I. (32)
Since
{
z¯τ(n)
}
is bounded, there exists a subsequence
{
z¯τ(nk)
}
of
{
z¯τ(n)
}
converging weakly
to p such that
lim inf
n→∞
〈
z¯τ(n)− x
∗,F(x∗)
〉
= lim
k→∞
〈
z¯τ(nk)− x
∗,F(x∗)
〉 (33)
From (30), (32) and z¯τ(nk) ⇀ p, we also have xτ(nk) ⇀ p, yiτ(nk) ⇀ p, z
i
τ(nk)
⇀ p. Now, we
show that p ∈Ω . Indeed, it follows from Lemma 3.5 that, for all y ∈C,
ρ fi(yiτ(nk),y) ≥
〈
yiτ(nk)− xτ(nk),y
i
τ(nk)
− ziτ(nk)
〉
− c1ρ ||yiτ(nk)− xτ(nk)||
2
−c2ρ ||ziτ(nk)− y
i
τ(nk)
||2 +
〈
ziτ(nk)− xτ(nk),z
i
τ(nk)
− y
〉
.
Passing to the limit in the last inequality as k → ∞ and using (31), (32), ρ > 0 and A3, we
obtain
0≤ lim sup
k→∞
fi(yiτ(nk),y)≤ fi(p,y), ∀y ∈C, ∀i ∈ I.
Thus, p ∈ ∩i∈IEP( fi,C). From u jτ(nk) = (1−β
j
τ(nk)
)tτ(nk)+β jτ(nk)S jtτ(nk) and β
j
τ(nk)
≥ a > 0,
we see that
||tτ(nk)−S jtτ(nk)||=
1
β jτ(nk)
||u jτ(nk)− tτ(nk)|| ≤
1
a
||u jτ(nk)− tτ(nk)|| ≤
1
a
||xτ(nk)+1− tτ(nk)||,
(34)
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in which the last inequality is followed from the definition of xτ(nk)+1. It follows from the
definition of tτ(nk), ατ(nk) → 0 and the boundedness of
{
z¯τ(nk)
}
that
||tτ(nk)− z¯τ(nk)||= ατ(nk)||F(z¯τ(nk))|| → 0. (35)
This together with (30) implies that ||xτ(nk)+1− tτ(nk)|| → 0. Thus, from (34) and xτ(nk)+1 ⇀
p, we obtain ||tτ(nk)− S jtτ(nk)|| → 0 and tτ(nk) ⇀ p. Since S j is demiclosed at zero, p ∈
∩ j∈JFix(S j). Hence, p ∈ Ω .
Now, we prove that xτ(nk) → x
∗
. It follows from Lemma 3.6 that
2ατ(n)
〈
xτ(n)+1− x
∗,F(z¯τ(n))
〉
≤ ετ(n)− ετ(n)+1− (1−2ρc1)||y¯τ(n)− xτ(n)||2
−(1−2ρc2)||y¯τ(n)− z¯τ(n)||2−||xτ(n)+1− z¯τ(n)||2.
Thus, 〈
xτ(n)+1− x
∗,F(z¯τ(n))
〉
≤ 0 (36)
because of ατ(n) > 0, ετ(n) ≤ ετ(n)+1 and the hypothesis of ρ . From the η - strong mono-
tonicity and the relation (36),
η ||z¯τ(n)− x∗||2 ≤
〈
z¯τ(n)− x
∗,Fz¯τ(n)−Fx∗
〉
=
〈
z¯τ(n)− x
∗,Fz¯τ(n)
〉
−
〈
z¯τ(n)− x
∗,Fx∗
〉
=
〈
z¯τ(n)− xτ(n)+1,Fz¯τ(n)
〉
+
〈
xτ(n)+1− x
∗,Fz¯τ(n)
〉
−
〈
z¯τ(nk)− x
∗,Fx∗
〉
≤
〈
z¯τ(n)− xτ(n)+1,Fz¯τ(n)
〉
−
〈
z¯τ(n)− x
∗,Fx∗
〉
.
This together with (30), (33) and z¯τ(nk) ⇀ p implies that
lim sup
n→∞
η ||z¯τ(n)− x∗||2 ≤ − lim inf
n→∞
〈
z¯τ(n)− x
∗,Fx∗
〉
.
= − lim
k→∞
〈
z¯τ(nk)− x
∗,Fx∗
〉
.
= − lim
k→∞
〈p− x∗,Fx∗〉 ≤ 0,
in which the last inequality is followed from p ∈ Ω and x∗ ∈VIP(F,Ω ). Thus
lim
n→∞
||z¯τ(n)− x
∗||2 = 0
because of η > 0. This together with (30) implies that limk→∞ ||xτ(n)+1− x∗||2 = 0. Thus,
ετ(n)+1 → 0. It follows from (29) that 0 ≤ εn ≤ ετ(n)+1 → 0. Hence, εn → 0 or xn → x∗ as
n→ ∞. Theorem 3.1 is proved.
Next, by replacing the element z¯n in Step 3 and the next one xn+1 in Step 4 of Algorithm 3.1
by convex combinations of zin, i ∈ I and of u
j
n, j ∈ I, respectively, we come to the following
algorithm.
Algorithm 3.2 Initialization. Choose x0 ∈ C. The parameters ρ , αn, β jn , win, γ jn satisfy
Condition 4 below.
Step 1. Find semultaneously approximations yin, i ∈ I
yin = argmin{ρ fi(xn,y)+
1
2
||xn− y||2 : y ∈C}.
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Step 2. Find semultaneously approximations zin, i ∈ I
zin = argmin{ρ fi(yin,y)+
1
2
||xn− y||2 : y ∈C}.
Step 3. Compute
zn = ∑
i∈I
winz
i
n,
xn+1 = ∑
j∈J
γ jn
[
(1−β jn )tn +β jn S jtn
]
,
where tn = zn−αnF(zn). Set n = n+1 and go back Step 1.
From Step 3 of Algorithm 3.2, we see that the problems of computing zn and xn+1 are more
simpler than those of computing z¯n and xn+1 in Steps 3, 4 of Algorithm 3.1. This is also
illustrated in our numerical experiments in Sec. 4 where time for execution of this algorithm
is less consuming than Algorithm 3.1 and the parallel hybrid extragradient method in [10].
In order to obtain the convergence of Algorithm 3.2, we install the following condition on
the control parameters in Algorithm 3.2.
Condition 4 Condition 3 holds and
(iv) win ∈ (0,1), ∑
i∈I
win = 1, lim
n
infwin > 0 for all i ∈ I and n≥ 0.
(v) γ jn ∈ (0,1), ∑
j∈J
γ jn = 1, lim
n
inf γ jn > 0 for all j ∈ J and n≥ 0.
Theorem 3.2 The concusion of Theorem 3.1 remains true for Algorithm 3.2 under Condi-
tions 1, 2 and 4.
Proof We divide the proof of Theorem 3.2 into several steps.
Claim 1. Suppose that x∗ ∈VIP(F,Ω ). Then
||xn+1− x
∗||2 ≤ ||xn− x
∗||2− (1−2ρc1)∑
i∈I
win||y
i
n− xn||
2− (1−2ρc2)∑
i∈I
win||y
i
n− z
i
n||
2
−||xn+1− zn||
2−2αn 〈xn+1− x∗,F(zn)〉 .
The proof of Claim 1. From the convexity of ||.||2 and Lemma 3.4, we obtain
||zn− x
∗||2 = ∑
i∈I
||win(z
i
n− x
∗)||2 ≤∑
i∈I
win||z
i
n− x
∗||2 ≤ ||xn− x
∗||2
−(1−2ρc1)∑
i∈I
win||y
i
n− xn||
2− (1−2ρc2)∑
i∈I
win||y
i
n− z¯n||
2. (37)
Setting u jn := S j,βn tn = (1− β jn )tn + β jn S jtn. From the definitions of xn+1 and u jn, we have
xn+1 = ∑
j∈J
γ jnu jn and ||u jn− tn||2 = (β jn )2||tn−S jtn||2. Thus, by the convexity of ||.||2,
||xn+1− tn||
2 = ||∑
j∈J
γ jn(u jn− tn)||2 ≤ ∑
j∈J
γ jn ||u jn− tn)||2 = ∑
j∈J
γ jn(β jn )2||tn−S jtn||2. (38)
From the hypothesis of β jn ,
1−β −β jn
β jn
≥ 1. (39)
14 D.V. Hieu
By the convexity of ||.||2, Lemma 2.1(i), ∑
j∈J
γ jk = 1 and the relations (38), (39), we obtain
||xn+1− x
∗||2 = ||∑
j∈J
γ jn(u jn− x∗)||2 ≤ ∑
j∈J
γ jn ||u jn− x∗||2 = ∑
j∈J
γ jn ||S j,βntn− x
∗||2
≤ ∑
j∈J
γ jn
[
||tn− x
∗||2−β jn (1−β −β jn )||S jtn− tn||2
]
= ||tn− x
∗||2−∑
j∈J
β jn (1−β −β jn )γ jn ||S jtn− tn||2
= ||tn− x
∗||2−∑
j∈J
1−β −β jn
β jn
(β jn )2γ jn ||S jtn− tn||2
≤ ||tn− x
∗||2−∑
j∈J
(β jn )2γ jn ||S jtn− tn||2 (40)
≤ ||tn− x
∗||2−||xn+1− tn||
2.
Thus
||xn+1− x
∗||2 ≤ ||tn− x
∗||2−||xn+1− tn||
2 ≤ ||tn− x
∗||2. (41)
This together with (37), the definition of tn implies that
||xn+1− x
∗||2 ≤ ||tn− x
∗||2−||xn+1− tn||
2
= ||zn−αnF(zn)− x∗||2−||xn+1− (zn−αnF(zn))||2
= ||zn− x
∗||2−2αn 〈xn+1− x∗,F(zn)〉− ||xn+1− zn||2
≤ ||xn− x
∗||2− (1−2ρc1)∑
i∈I
win||y
i
n− xn||
2− (1−2ρc2)∑
i∈I
win||y
i
n− z
i
n||
2
−2αn 〈xn+1− x∗,F(zn)〉− ||xn+1− zn||2
Claim 2. The sequences {xn},
{
yin
}
,
{
zin
}
, {tn} are bounded for all i ∈ I and j ∈ J.
The proof of Claim 2. Repeating the proof of Lemma 3.7, we can conclude that {tn} is a
bounded sequence. It follows from (41) that {xn} is bounded. The boundedness of
{
yin
}
,{
zin
}
is followed from Lemma 3.4(ii).
Claim 3. If {xm} is some subsequence of {xn} such that ||xm+1 − tm|| → 0 then ||S jtm −
tm|| → 0 for all j ∈ J.
The proof of Claim 3. From β jm ≥ a > 0, the relation (40) and the triangle inequality,
a2 ∑
j∈J
γ jm||S jtm− tm||2 ≤ ∑
j∈J
(β jm)2γ jm||S jtm− tm||2
≤ ||tm− x
∗||2−||xm+1− x
∗||2
= (||tm− x
∗||− ||xm+1− x
∗||)(||tm− x
∗||+ ||xm+1− x
∗||)
≤ ||tm− xm+1||(||tm− x
∗||+ ||xm+1− x
∗||)
Passing to the limit in the last inequality as m→∞ and using the hypothesis ||tm−xm+1|| →
0, the boundedness of {xm}, {tm}, we obtain
∑
j∈J
γ jm||S jtm− tm||2 → 0.
This together with the hypothesis liminfn γ jn > 0 yields the desired conclusion.
Claim 4. xn → x∗ as n→ ∞, where x∗ is the unique solution of VIP (5).
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The proof of Claim 4. Since {xn}, {zn} are bounded and F is L - Lipschitz continuous, there
exists a constant K > 0 such that
2 |〈xn+1− x∗,F(zn)〉| ≤ K. (42)
Set εn = ||xn− x∗||2. Using Lemma 3.6, we obtain
εn+1−εn+(1−2ρc1)∑
i∈I
win||y
i
n−xn||
2+(1−2ρc2)∑
i∈I
win||y
i
n−z
i
n||
2+ ||xn+1−zn||
2 ≤αnK.
(43)
We consider two cases.
Case 1. There exists n0 such that {εn} is decreasing for all n ≥ n0. Since εn ≥ 0 for all
n ≥ 0, there exists the limit of {εn}, i.e., εn → ε as n → ∞. Thus, it follows from (43), the
facts 1−2ρc1 > 0, 1−2ρc2 > 0, liminfn win > 0 and αn → 0 that
||yin− xn|| → 0, ||yin− zin|| → 0, ||xn+1− zn|| → 0, ∀i ∈ I. (44)
Using (44) and repeating the proof of Case 1 in Theorem 3.1, we obtain xn → x∗.
Case 2. There exists a subsequence {εni} of {xn} such that εni ≤ εni+1 for all i ≥ 0.
It follows from Lemma 2.3 that
ετ(n) ≤ ετ(n)+1, εn ≤ ετ(n)+1, ∀n≥ n0. (45)
where τ(n) = max{k ∈ N : n0 ≤ k ≤ n, εk ≤ εk+1}. Furthermore, the sequence {τ(n)}n≥n0
is non-decreasing and τ(n)→ +∞ as n → ∞. It follows from (43), the hypothesises of ρ ,
liminfn win > 0, ετ(n) ≤ ετ(n)+1 and ατ(n) → 0 that
||yiτ(n)− xτ(n)|| → 0, ||y
i
τ(n)− z
i
τ(n)|| → 0, ||xτ(n)+1− zτ(n)|| → 0, ∀i ∈ I. (46)
Using (46) and repeating the proof of Case 2 in Theorem 3.1, we obtain xn → x∗. Theorem
3.2 is proved.
4 A numerical example
In this section, we perform a numerical example to illustrate the convergence of Algorithms
3.1, 3.2 and compare them with the parallel hybrid extragradient method (PHEM), see [10,
Algorithm 1]. All programs are written in Matlab 7.0 and computed on a PC Desktop In-
tel(R) Core(TM) i5-3210M CPU @ 2.50GHz 2.50 GHz, RAM 2.00 GB.
We consider the bifunctions fi which are generalized from the Nash-Cournot equilib-
rium model in [9,23] defined by
fi(x,y) = 〈Pix+Qiy+qi,y− x〉 , i ∈ I = {1,2, . . . ,5} , (47)
where qi ∈ℜm (m = 10) and Pi, Qi are matrices of order m such that Qi is symmetric, posi-
tive semidefinite and Qi−Pi is negative semidefinite. The feasible set C ∈ℜm is a polyhedral
convex set as
C = {x ∈ℜm : Ax ≤ b} ,
where A ∈ ℜm×k is a matrix and b is a positive vector in ℜk (k = 20). Let Tj, j ∈ J =
{1,2, . . . ,20} be half-spaces defined by Tj =
{
x ∈ℜm :
〈
x,h j
〉
≤ l j
}
, where h j ∈ℜm and l j
are positive real numbers. Define the mappings S j : C →C defined by S j = PCPTj . The oper-
ator F(x) = x−a where a = (1,1, . . . ,1)T ∈ℜm. The bifunctions fi satisfy Condition 1 with
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ci1 = c
i
2 = ||Pi−Qi||/2, see Lemma 6.2 in [23]. We here chose c1 = c2 = max
{
ci1 : i ∈ I
}
.
Since the mappings S j are nonexpansive, they are β - demicontractive with β = 0. In the
mentioned algorithms, we need to solve the following optimization program
argmin
{
ρ fi(xn,y)+ 12 ||xn− y||
2 : y ∈C
}
or the convex quadratic problem
argmin
{
1
2
yT Hiy+bTi y : y ∈C
}
(48)
where Hi = 2ρQi + I and bi = ρ(Pixn −Qixn + qi)− xn to obtain the approximation yin.
Similarly, zin solves the following program
argmin
{
1
2
yT Ĥiy+ b̂Ti y : y ∈C
}
(49)
where Ĥi = Hi and b̂i = ρ(Piyin −Qiyin + qi)− xn. Problems (48), (49) can be effectively
solved, for instance, by the MATLAB Optimization Toolbox. All projections onto half-
spaces are explicit and onto polyhedral convex sets of Algorithm 1 in [10] are rewritten
equivalently to convex quadratic problems.
In below experiments, all entries of A, h j are randomly generated in [−m,m] and of b, l j
in [1,m], the vectors qi are the zero vector. All entries of Pi, Qi are also generated randomly1
such that they satisfy the mentioned conditions above. It is easy to see that 0∈∩i∈IEP( fi,C)
and ∩ j∈JFix(S j) =C∩ (∩ j∈JH j). With choosing b and l j above, then 0 ∈ ∩ j∈JFix(S j), thus
0∈Ω . To check whether {xn} converges to x∗= 0 or not, we use the function Dn = ||xn−x∗||
for n = 0,1,2, . . .. The convergence of {Dn} to 0 implies that {xn} converges to the solution
of Problem 1. We chose the starting point x0 =(1,1, . . . ,1)T ∈ℜm, ρ = 14c1 , w
i
n =
1
N , γ
j
n =
1
M ,
β jn = 14 for all i, j, n. We perform two experiments for all algorithms with αn = 1(n+1)0.5 or
αn =
1
n+1 . Figures 1 and 2 describe the behavior of Dn with αn =
1
(n+1)0.5 and αn =
1
n+1 ,
resp., for 1000 first iterations. From these figures, we see that the convergence of Algorithm
3.1 is the best in both two cases. In the case αn = 1n+1 , the convergence rate of Algorithm
3.1 is better than the case αn = 1(n+1)0.5 and the obtained tolerance is Dn < 10
−5 after 1000
first iterations. The times for execution of Algorithm 3.1 are smaller those of PHEM in two
cases. The reason for this is that in Algorithm 3.1, we do not need to construct two sets
Cn and Qn and find the projection onto their intersection. For Algorithm 3.2, although the
convergence rate is the slowest, but the times for execution is the smallest. This is obvious
because in Algorithm 3.2 we have not to find the furthest approximations and construct two
set Cn and Qn per each iteration. This algorithm is the simplest in computing.
1 We randomly chose λ i1k ∈ [−m,0], λ i2k ∈ [0,m], k = 1, . . . ,m, i= 1 . . . ,N. Set Q̂i1, Q̂i2 as two diagonal ma-
trixes with eigenvalues
{
λ i1k
}m
k=1 and
{
λ i2k
}m
k=1, respectively. Then, we make a positive semidefinite matrix
Qi and a negative semidefinite matrix Ti by using random orthogonal matrixes with Q̂i2 and Q̂i1, respectively.
Finally, set Pi = Qi−Ti
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Fig. 1 Behavior of Dn = ||xn − x∗|| for Algorithms 3.1, 3.2 and PHEM with αn = 1n+1 (The execution times
1000 first iterations are 58.29s, 49.78s and 80.23s, resp.)
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Fig. 2 Behavior of Dn = ||xn − x∗|| for Algorithms 3.1, 3.2 and PHEM with αn = 1(n+1)0.5 (The execution
times for 1000 first iterations are 60.34s, 51.32s and 84.43s, resp.)
5 Concluding
In this paper, we have proposed two parallel extragradient - viscosity methods for finding a
particular common solution of a finite family of equilibrium problems for pseudomonotone
and Lipschitz-type continuous bifunctions and a finite family of fixed point problems for
demicontractive mappings. The considered particular element is the unique solution of a
variational inequality problem on the common solution set of two families. The proposed
algorithms can be considered as improvements of some previously known hybrid methods
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in computations. A numerical example is performed to illustrate the convergence of the
algorithms and compare them with the parallel hybrid extragradient method.
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