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Relative Navigation Approach for Vision-Based Aerial GPS-Denied
Navigation
Robert C. Leishman, Timothy W. McLain, Randal W. Beard

Abstract— GPS-denied aerial flight is a popular research topic. The problem is challenging and requires
knowledge of complex elements from many distinct
disciplines. Additionally, aerial vehicles can present challenging constraints such as stringent payload limitations
and fast vehicle dynamics. In this paper we propose a new
architecture to simplify some of the challenges that constrain GPS-denied aerial flight. At the core, the approach
combines visual graph-SLAM with a multiplicative extended Kalman filter. More importantly, for the front
end we depart from the common practice of estimating
global states and instead keep the position and yaw states
of the MEKF relative to the current node in the map. This
relative navigation approach provides simple application
of sensor measurement updates, intuitive definition of
map edges and covariances, and the flexibility of using
a globally consistent map when desired. We verify the
approach with hardware flight-test results.

I. I NTRODUCTION
Finding solutions to enable GPS-denied aerial flight
in a priori unknown environments is currently a popular
research focus. The problem is challenging as the robot
must discover its own location using only onboard
sensors and computational resources. This task requires
knowledge of complex elements from many distinct
disciplines. Additionally, aerial vehicles which are used
in this type of research also present difficult constraints
like strict payload capacities and fast vehicle dynamics;
constraints which are complicated further by using
onboard generated state estimates in feedback control.
Unlike ground robots, these vehicles cannot afford to
pause in one place until complex algorithms converge
and estimates are sufficiently stable to continue. Only
a few researchers have been able to achieve successful
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flying implementations for autonomous goal-directed
flight.
Planar laser scanner-based implementations such as
those discussed in [1], [2] require strict assumptions
regarding the nature of the environment. Six-degreeof-freedom (6DoF) motion estimation using vision is
desirable due to a camera sensor’s low cost, low power
requirements and light weight. Furthermore, machine
vision approaches are more flexible in that they require
fewer assumptions about the environment.
Some of the earliest examples of vision-based estimation for quadrotor vehicles are [3], [4], [5]. Among
the first to use vision-based estimates in the control
loop was [6]. A few others utilize vision-based estimates in the control loop but must use other aids, such
as off-board processing [7], [8], simulated vision using
motion capture data [9] or artificial markers [7], [10],
[11] to enable their approaches.
Huang et al. [12] combine work from [1] and [13]
to enable a quadrotor that uses an RGB-D sensor
for visual odometry (VO) and mapping. They present
results for 3D maps in small environments with estimates in the control loop. However the approach
requires feedback into the estimation from loop closure
and global optimization algorithms due to the use of
globally referenced states. They are unable to complete
these two tasks onboard.
Weiss et al. [14] describe a system where parrallel
tracking and mapping (PTAM) [15] is merged with
an optical-flow algorithm for a down-pointed camera
in an EKF framework. The optical-flow algorithm is
necessary to maintain stability of the vehicle when the
global navigation fails and needs to be reinitialized.
They provide results demonstrating the accuracy of the
optical-flow algorithm compared to truth and results for
an autonomous hover. However, as the camera points
downward, they are unable to do motion planning with
obstacle avoidance.
Tomic et al. [16] introduce a quadrotor which utilizes
navigation based on either stereo VO or laser scan

matching, a combination which provides robustness.
They report autonomous flight results moving from
indoor to outdoor environments. The authors discuss
the difficulties in dealing with relative measurements
from the VO and jumps that occur in global position
with the recognition of landmarks. The approach does
not maintain a metric map but it does keep a topological
one containing known landmarks in the environment.
The system utilizes constraints set by the IMAV competition1 for map initialization and landmark recognition
which excludes it from use in general a priori unknown
environments.
Fraundorfer et al. [?] present a quadrotor capable
of autonomous flight and exploration using stereo VO
from forward-looking cameras and optical flow from a
downward looking camera. Most of the computation is
completed onboard. Graph-based global optimization
and loop closure are required for global states and
these algorithims are computed offboard. The authors
present results for exploration and mapping in unknown
environments and also localization within a known
map. They emphasize that the optical flow of the
downward-pointing camera is essential for the system
to function.
In this paper we propose a new architecture to
simplify some of the challenges that constrain GPSdenied aerial flight. In our approach, we combine visual
graph-SLAM with a multiplicative extended Kalman
filter (MEKF), using for inputs only a front-facing
RGB-D camera, IMU and sonar altimeter, as shown
in Figure 1. The unique aspect about the proposed
approach is that we keep the position and yaw states
of the MEKF relative to the current node in the map,
rather than estimate states based in a global reference
frame. Requiring global states incurs difficulties like the
need for additional states to incorporate relative position measurements [14], [16], waiting periods for global
consistency [6], inclusion of place recognition and map
optimization algorithms in the time-critical path [1],
[12], [?] and additional logic to accommodate large
jumps in pose when loop closures are applied [16].
We demonstrate in this paper that by maintaining
relative information in the state, we can directly utilize
vision-based measurements, we do not require feedback
to the filter from computationally expensive loop closure or SLAM algorithms, and processes that are not
essential for real-time estimation and control can be
1
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Fig. 1. The Mikrokopter hexacopter that we use to carry out
the experiments. The only sensors we utilize are an altimeter (not
visible), IMU, and front-facing RGB-D camera.

completed in the background. Additionally, the basis
for the approach has been shown to scale well to large
environments [17] and the images from the RGB-D
camera represent a rich source of information for path
planning and other high-lever tasks.
The remainder of the article is outlined as follows.
We explain the approach to relative navigation in
Section II. The software architecture is described in
Section III. We provide hardware results in Section IV.
Then in Section V, we summarize the work.
II. R ELATIVE NAVIGATION A PPROACH
Relative navigation refers to navigation with respect
to a local reference frame. We propose that the local
frame change as the vehicle moves through the environment, establishing a topological representation of the
world using a pose graph [18]. The changes in the local
frame occur based on the needs of the VO algorithm.
The algorithm we use is keyframe based. Instead of
comparing consecutive images, each current image is
compared to a reference image, called a keyframe, to
obtain the 6DoF change in pose. New keyframes are
declared when the vehicle has moved further than a
predetermined threshold from the previous keyframe
and the overlap between images becomes too small
for reliable matching. The local coordinate frames with
respect to which the vehicle navigates are derived from
the keyframes.
The map in Figure 2 illustrates the relative topological approach. The VO algorithm initializes a keyframe
at node 1 and an edge is added between the global
frame and the node frame once this information is
known. The filter estimates the position and yaw states
of the vehicle with respect to the local coordinate frame
at node 1 as the vehicle travels. When the VO requires
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Fig. 2. Relative navigation using nodes and edges. As the vehicle
flies through the environment, nodes are created using the VO
keyframes and the edges are defined between them using the relative
states of the MEKF. The vehicle state is relative node four in this
illustration.

a new keyframe to maintain good performance, a new
keyframe and node are declared at pose 2. An edge is
added to the map using the relative states and covariance in the MEKF. The navigation then continues with
respect to node 2 by marginalizing out the old relative
states and augmenting the state vector with new ones.
This process continues as the vehicle moves through
the environment, with new keyframes and nodes being
declared as necessary and the MEKF changing the
relative states each time a new keyframe is declared.
As current images are compared to a keyframe, the
position estimates will not drift when the vehicle is in
hover. A vector chain of edges connects the hexacopter
to the global reference frame. Global position and yaw
for the vehicle can be estimated by first expressing all
the constraints in the same coordinate frame and then
summing all the edges and the current state.
This relative navigation approach has several key
advantages: straightforward use of sensor information
for state updates, easy creation of map edges using the
filter state and covariance, and flexible use of global
information.
Exteroceptive sensors provide relative information.
In particular, the VO provides the change in 6DoF
pose between the current and keyframe images. By
expressing the VO result in the node coordinate frame,
the position and attitude are updated directly in the
filter. This simplification eliminates needing additional
states in the filter or requiring VO measurements to
update the velocity states.
Defining edges between consecutive nodes is a sim-

ple matter of saving the relative portions of the state
and covariance just before a new node is created.
The covariance can be used to compute a confidence
measure of the current global position. For example,
a path planning algorithm might use the combined
covariances of the edges to indicate when estimates
have drifted sufficiently to warrant a planned loop
closure.
Our proposed relative approach offers more flexibility than a globally-based method. The system can fly
reliably both with and without loop closure constraints
that constrain drift and with and without global optimization. This is possible as the local navigation and
control take place regardless of global changes within
the map. Without loop closure it is clear that the map
will drift and not remain globally consistent. However, the relative relationships between nodes maintain
locally consistent topological and metric relationships
between saved locations. Therefore, the map could
be traversed, even back to the starting location, by
using these relative relationships. This is also true
when loop closure constraints are available and global
optimization is not; we could then pursue a consistent
but purely relative topological approach similar to that
of [19]. Finally, by enabling both loop closure and
global optimization we would be able to mimic the typical SLAM approach that provides globally consistent
metric information of the environment.
III. S OFTWARE A RCHITECTURE
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Fig. 3. Software architecture for the proposed system. The front
end provides relative navigation based on keyframes from VO
algorithm. The back end provides a globally-consistent navigation
solution. Notice that the only flow of information from the back end
to the front end is provided by the high-level planner. Most current
scenarios require feedback from the costly optimization and place
recognition algorithms to the estimation and control. ROS provides
the functionality represented by the arrows between components.

Figure 3 provides a visualization of the proposed
relative navigation system. The system is divided into
two halves, the front end and back end. The whole
system is intended to be run onboard a hexacopter,
Figure 1.
The front-end subsystem provides the critical processes to keep the hexacopter flying, including the
VO, sensor fusion, control, and obstacle avoidance.
Consequently, this system is given priority over the
back end. All the components in the front end are based
in the relative coordinate frame explained above.
The back-end subsystem maintains globally consistent information, including a global map and high-level,
global objectives when desired. Notice how the only
flow of information from the back end to the front
end is from the high-level planner. This is in stark
contrast to other solutions that have been developed,
which require feedback from the computationally expensive recognition and optimization components. The
relationship, illustrated in Figure 3, between the front
and back ends is what allows the flexibility of this
approach.
This separation between the front and back ends
provides an added level of robustness to any changes in
the pose graph. For example, when loops are closed and
global optimization is employed, it is possible for large
jumps in the global location to occur. These large jumps
can cause problems with the real-time control of an air
vehicle that employs globally-referenced states. As our
vehicle navigates with respect to a local node, global
optimization can continually make changes without
causing harm to the real-time estimation and control.
Another advantage is the potential to utilize other types
of constraints in the map between nodes, also without
effecting the real-time essential processes. Possibilities
include any measurement constraints which aid in the
understanding of the global or relative vehicle location,
such as intermittent GPS measurements or semantic
information [16].
The system is implemented using the Robot Operating System (ROS)[20]. In fact, messages within the
ROS framework make up all the arrows in Figure 3 and
each block is written as a ROS node/package. Below we
briefly describe each block that makes up the proposed
relative navigation approach.
A. Visual Odometry
As we discussed above, VO is the process of comparing two images to find the relative change in pose

between them. We utilize keyframes in these comparisons, rather than consecutive images, to reduce the
amount of drift. Good tutorials on implementing VO
are found in [21], [22].
In [23], a robust motion estimation approach using
an RGB-D camera is described. It is proposed that
an RGB-D sensor provides three modalities that can
be used to provide motion estimation solutions: a
monocular camera which provides 2D RGB imagery,
a range camera that produces 3D point clouds, and
the combination of the two sensors giving depth information for each pixel of the image (RGB-D). The
advantage of the approach is that information from one
sensor may still be useful when it is not available in the
other, enabling motion estimates in difficult areas for
RGB-D cameras: outdoors, in low light, and in large
open spaces. The approach, however, is not sufficiently
mature for use on a flying platform. We utilize a VO
algorithm we developed that utilizes the 3D information
from an RGB-D camera. We provide a quick summary
of the algorithm below.
1) 3D VO: First, sets of color and depth images
are sent to the algorithm. The first image pair sent
is designated as the keyframe image pair and all
following image pairs are compared to this set until
a new keyframe image is assigned. This occurs once
the camera has moved 0.25 meters or 10 degrees in
yaw from the location where the keyframe image was
taken.
On each image FAST features [24] and BRIEF
descriptors [25] are extracted and the feature positions
are corrected using the distortion information of the
camera. The 3D point location p = (X Y Z)> for the
2D image feature p̄ = ()x y)t op is found by looking up
the depth Z in the depth image and using the projection
equations
X=

(x

cx )Z

fx
(y cy )Z
Y =
,
fy

(1)
(2)

where cx , cy , fx , and fy are the intrinsic camera
calibration parameters for the image center and focal
points.
Next, correspondence between the current image
features and the keyframe features are estimated using
forward and backward constrained brute-force searches
in a mutual consistency check [21]. The corresponding features are passed into RANSAC [26], which is

then employed to find a pose motion estimate while
eliminating outliers. We use a three point singular
value decomposition (SVD) algorithm based on [27] as
the motion model in RANSAC. The solution estimate
provides the 6DoF rotation and translation between the
keyframe and the current coordinate frames.

The nonlinear equations for the states (3) are
ṗn =R> (qbn )vb ,
1
q̇bn = ⌦ u(1:3)
⌘! qbn ,
2
v̇b =vb ⇥ u(1:3)
⌘! + R(qbn )g
1
Mvb + u(4) d~j ,
m
˙ =⌘
↵˙ =⌘↵
q̇bc
b

=⌘cq

ṗ =⌘cp .

B. MEKF Sensor Fusion

The sensor fusion is provided by a MEKF that
has been designed specifically to function with the
relative navigation approach [28], [29]. The MEKF is
an indirect EKF, which means that the error in the
state x and the covariance of the error are maintained
in the filter rather than the best estimate x̂ and error
covariance.
The true states x of the rotorcraft are defined as
h
i>
x = pn> qbn > vb > > ↵> qbc > pb > .
(3)

The position vector pn , relative to the current node,
is the displacement of the body in the front fj , right
rj , and down dj directions with respect to node j . The
quaternion qbn expresses the attitude of the body-fixed
frame with respect to the node frame. The component
of the quaternion for yaw is relative to the current
node. vb is the body-fixed frame velocity vector. The
gyroscope bias vector is . We only estimate the
accelerometer biases in the body x and y directions in
↵. The last two parameters in (3) represent the transformation from the body-fixed coordinate frame to the
camera coordinate frame and can be optionally included
in the state. Once refinements to the transformation are
obtained, these estimates can be saved as constants and
then removed.
The inputs to the model are the gyroscope measurements and the z accelerometer
⇥
⇤>
u = pgyro qgyro rgyro zaccel .
(4)

(5)
(6)

(7)
(8)
(9)
(10)
(11)

A rotation matrix R(qyx ) from a quaternion qyx rotates
the vector v, expressed in the frame x, into frame y .
The operator
2
3
0
!3
!2 !1
6 !3
0
!1 !2 7
7
⌦ (!) = 6
4 !2
!1
0
!3 5
!1
!2
!3 0
assumes that ⇥the order of a quaternion
it multiplies is
⇤>
of the form qx qy qz qw . The noise ⌘! is the
zero-mean Gaussian noise in the measured gyroscopes
from the inputs u. The constant matrix M is
2
3
µ 0 0
M = 4 0 µ 05 ,
0 0 0

and the constants g and µ are the gravity and drag
coefficient respectively. An improved model of the
hexacopter dynamics, contained in (7), which accounts
for the rotor drag with coefficient µ, provides the
ability to fully utilize the information contained in the
accelerometer measurements [30]. As a consequence,
estimation accuracy improves and the requirements for
VO or any other exteroceptive measurement updates
are reduced [31].
C. Relative Planning/Obstacle Avoidance
The low lever planner provides paths for the hexacopter to follow through the environment. The plans
are recomputed frequently enough for the vehicle to
avoid static and slow moving obstacles, like a person
walking at a casual speed. Point cloud data from
the RGB-D sensor are used to create a cost map[32]
of the 3D environment that is then projected onto
the node fj
rj plane. The cost map is expressed
in the relative node frame explained above. Given a

goal location in the relative coordinate system, a path
through the environment is computed using Dijkstra’s
algorithm[33]. The goal location is the only information
received by the front end from the back-end subsystem,
shown in Figure 3. The path is expressed in the relative
coordinate system.
D. Position Control
We have modified the position controller detailed
in [34] to provide control based on waypoints in the
relative node coordinate frame and to provide an integral controller. The control algorithm utilizes a change
of variables on the inputs of the model to eliminate
nonlinearities and a linear quadratic regulator (LQR)
provides the feedback control. The approach to follow
waypoints is based on the procedure outlined in [35],
adapted for rotorcraft. The waypoints are expressed
in the current node frame when sent by the planning
algorithm.
E. Map
The map used in this work is a collection of nodes
and edges in a relative topological pose graph, illustrated in Figure 4. The map is flexible as it can be globally referenced through optimization but it is originally
based on the relative transformations provided by the
motion estimation. New nodes are created with each
new keyframe. Edges are added between temporally
and spatially consecutive keyframes.

location of the vehicle. A relative local coordinate
frame is defined as part of the node, based on the
position and heading of the vehicle when the keyframe
is taken, to enable navigation relative to the node.
Edges in the graph represent the estimated relative
transformations between nodes. We currently only consider edges from the odometry but we are working to
include other constraints, such as those from visual
recognition loop closures and intermittent GPS measurements. The odometry edges are created using the
MEKF, based on the measurements from the robust
motion estimation algorithm. When a new node is
received by the estimator, the old relative portions of
the state and covariance are marginalized out and saved
as the edge between the old and new nodes.
F. Place Recognition
Place recognition provides the capability to recognize when the current keyframe is already part of
the map. Once the algorithm recognizes a match, a
loop-closure constraint can be added to the map using
one of the motion-estimation algorithms. Loop-closure
constraints are essential to providing a topological
consistent map as they constrain the drift in the map
caused by odometry errors.
Place recognition is completed by comparing images
to one another to find close matches [36], [37]. Each
keyframe image in the map is assigned visual words,
from a previously calculated visual vocabulary, based
on the feature information in the image. Then the
map is searched using the words to find images that
contain the same information. Once several images are
suggested by the algorithm as having a high probability
of being the same location, a geometric consistency
check is made to eliminate any false positive matches.
The 6DOF loop-closure constraint is created by comparing the matching images using a motion estimation
algorithm. This algorithm is an item of current work
and it not yet fully implemented in the system.
G. Back-End Optimization

Fig. 4. A simple pose graph map representation. Each of the
nodes, illustrated by the local frames, contains the RGB-D keyframe
images and the global pose estimates. The relative transformations
between each of the nodes are provided by the MEKF.

A node is described, ultimately, by a keyframe RGB
and depth image pair. Attached to the keyframe pair are
the estimates of relative and global position and orientation, yet the image encodes the true instantaneous

The role of nonlinear optimization is to iteratively
refine the edges in the map to produce a globally
consistent map when it is desired. Because of the flexibility of the relative navigation approach, this can be
completed either offline after a flight, or in real time as
a background process. In most navigation approaches,
the sensor fusion relies on the revised global estimates,
causing the computationally heavy optimization to be
a part of the time-critical path that enables flight.

In [38], a new optimization approach is introduced,
which focuses on the relative transformations between
nodes rather than only on the global pose estimates, as
is typically done. As a result, the algorithm provides
improved estimates of the global poses and relative
transformations in less computational time than the
state-of-the-art algorithm g2o [39]. We are working to
implement this algorithm as a ROS node for the system.
H. High Level Planner
The role of the high-level planner is to provide
capabilities such as exploration, target following, or
other higher-level tasks for the hexacopter system. The
algorithm is provided an estimate of the map and the
location of the hexacopter, as well as the current relative
coordinate system in use by the front-end subsystem.
Directions are then provided to the low-level planner in
the form of goal locations in the current relative coordinate system. This setup allows the front-end subsystem
flexibility. It does not need global information and it is
allowed to create its own paths so that obstacles can
be avoided. This node is a subject for future work and
we plan to leverage prior work of high-level planning
for fixed-wing UAVs.
IV. E XPERIMENTAL S ETUP AND R ESULTS
We utilize a Mikrokopter hexacopter vehicle, shown
in Figure 1, and the hardware specified in Table I for the
experimental results. The computer is running Ubuntu
12.04 Linux and all the applications are implemented
in C++ and connected using ROS. Truth data from
a motion-capture system is only used to initialize the
global position of the vehicle and in the comparisons
made in the figures below. The relative MEKF runs
at 100 Hz, the update rate of the IMU. Measurement
updates for the altimeter and the visual odometry
algorithm are applied at 40 Hz and 15 Hz, respectively.
All the processing is performed onboard. During the
experiments presented below, the CPU usage averaged
at about 40%. From these measurements, we believe
that there is sufficient room for the place recognition
and optimization algorithms to also run on the onboard
computer.
We present results for an autonomous hover which
demonstrate the performance of the estimator and control algorithms. The estimates are compared to truth
and the control maintains the vehicle in a hover about
a fixed global location. We also show the true and
estimated 3D positions of the vehicle while following
a path.

TABLE I
H ARDWARE D ETAILS

Component
Vehicle
Autopilot
Sonar Altimeter
RGB-D Camera
IMU
Motion Capture
Processor

Description
Mikrokopter Hexacopter XL
Flight-Ctrl V2.1 ME
LV-MaxSonar R -EZ3
ASUS Xtion Pro Live
MicroStrain R 3DM-GX3 R -15
Motion Analysis
Intel Core i7-2710QE

A. Hover Results
Table II provides the standard deviations of the hover
error through a flight. The vehicle was commanded
to hover at a spot 1 m above the take-off location.
Twelve nodes were created during this flight, but only
three occurred during the hover, the others were created
during takeoff and landing. Notice that even though
the vehicle is navigating using relative states, it can
stabilize around a global location quite well.
TABLE II
T HE STANDARD DEVIATIONS IN THE GLOBAL DIRECTIONS OF
THE HOVER ERROR .

Standard Deviation of Hover Error
Direction
Standard Deviation (m)
global north (n)
0.083
global east (e)
0.071
global down (d)
0.02
B. Path Results
Figures 5 through 7 demonstrate the performance of
some of the state estimates of the filter compared to
truth during a flight with the state estimates in the control loop. The flight was an autonomous, goal-directed
flight in a room equipped with a motion capture system.
The vehicle is performing all of the tasks of the frontend sub-system described in Figure 3, with all of the
computation being completed onboard. The flight is
short to permit the use of the motion capture truth data
for comparison. The vehicle was first commanded to
hover one meter above the starting location and then it
was directed using the goal locations.
In Figure 5 we see the results for the relative right
position r, with respect to the current node. There were
many new nodes created during this autonomous flight.

qy: truth vs. estimate
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Fig. 5. Relative right position r truth and estimates comparison.
This data is from the estimates-in-the-loop autonomous, goaldirected flight. The discontinuities in the plots are due to new nodes
being created, causing the truth and the estimates to “jump” to the
new relative position. We express the global truth from the motion
capture in the relative node coordinate frame for the comparison of
these results. Results for the relative front and down positions are
similar.

Fig. 7. The y component of the quaternion qbn , which is approximately the pitch angle of the hexacopter for this flight, comparison
for a portion of the flight. There are not any discontinuities, as this
part of the quaternion is not relative.

Side Velocity v: truth vs. estimate
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0.15
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Fig. 6.
Body-fixed frame side velocity v truth and estimate
comparison. Notice that there are no discontinuities, as the bodyframe velocity is not relative. Results for the front and down bodyfixed velocities are similar.

Fig. 8.
The 3D path of a flight within the motion capture
environment. We show the true path, the global estimate computed
by summing the relative edges and the current state at each timestep,
the node locations estimates, and the global positions of the relative
goal points. Notice that even though the estimates drift globally, the
vehicle arrives at each of the goal locations. This is possible since
all the front end functionality is based on the relative system.

We note that all of the state estimates transition between
these coordinate frame changes without difficulty. The
body-fixed frame side velocity v results are depicted
in Figure 6. The estimates track the truth, even though
the magnitude of the speed is small. The y component
of the quaternion qbn is shown in Figure 7. The y
quaternion roughly corresponds to the pitch angle of
the hexacopter for this flight.
Figures 8 and 9 show the global, dead-reckoning
results for the autonomous, goal-directed flight. The

goal locations that were commanded are shown in
the figures. Recall that the estimates, control, path
planning, and goal locations are all originally relative
to the current node in the graph. We have converted
them into global estimates for display and comparison.
The estimated global node locations are shown as green
points along the estimated path. There is drift in the
global locations as we are only conducting relative
flights at this point.
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Fig. 9. The top view of the 3D path of a flight within the motion
capture environment. Notice that even though the estimates drift
globally, the vehicle arrives at each of the goal locations. This is
possible since all the front end functionality is based on the relative
system.

V. S UMMARY
A relative, vision-based framework, like the approach described here, is an important step in furthering
the capabilities of indoor aerial navigation. Current
approaches that require globally-referenced states often
suffer deficiencies from the need for additional state
elements to incorporate relative measurements, waiting
periods to process global consistency, inclusion of place
recognition and map optimization algorithms in the
time-critical path, or schemes to accommodate large
jumps in pose when loop closures are applied.
Utilizing a relative approach allows more flexibility
as the critical, real-time processes of localization and
control do not depend on computationally-demanding
optimization and loop-closure processes. Relative exteroceptive measurement updates are supported natively
in the proposed MEKF and front-facing keyframes
provide a rich source of information for path planning.
The graph map also provides potential support for a
variety of constraints, such as intermittent GPS and
semantic information.
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