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Abstract
Automatic speech transcription systems are developed for various languages, domains,
and applications. Statistical models are used in conventional automatic speech tran-
scription systems to produce the most likely transcription. For optimal performance,
large task representative databases are required for data driven parameter estimation
of statistical speech transcription models. The manual creation of high quality labeled
speech data for statistical model training is by far the most time consuming process
and also one of the largest cost factors to be considered. In this thesis, we investigate
unsupervised parameter training and refinement methods for acoustic models to reduce
time and cost factors in the development of automatic speech transcription systems.
First, we describe the costly creation process of manually labeled training data to set
up a transcription system from scratch. In contrast, we present a cost-efficient rapid
porting of an existing transcription system for a new domain or language, when the
setup of a transcription system is constrained by a budget or time limit.
We summarize a framework to efficiently enrich automatically generated transcrip-
tion hypotheses with posterior confidence scores for different transcription details, e.g.
word, pronunciation, or state confidence scores. We evaluate confidence based weight-
ing and filtering approaches for various unsupervised acoustic model adaptation tech-
niques. Posterior confidence scores on state level are studied for unsupervised adapta-
tion as well as for unsupervised training of acoustic model parameters.
We examine different unsupervised training scenarios where the amount and the
quality of available language resources vary. We improve the accuracy of a well tuned
English transcription system for European parliament speeches – trained on one hun-
dred hours of carefully manually transcribed speech data – by applying additional
automatically labeled audio recordings. In contrast to this scenario, we then bootstrap
the acoustic model of a Polish transcription system from a Spanish model and itera-
tively refine the Polish model by exclusively using automatically labeled training data.
In addition, we address the scenario of improving a Persian pronunciation lexicon by
unsupervised refinement of a statistical pronunciation model.
Finally, we discuss the task of developing an acoustic model for a transcription system
without any manually labeled training or evaluation data analogously to the task of
breaking a cipher system.
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Zusammenfassung
Automatische Sprachtranskriptionssysteme werden für zahlreiche Sprachen, Domänen,
und Applikationen entwickelt. Herkömmliche Transkriptionssysteme verwenden statis-
tische Modelle zur Bestimmung der wahrscheinlichsten Transkription. Für eine op-
timale Transkriptionsleistung werden große, der Aufgabe entsprechende Datensätze
benötigt, um die Parameter der statistischen Modelle datengetrieben zu trainieren.
Das manuelle Aufsetzen von qualitativ hochwertig transkribierten Sprachdaten zur
Entwicklung von statistischen akustischen Modellen ist dabei eine der zeit- und kosten-
intensivsten Aufgaben.
In dieser Arbeit werden Methoden für die unüberwachte datengetriebene Bestim-
mung von akustischen Modellparametern untersucht, welche den Zeit- und Kosten-
faktor der Entwicklung eines automatischen Sprachtranskriptionssystemes reduzieren.
Zuerst wird der aufwändige Entstehungsprozess eines manuell verschrifteten Sprach-
korpus zum initialen Aufsetzen eines Sprachtranskriptionssystemes beschrieben. Dem-
gegenüber präsentieren wir kosteneffiziente Ansätze zur schnellen Portierung eines be-
stehenden Sprachtranskriptionssystemes zu einer neuen Domäne oder anderen Sprache,
für den Fall das Kosten- oder Zeitvorgaben die Systementwicklung einschränken.
Es folgt die Systembeschreibung zur effizienten Generierung von Posteriorkonfiden-
zen für die verschiedenen Details einer automatisch erzeugten Transkriptionshypothese:
Posteriorkonfidenzen auf Wort-, Ausprache-, oder Zustandsebene. Konfidenzbasierte
Gewichtungs- und Selektionsmethoden werden mit verschiedenen unüberwachten Adap-
tionsverfahren für akustische Modelle evaluiert. Posteriorkonfidenzen auf Zustands-
ebene werden sowohl zur unüberwachten Adaption als auch zum unüberwachten Train-
ing von akustischen Modellparametern untersucht.
Ebenso werden verschiedene unüberwachte Trainingsszenarien betrachtet, die sich
durch die Quantität und Qualität der Trainingsdaten voneinander unterscheiden. Wir
verbessern die Erkennungsrate eines Transkriptionssystemes optimiert für in Englisch
gehaltene Reden im Europäischen Parlament – trainiert mit einhundert Stunden manu-
ell sorgsam transkribierter Sprachdaten – durch die Hinzunahme von automatisch tran-
skribierten Sprachdaten. Im Gegensatz dazu initialisieren wir ein polnisches akustisches
Modell durch ein spanisches Modell und verbessern das polnische Modell iterativ indem
wir ausschließlich automatisch transkribierte Trainingsdaten verwenden. Desweiteren
wird die Verbesserung eines persischen Aussprachelexikons durch die unüberwachte
Optimierung eines statistischen Aussprachemodells beschrieben.
Abschließend diskutieren wir die Aufgabe – analog zur Lösung eines Verschlüs-
selungssystemes – ein akustisches Modell ohne manuell transkribierte Trainings- oder
Testdaten zu entwickeln.
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Chapter 1
Introduction
Speech recognition describes the task of converting an acoustic speech signal into a
sequence of written words – in other words, the speech-to-text transcription task. The
vast majority of today’s state-of-the-art automatic speech recognition or speech tran-
scription systems use a pair of statistical models, which represent the language and
acoustic characteristics of the transcription task. Both statistical models – the lan-
guage model and the acoustic model – are modeled as Markov processes.
A Markov process – named after the Russian mathematician Andrei A. Markov – is a
stochastic process whose future probabilities are determined by its most recent values.
In a publication from 1913, Markov applied his model to estimate the distribution of
vowels and consonants in works of Russian literature [Basharin & Langville+ 03]. The
work on Markov chains from [Kolmogorov 33] can be considered as the foundation of
the general theory of Markov processes.
[Baum & Petrie 66] described the mathematics behind the hidden Markov model
(HMM), which can be used to model a Markov process with unobserved or hidden
states. From the 1970’s on, the HMM became the standard modeling approach for an
acoustic model of statistical speech recognition systems [Baker 75, Bahl & Baker+ 76,
White 78, Mori 79]. The concept of continuous speech recognition by statistical meth-
ods has been described by [Jelinek & Bahl+ 75].
Comprehensive historical retrospective overviews of the technology develop-
ment for statistical automatic speech recognition (ASR) are given in [Young 96,
Juang & Rabiner 06]. [Gales & Young 07] and [Ney 07] describe the fundamental mod-
els and methods used in today’s state-of-the-art ASR systems.
In this thesis, we investigate unsupervised parameter training and refinement meth-
ods for acoustic hidden Markov models of automatic speech recognition systems. Un-
supervised training approaches are interesting whenever unlabeled task representative
acoustic data is available, which cannot be manually labeled for supervised model
training due to time or cost constraints. Additionally, the development process of an
automatic speech recognition system depends on the language resources available for
the setup of its models. Therefore, we examine different unsupervised training scenarios
where the amount and the quality of available language resources vary.
1
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Figure 1.1: Basic architecture of a statistical automatic speech recognition system [Ney 90].
derived form the short-term power spectrum, several alternative acoustic features have been
developed in recent years, including the TANDEM approach [Hermansky & Ellis+ 00a].
A commonly used method to include dynamic information is augmenting the original
feature vector with the first and second derivatives yielding a high dimensional vector. A more
general approach is based on the linear discriminant analysis (LDA) applied to concatenated
feature vectors of neighboring time frames [Fisher 36, Duda & Hart+ 01]. The LDA is a linear
transformation which projects a feature space into a lower dimensional subspace such that the
class separability for distributions with equal variances is maximized.
In particular, the demand for speaker independence on the acoustic vectors is hard to
meet. The above mentioned MFCC and PLP features for instance, are also used for speaker
identification tasks [Doddington & Przybocki+ 00]. This means that there is still plenty of
information of the given speaker contained in these features. Several methods have been
developed to cope with the speaker dependency of the acoustic feature vectors: speaker
normalization, which tries to reduce the speaker dependency by transforming the acoustic
feature vectors, and speaker adaptation, which tries to adjust the model parameters of the speech
recognition system to the characteristics of the given speaker. In [Pitz 05], a comprehensive
comparison of these methods is presented along with a unified view of speaker-dependent
transformations.
Figure 1.1. Overview of a statistical speech recognition system [Ney 07].
1.1 Statistical Speech Recognition
According to Bayes’ decision rule [Bayes 63], for a given sequence of acoustic observa-
tions xT1 = x1, . . . , xT , we choose a word sequence wN1 = w1, . . . , wN that maximizes
the a posteriori probability:
[
wN1
]
opt = argmax
wN1
{
p(wN1 |xT1 )
}
= argmax
wN1
{
p(wN1 ) · p(xT1 |wN1 )
}
. (1.1)
Equation (1.1) defines the two statistical models that are the foundation of a statisti-
cal ASR system. T language model p(wN1 ) prov des the a priori probability for a word
sequence wN1 , and the acoustic model p(xT1 |wN1 ) provides the probability for a sequence
of acoustic feature vectors xT1 for a given word sequence wN1 . The architecture of a
statistical ASR system is illustrated in Figure 1.1 [Ney 07], and the main components
and algorithms of such a statistical ASR system are described in this section.
2
1.1.1 Language Model
The language model p(wN1 ) provides an a priori probability for a word sequence wN1 .
For many large vocabulary ASR tasks, the language model is modeled as an m-gram
model or, in other words, as a (m− 1)-order Markov model. According to the Markov
assumption, a word wn is affected only by its prior local history of (m− 1) preceding
words h = wn−1n−m+1. The language model p(w
N
1 ) can be decomposed as follows:
p(wN1 ) =
N∏
n=1
p(wn|wn−11 )
Markov
=
N∏
n=1
p(wn|wn−1n−m+1). (1.2)
For ASR systems, a commonly used measure for the evaluation of language models
is the perplexity PP for a given word sequence wN1 :
PP =
[
N∏
n=1
p(wn|wn−1n−m+1)
]− 1
N
. (1.3)
The log2-perplexity corresponds to the cross-entropy H(wN1 , p) of a language model
p and a given word sequence wN1 :
H(wN1 , p) = −
1
N
N∑
n=1
log2 p(wn|wn−1n−m+1). (1.4)
One of the first estimated entropy results for English text have been published in
1951. [Shannon 51] estimated – based on human experiments – an English letter en-
tropy between 0.6 to 1.3 bits per letter.
The training of an m-gram language model is based on m-gram counts, which ideally
come from large task representative text corpora. The number of possible m-grams in-
creases exponentially with their sequence lengthm. Typically, not all possiblem-grams
for large vocabulary tasks are present in training corpora and language model smooth-
ing techniques are applied to model the probabilities for word sequences unobserved or
rarely seen in training. A thorough investigation on different m-gram language model
estimation techniques can be found in [Chen & Goodman 99].
1.1.2 Acoustic Model
The acoustic model p(xT1 |wN1 ) provides a probability for an acoustic feature vector
sequence xT1 for a given word sequence wN1 . Often, the acoustic model is modeled as a
Gaussian hidden Markov model.
3
Hidden Markov Model
A hidden Markov model (HMM) can be used to model a Markov process with unob-
served or hidden states. For acoustic models, the hidden states can be used to model
the variations in speaking style – e.g. the speaking rate – for a given word sequence.
The probability p(xT1 |wN1 ) is extended by hidden random variables representing the
state sequence sT1 :
p(xT1 |wN1 ) =
∑
sT1
p(xT1 , s
T
1 |wN1 ). (1.5)
Using the chain rule and Bayes’ identity, the equation can be rewritten as
p(xT1 |wN1 ) =
∑
sT1
T∏
t=1
p(xt|xt−11 , st1, wN1 ) · p(st|xt−11 , st−11 , wN1 ) (1.6)
and by applying the Markov assumption on the probabilities p(xt|xt−11 , st1, wN1 ) and
p(st|xt−11 , st−11 , wN1 ), the equation can be simplified as
p(xT1 |wN1 ) Markov=
∑
sT1
T∏
t=1
p(xt|st, wN1 ) · p(st|st−1, wN1 ). (1.7)
Usually, the Viterbi approximation is applied to approximate the acoustic model by
using the maximum instead of the sum over HMM state sequences:
p(xT1 |wN1 )
Viterbi≈ max
sT1
{
T∏
t=1
p(xt|st, wN1 ) · p(st|st−1, wN1 )
}
. (1.8)
For many acoustic models, the emission probability p(xt|st, wN1 ) is represented by
Gaussian mixture densities
p(x|s, wN1 ) =
Ls∑
l=1
csl · N (x|µsl,Σsl, wN1 ) (1.9)
where each state s is modeled by a Gaussian mixture model, Ls denotes the
number of Gaussian distributions for state s, csl denotes the mixture weights, and
N (x|µsl,Σsl, wN1 ) denotes the normal or Gaussian distributions with mean µ and
covariance Σ.
The pronunciation model p(vN1 |wN1 ) expresses the probability for a sequence of pro-
nunciations vN1 given a sequence of words wN1 . Typically a pronunciation v is rep-
resented by a sequence of acoustic subword units, e.g. by a sequence of phonemes.
The pronunciation model is often approximated by a word based pronunciation lexicon
p(vn|wn):
p(vN1 |wN1 ) ≈
N∏
n=1
p(vn|wn), (1.10)
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which expresses the probability of a pronunciation v for a word w without context
dependencies. The pronunciation model p(vN1 |wN1 ) can be incorporated by rewriting
the acoustic model as
p(xT1 |wN1 ) =
∑
vN1
p(xT1 |vN1 , wN1 ) · p(vN1 |wN1 ), (1.11)
and after applying the previously listed hidden Markov modeling steps the acoustic
model can be expressed as
p(xT1 |wN1 )
Viterbi≈ max
sT1 ,v
N
1
{
p(vN1 |wN1 )
T∏
t=1
p(xt|st, vN1 , wN1 ) · p(st|st−1, vN1 , wN1 )
}
. (1.12)
The finite set of possible hidden state sequences {sT1 } of the acoustic HMM p(xT1 |wN1 )
is typically configured by a combination of different models: the pronunciation lexi-
con to model the sequence of possible subword units – e.g. phonemes – to repre-
sent words [Cohen & Mercer 75] and the state topology configuration to represent sub-
word units by context dependent subword unit states, which we call allophone states
[Schwartz & Chow+ 85, Lee & Hayamizu+ 90]. Figure 1.2 illustrates a modeling ex-
ample for hidden state sequences. There, phonemes have been chosen as subword units
and a triphone context dependency has been chosen for the allophone states, which are
modeled as 6-state HMM in Bakis topology [Bakis 76].
The number of distinct allophone states increases exponentially with the subword
unit context length and a large number of allophones will have no or too few obser-
vations for a reliable parameter estimation. Decision tree based state clustering ap-
proaches – e.g. classification and regression tree (CART) [Breiman & Friedman+ 84,
Bahl & de Souza+ 91, Young & Odell+ 94] – can be used to overcome this problem.
Signal Analysis for Acoustic Feature Extraction
The acoustic signal for speech recognition is recorded by a microphone and digi-
tally sampled as an amplitude-time speech waveform. The acoustic feature vector
sequence xT1 for acoustic modeling represents the parameterization of a speech wave-
form. The setup of the acoustic model p(xT1 |wT1 ) leads to implications on the signal
analysis setup for feature extraction. Signal analysis should extract only information
relevant to the acoustic model. Typically, feature extraction aims to be invariant to-
wards intensity, background noise, or speaker identity.
The signal analysis frontend of today’s state-of-the-art speech recognition systems
is based on a short term spectral analysis [Rabiner & Schafer 78], usually a Fourier
analysis. Common ASR signal analysis setups are based on mel frequency cepstral
coefficients (MFCC) [Davis & Mermelstein 80] or perceptual linear prediction (PLP)
[Hermansky 90]. For a thorough description of the RWTH ASR feature extraction
frontend see [Zolnay 06].
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This approximation is called Viterbi or maximum approximation [Ney 90]. Equations (1.2)
and (1.3) can be solved e ciently using the forward-backward algorithm [Baum 72,
Rabiner & Juang 86], which is an example of dynamic programming [Bellman 57, Viterbi 67,
Ney 84].
An example of an HMM for a part of the word “seven” is shown in Figure 1.2. The topology
used in this work has been introduced by Bakis [Bakis 76]: the basic HMM consists of six
subsequent states where each two successive states are identical. Only transitions from a state
to itself (loop), the next state (forward), and the next to next state (skip) are allowed. Using a
frame-shift of 10ms, the path through the HMMwith forward transitions only amounts to 60ms.
This is close to the average duration of phonemes for most languages. This 6-state HMM has a
minimum duration of 30ms (only skip transitions). This has been found to be too long for fast
conversational speech, e.g. on the Verbmobil II corpus [Molau 03]. In this case, a 3-state model
is used where the two identical states are merged into a single one. This reduces the minimum
length of the HMM.
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Figure 1.2: 6-state hidden Markov model in Bakis topology for the triphone sehv in the word
“seven”. The HMM segments are denoted by <1>, <2>, and <3>.
The emission probabilities p(xt|st,wN1 ) of an HMM can be modeled by discrete probabil-
ities [Jelinek 76], semi-continuous probabilities [Huang & Jack 89] or continuous probability
distributions [Levinson & Rabiner+ 83]. A commonly used model for continuous probability
distributions are Gaussian mixture models (GMMs). Assuming GMMs, the emission probabil-
Figure 1.2. 6-state hidden Markov model in Bakis topology for the triphone sehv in the
word “seven”. The HMM segments – denoted by <1>, <2>, and <3> – represent
t context dep dent pho eme ased subword units.
A commonly used method in feature extraction is the linear discriminant analysis
(LDA) [Fisher 36], which takes different feature cla ses into account and maximizes the
ratio of the between-class covariance matrix to the average within-class covariance ma-
trix [Duda & Hart+ 01]. In other words, LDA is a linear transformation which projects
a feature space into a lower dimensional subspace such that the class separability for
distributions with equal variances is maximized. In many ASR systems, an LDA trans-
formation is applied on concatenated feature vectors – e.g. MFCC feature vectors – of
neighboring time frames, as described by [Brown 87].
Several methods have been developed to remove speaker dependencies from acous-
tic feature vectors, e.g. vocal tract length normalization (VTLN) [Wakita 77,
Ono & Wakita+ 93] or constrained maximum likelihood linear regression (CMLLR)
[Digalakis & Rtischev+ 95, Leggetter & Woodland 95b]. A comprehensive comparison
of these methods is given in [Pitz 05].
1.1.3 Search Algorithm
Today’s state-of-the-art automatic speech transcription systems take a segment of
speech data as input and create a ranked list of transcription hypotheses as output.
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A search algorithm is used to efficiently evaluate the most probable or optimal word
sequence
[
wN1
]
opt by ranking possible word sequences according to their probability
defined by the language and acoustic model; see Equation (1.1).
The hypotheses ranking process is done by a speech recognition decoder using a
search algorithm. Typically – due to the nature of the speech recognition task – many
of the competing transcription hypotheses in the search process have sub-sequences
in common and can be merged due to the Markov assumptions of the language and
acoustic model.
Equation (1.8) can be solved efficiently by the Viterbi decoding algorithm
[Viterbi 67]. The Viterbi approximation in Equation (1.8) is also known as max-
imum approximation [Ney 84, Ney 90]. A generalized approach for solving Equa-
tions (1.7) or (1.8) is the forward-backward or Baum-Welch algorithm [Baum 72].
[Beulen & Ortmanns+ 99] and [Ney & Ortmanns 99] describe a dynamic programming
approach to solve the search problem in Equation (1.1). All of the here listed search
algorithms are examples for dynamic programming [Bellman 57].
For computationally expensive recognition tasks, different approximate pruning
methods are used by a recognition decoder. Pruning methods eliminate or prune
hypotheses during the search process without considering them further. Falsely elimi-
nated hypotheses – i.e. hypotheses which would have turned out as optimal hypotheses
according to the statistical ASR system – can lead to automatic transcription errors.
These so called search errors can be distinguished from model errors, i.e. automatic
transcription errors due to false model assumptions or non-optimal parameter settings.
1.2 Acoustic Model Training
As for the language model, the acoustic model is ideally trained on a large task repre-
sentative training corpus. An acoustic training corpus (X,W ) consists of a sequence
of acoustic feature vectors X = xT1 and a corresponding word sequence W = wN1
representing the spoken words.
1.2.1 Training Criteria
Different training criteria are known for the data-driven estimation of statistical acous-
tic model parameters. This section lists the most prominent ASR training criteria.
Maximum Likelihood Criterion
The maximum likelihood estimation is a well known parameter estimation approach
which is based on the maximum likelihood (ML) criterion for statistical models. The
ML criterion is defined to maximize the likelihood of training data w.r.t. the acoustic
model parameters θ:
FML(θ) = pθ(X|W ). (1.13)
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Maximum A Posteriori Criterion
The maximum a posterior (MAP) criterion can be seen as a generalization of the ML
criterion, where the acoustic model parameters θ are treated as a random variable with
a prior distribution p(θ):
FMAP(θ) = p(θ) · pθ(X|W ). (1.14)
Maximum Mutual Information Criterion
Often, better parameter solutions are provided by discriminative training methods or
by a combination of different training criteria for the setup of an ASR system. One of
the first discriminative training criteria that have been investigated in acoustic model
training was the maximum mutual information (MMI) criterion, which can be defined
as:
FMMI(θ) = pθ(W |X)
=
p(W ) · pθ(X|W )∑
W ′
pθ(X|W ′) . (1.15)
1.2.2 Parameter Estimation
Today, prominent parameter estimation methods for acoustic models are iterative
parameter reestimation or refinement approaches. One of the most widely used
method is the expectation maximization (EM) algorithm to iteratively reestimate
the parameters of an HMM using the ML criterion [Dempster & Laird+ 77]. In
many state-of-the-art systems, the maximum likelihood estimated parameters are re-
fined according to a discriminative training criterion, e.g. MMI [Bahl & Brown+ 86].
[Gopalakrishnan & Kanevsky+ 91] and [Normandin & Morgera 91] described the ex-
tended Baum-Welch (EBW) algorithm for the reestimation of acoustic model param-
eters according to the MMI criterion.
Regularization methods – similar to the MAP estimation concept [Gauvain & Lee 94]
– are often used to improve the estimation results of iterative parameter estimation
methods. A prominent regularization method is known as I-smoothing and was de-
scribed in [Povey & Woodland 02].
The EM parameter estimation methods do not guarantee to estimate the global
optimal acoustic model parameters according to the used criterion.
1.2.3 Reducing Manual Supervision
The setup and optimization of a statistical ASR system requires large task representa-
tive training and tuning databases. For the vast majority of state-of-the-art transcrip-
tion systems, the acoustic models are trained on several hundreds to thousands of hours
of speech data [Evermann & Chan+ 05, Rybach & Hahn+ 07]. There is a trend in the
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history of acoustic model training to make use of increasingly large training corpora
while at the same time less effort is spent on creating high quality acoustic training
transcriptions. The requirement of large task representative training corpora for robust
parameter estimation and the cost factor for manually transcribing the acoustic train-
ing may have led to this trend. In [Chelba & Xu+ 12], ASR experiments are published
which make use of 87,000 hours of acoustic training data.
Broadcast news transcription systems have been trained on closed captions rather
than expensive verbatim transcriptions. These approximate and erroneous tran-
scriptions need to be automatically aligned to speech segments, and supervised pa-
rameter training approaches cannot optimally make use of these resources. Lightly
supervised training techniques have been developed to overcome this problem
[Lamel & Gauvain+ 00, Chen & Lamel+ 04, Nguyen & Xiang 04]. For these training
techniques, a relative flexible grammar – based on the approximate transcriptions – can
be used to automatically derive the training transcriptions for automatically segmented
audio data.
Similarly, unsupervised training techniques have been developed for acous-
tic training data which has no transcriptions at all [Zavaliagkos & Colthurst 98,
Kemp & Waibel 99, Lamel & Gauvain+ 02, Wessel & Ney 05]. There, an initial sub-
optimal recognition system is used to create automatic training transcriptions for un-
labeled task representative speech data.
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Chapter 2
Scientific Goals
The present thesis investigates methods to reduce time and cost factors in the develop-
ment of an automatic speech transcription system. The manual creation of high quality
language resources for acoustic model training is by far the most time consuming pro-
cess and also one of the largest cost factors. Unsupervised training or unsupervised
refinement approaches for parameter estimation of statistical models can be attractive
alternatives when the setup of a transcription system is constrained by a budget or
time limit.
The available language resources for model training can vary for each transcription
task and so do the optimal training steps to efficiently develop an automatic tran-
scription system for a particular task. For some tasks, the optimal model training
steps cannot be used due to the mentioned setup constraints. Instead, a feasible but
suboptimal training approach has to be applied.
In particular, the following acoustic model training approaches are examined in this
thesis:
Manual creation of language resources: Training and evaluation corpora are essen-
tial requirements for the setup of a statistical speech recognition system. We
investigate the effort in creating language resources of different qualities for the
setup of large vocabulary transcription systems.
Efficient rapid porting of transcription systems: Often, task specific language re-
sources are not available to train a transcription system from scratch for a new
task. We discuss approaches to tackle the problem and present results for efficient
rapid porting of transcription systems.
Efficient automatic annotation of acoustic training data: Automatically generated
transcription lattices are an efficient way to store and process speech data an-
notations from a transcription system. We discuss different annotation details a
transcription system can provide for unsupervised model training approaches.
Analysis of unsupervised confidence based adaptation: Unsupervised adaptation is
a common component of state-of-the-art transcription systems. We reinvestigate
the benefit of different lattice based confidence scores for prominent adaptation
methods.
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Analysis of unsupervised confidence based training: Unsupervised acoustic model
training can be performed to set up transcription systems based on a weak per-
forming bootstrap system as well as to improve a highly tuned transcription
system. We present and analyze experimental results for unsupervised training
of large vocabulary transcription systems that differ in their initial transcription
performance and in the amount of available language resources.
Unsupervised confidence based pronunciation model refinement: Often, unsuper-
vised acoustic model training refers to the refinement process of the Gaussian
mixture model parameters on automatically labeled data. Here, we investigate
a confidence based pronunciation model refinement approach to improve a pro-
nunciation lexicon in an unsupervised fashion.
Analysis of decipherment methods for acoustic model training: Today, unsuper-
vised training methods are based on an initial transcription system whose
model parameters have been derived under manual supervision. We present and
analyze a decipherment approach for acoustic model training which estimates
the acoustic model parameters in a way similar to breaking a cipher.
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Chapter 3
Manual Creation of Language Resources
The setup and optimization of a statistical automatic speech recognition (ASR) sys-
tem requires large task representative training and tuning databases. A straightforward
classification or type designation of transcription tasks is by the targeted language of
a transcription system. Often, the term language resources is used to represent all
available data resources required for acoustic and language model training of a par-
ticular transcription task. This chapter describes the collection effort to obtain task
representative data as well as the processing effort to create ASR corpora for parameter
estimation and performance evaluation of large vocabulary continuous speech recogni-
tion (LVCSR) systems.
Many of the contributions of this thesis were developed in the scope of projects to
develop or improve statistical ASR systems. The following sections describe the collec-
tion and processing work to create language resources for the LVCSR tasks presented
in this thesis.
3.1 European Parliament Speech Transcription Task
The European Parliament speech transcription task was part of the European TC-
STAR project. The project started in April 2004 and lasted for a period of three years.
The TC-STAR project (Technology and Corpora for Speech to Speech Translation) was
envisioned as a long term effort focused on advanced research in all core technologies
for speech-to-speech translation system. Such a system consists of three components:
automatic speech recognition, machine translation and speech synthesis. The devel-
opment of new approaches for speech-to-speech translation demands corpora from a
single domain to improve and evaluate all of these components in interaction. There-
fore, the project focused on the translation of unconstrained conversational speech as
it appears in broadcasted parliamentary speeches and meetings. The European Parlia-
ment plenary session (EPPS) was chosen as domain for the development and evaluation
of speech-to-speech translation systems. In this section, we describe the EPPS domain
and the data collection efforts to create language resources for the development of an
EPPS ASR system. The here presented overview of the EPPS domain, as well as the
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Figure 3.1. Overview of the European Parliament plenary session (EPPS) raw data sources.
first EPPS ASR experiments, have been published in [Gollan & Bisani+ 05].
3.1.1 Data Collection
The European Parliament holds plenary sessions on usually six days per month. The
major part of the sessions takes place in Strasbourg, France, while the residual sessions
are held in Brussels, Belgium. In 2004, the European Parliament consisted of members
from 25 countries and 20 official languages were spoken. The sessions are chaired by
the President of the European Parliament. Typically, when the president hands over
to a member of the parliament, the speaker’s microphone is activated. Interjections
from the Parliament have therefore a reduced volume in the recordings. Simultaneous
translations of the original speech are provided by interpreters in all official languages
of the European Union. Figure 3.1 gives an overview of the structure of available EPPS
data.
The European Union’s TV news agency, Europe by Satellite provides Europe-related
information via internet and satellite. The agency broadcasts the plenary sessions live
in the original language and the simultaneous translations via satellite on different
audio channels: one channel for each official language of the European Union and an
extra channel for the original untranslated speeches. These channels are additionally
available as 30 minute long internet streams for one week after the session. The audio
transmissions are monaural. The internet audio streams have a sample rate of 16 kHz
and are encoded with the RealAudio Sipro codec at a bit rate of 16 kbit/s. The satellite
audio streams have a sample rate of 48 kHz and are encoded with the MPEG 1 layer II
codec at a bit rate of 64 kbit/s.
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Rainbow Text Edition Verbatim Transcription
It is for our Parliament, as It is for our Parliament, as
we have already marked we have already marked
in a symbolic ceremony in a symbolic ceremony
outside, a special and outdoor, a special and
extraordinary moment. extraordinary moment.
In Dublin last Saturday, It was described in Dublin
last Saturday captured in
the words of
Ireland’s Nobel literature Ireland’s Nobel literature
laureate Seamus Heaney laureate Seamus Heaney,
captured this special event he talked about and I quote
with the words ... ...
Figure 3.2. Excerpt of a European Parliament Rainbow Text Edition and the corresponding
manual transcription.
The compilation of texts of the speeches given by members of the European Par-
liament in plenary sessions is known as the rainbow text edition (RTE). Every speech
in these reports appears in the language used by the speaker who is allowed to make
corrections to the text afterwards. The reports are published on the official European
Parliament website on the day after the EPPS. The final text edition (FTE) in all
official languages of the European Union is accessible about two months later. The
website also provides all previous reports since April 1996. The RTE and FTE aim for
high readability, and therefore do not provide a strict word-by-word transcript. Trans-
position, substitution, deletion and insertion of words can be observed in the reports.
An example is given in Figure 3.2. Furthermore, notable deviations from the original
speech include removal of hesitations, false starts and word interruptions.
3.1.2 English and Spanish Language Resources
This section describes the properties and availability of the English and Spanish
TC-STAR language resources. The following details have also been reported in
[van den Heuvel & Choukri+ 06].
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Speech Corpus Production
Two corpora for ASR system development purposes have been produced in TC-STAR,
one for European accented English and one for European Spanish. Both language
resources contain speeches held at the European Parliament, obtained via Europe by
Satellite and recorded by RWTH. Additionally, the Spanish corpora include recordings
from the Spanish Parliament and the Spanish Congress.
For the first TC-STAR Evaluation Campaign held in March 2005, approximately
40 hours of speech per task were manually transcribed as training data. Further exact
transcriptions were produced for the second Evaluation Campaign in February 2006.
These language resources – speech data and manual transcriptions – are available from
the European language resources association (ELRA). The English database comprises
102 hours of transcribed recordings leading to almost 800k running words and a 19k
vocabulary. The recordings were made between May 2004 and May 2005. The English
database was transcribed and packaged by RWTH. The Spanish database comprises
both, recordings of members and interpreters of the European Parliament speaking in
the parliamentary plenary sessions and recordings of the Spanish Parliament, which
have been transcribed by Universitat Politècnica de Catalunya (UPC), Spain.
The manual transcriptions were produced with Transcriber, a tool for assisting the
manual annotation of speech signals [Barras & Geoffrois+ 98, Barras & Geoffrois+ 01].
It provides a user-friendly graphical interface for segmenting long duration speech
recordings, transcribing them, and labeling speech turns, topic changes and acous-
tic conditions. The manual annotations of the data include: false starts, lexical tags
for unintelligible parts, foreign words and words of unknown spelling. The following
events are excluded from the transcribed speech data by segmentation: music, cross
talk, unintelligible speech, speech in languages other than English or Spanish, applause,
programs other than parliament speeches.
Speech Corpus Validation
The English and Spanish speech corpora were thoroughly validated by the Speech
Processing EXpertise center (SPEX). At validation, it was tested whether the corpora
met the minimum requirements imposed by the original specifications. The validation
criteria were related to the following properties:
• documentation: correctness and completeness
• database structure: formats and file names
• corpus items: design and completeness
• acoustic quality of speech data
• formal correctness of the annotation files
• speaker qualifications
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• recording conditions
• annotation quality.
The correctness of the manual annotations is considered of primary importance.
Below follows a brief account of procedure and criteria for the validation of transcription
quality:
• 2,000 segments were selected for the validation, including very short ones with
only noise, with a maximum of 50 segments per speaker
• to facilitate speaker verification, segments were grouped per speaker and offered
as such to the validator
• a native speaker of the language performed the check on the speech part of each
segment: the transcriptions in the label files were checked by listening to the
corresponding speech files and by correcting the transcriptions, if necessary.
The following validation criteria were used:
• a maximum of 2% of the segments were allowed to contain an error in the attri-
bution of speaker characteristics: not same speaker within same speaker block,
wrong speaker gender, or wrong nativeness classification
• a maximum of 5% of the segments were allowed to contain an error in the segment
boundaries: no boundary at the end of a sentence, boundary in the middle of
a sentence without a natural breakpoint such as a pause, segments significantly
longer than 10 seconds, or more than 1 speaker within a segment
• a maximum of 5% of the segments were allowed to contain an error in the attri-
bution of lexical tags
• a maximum of 5% of the segments were allowed to contain an error in the tran-
scription of speech
• a maximum of 10% of the segments were allowed to contain an error in the
transcription of non-speech events.
As a general rule, the given transcription should get the benefit of the doubt. Only
obvious errors should be corrected. Non-speech events are not corrected if the validator
preferred another symbol, but considered the given symbol as one of a similar kind.
The speech corpora met the validation criteria for the evaluated segments.
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Publicly Available Evaluation Suites
ELDA offers ASR evaluation suites for the English and Spanish EPPS tasks. For
each language, the evaluation suites contain the development and evaluation corpora
including audio files, manual transcriptions, accuracy scoring tools, documentation and
evaluation protocols. The aim of the evaluation suites is to enable external players to
evaluate their own systems and compare the results with those obtained in the official
TC-STAR evaluation campaigns.
The TC-STAR ASR evaluation suites were validated by SPEX along the same lines
as the ASR training corpora. Again, the validation of the manual annotations was
given special attention and all evaluation suites were approved.
3.1.3 Polish Language Resources
The creation process of the Polish EPPS language resources differs considerably from
the process for the English or Spanish EPPS language resources. Significantly less
effort and money had been spent on the speech annotation process and no third party
was involved to validate the Polish EPPS corpora.
Although Polish is a language spoken by a large population in the European Union,
official ASR language resources were scarce to develop a Polish ASR system. RWTH
established Polish EPPS recordings, including audio from politicians as well as from in-
terpreters, and collected the publicly available RTE as well as the FTE text documents
for the development of a Polish ASR system.
As stated in [Lööf & Gollan+ 09], a few hundred hours of Polish European Par-
liament recordings were prepared at RWTH, of which about 6% consist of original
politician speeches and the rest of interpreter speech. From this, a blackout period for
model training was chosen, and a half hour tuning set as well as a three hour devel-
opment set were extracted from this period, see Table 3.1. The recognition sets were
chosen to include only the politician portions. The final versions of both the tuning
and development sets were corrected by native Polish speakers.
Table 3.1 also describes the acoustic recordings used for unsupervised acoustic train-
ing. This data was taken from outside of the blackout period and included both original
politician speeches as well as interpreter audio. Since no manual transcription of this
data existed at the time, the word statistics are taken from the automatic transcription
output, whose generation is described in Section 7.2.2.
While for most languages the official minutes of meetings were available, with text
data originating from several years, this was not the case for Polish. The official
translation of the RTE into Polish FTE was not available at the time the Polish speech
corpora were created. This means that the only in-domain text data available was
the preliminary transcriptions of the politician portions of the acoustic data, about
half a million running words in total. Since this is clearly inadequate for language
model training, several additional sources of text data were used. The additional data
consisted of official translations of European Union legal documents into Polish, as well
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Table 3.1. Polish speech corpora from European Parliament plenary session (EPPS).
tune dev train
audio [h] 0.45 3.03 127.8
# segments 195 1,326 40,995
# speakers 9 37 –
# running words 2,944 21,938 788,098
LM perplexity 368 404 –
OOV rate [%] 3.6 3.9 –
Table 3.2. Polish text data for language modeling.
source # running words [k]
European Parliament 481
EU Legal Documents 29,425
Kurier Lubelski News 15,364
Nowosci News 27,720
as news articles collected over the web from two Polish news sources. See Table 3.2 for
details on the Polish language model training data.
3.2 Internet Video Transcription Task
Internet multimedia content like podcasts or videos is growing and therefore also the
demand for efficient search services for these. Automatic annotation can be used in
addition to available meta-data to build a search index. An automatic transcription
system can be used to annotate speech content with text to allow content based search
of the spoken material.
The development of an automatic transcription system for such a task is difficult,
even if we focus on a subset of the multimedia content. Narrowing the domain to video
data of English speeches, the subset still consists of many different sub-domains like
news, talk shows, lectures, etc. This means it is not possible to optimize the automatic
transcription system with a very specific lexicon, language model and acoustic model.
Making the domain more specific would dramatically increase the data collection re-
quirements and pose a large effort in system design.
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Table 3.3. English speech corpora of the internet video transcription task.
data-set
train dev eval
audio [h] 182.8 4.3 4.0
# running words 1,713,660 41,701 40,085
# segments man. 110,324 2,674 2,441
# segments auto. – 4,706 4,742
# adapt. clusters 873 304 281
LM perplexity – 155.6 170.0
OOV rate [%] – 1.4 0.9
Table 3.4. Running words per sub-domain in the internet video transcription task ([%]).
C
R
S
A
T
A
SF
U
C
T
V
T
T
A
LK
A
U
T
H
O
R
S
U
P
LO
A
D
le
ft
ov
er
train 17.1 6.5 20.6 2.8 0.2 0.4 52.4
dev 49.3 19.7 19.4 11.2 – 0.4 –
eval 25.9 19.9 15.8 21.5 15.2 1.7 –
Table 3.3 and Table 3.4 give an overview of the speech corpora which are available
for training, development and evaluation of a LVCSR system. Videos available at
GoogleTM video search were selected, transcoded and resampled to 16 kHz mono
audio data. The audio data was manually transcribed by an agency and used to
create a training, development and evaluation sets. Each set consists of audio tracks
corresponding to whole video shows. The video shows vary in length from a few
minutes to half an hour or more for certain shows. Many of the shows focus on a single
speaker, but also talk shows with more speakers are represented in the data collection.
Table 3.4 lists the proportion of the selected video sub-domains, e.g. Charlie Rose
(CRS), Tech Talks (TTALK), Authors@GoogleTM (AUTHORS).
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Table 3.5. Persian words with examples of automatically refined pronunciations.
word ASCII first 2-best pronunciation
rank word transliteration pronunciations probability
1 w
v A
o
0.65
0.32
19 AyrAn Q i r a n 1.0
90 AstfAdh
s d f a d e
A f a d e
0.92
0.05
166 AjtmAEy
A S t A m o Q i
A s t A m o Q i
0.91
0.07
7655 AwbAmA
Q o b a m a
Q o b A m m a
0.76
0.09
3.3 Persian Broadcast Transcription Task
3.3.1 Persian Language Details
In Iran, Afghanistan and Tajikistan, Persian is spoken as official language and is locally
often referred to as Farsi. Besides Persian, Luri and Bakhtiari are other languages
spoken in Iran. These languages are related to Persian but they have different words
and grammar. Modern Iranian Persian is the official language in Iran and is therefore
the main language in Iranian broadcasts and newspapers.
As in Arabic, short vowels are generally omitted in Persian documents and only the
long vowels are written in the text. In Modern Iranian Persian, a modified variant of
the Arabic alphabet is used for writing, i.e., some of the Arabic letters are modified
and a few additional letters are used.
Table 3.5 shows frequent Persian words from our language model text data and their
pronunciations. The appearance of Persian characters depends on their context and
position within a word and for an untrained person it can be difficult to read them.
Therefore, the ASCII transliteration is often used to represent Arabic or Persian text
by the Latin alphabet.
3.3.2 Persian Language Resources
Usually, huge data collections – in particular annotated speech corpora – are used to
build LVCSR systems. Unfortunately, large collections are not available for all lan-
guages. For Persian, there are only a few annotated data resources publicly available.
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Table 3.6. Persian text data for language modeling.
# running # unique 50k voc. LM
words [m] words [k] OOV [%] ppl.
Hamshahri corpus
Jun. 1996–Feb. 2003
64 531 2.7 141.1
Hamshahri web text
Jun. 2006–Mar. 2008
26 222 2.1 114.5
IRIB web text
Oct. 2005–Mar. 2008
30 240 3.1 45.0
IRINN web text
Aug. 2006–Mar. 2008
10 134 2.5 61.6
Acoustic Data
To train our initial acoustic model, we can use the the Farsdat speech corpus
[Bijankhan & Sheikhzadegan+ 94]. This database contains less than 5 hours of an-
notated read speech of Persian sentences read by 304 speakers. Clearly, this corpus is
not the perfect fit to train acoustic models for a broadcast transcription system.
We collected audio recordings – representing our transcription task – from the news
channel of the Islamic Republic of Iran News Network (IRINN). The first broadcast
recording was collected in February 2008. It was annotated by Persian transcribers to
be used as development and test set for our system development process. We collected
additional audio data for acoustic model training from the IRINN satellite broadcasts.
The data was decoded from MPEG-1 layer-2 audio and sampled down to 16 kHz for
feature extraction.
Text Data
For language modeling, we can use different news text archives as presented in
Table 3.6. We make use of the already preprocessed Hamshahri text corpus
[Oroumchian & Darrudi+ 04], which has been compiled from the Hamshahri Iranian
newspaper online archive. The Hamshahri corpus covers news articles from June 1996
until February 2003. In addition, we download Hamshahri web texts as they are be-
ing made available. Furthermore, we collected news texts from the Islamic Republic
of Iran Broadcasting (IRIB) website and from the IRINN website. Persian is a less
morphologically complex language than Arabic. We estimate low out-of-vocabulary
(OOV) rates using the top 50k words of the complete text compilation.
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3.4 Summary
This chapter described the manual efforts to set up language resources for the develop-
ment of the later presented statistical ASR systems. The English and Spanish EPPS
corpora have been created in cooperation with UPC, SPEX, ELDA, and RWTH in the
TC-STAR project and have the highest quality standards of the corpora presented in
this thesis. The development of high standard speech corpora for training of LVCSR
systems comes at the cost of thousands of hours of manual labor. Especially the man-
ual transcription of speech data is time consuming and costly. From our experience,
for non-professionals the working time for transcribing speech is at least 10 times of
the overall audio time. Depending on the difficulty of the transcription task and on
the level of consistency and correctness one wants to achieve, the effort can reach up
to 100 man hours for one hour of recorded speech.
Recent publications [Hughes & Nakajima+ 10, Shan & Wu+ 10] describe the collec-
tion and processing methods for creating speech corpora to train models for voice
applications in mobile environments. These publications show the effort commercial
companies make to create labeled speech corpora for the mobile domain, although many
speech corpora exist for the task languages presented in the publications. Nevertheless,
there is a tendency over the past decades to use more and more unsupervised or lightly
unsupervised model training methods to develop a statistical ASR system for a certain
domain, to reduce the manual cost factor in creating high quality language resources.
In [Strope & Beeferman+ 11], the authors present and discuss an unsupervised testing
strategy for ASR systems.
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Chapter 4
Porting of Transcription Systems
The setup of a well optimized speech transcription system – a system specialized for the
targeted transcription task – is a time consuming process. Not only the production of
task representative language resources is time consuming, but also the preparation and
supervision of the model training requires time and expertise from an automatic speech
recognition (ASR) expert. Often, the accuracy of an ASR system improves over time
even without algorithmic improvements of the system but due to setup changes in the
model training or changes in the preparation of language resources for training. Many
different settings for the model training can be evaluated and the optimal setting varies
for different transcription tasks. For example, changes in the phoneme inventory, the
pronunciation dictionary, the recognition vocabulary, the acoustic feature extraction
process, the phonetic questions for the state-tying, or the acoustic model configuration
in general can have an impact on the performance of an ASR system. The evaluation
process to obtain the optimal training settings starts with the setup of a first baseline
transcription system, which can be very time consuming if done from scratch. The
porting of a transcription system can reduce the time and expense required to set
up a first baseline transcription system. We present cross-domain and cross-language
bootstrapping scenarios to port an ASR system.
4.1 Cross-Domain Bootstrapping Experiments
This section reports on the measures taken for rapid cross-domain system porting to
set up an European English ASR system for politician speeches held in the European
Parliament, as it is described in [Gollan & Bisani+ 05]. The European Parliament
Plenary Session (EPPS) transcription system has been derived from the RWTH speech
recognition system built for the North-American broadcast news task.
4.1.1 Source System Description
The experiments were performed with the RWTH single-pass across-word, tri-
gram recognizer. The recognition vocabulary comprises 65k words. More details
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Table 4.1. English speech corpora for cross-domain bootstrapping experiments.
Hub-4 EPPS
training test early test
audio data [h] 96.5 2.9 1.0
silence portion [%] 14 12 8
# speakers 3,157 116 22
# utterances 26,136 728 442
# running words 1,053,050 32,834 8,782
about the American English transcription system are given in [Sixtus & Molau+ 00,
Beyerlein & Aubert+ 02]. The baseline system was set up for the 1997 Hub-4 data
from the DARPA benchmark evaluation. This corpus consists of transcribed American
English broadcast news recordings. Table 4.1 gives an overview of the corpus statistics.
The acoustic feature vectors are computed by applying a linear discriminant analysis
on several adjacent vectors consisting of 16 mel-frequency cepstral coefficients without
derivatives. The gender dependent acoustic models consists of triphones which are
represented by 6-state HMMs with skip, forward and loop transitions. Gaussian mix-
tures with a globally pooled diagonal covariance are used for modeling the HMM states
which are tied using a decision tree. Silence is modeled using a single state HMM which
is separated from the state of the other HMMs and not included in state tying. During
training, maximum approximation is applied.
The RWTH baseline system achieved a word error rate (WER) of 19.3% on the
Hub-4 1997 evaluation test corpus after NIST scoring.
4.1.2 Ported Transcription System
Language Model
The first step in improving performance on the EPPS data was building a new in-
domain language model (LM). Therefore, we extracted the text data of the final text
edition (FTE) documents from the European Parliament website. The text data was
further normalized, e.g. abbreviations and numbers were written out in full. The
English text contains 30 million running words and does not contain any EPPS reports
covering the time period of the recordings. From this data, a trigram LM was built
using the SRI Language Modeling Toolkit [Stolcke 02] applying absolute discounting
with interpolation – i.e. modified Kneser-Ney smoothing [Chen & Goodman 99].
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Vocabulary Porting
The out-of-vocabulary (OOV) rate of the EPPS data with the Hub-4 language model
is rather high. To alleviate this problem, we have added the most frequent 7,000 words
from the EPPS data that were missing in the recognition vocabulary. To provide the
phonetic transcriptions for the new words, we have used the data-driven grapheme-to-
phoneme conversion approach described in [Bisani & Ney 03]: a grapheme-to-phoneme
conversion model was trained on the existing Hub-4 lexicon, and then used to generate
pronunciations for the newly added words. This approach is domain and language
independent and requires no human expertise in phonetics or English pronunciation.
There is a remaining mismatch is in the pronunciation lexicon: The Hub-4 pro-
nunciation lexicon and acoustic model are designed for North American English. The
EPPS data however includes native British Speakers as well as non-English speakers
who approximate British or American English pronunciation at various levels of com-
petence. Since acoustic models are strongly tied to the pronunciation dictionary they
were trained with, it is not possible to simply change the latter to better match the
observed pronunciations.
As a first test, we ran the Hub-4 ASR system as it was on the EPPS recordings.
Considering the large mismatch in domain and speaking style, the recognition results
were surprisingly good. Table 4.2 gives an overview of the experimental results on the
one hour long labeled EPPS early test data. The WER of the system was measured
with respect to the recently made manual transcripts. The unmodified Hub-4 baseline
system achieves a WER of 39.1% on this test data. As expected, the perplexity of the
out-domain Hub-4 LM on the EPPS transcripts is quite high.
Table 4.2. Experimental results with the Hub-4 system on the EPPS “early test set”.
acoustic language WER LM OOV
model lexicon model [%] perplexity rate [%]
Hub-4 Hub-4 Hub-4 39.1 207.1 1.7
Hub-4 Hub-4 EPPS 34.4 168.8 1.7
Hub-4 EPPS EPPS 33.9 167.4 1.0
To improve the performance, we built a new LM from the English FTE documents
restricting the vocabulary to that of the existing Hub-4 system. The perplexity of
this LM is significantly lower than that of the Hub-4 LM, leading to a 12% relative
reduction in WER.
In the next experiment, we enlarged the Hub-4 lexicon with the most frequent 7,000
missing words from the English FTE documents vocabulary. This was done with
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grapheme-to-phoneme conversion. This enlarged vocabulary was used for building a
new LM. The so modified Hub-4 system achieves 33.9% WER on the EPPS early test
data.
4.1.3 Summary
This section described the rapid and relatively inexpensive cross-domain porting of an
existing North-American broadcast transcription system towards an European English
transcription system for the EPPS domain. The recognition performance has been
improved from 39% to 34% WER by the setup of an in-domain LM – trained on text
data resources from the EPPS domain – and by the extension of the LM vocabulary
in combination with the automatic generation of pronunciations. These relatively in-
expensive porting steps should always be considered as first steps under a tight system
development budget.
4.2 Cross-Language Bootstrapping Experiments
In [Lööf & Gollan+ 09], we describe the application of the cross-language bootstrapping
method to initialize unsupervised acoustic model training by using an acoustic model
originally trained on a different language. This work has been done in collaboration
with Jonas Lööf in the context of the JUMAS project. We ported a Spanish acoustic
model to Polish, through the use of a manually constructed phoneme mapping.
The training initialization of an acoustic model with acoustic models from a differ-
ent language is described in [Schultz & Waibel 97, Schultz & Waibel 01]. The authors
describe a manual and data-driven approach to construct a phoneme mapping for the
cross-language porting of an acoustic model. We followed the manual construction
approach and generated a mapping from the Polish target phonemes to the Spanish
source phonemes. The resulting system was evaluated on recordings from Polish politi-
cian speeches from the EPPS. This section describes the inexpensive cross-language
bootstrapping process to generate an initial Polish acoustic model.
4.2.1 Source System Description
As part of the TC-STAR project, speech recognition in English and Spanish
was performed on recordings from the European Parliament, as described in
[Lööf & Bisani+ 06, Lööf & Gollan+ 07].
The following details describe the acoustic model of the Spanish EPPS transcription
system:
• speaker and domain independent acoustic model (VTLN, SAT-CMLLR, MLLR)
• 45 dimensional acoustic vectors after applying LDA on 7 time consecutive stacked
MFCC features + voicing feature
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• 6-state left-to-right HMM topology; two neighboring states are always tied; skip,
loop and forward transition probabilities are globally set
• 4,500 decision tree tied cross-word triphone states and a single silence state
• Gaussian mixture models with a globally pooled diagonal covariance matrix and
approximately 900k distributions in total.
4.2.2 Ported Transcription System
Language Model
Section 3.1.3 describes the Polish language resources used for the development of the
Polish transcription system. While all of the Polish acoustic data comes from the
EPPS domain, this is not the case for the LM training data. Only half a million
running words of in-domain EPPS data was available for the Polish LM setup and
additional sources of text data were required for robust LM estimation. The additional
sources were collected from websites and consist of official translations of European
Union legal documents into Polish, as well as articles from two Polish news websites.
Table 3.2 lists the four text sources used for language model training.
First, the approximately 60k LM vocabulary was defined to cover the most frequent
words, as well as the complete vocabulary of the European Parliament text data. For
each of the four text sources a separate LM was trained by applying modified Kneser-
Ney smoothing. The separate models were combined using linear interpolation by
optimizing the perplexity on the text data of the tuning corpus. See Table 3.1 for the
perplexity and OOV rate of the resulting 4-gram LM.
Phoneme Mapping
We decided to use the available Spanish EPPS acoustic model for the cross-language
bootstrapping of a Polish acoustic model. As described in [Schultz & Waibel 01], we
had to create a mapping from the Polish target language phoneme set to the Spanish
source language phonemes. The authors describe a manual and data-driven approach
to construct the phoneme mapping. We followed the manual construction approach
due to the simplicity of the method.
The Spanish and Polish acoustic model are based on the SAMPA phoneme set. The
Spanish pronunciation lexicon was derived from the lexicon of the LC-STAR project
[LC-STAR], whereas the pronunciations for the Polish vocabulary were generated using
letter to sound rules described in [Oliver 98]. The Polish phoneme set consists of 37
phonemes from which 23 phonemes are directly covered by the Spanish phoneme set.
For each of the remaining 14 Polish phonemes, a Spanish phoneme with the most
similar properties was manually chosen. Table 4.3 shows the phoneme mapping used
for these 14 Polish phonemes. The 4,501 decision tree tied cross-word triphone states
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Table 4.3. Polish-to-Spanish phoneme mapping for cross-language bootstrapping.
Polish Phoneme Spanish Phoneme
dz tS
dz’ tS
dZ tS
e∼ e
I i
n’ J
o∼ o
s’ s
S x
ts tS
ts’ tS
v B
z’ z
Z x
of the Spanish acoustic model were used as Polish triphone states according to the
Polish-to-Spanish phoneme mapping.
On the original Spanish EPPS task, the Spanish model achieves a WER of approxi-
mately 10%. Using cross-language bootstrapping with no retraining, the Polish WER
is much higher: 63.4% on the tune set. Section 7.2 describes the iterative unsupervised
training experiments that started with this poorly performing model. The resulting
acoustic model – trained without any manually transcribed data – has a performance
below 20% WER.
4.2.3 Summary
We described the fast and inexpensive application of acoustic model cross-language
bootstrapping for the setup of a speech recognition system. We manually created
a Polish-to-Spanish phoneme mapping to bootstrap an initial Polish acoustic model
from a Spanish acoustic model. This fast and inexpensive acoustic model setup led to
a poorly performing transcription system. Nevertheless, the cross-language bootstrap-
ping approach is an attractive alternative to set up an initial unsupervised training
system when no manual speech transcriptions are available.
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Chapter 5
Automatic Labeling of Speech Data
As described in the first chapter, today’s state-of-the-art automatic speech transcrip-
tion systems are statistical automatic speech recognition (ASR) systems which take a
segment of speech data as input and create a ranked list of scored transcription hy-
potheses as output. The score of a transcription hypothesis is based on the acoustic
model and the language model. The hypotheses ranking process is done by a speech
recognition decoder using a computationally efficient decoding algorithm and pruning
methods which eliminate – or prune – partly evaluated hypotheses without further
consideration. The list of evaluated or scored transcription hypotheses can be stored
efficiently as a lattice. At the same time, a transcription lattice can be expanded to
the list of ranked transcription hypotheses. Figure 5.1 illustrates the components used
in the process of automatic labeling of speech data. Defined by the setup of the ASR
system, an evaluated transcription hypothesis can contain different information details,
for instance different transcription tokens.
A recognition decoder of a hidden Markov model (HMM) based ASR system pro-
cesses acoustic observations for the evaluation of transcription hypotheses. A single
decodingobservations
speech
data
feature
extraction model
acoustic
model
language
search/ lattice
1−best
hypothesis
transcription system
Figure 5.1. Basic overview of a statistical automatic speech transcription system.
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observations
phoneme sequence
word sequence
5
Hello Obama
ohoh
Figure 5.2. Hierarchy for an example of underlying transcription tokens from a speech
recognition engine.
transcription hypothesis can contain all the transcription details which have been used
to calculate the overall score of the hypothesis.
Figure 5.2 shows a part of an aligned transcription hypothesis and the hierarchy
of often used transcription tokens by an HMM based speech recognition system. The
transcription tokens are typically words, phonemes and HMM states which are assigned
to a sequence of acoustic observations. For a given sequence of acoustic observations,
the decoder evaluates a word sequence by taking the underlying phoneme sequence and
state sequences into account. A single HMM state can be seen as the smallest element
from a set of speech sounds, which we would like to distinguish from each other. States
are chained together “like beads on a string” [Kenstowicz 94], such that a sequence
of states can represent a phoneme, pronunciation, word, or sentence. The setup or
configuration of the acoustic model – e.g. the selected pronunciation dictionary or
the phoneme context length used in state-tying – defines the set of underlying distinct
speech sounds. Furthermore, the acoustic model defines the valid HMM state sequences
and their linkage to other transcription tokens for a given vocabulary.
A speech recognition decoder evaluates and scores transcription hypotheses by taking
all underlying tokens into account. A decoder can be implemented in such a way that it
saves the underlying transcription token details of a hypothesis or that it saves details
which allow to retrieve all underlying transcription details. The transcription details
can include the state sequence, the phoneme sequence, the word sequence, and their
alignment information for the acoustic observations. For an evaluated hypothesis, the
start and end time of each transcription token is given by the alignment information
Unsupervised parameter refinement or adaptation methods require different auto-
matically hypothesized transcription details dependent on which model component
should be adapted. For example, to refine the pronunciation model we need the tran-
scriptions as well as the hypothesized pronunciations.
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5.1 Transcription as Lattice Representation
In the speech decoding process different dynamic pruning methods are applied, such
that not all transcription hypotheses, but only the most promising ones are scored
by the decoder. Many of the evaluated transcription hypotheses have sub-sequences
in common and can therefore be efficiently represented as a directed acyclic graph
(DAG) or, a further specialized version, as a lattice or word graph [Oerder & Ney 93].
The lattice is constructed by the decoder and expresses the set of evaluated transcrip-
tion hypotheses in a more memory-efficient way than the expanded list of evaluated
transcription hypotheses.
The main structure or component of a transcription lattice L is the DAG G = (V,E)
with the set V of nodes and the set E ⊆ (V × V ) of directed edges. A directed edge
or directed lattice link e = (x, y) ∈ E is directed from the lattice node x to the lattice
node y. For simplicity, we may also use the lattice link index l ∈ {1, . . . , L} to specify
a lattice link el by enumeration of all lattice links in set E = {e1, . . . , eL}.
We can store multiple transcription details in the label of a lattice link by stringifi-
cation of the transcription details. Most of the transcription details stored in a lattice
link can be obtained during the decoding process, e.g. different transcription token
sequences as well as different model scores. Other information can be added in one or
more lattice post processing steps, e.g. the lattice link posterior probability.
Using stringification, the lattice link dependent transcription details can be stored in
the lattice link labels. An individual transcription detail can be obtained or represented
by a function from the set of functions ψ = {w(l), v(l), . . . }, e.g.:
• w(l): word
• v(l): phoneme sequence or pronunciation
• τ(l): start time frame
• t(l): end time frame
• stτ (l): aligned state sequence
• · · ·
For simplicity, we may also write [w, v, τ, t, ...]l = [w(l), v(l), τ(l), t(l), ...] to describe
the lattice link dependent transcription details or selected parts of it, e.g. [w, τ, t]l as
the word, with start and end time of the lattice link el.
We define a lattice L = (G,ψ) as a DAG G and the set of lattice link functions ψ.
The graph G has a single source node, a single sink node and a graph structure which
allows us to expand all evaluated transcription hypotheses. Furthermore, the graph
structure of the lattice depends on context dependencies of the transcription details,
e.g. the word history used for the language model score or the cross-word context of the
aligned state sequence. This allows us to expand all evaluated transcription hypotheses
with their individual model scores.
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Figure 5.3. Sketch of a transcription lattice from a speech recognition engine.
5.2 Transcription Confidence Scores
In automatic speech recognition, confidence scores can be developed and tuned for
different units like utterances, words, phonemes or states. The optimization at the
utterance level is of interest for dialog systems applying a confidence based utterance
rejection. For unsupervised training or acoustic model adaptation, it makes sense to
focus on the tied state label since the emission model distributions are associated with
these units. Instead of rejecting an entire utterance or word, the system can use state
confidence scores to select data on frame level.
5.2.1 Lattice Link Posterior Probability
A lattice L represents the set of all transcription hypotheses evaluated with their in-
dividual joint probability p(xT1 , wN1 , sT1 ) expressed as negative logarithmic scores in
each lattice link. As discussed in the previous section, the corresponding aligned state
sequence sT1 can also be stored in the lattice which can be noted as {(wN1 , sT1 )|L}.
The lattice based posterior probability p(wN1 |xT1 ;L) of a certain word transcription
hypothesis wN1 can be computed by taking the relation between the competing lattice
hypotheses {(wN1 , sT1 )|L} into account:
p(wN1 |xT1 ;L) =
∑
(wN1 ,s
T
1 )|L
p(xT1 , w
N
1 , s
T
1 )∑
(w′N′1 ,s′
T
1 )|L
p(xT1 , w
′N ′
1 , s
′T
1 )
. (5.1)
The lattice based posterior probability is often only an approximation of the model
defined posterior probability, as the lattice does not contain all possible transcription
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hypotheses due to the applied pruning methods of the decoder. Furthermore, the
lattice has been computed based on in many ways approximated models.
For many tasks and applications, it is computationally more efficient to compute
the lattice link posterior probability p(el|xT1 ;L) with the forward-backward algorithm
and to work with these instead of the posterior probability of transcription hypothesis,
[Wessel & Macherey+ 98] and [Evermann & Woodland 00].
Based on the lattice link posterior probabilities, we can efficiently compute posterior
probabilities for different transcription details, e.g. word, phoneme, HMM state or
pronunciation confidence scores. The posterior probability for a certain transcription
token [w, τ, t, . . . ] can be computed by the summation of all the lattice link posterior
probabilities matching the transcription token details:
p([w, τ, t, . . . ]|xT1 ;L) =
∑
el|L:
[w′,τ ′,t′,... ]l=[w,τ,t,... ]
p(el|xT1 ;L). (5.2)
5.2.2 Maximum Word Posterior Confidence Score
A transcription token [w, τ, t]l of a lattice link consists of a word w, a start time τ
and an end time t. The posterior probability of this transcription token is denoted as
p([w, τ, t]|xT1 ;L) and can be computed as presented in Equation (5.2). The maximum
word confidence score Cmax([w, τ, t]) – introduced in [Wessel & Macherey+ 99] – can
be expressed in the following way:
Cmax([w, τ, t];L) := max
tˆ:
τ≤tˆ≤t
∑
[w,τ ′,t′]:
τ ′≤tˆ≤t′
p([w, τ ′, t′]|xT1 ;L). (5.3)
5.2.3 Maximum Word-Pronunciation Posterior Confidence Score
Analogously to the maximum word confidence scores introduced in
[Wessel & Macherey+ 99] and reformulated in Equation (5.3) we can calculate
the maximum word-pronunciation confidence score by extending the transcription
token details to [w, v, τ, t]l for the corresponding pronunciation v of a lattice link el.
The lattice based posterior probability p([w, v, τ, t]|xT1 ;L) of the transcription token
[w, v, τ, t] can be computed according to Equation (5.2) and we define the maximum
word-pronunciation confidence score as:
Cmax([w, v, τ, t];L) := max
tˆ:
τ≤tˆ≤t
∑
[w,v,τ ′,t′]:
τ ′≤tˆ≤t′
p([w, v, τ ′, t′]|xT1 ;L). (5.4)
5.2.4 State Posterior Confidence Score
Here, a transcription token [w, sτt , t, τ ] represents the word w, start time t and end time
τ of the lattice link as well as the corresponding aligned state sequence sτt . The state
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posterior confidence score C([s, t]) can be defined as follows:
C([s, t];L) :=
∑
[w,s′τ
′
t′ ,τ
′,t′]:
τ ′≤t≤t′ ∧ s′t−τ ′=s
p([w, s′τ
′
t′ , τ
′, t′]|xT1 ;L). (5.5)
5.3 Application of Confidence Enriched Automatic
Transcriptions
Confidence scores are used in many different speech recognition applications, for exam-
ple in dialog systems as described in [Macherey & Bender+ 03]. A dialog system can
make a confidence based decision, e.g. whether it should repeat a query or transfer the
caller to an agent due to repeatedly observed low confidence scores. Another application
of confidence scores from a speech recognition engine is for computer aided pronuncia-
tion learning systems, as presented in [Abdoua & Hamid+ 06]. System combination of
speech recognition systems is another prominent field for the application of confidence
scores. A famous system combination technique was introduced by [Fiscus 97] and is
known as ROVER, which takes two or more 1-best system outputs with confidence
scores on word level as input to generate a combined 1-best system output. A lattice
based system combination technique that allows to generate a combined lattice system
output is presented in [Hoffmeister & Hillard+ 07].
This section focuses on the application of confidence scores for the refinement of
acoustic model parameters. Confidence based model refinement methods use confidence
scores for weighting or selecting automatically labeled audio data for accumulation of
the parameter update statistics. The idea of data selection is to filter out transcription
errors and to keep only those automatically labeled parts which are expected to pay off
in the acoustic model refinement process. Other methods are known for the filtering
of error-prone data, e.g. if closed captions are available this could be done on basis of
an alignment between these and the automatic transcriptions [Chen & Lamel+ 04].
5.3.1 Confidence based Weighting or Filtering on Frame Level
Given that many acoustic model refinement algorithms update tied-state distributions,
our focus is on frame level confidence measures for the accumulation process of emis-
sion model update statistics. We investigate different strategies for the application of
state posterior confidence scores: the confidence score threshold based filtering and
the confidence score based weighting of an automatically labeled frame [s, t] for the
estimation statistics.
Figure 5.5 illustrates the difference between the lattice-weight approach and the 1-
best-weight approach. In the lattice-weight approach, each labeled frame hypothesis
[s, t] is taken into account, whereas for efficiency reasons, the 1-best-weight approach
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Figure 5.4. State confidence scores derived from a transcription lattice.
makes only use of the labeled frame hypotheses [s, t] which correspond to the 1-best
hypothesis.
5.3.2 Evaluation of Confidence Scores on Frame Level
It is difficult to interpret the influence of word errors on the aligned state sequence or
to state which of the deletion, insertion or substitution errors are the most harm-
ful ones. Out-of-vocabulary words are also meant to be harmful for adaptation
[Pitz & Wessel+ 00, Wang & Narayanan 02] but even when a word is wrong, the pro-
nunciation or most of the pronunciation and therefore large parts of the underlying
state sequence can still be correct. An analysis of frame level assignments will incor-
porate these considerations and gives a clearer understanding of the effect errors will
have on the adaptation sample. Figure 5.5 illustrates the estimation of the state error
rate on frame level between the reference and the 1-best hypothesis state alignment.
The same speech recognition decoder and the same acoustic model are used to gener-
ate the reference and the hypothesized state alignment, the underlying token sequence
of the automatic transcription. The reference and the hypothesized state alignments
can be used to compute the frame error rate of the hypothesized state alignment. If
for a frame the hypothesized state matches the state from the reference alignment, we
count it as a correctly assigned label. However, if the frame is mislabeled with regard
to the reference state alignment, we count it as an error. When using fractional frame
assignments, errors are counted in relation to their assigned state confidence scores.
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Figure 5.5. Illustration of state error rate computation on frame level between reference and
hypothesis alignment.
5.4 Summary
We discussed the automatic labeling of speech data by a statistical ASR system where
we highlighted different lattice based confidence scores for the application of unsuper-
vised acoustic model refinement. In particular, we discussed the maximum word pos-
terior confidence score, the maximum word-pronunciation posterior confidence score,
and the state posterior confidence score. We motivated the application of state con-
fidence scores for unsupervised refinement of the emission model due to their ability
to filter estimation data on frame level. The finer filter granularity should allow us to
reduce the falsely labeled frames more effectively. Finally, we discussed the evaluation
of confidence scores on frame level.
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Chapter 6
Unsupervised Acoustic Model
Adaptation
Acoustic model adaptation is a common component of state-of-the-art large vocabulary
continuous speech recognition (LVCSR) systems. Popular methods are linear transform
based adaptation algorithms such as maximum likelihood linear regression (MLLR),
constrained MLLR (CMLLR) [Leggetter & Woodland 95b, Digalakis & Rtischev+ 95,
Gales 98], and state dependent parameter adaptation such as maximum a posteriori
(MAP) [Gauvain & Lee 94]. These adaptation methods refine the model parameters so
as to maximize the state emission likelihoods for the observed acoustic feature vectors.
The state-sequence conditioning can be supervised in the case of supervised adaptation
or when the adaptation algorithm is used in training to normalize for speaker variability
orthogonal to the speech content. For unsupervised adaptation, at test time, the
conditioning state sequence is derived from a prior recognition pass. Although the
prior transcript in that case contains errors, adapting on that transcript generally
still results in accuracy improvements. Since the number of free parameters of the
adaptation model is limited, – e.g. in case of a linear transform, the matrix and offset
parameters alone – the estimate has some robustness towards transcription errors.
However, when the number of free parameters increase, for example by using many
regression classes in linear transform based adaptation or by using MAP adaptation,
the errors will limit the potential gain of adaptation. Still, the most common way
for unsupervised adaptation is the use of the automatic transcription of a previous
recognition pass without the application of confidence scores.
Many publications investigated the use of confidence based adaptation
[Anastasakos & Balakrishnan 98, Wallhoff & Willett+ 00, Padmanabhan & Saon+ 00,
Pitz & Wessel+ 00, Uebel & Woodland 01, Ogata & Ariki 02, Wang & Narayanan 02]
and have shown that this approach can improve the recognition performance. How-
ever, the variant of the confidence score and the adaptation method varies in these
works. Small improvements for confidence based CMLLR adaptation are reported
in [Anastasakos & Balakrishnan 98]. In [Padmanabhan & Saon+ 00], the authors
have investigated lattice based MLLR applying a confidence threshold and report
2% relative improvement in word error rate (WER) over the 1-best transcription.
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In [Pitz & Wessel+ 00], 5% relative improvement is reported for MLLR adaptation
by performing word confidence selection from the 1-best transcription.
In this chapter, we investigate lattice based state posterior confidence scores on frame
level for unsupervised acoustic model adaptation methods and analyze different uses
of the confidence estimates and their relationship to the number of free adaptation
parameters. In particular, we evaluate different applications of the state posterior
confidence score, which has been defined in Section 5.2. In terms of confidence use, we
compare confidence based selection and data weighting on frame-level, as they were
described in Section 5.3.1.
6.1 Internet Video Transcription Task
This section focuses on the application of confidence scores in unsupervised acous-
tic model adaptation to improve an internet video transcription system and has been
published before in [Gollan & Bacchiani 08]. Section 3.2 gives an overview of the tran-
scription task and describes the available language resources used for the confidence
based adaptation experiments. Frame based confidence estimates are used in linear
transform (CMLLR and MLLR) and MAP adaptation. We show that adaptation ap-
proaches with a limited number of free parameters such as linear transform based ap-
proaches are robust in the face of frame labeling errors, whereas adaptation approaches
with a large number of free parameters such as MAP are sensitive to the quality of the
supervision and hence benefit most from use of confidences. Different approaches for
using confidence information in adaptation are investigated. This analysis shows that
a thresholding approach is effective in that it improves the frame labeling accuracy
with little detrimental effect on frame recall.
6.1.1 System Description
The following transcription system has been used to perform the experiments:
• speaker and domain independent acoustic model
• 39 dimensional acoustic vectors after applying LDA and semi-tied covariance
transform on 9 time consecutive stacked 13 dimensional PLP features
• 3-state left-to-right HMM topology
• 41 phonemes + 4 noise models + silence state
• 8,698 decision tree tied cross-word triphone states
• 16 component Gaussian mixture models with diagonal covariances
• maximum likelihood training using Viterbi approximation
• 81k recognition vocabulary
• 4-gram language model with 9 million m-grams.
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Table 6.1. Baseline recognition results for the internet video transcription task (WER [%]).
dev eval
1st pass: SI 40.6 45.8
2nd pass: SAT-CMLLR 36.3 38.5
3rd pass: MAP 36.3 38.5
3rd pass: MLLR 35.8 37.7
Prior to transcription and adaptation, the audio material was automatically seg-
mented and clustered into speaker clusters of about 30 seconds of speech per cluster
using an algorithm very similar to the one described in [Zhu & Barras+ 05]. Whereas
for MAP adaptation, we are using the entire audio show for the refinement of the means
and the weights of our acoustic model.
6.1.2 Experiments with State Posterior Confidence Scores
Table 6.1 gives an overview of the performance of the baseline system applying com-
monly used adaptation methods. We observe a WER reduction of more than 10% rela-
tive from the speaker adaptive trained CMLLR (SAT-CMLLR) model over the speaker
independent (SI) model. The use of MLLR on top of the CMLLR pass provides a small
additional gain. For CMLLR and MLLR, we are using a single transformation matrix
and single bias vector.
The refinement of the SAT-CMLLR model with MAP adaptation leads to no per-
formance improvements. Our conjecture is that even though MAP has many more free
parameters and hence should have the potential to further improve performance of the
adapted system, the transcription errors prevent that gain from materializing.
Oracle Experiments
In [Anastasakos & Balakrishnan 98] and [Pitz & Wessel+ 00], the authors have per-
formed two oracle adaptation experiments. In the supervised experiment, the refer-
ence transcriptions are used for parameter estimation and in the perfect confidence
experiment all hypothesis words matching the reference were used.
In Table 6.2 we present a similar oracle experiment using SAT-CMLLR, MLLR and
MAP adaptation. Here, the perfect confidence experiments is taken at the frame-
level. When aligning the reference and the 1-best hypothesis state sequence against
the observation sequence, we select a subset of the frames for which the state labels
match and discard the frames for which the state alignments differ, as described in
Section 5.3.2.
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Table 6.2. Oracle adaptation results on dev corpus for the internet video transcription task
(WER [%]).
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unsupervised baseline 36.3 35.8 36.3
perfect frame level confidence 35.2 33.9 31.5
used frames [%] 60 64 64
The results in Table 6.2 show performance bounds of using such an adaptation
approach with this “perfect frame level confidence” and should be contrasted to the
results in Table 6.1. Note that the adaptation performance is not only dependent on the
observations it is estimated on, but also on the number of free parameters. For example,
we could increase the MLLR regression classes which would lead to better oracle results.
More important, these results show us the negative effect transcription errors have
for the estimation of adaptation parameters. Especially the estimation of the many
MAP adaptation parameters is prone to errors, whereas SAT-CMLLR and MLLR are
much more error robust due to the fewer parameters and the linear transformation
constraints. On the other hand, due to the high number of free parameters, MAP
outperforms the MLLR method in our oracle experiments.
These results suggest the application of confidence scores for acoustic model adap-
tation and indicate the higher potential of MAP within our parameter setup for the
adaptation methods.
Application of State Posterior Confidence Scores
State confidence scores can be efficiently obtained from lattice link posterior probabil-
ities, computed for the lattice output from a decoder. A lattice link posterior proba-
bility represents a fraction of the path posterior probability mass, the sum of all path
posterior probabilities that contain this lattice link. Chapter 5 describes the lattice
requirements and the method to efficiently compute lattice state posterior confidence
scores on frame level.
Confidence scores can be used for data weighting or data selection through thresh-
olding. We evaluate three different application variants of confidence scores which are
commonly found in the literature for confidence based accumulation of observation
statistics.
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Figure 6.1. Histograms for percentage of correctly and falsely labeled frames per
lattice-weight confidence score bin.
Lattice-weight: Fractionally assigns all observations to all states based on their pos-
terior probabilities.
1-best-weight: Fractionally assigns all observations to the states seen in the 1-best
recognition hypothesis. In other words, intersects the lattice mentioned in the previous
approach with the 1-best state sequence and assign observations based on that inter-
section.
1-best: Finds the subset of observations for which the frame confidences exceed a
threshold in the 1-best recognition hypothesis. If the confidence threshold is set to
0 and therefore no frame is filtered out, this corresponds to the baseline method of
unsupervised adaptation without confidence scores.
For each adaptation method, we applied the three different confidence variants and
multiple thresholds on the development corpus. To estimate the effectiveness of the
different confidence variants for adaptation, we depict the histograms of the lattice-
weight confidence variant and the 1-best-weight variant in Figure 6.1 and Figure 6.2
respectively. These histograms visualize the weighted sum of correct and falsely labeled
frames based on state labels, distributed over 20 confidence bins. It can be observed
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Figure 6.2. Histograms for percentage of correctly and falsely labeled frames per
1-best-weight confidence score bin.
that the weighted sum of mislabeled states is much higher for the lattice-weight confi-
dence variant than for the 1-best-weight variant. This shows that, due to the quality
of the confidence metric, thresholding the confidence scores results in improved accu-
racy with little loss in recall. As a result, adaptation approaches that have a large
number of free parameters and hence will be sensitive to frame state label errors are
expected to benefit from confidence thresholding. Figure 6.3 shows the recognition per-
formance for CMLLR, MLLR and MAP. For each adaptation approach, 3 curves show
the performance when using the lattice-weight, 1-best-weight or 1-best approaches to
incorporating confidence scores. The different points on the curves correspond to using
different thresholds for selecting the adaptation data sample.
As expected, the limited number of free parameters in the linear transform based
adaptation schemes makes them fairly robust against mislabeled frames as evident
by the little effect on WER by changing the confidence threshold. However, MAP,
which has a much larger number of free parameters, exhibits much better performance
when only high confidence frames are used in the adaptation sample. It appears that
using a confidence threshold of 0.7 and the 1-best-weight approach results in the best
performance.
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Figure 6.3. Recognition performance for confidence based adaptation by applying different
confidence thresholds.
In Table 6.3 we present the results of the confidence based MAP adaptation on top
of the SAT-CMLLR model on the evaluation set. Here, we have used the 1-best-weight
state confidence variant with a threshold of 0.7 which was found to give good results
on the development test set. It shows consistent improvements over the use of CMLLR
adaptation alone for the overall test set as well as for each sub-domain. Note that no
gain was observed when using MAP without confidences, showing the importance of
using confidences.
The use of adaptation algorithms for the fairly wide domain of English speech video
data appears effective as it results in a 9.4% absolute WER reduction over an unadapted
system on the evaluation set, 45.8% vs. 36.4% WER.
6.1.3 Summary
The experimental results support the conjecture that linear transform based adapta-
tion approaches, limited in the number of free adaptation parameters, are somewhat
robust to frame labeling errors as is the case in unsupervised adaptation on a par-
tially accurate previous pass transcript. The experimental results also show that MAP
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Table 6.3. Recognition results with confidence based adaptation on the internet video
transcription task (WER [%]).
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dev 2nd pass 36.3 25.4 37.4 38.5 77.4 – 21.2
+ MAP 34.5 24.5 35.2 36.7 72.1 – 20.7
eval 2nd pass 38.5 41.2 28.1 28.1 66.6 21.5 17.5
+ MAP 36.4 39.9 26.0 26.4 63.8 18.6 17.5
adaptation implemented in such a condition results in little or no gain since the many
free adaptation parameters will reinforce the errors present in the transcripts used for
supervision.
The experiments show, consistent with previous findings, that the use of confidence
scores in adaptation leads to improved performance, in particular for adaptation ap-
proaches that have a large number of free parameters. Use of confidences in MAP
adaptation shows a 2.1% absolute WER reduction over the use of CMLLR alone,
whereas the use of MAP without confidences shows no gain. In addition, the use of
confidences in an adaptation approach that uses few free adaptation parameters like
CMLLR or MLLR show little additional gain. It is to be expected that using linear
transform based adaptation approaches with multiple regression classes – effectively
increasing the number of free adaptation parameters – will see a similar benefit from
using confidence. Further analysis of the confidence scores shows that thresholding on
frame level is an effective strategy for improving the frame labeling accuracy with little
detrimental effect on the frame recall and hence has a beneficial effect on adaptation.
The 1-best application of state confidence scores allows an efficient implementation of
confidence based adaptation and this approach leads to the same accuracy gains as
achieved by the lattice-weight or the 1-best-weight approach.
6.2 English EPPS Task
In the previous section, we presented additional performance gain by the application
of state posterior confidence scores for the unsupervised self adaptation process on
an internet video transcription task. While for CMLLR or MLLR adaptation the
application of confidence scores showed only small performance improvements, the
application of confidences in MAP adaptation gave a 5% relative WER reduction over
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the baseline MAP adaptation result and more than 3% relative WER reduction over
the baseline MLLR adaptation result. We concluded that the limited amount of free
adaptation parameters and the constraints of the linear transform adaptation methods
are robust to frame labeling errors. Therefore, we would need to increase the number
of free parameters by increasing the number of regression classes to get a larger benefit
from confidence scores in adaptation.
In this section, we discuss the application of confidence scores for unsupervised acous-
tic model adaptation to improve the recognition accuracy of an English politician
speeches transcription system, trained and evaluated on European Parliament Plenary
Speeches (EPPS), as it has been presented in [Lööf & Gollan+ 08]. We investigate
MAP adaptation as well as MLLR and shift-MLLR with multiple regression classes.
Large and consistent improvements in WER are observed from the application of state
posterior confidence scores for all tested adaptation methods.
Speaker adaptive training (SAT) is an important method to maximize the per-
formance gains from speaker adaptation. Thanks to the joint collaboration in
[Lööf & Gollan+ 08], we were able to test SAT-shift-MLLR acoustic models, which
also yielded large WER improvements, in combination with confidence based estima-
tion. However, the combination of the SAT-shift-MLLR method with unsupervised
confidence based adaptation does not add up in our experiments, but still the combi-
nation of both methods yield consistent improvements.
6.2.1 System Description
All experiments were performed on the English TC-STAR 2006 development and eval-
uation data sets. The acoustic training material includes 88 hours of manually tran-
scribed recordings. The development and evaluation sets each consist of 3.2 hours of
recordings. Section 3.1 describes the EPPS language resources and their development
in detail.
The recognition experiments were performed using one of the baseline systems de-
veloped for the TC-STAR 2007 evaluation [Lööf & Gollan+ 07]. The following points
describe the baseline transcription system:
• speaker and domain independent acoustic model (VTLN, SAT-CMLLR, MLLR)
• 45 dimensional acoustic vectors after applying LDA on 9 time consecutive stacked
MFCC features + voicing feature
• 6-state left-to-right HMM topology; two neighboring states are always tied; skip,
loop and forward transition probabilities are globally set
• 4,501 decision tree tied cross-word triphone states
• Gaussian mixture models with a globally pooled diagonal covariance matrix and
900k Gaussians
• maximum likelihood training using Viterbi approximation.
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Adaptation was performed unsupervised, using two or three recognition passes. For
two-pass recognition, both SAT-CMLLR and shift-MLLR or MLLR adaptation were
performed on the first pass recognition hypothesis, while in three-pass recognition, the
transcription result of the second pass recognition was used to estimate shift-MLLR or
MLLR. Observation counts dependent tree based regression classes were used for MLLR
or shift-MLLR adaptation and the count threshold was tuned on the development set.
Shift-MLLR
In MLLR and shift-MLLR adaptation, the Gaussian mean parameters of the acoustic
model are adapted. For MLLR, a linear transform and an offset vector is applied to
a Gaussian mean vector [Leggetter & Woodland 95b, Gales 98]. Whereas for shift-
MLLR, a Gaussian mean vector is just adapted by a single offset, bias or shift vector.
In [Sankar & Lee 96], the application of biases on feature vectors and mean vectors has
been discussed and was successfully evaluated for mismatched channel conditions. In
our experiments, we make use of the shift-MLLR approach as it has been described in
[Giuliani & Brugnara 06].
Both approaches, MLLR and shift-MLLR, typically make use of tree based state
dependent regression classes for robust estimation of the adaptation parameters. The
number of regression classes can be chosen dynamically as it has been presented in
[Leggetter & Woodland 95a]. In [Pitz & Wessel+ 00], word confidence based MLLR
adaptation has been performed with a different number of regression classes for the
linear transforms and the offsets. For robust shift-MLLR estimation, much fewer ob-
servations per regression class are required than for the estimation of linear transforms.
We tuned the the observation count threshold for the dynamic selection of tree based
regression classes on the development set. The number of regression classes per speaker
varies according to the amount of adaptation data. For the presented experiments, the
number mostly falls in the range between 500 and 2,000 classes.
Speaker adaptive training (SAT) with shift-MLLR is attractive due to the simplicity
of its implementation. The standard RWTH acoustic model training system makes use
of the Viterbi state alignment approximation and therefore only one state or regression
class is active per time frame. This allows us to implement the SAT-shift-MLLR model
estimation by just changing the feature extraction frontend, where we apply the offsets
of the regression classes to the acoustic feature vectors according to the Viterbi state
alignment.
Table 6.4 shows two-pass and three-pass recognition results for MLLR, shift-MLLR
and SAT-shift-MLLR. As can be seen, there is a notable improvement due to speaker
adaptive training using shift-MLLR, especially when doing three pass recognition.
The confidence based SAT-shift-MLLR experiments have been performed in col-
laboration with Jonas Lööf and further SAT-shift-MLLR details can be found in
[Lööf & Gollan+ 08].
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Table 6.4. Baseline recognition results for the English EPPS task (WER [%]).
dev06 eval06
1st pass 16.3 13.2
SAT-CMLLR 14.2 10.5
MLLR 13.1 10.0
MLLR 3-pass 13.2 10.1
Shift-MLLR 13.0 10.1
Shift-MLLR 3-pass 13.2 10.2
SAT-Shift-MLLR 12.5 9.9
SAT-Shift-MLLR 3-pass 12.4 9.6
Table 6.5. Recognition results with state confidence based adaptation on the English EPPS
task (WER [%]).
dev06 eval06
VTLN, 1st pass 16.3 13.2
SAT-CMLLR, 2nd pass 14.2 10.5
3rd pass results:
MAP 14.1 10.5
MAP, conf. based 13.0 9.8
MLLR 13.2 10.1
MLLR, conf. based 12.9 9.8
shift-MLLR 13.2 10.2
shift-MLLR, conf. based 12.7 9.6
SAT-shift-MLLR 12.5 9.5
SAT-shift-MLLR, conf. based 12.3 9.3
6.2.2 Experiments with State Posterior Confidence Scores
Table 6.5 summarizes the WER improvements when applying 1-best state confidence
scores for unsupervised adaptation methods as presented in the previous section ex-
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periments on the internet video transcription task. Note that the experiments were all
done using three pass adaptation. Significant improvements from confidence measures
can be seen for the cases of MAP and shift-MLLR. For MLLR as well as for SAT-
shift-MLLR, we can observe small but consistent improvements by the application of
confidence scores to select adaptation data on frame level.
These results strengthen our hypothesis that adaptation methods which have many
free adaptation parameters and less constraints, such as MAP, benefit more from the
application of confidence scores, than error robust adaptation methods, such as MLLR
or CMLLR. For the EPPS task we can see, MAP and MLLR lead to almost the same
WER results when confidence based adaptation is performed. Similar observations
have been made on the internet transcription task, where the confidence based MAP
adaptation outperformed confidence based MLLR adaptation with a single transform.
The EPPS task has a much lower baseline WER compared to the internet video tran-
scription task, and here we use multiple regression classes for MLLR adaptation, as it
yields a larger adaptation gain.
Shift-MLLR with up to 2,000 regression classes could be seen as an adaptation
method between MLLR and MAP in regard to the adaptation constraints and the
number of free adaptation parameters. We can see almost the same baseline adaptation
results for MLLR and shift-MLLR, but with the application of confidence scores shift-
MLLR outperforms MLLR. These results show how the same confidence scores can
have less or more impact on adaptation methods, dependent on their robustness against
frame labeling errors. On the other hand, this robustness often limits the potential for
performance gain by the application of confidence scores. On the evaluation set, we can
observe the following relative WER gain – over their individual baseline – by applying
confidence scores in adaptation: 3% for MLLR, 5% for shift-MLLR, and 7% for MAP.
The baseline adaptation of the SAT-shift-MLLR model leads already to a large WER
improvement, a 9% relative reduction on the evaluation set. Here, the application of
confidence scores gives a small but consistent improvement to an overall gain of 11%
relative WER reduction on the evaluation set.
6.2.3 Summary
The experimental results in this chapter show, consistent with previous findings, that
the application of confidence scores for unsupervised adaptation leads to improved
performance. We successfully used state posterior confidence scores to discard the
most likely erroneous labeled frames from the adaptation data. Experiments on the
EPPS task as well as on the internet video transcription task let us conclude that the
application of confidence scores is particularly helpful for adaptation approaches that
have a large number of free parameters and less parameter update constraints, like
shift-MLLR or MAP adaptation.
On the EPPS task, the best confidence based adaptation results were obtained by
shift-MLLR, leading to an adaptation gain of 8% relative WER reduction on the eval-
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uation set. When doing confidence based adaptation with a SAT-shift-MLLR model,
the performance gains from the application of confidence scores were smaller, but a
consistent relative WER gain of 11% can be observed by the combination of both
methods.
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Chapter 7
Unsupervised Acoustic Model Training
The setup of language resources, the model training and the tuning of a statistical au-
tomatic speech recognition (ASR) system is time consuming and therefore expensive.
The setup of an optimally performing transcription system requires large, task special-
ized databases for estimating the model parameters in the acoustic and in the language
model training. Large vocabulary continuous speech recognition (LVCSR) systems can
still benefit by increasing the amount of acoustic training data to thousands of hours
[Evermann & Chan+ 05].
As we have described in Chapter 3, the effort in setting up specialized manually tran-
scribed training corpora is expensive and not always affordable, especially for rarely
spoken languages. Automatic transcription of training data can be an attractive alter-
native when the setup of a transcription system is under budget and time constraints.
Automatic transcriptions are not only much cheaper than manual transcriptions but
can also be obtained much faster. Using an ASR system to create an automatic tran-
scription of manually untranscribed acoustic data and then using this automatically
transcribed data for the training of an ASR system is commonly referred to as unsuper-
vised training. Unsupervised acoustic model training can be performed to improve an
initial ASR system trained on manually transcribed data and even when no manually
transcribed training data is available. In the latter case, we can port another ASR
system from a different transcription task to create an initial ASR system.
Chapter 4 describes the process of cross-domain and cross-language bootstrapping to
port an ASR system to a new task. The porting of an already existing ASR system to a
new domain is a feasible solution. [Gollan & Bisani+ 05] describes rapid cross-domain
porting of an American English broadcast news ASR system to an European English
Parliamentary Speech Transcription system: the acoustic model of the American En-
glish broadcast news system was used in combination with a specialized vocabulary,
a specialized pronunciation dictionary and a specialized language model for this par-
ticular task. This was a very effective way of creating a transcription system for the
European Parliament Plenary Session (EPPS) speeches for the TC-STAR project.
One of the first publications describing unsupervised training for large vocabulary
speech recognition is [Zavaliagkos & Colthurst 98]. Many publications discussed var-
ious aspects of unsupervised training. Thousands of hours of data with automatic
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transcriptions have been used to improve the acoustic model [Ma & Matsoukas+ 06].
In [Wessel & Ney 05], it is shown that systems trained on manually transcribed data
outperform systems trained on the same data, but with automatic transcriptions only.
The accuracy gap between the systems trained on manual transcriptions and auto-
matic transcriptions could be reduced by the application of maximum word posterior
confidence scores [Wessel & Schlüter+ 01] to filter out the most likely errors on word
level.
In this chapter, we investigate the application of state posterior confidence scores
for unsupervised training on different automatic transcription tasks. We show that
well optimized state-of-the-art ASR systems can be improved with a relative small
amount of automatically transcribed speeches. Furthermore, we apply the unsupervised
training framework on a statistical pronunciation lexicon to iteratively refine its model
parameters based on automatic transcriptions.
7.1 English EPPS Task
This section describes unsupervised training experiments on English EPPS data. Pos-
terior confidence scores are evaluated on word and state level for performing the data
selection for unsupervised training of the mixture model. These methods are evalu-
ated on the EPPS language resources which are presented in Section 3.1. Experiments
are performed with the RWTH European English parliamentary speech transcription
system. The baseline speaker adaptive acoustic model was trained on 100 hours of
manually labeled EPPS audio recordings. For the unsupervised training experiments
we are using an additional amount of 180 hours of untranscribed recordings.
7.1.1 System Description
The following transcription system was used to perform the experiments:
• speaker and domain independent acoustic model (VTLN, SAT-CMLLR, MLLR)
• 45 dimensional acoustic vectors after applying LDA on 9 time consecutive stacked
MFCC features + voicing feature
• 6-state left-to-right HMM topology; two neighboring states are always tied; skip,
loop and forward transition probabilities are globally set
• 4,501 decision tree tied cross-word triphone states
• Gaussian mixture models with a globally pooled diagonal covariance matrix.
The acoustic model is trained on 87.5 hours of manually segmented and transcribed
training data which was carefully created from 100 hours of raw EPPS recordings
leaving out long parts of music, foreign speeches (with respect to English) and other
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Table 7.1. Performance of the English TC-STAR 2007 evaluation system with and without
unsupervised training (UT) (WER[%]).
system/method dev06 eval06 eval07
VTLN+Voicing 15.5 12.7 14.3
+SAT-CMLLR+MPE 13.7 10.4 12.0
+MLLR 12.2 9.9 11.2
+LM-Rescoring 11.6 8.8 10.4
UT transcription system 14.1 11.5 12.9
UT+VTLN+Voicing 13.6 11.7 13.1
+SAT-CMLLR+MPE 12.0 9.8 11.0
+MLLR 11.6 9.2 10.4
+LM-Rescoring 11.0 8.3 9.6
System Combination (TC-STAR 2007) 10.0 7.8 9.0
non-EPPS specific parts. Section 3.1 gives a detailed overview of the corpus creation
and corpus quality evaluation process.
Maximum likelihood speaker adaptive training (SAT) based on CMLLR was per-
formed and the acoustic model was refined by discriminative training using the mini-
mum phoneme error (MPE) criterion. For speaker adaptation, the automatically gen-
erated segments were clustered according to the Bayesian information criterion if no
speaker labels are available. Lastly, maximum likelihood linear regression (MLLR) and
language model (LM) rescoring were applied. A more detailed system description can
be found in [Lööf & Gollan+ 07]. Table 7.1 gives an overview of the performance of
the TC-STAR evaluation 2007 system for the public evaluation condition on the devel-
opment 2006, evaluation 2006 and evaluation 2007 corpus. It also lists the individual
methods and presents their results with and without unsupervised training (UT).
It is very likely that the use of manual transcriptions for the additional 180 hours
instead of automatic ones would give an additional gain over the usage of automatic
transcriptions, but the manual transcription costs would be immense compared to the
automatic transcription costs.
The following sections describe the unsupervised training process which can be di-
vided in the automatic segmentation and transcription of the raw recordings as well as
the data selection method which aims to filter out transcription errors.
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7.1.2 Automatic Segmentation and Transcription Setup
The automatic segmentation and transcription setup was optimized on the raw record-
ings of the English EPPS 2005 development corpus. Almost all recordings of the dev05
corpus are completely transcribed, including the speeches of interpreters and politi-
cians. The later evaluation corpora cover only politician speeches and are therefore
less suited to optimize a transcription system aimed to segment and transcribe com-
plete English EPPS recordings. The politician speeches held in English cover less than
one third of the EPPS speeches and speeches held in other languages are interpreted
into English. At almost every speaker change, foreign language phrases can be ob-
served as it takes some time before the broadcasting team switches to the English
interpreter channel. Therefore, the English EPPS recordings often contain foreign lan-
guage phrases from the 20 official European Parliament languages. The English dev05
corpus covers the mentioned raw recording specialties and is the most suitable corpus
to optimize the automatic transcription system of raw recordings. Section 3.1 gives
more details of the EPPS language resources.
Table 7.1 lists the results of the UT transcription system as well as the results of
the optimized ASR system for different stages. We can see a significant performance
gain from unsupervised training not only for the baseline ASR system setup, but also
for the best performing system setup. If we take a look at the dev06 corpus, we can
observe that the automatic transcription produced with a system which has an error
rate of 12.9% was able to improve a state-of-the-art system by 7% relative from 10.4%
to 9.6%.
The UT transcription system is a two pass SAT-CMLLR system derived from the
RWTH TC-STAR evaluation 2006 ASR system, but with pruning thresholds optimized
to speed up the recognition process. The first unsegmented recognition pass over the
raw recordings was done with an ASR system using the VTLN+Voicing acoustic model.
On basis of this first recognizer output, we did the automatic segmentation and the
speaker clustering. For placing segment boundaries, we took the length of the non-
speech part and the language model probability of a sentence end into account in a
similar way as it is described in [Rybach & Gollan+ 09b]. The segmented first pass
transcription was used for the second speaker adaptive recognition pass with the SAT-
CMLLR models. The described segmentation and transcription system was optimized
on the raw EPPS dev05 recordings and achieved a performance of 12.3% WER.
Table 7.2 gives an overview of the manual transcription (MT) and the automatic
transcription (AT) statistics. The table presents the amount of raw recordings as
well as the amount of segmented data where the most uninteresting acoustic parts are
already removed. We have used a heuristic segment filter approach to remove segments
from the automatic transcriptions that aims to discard non-speech segments as well
as foreign speech segments. Based on the automatically clustered segments, we keep
only speech segments which have a neighboring segment of the same speaker cluster.
This first heuristic selection method leads then to the AT corpus listed in Table 7.2.
A notable difference between the MT and AT corpora is the average segment length,
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Table 7.2. Transcription statistics of the English EPPS data.
transcription
MT AT
raw recordings [h] 102.1 182.9
segmented data [h] 87.5 146.6
# segments 66,670 30,557
# running words 704,883 1,240,423
Table 7.3. Comparison of SAT-CMLLR unsupervised training results on English EPPS task
(WER[%]).
system ID: data
transcript. meth./thr. [h] [%] densities dev06 eval06
MT – 87.5 37.4 870,930 14.2 10.9
MT + AT – 234.1 100.0 1,893,080 13.0 10.6
MT + AT Cmax/0.5 225.6 96.4 1,874,552 12.8 10.4
MT + AT Cmax/0.7 210.2 89.8 1,850,988 12.7 10.3
MT + AT Cmax/0.9 189.9 81.1 1,807,999 12.9 10.2
MT + AT Cstate/0.45 226.4 96.7 1,879,389 12.7 10.3
MT + AT Cstate/0.78 212.4 90.7 1,845,974 12.7 10.0
MT + AT Cstate/0.96 193.5 82.7 1,799,244 12.8 10.2
which is much larger for the AT set due to the automatic segmentation process.
7.1.3 Data Selection Experiments
As described in the previous section, we have generated the automatic transcription by
using a two pass recognition setup based on a SAT-CMLLR model. We have focused
our experiments on this model because of the highly time consuming discriminative
training and MLLR adaptation on all the tested data selection setups. On the other
hand, we are still close to our best recognition arrangement and we are able to preserve
the unsupervised training gain for our final recognition system.
The corresponding dev06 and eval06 results of the SAT-CMLLR acoustic models
are listed in Table 7.3. The models are trained on different amounts of training data
57
 7
 8
 9
 10
 11
 12
 13
 14
 15
 0  10  20  30  40  50  60  70
a
l l o
p h
o n
e  
s t
a t
e  
e r
r o
r s
 o
n  
k e
p t
 h
y p
o t
h e
s i z
e d
 s
t a
t e
s  
[ %
]
ratio of filtered out hypotheses states due to confidence score [%]
maximum word posterior confidence score
allophone state posterior confidence score
Figure 7.1. State error rate for the percentage of remaining transcribed frames by applying
different state confidence thresholds.
selected on state level by calculating either the maximum word posterior confidence
score Cmax([w, v, τ, t]) or the allophone state posterior confidence score Cstate([s, t]), as
described in Section 5.2.
Experiments with different thresholds show that unsupervised training with both
confidence methods achieves the best performance if approximately 10% of the data is
filtered out. It can be observed that the Cstate trained models never perform worse and
sometimes slightly better than the Cmax trained models.
Figure 7.1 illustrates the state error rate in relation to the applied threshold. The
threshold is mapped to the corresponding amount of kept data which makes it possible
to compare different data selection methods.
We calculate the allophone state error rate of an automatic transcription word hy-
pothesis state alignment due to the reference state alignment using the reference tran-
scriptions and the acoustic model of the automatic transcription system. For each state
of the reference state alignment, we count an allophone state error if the correspond-
ing hypothesis state would be used for unsupervised training and if it differs from the
reference state.
Note that the only difference of the GMM training is the selection method applied
or threshold on state level; i.e., the training state alignment to the corresponding
acoustic feature vector sequence were exactly the same for all listed experiments. To
investigate the difference of the acoustic models, we have used ROVER for combining
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Table 7.4. Comparison of system combination results on English EPPS task (WER[%]).
ROVER system combination dev06 eval06
Cstate/0.45 Cstate/0.78 Cstate/0.96 12.1 9.9
Cmax/0.5 Cmax/0.7 Cmax/0.9 12.2 9.8
Cmax/0.7 Cstate/0.78 – 12.2 9.9
their 1-best system outputs. The system combination improvements in Table 7.4 are
interesting results, as there is only a relatively small difference in the data used for
mixture training.
7.1.4 Summary
We have successfully applied unsupervised training on the English EPPS task and
applied data selection or filtering process on state level as well as on word level. If
done on state level, the automatic selection of training data for GMM training is done
on the smallest transcription unit, a pair of a state and an acoustic feature vector.
Significant improvements were achieved with the additional, relatively small amount
of 180 hours of untranscribed data, when compared to the 100 hours carefully tran-
scribed recordings. We were able to improve the performance of our final speaker
adaptive models by more than 7% relative. The WER was reduced from 10.4% to
9.6% on the English EPPS 2007 evaluation set.
Furthermore, we have made an interesting observation: even when the difference in
WER between the differently thresholded systems was quite small, we could achieve
further gains doing system combination on these.
7.2 Polish EPPS Task
In [Lööf & Gollan+ 09], we describe the rapid development of a Polish EPPS tran-
scription system. This work has been done in collaboration with Jonas Lööf in the
context of the JUMAS project. The acoustic model training of the system was per-
formed without access to any manually transcribed acoustic training data. This was
achieved through the combined use of cross-language bootstrapping and confidence
based unsupervised acoustic model training. Section 4.2 describes the cross-language
bootstrapping process to create an initial Polish acoustic model for unsupervised train-
ing from a Spanish acoustic model. We have used a manually constructed phoneme
mapping to do the cross-language bootstrapping of the acoustic model. In this ap-
proach, a mapping between the phonemes in the source and target language is used to
derive a Polish state tying for the Spanish Gaussian mixture model according to the
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Polish-Spanish mono-phone mapping and the Spanish phoneme tree clustered states.
The Polish initial acoustic model was iteratively refined by regenerating the automatic
transcription followed by the reestimation of the acoustic model parameters.
As described in [Zavaliagkos & Colthurst 98], rapid development of an ASR sys-
tem can greatly profit from the use of unsupervised acoustic model training.
[Wessel & Ney 05] describe the iterative process of using untranscribed acoustic data
for parameter refinement with automatic transcriptions, generated by an ASR sys-
tem based on the acoustic model from the previous iteration. Confidence scores
[Wessel & Macherey+ 99, Evermann & Woodland 00, Gollan & Bacchiani 08] can be
used to select or weight the automatic transcriptions for unsupervised training.
Unsupervised training can be used to improve the recognition performance of an
ASR system. In [Ma & Matsoukas+ 06, Ramabhadran 05, Gollan & Hahn+ 07], un-
supervised training has been successfully applied to improve a well tuned state-of-
the-art transcription system. The unsupervised training of a poorly performing ASR
system is described in [Kemp & Waibel 99, Lamel & Gauvain+ 02, Wessel & Ney 05,
Gollan & Ney 08], where the initial acoustic model was trained on a small amount of
transcribed audio.
In this section, a cross-language bootstrapped acoustic model is used as initial acous-
tic model for unsupervised training to develop a Polish ASR system without any man-
ually transcribed audio data for acoustic model training. The system was trained
and evaluated on Polish EPPS recordings and included several state-of-the-art speech
recognition methods.
7.2.1 System Description
The following transcription system was used to perform the experiments:
• speaker and domain independent acoustic model (VTLN, SAT-CMLLR, MLLR)
• 45 dimensional acoustic vectors after applying LDA on 9 time consecutive stacked
MFCC features + voicing feature
• 6-state left-to-right HMM topology; two neighboring states are always tied; skip,
loop and forward transition probabilities are globally set
• 4,501 decision tree tied cross-word triphone states
• Gaussian mixture models with a globally pooled diagonal covariance matrix
• maximum likelihood training using Viterbi approximation
• 60k recognition vocabulary
• 4-gram language model.
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On the original Spanish task, the Spanish bootstrap model achieves a WER of ap-
proximately 10%. Using cross-language bootstrapping without retraining of the acous-
tic model, the WER is obviously much higher, initially around 60%.
7.2.2 Experiments
We started the unsupervised acoustic model training process by generating automatic
transcriptions with the poorly performing cross-language bootstrapped acoustic model.
As can be seen in Table 7.5, using the initial Spanish acoustic model parameters for
the Polish transcription system leads to a performance of 63.4% WER on the Polish
EPPS tuning set. The WER performance of the initial Polish transcription system is
significantly worse compared to the performance of the system used for unsupervised
training on the English EPPS task in Section 7.1. Multiple iterations of generating
automatic transcription and reestimation of model parameters on training data are
necessary before the Polish system performance comes into the range of the manually
trained English or Spanish EPPS transcription system.
As in the previous Section, we have used the state posterior confidence method with
the goal to select correctly labeled feature vectors and to ignore erroneously labeled
ones. In [Gollan & Hahn+ 07], the data filtering or selection process on frame level
showed to be more precise in regard to frame state labeling errors than performing
thresholding on sentence or word level. The lower frame labeling error rate should be
beneficial for the robust estimation of the emission model parameters. For the Gaussian
mixture model and the LDA estimation, we filter the training data based on the tied
state confidence scores, whereas we apply the allophone state confidence scores for the
state tying estimation.
We used 130 hours of untranscribed Polish EPPS recordings from the European
Parliament as unsupervised training data. Section 3.1.3 describes the Polish language
resources and lists statistics for the training, tuning and development data set. The
automatic segmentation of the raw untranscribed recordings was done with the NIST
acoustic segmentation tool, which has been developed by Carnegie Mellon University
[Siegler & Jain+ 97].
Table 7.5 lists the recognition performance for each unsupervised training step as well
as the amount of estimation data used after applying confidence based data filtering.
For each training step, the automatic transcription process for lattice generation and
confidence score computation was repeated. For the first training steps, we used smaller
subsets of the available training data to reduce the processing time for lattice generation
and to achieve acoustic model improvements faster. For the first two unsupervised
training iterations, we used the confidence based MAP adaptation approach to refine
the acoustic model parameters of the initial Spanish model. We verified and optimized
the unsupervised training configuration settings based on the resulting model WER
performance on the tuning set. The first two iterations of MAP adaptation reduced the
WER from 63.4% to 37.1%. For the next unsupervised training steps, we reestimated
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Table 7.5. Polish unsupervised training performance in development on preliminary tuning
set.
Training step WER [%] Data sel. [h]
Initial Spanish AM 63.4 –
First MAP iter. 49.6 1.7
Second MAP iter. 37.1 29.8
First training iter. 29.9 59.2
Second training iter. 26.9 53.9
First SAT iter. 24.1 66.1
First full data train. 23.2 103.4
SAT full data 20.7 106.0
SAT retraining 20.5 113.7
SAT retraining 20.0 111.0
the acoustic model from scratch by doing confidence based estimation of the state tying,
the LDA matrix, and the Gaussian mixture models. For the state tying estimation,
we filtered the state labeled training frames based on the allophone state confidence
scores, whereas we applied the tied state confidence scores for the estimation of the
LDA matrix and the Gaussian mixture models. The acoustic model performance on
the tuning set was further improved and the WER dropped to 26.9%.
The final training iterations were made using a two pass recognition setup based on
a SAT-CMLLR acoustic model. The automatically generated recording segments were
clustered according to the Bayesian information criterion. For each cluster, a single
CMLLR matrix was estimated on confidence filtered data to be used for recognition
and SAT training. The last three training iterations were done on the full Polish EPPS
data set we had available for unsupervised training. We stopped the unsupervised
training process at this point, as the WER improvements saturated in the last three
steps.
As described in Section 3.1.3, we used approximate official EPPS transcriptions for
the preliminary tuning set and the final tuning and development sets were corrected
by native Polish speakers. Table 7.6 presents the performance on the corrected tuning
and development set of the final Polish ASR system.
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Table 7.6. Performance of final unsupervised trained Polish transcription system (WER [%]).
System tune dev
1st pass 21.8 21.2
+ SAT-CMLLR 18.1 18.5
+ MLLR 17.5 18.0
7.2.3 Summary
We described the application of confidence based unsupervised acoustic model training
for the rapid development of a Polish acoustic model which has been bootstrapped from
a Spanish acoustic model. The low accuracy performance of the initial cross-language
ported acoustic model has been significantly improved by the iterative regeneration
of automatic transcriptions in combination with confidence based parameter reestima-
tion. The resulting model was purely trained in an unsupervised fashion without using
any manually transcribed acoustic training data. The final ASR system has been op-
timized for Polish EPPS recordings and the accuracy performance of the unsupervised
trained system is close to the expected performance of a system trained with manually
transcribed acoustic training data.
7.3 Experiments on Persian Broadcast Data
This section describes unsupervised training experiments to create a Persian broadcast
transcription system and has been presented before in [Gollan & Ney 08]. A Persian
read speech database with a 1k word vocabulary and less than 5 hours audio data
is used to create an initial acoustic model and an initial pronunciation lexicon. A
statistical grapheme-to-phoneme (G2P) converter is trained on the pronunciation data
of the 1k words and used to expand the pronunciation lexicon to cover 64k words.
Two components of the acoustic model, the automatically enlarged lexicon and the
emission model, are iteratively refined in an unsupervised training fashion. The model
parameters of the statistical G2P converter are repetitively estimated on manually and
automatically phonetically transcribed audio data.
Often, for new language tasks only a relatively small amount of language resources
are available for training of a statistical ASR system. In general, whenever a new system
is designed, task representative speech data needs to be collected and manually tran-
scribed. For language model training, large text collections are used – most often online
newspaper archives. Commonly, an annotated speech corpus and a pronunciation dic-
tionary are used for acoustic model training. The manual creation of the pronunciation
dictionary and manual transcription of speech are by far the most expensive steps in
setting up a new ASR system. A grapheme based pronunciation dictionary, using the
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grapheme sequence of a word as its pronunciation, is one of the simplest “automatic”
and cheapest approaches to generate a pronunciation dictionary. For many languages
and tasks, a simple grapheme based pronunciation dictionary can perform almost as
well as a manually created pronunciation dictionary [Kanthak & Ney 01]. Neverthe-
less, a well tuned phonetic pronunciation dictionary is often better performing and the
preferred choice in many state-of-the-art LVCSR systems.
Automatic annotations are not only cheaper than manual annotations but can also
be obtained much faster. On the downside, automatic annotations commonly contain
more transcription errors than manually transcribed ones, especially when the ASR
system itself is trained only on a small amount of transcribed speech data. To avoid
problems due to this drawback, confidence scores can be applied to remove the most
likely errors from the automatic annotations [Zavaliagkos & Colthurst 98].
We present a method for automatic learning and refinement of pronunciations for
large vocabulary continuous speech recognition which starts from a small amount of
transcribed data and uses automatic transcription techniques for additional untran-
scribed speech data. The model parameters of a statistical joint-multigram grapheme-
to-phoneme converter are iteratively estimated using small amounts of manual and
relatively larger amounts of automatic transcriptions and thus the system improves
itself in an unsupervised manner. Using this new approach, we create a Persian broad-
cast transcription system from less than five hours of transcribed speech and 52 hours
of untranscribed audio data.
We describe the rapid development of an LVCSR system for Persian broadcast news
where we apply the confidence based parameter refinement method for the emission
model and the pronunciation model training. In [Wessel & Ney 05], a similar experi-
ment was presented to set up an American-English broadcast transcription system. The
training data was artificially reduced to perform unsupervised acoustic model training
as a proof of concept. In [Gollan & Hahn+ 07], we have presented the unsupervised
emission model training with confidence based filtering on frame level. In this section,
we present the automatic learning framework and we propose a novel method for au-
tomatic learning and refinement of a pronunciation dictionary. A related approach for
dictionary learning is presented in [Sloboda & Waibel 96], where the authors use an
annotated speech corpus and a phoneme language model.
7.3.1 System Description
The acoustic model of the initial transcription system was trained on a relatively
small amount of read speech from the Farsdat corpus. The corpus provides also
manually created phonetic transcriptions. We used the phonetic transcriptions of
the Farsdat corpus to extract a pronunciation dictionary. This pronunciation dic-
tionary was used to train a data-driven statistical grapheme-to-phoneme (G2P) model
[Bisani & Ney 02, Bisani & Ney 08] to automatically generate pronunciations for the
50k recognition lexicon.
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Table 7.7. Persian Pronunciation dictionary statistics.
Farsdat recog.
# words 1,017 49,939
# pronunciations 4,853 190,168
# homophones 226 12,861
Table 7.7 presents the statistics of the Farsdat pronunciation dictionary and the final
recognition lexicon. We generate N -best pronunciation lists using the G2P approach
to generate pronunciation alternatives which are mostly caused due to short vowels.
In the following, we present the system details of the final system we obtained due to
iterative unsupervised training of the emission and pronunciation model parameters:
• speaker and domain independent acoustic model
• speaker adaptation: VTLN + SAT-CMLLR + MLLR
• 45 dimensional acoustic vectors after applying LDA on 9 time consecutive stacked
17 dimensional features (MFCC and voicing feature)
• 3-state left-to-right HMM topology
• 29 phonemes + 2 noise models + silence state
• 4,038 decision tree tied within-word triphone states
• 129k densities within Gaussian mixture models with globally pooled diagonal
covariance
• maximum likelihood training using Viterbi approximation
• 50k recognition vocabulary
• 4-gram language model with 28 million m-grams.
The main difference to our initial system is the number of emission model parameters.
Due to the relatively small Farsdat speech corpus, we estimated 3k densities for 1,517
states.
7.3.2 Pronunciation Model Refinement
We are using a statistical data-driven pronunciation model derived from the G2P con-
version method presented in [Bisani & Ney 02]. There, the joint probability distribu-
tion p(w, v) is reduced to the probability distribution p(qJ1 ) modeled by a standard
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m-gram:
p(qJ1 ) :=
J∏
j=1
p(qj |qj−1j−M+1). (7.1)
A graphone sequence qJ1 corresponds to a word pronunciation pair (w, v). In our
experiments, a graphone q is a pair of a word-symbol/grapheme and pronunciation-
symbol/phoneme where a grapheme or phoneme can be the empty grapheme or
phoneme respectively. S(w, v) defines the set of all possible graphone sequences to
segment the pair (w, v) into graphones. We calculate the pronunciation probability
pθG2P (v|w) using the G2P model the following way:
pθG2P (v|w) :=
max
qJ1 ∈S(w,v)
p(qJ1 )∑
v′
max
q′J′1 ∈S(w,v′)
p(q′J ′1 )
. (7.2)
The pronunciation counts #(v, w) and the word counts #(w) are estimated from the 1-
best transcription alignment path and represent how often these events were observed.
We refine the pronunciation probabilities in a maximum a posteriori fashion based on
the normalized pronunciation counts and the balancing parameter λ:
pθ′pm(v|w) :=
#(v, w)
λ+ #(w)
+
λ
λ+ #(w)
pθpm(v|w). (7.3)
For the automatic transcriptions, we apply the pronunciation confidence score to esti-
mate only counts for events with high confidence. This is done for the 1-best hypotheses
wˆN1 of the automatic transcriptions:
#(v, w)wˆN1
:=
N∑
n:
C([w,v,τ,t]n|wˆn;L)>thr.
δ(w, wˆn), #(w) =
∑
v
#(v, w). (7.4)
7.3.3 Emission Model Reestimation
We perform unsupervised acoustic model training – more precisely, iterative acous-
tic emission model reestimation – using confidence-thresholded automatic transcrip-
tions. For Gaussian mixture training, the data filtering process is done on state/frame
level to select the pairs of a state and an acoustic feature vector based on their con-
fidence score. This selection or filtering process is more precise than performing the
thresholding on sentence or word level and was successfully applied for unsupervised
training [Gollan & Hahn+ 07], as well as for unsupervised acoustic model adaptation
[Gollan & Bacchiani 08].
Depending on the purpose, we estimate confidence scores for other events. We per-
form the data selection for the Gaussian mixture training or the LDA estimation based
on the confidence scores of tied HMM states, whereas for the estimation of the state
tying, we threshold the observations based on their allophone state confidence scores.
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Table 7.8. Persian speech corpora statistics.
Farsdat AT dev test
data [h] 4.7 52.0 0.3 2.5
# running words 41k 390k 3k 18k
# segments 6k 19k 116 890
# speaker cluster 304 1,111 11 36
OOV [%] 2.0 – 2.6 3.4
perplexity. 225.0 156.9 141.1 201.5
7.3.4 Experiments
Table 7.9 summarizes the rapid development of the Persian broadcast transcription
system which was started in February 2008. The initial acoustic model was trained on
the Farsdat speech corpus resulting in a WER of 75.8% on the IRINN development set.
We use the manually produced transcriptions of the IRINN broadcast recordings from
February 2008 as evaluation sets. For unsupervised training, we have collected further
IRINN recordings since March 2008 and the automatic transcription (AT) data set
increased over time up to 52 hours. Table 7.8 gives an overview of the speech corpora
used.
The initial G2P model was trained on the Farsdat pronunciation dictionary. With
this initial G2P model, we generated the 4-best pronunciations for the words of our
50k recognition vocabulary. In the later unsupervised training iterations we estimated
the pronunciation counts on the manual and the automatic transcriptions to refine the
pronunciation probabilities of the training and the recognition lexicon. Furthermore,
we reestimated the G2P model based on the weighted pronunciation counts. Then,
we updated the pronunciation entries of the recognition lexicon based on the 4-best
pronunciations generated by the updated G2P model.
The improvements due to the model updates are presented in Table 7.9. Until the 3rd
training step, we reestimated the Gaussian mixture model using additional automatic
transcriptions which allowed us to increase the number of densities so that the WER
dropped to 63.7%. In the 4th training step, we reestimated the CART tying as well as
the LDA matrix leading to a WER of 61.1%. Furthermore, using the same emission
model in the 4th training step with an improved LM and a refined PM, we measured
the WER of 57.3%. The 12th training step led to a WER of 42.3% with a speaker
independent acoustic model. Table 7.10 presents the results of our 3-pass Persian
transcription system.
As can be seen, most of the gain is due to the increased parameter set but the
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Table 7.9. Training steps with the corresponding emission model statistics and resulting
system performance on the development set.
training audio selected dev set
step data [h] data [h] #states #densities WER [%]
Farsdat 4.7 4.7 1,517 3k 75.8
1. θem 11.4 8.1 1,517 6k 72.7
2. θem 11.4 8.6 1,517 12k 69.8
3. θem 23.6 15.8 1,517 48k 63.7
4. θem/θlm,θpm 23.6 16.6 2,281 72k 61.1/57.3
5. θem 39.0 29.1 2,281 144k 51.7
6. θem 39.0 29.1 3,322 205k 51.4
7. θem/θpm 39.0 30.2 3 322 207k 50.7/50.2
8. θem 52.0 39.6 3,322 209k 48.0
9. θem 52.0 39.1 4,038 247k 46.5
10. θem/θpm 52.0 41.4 4,038 249k 45.9/45.1
11. θem/θpm 52.0 41.0 4,038 129k 44.1/43.4
12. θem 52.0 40.0 4,038 129k 42.3
Table 7.10. Results of final Persian transcription system (WER[%]).
dev test
speaker indep. 42.3 47.9
SAT-CMLLR 38.5 41.9
MLLR 37.5 39.9
estimation of these is only robust using the additional automatic transcribed training
data.
7.3.5 Summary
We presented the rapid development of a Persian broadcast transcription system using
a relatively small speech database. Within 6 weeks, we set up an LVCSR system
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using less than 5 hours of manual transcriptions and a manually created pronunciation
dictionary covering only 1k words. We successfully applied the unsupervised training
approach to reestimate the emission model parameters and the pronunciation model
parameters.
69
70
Chapter 8
Automatic Learning
The term automatic learning describes the ability of an automatic speech recognition
(ASR) system to improve its parameters in general without using any manually an-
notated speech corpus. Ideally, such an automatic transcription system trains and
improves its model parameters without any human setup efforts. A broadcast news
transcription system could improve its performance online by collecting broadcast au-
dio streams and internet text news to automatically reestimate its model parameters.
In the automatic learning framework, the model parameters of a speech recognition
system are iteratively improved for the long term using additional task representative
data. Ideally, this data is collected during the application of the system.
Figure 8.1 shows a single parameter update iteration of an automatic learning concept
for ASR system. The automatic learning concept covers parameter adaptation methods
as well as parameter training methods. Well known methods are unsupervised acoustic
model adaptation and unsupervised acoustic model training, which have been discussed
in Chapter 6 and Chapter 7 respectively.
Depending on the amount and the quality of the automatic transcriptions, different
acoustic parameter refinement methods are used, e.g. linear transform based adap-
tion, maximum a posteriori adaptation or Baum-Welch reestimation. The typical ASR
training scenario makes use of manually transcribed speech data to estimate the ini-
tial model parameters and to evaluate and tune the parameter estimation recipe. This
chapter discusses a training scenario where no manually labeled speech data is available
for model training and evaluation of an ASR system.
8.1 Self-Learning
Today, the development of an ASR system typically starts from a supervised acoustic
model training phase that makes use of annotated speech corpora followed by a system
tuning and testing phase whereby model parameters are adapted to the target data.
Using additional untranscribed speech data to refine and improve the model parame-
ters of an ASR system in the model training phase is commonly referred to as unsu-
pervised training [Zavaliagkos & Colthurst 98, Ramabhadran 05, Wang & Gales+ 07,
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Figure 8.1. Initial setup in the Automatic Learning framework: First iteration of
unsupervised/automatic parameter refinement.
Ma & Schwartz 08, Gollan & Ney 08]. The unsupervised training scenario starts with
an initial acoustic model which was trained or derived from manually labeled speech
data. Furthermore, manually annotated development or tuning corpora are used to
optimize and fine-tune system parameters based on the error rate. Ideally, an au-
tomatic transcription system trains and improves its model parameters without any
human supervision such as transcribing speech for the acoustic model training phase.
This challenging scenario – no manual transcriptions are used to estimate the acous-
tic model parameters – is addressed in [Baker & Deng+ 07] as self-learning in speech
recognition. Unsupervised pattern-discovery methods could be used to learn acoustic
model parameters from unannotated speech data.
The following sections present such a self-learning approach for the parameter es-
timation of acoustic speech transcription models. We bootstrap a simplified Dutch
grapheme based automatic speech recognition system without using any manually la-
beled speech data. The maximum likelihood parameter estimation approach for break-
ing a substitution cipher is transferred to a self-learning approach for acoustic models.
The self-learning approach creates an acoustic model for a grapheme based speech
transcription system without any manually labeled speech data. The emission model
weights of a semi-continuous hidden Markov model (SC-HMM) are estimated on un-
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Table 8.1. Parameter learning scenarios of acoustic models and their naming convention.
data used for acoustic model parameter learning
parameter estimation scenarios manually labeled unlabeled
for acoustic model training train./dev.
{(xT1 , gN1 )}
additional
train. {x¯T1 }
test {xˆT1 }
supervised training ×
unsupervised training × ×
unsupervised adaptation × ×
self-learning × ×
labeled speech data due to m-gram statistics of a grapheme based language model.
Furthermore, the model scaling parameter of the acoustic model is automatically ad-
justed using unlabeled speech data instead of a labeled tuning set.
The self-learning scenario is closely related to the task of breaking a cipher system.
The unlabeled speech data corresponds to a captured cryptogram and a statistical
decipher system can use language statistics to estimate the acoustic model parameters
which led to the most likely deciphered message.
In the next section, we compare different parameter learning scenarios for acoustic
models and we review acoustic model self-learning approaches. In Section 8.3, we illus-
trate a statistical decipherment method to break substitution ciphers as introduction
to Section 8.4, where we analogously present an acoustic model self-learning approach.
8.2 Parameter Learning Scenarios
Parameter learning methods can be distinguished into three different learning scenar-
ios: using labeled observations, using labeled and unlabeled observations, or using only
unlabeled observations. In the machine learning community, these three learning sce-
narios are known as supervised learning, semi-supervised learning and unsupervised
learning. Table 8.1 gives an overview of the ASR learning scenarios and their naming
conventions.
Supervised acoustic model training requires a set of labeled training data {(xT1 , gN1 )}.
Each supervised training sample (xT1 , gN1 ) provides the manually created transcription
gN1 for the acoustic observations xT1 . Unsupervised adaptation or unsupervised training
of existing acoustic models are popular semi-supervised machine learning methods.
These semi-supervised learning methods estimate the initial model parameters on a
manually labeled data set {(xT1 , gN1 )} and often refine the parameters on additional
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unlabeled acoustic data set {x¯T1 }. The acoustic model self-learning scenario describes
an environment where no manually transcribed speech data is used for parameter
estimation.
Only a few publications address the acoustic model self-learning scenario to set
up a speech transcription system based on completely unlabeled speech data. In
[Park & Glass 08], the authors present an efficient dynamic time warping method
to cluster speech signals into frequent speech fragments, which often correspond to
syllables, words or word phrases. Such an approach could be seen as unsupervised
speech segmentation, a problem which many authors have addressed and which was
reviewed in [Esposito & Aversano 04]. In [Roy & Pentland 02], the authors describe
a system which processes spontaneous infant-directed speech paired with video im-
ages to model early lexical acquisition of infants. In this work, we use statistical
knowledge of the language to perform an unsupervised assignment of graphemes to a
continuous speech signal. This approach corresponds to statistical decipherment ap-
proaches which have also been applied for unsupervised optical character recognition
[Lee 02, Huang & Learned-Miller+ 07].
8.3 Breaking Simple Substitution Ciphers
The substitution decipherment problem was revisited in the natural language pro-
cessing community for theoretical investigations of unsupervised learning scenarios.
We repeated the parameter estimation methods presented in [Knight & Nair+ 06,
Ravi & Knight 08], but we made the decipherment task slightly harder as we kept
the mapping of the word boundary symbol as a free parameter. We first describe
the substitution cipher task and experiments as introduction for the later presented
self-learning experiment of an acoustic model for an ASR system.
8.3.1 Problem and Task Description
A cipher of typeM is a secrecy system fM(·|c) parameterized by a key c which encrypts
a message gN1 to a cryptogram xT1 :
xT1 = fM(g
N
1 |c). (8.1)
A well known cipher type is the simple substitution cipher fSub(·|cL1G1 ) which replaces
each grapheme g ∈ [1 . . . G] of a message gN1 by a fixed substitute symbol x ∈ [1 . . . L]
determined by the cryptogram substitution matrix cL1G1 :
xN1 = x1x2 · · · = fSub(g1|cL1G1 )fSub(g2|cL1G1 ) · · · . (8.2)
We model a statistical decipher system to automatically solve general substitution
ciphers in a probabilistic framework. We estimate the most likely cipher parameters
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cˆL1
G
1 for a captured cryptogram xT1 :
cˆL1
G
1 = argmax
cL1
G
1
{
p(cL1
G
1 |xT1 )
}
(8.3)
= argmax
cL1
G
1
{
p(xT1 |cL1G1 )
}
(8.4)
= argmax
cL1
G
1
{∑
gN1
p(gN1 )p(x
T
1 |gN1 , cL1G1 )
}
. (8.5)
We apply Bayes’ theorem to obtain Equation 8.4 where we discarded the constant
cryptogram probability p(xT1 ) as well as the constant parameter probability p(cL1G1 )
for the equally likely parameters. In Equation 8.5, we extend and decompose the
probability p(xT1 |cL1G1 ) by the message probability p(gN1 ). The message or language
model probability p(gN1 ) can be approximated by a grapheme based m-gram language
model.
For the simple substitution cipher (T = N), the conditional probability p(xT1 |gN1 , cL1G1 )
is modeled as:
p(xN1 |gN1 , cL1G1 ) =
N∏
n=1
p(xn|gn, cL1G1 ) =
N∏
n=1
cxngn . (8.6)
Finally, we can use the estimated parameters cˆL1G1 to decode the captured cryptogram
xT1 to its most likely message gˆN1 :
gˆN1 = argmax
gN1
{
p(gN1 )p(x
T
1 |gN1 , cˆL1G1 )
}
. (8.7)
8.3.2 Applied Solving Methods
Many of the solving strategies for breaking substitution ciphers estimate the cipher pa-
rameters based on frequency analysis of the message language. Based on the statistical
problem formulation presented earlier, we investigate two solving methods that have
been evaluated in the literature to break simple substitution ciphers by solving Equa-
tion 8.5. Namely, the expectation maximization (EM) algorithm [Knight & Nair+ 06]
and the linear integer program (LIP) [Ravi & Knight 08].
The EM algorithm can be applied to iteratively refine model parameters to increase
the likelihood of a statistical model, in our case the statistical substitution cipher
model:
p(xT1 |cL1G1 ) =
∑
gN1
p(gN1 )p(x
T
1 |gN1 , cL1G1 ). (8.8)
The EM algorithm does not guarantee to find a global optimal solution for Equation 8.5.
However, we can compute a global optimal solution for a simple substitution cipher by
solving a LIP. The maximum log likelihood estimation of the cipher model parameters
can be expressed as a LIP [Ravi & Knight 08].
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We have used the open-source software tools COIN-OR [Lougee-Heimer 03] for the
LIP experiments, whereas all EM experiments were performed with in-house software
tools [Rybach & Gollan+ 09a].
8.3.3 Experiments
The experiments were performed on a subset of the ARISE (Automatic Rail-
way Information Systems for Europe) Dutch transcribed telephone speech test set
[den Os & Boves+ 99]. Table 8.2 gives an overview of the test data set statistics. The
m-gram symbol LMs were trained on the ARISE Dutch speech training transcripts,
compromising 72k running words or 427k running symbols composed of 332k graphemes
and 95k word boundary symbols. Figure 8.2 presents the sorted relative symbol fre-
quencies of the LM training data and the corresponding relative symbol frequencies
of the test data. It can be seen that a simple unigram frequency pattern matching
algorithm would often not match the frequency sorted test data symbols to the correct
grapheme labels.
Figure 8.4 presents the symbol substitution error rate results of the EM algorithm
for each EM iteration. Furthermore, the figure illustrates the results for the application
of different m-gram context lengths and the parameter estimation on smaller subsets
of the test data. Nevertheless, the error rates were obtained on the complete data set
presented in Table 8.2.
The application of the COIN-OR LIP solver to solve a LIP based on the bigram
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Figure 8.2. Relative symbol frequencies of used LM training data set and test data set.
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_van_rotterdam_alexander_naar_schijndel_
_ik_wil_graag_morgen_van_cuyk_naar_oss_
_op_donderdag_een_februari_vertrektijd_zestien_uur_
Figure 8.3. The “including-all-symbols” test data subset for the linear integer program
decipherment approach.
Table 8.2. Test data statistics for decipherment and self-learning experiments.
audio [minutes] 15.5
# running words 1,071
# running graphemes 4,883
# running word boundaries 1,438
# segments 367
# speakers 38
bigram 7.5
symbol LM perplexity trigram 3.4
7-gram 1.7
LM and the small “including-all-symbols” test data subset led to the perfect parameter
estimation and to the original message presented in Figure 8.3.
8.4 Self-Learning of Acoustic Model Parameters
Many publications address semi-supervised machine learning scenarios for acous-
tic models of a speech transcription system. The most famous scenarios are
known as unsupervised adaptation [Gauvain & Lee 94, Digalakis & Rtischev+ 95,
Woodland & Pye+ 96, Gales 98] or unsupervised training [Zavaliagkos & Colthurst 98,
Ramabhadran 05, Wang & Gales+ 07, Ma & Schwartz 08, Gollan & Ney 08]. In both
scenarios, an initial acoustic model parameter set was trained and tuned on manually
labeled data.
We use the term self-learning to describe the acoustic model parameter learning
scenario for a speech transcription system where no labeled speech data is used for
training or development of the acoustic model parameters. An acoustic model self-
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Figure 8.4. Results on complete test data set due to parameter updates by the EM
algorithm.
learning method requires only unlabeled task representative speech data and an LM of
the task relevant language.
Usually, ASR model scaling parameters are optimized on a labeled development set
with respect to the error rate. Here, we present experiments of tuning the acoustic
model scaling parameter using a history based likelihood of the transcription system
on the unlabeled speech observations.
8.4.1 Problem and Task Description
A statistical ASR system is a speech transcription system which computes the most
likely message gˆN1 for an input sequence of acoustic observations xT1 :
gˆN1 = argmax
gN1
{
p(gN1 )p(x
T
1 |gN1 )
}
. (8.9)
We use a semi-continuous HMM (SC-HMM) as presented in [Huang & Jack 89,
Duchateau & Demuynck+ 98] to model the acoustic probability p(xT1 |gN1 , sT1 ) with the
free model parameters cL1G1 :
p(xT1 , s
T
1 |gN1 , cL1G1 ) =
T∏
t=1
p(xt|st, gN1 , cL1G1 )p(st|st−1, gN1 ). (8.10)
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In our SC-HMM, each grapheme g corresponds to a single state index s and all states
share a pool of LGaussian densities {N1(·) . . .NL(·)}. The parameters of the Gaussians
– mean vectors {µ1 . . . µL} and a globally pooled covariance matrix Σ – are initially
estimated on the test data and are kept as fixed SC-HMM parameters. We assume an
uniform distribution for the transition probability and the only free parameters of our
SC-HMM are the Gaussian mixture weights cL1G1 of the emission model:
p(x|s = g, cL1G1 ) :=
L∑
l=1
clgNl(x). (8.11)
We chose the SC-HMM with the fixed set of L Gaussian densities to reduce the amount
of free model parameters. We assume that far fewer data is needed to estimate the
parameters cL1G1 of our simplified model compared to a standard HMM without these
restrictions. Furthermore, model restrictions such as the total number of Gaussian
densities are required to optimize the transcription performance solely on the model
likelihood result of the estimation data.
Usually, we would estimate or derive the acoustic model parameters on manually
labeled speech data, but here we interpret the acoustic probability p(xT1 |gN1 , cL1G1 ) as a
statistical cipher model which we aim to solve without any manually transcriptions:
cˆL1
G
1 = argmax
cL1
G
1
{
p(cL1
G
1 |xT1 )
}
= argmax
cL1
G
1
{∑
gN1
p(gN1 )p(x
T
1 |gN1 , cL1G1 )
}
.
(8.12)
8.4.2 Unsupervised Model Scale Optimization
In standard ASR systems, either the language model or the acoustic model is scaled
by a model scale α which is usually tuned on a manually labeled development set to
optimize the recognition accuracy. We estimate the most likely model scaling factor
αˆ – in our setup an exponent applied to the acoustic probability – in an unsupervised
fashion. We use a history based acoustic likelihood to estimate the model scaling factor
α of our SC-HMM as follows:
αˆ := argmax
α
{ T∏
t=1
L∑
l=1
p(lt|xt−11 , cˆL1G1, α)Nl(xt)
}
= argmax
α
{ T∏
t=1
G∑
g=1
p(st = g|xt−11 , cˆL1G1, α)p(xt|st, cˆL1G1 )
}
.
(8.13)
The model scale α has a large impact on the posterior probability
p(gn−11 |xt−11 , cˆL1G1, α). The posterior probability p(gn−11 |xt−11 , cˆL1G1, α) of the expanding
grapheme hypotheses gn−11 can be efficiently computed by the forward-backward algo-
rithm on a lattice by taking into account all ending lattice paths within the window of
79
time-frame 1 up to time-frame t−1. Figure 8.5 illustrates the summation process of the
history based acoustic likelihood at time-frame t. Our state prediction model is based
on the grapheme probability p(gn|gn−11 ) and the lattice based posterior probabilities
p(gn−11 |xt−11 , cˆL1G1, α):
p(st = gn|xt−11 , cˆL1G1, α) :=
∑
gn−11
p(gn|gn−11 ) p(gn−11 |xt−11 , cˆL1G1, α). (8.14)
8.4.3 Cryptanalysis Analogy
The self-learning scenario of acoustic model parameters corresponds to the decipher-
ment scenario of substitution ciphers. [Shannon 49] investigated many interesting ques-
tions concerning a statistical attack of cipher systems:
• influence of language redundancy
• amount of cryptogram observations
• influence of parameter space size
• noisy observations or imperfect decipherment models.
In consideration of Shannon’s analysis of decipherment systems we have selected a
relatively simple ASR task and a simple grapheme based ASR system. The language
redundancy of the ARISE Dutch task is relatively high compared to other ASR tasks
1 2 3 t T
Figure 8.5. At each time-frame t we compute the posterior probabilities for the lattice
hypotheses {gn−11 |xt−11 } to normalize the LM probability p(gn|gn−11 ) for the next
predicted grapheme gn. A grapheme g corresponds to a single state index s = g so
that we can calculate the state prediction model p(st = g|xt−11 , cˆL1G1, α).
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and the parameter space of the presented SC-HMM is relatively low with respect to
other ASR systems. Furthermore, the graphemic representation of the Dutch language
is closely related to its speech pronunciation.
Shannon pointed out that a simple substitution cipher becomes harder to solve if we
introduce more than one cryptogram symbol to represent a grapheme. The frequency
analysis based on unigram statistics will completely fail, but due to the redundancy
of the composed cryptogram language it is still possible to break this more complex
substitution cipher based on higher m-gram statistics. Substituting sequences of cryp-
togram symbols with graphemes or grapheme sequences is another way to make a
substitution cipher harder to break, as it introduces the alignment problem and in-
creases the hypothesis space. Furthermore, the earlier presented simple substitution
cipher is an ideal model without noise, whereas the presented simplified acoustic model
is an approximation of the true acoustic model. For the presented ASR task and our
simplified SC-HMM, the most ideal acoustic model parameters – parameters estimated
on the test data using the reference transcriptions – lead to an imperfect automatic
annotation. Another difference are the continuous acoustic observations xT1 . The emis-
sion model of the SC-HMM is based on L global Gaussian densities and can be seen
as a noisy quantization of the continuous acoustic observations. All of these problems
can be observed in the self-learning scenario of acoustic model parameters of an ASR
system.
8.4.4 Applied Solving Method
As for the substitution cipher, we apply the EM algorithm to iteratively update the
emission model parameter set cL1G1 :
clg=
#(l, g)∑
l′
#(l′, g)
, #(l, g)=
T∑
t=1
Nl(xt)∑
l′
Nl′(xt)
γg(t, c¯
L
1
G
1 ) , (8.15)
where γg(t, c¯L1G1 ) defines the probability of state occupation at time-frame t given the
previous parameter set c¯L1G1 . In both experimental EM setups - cipher and ASR - we
have used our lattice based approximated Baum-Welch implementation. The approxi-
mated algorithm considers not all state sequence hypotheses {sT1 |gN1 }, but only those
which were kept by the pruned ASR decoder search and stored as a graphemic lattice.
We consider only the state Viterbi alignment for each grapheme lattice link.
The model scaling factor α is selected due to grid search by producing grapheme
lattices for each scaling factor, which are then evaluated according to the presented
unsupervised model scale optimization method.
The applied solving method to estimate the acoustic model parameters is basically
the same unsupervised acoustic model training method as presented in Chapter 7.
The main difference is the optimization of the model scaling factor using the model
likelihood instead of the WER results from a labeled tuning set. Furthermore, in
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unsupervised acoustic model training we verify or adjust the HMM settings such as
the total number of Gaussian densities based on the WER results from a tuning set.
Here, we use solely the model likelihood result from the estimation data to optimize
all model parameters and settings. We use a SC-HMM with the described restrictions
to reduce the chances for local EM optima compared to a standard HMM. We assume
that the presented SC-HMM has fewer local optima and is therefore better suited for
the EM based iterative automatic parameter learning than a standard HMM.
8.4.5 Experiments
As for the substitution cipher task, the experiments were performed on a subset of
the ARISE Dutch transcribed speech test set from the train travel information system
task. The acoustic data used was recorded from 8kHz telephone speech and represents
the captured cryptogram. Table 8.2 presents the corpus statistics and details of the
ASR system are listed in the following:
• 25 dimensional acoustic observation vectors: 12 mean normalized MFCC fea-
tures and their first order derivatives and the second order derivative of the first
coefficient
• 2-tied-state left-to-right SC-HMM topology
• fixed equally set transition penalties
• 25 graphemes and 1 word boundary symbol leading to 26 state indices
• fixed set of 249 Gaussian densities sharing a globally pooled diagonal covariance
matrix
• 7-gram symbol LM with 45k m-grams.
The free parameters of the simplified acoustic model are the normalized density state
posterior matrix cL1G1 and the model scaling parameter α. The supervised estimation of
these parameters – using the annotations of the test set – lead to a symbol error rate
of 20.8%.
Two steps were done to set up a self-learned acoustic model. First, the 26 symbols
– 25 graphemes and the word boundary symbol – were tied to 5 states. The tying
is linguistically motivated to cluster silence, vowels, plosives, fricatives and sonorants.
Furthermore, selected densities were assigned to the silence state, whereas the rest
of the parameters cL511 were equally flat initialized. The tied parameter set cL511 were
reestimated by 6 EM iterations with a 10-gram LM based on the 5 tied symbols. The
5-symbol error rate dropped in the first iteration from 61.6% to 47.8%. In each iter-
ation we performed multiple recognition runs with different model scaling parameters
α ∈ {1, 12 , 14 , 16 , 18 , 110}. From these different recognition runs, we select the grapheme
lattice which has the highest history based log-likelihood for the next iteration of EM
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Figure 8.6. EM iterations for parameter reestimation and the corresponding results.
parameter reestimation. In the first iterations, the model scale α changed slightly, but
for most of the iterations a model scale of α = 16 was chosen.
After that, we proceed with the EM update of the untied parameter set cL1G1 and the
7-gram grapheme LM. Figure 8.6 presents the results of the untied parameter updates.
The initial untied parameter set – derived from the tied parameter set – lead to a
26-symbol error rate of 72.4% and dropped to 63.6% after 7 EM iterations.
8.5 Summary
We presented a self-learning approach to estimate acoustic model parameters with-
out labeled speech data. Experiments were performed on a Dutch telephone speech
transcription task. We applied the EM algorithm for the unsupervised reestimation of
the acoustic model parameters as in the statistical decipherment scenario for breaking
substitution ciphers.
Furthermore, the ASR model scaling parameter, usually optimized on a labeled
development corpus with respect to the error rate, was estimated in an unsupervised
fashion based on the presented history likelihood.
The acoustic model self-learning scenario is an exceptionally hard task to solve and
might only be interesting from a theoretical point of view. The presented self-learning
approach based on the simplified ASR system is our first attempt to tackle this hard
problem and the approach must be further improved. However, it might be worth to
83
investigate the self-learning scenario, as this could lead to new directions for acous-
tic model training and later findings could be transferred to semi-supervised training
scenarios.
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Chapter 9
Scientific Contributions
The aim of this work was to investigate unsupervised acoustic model training ap-
proaches for the time and cost-efficient development of an automatic transcription
system. Throughout this thesis, the application of unsupervised training methods for
the setup or the improvement of large vocabulary continuous speech transcription sys-
tems has been studied. The examined transcription tasks vary in the amount and the
quality of their available language resources. They cover a wide range of unsuper-
vised model training scenarios that can be found in practice. Two training scenarios
extremely different in their language resources have been studied by the experiments
with the English and Polish EPPS transcription system. The accuracy of the well
tuned English TC-STAR evaluation system – trained on hundred hours of carefully
manually transcribed speech data – was further improved by the application of addi-
tional automatically labeled audio recordings, whereas the acoustic model of the Polish
system was bootstrapped from a Spanish model and iteratively refined without using
any manually labeled training data at all. Posterior confidence scores on state level
have been studied for unsupervised training as well as for unsupervised adaptation of
acoustic model parameters. In addition, we addressed the task of improving a Persian
pronunciation lexicon by unsupervised refinement of a statistical pronunciation model.
Finally, we commented on the task of developing a transcription system without any
manually labeled training or evaluation data analogously to the task of breaking a
cipher system. In this chapter, we summarize the most important contributions:
Manual creation of language resources: We described the creation process of lan-
guage resources for the development of automatic transcription systems. We
discussed and analyzed the efforts of data collection, manual transcription and
manual verification tasks to produce high quality training corpora. The time
and cost intensive creation process of the high quality TC-STAR EPPS language
resources was presented in detail. By contrast, we spent significantly less time
under a much smaller budget to create Polish EPPS language resources for the
setup of an ASR system.
Efficient rapid porting of ASR systems: We investigated and presented the practical
aspects of cost efficient rapid porting of transcription systems on two different
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tasks.
We performed cross-domain porting of a North American English Broadcast
system to obtain an European English transcription system for parliamentary
speeches. We analyzed in two steps the performance impact of replacing the
out-domain broadcast language model by an in-domain parliament speeches lan-
guage model. First, we estimated a new language model where we kept the
original system vocabulary with the original pronunciation lexicon. In the sec-
ond step, we described the process of extending the language model vocabulary
and pronunciation lexicon to reduce the out-of-vocabulary (OOV) rate of the
targeted transcription system.
The other task described the cross-language porting of a Spanish transcription
system to obtain a Polish transcription system. We applied the phoneme mapping
method to derive the Polish acoustic model and created an in-domain language
model to efficiently create an initial bootstrap system for unsupervised acoustic
model training.
Efficient automatic annotation of acoustic training data: We summarized a frame-
work to efficiently store and process automatically generated transcription hy-
potheses as lattices. [Wessel & Macherey+ 98] and [Evermann & Woodland 00]
described a process to efficiently compute word or lattice link posterior confidence
scores. We described analogously the process to compute posterior confidence
scores for other transcription tokens, e.g. word-pronunciation or state posterior
confidence scores. We distinguished confidence based weighting from confidence
based filtering approaches and described the evaluation of confidence scores on
frame level.
Analysis of unsupervised confidence based adaptation: Many publications studied
the use of confidence scores for adaptation. Here, the presented experiments show
– consistent with previous findings – that the use of confidence scores in adapta-
tion leads to improved performance, in particular for adaptation approaches that
have a large number of free parameters.
Our experimental findings on an internet video transcription task showed that
linear transform based adaptation approaches with a limited number of free pa-
rameters are robust in the face of frame labeling errors, whereas adaptation ap-
proaches with a large number of free parameters such as MAP are sensitive to the
transcription quality and hence benefit most from the application of confidence
scores. Confidence based filtering and confidence based weighting approaches
were studied and experimental results for MAP adaptation showed a significant
performance improvement when confidence thresholding was applied on frame
level.
Based on these findings, we evaluated confidence thresholding on frame level for
adaptation methods that can be varied in the number of free parameters. Ex-
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periments with multi-regression class MLLR, shift-MLLR and MAP adaptation
showed consistent improvements from the application of state posterior confi-
dence scores on a well tuned English EPPS transcription system.
Analysis of unsupervised confidence based training: We presented unsupervised
acoustic model training experiments on three different large vocabulary continu-
ous speech recognition tasks that vary in available language resources and initial
system performance.
We successfully applied confidence thresholding for unsupervised acoustic model
training to further improve the accuracy of a well tuned English EPPS system.
The comparison of word and state posterior confidence scores showed similar
improvements over the unfiltered 1-best unsupervised training annotations, al-
though the application of state posterior confidence scores led to slightly better
results on the evaluation set.
For the Polish EPPS unsupervised training experiments, the initial transcrip-
tion system was derived from cross-language porting of a Spanish acoustic model
leading to a very low performing initial transcription system. A similar low per-
forming Persian transcription system was bootstrapped from less than 5 hours of
read Persian speech. In both cases, we described iterative confidence based unsu-
pervised training experiments that led to significant performance improvements.
Unsupervised confidence based pronunciation model refinement: We presented an
unsupervised refinement method for a statistical pronunciation model. The model
parameters of a joint-multigram grapheme-to-phoneme converter were refined us-
ing small amounts of manual and relatively larger amounts of automatic tran-
scriptions. The application of the method showed small but significant improve-
ments in combination with iterative confidence based unsupervised training of a
Persian transcription system.
Analysis of decipherment methods for acoustic model training: We used the term
automatic learning or self-learning to describe the ideal unsupervised training
approach where the estimation of the acoustic model parameters takes place
without using any manually transcribed data at all. We discussed the analogy of
this automatic learning task with the task of breaking ciphers. We transferred
the maximum likelihood parameter estimation approach for breaking substitution
ciphers to an automatic learning approach of acoustic model parameters. Finally,
we presented first experimental results for the presented automatic learning ap-
proach.
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Appendix A
Symbols and Acronyms
A.1 Mathematical Symbols
N (x|µ,Σ) Gaussian distribution with mean vector µ and with covariance matrix
Σ
p(W ) language model prior for a word sequence
p(w|h) language model probability for a word w given the word history h
p(W |X) posterior for the word sequence W given the acoustic feature vector
sequence X
p(X|W ) acoustic model probability for the acoustic feature vector sequence X
given the word sequence W
p(xt|st,W ) emission probability given the word sequence W
p(st|st−1,W ) transition probability given the word sequence W
st HMM state at time frame t
sT1 HMM state sequence
t, τ time frame indices
θ set of acoustic model parameters
w word index
wn word index at position n
W = wN1 word sequence, i.e. wN1 = w1, w2, . . . , wN
x acoustic feature vector
xt acoustic feature vector at time frame t
X = xT1 sequence of acoustic feature vectors, i.e. xT1 = x1, x2, . . . , xT
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A.2 Acronyms
ARISE Automatic Railway Information Systems for Europe
ASR Automatic Speech Recognition
AT Automatic Transcription
CART Classification And Regression Tree
CMLLR Constrained Maximum Likelihood Linear Regression
DAG Directed Acyclic Graph
DARPA Defense Advanced Research Projects Agency
EBW Extended Baum-Welch
ELRA European Language Resources Association
EM Expectation Maximization
EPPS European Parliament Plenary Session
FTE Final Text Edition
G2P Grapheme-To-Phoneme
GMM Gaussian Mixture Model
HMM Hidden Markov Model
IRIB Islamic Republic of Iran Broadcasting
IRINN Islamic Republic of Iran News Network
LDA Linear Discriminant Analysis
LIP Linear Integer Program
LM Language Model
LVCSR Large Vocabulary Continuous Speech Recognition
MAP Maximum-a-Posteriori
MFCC Mel Frequency Cepstral Coefficients
MLLR Maximum Likelihood Linear Regression
ML Maximum Likelihood
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MMI Maximum Mutual Information
MPE Minimum Phoneme Error
MT Manual Transcription
NIST National Institute of Standards and Technology
OOV Out-Of-Vocabulary
PLP Perceptual Linear Prediction
PP Perplexity
ROVER Recognizer Output Voting Error Reduction
RTE Rainbow Text Edition
RWTH Rheinisch Westfälische Technische Hochschule
SAMPA Speech Assessment Methods Phonetic Alphabet
SAT Speaker Adaptive Training
SC-HMM Semi-Continuous Hidden Markov Model
SI Speaker Independent
SPEX Speech Processing Expertise Center
TC-STAR Technology and Corpora for Speech to Speech Translation
UPC Universitat Politècnica de Catalunya
UT Unsupervised Training
VTLN Vocal Tract Length Normalization
WER Word Error Rate
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