Abstract-The massive increase of spam is posing a very serious threat to email and SMS, which have become an important means of communication. Not only do spams annoy users, but they also become a security threat. Machine learning techniques have been widely used for spam detection. Email spams can be detected through detecting senders' behaviour, the contents of an email, subject and source address, etc, while SMS spam detection usually is based on the tokens or features of messages due to short content. However, a comprehensive analysis of email/SMS content may provide cures for users to aware of email/SMS spams. We cannot completely depend on automatic tools to identify all spams. In this paper, we propose an analysis approach based on information entropy and incremental learning to see how various features affect the performance of an RBF-based SVM spam detector, so that to increase our awareness of a spam by sensing the features of a spam. The experiments were carried out on the spambase and SMSSpemCollection databases in UCI machine learning repository. The results show that some features be aware, and there exists a feature space that achieves Pareto
I. INTRODUCTION
Spam is an ever-increasing problem. It pervades any information system through e-mail or web, social, blog or reviews platform [20] , and is increasingly being used to distribute virus, spyware, links to phishing web sites, etc. Email spam detection has been an important part of correspondence since email became an essential part of our daily lives. The growth of mobile phone users has led to a dramatic increasing of SMS spam messages [1] . The following facts further tell that why spam detection is critical:
(1) Spammers use various methods to get user's email (2) Spammers attempt to acquire sensitive information through phishing, such as bank account information, and they are becoming more sophisticated and are constantly managing to outsmart 'static' methods of German steel facility in 2014. The adversary used a spear phishing email to gain access to the corporate network and then moved into the plant network. The adversary showed knowledge in ICS and was able to cause multiple components of the system to fail.
to become unregulated, which resulted in massive physical damage [9] .
(4) Even now it becomes more critical. Recently news in Nov. 2015 shows that Cybercriminals spoof law
Canada to send terror-alert spear-phishing emails containing back door. [12] .
Therefore, the problem of spam is not only an annoyance, but has also become a security threat. It has attracted much attention of researchers for decades. Usually, page having high PageRank is more likely to be a spam if it has no relationship with a set of trusted pages. PageRank is an algorithm used by Google Search to rank websites in their search engine results. Page et al [11] proposed the PageRank algorithm to estimate the global importance (authority or reputation) score of a webpage on the web. By the end of 2001, the Google search engine introduced a new kind of penalty for websites that use questionable search engine optimisation tactics: A PageRank of 0 (called PR0), which is assessed with a measure of BadRank as the opposite of PageRank [18] . The well-known link-based detection algorithm TrustRank [5] uses a small set of trustworthy pages that are carefully select by human experts, and random walk with a restart to the seed set is executed [8] improved the TrustRank algorithm with "Anti-Trust Rank". Another well-known link-based spam detector is SpamRank that originate a suspicious PageRank share and personalising PageRank on the penalties.
It was shown that machine learning is superior to the PageRank algorithm for static page ranking [13] . Yamakami and Almeida [17] compared most classical machine learning Vector Machine (SVM), Decision Tree (DT), Random Forest (RF), K-Nearest Neighbors (KNN), Adaptive Boosting, Bagging and LogitBoost for web spams. Recently, Wang et al. [24] investigated social spam detection on Twitter with Bernoulli Naive Bayes (NB), KNN, SVM, DT and RF, and the RF algorithm obtained the best F 1 -measure up to 0.946 on the social Honeypot dataset.
Kolari et al [7] used SVM-based approach for blog spams.
spammers. Tran et al. [21] proposed a domain-feature based approach to detecting advertisement spam. Another domain of spams is customer review. Spammers may create false reviews (e.g. making fake, untruthful, or deceptive reviews) be detected. Jindal and Liu [6] It is believed that false negative is less important than false positive, as it is unacceptable, if an important email gets lost. Therefore, true positive always gives way to true negative. This requires users have high awareness of email spams, even if client systems have embedded automatic spam detection. The purpose of the research is to study the feature impact on spam detection, rather than to develop a new spam detector. In this paper, we use RBF-kernel SVM, a well-known binary performance of the SVM spam detection in accuracy, true positive and true negative. Hence, the anaysis results could provide some clues to email/SMS users, thus to increase the sensitivity of users to email/SMS spams.
II. METHODOLOGY
Here, we discuss two problems: spam detection and feature analysis.
A. RBF-kernel SVM for spam detection
Spam detection can be a function mapping between input features (attributes) and the decision variable (spam, or nonspam). Namely y f x , where y is decision variable with the two states of spam and non-spam, and x is the features, retrieving from emails/SMS. Identifying spams from massive emails/SMSs is not a linear separable problem. RBF-kernel and it is easy to repeat the assessment with the RBF-kernel SVM in MatLab. Therefore, a RBF-kernel SVM is employed for spam detection. The primary principle of RBF-kernel SVM is to transfer the problem space into higher dimension space, so that the data becomes linear separable, then we can use linear SVM to solve the problem in higher dimension space. Therefore, a RBF-kernel SVM is effective in high dimensional spaces, even if the number of dimensions is greater than the number of samples. Assume x is a feature map, where x is mapped to, the kernel function, k x j x i x j T x i , and the data becomes separable. The kernel-based SVM can be expressed as Eq. (1):
Correspondingly, learning to maximise: 
The (Gaussian) Radio-based function (RBF) kernel (Eq. (3)) is commonly used as the kernel of a SVM.
The RBF-kernel SVM:
B. Information entropy based feature analysis
Usually, the main goal of spam detection is to improve the detection accuracy. But the reason mentioned before, the loss of important emails will not acceptable. Hence, the true negative seems more important than true positive. Moreover, as such an automatic spam detection is embedded in the email/SMS system, the level of computing complexity should be as low as possible, so that it will not affect the realtime performance of the system. Information theory provides a good approach to quantifying the pureness of information. A key measure in information theory is 'entropy'. Entropy a random variable. For a random variable with two outcomes, Information Entropy is the binary entropy function, usually taken to the logarithmic base 2, thus having the Shannon as unit:
where, p is the probability of some samples y , and p is the probability of y 'entropy' to quantify the uncertainty of each feature involved decision making. When an attribute x is involved in decision making, the conditional entropy is:
Note: lim
Correspondingly, the information gain (IG) is:
The information gain that an attribute contributes to decision making is different to that another attribute does. Therefore, we can sort the attributes in terms of their contribution for decision making.
C. Increasingly search input space of SVM
Assume I a 1 a n is the sorted attribute order in terms of information gains. In order to further observe the contribution of an attribute for decision making, the RBFkernel SVM as a decision maker is used with increasing input space. Namely, the input space gradually increases from 1 to n dimensions, where n is the total number of attributes. The RBF-kernel SVM detection was validated with ten-folder crossing validation for the increasing input feature space. When an attribute is added to the input space of RBF-kernel SVM, if the average accuracy of spam detection for the ten-folder crossing validation is worse than previous average accuracy, the attribute will be removed from the input space. The input space search procedure is described in Algorithm 1.
III. FEATURES

A. Email spams
The email spam database was created by Hopkins et. al in 1999, and published on UCI machine learning repository [10] . It provides a set of unsolicited commercial e-mails for spam detection. There are 4601 instances, of which, there are 1813 spam, accounting for 39.4% in total instances. Frequency of some key words of an email could indicate whether the email is a spam or not. The features of the email set have been X = extractData(D Space); 8: for (k = 1 to nFolders) do 9: Xtst = randomTestData(X Ntst); 10: Xtrn = X -Xtst; 11: svmStruct = trainSVM(Xtrn); 12: Y Xtst);
13:
A k = assessment(Y , Ttst); 14: end for
15:
A av = means (A); 16: if (i¿1 and (A av P i 1 ) then 
B. SMS spams
Unlike an email, SMS messages are fairly short, contentThis requires a careful analysis to spam messages. Most of spam messages intend to induce mobile users to make some words frequently occur in spam messages. The SMSSpamCollection database, created by Almeida et al. [1] , published on UCI machine learning [10] , provides 5574 raw messages, of which 747 spams, accounting for 13.4% of total messages. As SMS messages are short, the features extracted from the SMS message data are binary value. If a KEY-WORD or a kind of behaviour exists in an SMS message, the corresponding feature is set to one, otherwise, it is set to zero, and key-words are not case-sensitive. For example, key-word, "free" indicates if any words, in which 'free' is partial phase (e.g. Free, FREE, 
IV. EXPERIMENTS AND ANALYSIS
A. Experiment setup
The experiments are conducted on the spambase and SMSSpamCollection databases from UCI machine learning repository [10] . Firstly, the information gain of each attribute on decision making is calculated for the two databases, respectively, and then attributes are sorted in the order of decreasing information gains. In order to observe the impacts of attributes on the performance of decision making, four experiments are performed on two attribute orders: I 1 : a random attribute order (i.e. original attribute order from x 1 x 57 ); I 2 : an order, sorted in the decreasing information gain when each attribute involves decision making.
The four experiments are:
Ex1: the input attribute space of SVMs are increased in the order of I 1 . Algorithm 1 without the phase of removing attribute in the procedure of increasing space is applied.
Ex2: repeat the Ex1, but the input space will be increased in the order of I 2 .
Ex3: the input attribute space of SVMs are searched in the order of I 1 . Algorithm 1 is applied. When an attribute is added to the input space, it does not have larger impact on the performance of decision making than last attribute does, the attribute will be removed during the evolvement.
Ex4: Repeat Ex3, but the input space will be searched in the order of I 2 .
The accuracy and confusion matrix for each SVM are recorded during the evolvement for each experiment. The test platform is a laptop with Windows 10 and Intel (R) Core (TM) i5-3337U CPU @1.8GHZ 6GB memory. The RBF-kernel SVM uses the default Gaussian in MatLab. Fig. 1 -Fig. 4 show the results of the four experiments on the spambase data, respectively. From Fig.1 , we can see the performances are randomly up-and-down, as we increased input space in random order of attributes. But we can still see the difference between the TPR and TNR when input space is less than 12 dimension attributes is larger than that when input space is not less than 12 dimensions. Experiment 2 (Ex2) is based on I 2 . The information gain based attribute order (I 2 ) and attribute names are listed in Table  II . It can be seen that the frequency of those features, related to Capital run length, are most important in all features. Also the frequency of symbol '!' is obviously very important, since such email spams want to raise users' attention. 13 , x 37 , x 1 are added to input space one by one, the TPR, TNR and Accuracy basically hold a similar level, this indicates these attributes hold a similar impact to spam and non-spam emails.
B. Result evaluation on the spambase data
However, x 49 , x 15 , x 46 , x 30 , x 35 , x 28 , x 29 , x 51 , x 36 , x 14 , x 42 ,  x 31 , x 43 , x 33 , x 39 , x 44 , x 40 , x 34 , x 32 , x 22 , x 48 , x 41 , x 38 , x 4 , x 47 have different impact to spam and non-spam emails. They have positive impact on non-spam emails, and negative impact on spam emails. Fig. 3 shows that the Ex3 for the random order search, does not improve the performance, the the performance of TPR and TNR have a large difference. Fig. 4 shows that the Ex4 for the search on the information gain based order (I 2 ), does not improve the performance much, but the difference between TPR and TNR for order I 2 is less than that for randomly search.
From Fig. 3 and Fig. 4 , although we remove some attributes that do not have positive impact on decision making, the performance does not improve much. This may imply that some attributes may not have independent positive impact on decision making, but they combine with other attributes may produce positive impact on decision making. Table III lists the average, maximum and standard deviation of Accuracy, TPR and TNR for the spambase data. (2) For TNR, experiments (Ex1 and Ex3) on the random order obtains better performance than the experiments on IG-based order, and the maximum TNR for both experiments can reach 1, while the experiments on IG-based order cannot. For Ex1, when TNR reaches 100%, TPR is dropped to 0, and the input space is x 1 , x 2 , x 3 , x 4 . For Ex3, when TNR reaches to 100%, TPR is 13.81%. The input space is x 1 , x 2 , x 3 , x 4 , x 5 , x 6 , x 7 . The Performance obtained by Ex3 is slightly better than that by Ex1. However, the TPR is too low to be acceptable.
(3) For TPR, experiments on the IG-based order obtains better performance than the experiments on the random order. Increasing space on IG-based order obtains the best performance. The best TPR reaches 92.82%, when Ex2 searches to the step 25. However, at this step, corresponding TNR is dropped to 89.11%. During the search process, features x 52 , x 56 , x 16 , x 24 , 
C. Result evaluation on the SMSSpamCollection data
The IG-based order of attributes for SMSSpamCollection data is listed in Table IV Fig. 8 show the results of the four experiments on the SMSSpamCollection data, respectively. In Fig. 5 and Fig.  6 , the three types of performance converge to a similar level. TNR gradually decreases a little, TPR gradually increases, and accuracy has slight undulation during the evolvement. Performance obtained by Ex2 converges faster than that obtained by Ex1. For Ex2, when the input space is increased to 5 dimensions, the three types of performance reach to the stable level for Ex2, while for Ex1, when the input space is increased to 14 dimensions, they reach to the stable level. Fig. 7 and Fig. 8 show that the difference between TNR and TPR for the increasing search space approach on the random order is lager than that on IG-based order. For both experiments, the accuracy has slight undulation as well. For Ex4, when TPR reaches the highest, TNR gets the lowest. The statistic results in Table V show that:
(1) For accuracy, the increasing search space approach obtains better performance than the increasing space approach for the same order. The performance of the experiment on IG-based order is better than the random order for the same approach. 16 . At this step, the TNR is only 89.77%.
V. CONCLUSIONS
Automatic spam analysis and detection in email or mobile information systems is of the essence for the security insurance of our email and SMS communication. While improving true positive rate of the automatic spam detector, we might lose some important emails or messages, as the true negative rate of the automatic spam detector is usually decreased. The tradeoff of TNR and TPR is worthy of consideration. Experiments show that TPR is always very low when TNR reaches the maximum, but Fig. 2 and Fig. 6 show that there exists a feature space that According to the information gains of attributes, it can been seen that the frequency of those features related to Capital run length and symbol '!' are the most important in all features for spam email detection. Similarly, the two features of money units and price units are the most important in spam SMS detection.
The results show that experiments on IG-based order obtained higher accuracy than the experiments on the random order did for both spam emails and spam SMS detection. For spam SMS detection, the increasing search space approach obtained higher accuracy than the increasing space approach, but for spam email detection, the conclusion is opposite. It might indicate that some features retrieved from the email database could have synthetic impact on the decision making. Therefore, appropriate features retrieving is important.
From Fig. 1 -Fig. 8 , it can be seen that the impact of an added attribute on the detection performance could be either positive or negative. Due to synthetic effect of features on decision making, simply removing an attribute in the increasing search approach may not a very good strategy.
in TPR and TNR will be our future work. 
