We say that X is covariance stationary if the mean of X(t) is a constant ~1 independent of t and the covariance of any two X's separated by an integer time lag v is also independent of time. Thus E(X(t)) = IJ, Cov(X(t),X(t+v)) = R(v), 
The function f is called the spectral density function of X and is mathematically equivalent to R as f and R are Fourier pairs as defined by (1) and (2).
If we normalize R(v) by the variance R(0) of X, we obtain the autocorrelation function e(v), defined by e(v) = Corr(X(t),X(t+v)
, VCZ.
Thus we can write (6) v=-00
In this approach, if we have data X(l),..., X(n) we have only information about correlations between X's at most n-l lags apart.
The basic approach is to estimate the true autocovariances R(O),...,R(n-1) by the sample autocovariances 
for some lag window k which is chosen to be symmetric about v=O. The most popular windows are the Parzen window kp and Tukey window kT given by 
In order for this model to make sense for all integers t, the complex valued polynomial ? HIST(X, N, lO, 4, .5) 7.
? RHO=CORR(X, N, 36, 256, l case as a function of Q = -a, and n while 
