Introduction {#sec1}
============

Polymorphism describes the capability of a defined chemical entity to adopt different solid-state arrangements.^[@ref1],[@ref2]^ In general, the selection of a polymorph for drug application is an important decision, as the physiochemical properties vary with the phase.^[@ref3]^ Accordingly, controlling polymorphism is a requirement in drug development to guarantee reproducible performances and is one of the crucial points for regulatory approval.

In addition to conventional bulk (solution) crystal form screening experiments, crystallization becomes more frequently investigated under more restricted environments like pores,^[@ref4]^ matrices,^[@ref5]^ or just at solid surfaces.^[@ref6]^ In any of those cases, the surface contact influences the nucleation. One reason might be the reduced local entropy of the system in the surface vicinity or the substrate--molecule interactions reducing the overall energy due to adhesion or other interactions. Eventually, this may determine a growth process distinct from the bulk case, resulting in a different crystal habit, a distinct crystal contact plane, and/or, maybe most importantly, in otherwise inaccessible polymorphs. The latter are often labeled as surface induced^[@ref7],[@ref8]^ or surface mediated phases^[@ref8]^ and might be a special case of heterogeneous crystallization. The extension of the new phases is often also limited in thickness, and these are then referred to as thin film phases; the organic semiconductor pentacene is one of the most prominent and widely studied examples of thin film polymorphism.^[@ref9]^ While such phases are often found, especially, when prepared within thin film facilitating spin coating or physical vacuum deposition, the reason for their occurrence is still not understood.

For active pharmaceutical ingredients (APIs) or simple drugs, thin film fabrication technologies have not yet been used extensively, as upscaling into mass production might require fabrication processes distinct from already established ones. For the sake of finding new polymorphs of drugs with the intention of reaching better solubility or overcoming patent issues, different film deposition techniques have been employed, including spin coating,^[@ref10]−[@ref12]^ drop casting, inkjet printing, solution shearing,^[@ref13]^ dip coating, and vacuum deposition among others. The drug dissolution from such layers is often faster compared to bulk systems. On the one hand, this results from larger surface areas being present in the thin films^[@ref11]^ but also due to higher solubilities of the new forms.^[@ref12]^ These findings are of high importance as the low aqueous solubility of many new drug molecules under development requires improved strategies for successful medication development.

The characterization of a thin solid layer grown at a solid surface is challenging, and this is especially true if the structure, i.e., the assembly of the molecules within the unit cell, is unknown. To solve the structure of thin films from a few monolayers up to some hundreds of nanometers, grazing incidence X-ray diffraction (GIXD) is, besides electron diffraction, a method applicable. In short, diffraction from crystals gives reciprocal space information (peak positions and intensities). Peak positions determine the unit cell of the crystal, while the intensities provide structure information, i.e., the location of the atoms within the unit cell. Obtaining a direct solution is complicated due to the problem of lost phase information. Computer aided construction enables access to structural information either by direct or indirect methods. This approach works very well for most small molecular or macromolecular crystals, but, because of its statistical nature, many Bragg peaks are required for succeeding. Unfortunately, measuring GIXD or even electron diffraction provides often a limited number of Bragg reflections because of, for instance, too weak diffraction, small scattering volume, high aspect ratio or defects in the sample besides experimental damping resulting from temperature vibration (Debye--Waller like damping), or polarization of the X-ray beam. This restricts the usage of conventional structure solving approaches otherwise suitable for large single crystals.

In this work, we demonstrate that a full structure solution can be obtained from GIXD data, despite their limitations. To gain access to the structure of our sample of interest, phenytoin **form II**,^[@ref11],[@ref12],[@ref14]^ we combine the experimental findings with crystal structure prediction (CSP) calculations. CSP derives thermodynamically feasible molecular assemblies starting from the chemical structure only ([Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}). The computationally generated structures can thus be used to produce theoretical diffraction patterns to compare to the experiments, finally allowing identification of the solution with the best match. This approach is demonstrated here in detail on the exemplary case of the recently found phenytoin thin film phase (**form II**). It is known that this phase^[@ref12]^ shows an improved drug release rate compared to the bulk polymorph counterpart, but the previous studies could not clarify why this difference exists. The knowledge of the structure gained in this work suggests that, in addition to differences in the crystal habit, also packing variations can explain the enhanced dissolution rate.

![Molecular diagram of phenytoin. The intramolecular degrees of freedom (dihedral angles) optimized within the crystal energy minimizations (CrystalOptimizer, vide infra) are indicated with arrows.](cg9b00857_0001){#fig1}

Experimental Methods {#sec2}
====================

Materials {#sec2.1}
---------

Pharmaceutical grade 5,5-diphenyl-2,4-imidazolidinedione (phenytoin) and tetrahydrofuran were purchased from Sigma-Aldrich (Germany) and used without further pretreatment or purification. Solutions of concentrations in the range of 0.1--10 mg/mL were prepared and stirred prior to use at room temperature.

Single crystal silicon wafers containing a layer of native oxide (Siegert Wafer, Germany) were used as substrates. Prior to use, the wafers were cut and cleaned subsequently in acetone, ethanol, and NaOH. Finally, they were rinsed with deionized water and blown dry under a nitrogen stream. Such substrates have isotropic surface properties. Thin films of phenytoin were fabricated by spin coating on top of the clean and dry substrates. For this, the substrate is mounted horizontally on a standard device and, after the deposition of 200 μL solution, the sample is put into rotation at a speed of 17 rps for 60 s to spread the liquid. After solvent removal, the film was crystallized. To maximize the amount of the new phase, the entire setup and the solution were placed inside an oven at 304 K. The optimization results are provided in the [Supporting Information (section 7)](http://pubs.acs.org/doi/suppl/10.1021/acs.cgd.9b00857/suppl_file/cg9b00857_si_001.pdf).

X-ray Diffraction {#sec2.2}
-----------------

Grazing incidence X-ray diffraction (GIXD) was performed at the XRD1 beamline at the synchrotron ELETTRA (Trieste, Italy). In these experiments, the bending magnet radiation was monochromatized to a wavelength of 0.14 nm and guided through slits before interacting with the sample. The sample was mounted on a κ-goniometer and fixed with a custom-made vacuum holder which allowed in addition to level the sample surface with respect to the beam. A Pilatus 2 M detector (Dectris, Switzerland) collected the diffracted intensity. The blind detector areas due to detector construction are eliminated to a certain extent by taking images at slightly different detector positions. A self-written software, GIDVis,^[@ref15]^ was used to perform detector calibration, stitching, and overall data evaluation.

Computational Methods {#sec3}
=====================

Computational Exploration of the Crystal Energy Landscape {#sec3.1}
---------------------------------------------------------

Crystal structure prediction was carried out to identify the most stable hypothetical packing arrangements for phenytoin and to support the structure solution of **form II**. The CSP methodology employed, a multistep process, has been implemented successfully into experimental screening and characterization programs.^[@ref16],[@ref17]^

The crystal energy landscape was explored using two different lowest energy conformations of the phenytoin molecule, obtained from Gaussian09^[@ref18]^ isolated molecule calculations, mapping the conformation potential energy surface ([Supporting Information, Section 2](http://pubs.acs.org/doi/suppl/10.1021/acs.cgd.9b00857/suppl_file/cg9b00857_si_001.pdf)). A total of 300 000 anhydrate structures were randomly generated in 48 space groups ([Supporting Information, Section 3](http://pubs.acs.org/doi/suppl/10.1021/acs.cgd.9b00857/suppl_file/cg9b00857_si_001.pdf)) using the program CrystalPredictor2.0.^[@ref19]−[@ref21]^ Each crystal structure was relaxed to a local minimum in the intermolecular lattice energy, calculated with the FIT^[@ref22]^*exp-6* repulsion-dispersion potential and with atomic charges fitted to the electrostatic potential around the PBE0/6-31G(d,p) charge density using the CHELPG scheme.^[@ref23]^

All structures within 35 kJ mol^--1^ of the lowest energy structure (2558 structures) were reminimized using DMACRYS^[@ref24]^ with a more realistic, distributed multipole model^[@ref25]^ for the electrostatic forces, derived using GDMA2^[@ref26]^ to analyze the PBE0/6-31G(d,p) charge density, resulting in 1727 unique structures. Thus, the intermolecular lattice energy includes now the highly directional electrostatic interactions arising from the lone pair and π electrons.

To see the effects of minor changes in the molecular conformation, all structures within 23 kJ mol^--1^ of the rigid body global minimum were further refined by simultaneous relaxation of the "flexible" internal degrees of freedom of the molecules (as defined in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}) and the crystal structure. This was done by minimizing the lattice energy (*E*~latt~), calculated as the sum of the intermolecular contribution (*U*~inter~) and the conformational energy penalty paid for the distortion of the molecular geometry to improve the hydrogen bonding geometries. For each conformation considered in the minimization of *E*~latt~, conformational energy penalties (taken as Δ*E*~intra~, with respect to the pyramidal global conformational energy minimum) and isolated molecule charge densities were computed at the PBE0/6-31G(d,p) level. Overall, 278 structures were minimized using the CrystalOptimizer database method.^[@ref27]^

The most stable structures (91 structures) were then used as starting points for computationally time-consuming periodic electronic structure calculations. DFT-d calculations were carried out with the CASTEP v6.1. plane wave code^[@ref28]^ using the Perdew--Burke--Ernzerhof (PBE) generalized gradient approximation (GGA) exchange-correlation density functional^[@ref29]^ and ultrasoft pseudopotentials,^[@ref30]^ with the addition of the Tkatchenko and Scheffler (TS)^[@ref31]^ or Grimme 06 (D2)^[@ref32]^ semiempirical dispersion corrections. For more details, see [section 1 of the Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acs.cgd.9b00857/suppl_file/cg9b00857_si_001.pdf). The crystallographic tool PLATON^[@ref33]^ was used in various steps to find the space group symmetry after unconstrained optimizations and to check for convergence to higher symmetries.

Computed Structures for **Forms I** and **II** {#sec3.2}
----------------------------------------------

Among the many fully converged structures of crystalline phenytoin, possible candidate structures for **forms I** and **II** (bulk and SIP, respectively) were identified by matching computed and experimental lattice parameters and then further screened by comparing computed and experimental GIXD patterns. Since these structures were optimized within space group constraints, we must also verify that they are *local* minima of the potential energy surface, i.e., that their energy does not decrease on lowering the symmetry.

As a necessary mathematical condition for *local* stability of the lattice with respect to displacements of the atoms, the potential energy surface must in fact be convex around the stationary point reached by the optimization. Equivalently, the matrix formed by the second derivatives of the potential energy with respect to the atomic displacements must be *positive definite*; i.e., all the matrix eigenvalues must be positive.^[@ref34]^ A negative eigenvalue means that the system is at a saddle point and that the lattice is unstable with respect to displacements along the corresponding eigenvector.

The square root of the eigenvalues represents the vibrational frequencies of the lattice, which are spectroscopically observable. For this reason, calculated vibrational frequencies were used to verify that the candidate structures were stable (imaginary values indicate instability) and, as discussed in [part 2 of this work](#doc1){ref-type="other"}, to experimentally confirm their correctness. Vibrational frequencies and eigenvectors for **form I** and **II** were computed by density functional theory (DFT) methods with the CASTEP v6.1 (without dispersion correction) and VASP software (Vienna Ab initio Simulation Package). The VASP calculations used the PBE exchange correlation functional in combination with projector-augmented wave (PAW) pseudopotentials.^[@ref35]−[@ref37]^ The effects of van der Waals (vdW) interactions were included with the computationally efficient pairwise D3-BJ method by Grimme.^[@ref38]^ Whenever an imaginary frequency indicated that the stationary point was a saddle, nearby minima were easily reached by repeating the optimization after perturbing the system along the eigenvector of the mode with imaginary frequency.

Crystal Explorer Calculations {#sec3.3}
-----------------------------

The pairwise energy contributions to the experimental structures were calculated using CrystalExplorer V17.^[@ref39]−[@ref41]^ The optimized atomic positions (PBE-TS optimized structures) were used in all subsequent intermolecular interaction energy calculations. The model energies were calculated between all unique nearest neighbor molecular pairs. The model (termed CE-B3LYP) uses B3LYP/6-31G(d,p) molecular wave functions calculated by applying the molecular geometries extracted from the crystal structures. This approach employs electron densities of unperturbed monomers to obtain four separate energy components: electrostatic (*E*~E~), polarization (*E*~P~), dispersion (*E*~D~), and exchange-repulsion (*E*~R~). Each energy term is scaled independently to fit a large training set of B3LYP-D2/6-31G(d,p) counterpoise-corrected energies from both organic and inorganic crystals.^[@ref40]^

Results and Discussion {#sec4}
======================

X-ray Diffraction {#sec4.1}
-----------------

Various reports demonstrated that phenytoin can assemble in two different polymorphs.^[@ref11],[@ref12]^ Spin coating, heating from the amorphous phase, or even solvent vapor annealing are shown to produce these phases. While these reports evidenced solely the presence of the bulk form (**form I**), the formation of solely the surface induced phase is hard to achieve. Nevertheless, optimizing the preparation procedure allowed obtaining samples of the phenytoin thin film phase with only a very little amount of concomitant **form I** (see [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acs.cgd.9b00857/suppl_file/cg9b00857_si_001.pdf)). Using a spin coating process at the elevated temperature of 31 °C and a concentration of 1 mg/mL in THF was revealed to be the optimum condition for the **form II** (SIP) growth. Looking on the narrow parameter set for its formation, this means its occurrence delicately depends on the parameters, whereby the bulk form (**form I**) nucleates and grows over a much larger parameter range, even resulting in various habits or crystal textures.^[@ref42]^ Up to now, we only were able to achieve the **form II** when growth is performed in the vicinity of substrate and within thin films. This suggests that this phase is a surface induced thin film phase.

Many X-ray diffraction geometries exist which provide insight in the packing of molecules within thin films.^[@ref43]^ Information from net planes parallel to the substrate are derived from specular scans, typically referred to as θ/2θ or θ/θ. Such measurements show that our optimized samples are highly textured, i.e., have one contact plane (see [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acs.cgd.9b00857/suppl_file/cg9b00857_si_001.pdf)). Using grazing incidence X-ray diffraction, net planes not parallel to the surface become accessible, allowing the in-plane packing to be understood. GIXD measurements were performed by setting a defined angle of incidence of 1°. This damps the evanescent wave, but using high incident angles reduces the beam footprint at the sample enormously. Having a constant X-ray beam size, the photon flux onto the sample surface increases, while a smaller size/extension of the footprint then allows getting sufficient quality data; using a two-dimensional area detector on extended thin film samples results in severe peak smearing under grazing conditions. In addition, most pharmaceutical thin film samples consist of large crystals in the in-plane directions; thus a poor statistic often results when a measurement at only one azimuth is taken. For this reason, the sample requires rotation by 360° around its surface normal during data collection so that all diffraction spots are accessible making it a rotating GIXD experiment.^[@ref15]^ By doing this, an exemplary diffraction pattern as that of [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} is obtained. This image represents a detailed view on the data, while in the [Supporting Information (section 8)](http://pubs.acs.org/doi/suppl/10.1021/acs.cgd.9b00857/suppl_file/cg9b00857_si_001.pdf) the entire pattern is shown, together with data from various other samples of different thickness.

![Grazing incidence X-ray diffraction pattern of phenytoin **form II**. Yellow spots are the high intensity Bragg peaks of phenytoin except the labeled peak at *q*~p~ = 15 and *q*~*z*~ = 12 nm^--1^, which originates from the silicon substrate. The white circles represent calculated structure factors whereby the radius is directly proportional to its values.](cg9b00857_0002){#fig2}

Comparison of the Bragg peak positions with the already known structure of **form I** can be made but does not explain the measured peaks in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}. For instance, a strong peak is located at about *q*~p~ = 5 and *q*~*z*~ = 13 nm^--1^. Various peaks at constant *q*~p~ = 10 nm^--1^ or 14 nm^--1^ are found at different *q*~*z*~. As these spots are well-defined and not smeared, one can conclude that the mosaicity of the crystals is small. This fact is explained likely on account of the crystals growing in proximity to the substrate surface, i.e., where a two-dimensional confinement is taking place. The absence of rings or multiple peaks along a Debye ring also shows that all these surface-induced crystals contact the surface with the same 200~SIP~ net plane. The sample itself is polycrystalline with the individual crystals having azimuthal random arrangements which makes this structure a fiber textured one. In case of a single crystal or uniaxially alignment, the number of peaks would be low or even zero for an arbitrary measurement direction. The amount of diffraction information for the phenytoin sample here is only complete if the sample is rotated during measurement, thus collecting all information from such a two-dimensional powder. In a recent report,^[@ref12]^ many spots were missing due to the lack of proper rotation possibilities, which resulted in an incomplete information. Consequently, the previously determined unit cell was of low quality and cannot explain all peaks from the complete pattern shown here.

A unit cell of the new phenytoin form can be found, for example, by using the information on the peak positions and feeding this into a structure indexing software (DICVol04).^[@ref44]^ This software aims to find a unit cell just by knowing the experimentally determined *d*-spacings so that only the knowledge on the magnitude \|**q**\| of the scattering vector is needed, discarding any information on the position in *q*~p~ or *q*~*z*~. This approach yields a unit cell that explains the observed peak positions very well. The parameters extracted are given in [Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"} together with experimental literature data. Unlike **form I**, which is orthorhombic, the **form II** unit cell is monoclinic, with the monoclinic angle of 95.43°. Its unit cell axes *a* and *b* are shorter, resulting in a cell volume that is about 5% smaller than the volume of the bulk phase **form I**.

###### Experimental and Calculated Unit Cell Dimensions of Bulk and SIP Phenytoin, from the Literature and Obtained in This Work

  structure       space group   *T*[a](#t1fn1){ref-type="table-fn"}*/*K   *a*/Å      *b*/Å        *c*/Å        β/°     volume/Å^3^   CSD-refcode/structure ID
  --------------- ------------- ----------------------------------------- ---------- ------------ ------------ ------- ------------- --------------------------
  Form I (bulk)                                                                                                                      
  exptl           *Pna*2~1~     RT                                        6.230(1)   13.581(1)    15.532(2)    90      1314.16       PHYDAN^[@ref45]^
  exptl           *Pna*2~1~     RT                                        6.228(1)   13.568(1)    15.520(2)    90      1311.46       PHYDAN01^[@ref46]^
  exptl           *Pna*2~1~     RT                                        6.253(4)   15.571(10)   13.632(9)    90      1327.29       PHYDAN02^[@ref47]^
  exptl           *Pna*2~1~     RT                                        6.237(4)   15.552(10)   13.614(12)   90      1320.58       PHYDAN03^[@ref48]^
  PBE-TS          *Pna*2~1~     0                                         6.127      15.494       13.442       90      1275.92       780
  PBE-D2          *Pna*2~1~     0                                         6.160      15.453       13.226       90      1259.01       780
  Form II (SIP)                                                                                                                      
  exptl                         395                                       14.160     12.130       7.260        95.44   1241.37       GIXD
  PBE-TS          *P*2~1~/*c*   0                                         14.102     12.119       7.187        99.25   1212.34       10
  PBE-D2          *P*2~1~/*c*   0                                         13.767     11.927       7.201        98.41   1169.64       10
  PBE-TS          *Pc*          0                                         14.065     12.132       7.169        95.95   1216.61       10\*
  PBE-D2          *Pc*          0                                         13.796     11.939       7.212        95.41   1182.69       10\*

RT -- room temperature.

Knowing the unit cell dimensions gives some insight on the new phase, but no molecular or atomic arrangement can be derived. In a single crystal X-ray diffraction experiment, the next step would be extracting all the intensities of Bragg reflections accessible from the experiment (integration). In principle this can be done on GIXD data too. However, the data quality in comparison to single crystal results is still low, as the diffracting volume is small. Together with the decrease in intensity at large scattering vectors (*q*) due to polarization and area factor effects, this makes the extraction very uncertain. Furthermore, the number of quality peaks is low, about 20 in our case. Note that this does not allow using any of the standard procedures typically at hand for single crystal determination; as a rule of thumb the number of peaks required should be five times the number of atoms, which in our case would mean at least 100 high quality peaks. Therefore, we joined experimental and computational approaches to derive the packing information of **form II**.

Computational Screening for Polymorphs {#sec4.2}
--------------------------------------

The room temperature experimental anhydrate structure of **form I** was determined independently by four groups.^[@ref45]−[@ref48]^ Interestingly, two different types of disorder have been described. The first two structure solutions (PHYDAN^[@ref45]^ and PHYDAN01^[@ref46]^) report a small disorder in the two phenyl ring positions which can be related to the minimal intramolecular energy cost required for their rotation within a conformational energy well ([Supporting Information, Section 2](http://pubs.acs.org/doi/suppl/10.1021/acs.cgd.9b00857/suppl_file/cg9b00857_si_001.pdf)). The disorder described is in agreement with the observation seen in the PHYDAN03^[@ref48]^ structure; i.e., the phenyl rings show high thermal motion as derived from the atomic displacement parameters of the atoms. The structure solution PHYDAN02^[@ref47]^ shows directional disorder, i.e., oppositely directed H-bonded networks of the hydration moiety. Regardless of the H-bond orientation, the packing is maintained.

The PBE-TS and PBE-D2 lattice energy landscapes have several structures that are more stable in terms of lattice energies than the ordered experimental anhydrate **form I** ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}a,b). The numbers assigned to the predicted structures correspond to their initial order of ranking (CrystalPredictor).

![(a) PBE-TS and (b) PBE-D2 lattice energy landscapes for phenytoin, classified by H-bonding motif and packing mode (c). Each of the 67 symbols denotes a crystal structure, and each distinct symbol denotes a packing mode. Experimental structures are highlighted with red circles and arrows; structures labeled with structure ID number ([Table S1 and S2 of the Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acs.cgd.9b00857/suppl_file/cg9b00857_si_001.pdf)) show packing similarity with the experimental structures. The structures encircled with a dashed ellipsoid show high resemblance in packing and H-bonding motif with **form I**.](cg9b00857_0003){#fig3}

The lowest-energy structures can be grouped according to hydrogen bonding motifs and packing modes. Five one-dimensional (1D: ribbon chains 1 and 2, ladder, tape, and chain), two 2D (motif 1 and 2), and three 0D (dimers) motifs were identified as recurring ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}c). The tape **form I** motif was found 10 times among the lowest energy structures, albeit the specific packing was not found in the global minimum structure of either the PBE-TS ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}a) or PBE-D2 ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}b) lattice energy landscape. The lattice energy difference of the **form I** (structure 780) with respect to the global minimum PBE-TS ribbon chain 1 motif was calculated to be 10.2 kJ mol^--1^ and with respect to the PBE-D2 ribbon chain 2 motif 5.7 kJ mol^--1^. Such energy differences may be overestimated due to the lack of entropic contributions (disorder) in the lattice energy calculations, but present in the finite temperature **form I** structure. The close proximity of the tape structures of [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"} (similar lattice energies and similar packing indices), all differing only in the packing of the common and strongly H-bonded ladder motif, may be indicative of directional disorder. The combination of structures 780 (ordered **form I**, [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}a) and 32 ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}b) reproduces the directional H-bonding disorder described in PHYDAN02^[@ref47]^ ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}c). Furthermore, the lower packing indices of the tape motif structures, compared to the other structures, may be indicative of phenyl ring mobility, as seen in the experimental structures.

![Packing diagrams of (a) structure 780 (ordered **form I**) and (b) structure 32, and a structure overlay of the regions highlighted in yellow in (a) and (b) is given in (c).](cg9b00857_0004){#fig4}

Independent of the chosen dispersion correction, the crystal energy landscapes suggest that phenytoin is polymorphic and that at very low temperature **form I** is not the most stable phase. The two ribbon chain motifs and the ladder motifs, as well as the two 2D packing motifs, are highly competitive with the **form I** H-bonding motif. In fact, the ribbon chain 1 packing motif dominates the lowest energy crystal structures in both the PBE-TS and PBE-D2 lattice energy landscapes, with the lowest ribbon chain 1 motifs showing 2D packing similarity.^[@ref49]^

The PBE-D2 lattice energy landscape has a distinct packing, structure 8, as the global minimum. On the basis of the structure comparisons of the low energy structures, it can be concluded that phenytoin has numerous possibilities to form stable structures, which are based on distinct hydrogen bonding motifs. Indeed, the packing motifs of the yet unobserved forms can be found in the chemically related structure group of barbiturates.^[@ref50]−[@ref52]^ Packing similarities within groups of structures sharing strong H-bonding interactions may be indicative of disorder, polytypism/domain structures^[@ref53]^ or concomitant polymorphism.^[@ref54]^ It should be noted that all computed structures are static, and the packings may allow phenyl ring rotations at finite temperature with minimal cost in intramolecular energy, but significant entropic stabilization.

Computed Structures for Phases I and II {#sec4.3}
---------------------------------------

As described in the [Methods section](#sec2){ref-type="other"}, possible candidate structures for **forms I** and **II** were identified among the computed structures by matching computed lattice parameters and GIXD patterns against their experimental equivalents. Local stability of the lattice was then checked by computing the vibrational frequencies.

The ordered **form I** (bulk) was found to correspond to computed structure 780, space group *Pna*2~1~, with four molecules per unit cell, all equivalent by symmetry (*Z* = 4, *Z*′ = 1). The match between computed and experimental lattice parameters is good; the atomic coordinates are also well described, yielding rmsd~15~ values^[@ref55]^ \< 0.12 Å and \< 0.18 Å for PBE-TS and PBE-D2 structures, respectively, compared to the experiments (see section 4 of the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acs.cgd.9b00857/suppl_file/cg9b00857_si_001.pdf)). The lattice is found to be stable since all vibrational frequencies are real and, as discussed in [part 2 of this work](#doc1){ref-type="other"}, the experimental Raman spectra are satisfactorily described. All together, these excellent results indicate that the applied computational methods are valid and accurate.

For **form II** (SIP), the best match was initially found with computed structure 10, space group *P*2~1~/*c*, with *Z* = 4 and *Z*′ = 1. The agreement between computed and experimental lattice parameters was not perfect ([Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}), since the computed β angle (99.25° for PBE-TS, 98.41° for PBE-D2) is larger than the experimental value (95.44°). Despite the slight discrepancy in the β angle, the intensities of the experimental GIXD pattern were also reasonably reproduced with this initial results, showing that the crystal structure predicted is substantially correct. By computing the vibrational frequencies, however, we found an imaginary frequency (i.e., a negative eigenvalue), indicating that the *P*2~1~/*cZ*′ = 1 structure corresponds to a saddle point rather than to a genuine energy minimum. The nearby minimum, therefore, was located by repeating the optimization after perturbing the system along the eigenvector of the mode with an imaginary frequency.

The optimized structure, labeled 10\*, has space group *Pc* (*Z*′ = 2). The latter is slightly more stable than the original *P*2~1~/*c* saddle point (0.21 kJ mol^--1^ using PBE-D2) and is geometrically extremely close, with an rmsd~15~ value of 0.23 Å ([Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}). Careful examination of the structures revealed that the transformation from the *P*2~1~/*c* saddle to the *Pc* minimum involves small rotations of the phenyl groups in opposite directions, yielding two slightly different molecular conformations, not equivalent by symmetry (*Z* = 4, *Z*′ = 2).

![Overlay of the of the *P*2~1~/*c* (*Z*′ = 1) saddle point structure (color coded in green) and the*Pc* (*Z*′ = 2) structures (coded in color).](cg9b00857_0005){#fig5}

The lattice parameters computed for the *Pc* structure 10\* closely match the experimental values ([Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}). The computed β angle, in particular, is now almost perfect (discrepancy 0.51° for PBE-TS, 0.03° for PBE-D2). The larger discrepancies for the computed *P*2~1~/*c* structures could be attributed to slight differences in the conformation of the molecules ([Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}), which affect their packing with a more inclined unit cell. Most of the experimental GIXD pattern is reproduced by the *Pc* structure 10\* as shown in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} (structure factors are indicated by the ring size). Some more comparisons between diffractograms of experimental and computed structures are illustrated in the [Supporting Information, section 7](http://pubs.acs.org/doi/suppl/10.1021/acs.cgd.9b00857/suppl_file/cg9b00857_si_001.pdf). It should be noted that a discrepancy of some peaks exists, which requires a further refinement which in single crystal or powder diffraction is regularly done to account for crystal dimensions, transparency/absorption, crystal defects, or molecular disorder.

Having now two likely structures, i.e., the *P*2~1~/*c* and *Pc*, a comparison with the experimental X-ray data show that actually only a small variation in the structure factors is noticeable, which due to the limited data quality in the GIXD experiment even does not allow us to pick the one over the other. In this particular case, we could find another criterion to justify the selection of the *Pc* to being a better fitting choice than the *P*2~1~/*c*, as it is discussed in [part 2 of this work](#doc1){ref-type="other"} which is published separately. Raman spectroscopy was able to solve the puzzle. The vibrational spectra are excellent structural diagnostics since the lattice frequencies are extremely sensitive to the details of the crystal packing and in particular to the change in symmetry.^[@ref56]^ Using computed Raman spectra for the two predicted structures and comparisons with experimentally obtained vibrational spectra show that the *Pc* agrees well, while those spectra computed for the *P*2~1~/*c* structure are unsatisfactory. We conclude that, because of the good match in lattice parameters, diffractogram and vibrational spectra, the computed *Pc* minimum correctly describes the **form II** crystal structure.

As a final comment to the found *Pc* structure 10\*, it is necessary to add that, since from the saddle one may go down in two different directions (i.e., one may freely select the + or -- sign for the perturbation), two distinct minima can be generated. However, the two optimized structures, which at first sight appeared to display opposite rotations of the phenyls, are actually identical but for a shift of the origin. Thus, the *P*2~1~/*c* saddle structure may be described as an average of two shifted, but otherwise identical, *Pc* minima (zero-point and thermal motion average over symmetrically equivalent lower symmetry structures, as seen for racemic naproxene^[@ref57]^). The relationships among the various structures are illustrated in [Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"}.

![Molecular conformation and packing in the computed structures of **form II**. Overlay of structures *P*2~1~/*c* (black) and *Pc* (the two different molecular conformations are coded in color). The *Pc* structures in the two drawings (left and right) differ in the sign of the perturbation applied to the initial *P*2~1~/*c* structure, but are actually identical except for a shift of the origin. Their average corresponds to the *P*2~1~/*c* structure.](cg9b00857_0006){#fig6}

Packing Considerations {#sec4.4}
----------------------

**Form I** and **form II** molecular conformations correspond to the same minimum of the isolated molecule potential surface ([Supporting Information, section 2](http://pubs.acs.org/doi/suppl/10.1021/acs.cgd.9b00857/suppl_file/cg9b00857_si_001.pdf)). At the same time, the two forms exhibit distinct H-bonding interactions ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}c, ribbon chain 1 and tape) and show no packing similarities ([Figure [7](#fig7){ref-type="fig"}](#fig7){ref-type="fig"}). The strong H-bonding interactions (N--H···O) account for 50% of the intermolecular interactions in **form I** and for ∼45% in **form II**. A direct comparison of the CE-B3LYP interaction energies present in **form I** and **form II** reveals that the N--H···O H-bonds, four in each polymorph, are of similar strengths ([Table S4 of the Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acs.cgd.9b00857/suppl_file/cg9b00857_si_001.pdf)). Close contacts, aromatic and C--H···π interactions, contribute more to the lattice energy in **form II** than in **form I**, an observation which can be related to the fact that **form II** is more densely packed than **form I**, thus rationalizing the lower lattice energy calculated for **form II** at 0 K.

![Energy frameworks (total intermolecular energy) for (a, b) **form I**, and (c, d) **form II** (*Pc*, *Z*′ = 2). The energy scale factor is 80, and pairwise interaction energies with magnitudes smaller than 14 kJ mol^--1^ have been omitted.](cg9b00857_0007){#fig7}

Besides the energy considerations, a relevant difference between the H-bonding networks of the two phases could be detected in **form I** having four adjacent H-bonded molecules, whereas **form II** has only two, but double H-bonded, with one H-bonding site at the oxygen even unmatched. While the variation in the energetics is hardly justifying any differences in the dissolution behavior, the steric arrangement of H-bonding network in phenytoin **form II** might be the cause of its increased aqueous dissolution rate.

Conclusions {#sec5}
===========

The evaluation of the structure within a thin film is challenging due to different reasons. By using a combination of CSP calculations with GIXD experiments and some help from Raman spectroscopy, the structure of phenytoin in its thin film form (**form II**) could be solved. The results suggest that the difference in the steric H-bonding network is likely the reason for the faster dissolution of the surface induced thin film form (**form II**) with respect to the **form I**, which is the bulk form. In general, the structure solving procedure employed here, with the assistance of CSP methods, allows for the use of limited experimental data to gain access to the packing arrangement of organic molecules. It can be expected that this may represent an optimal approach when dealing not only with GIXD data from thin films but could be extended to single crystal X-ray diffraction of poor data, neutron diffraction, or even electron diffraction, minimizing the requirement of high quality crystal growth.

The Supporting Information is available free of charge on the ACS publication Web site. The Supporting Information is available free of charge on the [ACS Publications website](http://pubs.acs.org) at DOI: [10.1021/acs.cgd.9b00857](http://pubs.acs.org/doi/abs/10.1021/acs.cgd.9b00857).Computational section includes methodology computationally generated low-energy scans, computational generated low-energy structures, representation of the experimental structure, crystal explorer calculations; experimental section includes scattering geometries, maximizing **form II** within spin coating experiment, grazing incidence diffraction ([PDF](http://pubs.acs.org/doi/suppl/10.1021/acs.cgd.9b00857/suppl_file/cg9b00857_si_001.pdf))

Supplementary Material
======================

###### 

cg9b00857_si_001.pdf

The authors declare no competing financial interest.

The authors are grateful to Profs. C. C. Pantelides and C. S. Adjiman (Imperial College London) for the use of the CrystalPredictor and CrystalOptimizer programs and to Prof. S. L. Price (University College London) for the use of the DMACRYS program. CSP and CASTEP calculations have been performed using the HPC infrastructure LEO of the University of Innsbruck. O.W. and B.S. want to thank the FWF for financial support within the Project P 25541. Elettra synchrotron is acknowledged for providing beamtime at the XRD1 beamline, and the authors want to thank Luisa Barba and Nicola Demitri for their excellent support. N.B. gratefully acknowledges the financial support under the scope of the COMET program within the K2 Center "Integrated Computational Material, Process and Product Engineering (IC-MPPE)" (Project No 859480). This program is supported by the Austrian Federal Ministries for Transport, Innovation and Technology (BMVIT) and for Digital and Economic Affairs (BMDW), represented by the Austrian research funding association (FFG), and the federal states of Styria, Upper Austria and Tyrol.
