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ABSTRACT
As late-CMOS process scaling leads to increasingly variable circuits/logic and as
most post-CMOS technologies in sight appear to have largely stochastic character-
istics, hardware reliability has become a first-order design concern. To make mat-
ters worse, emerging computing systems are becoming increasingly power con-
strained. Traditional hardware/software approaches are likely to be impractical for
these power constrained systems due to their heavy reliance on redundant, worst-
case, and conservative designs. The primary goal of this research has been to in-
vestigate how we can leverage inherent application and algorithm characteristics
(e.g. natural error resilience, spatial and temporal reuse, and fault containment) to
build more efficient robust systems. This dissertation research describes algorith-
mic approaches that leverage application and algorithm-awareness for building
such systems. These approaches include (a) application-specific techniques for
low-overhead fault detection, (b) an algorithmic approach for error correction us-
ing localization, (c) selection of scientific computing solver schemes to leverage
application-level error resilience, and (d) a numerical optimization-based method-
ology for converting applications into a more error tolerant form. This dissertation
shows that application and algorithm-awareness can significantly increase the ro-
bustness of computing systems, while also reducing the cost of meeting reliability
targets.
ii
This dissertation is dedicated to my adviser, friends, family, labmates, mentors —
and all those that have listened, guided, taught, and supported me.
To my adviser, Rakesh Kumar. For his integrity, passion, wisdom, thoughtfulness,
and friendship. For always challenging me to be better. For his patience with my
stubbornness. For believing in me, even in the hard times. And for teaching me to
always dream big.
To Greg Bronevetsky. For teaching me over the years and inspiring me with his
passion and character. To Jacob Abraham, for giving thoughtful advice on my
research, Janak Patel, for always being there to listen to my ideas, and Bill
Gropp and Nitin Vaidya, for dedicating time to serve on my committee and give
invaluable feedback, and Donna Brown, for showing me how fun teaching can be
and helping me to be a better teacher.
To my labmates. For always being there through all the trials and tribulations.
For all the fun memories and friendships.
To my parents, brother, and sister. For their love, support, and encouragement. I
am so very grateful to have such a wonderful family. I could not have done it
without them.
To my best friend and my wife, Mercedez Callenes. Without your hope, love, and
encouragement this dissertation would not have been possible. You are my
everything. For the late nights working together in the library and the basement




LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
CHAPTER 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . 1
CHAPTER 2 ALGORITHMIC FAULT DETECTION FOR SPARSE
LINEAR ALGEBRA . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Algorithmic Fault Detection . . . . . . . . . . . . . . . . . . . . 9
2.4 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Results and Analysis . . . . . . . . . . . . . . . . . . . . . . . . 20
2.6 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
CHAPTER 3 AN ALGORITHMIC APPROACH FOR ERROR LO-
CALIZATION AND PARTIAL RECOMPUTATION . . . . . . . . . . 34
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Partial Recomputation . . . . . . . . . . . . . . . . . . . . . . . 39
3.4 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5 Results and Analysis . . . . . . . . . . . . . . . . . . . . . . . . 55
3.6 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
CHAPTER 4 ALGORITHM SELECTION FOR ERROR RESILIENCE
IN SCIENTIFIC COMPUTING . . . . . . . . . . . . . . . . . . . . . 62
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.5 Results and Analysis . . . . . . . . . . . . . . . . . . . . . . . . 76
4.6 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
iv
CHAPTER 5 TRANSFORMING APPLICATIONS FOR ROBUSTNESS 93
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3 Proposed Approach . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.4 Stochastic Solvers for Constrained Optimization . . . . . . . . . . 98
5.5 Variants on Gradient Descent . . . . . . . . . . . . . . . . . . . . 100
5.6 Application Transformation for Robustness . . . . . . . . . . . . 102
5.7 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.8 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.9 Limitations and Future Work . . . . . . . . . . . . . . . . . . . . 114
5.10 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
CHAPTER 6 SUMMARY AND FUTURE DIRECTIONS . . . . . . . . 116
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
v
LIST OF FIGURES
2.1 qpband (variance = 1.6071) The matrix has a well-defined and
low-variance (< 1e3) column sum distribution and is a good
candidate for both approximate random and approximate clustering. 9
2.2 msc00726 (variance = 9.4724e14) The matrix has high-variance
(> 1e3) column sums and is a good candidate for approximate
clustering given the finite sets of unique values shown above. . . 9
2.3 bcsstm37 (variance= = 6.1668e− 10). The matrix has a well-
defined column distribution with low variance (< 1e3) and is
particularly well suited for approximate random. . . . . . . . . . 9
2.4 Oregon-1 (variance = 1065.5). The matrix has column sums
that are less well-defined and have high variance (> 1e3) and
is a good candidate for conditioning. . . . . . . . . . . . . . . . . 9
2.5 Decision tree showing the basic decisions and features when
considering which techniques to utilize when protecting sparse
operations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.6 Runtime overhead of each technique. F-score target = 0.9,
fault rate = 1e− 3, fault model = 1. . . . . . . . . . . . . . . . . . 22
2.7 Number of problems meeting F-score target. F-score target =
0.9, fault rate = 1e− 3, fault model = 1. . . . . . . . . . . . . . . 23
2.8 Runtime overhead of each technique. F-score target = 0.9,
fault rate = 1e-6, fault model = 1. . . . . . . . . . . . . . . . . . . 24
2.9 Number of problems meeting F-score target. F-score target =
0.9, fault rate = 1e-6, fault model = 1. . . . . . . . . . . . . . . . 25
2.10 Performance overhead (left) and success rate or frequency at
which problems meet the given F-score target (right) with vary-
ing F-score targets. . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.11 Performance overhead (left) and success rate or frequency at
which problems meet the given F-score target (right) with vary-
ing fault models. . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.12 Performance overhead (left) and success rate or frequency at
which problems meet the given F-score target (right) with vary-
ing and fault rates. . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.13 Number of problems, fault models and rates for which each
technique is the best choice. . . . . . . . . . . . . . . . . . . . . 28
vi
2.14 Percent difference between the execution time of the sparse
techniques vs. dense check applied to CG and IR. Columns
1 and 2 are for CG and 3 and 4 are for IR. Columns 2 and 4
show the total execution time overhead, and columns 1 and 3
show the MV execution time overhead. . . . . . . . . . . . . . . 31
2.15 Percent difference between the total execution time of the sparse
techniques versus dense check applied to the CG and IR algo-
rithms with preconditioning. . . . . . . . . . . . . . . . . . . . . 32
3.1 Parallel CG performance for different fault rates, when using
traditional checkpoint-restart approach and assuming perfect
fault detection, (Number of processor nodes = 10, accuracy
target = 1e-6). . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 The complete set of codes with ‖c‖2 = 1 (i.e. the basis of
subspace) corrects all faults exactly by means of simply com-
puting all the syndromes for this set. . . . . . . . . . . . . . . . . 41
3.3 Example Decomposition of Linear System (y = Ax) for Par-
allel CG implementation (N = 4). . . . . . . . . . . . . . . . . . . 52
3.4 Parallel CG performance of techniques when scaling the fault
rate, (N = 10). At a fault of 1e-4, none of the DR experi-
ments completed successfully (i.e. reached the accuracy target
in maximum number of iterations). . . . . . . . . . . . . . . . . . 57
3.5 Parallel CG success rate of techniques when scaling the fault
rate, (N = 10). . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.6 Parallel CG performance of techniques when scaling up the
number of nodes from 1 to 100, with a fixed fault rate of 1e-6. . . 59
4.1 Impact of faults on Problem 1 (top-Gaussian hill) and Prob-
lem 2 (bottom- advected square wave) using different solvers.
Spatial discretization scheme for all is kt. . . . . . . . . . . . . . 64
4.2 Numerical stability experiments for Problem 1. Row 1 schemes
use the upwind spatial scheme, row 2 schemes use the CD
scheme (only BE and SSP were successfully configured with
the CD scheme without errors), and row 3 schemes use the KT
spatial scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3 Error resilience experiments for Problem 1. Row 1 schemes
use the upwind spatial scheme, row 2 schemes use the CD
scheme (only BE and SSP were successfully configured with
the CD scheme without errors), and row 3 schemes use the KT
spatial scheme. Fault model 1 is used for the experiments. . . . . 78
4.4 Error resilience experiments for Problem 1 with different fault
models. Row 1 schemes use fault model 4, row 2 uses fault
model 5, and row 3 uses fault model 3. . . . . . . . . . . . . . . . 80
4.5 Error resilience experiments for Problem 6b with fault model 1. . 80
vii
4.6 Numerical stability vs. error resilience. In general, the higher
the numerical stability the more likely the approach provided
error resilience. However, there were some scenarios, e.g. BE
with parabolic problems, where the relationship was not as strong. 82
4.7 Performance slowdown vs. fault rates, using a high accuracy
target (1e-8). RK performance slows down significantly faster
than the other schemes in the presence of faults. . . . . . . . . . . 82
4.8 Absolute performance vs. fault rates, using both a high- and
low-accuracy targets. . . . . . . . . . . . . . . . . . . . . . . . . 83
4.9 Example decision tree used to pick a scheme with good ro-
bustness given information on the problem and fault model. . . . 84
4.10 Average success rates (left) and average performance (right)
for each of the techniques for a fault rate of 1e-8. Each tech-
nique is considered individually along with an oracle tech-
nique (uses best-case technique for input) and a decision tree
based technique (uses the technique selected by following learned
decision tree). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.11 Average success rates (left) and average performance (right)
for each of the techniques for a fault rate of 1e-5. Each tech-
nique is considered individually along with an oracle tech-
nique (which uses the best-case technique for input) and a de-
cision tree based technique (which uses the technique selected
by following the learned decision tree). . . . . . . . . . . . . . . . 85
4.12 Fault magnitudes vs. relative error using CD for problems 1-4
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.13 Accuracy rates using (L) CD, (C) UW, and (R) KT spatial
schemes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.14 Completion rates using (L) CD, (C) UW, and (R) KT spatial
schemes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.15 Accuracy impact of varying fault models for different solver
configurations using the KT spatial scheme. Fault rate = 1e-4.
The accuracy for fault models 1,3, and 5 is > 1e100 at this
error rate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.16 Accuracy impact of varying fault models for different solver
configurations using the CD spatial scheme. Fault rate = 1e-4.
The accuracy for fault models 1, 3, and 5 is > 1e100 at this
error rate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.17 Accuracy impact of varying fault models for different solver
configurations using the CD spatial scheme. Fault Rate = 1e-8.
The accuracy for fault model 3 is > 1e100 at this error rate. . . . . 91
5.1 The traditional approach to dealing with hardware uncertain-
ties is through guardbanding. We allow hardware errors to be
exposed to software which is robustified to tolerate these errors. . 94
viii
5.2 Application robustification involves converting an application
to an unconstrained optimization problem, where the mini-
mum corresponds to the output of the original non-robust ap-
plication. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.3 Measured distribution of error magnitudes for floating-point
data versus the distribution used for emulating the behavior. . . . . 107
5.4 Error rate of an FPU as the voltage is scaled. . . . . . . . . . . . . 108
5.5 Success rate for different implementations of sorting as a func-
tion of fault rate. . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.6 Relative error for different implementations of least squares as
a function of fault rate (lower is better). SQS results in errors
larger than 1.0. . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.7 Error-to-signal ratio for different implementations of IIR as a
function of fault rate (lower is better). . . . . . . . . . . . . . . . 110
5.8 Success rate for different implementations of bipartite graph
matching as a function of fault rate. . . . . . . . . . . . . . . . . 110
5.9 The effect of enhancements to gradient descent on the success
rate of bipartite graph matching. . . . . . . . . . . . . . . . . . . 111
5.10 Accuracy for a CG-based implementation of least squares (10
iterations). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113




Reliability, or the ability of a system to provide the desired functionality consis-
tently in spite of any harsh or unexpected operating circumstances, is an impor-
tant consideration when designing computing systems. Reliability has become
especially important as people increasingly rely on computing in their daily lives,
where failures can have a significant cost. Embedded systems, such as those found
in aircraft, medical, and other mission critical applications for example, have a
significant human cost associated with failure. Many other computing systems
have significant monetary costs associated with failures (e.g. the additional cost
in power for eliminating, tolerating, or recovering from errors).
Reliability has, in fact, been an issue since the birth of computing. One of John
von Neumann’s most popular works famously discusses this problem of building
reliable systems from unreliable components [1]. The problem of reliability was
so bad for many early computing systems that systems such as the Eniac in 1945
had to have vacuum tubes replaced at a rate of once every 7 hours [2]. Thank-
fully, early computing pioneers developed an elegant approach for addressing the
reliability problem by using simple redundancy, for example, Triple Modular Re-
dundancy (TMR) or N-Modular Redundancy (NMR). This approach was so suc-
cessful that it was used for over four decades in mission critical applications, such
as for aircraft avionics, and in the past two decades in certain computing platforms
(e.g. IBM G5 and Compaq Himalaya).
Of course, after about two decades of building systems from notoriously unre-
liable vacuum tubes, the transistor and integrated circuit were invented allowing
the building of significantly more sophisticated and reliable systems. In fact, the
primary driver for innovations in computer systems over the past four decades
has been the remarkable scalability of the semiconductor manufacturing process.
While an exponential rate of growth in the number of computing devices in a
given area, governed by Moore’s law, has held true for several decades, it is now
clearly under threat. As devices become smaller (the oxide in a 22 nm process
1
is five atomic layers thick and has a gate length of 42 atoms), it is becoming in-
creasingly expensive to design and fabricate systems which are reliable. One of
the primary reasons is a breakdown of another important transistor scaling ef-
fect, known as Dennard scaling. In 1974, Robert Dennard observed that power
density stays constant even as transistors got smaller (e.g. a transistor size reduc-
tion of two, would be accompanied by a power reduction of four — the current
and voltage both halved). Unfortunately, this scaling is no longer true resulting in
larger power densities and overall increased dynamic variations in the system (e.g.
power, temperature) which has led an increased reliability problems. Moreover, it
has become increasingly difficult to etch and dope smaller transistors leading to
static variations in the integrated circuits due to the high fabrication, testing, and
verification cost associated with mitigating these variations.
Unfortunately, the N-modular redundancy-based approaches that worked so
well in the past are likely not going to be practical in the future considering that
we are facing new reliability challenges with scaling (and the adoption of post-
CMOS technologies). A 2x-3x cost in power due to spatial redundancy or a 2x-3x
cost in energy due to temporal redundancy is likely not going to be acceptable for
a mobile device such as a smart phone. Similarly, the cost of guaranteeing relia-
bility of future exascale systems, using traditional redundancy-based approaches,
has projected operating costs in the range of $200-$300 million, which is also
likely not going to be acceptable [3].
Many hardware-based fault tolerance approaches are redundancy-based and
have expensive overheads. Additionally, many are also typically based on worst-
case and conservative designs (e.g. guardbanding). For this reason, hardware-
based solutions alone are likely not going to be practical for severely power-
constrained systems. General software-based approaches are typically redundancy-
based and often incur additional performance overheads on top of the basic redun-
dancy overheads (e.g. replicating inputs, maintaining system state checkpoints,
etc.). Therefore, general software-based approaches are also likely going to be
impractical for severely power-constrained systems.
This research focuses on application and algorithm-aware approaches for low-
cost error resilience. There exist several properties of applications and algorithms
which reliability approaches can benefit from being aware of, including (a) natu-
ral error tolerance within the computation itself — e.g. techniques can leverage
an application’s ability to tolerate errors due to the use of more robust opera-
tions or data structures, (b) spatial and temporal reuse of data and computation
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— e.g. techniques can utilize explicit reuse in order to reduce the design of dif-
ferent detection/correction routines, and (c) fault containment properties of the
computation — e.g. techniques can leverage the fact that errors commonly do not
propagate everywhere in an application state due data flow characteristics, and
reduce the cost of detection/correction.
In this dissertation, we discuss a set of application and algorithm-aware ap-
proaches for building robust applications for unreliable hardware by using (a)
low overhead fault detection and correction mechanisms, (b) algorithmic selection
based on error resilience properties, and (c) a numeric optimization methodology
for transforming algorithms into more error tolerant forms.
Chapter 2 presents a set of algorithmic techniques for detecting faults within
sparse-linear algebra operations. Chapter 3 introduces a strategy for error correc-
tion based upon algorithmic error localization and partial recomputation. Chap-
ter 4 discusses the relationship between numerical stability properties of scientific
computing applications and hardware error resilience, and proposes a selection
strategy for error resilience. Chapter 5 discusses a strategy for transforming an ar-
bitrary application into a more error tolerant form by using a numeric optimization
methodology. Chapter 6 provides conclusions and discusses future directions.
3
CHAPTER 2
ALGORITHMIC FAULT DETECTION FOR
SPARSE LINEAR ALGEBRA
One approach for making existing systems robust to inadvertent errors is to incor-
porate mechanisms for detecting the presence of faults during the computation.
This chapter discusses the design of low-overhead fault detection mechanisms for
applications involving sparse linear algebra.
2.1 Introduction
As High-Performance Computing (HPC) systems grow more capable, they also
grow larger and more complex. This means that as the number of components in
the systems increases, so does the probability that one of them will suffer from a
fault. Soft faults in chip circuitry are among the most worrying for system design-
ers and application developers because they can corrupt the application’s compu-
tations and produce incorrect output. Tera-scale systems are already vulnerable to
soft errors, with ASCI Q experiencing 26.1 CPU failures per week [4] and a L1
cache soft error occurring about once every five hours on the 104 K node Blue-
Gene/L system at Lawrence Livermore National Laboratory [5]. Looking into the
future, according to the International Technology Roadmap for Semiconductors,
the soft error rates (SER) will grow with smaller chip sizes, with SRAM SER
growing exponentially with chip size [6]. This and the fact that Exascale systems
in 2020 will have a total of 4 million electronic chips with feature sizes as low as
12 nm [6] has led the DARPA Exascale Computing study [7] to warn that “tradi-
tional resiliency solutions will not be sufficient.” Hardware-based approaches for
fault detection have been proposed for many computing systems. However, their
reliance on redundancy makes them impractical for future HPC systems which
will be increasingly power-constrained. In fact, evolutionary extensions of to-
day’s high performance computing (HPC) systems (CrayXT, BlueGene) will be
unable to reach exaFLOP performance by 2020 within a power budget of 20 MW,
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the typical limit of modern computing centers [7] (estimates based on the technol-
ogy trajectory as of 2013, project exaFLOP performance with a power budget of
more than 200 MW by 2022 [3]). As such, fault detection for exascale systems
will need to increasingly rely on software or algorithmic approaches, a fact that
motivated the Exascale study to identify “Algorithmic-level Fault Checking and
Fault Resiliency” as a key research thrust. This research focuses on algorithmic
low overhead fault detection for sparse linear algebra applications. Sparse linear
algebra forms the core of a large class of high performance computing (HPC) ap-
plications such as linear solvers, differential equation solvers, and graph analysis
problems [8, 9]. It also forms the core of a large number of emerging recogni-
tion, mining, and synthesis (RMS) applications [10]. Algorithmic approaches to
fault detection for sparse linear algebra will eliminate the need for high overhead
hardware approaches to fault detection for exascale systems and systems running
RMS applications.
Our algorithmic approach builds upon ABFT-based approaches that encode
computations using linear error correcting codes [11, 12]. Such approaches have
been proposed previously for dense linear algebra [11]. Unfortunately, these tra-
ditional ABFT approaches cannot be used directly for sparse linear algebra prob-
lems as sparse linear algebra problems have lower algorithmic time complexity
than equivalent dense problems. A direct use of the previously proposed ap-
proaches can result in high overheads for sparse linear algebra problems (Sec-
tion ??). In this research, we propose algorithmic optimizations focused on low
overhead checksum-based fault detection for sparse linear algebra-based appli-
cations. Our fault detection techniques rely on two insights. First, many sparse
applications have inherent structure within the data and computation (e.g. diag-
onal, banded diagonal, block diagonal). These structures may be exploited to
improve the performance of traditional ABFT checks (dense checks) by checking
a representative, randomly sampled subset of the computation at the cost of a mi-
nor reduction in fault coverage. Second, linear applications have significant reuse.
This makes it possible to precondition the linear problem to be more amenable to
low cost algorithmic checks (Section 2.3).
This research focuses on fault detection for sparse matrix-vector multiplication
(MVM), the most common operation in sparse linear algebra. We make the fol-
lowing contributions:
• We demonstrate that previous algorithm-based techniques for fault detec-
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tion in MVM are expensive for sparse matrices.
• We observe that enough structure exists in many sparse problems that sim-
ple sampling techniques provide almost the same coverage as exact tech-
niques with reduced performance overhead. We present two sampling tech-
niques:
– Approximate Random (AR) checking - randomly samples the problem
– Approximate Clustered (AC) checking - samples based on the prob-
lem’s structure
• We show that there exists sufficient reuse for many sparse linear applications
that performance can be improved by preconditioning the problem to reduce
the cost of detection for similar coverage, in spite of increased set-up cost.
We propose two preconditioning techniques:
– Identity Conditioning (IC) - computes a code that creates additional
structure for a given problem
– Null Conditioning (NC) - creates structure by finding a code which
lies in the null space of the sparse problem
• We quantify the benefits of the proposed techniques in the context of MVM
itself and as a subroutine of linear solvers. For MVM, the dense checks
are shown to have high overheads (up to 100%, 32% on average) for sparse
problems. The proposed sparse techniques are shown to reduce the detec-
tion overhead by up to 2x (average overhead is 17%) for the same fault
detection accuracy. Our linear solver implementations with sparse tech-
niques are 20% faster than the corresponding implementations using tradi-
tional ABFT (dense checks).
The chapter is organized as follows. Section 2.2 describes related work and ex-
plains the limitations of prior checksum-based techniques when applied to sparse
linear algebra problems. Section 2.3 describes the opportunities for exploiting
the structure of sparse linear problems for reducing fault detection overhead and
introduces our approach. Section 2.4 discusses the methodology for evaluating




There exists a large body of work on different aspects of sparse linear algebra-
based applications. In particular iterative solvers for sparse linear systems are an
important tool for scientific computing and research [9, 13–15]. Common exam-
ples include conjugate gradient and multigrid solvers. While the majority of the
research on sparse linear algebra addresses parallelization and performance, this
research focuses on making them resilient to soft faults.
There has been prior work on checksum-based algorithmic approaches to fault-
tolerance of linear algebra-based applications. Algorithm-Based Fault Tolerance
(ABFT) [11] was proposed to detect and correct errors in matrix multiplication
operations. It has more recently been generalized [12] and extended to more gen-
eral linear algebra algorithms [16–19] such as the multi-grid solver [20] as well
as to multiprocessors [18].
The traditional ABFT check works by encoding a linear operation using linear
error correcting codes. For example, the check for MVM (Ax: matrix A, vector
x) works by verifying the identity:
cT (Ax) = (cTA)x
Intuitively, the check computes the projection of the result Ax onto the vector c
in two different ways. If there are any computation errors, the two projections will
very likely be unequal (e.g. the difference between projections surpasses a given
threshold, τ ). In the common case where c = 1¯ (a vector of all 1’s), the projection
is equivalent to multiplying x by the vector containing the sums of matrix A’s
columns.
Consider for example, a 5 x 5 matrix A and an input vector x:
A =

3 0 2 3 4
2 1 0 2 5
0 3 2 1 6
1 0 3 2 2
3 1 0 0 2









The correct output of the matrix vector product is:








Let us say that an error (e) perturbs the correct output y into y′:

















Performing the error detection involves checking whether the checksum invari-
ant holds ( cTy′ = cTAx). In practice, the check invariant can be verified by
computing the difference between the checksums (i.e. the syndrome) and com-
paring it to a threshold (τ = 0). In this example, if the syndrome is not equal to
zero an error is detected, otherwise the computation is deemed correct:
cTy − (cTA)x = 0 (OK, check invariant holds)
cTy′ − (cTA)x = 8 (Error(s) in the output!)
The check works similarly for other linear operations as well.
The traditional dense check requires only three operations: (i) a matrix-vector
product that must be done for each matrix A and (ii) two dot products that must
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be performed on every MVM. This check is therefore very efficient for dense
matrices, requiring O(n2) set-up time and O(n) time for each MVM operation,
compared to the O(n2) time required for the original multiplication. However,
the check becomes very expensive for sparse matrices, where MVM takes only
O(n) time, meaning that both the original operation and the check have equal
asymptotic complexity. In this research, we address this problem by exploiting
the properties of sparse linear algebra applications to reduce the constant factor of
the the ABFT check, making it significantly cheaper than the original operation.
Indeed, to the best of our knowledge, it is the first work to address application-
level fault tolerance in the context of general sparse linear algebra.






Figure 2.1: qpband (variance = 1.6071)
The matrix has a well-defined and
low-variance (< 1e3) column sum
distribution and is a good candidate for
both approximate random and
approximate clustering.




Figure 2.2: msc00726 (variance
= 9.4724e14) The matrix has
high-variance (> 1e3) column sums and
is a good candidate for approximate
clustering given the finite sets of unique
values shown above.




Figure 2.3: bcsstm37 (variance=
= 6.1668e− 10). The matrix has a
well-defined column distribution with
low variance (< 1e3) and is particularly





Figure 2.4: Oregon-1 (variance
= 1065.5). The matrix has column sums
that are less well-defined and have high
variance (> 1e3) and is a good
candidate for conditioning.
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In this section, we discuss two opportunities for sparse linear algebra applica-
tions that can be exploited to reduce the overhead of algorithmic fault detection
for such applications. We then describe four techniques that exploit these oppor-
tunities.
2.3.1 Motivation
Sparse problems frequently have well-defined structures. Common examples of
structure are diagonal, banded diagonal, and block diagonal matrices. For ex-
ample, qpband (Figure 2.1), which represents a canonical indefinite optimization
problem, illustrates a typical banded diagonal structure (the nonzero pattern is
on the left). Similarly, the matrix msc00726 (Figure 2.2), representing a struc-
tural engineering problems from the Boeing test matrix group [21] and the matrix
bcsstm37 (Figure 2.3), which represents a track ball stiffness matrix [21], also
contain banded diagonal type structures. The matrix Oregon-1 (Figure 2.4), rep-
resenting an undirected graph based on the network included in a portion of the
Internet, shows a block diagonal type structure.
Such structures in sparse problems commonly translate into fairly uniform dis-
tributions of the column sums. Since, as described in Section 2.2, the traditional
check for c = 1¯ is equivalent to multiplying x by the sums of columns, matrices
with well-defined distributions of column sums present an opportunity to use a
sparse check that samples only a fraction of the columns. Such a sampled check
would give up a small degree of coverage (some errors may be missed) for a signif-
icant reduction in overhead. This flexibility can be very valuable in contexts where
some errors can be tolerated (e.g. iterative methods that converge to accurate so-
lutions) or where even the reduced fault coverage results in a very high mean time
to failure. When the fault detection computation itself is susceptible, note that by
reducing the number of operations in the check, we may also be improving the
accuracy under a given set of conditions (discussed later in Section 2.5.1).
The second opportunity for reducing algorithmic detection overhead for sparse
linear algebra applications is that many such applications typically use the same
matrix as part of many individual operations. For example, iterative solvers for lin-
ear systems (Ax = b) use MVM multiple times during each iteration, and solvers
such as conjugate gradient (CG) or iterative refinement (IR) (see Section 2.5), can
take thousands of iterations to converge to an acceptable solution. This property
10
of frequent data reuse makes it possible to analyze the structure of a given matrix
or precondition the matrix to have a more favorable structure, thus amortizing the
set-up cost by using lower overhead checks for subsequent MVM operations.
The following algorithmic fault detection techniques exploit the above oppor-
tunities.
2.3.2 Approximate Random
The traditional check verifies the identity
cT (Ax) = (cTA)x
If c = 1¯, this computation is equivalent to computing the vector of A’s column
sums (i.e. cTA) and multiplying it by x. Thus, if a matrix’s column sums have
a relatively simple structure, it may be possible to perform the check over a ran-
domly sampled subset of columns. For example, the variance in column sums
is only 1.6 in matrix Qpband (Figure 2.1) and 6e − 10 in bcsstm37 (Figure 2.3).
This technique, called approximate random (AR), works by setting c to be a bi-
nary vector, with 1’s in a some random locations and 0’s everywhere else. The
detection overhead is therefore reduced by avoiding computations associated with
dimensions of the check containing 0’s. It is further refined by observing that the
primary cost of the check is the sparse matrix-vector product on the right-hand
side, while the left-hand side is a dense dot product, which is faster due to its
much better memory behavior. Moreover, sampling the left-hand side will cause
the check to incur a more significant loss in fault coverage since the left-hand side
is a function of the faulty MVM output directly. As such, this check only uses
the sampled c on the right-hand side, uses c = 1¯ on the left-hand side and then
normalizes the left-hand side to adjust for the difference.
The accuracy of AR depends on the distribution of the values in x, in addi-
tion to depending on the distribution of the matrix columns. In the context of
computational science, x typically corresponds to the state of a physical system.
Since different regions of the physical space will have similar states, x will have
a regular structure, which enables AR to work well. However, in cases where the
physical system is chaotic (high variance) or x comes from a non-physical system,
the sampling technique may need to take the distribution of x into account as well
(e.g. a scaling factor related to the input variance).
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2.3.3 Approximate Clustering
For matrices with more variable column sums that still have some structure it is
possible to improve the quality of the sampled columns by clustering their sums.
Instead of computing c by randomly sampling 1¯, approximate clustering (AC)
runs a clustering algorithm on the set of column sums and randomly samples
the clusters to ensure that all the major types of column sums are appropriately
represented. This approach trades off additional set-up overhead for improved
accuracy and is thus applicable for applications with more reuse. Further, it works
with a broader range of matrices than AR since it only requires column sums to
be homogeneous within local regions, rather than globally similar.
Matrix msc00726 (Figure 2.2) is an example of a structured problem (it is
banded diagonal) that is too complex for AR because it contains one set of values
that are orders of magnitude larger than another set of values. However, because
this matrix has only a small set of unique column sums (20 unique values or
about 1% of columns are unique), clustering can be used to identify these differ-
ent classes of columns and evenly sample among these classes. As such, even
though the structure of a problem may not be well suited for random sampling,
there may exist enough structure that can still be exploited by using clustering to
represent each subgroup of similar values equally in the sampled distribution.
A variety of methods, with varying complexities, can be used to cluster the
column sums. We use an agglomerative clustering algorithm [22], modified to
ensure that (i) only those clusters are formed which are sufficiently different from
other values (i.e. a distance threshold of 1e − 6) and (ii) the number of clusters
identified do not exceed the total number of samples dictated by the sampling rate
specified to the algorithm. This algorithm is run over the entire set of column
sums.
In some cases, the sparse problem may not be amenable to either AR or AC,
such as the matrix Oregon-1 (Figure 2.4). Oregon-1 has high column sum vari-
ance (> 1e3) and a large dissimilarity between a majority of its sums. Therefore,
the efficiency of AR and AC for this problem will be limited. We may need to first




In situations where sparse linear algebra applications have reuse, but also have
matrices that are not directly amenable to sampling or clustering (i.e. the column
sums are too variable to produce an accurate check), preconditioning can be used
to transform the check into a form more amenable for low overhead algorithmic
fault detection.
Identity conditioning (IC) transforms the high variance column sum distribution
of the original matrix (A) into a more uniform set of values by using a check vector
tailored to the given problem, instead of the traditional checksum: c = 1¯. IC finds
such a tailored check vector by solving the system:
cTA = 1¯T (identity equation)
When the identity equation is solved exactly, the effect of A and the variance of
the column sums is eliminated entirely:
cTy = (cTA)x = 1¯Tx =
∑
x (IC)
This makes the problem directly amenable to low-cost sampling as the variance
in A now has a smaller effect on the product cTA, making the sampling in AR and
AC more representative than when sampling the check vector c = 1¯. We denote as
ICAR the algorithm that preconditions the problem with IC and checks individual
MVM operations using AR. Similarly, ICAC is the combination of IC and AC.
Also, in many scenarios, the sum of the elements of x may be known or can be
inferred in advance (e.g. when
∑
x is used to check prior linear operations). In
such scenarios, the runtime overhead of the check may be reduced significantly.
While IC can be highly effective, it has two major limitations. First, the exact
solution to the identity equation does not exist for all matrices (e.g. symmetric or
over-determined matrices). Second, computing this equation can be very expen-
sive. We resolve these issues by computing the equation approximately, solving
min‖AT c − 1¯‖ with a relaxed accuracy tolerance. In practice we find that the
iterative least squares algorithm in LAPACK [23] provides a good approximation
of c (residual < 100) in 1 − 2 iterations. Still, given that computing this approx-
imation is equivalent to multiple MVMs, it is primarily useful for applications
that reuse the same matrix in many MVMs, amortizing the cost of computing the
conditioned vector c over many checks.
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2.3.5 Null Conditioning
While IC eliminates the influence of A on the check, additional conditioning can
also eliminate the influence of x. The null conditioning (NC) algorithm finds a
check vector in the null space of the matrix A, solving the equation
cTy = (cTA)x = 0 (NC)
This significantly reduces the runtime overhead of the check, since the right side
of the check requires no additional computation (e.g. the sum equals zero) and the
memory locality is improved since the input is no longer read in the check.
Finding a vector in (or near) the null space of A is done by computing its small-
est singular value using singular value decomposition (SVD). A singular value (σ)
of a problem satisfies:
Ac = σu and A∗u = σc
where u and c are unit length vectors. The singular vector associated with the
smallest singular value is used in the check as: cTA ≈ 0.
The accuracy of fault detection for NC depends on the size of the problem’s
smallest singular value. In our experiments, singular values below 1e-6 are more
than sufficient to provide high accuracy fault detection. However, problems with
larger singular values may still use the associated singular vector to improve the
efficiency of the sampling based techniques, since the conditioned column sums
(cTA) still contain fairly uniform distributions. We observe that the conditioned
column sums slowly become less uniform as the size of the singular values in-
crease (e.g. variance is less than1e-4 as the singular values increase up to 1-100).
We call the strategy of initially using NC to precondition a sparse problem, and
AR during the runtime, NCAR. Similarly, the strategy of using AC during the
runtime, NCAC.
Note that this check can be used for dense algebra problems as well. For square
symmetric matrices, which are common in practice, SVD reduces to the eigen-
value problem. SVD/Eigen decomposition can be implemented in various ways
depending on properties of the data and goals. In particular, our SVD implemen-
tation does not need to compute all the singular values, but instead only computes
the smallest singular value and the associated vector [24]. This feature, along
with the possibility of relaxing the tolerance of the required singular value, allows
us to reduce the overall cost of computing the complete SVD by several factors.
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That is, by finding only the smallest singular value and reducing the input and
output tolerance by 3-5 orders of magnitude, there was a 2X to 10X speedup in
execution time, with a minimal increase in variance of the column sums.
2.4 Methodology
2.4.1 Fault Model
Our evaluation focuses on transient faults that affect the outputs of numerical com-
putations. Other manifestations of transient faults, such as memory corruption, de-
viations of control flow or memory access errors are assumed to be accounted for
by using simple low overhead techniques [25, 26], unless they manifest as numer-
ical data errors which the proposed techniques cover. This is a widely addressed
fault model [11, 27, 28]. (Section 2.4.2 discusses the relationship between the
fault model and physical realities in more detail.)
Our evaluations are done for MVM. MVM is composed of a series of multiply
and accumulate operations. Faults are injected into MVM by adding a random
numeric error to the output of individual multiply/addition operations. Since the
timing of each fault is assumed to be independent, fault times are sampled from an
exponential distribution with a rate λ. 1
λ
is the expected the number of arithmetic
operations between consecutive faults. Faults are also similarly injected into the
arithmetic operations that compose the checks themselves.
Our experiments examine different fault rates that model phenomena ranging
from physical faults arising from infrequent particle strikes (3-4 soft errors per
day) to frequent errors arising from the use of aggressively designed (error-prone)
technologies at large scales (multiple errors per second).
When a fault occurs, it is modeled by drawing a value from one of the fault
distributions below and adding it to the target operation. These distributions are
selected to model the arithmetic effects of circuit-level faults at a high level, mak-
ing it possible to parameterize them to represent multiple low-level fault models:
Symmetric Faults: The following distributions model faults that affect the output
of circuits, and that have equal probability of being positive or negative:
1. Distribution with two Gaussian modes. The modes are centered at 1e5 and
−1e5 and have variance 1e2.
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2. Distribution with two Gaussian modes centered at ±1e10, each with vari-
ance 1e5.
3. Gaussian distribution with mean 0 and variance 100.
Memory Faults:
4. An exponential distribution represents a single bit flip in the binary repre-
sentation of a floating-point number.
Non-Symmetric Faults:
5. Gaussian distribution centered at 1e5 and with variance 100. Represents a
one-sided error distribution (e.g. an unsigned representation).
6. Mixture of models 1 and 2, each sampled half the time. Represents timing
errors in functional circuit units, which are biased toward most and least
significant digits [29].
2.4.2 Fault Model Discussion
Hardware faults can be categorized as permanent faults (e.g. a short circuit caused
by electromigration), intermittent faults (e.g. increased timing delays resulting
from temporary increases in operating temperatures that lead to incorrect data be-
ing stored), and transient faults (e.g. cosmic particle strikes resulting in bit flips
or timing errors from manufacturing variability). The manifestation of these hard-
ware faults in the execution of the software program can also vary. Hardware
faults may manifest as silent data corruptions (SDCs) (i.e. the program completes
but contains an error in the actual program output) or encounter a fail-stop condi-
tion (i.e. a memory or control exception or hang). Before reaching a fail-stop or
completing a program with a SDC, hardware faults may impact both intermediate
control (e.g. an incorrect instruction or branch) and data (e.g. a numerical error).
The fault models used in this dissertation, while not covering all potential hard-
ware failure scenarios, represent a large class of potential hardware faults. In
the end the hardware faults that impact software must have the fault manifest as
a wrong piece of information being stored within a register. Depending on the
information held in the register and type of error within that information the sys-
tem behavior can vary. Errors in registers containing control information (e.g. a
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memory address) tend to have low-cost resilience techniques to account for these
types of errors [25, 26]. While errors resulting in numerical errors and eventually
silent data corruptions tend to be more difficult to handle. The fault models in this
dissertation model the impact of hardware faults as errors in intermediate regis-
ter/data values. We consider a variety of fault rates that are encountered in current
systems and are projected to be encountered in future systems. Different fault
magnitudes are modeled (Section 4.4.1) that reflect the variety of ways errors
manifest in different underlying hardware plus data representations combinations.
Using this fault model we are able to observe and measure the impact of physical
hardware faults on software and applications.
2.4.3 Benchmarks
The algorithmic fault detection techniques were implemented within the SparseLib
library [14] of core sparse linear algebra operations, including MVM. To under-
stand the effectiveness of our technique in a wide range of practical contexts,
we evaluated them on 100 randomly chosen square linear systems from the Uni-
versity of Florida Sparse Matrix Collection and Matrix Market [21, 30] with the
following properties: matrix size ∈ [100, 40000] and sparsity< 10 (i.e. number of
nonzero elements in each matrix divided by size is less than 10). These represent
a variety of physical phenomena and real algorithms, including model reductions,
computational fluid dynamics, and circuit simulation.
We evaluate our fault detection techniques both in the context of individual
MVM operations as well as larger applications that use MVM as a subroutine.
The applications we have focused on in this study are sparse linear solvers since
they are very common in computational science and make extensive use of MVM.
We consider two linear solvers: the Iterative Refinement (IR) method and the
Conjugate Gradient (CG) method.
IR, also called the Richardson Iteration, is relatively simple and easily paral-
lelizable. In each iteration it computes the residual of the system (b − Ax) and
adds this to current approximate solution (xi) with a scaling factor to generate the
next approximation (xi+1). Convergence is achieved by carefully selecting each
step’s scaling factor.
CG is a popular solver well suited for very large and sparse problems. It ex-
presses x as a linear function of n vectors p1, p2, ...pn, with each pair of vectors
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conjugate in A (piApj = 0). Although the pi’s can be computed directly, in
practice a small subset of the pi’s is needed to achieve accuracy within machine
precision. As such, CG approximates the solution x = q1p1 + ...+ qnpn with only
a few vectors. The initial approximation is x0; the residual r0 = b − Ax0, which
is the direction of the error in x0, serves as the first conjugate vector, p0. Subse-
quent iterations compute the residual rk and use it to compute the next conjugate





The coefficients αk are computed as
rTk rk
pTkApk
. This process is repeated until rk falls
below some threshold.
Depending on the problem, preconditioning techniques (e.g. Jacobi, incomplete
Choleksy, and LU factorizations) may also be used to improve the performance of
the linear solvers [14]. In Section 2.5.2, we study both non-preconditioned solvers
(CG and IR) and the preconditioned solvers (CG-pre and IR-pre, which use in-
complete LU factorization and a simple diagonal preconditioner respectively [14])
Our fault detectors are applied by comparing the difference between both sides
of the identity cT (Ax) = (cTA)x. If these values differ by more than a given
threshold τ a fault is declared; otherwise, the results of the computation are con-
sidered valid. Since MVM operations in linear solvers are applied to vectors of
different magnitudes during the course of the run, the detection threshold used
in our linear solver experiments is computed as τ = τ0‖x‖. Here x is the algo-
rithm’s current estimate of the solution and τ0 is a scaling factor fixed throughout
the solver’s execution.
2.4.4 Exploring Solver/Parameter Space
The performance of the proposed techniques can vary significantly depending on
the parameters of the fault detector (e.g. detection threshold τ and sampling rate),
system properties (fault model and rate) and characteristics of the sparse problem
(e.g. amount of reuse and matrix structure). Table 2.1 lists all the parameters that
are relevant to the effectiveness of fault detection. Our experiments with MVM
and linear solvers sweep this entire space. For each combination of parameters,
we run MVM with 50 different input vectors, the values of which are chosen
uniformly at random from the range [−1, 1]. Also, for each vector, we perform
50 separate fault injection runs. Thus, for each parameter configuration, we run
2,500 runs of MVM on each of the 100 example matrices, for total of over 600
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million runs. Further, for each configuration we run 50 runs of each linear solver
(total of over 20 million runs each).
Different techniques work best in different scenarios and indeed, not every tech-
nique is even applicable to all linear systems. For example, null conditioning only
works for systems that have small singular values. Since it is thus critical to
choose the best technique for a given scenario, we evaluate two ways to make
this selection. The “Oracle” algorithm chooses the technique and combination of
parameters that maximizes the effectiveness of our techniques (it may choose the
dense check or any sparse check), using the evaluation metrics described in Sec-
tion 2.4.5; it represents the optimal solution. We also evaluate a realistic solution
by using our parameter sweep experiments to train a statistical classifier, the J48
decision tree, as implemented in WEKA [31]. This “Decision Tree” selects for
each linear system, fault model and rate the fault detection algorithm along with
its parameters. An example of a decision tree used to predict the best technique
and configuration is shown in Figure 2.5.
2.4.5 Metrics
To evaluate the effectiveness of our detectors with MVM we compute the follow-
ing metrics for all the 2,500 runs associated with a given detector configuration,
system parameters and input matrix:
• The number of true positives (TP )/false negatives (FN ) - experiments where
a fault was injected and was detected/not detected, and
• The number of false positives(FP )/true negatives (TN ) - experiments where
no fault was injected and the detector did/did not signal a fault.
From these we compute the F-score, a metric commonly used to summarize an
algorithm’s overall effectiveness [32], defined as:
F-score =
2 ∗ TP
2 ∗ TP + FP + FN
The F-score ranges between 0 and 1 and values closer to 1 indicate a more accurate
and useful detector. Further, we discuss detector effectiveness in terms of the false
positive rate (FPR) FP
TP+FP
and true positive rates (TPR) TP
TP+FP
.
In the context of linear solvers the effectiveness of our detectors is only mean-
ingful in terms of how it affects the solver’s performance. Specifically, there can
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Table 2.1: MVM and Linear Solver Parameters
MVM and Solver Parameters Values
Techniques Dense, AR, AC, NC, IC,
ICAR, ICAC, NCAR, NCAC
Fault rates 0, 1e-6, 1e-5, 1e-4, 1e-3, 1e-2, 1e-1
LSQ tolerance (IC) 1e-10, 1e-6, 1e-3, 1e-1, 1,
1e1,1e3,1e6,1e10
LSQ input condition num. (IC) 1e15
Eigen solver tolerance (NC) 1e-10,1e-6, 1e-1 1
Sample rate (AR, AC) 0.001, 0.01, 0.05, 0.1, 0.2, 0.3, ... 1.0
Other Solver Parameters Values
Linear Solver CG, IR, CG-pre, IR-pre
Detection Threshold Factor(τ0) 1e-5, .1,1, 10, 1e3, 1e5, 1e7
be two types of issues. Mistaken error detections cause unnecessary recovery
actions, which can be expensive. In our experiments we assume that the linear
solver is rolled back to its starting point and re-executed on an error detection.
Conversely, errors that are not detected affect the solver’s convergence properties,






















Figure 2.5: Decision tree showing the basic decisions and features when
considering which techniques to utilize when protecting sparse operations.
2.5 Results and Analysis
This section evaluates the accuracy of our detectors in the context of individ-
ual MVM operations (Section 2.5.1) and linear solver applications with rollback-
restart (Section 2.5.2).
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2.5.1 Algorithmic Fault Detection for MVM
We compare each detection technique when applied to a single MVM operation
over a set 100 problems from the University of Florida Sparse Matrix Collec-
tion [21]. Our analysis includes the overhead incurred during the execution of the
MVM operation and excludes the set-up cost, such as clustering and conditioning.
Experiments in Section 2.5.2, which focus on linear solvers, take set-up overhead
into account and measure the degree to which this cost is amortized in practice,
by repeated execution of MVM operations.
The utility of our fault detection algorithms depends on both their detection
accuracy and performance overhead. Because practical uses of fault detection
require that most faults are detected and most alerts correspond to real faults,
our analysis focuses on configurations of the fault detectors that achieve an F-
score greater than 0.9. Figure 2.6 shows the overhead of all our techniques using
parameters that achieve this F-score on each matrix. The eight columns on the
right-hand side correspond to each base technique, highlighting their individual
capabilities. Recall that the four techniques on the far right are combinations
of the others (e.g. ICAR is IC + AR, while NCAR is NC + AR). For a given
technique and input problem, we choose the configuration parameters (detection
threshold, sampling rate, conditioning quality) that minimize its overhead while
meeting the F-score bound. The three columns on the left-hand side correspond to
the three full algorithms we are evaluating: the traditional dense check, the oracle
algorithm, and the decision tree algorithm. The threshold parameter of the dense
check is selected optimally as above and the same is true of the oracle algorithm,
which always picks the optimal technique (recall, oracle algorithm may choose
the dense check or any sparse check). In contrast, the decision tree algorithm
chooses, for every given input problem, a detection algorithm and a setting of
its parameters based on the tree that was trained on the initial experimental runs.
If the chosen algorithm/configuration does not produce an F-score > 0.9, the
decision tree algorithm counted as failing for this system even if there was another
algorithm/parameter setting that could have achieved this F-score.
Figure 2.6 shows the overhead of all our techniques when MVM is injected
with faults from model 1 and the fault rate is 1e-3. The boxed ranges within each
column represent the 25th, 50th, and 75th percentiles of the detector’s overhead
across all of the problems (roughly the mean ± one standard deviation). The
lines within each column indicate the lowest and largest overhead within 1.5 In-
21
terquartile Range (IQR) of the lower and upper quartiles respectively. The detec-
tor overheads outside this range are represented as outliers with circles. The bars
in Figure 2.7 show the fraction of problems on which each detection technique
achieved the target F-score.
These results show that the traditional dense check has an average overhead of
32%, ranging from 5% for denser problems to 80% for larger sparse problems with
poor locality (e.g. m3plates and bcsstm11). While the fault detection overhead
depends strongly on the size, sparsity, and locality of the problem, Figures 2.6
and 2.7 illustrate that, in general, a direct application of the dense check to sparse
linear algebra can be expensive. This motivates the need for other algorithmic





















Figure 2.6: Runtime overhead of each technique. F-score target = 0.9, fault rate =
1e− 3, fault model = 1.
In contrast, the overhead of AR was 16% on average, over the same set of sparse
problems (i.e. 50% lower than the traditional dense check). This reflects the fact
that AR’s sparse samples are representative of these problems as a whole, which is
most pronounced on problems with low sparsity and column sum variance such as
such as poli large and t3dl e. Where this is not true, AR shows little improvement
(e.g. less than 5% improvement for qpband and impcol d) and the AC technique
is needed to exploit more complex structure.
The average overhead of AC is 17%, although the overhead in some problems
























Figure 2.7: Number of problems meeting F-score target. F-score target = 0.9,
fault rate = 1e− 3, fault model = 1.
AR. AC was particularly useful for problems like these that contain low variance
patterns within segments of their column sum distribution. The set-up overhead
of AC is considered in Section 2.5.2 in the context of linear solvers.
IC featured 18% average overhead and its effectiveness depends on the accuracy
of the solution found for the identity equation (cTA = 1T ). For many problems it
was only necessary to run the least squares algorithm on cTA = 1T to a tolerance
of 1e-1, which corresponds to only one to three iterations of the algorithm.
NC had an average overhead of 29%. While this result may seem surprising,
considering that the NC check does not need to compute (cTA)x, since it is very
close to 0, the reason for this was that the smallest singular value in most prob-
lems is too large (greater than 1e − 6), making (cTA)x too far from 0 to produce
an accurate check. Another problem is that the eigenvectors associated with small
singular values often have many zeros, which may cause faults to be masked. In-
deed, NC achieved an F-score above 0.9 for less than 10%, in contrast to ≥ 80%
for the other techniques. For problems netz4504, mimo28x28 system, and ze-
ros nopss 13k, that do contain small singular values, the overheads were actually
the least (11%) of any of the techniques. Therefore, NC is the best choice in
certain scenarios.
The techniques combining sampling and conditioning had an average overhead
of 17%. Note that the NCAC and NCAR were able to achieve larger success rates
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than NC (i.e. 82% rather than 8%), since NCAC/NCAR used sampling with the
smallest eigenvector, instead of assuming that the smallest eigenvector was also
near the null space and that the resulting check was zero.
The data shows that to achieve good performance and accuracy it is necessary
to choose the detection technique and its parameters based upon the properties of
the given problem. In particular, the diversity in the strengths of the different fault
detectors provides significant power to leverage problem structure to optimize
overhead and accuracy. The oracle algorithm, which makes this choice optimally,
achieves 15% overhead and reaches the F-score of 0.9 with 92% of the problems,
compared to only 81% for the individual techniques. The more practical deci-
sion tree algorithm is close to this optimum with providing 16% overhead, with
an F-score above 0.9 on 81% of problems. Such decision trees can be used by





















Figure 2.8: Runtime overhead of each technique. F-score target = 0.9, fault rate =
1e-6, fault model = 1.
The benefits from the proposed checks are not only in terms of performance.
Figures 2.8 and 2.9 illustrate a scenario (i.e. the same data, fault model, and F-
score as Figures 2.6 and 2.7, but with a less frequent fault rate of 1e-6), where
the dense check becomes significantly more brittle, meeting the F-score target
with only 10% of the problems. In contrast, the oracle algorithm can combine
checks to cover 94% of the problems and the decision tree algorithm succeeds
























Figure 2.9: Number of problems meeting F-score target. F-score target = 0.9,
fault rate = 1e-6, fault model = 1.
with the traditional dense check, which performs more operations than the pro-
posed techniques. These errors can significantly distort the accuracy of the check
to detect faults. This is primarily an issue at error rate=1e-6 because there is a
high probability that an error occurs in the dense check but not in the main com-
putations. When fault rates are significantly higher, the odds are high that both the
main computation and the check will be hit. For significantly smaller fault rates,
it is likely that neither will be hit.
Figures 2.10, 2.11 and 2.12 generalize our results further, showing that they
hold across different F-score targets, fault models and fault rates. The graphs on
the left of Figures 2.10, 2.11 and 2.12 displays the average performance overhead
of each technique and those graphs on the right show the fraction of matrices for
which a given F-score target is met. The leftmost graphs in each figure plot these
results for F-score targets of 0.5, 0.75 and 0.9, showing that the results are not
sensitive to the detector accuracy target. The middle graphs vary the fault models
used to generate the faults, demonstrating that the detectors are equally capable
of detecting all the different fault types discussed in Section 4.4. Finally, the
rightmost graphs vary the fault rate. Fault detection is easiest for large (≥ 1e-4)
and small (≤ 1e-7) fault rates. When errors are common, signaling a fault on even
slight signals is usually safe. Similarly, when errors are rare, it is safe to reserve
the fault signal for only the most obvious faults. Detection is most difficult in the
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middle (1e-6 to 1e-5) where only finely tuned detectors do well. This is visible
in the right graph of Figure 2.12, which shows that detectors are most likely to
miss their F-score target in this range of fault rates. Further, the left graph in
Figure 2.12 shows that the performance of the detectors is also the most erratic
in this region. Importantly, the decision tree algorithm is largely resilient to the
effect of this complexity, showing consistently better overhead and accuracy than
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Figure 2.10: Performance overhead (left) and success rate or frequency at which
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Figure 2.11: Performance overhead (left) and success rate or frequency at which
problems meet the given F-score target (right) with varying fault models.
Figure 2.13 compares the different detection techniques to each other by show-
ing how often each one is useful for different linear problems and under different
fault models and rates. It shows the fraction of problem/fault scenario combina-
tions for which each algorithm is chosen to be the best by both the oracle and
the decision tree algorithms. While each technique was useful in some cases, the
sampling techniques were by far the most useful. AC works best for problems
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Figure 2.12: Performance overhead (left) and success rate or frequency at which
problems meet the given F-score target (right) with varying and fault rates.
(condition number >1e6). NC performed well for problems with small singular
values (smallest is <1e-6), high column sum variance (> 10), and a large condi-
tion number (>1e6). Problems that have a high column sum variance but a small
condition number (<1e6) were best served by IC. IC was also useful for problems
with high condition number when paired with sampling, since the overhead reduc-
tion of sampling more than made up for the less accurate solution to the identity
equation. Similarly, NC often performed better for problems with large singular
values when combined with sampling. High F-score targets and mid-range fault
rates make more stringent demands on detection accuracy, which favors the clus-
tering and conditioning techniques. The top-level variables used by the decision
tree algorithm to choose the best technique were the matrix condition number,
matrix size, fault rate, column sum variance, and matrix sparsity.
2.5.2 Algorithmic Fault Detection for Linear Solvers
To evaluate MVM fault detection techniques in the context of real applications,
we focus on the CG and IR sparse linear solvers described in Section 3.4.3. These
solvers make extensive use of MVM, calling it in every iteration. This makes it
possible to evaluate the impact of each detector’s set-up overhead, runtime over-
head and detection accuracy in a realistic context, to determine how these proper-
ties ultimately affect each technique’s utility.
Errors affect linear solvers in two ways. First, since iterative algorithms con-
verge from a poor solution to an accurate one, undetected errors are likely to slow
down the algorithm’s convergence or even cause it to diverge. Further, detected
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Figure 2.13: Number of problems, fault models and rates for which each
technique is the best choice.
tion is rolled back to some prior point in its execution and its execution is resumed.
Our experiments use the simplest variant of this technique where the solver rolls
back to the start of the current iteration every detected fault. In order to ensure
forward progress, after several consecutive failed rollbacks, the most recent result
is taken as the result and allowed to continue. In our experiments, each solver
is executed until it reaches an error residual of 1e-6, meaning that if errors are
detected, they may restart many iterations multiple times before they reach this
goal.
We observed that although iterative solvers have some ability to recover from
errors, in practice, non-trivial error rates can cause these algorithms to make little
to no progress in many of the application runs. This means that the only way to
run a linear solver, in face of many types of faults, is with some type of additional
fault tolerance/check. Therefore, our experiments compared the performance of
the linear solvers when using the sparse techniques to the solver performance
when using the traditional dense checks.
Figures 2.14 and 2.15 make this comparison between the execution time of the
solver implementations employing a sparse check (on the x-axis) and the corre-
sponding implementation employing the traditional dense check, via a sequence
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of graphs. The difference is measured as
overhead =
Timesparse check − Timedense check
Timedense check
which means that a difference of -50% corresponds to the linear solver executing
twice as fast with the sparse detector than with the traditional dense detector. The
left two columns of graphs in both Figures 2.14 and 2.15 show the performance
difference for CG and the right two columns for IR. Figure 2.14 shows results for
basic CG and IR and Figure 2.15 focuses on their preconditioned variants. The
first and the third column focus on the difference in just the time these algorithms
spend on MVM operations. While the second and fourth column show the dif-
ference in overall execution times of the linear solvers. From top to bottom of
Figures 2.14 and 2.15, the graphs show results for varying fault rates that range
from 0 to 1e-4. Each detector and linear solver combination is evaluated on five
different linear problems (separate sets for basic and preconditioned solvers). The
average overhead over these matrices, for each detector, is shown in the middle
of the boxed ranges. The upper and lower portions of boxed ranges within each
column represent the mean ± one standard deviation of the overhead. The lines
within each column indicate the maximum and minimum overheads. The set of
problems, for use with the basic solvers, were chosen randomly from those used in
Section 2.5.1, such that the matrix showed little to no benefit with preconditioning
(< 10%). A different set of problems, used with the preconditioned solvers, were
chosen randomly from the same set such that they achieved significant benefits
with preconditioning (> 2x). Of the five problems solved successfully with CG-
pre, only one of those same problems met the accuracy target successfully with
IR-pre.
The results also show that in the context of linear solvers the dense checks
can have fairly large performance overheads (30-50%). For CG, the sparse check
based implementation spent 17% less time in MVM operations on average than
the traditional dense check-based implementations. This corresponds to a total
execution time that is 9% lower on average. For IR, the sparse check based imple-
mentations spent 10% less time in MVM operations than the dense check-based
implementations on average. This corresponds to 5% lower total execution time
on average.
The results show that the impact of larger set-up overheads for some of the
techniques (e.g. clustering and preconditioning), in the context of both the IR
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and CG, is fairly negligible (< 0.01%), since the amount of reuse is high. We
observed that the absolute amount of reuse in the context of CG is dependent on
the conditioning of the problem which impacts the number of iterations required
to reach the desired solution. The error rate can also have an impact on the number
of iterations and hence the amount of reuse within the algorithm
Upon analyzing the performance of the techniques in the different scenarios
shown in Figure 2.14, we observed that the overall overhead can vary greatly
across different error rates. For example, with a fault rate of zero (first row of
Figure 2.14), the impact of recovery overheads is reduced and the reduction in
runtime overhead provided by the sparse fault detection techniques can be more
fully utilized. As the error rate increases, the detection accuracy requirements
become more stringent and the total overhead from missed faults and false posi-
tives must be properly balanced to provide the lowest performance overhead. By
configuring the techniques to minimize the overhead from missed faults and false
positives, the runtime benefits for many of the sparse techniques is also reduced
to < 5%.
When the error rate is sufficiently large, the impact of recovery overheads is
again reduced allowing the sparse techniques to reduce the runtime and total over-
heads further. In many of the scenarios with smaller error rates, the NC based
techniques do poorly due to the larger time required to find the smallest singular
value for many of the sparse problems.
When using the solvers with preconditioning, Figure 2.15 shows that the total
benefits from the sparse checks with CG-pre were relatively small on average
(5% − 10%). For IR-pre, the sparse check based implementations spent about
30% − 40% less time overall than the dense check-based implementations. CG-
pre, IR-pre, CG, and IR are four real application contexts that demonstrate that
the sparse techniques are frequently able to exploit structure and reuse in sparse
problems to reduce the overall overhead of algorithmic fault tolerance compared
to the traditional dense checks.
2.6 Limitations
The accuracy of the proposed approximate detection techniques (AR and AC)
depends on the structure and distribution of the problem. For certain problems,
these types of approximate techniques may be non-applicable. Additionally, in
30








































































































Figure 2.14: Percent difference between the execution time of the sparse
techniques vs. dense check applied to CG and IR. Columns 1 and 2 are for CG
and 3 and 4 are for IR. Columns 2 and 4 show the total execution time overhead,
and columns 1 and 3 show the MV execution time overhead.
the case that the problem (i.e. the matrix A) does have the structure necessary to
accurately approximate the check, the distribution of the input, x, must also be
fairly uniform. However, The variable x will commonly correspond to states of
different regions within to a physical system, which are also also similar.
For applications with not enough data reuse, the benefits from using the con-
ditioning techniques may also be reduced. Moreover, the accuracy of the NC
approach is dependent on the accuracy of the null space vector calculations. For
certain problems it may be difficult to accurately calculate these values. Due to
problem-specific nature of the checks, we found that using a learning/decision
tree-based approach for choosing the best technique for a given scenario could
provide the most significant reduction in performance overheads. This is a limi-
tation when applying this same approach in other scenarios and with other tech-
niques as the selection/tuning of the techniques will have to be rerun.
There are several simplifying assumptions that the above methodology also
makes. We assume that because matrix vector operations make up the majority of
31








































































































Figure 2.15: Percent difference between the total execution time of the sparse
techniques versus dense check applied to the CG and IR algorithms with
preconditioning.
the execution time, the coverage of the fault detection methods will also be high.
For errors outside the matrix-vector operations, we assume that other techniques
(e.g. replication or redundancy) can be used to further increase the coverage of
errors.
Finally, all of these proposed techniques reduce the runtime overhead of detect-
ing faults, but do not make any changes to the overhead of recovering from these
faults. In Chapter 3 we discuss the issue of correction further.
2.7 Conclusions
Future exascale computing system will be prone to errors and severely energy
constrained. On these systems it will be critical to detect and correct applications
to ensure that applications can use them productively. This research focuses on
low overhead fault detection for sparse linear algebra algorithms which represents
the core of a large class of HPC and emerging applications.
Previously proposed techniques for detecting errors in dense linear operations
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have high overhead (up to 100%, 32% on average). In this research, we propose
a set of algorithmic techniques that minimize the overhead of fault detection for
sparse problems. The techniques are based on two insights. First, many sparse
problems are well structured (e.g. diagonal, banded diagonal, block diagonal,
etc.), which allows for sampling techniques to produce good approximations of
the checks used for fault detection. These approximate checks are acceptable
for many sparse linear algebra applications. Second, many linear applications
have enough reuse that clustering and preconditioning techniques can be used to
make these applications more amenable to algorithmic checks. We show that the
proposed techniques exploit these opportunities to reduce overhead by up to 2x
over traditional dense checks and maintain high error detection accuracy over a
larger set of problems than the dense check. Further, the techniques also reduce
overhead in the context of larger algorithms that use matrix-vector multiplications.
Our experiments, which focus on the iterative linear solvers CG and IR show that
the benefits were up to 40% when considering only the MVM operations, and up
to 20% when considering non-MVM operations as well.
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CHAPTER 3
AN ALGORITHMIC APPROACH FOR
ERROR LOCALIZATION AND PARTIAL
RECOMPUTATION
This chapter addresses the overhead of error correction in systems built upon un-
reliable hardware. As error rates increase, the energy spent in traditional error cor-
rection/recovery mechanisms will likely become prohibitive. This chapter instead
proposes a strategy for using algorithmic error localization to identify smaller
subcomputations which contain the errors, and then use algorithmic partial re-
computation to recover from the fault with significantly lower overhead.
3.1 Introduction
With process scaling and the adoption of post-CMOS technologies future com-
puting systems are facing a significant reliability problem. Worse, many emerg-
ing computing systems such as High-Performance Computing (HPC) and mobile
domains are increasingly power constrained.
The traditional approach for dealing with errors in systems is to roll the applica-
tion back to a prior checkpoint whenever a fault is detected. This approach incurs
a high cost in transferring checkpoint data [33]. Further, since expensive check-
points result in long checkpointing periods [33], each rollback incurs a large cost
in recomputing lost work. While this may be acceptable in scenarios where faults
are rare, as fault rates increase with rising node counts and finer circuit features,
the cost of full-application rollback may become prohibitive. Figure 3.1 shows
the the performance of parallel linear solver, CG, using a traditional checkpoint-
restart approach in the face of increasing fault rates. The results in Figure 3.1
assume that faults can be detected perfectly when they occur, thereby isolating
the overhead due to application-level rollback. We observe that the overhead of
application-level rollback reduces the performance of the solver by 2x-10x as fault
rates increase.







































Fault Rate (Faults per operation per node)
Figure 3.1: Parallel CG performance for different fault rates, when using
traditional checkpoint-restart approach and assuming perfect fault detection,
(Number of processor nodes = 10, accuracy target = 1e-6).
gorithmic correction of faulty application outputs based on error localization and
partial recomputation. The key insight of our approach is that even under high
error scenarios, a large fraction of the output is correct even if a portion of it is
erroneous. Therefore, instead of simply rolling back to the most recent check-
point and repeating the entire segment of computation, our approach identifies
and corrects the actual subsegments of the output which are faulty. The correction
technique we propose is algorithmic and leverages the properties of individual
algorithms of interest to identify fault locations and limit the scope of recomputa-
tion. For example, errors in the output of a sorting algorithm can be localized by
scanning through the results [34] and noting the ones that are mis-ordered, miss-
ing or new. A small number of such errors can be corrected efficiently without
repeating the entire sort.
This research explores this concept in the context of numerical linear algebra in
high error scenarios on parallel systems. It focuses on the matrix-vector multipli-
cation (MVM) operation as well as iterative linear solvers. MVMs often dominate
computation in many HPC and Recognition, Mining, and Synthesis (RMS) appli-
cations (see Section 3.4.7). We make the following contributions:
• We propose a partial recomputation-based approach for algorithmic cor-
rection, that is much more suited for high error rate scenarios than more
traditional fault tolerance approaches, such as checkpoint/restart, which in-
curs high recovery costs.
• We propose a novel algorithmic technique for error localization (the pro-
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cess of identifying partitions of faulty and non-faulty outputs) for MVM
operations.
• We show that the proposed techniques scale much better than traditional
parallel fault tolerance approaches because they alleviate the performance
bottlenecks that arise from high recovery costs.
• We quantify the performance benefits of partial recomputation and error
localization in the context of parallel MVM and the parallel Conjugate
Gradient (CG) iterative solver, which uses MVM internally under vary-
ing magnitude error rates. Our experiments show that while traditional
detection/rollback has 2x-3x overhead under high fault rates, partial recom-
putation is 2x cheaper while maintaining similar accuracy as ideal detec-
tion/rollback approaches. With more realistic detection schemes using dy-
namic thresholds, partial recomputation-based approaches are significantly
more efficient (CG converges 70% more often and performance overheads
2x-3x smaller).
• We study the scalability of these techniques within the context of a parallel
linear solver application for different parallel scales. For a fixed moderate
fault rate, partial recomputation-based approaches with complete error lo-
calization reduce the overhead by up to 32% on average when scaled up to
10 nodes and 320% when scaled up to 100 nodes. Similarly, with the re-
laxed error localization routine the overhead is reduced by up to 77% at 10
nodes and up to 390% at 100 nodes.
By showing the utility of partial recomputation in the context of popular numerical
algorithms we hope to demonstrate the value of research into partial recomputa-
tion in the context of a wider range of algorithms. Since this approach is signifi-
cantly more efficient than whole-application recomputation and also significantly
simpler than algorithmic correction techniques, we expect that this line of work
will be extremely productive in ensuring cheap and effective resilience on future
HPC systems and other massively parallel systems.
The chapter is organized as follows. Section 3.2 describes related work and
explains the limitations of prior checkpoint and rollback techniques. Section 3.3
describes the opportunities and approaches for low overhead algorithmic fault cor-
rection. Section 3.4 discusses the methodology for evaluating the effectiveness of
the techniques. Section 3.5 presents the results. Section 3.7 provides conclusions.
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3.2 Related Work
Checkpoint and rollback mechanisms have been the dominant approach for pro-
viding fault tolerance for HPC and massively parallel systems for decades [35–
38]. These approaches all rely on periodically saving the application and system
state (i.e. address space, message buffers, and architectural state), so that if a fault
is later detected, the system can simply restart from the saved prior state, rather
than from the beginning of the application. Although this approach is exception-
ally general, it can also incur prohibitive performance overheads under high error
rate scenarios, due to large recovery costs.
For checkpoint-rollback based techniques, there does exist a tradeoff between
the detection latency and the checkpoint frequency. For example, a system can
increase the checkpointing frequency in order to reduce the detection latency and
recovery costs [39]. However, this also significantly increases the checkpointing
overhead in terms of performance, storage, and bandwidth, limiting the efficiency
of this type of tradeoff. Our proposed approach instead uses algorithmic cor-
rection to partially recompute localized regions of output which are identified as
being erroneous and reduce the recovery cost associated with rolling back and
recomputation.
Some previous studies have also identified checkpoint-rollback as significant
limitation for future systems, mainly due to the storage and bandwidth overheads,
and have proposed alternatives to checkpointing. In the context of permanent
failures, Chen et al. studied the use of erasure-codes to recover lost data and elim-
inate more traditional checkpoints [40]. In this research, we focus on transient
computation faults which require an active detector. Also, rather than eliminating
checkpoints entirely we propose the use of error localization to guide the algo-
rithmic correction of errors by partial recomputation.
There is also much related work on algorithmic fault tolerance approaches. For
linear solvers, some algorithmic techniques [41, 42] have been proposed that
add additional inner/outer optimization loops to account for noisy computations.
Researchers have also studied the use of linear error correcting codes [11] with
algorithmic techniques for fault tolerance. The check for a linear operation, such
as the matrix vector product (Ax where matrix A and vector x are inputs) detects
faults by verifying that the following identity holds:
cT (Ax) = (cTA)x
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Results from these types of checks can also be used for correction, however this
can be expensive. At least d code vectors are required in order to correct at most
bd/2c errors. Moreover, correction is heavily code dependent and not a trivial
problem (i.e. in order to correct multiple faults linear codes usually use a set of
vectors each with unique non-binary codes and then the problem results in having
to solve a non-trivial system of nonlinear equations [12]).
For this reason, traditional approaches commonly rely on checksum-based tech-
niques for detection, but still rely on high overhead checkpoint-rollback for cor-
rection. In the above example, for example, if an error is detected (e.g. cTy′ −
(cTA)x = 8 signals an error), it will trigger a restart since the last checkpoint,
which may result in high total overhead of recovery over the entire execution.
Even recent work [43] on reducing the overhead of checksum-based techniques
for detecting faults of sparse linear algebra, still relies on checkpoint-rollback for
the correction of errors. This research proposes an entirely different approach for
correction — correction based on targeted algorithmic recomputation which, in
turn, is enabled by error localization through a checksum-based technique. That
is, checksums are used to localize errors rather than just detect errors which allows
for low overhead partial recomputation to be employed instead of high overhead
full restart. To the best of our knowledge, this is the first work on algorithmic
error localization and partial recomputation.
The ability to localize faults has been studied in the context of parallel program
where researchers attempted to locate the cause of anomalies of parallel applica-
tions [44, 45]. Similarly, researchers have proposed approaches for identifying the
physical location of detected hardware bugs [46]. This research proposes the use
of error localization during the runtime of the application to better guide partial
recomputation.
Finally, there has been some work on algorithmic techniques to avoid conven-
tional checkpoint-restart mechanisms in applications by transforming them into
a form which is naturally more tolerant to errors. In [47], arbitrary applica-
tions are transformed into numeric optimizations problems due to the fact that the
solvers for these problems are inherently robust to errors. A numeric optimiza-
tion methodology provides a general path for making applications robust. The
performance overhead incurred from this transformation varies across different
applications. In general, if the complexity per iteration of the transformed appli-




The traditional approach of rolling back and repeating entire portions of applica-
tions upon the detection of faults can be prohibitively expensive under high error
rates. Instead, we propose the use fine-grained partial recomputation to enable
efficient forward progress. To identify segments of an application for fine-grained
partial recomputation we will need to efficiently find the location of errors. These
operations are possible in many algorithms and in this research we demonstrate
how it can be applied in the context of linear operations, focusing on matrix vector
products (MVMs). MVMs often dominate computation in many HPC and RMS
applications (see Section 3.4.7).
3.3.1 Error Localization for Linear Operations
Suppose that the MVM operation Ax (A is a matrix, x is a vector) outputs the
vector yˆ which may be equal to the correct result y or may contain errors. Errors in
yˆ can be detected by simply multiplying both Ax and result yˆ by a check vector c
that contains all 1s. The difference between (cTA)x and cT yˆ (identical to cT (Ax))
is close to zero if there is no error (accounting for round-off error) and notably
larger than zero if there is an error. Further, because the quantity (cTA) can be
pre-computed and reused for all multiplications of A by a vector, this check is
efficient, employing two dense dot products (good memory locality) to check a
sparse MVM (poor locality).
This basic algorithm can be extended to also identify the fault’s location. Sup-
pose that we replace all the 1’s in the bottom half of cwith 0’s and repeat the above
check. If there exist errors in the top half of yˆ, the difference (cTA)x)− cT yˆ will
be larger than zero but errors in the bottom half of yˆ will have no effect on the
result. This is true for any such variant of c. Let ci,j = { vector with 1’s between
indices i and j }. We can check if any entry i of yˆ is erroneous by performing
the above check using ci,i instead of c. Because yˆ is large it is significantly more
efficient to detect the location of each error hierarchically, checking for errors in
each half of yˆ, then “zooming in” on the half of each region found to be erroneous.
This procedure uses the tree of check vectors shown in Figure 3.2 and operates by
starting at the top of the tree and proceeding downward. At each step the algo-
rithm computes (cTi,jA)x − cTi,j yˆ, where ci,j is the vector at the current tree node.
If a difference is detected, the algorithm recurses to each of the node’s children.
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Any leaf nodes reached by this algorithm correspond to precisely detected errors
in yˆ.
In the worst case scenario (i.e. every element of the result yˆ is erroneous),
the algorithm would perform a computation for every node, requiring 2n − 1
dot products, where n is the size of yˆ. Fortunately, even under higher error rate
scenarios, only a small fraction of output entries are likely to be corrupted. As
such, only a fraction of the tree (O(log2(N)) will typically need to be traversed
for any check. For this reason, our proposed error localization algorithm allows
for much lower average overhead as opposed to prior approaches which use a
fixed set of pre-designed codes for exact detection and correction properties.
Once the locations of errors in yˆ are identified, they can be corrected via tar-
geted correction. The MVM operation has the property that the element at index
i in result vector y of Ax is the dot product of row i of A by the vector x. This
property makes it possible to correct the erroneous entries by simply recomputing
them from x and the corresponding rows of A. Further, it can be observed that
while the cost of identifying that an error lies within a given index of yˆ requires
two dot products of matrix row by a vector, recomputing a given element of yˆ re-
quires just one dot product. This suggests that it may be more efficient to stop the
fault localization procedure early and recompute a larger region of yˆ. In general,
if our localization algorithm stops k levels short from the bottom then 2k entries
of yˆ need to be recomputed. Section 3.5 experimentally explores this tradeoff.
Another observation is that, in many scenarios small errors have little effect on
the correctness of the algorithm that uses MVM. For instance, many iterative al-
gorithms converge from a poor estimate of their result to an accurate estimate. As
such, small errors in intermediate estimates will have little effect on convergence
and it is thus more cost-effective to allow such errors than correct them. Our al-
gorithm can be adjusted to meet the resilience needs of applications by using a
threshold τ where the localization and correction procedure is only employed if
the difference between (cTA)x) and cT yˆ is larger than τ .
Example
Let us consider the same input matrix A, input x, and error e from Section
3.2. In order to construct a binary tree which can be utilized in the process of
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Figure 3.2: The complete set of codes with ‖c‖2 = 1 (i.e. the basis of subspace)
corrects all faults exactly by means of simply computing all the syndromes for
this set.
3.3.1, these vectors take the form:
ci,j = { vector with 1’s between indices i and j }
ci,i = { vector with exactly one 1 at index i }



































































Each of these codes are used to evaluate the check invariant (cTy′ = cTAx)
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at a node in tree the binary tree. Part of the second checksum (cTAx) may be
precomputed or cached during the execution. The precomputed products (cTi A =









































































Performing error localization involves starting at the top of the tree (i.e. with
the vector c0,4) and evaluating the check invariant in order to detect if any errors
occurred during the computation. By computing the difference in the checksums
(i.e. the syndrome) at the top node of tree reveals that at least one error exists in
the output:
cT0,3y
′ − (cT0,3A)x = 8 (Error(s) in the output (segment [0, 3])
Therefore, the algorithm proceeds to the next level of the tree which now con-
siders the same check invariant, but with codes c0,2 and c3,4, which represent the
first and second halves of the output, we can further narrow down that the error(s)
must be located within the first half of the output.
cT0,2y
′ − (cT0,2A)x = 8 (Error(s) in segment [0, 2])
cT3,4y
′ − (cT3,4A)x = 0 (OK, No errors in segment[3, 4])
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With the error(s) localized to the first half of the output, we can ignore part
of the binary tree corresponding to the second and proceed to isolate the errors
within the first half. The codes c0,1 and c2,2 locate the errors(s) within the first two
elements of the output.
cT0,1y
′ − (cT0,1A)x = 8 (Error(s) in segment c0,1)
cT2,2y
′ − (cT2,2A)x = 0 (OK, No errors in y’[2])
Finally, unary codes c0,0 and c1,1 each locate and identify the specific magni-
tudes of both of the actual faults since they contain a c vector containing exactly
one 1 (i.e. ‖c4‖ = ‖c5‖ = 1). Note that at any point in the traversal of the
tree, the error localization process could be stopped and the segment of the output
corresponding where faults are potentially located is recomputed (partial recom-
putation).
cT0,0y
′ − (cT0,0A)x = 3 (Error of 3 at y’[0])
cT1,1y
′ − (cT1,1A)x = 5 (Error of 5 at y’[1])
3.3.2 Exploiting Sparsely Structured Products
Due to the sparse and structured nature of codes used within the error localization
process, the runtime overhead of locating faults can be further reduced. Each code
is vector comprised mostly of zeros except for one contiguous segment of ones.
The feature can be exploited in both matrix vector products and the dot products
that are used to compute the checksums. The first two procedures described in
Algorithm 3.3.2, illustrate how this structure can be exploited to reduce the over-
head of both the matrix vector products and dot products used multiple times at
every level of the tree. Table 3.1 provides a description of the variables used in
the algorithm. By passing pointers indicating the segment start and end points,
only the rows of matrix A for the matrix vector product and the rows of x, y for
the dot product will be read. Algorithm 3.3.2 assumes that the matrix A is in CSR
format, which is represented by a row pointer array (pntr), an array of the values
within the matrix (val), and an array of the column indices corresponding to those
values (indx).
Based on the observation that the sparse matrix vector product of a sparse and
structured vector is also typically sparse and structured (i.e. a sparse vector which
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is densely concentrated), we can also compute the dot product on the RHS of the
check as a sparse dot product. This requires that we store pointers indicating the
location of the nonzero elements in the vector. The sparse matrix vector product
procedure in Algorithm 3.3.2 illustrates how the pointers for the output vector can
be easily computed as the inputs are scanned.
Note that on the LHS of the check invariant, we can also exploit the structure
of the tree and compute half of the checksums, corresponding to the coded output
(cyij), from prior coded output calculations. However, a tradeoff exists by doing
this since the accuracy of checksum can be significantly reduced (i.e. 3−5 decimal
points or±1e− 2 as opposed to < 1e− 6 for the rounding error incurred from the
typical checksum calculation). For our experiments in Section 3.5 we did not use
this optimization due to the increase in floating-point roundoff error.
The error localization routine can also exploit the associativity/distributivity of
the linear operations which compose the checks to amortize the cost of the com-
putation that pertains to static inputs (i.e. the matrix A). Similar to [43], the coded
column sums (cTA) can be precomputed beforehand and amortized over the ex-
ecution of the entire application. Based on the observation that in the average
case the binary tree does not need to be traversed entirely over the lifetime of
the application, we can significantly reduce the cost of having to precompute all
2N − 1 coded column sum vectors (cTA). Instead, we can simply compute the
coded products “on the fly”, as they are needed and then cache them in case they
are needed in a later instance of the error localization routine.
Example
Performing the error localization process as described in Section 3.3.1 involves
traversing a binary tree and computing a sequence of dot and matrix vector prod-
ucts at each level. The performance of these products is primarily dictated by the
size of the inputs. With the prior example in Section 3.3.1 for example, the input
A is a 5 x 5 matrix, so each dot product computation scans over two vectors of
length 5 and each matrix vector product scans over every element of the matrix
and c vector.
Instead, we can perform the error localization process as described in Section
3.3.2 and exploit the sparse and binary nature of the operations within error local-
ization to further reduce the overhead.
At the top level node of the tree, the computation of the check invariant is sim-
ilar to Section 3.3.1, and uses the full matrix vector and dot product computation
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(superscripts represent elements of vectors, e.g. ci0,4 is the ith element of the vector
c0,4):
cT0,4y












Upon moving to the next level of the tree however, error localization can now
compute the syndromes sparsely rather than using full matrix vector products and
dot products. This new version of the process uses the equivalent of two dot
products and one matrix vector product as opposed to the original implementation
from Section 3.3.1 which uses four dot products and two matrix vector products.
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Similarly, as the algorithm proceeds to traverse the tree, the nodes associated
with c0,1 and c2,2 now use the equivalent of about two dot products and half of a
matrix vector product to compute the syndromes which originally cost four dot
products and two matrix vector products.
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At the last level of the tree, the syndromes associated with these final nodes,
which provide the actual correction due to having exactly one in their c vectors,
are computed using the equivalent of roughly two dot products, which is again sig-













The sparsity of the codes used in the error localization process can be exploited
as shown above to reduce the overhead of scanning over excess elements in the
input vector (x), matrix A, and the code (c) that do not impact the syndrome
output. At every level of the binary search tree the number of dimensions that are
scanned is typically reduced by a factor of two assuming that the error(s) are not
pervasive and instead are spatially isolated.
Algorithm 3.3.1: STRUCTURED LINEAR OPERATIONS(.)
procedure MATVEC SPARSE BIN(A, start, end)
comment: A is in CSR format (pntr,val,indx)
for i← start to end
do





if indx[j] < startout
then startout ← indx[j]
if indx[j] > endout
then endout ← indx[j]
return (y, startout, endout)
procedure DOT SPARSE(x, y, start, end)
temp← 0
for i← start to end
do temp+ = x[i]y[i]
return (temp)
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for k ← 0 to tree size
do









subcA[k] = MATVEC SPARSE BIN(
A, start[k], end[k])
valid[k] = 1
cTkAx← DOT SPARSE(subcA[k], x,
start[k], end[k])
syndrome = subcy[k]− cTkAx
if |syndrome| < τ
then mark all children of k as finished
else
comment: Recompute segment kyk ← Akx (MATVEC SPARSE())
finished[k]← 1
Table 3.1: Fault Localization Variables
Variable Description
N Number of Rows and Columns in A
tree size Total number of segments in tree: 2N − 1
subcA[k] Storage of coded checksums (i.e. cTA products
valid[k] Indicates if subcA[k] has been computed
subcy[k] Storage of cTy products
finished[k] Indicates if kth node completed (eliminated)
syndrome[k] Syndrome computed for segment/node k
cstart[k] Index of first element of segment k




Our evaluation focuses on transient faults that affect the outputs of numerical com-
putations. Other manifestations of transient faults, such as memory corruption,
deviations of control flow or memory access errors are assumed to be accounted
for by using simple low overhead techniques [25, 26], unless they manifest as
numerical data errors, which the proposed techniques cover. This is a widely ad-
dressed fault model [11, 27, 28].
Faults are injected into the computation by instrumenting the application di-
rectly and calculating the random faults online. During execution the instru-
mentation code adds a random numeric error to the output of individual mul-
tiply/addition operations used within matrix vector multiplication [43]. Faults
are also similarly injected into the arithmetic operations that compose the checks
themselves.
Over 50 k runs were executed in order to get the statistical results shown in
Section 3.5. These experiments were run in parallel on HPC systems at LLNL
(Sierra, Hera, and Atlas), where the distribution was analyzed and plotted using
matlab and ggplot2 [48].
Since the timing of each fault is assumed to be independent, fault times are
sampled from an exponential distribution with a rate λ. 1
λ
is the expected number
of arithmetic operations between consecutive faults. The fault rate of a system
is defined as the probability that a given arithmetic operation has a fault and is
equivalent to λ in our methodology.
Our experiments examine different fault rates that model phenomena ranging
from physical faults arising from infrequent particle strikes (three to four soft
errors per day) to frequent errors arising from the use of aggressively designed
(error-prone) technologies at large scales (multiple errors per second). A fault
rate of 1e-8 corresponding roughly to soft errors which occur about three per day,
and 1e-4 corresponds to aggressively designed systems, which trade off accuracy
for energy for example, and exhibit multiple errors per second.
When a fault occurs, it is modeled by drawing a value from a fault distribution
that models the arithmetic effects of circuit-level faults at a high level (i.e. a
symmetric distribution with two Gaussian modes, centered at 1e5 and −1e5 and
with variance 1e2) and adding it to the target operation. These error magnitudes
48
distributions are representative of faults arising in arithmetic units from timing
errors due to voltage over-scaling [29, 43]. Table 3.2 summarizes the fault model
parameters.
Table 3.2: Fault Parameters
Parameter Description
Fault Rates 1e-8, 1e-7,4e-7,1e-6,4e-6,1e-5,1e-4
Fault Model Symmetric distribution w/ two
Gaussian modes
Parallel Nodes (N) 1,2,10,20,100
3.4.2 Fault Model Discussion
In this chapter we use a fault model similar the symmetric fault model found in
Chapter 2, discussed in Section 4.4.1. We model the impact of hardware faults
as errors in intermediate register/data values. Faults resulting in errors in regis-
ters containing control information (e.g. a memory address) tend to have low-cost
resilience techniques to account for these types errors [25, 26]. While not cover-
ing all potential hardware failure scenarios, this model represents a large class of
potential hardware faults.
The results are limited in this chapter by considering only one potential fault
model. However, based on the results for different fault models from Chapter 2
we believe similar results would be seen for other fault models, including those
with different fault magnitude distributions. We consider a variety of fault rates
that are encountered in current systems and are projected to be encountered in
future systems. Future work should consider evaluations for other fault models.
3.4.3 Benchmarks
The algorithmic fault detection techniques were implemented within the SparseLib
library [14] of core sparse linear algebra operations, including matrix vector mul-
tiplication. To understand the effectiveness of our technique in a wide range of
practical contexts, we evaluated them on 30 randomly chosen square linear sys-
tems from the University of Florida Sparse Matrix Collection and Matrix Mar-
ket [21, 30] with the following properties: matrix size ∈ [1000, 100000], symmet-
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ric, positive definite, and real. These are the most common parameters for matri-
ces used in scientific computing applications and those used with linear solvers
due to good convergence properties. These matrices represent a variety of phys-
ical phenomena and real algorithms, including model reductions, computational
fluid dynamics, and circuit simulation. Table 3.3 lists the chosen matrices and
their properties (nnz represents the number of nonzero elements, N represents the
size of the problem, and Sparsity represents relative number of nonzeros per row,
nnz/N ).
We evaluate our fault detection techniques both in the context of an applications
which utilizes matrix vector multiplication as a subroutine. The class of applica-
tions we have focused on in this study are sparse linear solvers since they are
very common in computational science and make extensive use of matrix vector
products. Sparse linear systems are commonly found in many different types of
applications including HPC, graph-based, and data-mining algorithms. We con-
sider one of the most common solvers, the Conjugate Gradient (CG) method.
CG is a popular solver well suited for very large and sparse symmetric positive
definite problems. It expresses x as a linear function of n vectors p1, p2, ...pn,
with each pair of vectors conjugate in A (piApj = 0). Although the pi’s can
be computed directly, in practice a small subset of the pi’s is needed to achieve
accuracy within machine precision. As such, CG approximates the solution x =
q1p1 + ... + qnpn with only a few vectors. The initial approximation is x0; the
residual r0 = b− Ax0, which is the direction of the error in x0, serves as the first
conjugate vector, p0. Subsequent iterations compute the residual rk and use it to
compute the next conjugate vector pk. To ensure that pk is conjugate to prior pi’s,








is repeated until rk falls below some threshold.
Solvers are run until a common fixed accuracy target of (1e-6) which is close to
machine precision.
3.4.4 Parallel CG
The baseline CG implementation [14] was parallelized with MPI. The algorithm
was parallelized by dividing the rows of the linear problem across a given set ofN
nodes, as shown in Figure 3.3. All of the internal state within CG (e.g. search di-
rection p and residual r) were also divided in a similar manner so that every node
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Table 3.3: List of Matrices and Properties
Name nnz N Sparsity Type
nd3k 3279690 9000 364.41 3D Mesh Problem
bcsstk38 355460 8032 44.2555 Airplane Engine Component
Kuu 340200 7102 47.902 Mathworks Test Matrix
bcsstk16 290378 4884 59.455 Corp. of Engineers Dam
s2rmq4m1 263351 5489 47.978 FEM cylindrical shell
s3rmq4m1 262943 5489 47.9036 FEM cylindrical shell
s1rmq4m1 262411 5489 47.8067 FEM cylindrical shell
bcsstk28 219024 4410 49.6653 Solid Element Model
s2rmt3m1 217681 5489 39.657 FEM cylindrical shell
s3rmt3m1 217669 5489 39.6555 FEM cylindrical shell
s1rmt3m1 217651 5489 39.6522 FEM cylindrical shell
s3rmt3m3 207123 5357 38.664 FEM cylindrical shell
nasa2910 174296 2910 59.8955 Structure from NASA
Muu 170134 7102 23.9558 Mathworks Test Matrix
bcsstk24 159910 3562 44.8933 Winter Sports Arena
aft01 125567 8205 15.3037 Acoustic Radiation
bcsstk15 117816 3948 29.8419 Offshore Platform
crystm01 105339 4875 21.608 FEM Vibration
nasa4704 104756 4704 22.2696 Structure from NASA
ex9 99471 3363 29.5781 Test Matrix from FIDAP
ex15 98671 6867 14.3689 Test Matrix from FIDAP
msc04515 97707 4515 21.6405 Symmetric Test Mat
bcsstk13 83883 2003 41.8787 Fluid Flow
ex13 75628 2568 29.4502 Test Matrix from FIDAP
sts4098 72356 4098 17.6564 Structural Engineering Mat
nasa2146 72250 2146 33.6673 Structure from NASA
bcsstk14 63454 1806 35.1351 Roof of OMNI Coliseum
ex10hs 57308 2548 22.4914 Test Matrix from FIDAP
bcsstk27 56126 1224 45.8546 Matrix Buckling Problem
ex3 54840 2410 22.7552 Sym. Powers of Graphs
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contained a fraction of the entire linear system. By decomposing the algorithm in
this manner, much of the actual CG code did not change, and instead only the im-
plementations of the matrix vector product and dot product needed to be modified
to account for the decomposition. Although a given node will only need its local
segment of the matrix A to compute the corresponding output segment, it will
also need the entire input state (x). Similarly, the dot product operation requires
that the nodes add the sum of all smaller local dot products to compute actual dot
product. Therefore both the beginning of the matrix vector product and end of the
dot products represent synchronization points for the parallel implementation of
CG. For the parallel matrix vector product, this synchronization was implemented
in MPI by gathering the x segments from all of the processes. For the dot products
a sum reduction of all the locally computed dot products was used to gather the








Figure 3.3: Example Decomposition of Linear System (y = Ax) for Parallel CG
implementation (N = 4).
All our experiments involved full application runs of the CG solver from the
Iterative Method Library [14] that utilizes SparseLib for linear operations. Our
techniques were integrated into the matrix vector routine in SparseLib. Over 50 k
runs were used to get the statistical results shown in Section 3.5. These runs were
executed on LLNL machines (system specs: Sierra: Intel Xeon 5660, 2.8 GHz, 24
GB memory per node, Hera: AMD Quad-Core Opteron 2.3 GHz, 32 GB Memory
per node, Atlas: AMD Opteron, 2.4 GHz, 16 GB Memory per node).
3.4.5 Checkpointing-Restart Cost Model
The overhead of both the baseline Detect-Rollback (DR) and the proposed Par-
tial Recomputation (PR) approaches is determined by the cost of fault detection
and correction (i.e. recovery). Both the baseline and proposed approaches utilize
an algorithmic mechanism for detecting or localizing faults with in linear opera-
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tions, as discussed in Section 3.2. For this reason the state used for recovery is
already provided by the inputs of the operation (i.e. as the input vector of the
matrix-vector multiplication) and no additional state is needed to be stored for
a checkpoint. The use of other fault detection mechanisms (e.g. a simple crash
detector) would require larger checkpoints of the application/processor state. In
Section 3.5, we consider we model the cost of detection and correction, and not
the cost of taking general full application state checkpoints. This is a best case
scenario for the baseline DR approach, when comparing the performance to the
PR approach. With the additional cost of full checkpointing the DR approach
would incur even larger overheads. With error localization, only the inputs of the
potential subcomputations that can be partially recomputed are necessary to be
saved.
3.4.6 Other Implementation Details
Due to the nature of the partial recomputation and error localization based ap-
proach, there exist several potential parameters for trading off accuracy and per-
formance within the technique. This is advantageous for providing an interface
for more application-specific algorithmic corrections. Some of these parameters
include:
• Threshold (τ ) which is used to determine if branches of the tree (segments of
output) are pursued for further error localization can be adjusted according
to application characteristics and requirements.
• Traversal of the tree can be stopped at any point (i.e. depth = d, which is
the fraction of the entire tree’s height), and correction can be applied to the
segment.
• Roll forward correction as opposed to the typical rollback correction, using
the projection of the error onto the code space, instead of rollback compu-
tation can be used to correct the errors in the identified segment.
Similar to the approach in [43], we can use decision trees to learn the best
thresholds for the techniques. The first two are considered in the evaluations of
partial recomputation in Section 3.5, while the third is the focus of future work.
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3.4.7 Generality
The proposed approach for algorithmic correction applies to any application which
uses linear operations that are associative and has multiple outputs and/or interme-
diate states. This means that many scientific computing applications can benefit
from these approaches since they rely heavily on mathematical operations at their
core. Our proposed techniques rely on knowledge of the linear operations, not
CG. In order to see the greatest benefits, the techniques do require that the ap-
plication has some reuse of data in order to amortize the set-up costs. However,
because many HPC applications (PDE, ODE, Multigrid solvers, etc.) all exhibit
this characteristic exactly and use linear operations iteratively, we expect the tech-
nique to apply to a large class of iterative methods dominated by linear operations.
We also note that iterative solvers can take up to 80%-99% of the full application
runtime for many HPC and scientific applications.
As another example, consider the FFT application, which is also a linear trans-
formation similar to MVM. FFT produces an output vector Xk, such that Xk =∑N−1
n=0 xne
−i2pikn/N . Due to linearity, part of the algorithm can also be expressed
as an MVM operation. The matrix (M) used in the product is a symmetric matrix
which represents: Mst = e−i2pist/N . Using M, the FFT application can then be
expressed as X = Mx. Similar to other MVMs, we can utilize a linear code to
detect faults (cT (X) = (cTM)x) and the only precomputation that is required for
localizing errors in the output of FFT (cTM), is entirely independent of the input
(x).
Linear systems and the linear operations that operate on them are at the core
of many non-scientific applications as well. For example, many emerging appli-
cations (Recognition, Mining, and Synthesis (RMS) applications are increasingly
being dominated by linear operations. RMS applications are increasingly being
dominated by linear operations, such as dot products and matrix vector products,
in order process large data sets in the most efficient manner. For example, the
winner of the Netflix Prize competition 2009, which focused on analyzing large
data sets of movie preferences and synthesizing unknown preferences, was pri-
marily a numerical solution using matrix factorizations at its core [49]. Other
RMS applications which process large data sets are also heavily dominated by
linear operations with which the proposed techniques for fault tolerance in this
research are directly applicable.
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3.5 Results and Analysis
This section evaluates the performance and scalability of partial recomputation
and error localization in the context of a common linear solver application, CG
(Section 3.4.3).
We compare the performance of partial recomputation (PR) with traditional de-
tect and rollback (DR) methods in this section. The baseline (DR) uses the com-
mon ABFT encoding scheme (a linear code) for detection. We also consider two
instances of partial recomputation, one with full error localization (binary search
depth of d = 1) and one instance with a partial traversal of the localization tree
(d = 0.4). We also consider two baseline detect and rollback (DR) approaches.
One that assumes an ideal (oracle-based) detector and another with a more real-
istic detection-based approach that uses the traditional checksum/threshold com-
parison (cTy − cTAx ≶ τ ). In this case, the threshold is chosen to dynamically
adjust to the scale of the input (τ = t‖x‖) [43]. In our experiments, we used a
fixed scaling factor of t = 1 for the dynamically adjusted threshold. Both baseline
implementations (DR) apply detection and rollback at the level of matrix vector
operations. The input vector of the matrix vector product constitutes the applica-
tion checkpoint.
Each technique is applied to an instance of the parallel CG algorithm (N = 10)
on linear problems, defined by the matrices described in Section 3.4.3. These
solvers are run until a fixed accuracy of 1e-6.
Figure 3.4 shows the performance overheads of each technique across varying
fault rates ranging from 1e-8 to 1e-4 on the axis. The y-axis shows the perfor-
mance overhead that is calculated for each matrix by:(
Timetechi
Time
NONE with zero faults
− 1
)
Timetechi is the execution time of a given technique and TimeNONE is execu-
tion time of the solver without any fault tolerance techniques applied. Each dot
in the Figure 3.4 represents the average performance of a particular technique ap-
plied to a specific problem. The overhead is calculated in relation to runs with no
fault tolerance and zero faults (as discussed in Section 3.4. Each line represents
the mean overhead across all of the problems at each fault rate. The first obser-
vation from these results is that the detection and rollback techniques have a high
cost (> 200%) as the fault rate increases. For low fault rates (e.g., between 1e-8
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and 1e-7), both the PR and DR based techniques have a similar mean overhead
around 50%, but after a fault rate of 1e-7, the overheads of DR-based approaches
increase to over 100% on average. This is expected due to the higher cost of re-
covery for these traditional approaches. If we observe the PR-based techniques,
however, we see that the mean overheads increase much more slowly. In fact,
PR-based techniques may have as much as 2x-3x less overhead. In particular, the
PR-based approach that only locates faults to within segments located at 0.4 the
total height of the binary search tree, shows only a 30% average overhead from
fault rates ranging from 1e-8 to 1e-4 (as opposed to up to 3x with DR and perfect
detection).
If the fault rates increase past a certain point, nearly every entry of the out-
put will end up being erroneous for the matrices we chose. For such fault rates,
the benefits of PR-based approaches will diminish versus DR-based approaches.
However, for most real-world problems, the range of fault rates before this “sat-
urating point” is hit encompasses even the worst-case expected operating points
for future HPC systems. For example, with the sparse matrices considered in this
evaluation, the high fault rate scenarios (1e-6 – 1e-4) correspond to only 0.0001%
to 0.01% of the output being corrupted. As systems and problems scale to even
larger size (e.g. millions and billions of nodes), increasingly a smaller fraction of
output will be corrupted for any reasonable fault rate and as such the value of the
PR-based approaches will only increase.
Figure 3.4 also shows that the overheads at any given fault rate can vary signif-
icantly based on the properties of the matrix. For example, for problems bcsstk16
and nd3k the overheads are significantly larger for the techniques using practical
detection schemes (PR-based and DR (t = 1)). This is because the average mag-
nitude of entries within these problems is very large, making it difficult to detect
faults with a fixed threshold (bcsstk16 and nd3k contain average magnitudes of 1e6
and 1e − 4 respectively). Therefore, the detection and fault localization process
is less accurate and incurs greater overheads from false negatives and false pos-
itives. Other problems are simply poorly conditioned and incur high overheads
across all techniques (e.g. nasa2910 has a condition number of 1e64). In gen-
eral, the overheads for the different matrices are near their representative means
(±30%).
Each of the solver instances is run under faults until it either hits the accuracy
target or the limit on the maximum number of iterations (10xnumberofrows). If
the solver does not meet the accuracy target by the maximum number of iterations,
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it is considered as a failure. Figure 3.5 shows the success rate for each of the tech-
niques over the same set of matrices and fault rates as Figure 3.4, on the x-axis.
The solvers are run until convergence and for a maximum number of iterations
(10*dimension of problem). As the fault rate increases, DR is less likely to make
forward progress, and increasingly is not able to meet the accuracy target by the
maximum number of iterations. All the techniques, except DR using a realistic
threshold, complete nearly 80% of the tested matrices. For solver instances using
DR(t = 1), the success rate drops off quickly going from 1e-8 to 1e-4 due to
the high overhead of rollbacks and the overhead of extra iterations incurred due
to missed faults. Solver instances using DR with perfect detection show good
success rates until a fault rate of 1e-4 where the high overhead of rollback-based


























Figure 3.4: Parallel CG performance of techniques when scaling the fault rate,
(N = 10). At a fault of 1e-4, none of the DR experiments completed successfully
(i.e. reached the accuracy target in maximum number of iterations).
3.5.1 Scalability of Techniques
As the number of nodes in the system increases, we also expect the benefits of a
partial computation based approach vs. traditional detection to increase. In order






















Figure 3.5: Parallel CG success rate of techniques when scaling the fault rate,
(N = 10).
the same experiments with different numbers of nodes ({1, 2, 10, 20, 100}). A de-
scription of the parallel solver implemented with MPI is included in Section 3.4.4.
Figure 3.6 illustrates the results of the experiments. Again, dots correspond to in-
dividual experiments and lines corresponding to the mean overheads. For these
experiments, we calculated the overhead for each matrix by:(
Timetechi with N nodes and 1e-6 faults
Time
NONE with N nodes and zero faults
− 1
)
We see in Figure 3.6 that the benefit of PR-based approaches increases as the
number of nodes scales up. At N = 10, the average overhead of DR-based ap-
proaches over PR is 50%. As the number of nodes used in the solver is increased
to 100, the overheads of DR over PR are even more pronounced, increasing over
300% − 350%. These results indicate that the rollback recovery mechanism rep-
resents a significant bottleneck for traditional parallel fault tolerance mechanisms.
Additionally, it shows that the scalability of these applications can be greatly ap-




























Figure 3.6: Parallel CG performance of techniques when scaling up the number
of nodes from 1 to 100, with a fixed fault rate of 1e-6.
3.6 Limitations
The specific techniques used for error localization in this dissertation are limited to
use with applications containing linear operations, as discussed in Section 3.4.7.
While many scientific applications are composed of these types of linear opera-
tions, using this approach as a general technique for error localization in other
applications may be difficult. Instead, other approaches to efficiently localize er-
rors to specific subcomputations will likely be needed.
Error localization may also be limited in scenarios where errors are sufficiently
spread throughout the state of a computation. In others words, the subcomputation
with which the error(s) are located is not sufficiently small to observe any real
benefit in terms of reducing the recovery overhead. Depending on the granularity
of the error localization routines (i.e. frequency of the checks), this can be a
limitation for applications that tend to propagate errors further.
For our methodology, we considered hardware faults which eventually manifest
in the computation as numerical errors. This includes faults affecting the numeri-
cal calculations (e.g. dataflow), but could also include faults affecting the control.
While we believe the coverage of hardware faults by these techniques to be high,
it is not guaranteed that all errors are protected against. Instead, a high reliability
(e.g. safety critical application) would need to use a combination of techniques
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across the layers of the stack.
Similar to Chapter 2, the detection/localization operations require a good setting
of a threshold parameter. While this can be learned efficiently offline, it may be
difficult to reuse the same parameter for different problems.
3.7 Conclusions
Future HPC and massively parallel systems will be prone to errors and severely
energy constrained. For these systems, it will be critical for errors to be efficiently
tolerated in order to ensure good forward progress. The traditional approach for
dealing with errors in massively parallel systems is to roll the application back to
a prior checkpoint whenever a fault is detected. However, this approach incurs a
high cost in transferring checkpoint data [33] and a large cost in recomputing lost
work. While this may be acceptable in scenarios where faults are rare, the cost of
full-application rollback can be prohibitive for error-prone HPC systems.
We propose a novel approach for algorithmic correction of faulty application
outputs based on error localization and partial recomputation. The key insight of
our approach is that even under high error scenarios, a large fraction of the output
is correct even if a portion of it is erroneous. Therefore, instead of simply rolling
back to the most recent checkpoint and repeating the entire segment of compu-
tation, our approach identifies and corrects the actual subsegments of the output
which are faulty. By alleviating a key bottleneck associated with recovery, the
parallel applications employing our fault tolerance techniques are able to scale
significantly better. We explore this concept in the context of numerical linear
algebra – the matrix-vector multiplication (MVM) operation as well as iterative
linear solvers, in high-error scenarios on parallel systems. Numerical linear alge-
bra dominates computation in many HPC and RMS applications. Our experiments
show that while traditional detection/rollback has 2x-3x overhead under high fault
rates, partial recomputation is 2x cheaper while maintaining similar accuracy as
ideal detection/rollback approaches. With more realistic detection schemes us-
ing dynamic thresholds, partial recomputation-based approaches are significantly
more efficient (CG converges 70% more often and performance overheads 2x-3x
smaller). For a fixed moderate fault rate, partial recomputation-based approaches
with complete error localization reduce the overhead by up to 32% on average
when scaled up to 10 nodes and 320% when scaled up to 100 nodes. Similarly,
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with the relaxed error localization routine the overhead is reduced by up to 77%
at 10 nodes and up to 390% at 100 nodes.
Our results demonstrate the value of research into partial recomputation in the
context of a wider range of algorithms. Since this approach is significantly more
efficient than whole-application recomputation and also significantly simpler than
algorithmic correction techniques, we expect that this line of work will be ex-




ALGORITHM SELECTION FOR ERROR
RESILIENCE IN SCIENTIFIC COMPUTING
Chapters 2 and 3 investigated augmenting applications with additional logic to
detect and correct errors efficiently. In this chapter, we investigate the impact
of different algorithmic designs on error resilience and propose an approach for
algorithm selection for a particular class of scientific computing applications. We
observe that intelligent selection of the algorithm for a given problem, improves
robustness by 20%-50%, on average, over the traditional selection of algorithms,
without the addition of any other detection/correction logic.
4.1 Introduction
As High Performance Computing (HPC) systems grow larger and more capable,
the number of components in these systems is also increasing, meaning that the
probability that at least one component fails is also increasing. The fact that future
exascale systems in 2020 are projected to have a total of 4 million electronic chips
with feature sizes as low as 12 nm [6] has led the DARPA Exascale Computing
study [7] to warn that “traditional resiliency solutions will not be sufficient.”
Scientific computing and numerical analysis are the predominant applications
driving the exponential growth in HPC system capabilities. At the core of many
of these applications are systems of partial differential equations (PDE). For this
reason, solvers for PDEs are especially important. PDEs are central to applied
mathematics in fields as diverse as physics and engineering, biology and chem-
istry, economics and computer science [50–52]. Most PDE systems1 do not have
solutions which may be written down in terms of known functions, so for prac-
tical purposes the solutions must be approximated numerically using a computer.
Examples of PDE problems which are typically simulated on HPC systems in-
1A single PDE may be coupled to other equations, and it will require suitable boundary and/or
initial conditions to form a well-posed problem.
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clude aircraft design, estimating fair prices of financial instruments, choosing the
optimal location of an oil well and the prediction of weather and climate.
Many different schemes have been devised for the approximation of PDE sys-
tems [53–56], with certain schemes more suited to different equations, geometries
or initial/boundary conditions. All such schemes produce an algebraic relation-
ship between unknown coefficients which determine the approximation—these
relationships are recursive for evolution (hyperbolic or parabolic) equations, but
for static (elliptic) equations they must be solved for all variables at once.
Accuracy, stability, and performance properties vary between schemes, and
these properties determine which schemes are suitable for a given problem. In
this chapter, there are two primary questions that we must address: (1) Does nu-
merical stability translate to error resilience? and (2) How do we design schemes
to improve error resilience? If an algorithm’s error resilience is correlated with
its numerical stability properties, this may allow us to design more resilient ap-
plications by leveraging well-established information on stability. Even with a
clear translation of stability to error resilience properties, the question of design-
ing these algorithms still remains due to the variety of implementations, schemes,
and largely input-specific nature of the design. Later in this chapter we propose
an approach for automated design using machine-learning.
In summary, this research makes the following contributions:
• We show that the numerical stability of PDE schemes tends to translate to
error resilience within the application.
• We demonstrate that both the time-stepping and the spatial discretization
used in PDE solvers are major factors determining the solvers’ robustness
when faced with hardware faults.
• We propose and evaluate a machine-learning based approach to identifying
an algorithm with good robustness for a given problem and fault scenario
that improves the rate of success by 10%-15% over the best single algo-
rithm.
In order to illustrate the variance in characteristics among the different schemes,
consider the set of outputs produced by PDE solvers for two problems shown in
Figure 4.1. Without errors, the output of the program for Problem 1 is a Gaussian
hill and Problem 2 is a advected square wave. Each row of plots shows results for a
different PDE time-stepping scheme with increasing fault rates in each successive
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Figure 4.1: Impact of faults on Problem 1 (top-Gaussian hill) and Problem 2
(bottom- advected square wave) using different solvers. Spatial discretization
scheme for all is kt.
plot. Clearly, certain schemes (e.g. RK) provide better robustness to errors as
the fault rate increases. For the forward Euler scheme, an output is produced
but is highly inaccurate. The backward Euler scheme (BE) on the other hand, is
accurate but fails to complete after a fault rate of 1e-6. The BE scheme using a
stable inner iteration would typically be expected to provide the best numerical
stability across different problems. However, with the presence of hardware faults
the most appropriate solver is less clear.
This chapter is organized as follows. Section 4.2 describe briefly the back-
ground of numerical solvers and the common schemes employed to solve PDEs
in particular. Section 4.3 describes related work. Section 4.4 discusses the
methodology for evaluating the robustness of the solvers and a short description




The study of the accuracy and stability of numerical approximations to differential
equations makes up a large portion of the field of numerical analysis. Different
notions of stability are important when dealing with PDEs, and evolution equa-
tions in particular. The first relates to the rate of growth of small perturbations
and is shared between ODE and PDE solvers. The second is specific to evolution
PDEs, and concerns spurious modes of oscillation which may be introduced by
the numerical scheme. For evolution equations this form of stability is termed
Total Variation Diminishing (TVD). This means that no new extrema are formed
during the evolution of the scheme, a property possessed by the original equations,
resulting in the prevalence of explicit TVD schemes for solving such systems.
In this dissertation, a number of different evolution equations with various ini-
tial conditions are approximated by a range of discretization schemes. For evo-
lution equations, the resulting recurrence relations may be implicit or explicit.
Explicit schemes produce simple recurrence relations of the form un+1 = f(un).2
Implicit schemes result in more complicated relationships of the general form
g(un+1,un) = 0, which requires the solution of a system of nonlinear equations
to evolve the approximation through time.
The time-step for evolution equations is constrained by accuracy and conver-
gence considerations as well as stability. The CFL condition, [57], for explicit
schemes, limit the allowable time-step, often by the second or higher power of
the spatial discretization (so a doubling in spatial resolution would require four or
eight times the temporal resolution). Such strong limits on the time-step are not
required of implicit schemes, which may be “unconditionally stable” so that in
theory there is no restriction on the time-step. In practice, solving large nonlinear
systems of equations as required by implicit schemes does restrict the temporal
resolution since the old solution values must provide a reasonable approximation
to the new values for the nonlinear solver to converge. The result is that choos-
ing a numerical scheme involves a tension between accuracy, stability, cost and
efficiency.
2The convention of labeling successive time-steps with a superscript is used here. The vector
un = (un0 , . . . , u
n
M ) is made up of the unknown solution components at time level n, and these
components are labeled by subscripts.
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4.2.1 Numerical Solvers













for given functions f and g, where u = u(x, t) is the unknown function (the solu-
tion). Note that in some cases g = 0—in these cases the equation is hyperbolic,
whereas nonzero g gives rise to parabolic equations. To simplify the problems, all
of the equations are considered with periodic boundary conditions on the interval
x ∈ [0, 1].
The equations are discretized on an evenly spaced computational grid, {xi =
i∆x : i = 0, . . . ,M}, with grid spacing ∆x = 1/M . The solution is obtained for
a sequence of time levels {tn = n∆t : n = 0, . . . , N} with time-step ∆t constant
on each simulation.3
4.2.2 Spatial Schemes
Semi-discrete spatial discretizations are used in order to allow different pairings
of spatial and temporal schemes. Solution values at the grid points are ui(t) =
u(xi, t) with uM+1 = u0 due to the periodic boundary conditions.
Three schemes are used: simple central differencing (CD), one-point upwind-
ing (UW) and a high-resolution central scheme due to Kurganov and Tadmor
(KT). For each case, the discrete form of the general advection term ∂xf(u) is
described.
• Central differences (CD)










3Numerical simulations often use adaptive time-stepping, where the time-step is varied accord-
ing to the behavior of the solution as the simulation progresses. One of the schemes considered
here uses adaptive time-stepping.
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The CD scheme is first-order accurate but does not possess any TVD prop-
erties and so can introduce spurious oscillations when the solution is sharply
varying.
• One-point upwinding (UW)
The UW scheme uses either a forward or backward difference depending on






















f(ui(t)) if f ′(ui(t)) ≤ 0
f(ui+1(t)) if f ′(ui(t)) < 0
(4.4)
The upwind scheme is often used with implicit time-stepping, especially in
oil reservoir simulations. It is first-order accurate and tends to introduce
some additional smearing of the solution (numerical diffusion).
• High-resolution central scheme due to Kurganov and Tadmor (KT)
This second-order scheme is the most elaborate used during this investiga-
tion, and is representative of the wide range of TVD schemes which are
particularly prevalent in the simulation of hyperbolic equations. The TVD
property is enforced by a flux limiter which has the effect of constraining
the solution gradient near shocks. In the KT scheme [58], a minmod limiter
is used, defined as




(z1, z2, . . .),
if zj > 0 ∀j
max
j
(z1, z2, . . .),




The KT scheme can be written in the form of (4.3) as for the UW scheme,
but with a different definition of the flux functions Fi± 1
2





































































where ρ is the spectral radius (for single equations this is the absolute value)
and the approximations of ux are given by (θ is a parameter of the scheme,














Diffusion terms which may be present in each equation can be treated differ-
ently. In this investigation a simple second-order central difference scheme is to






































A number of different time-stepping methods implemented in the PETSc library
are used. The simplest schemes are the forward and backward Euler methods (FE
and BE respectively). The other scheme considered is an adaptive Runge-Kutta
scheme (RK). Adaptive schemes vary the time-step over the length of the simu-
lation, increasing it when possible to reduce computation costs, and decreasing it
if necessary to ensure accuracy. The order of accuracy of these schemes varies,
FE and BE are order 1, and RK is order 5, although the overall approximation or-
der is constrained by the spatial scheme. To simplify the notation in this section,
all of the terms apart from the time-derivative are grouped on the right-hand side
and denoted by a single function f(un, tn) = {fi(u0(tn), . . . , uM(tn), t)}. Each
scheme takes the form of an equation for the solution values at a new time level
un+1i in terms of the known values u
n
i .





The FE scheme is the simplest (and most crude) time-stepping scheme.
For some problems the FE method is numerically unstable—the numeri-
cal solution diverges from the true solution of the problem—so that a very
small time-step must be used, increasing the cost of the calculation. For
this reason it is little used in real-world applications. The simplicity of FE
means it is often used for theoretical investigations and prototyping of spa-
tial schemes.






The BE method is the implicit counterpart of the FE scheme. While nu-
merically it is unconditionally stable, it involves the solving of a system of
nonlinear equations which can bring convergence difficulties. These con-
vergence concerns practically limit the time-step which may be used. The
convergence rate can be used to control the time-step, however in this dis-
sertation a constant step-size is used. The BE scheme is used in production
codes, particularly where complicated nonlinear dynamics with different
rates between coupled equations are involved, for example in petroleum
reservoir simulation.
• Runge-Kutta (RK)















k1 = f (u
n, tn) (4.12)
k2 = f (u
n + ∆ta21k1, t
n + c2∆t) (4.13)
k3 = f (u
n + ∆ta31k1 + +∆ta32k2, t
n + c3∆t) (4.14)
The coefficients cl, alm, bl specify particular schemes and determine the or-
der and stability. Runge-Kutta methods are explicit if c1 = 0 and alm = 0
for l ≤ m, otherwise they are implicit (an explicit scheme is used here).
For certain coefficient tableaux, it is possible to form methods of order p
and p− 1, differing only in the bl. The difference between the two methods
provides an estimate of the truncation error which can be used to control
the step-size adaptively. The RK scheme used here is such an embedded
Runge-Kutta method, specifically the Dormand-Prince 5(4) scheme [59].
This is the scheme used in many general purpose ODE solvers, including
the ode45 function in matlab.
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• Strong stability preserving (SSP)
Strong stability preserving schemes [60, 61] preserve the TVD properties
of a spatial discretization, and so are frequently used when such properties
are important. The SSP scheme used is a Runge-Kutta scheme of order 2.
When stability is a concern two strategies can be used. Either an implicit
scheme or adaptive time-stepping can ensure that the solver handles disparate
time-scales and sharp changes in the solution. Implicit schemes have very good
stability properties—but the convergence could be affected by faults in hardware.
Explicit schemes, including adaptive ones, can have stability issues which may
be triggered by hardware faults. The question which this dissertation attempts to
answer is which approach will stand up better to hardware faults.
4.3 Related Work
Questions of stability and accuracy of algorithms under truncation and rounding
errors make up a large portion of the numerical analysis literature. A good start-
ing point for understanding such matters, including adaptive time-stepping tech-
niques, would be the books already cited, [53–56]. Some consideration has been
given to the solving of elliptic (non-evolution) PDEs in the presence of faults,
see for example [62]. Such problems essentially reduce to one or more (typically
sparse) linear solve operations under discretization, and these have been investi-
gated in the presence of faults, [11, 42, 43].
A related project which is at an early stage is to consider a scale-separated sim-
ulation in which hardware faults are allowed only on the smaller, faster scales of
the system. For example, a pseudo-spectral PDE simulation would use fault-prone
hardware for calculations at high wavenumbers only, while retaining reliable com-
putation for the higher wavenumber components. This approach is particularly of
interest for weather and climate simulations, in which the higher wavenumbers
dominate the computational costs while remaining rather imprecise; and in which
the quantities of interest are represented by the lower wavenumber components.
This project is part of the approach espoused by [63] and relates to efforts at rep-




To evaluate the robustness of the different solvers and schemes, we developed
a tool that uses PIN’s binary instrumentation [64]. Our evaluation focuses on
transient faults that affect the outputs of numerical computations. Other mani-
festations of transient faults, such as memory corruption, deviations of control
flow or memory access errors are assumed to be accounted for by using simple
low overhead techniques [25, 26], unless they manifest as numerical data errors
which the proposed techniques cover. This is a widely addressed fault model
[27, 28, 43, 65].
Faults are injected into the application by adding a random numeric error to the
output of floating-point operations. Since the timing of each fault is assumed to be
independent, fault inter-arrival times are sampled from an exponential distribution




In Section 4.5 we examine different fault rates that model phenomena ranging
from physical faults arising from infrequent particle strikes (three to four soft
errors per day) to frequent errors arising from the use of aggressively designed
(error-prone) technologies at large scales (multiple errors per second).
When a fault occurs, it is modeled by adding a random error to the floating-
point number. The distribution of these random errors are selected to model the
arithmetic effects of circuit-level faults at a high level, making it possible to pa-
rameterize them to represent multiple low-level fault models [47, 66]:
Symmetric Faults: The following distributions model faults that affect the out-
put of circuits, and that have equal probability of being positive or negative
1. Distribution with two Gaussian modes. The modes are centered at 1e2 and
−1e2 and have variance 1e1;
2. Distribution with two Gaussian modes centered at ±1e10, each with vari-
ance 1e5;
3. Gaussian distribution with mean 0 and variance 100.
Memory Faults:
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4. An exponential distribution represents a single bit flip in the binary repre-
sentation of a floating-point number.
Non-Symmetric Faults:
5. Gaussian distribution centered at 1e2 and with variance 100 — represents a
one-sided error distribution (e.g. unsigned representation);
6. Mixture of models 1 and 2, each sampled half the time — models timing
errors in functional circuit units, which are biased toward most and least
significant digits [29].
4.4.2 Fault Model Discussion
In this chapter we use the same fault models as those found in Chapter 2, discussed
in Section 4.4.1. We model the impact of hardware faults as errors in intermediate
register/data values. Faults resulting in errors in registers containing control in-
formation (e.g. a memory address) tend to have low-cost resilience techniques to
account for these types of errors [25, 26]. While not covering all potential hard-
ware failure scenarios, this model represents a large class of potential hardware
faults. We consider a variety of fault rates that are encountered in current systems
and are projected to be encountered in future systems.
4.4.3 Numerical Stability
Numerical stability represents an algorithm’s ability to compute correct results
in spite of rounding and truncation errors that occur during the computation due
to the use of floating-point data. In the context of PDE solvers, the numerical
stability of algorithm translates to an algorithm’s ability to tolerate variations in
the step-size (i.e. increased scaling of the step-size), while still producing good
results. Therefore, to measure numerical stability of the different schemes we use
time-step scaling on each of the algorithms (for the RK-based schemes we scale




All of the schemes are configured to solve the given problems, discussed in the
next section, are configured to run until the same root mean squared (RMS) ac-
curacy of the output. In order to determine whether a given run was successful,
in the face of time-scaling or external hardware faults, we evaluate the total varia-





|uj+1 − uj| (4.15)
This summation is token over the entire output vector (including wrapping around
the end of the vector, u0 − uN−1). The metric is used to determine if the run was
a success by evaluating the following:
Success if TV(output) < TV (initial) (4.16)
In other words, if the total variation of the output is less than the total variation of
the initial state than the algorithm is considered a success.
4.4.5 Experimental Setup
A small sample of test problems are considered to test the effects of faults. Due to
the wide range of numerical schemes, equations, geometries and conditions, it is
necessary here to restrict attention to a small group of schemes and systems. As
mentioned, a clear classification can be made into explicit and implicit schemes
for evolution equations. The PETSc framework [67–69], an object-oriented par-
allel library designed to facilitate the development of PDE solvers, was used to
implement a number of semi-discrete spatial schemes. The PETSc library con-
tains a range of time-stepping schemes, both implicit and explicit, which could
be used with each of the spatial schemes. This provides two “axes” with which
to investigate the impact of faults. Because in practice a given scheme is chosen
due to the properties of the problem, a number of different equations and initial
conditions were also used.
Each of the test problems/equations contains a parameter (denoted by ) which
can change the nature of the equation from parabolic to hyperbolic, which may















with advection speed a and diffusion parameter 1
2
2. Unlike the other equations,
the advection-diffusion is linear.















which is a simple nonlinear equation. The inviscid Burgers’ equation ( = 0 in
Equation 4.18) is a prototypical system for “shock” behavior—the development
of discontinuities from smooth initial conditions.
The problems considered are as follows:
1. Advection of a Gaussian hill. A smooth and continuous initial condition,
which should be advected without deformation. In fault-free calculations
this problem strongly shows any numerical diffusion—which is present in
the UW scheme, and to a lesser extent KT.
2. Advection of a square wave. This discontinuous initial condition will cause
problems for schemes, like CD, which cannot handle such sharp changes
in solution—the TVD property is particularly important here. Numerical
diffusion will also be clearly highlighted by this problem.
3. Advection-diffusion of a square wave. The diffusion in this problem makes
life easier for all of the spatial schemes, which isolates the effects of faults
on the spatial schemes from other accuracy concerns.
4. Inviscid Burgers’ equation on a Gaussian hill. Initially smooth, this prob-
lem develops a shock—a discontinuity—a short time into the calculation.
Again, schemes with TVD properties are well suited to this problem.
5. Burgers’ equation on a square wave. Again, the diffusion will help schemes
without TVD properties, but a sharp change in the solution still causes dif-
ficulties.
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4.5 Results and Analysis
In order to address the first question of how numerical stability translates to error
resilience, we measure the success rates of the each algorithm configuration when
scaling the step sizes. Figure 4.2 shows the results of these experiments. Each
plot has the same x-axis (scaling of step size, 1 to 100) and y-axis (success rate-
which means percentage of experiments that pass TVD metric). The columns
represent the use of different time-stepping routines and each row represents the
use of different spatial discretizations (i.e. UP, CD,KT).
The first observation from these graphs is that the Euler based methods (FE)
tend to show poor stability. As soon as the step size increases the success rate
significantly drops off. This is expected as discussed in Section 4.2 based on the
simplicity of the iterate used in FE. We also observe that the BE and RK schemes
are consistently shown to exhibit good numerical stability. This is also expected
considering the adaptive nature of RK and robust implicit formulation of the BE
methods. Finally, the SSP method exhibited slightly better numerical stability
with the UPWIND scheme compared to Euler, but it was also clearly less stable
compared to RK and BE for all the spatial schemes. In sum, Figure 4.2 shows that
the BE and RK time-stepping schemes tend to exhibit the best numerical stability
and the KT and UPWIND spatial discretization schemes also tend to exhibit better
stability.
Now that we have measured the numerical stability of each of the schemes, let
us observe the impact of hardware faults on the schemes and measure their cor-
responding error resilience. Figure 4.3 shows the schemes as in Figure 4.2, but
we now measure the success rates (y-axis) in the presence of hardware faults as
described in Section 4.4. The x-axis in the plots represent the fault rate with which
errors are injected into the application, increasing moving from right to left. In
these experiments, one of three outcomes occurs from each run: 1) successfully
computed output - i.e. TVD metric passes (shown with blue bar), 2) the applica-
tion completed with an unsuccessful output - i.e. TVD metric failed (shown with
yellow bar), and 3) the application fails to complete, due to crash, exception, or
hang (shown with red bar).
From Figure 4.3, we can clearly see that the BE time-stepping scheme has
the highest success rates as the fault increases. The RK+KT scheme (bottom
right) also exhibited good resilience, providing a 100% success rate down to a
fault rate of 1e-6. The FE and SSP approaches however were significantly less
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Figure 4.2: Numerical stability experiments for Problem 1. Row 1 schemes use
the upwind spatial scheme, row 2 schemes use the CD scheme (only BE and SSP
were successfully configured with the CD scheme without errors), and row 3
schemes use the KT spatial scheme.
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Figure 4.3: Error resilience experiments for Problem 1. Row 1 schemes use the
upwind spatial scheme, row 2 schemes use the CD scheme (only BE and SSP
were successfully configured with the CD scheme without errors), and row 3
schemes use the KT spatial scheme. Fault model 1 is used for the experiments.
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accurate in computing useful results. Both of these schemes were able to return
a final output without a single crash or hang event, but for the majority of the
experiments as the fault rate increased, the results produced were not successful.
Given the ability of BE and RK+KT to produce a 100% success rate under external
faults and their strong numerical stability properties, shown in Figure 4.2, it would
seem to suggest that numerical stability does in fact translate well to hardware
error resilience. To evaluate these properties further across different scenarios we
also considered the impact of alternative hardware fault models, as described in
Section 4.4.
Figure 4.4 contains the results for problem 1 using the KT spatial scheme for
fault models 4, 3, and 5 (from top to bottom row). We find that the fault model can
have an impact on the overall success rate across all techniques, but we also find
that the relative ordering of the techniques according to success rate is maintained
across the different fault models. For example, in Figure 4.4, fault model 4 (first
row) has across the board higher success rates compared to the other fault models
and this is due primarily to the low average magnitude of fault from using this
type of mantissa bit flip error model. For fault models 3 and 5 we see that the
results for FE and SSP are significantly lower, but we also observe that BE and
RK continue to achieve a 100% success rate. This means that the robustness
benefits of certain solvers are in general applicable across different hardware fault
models. (Section 4.5.2 provides an additional analysis of results using different
magnitudes and an RMS accuracy metric.)
These results suggest that the BE and RK are the most robust solver scheme
irrespective of the usage scenario. Considering the other problems, discussed in
Section 4.4, however, we find that while this trend holds for similar types of prob-
lems there are other problems where the trend does not hold. Consider Figure 4.5,
which shows the error resilience of the schemes in the context of Problem 6b, the
Buckley Leverett problem. While RK still provides good resilience as the error
rates increase, the BE does not. In fact, the scheme which provides the best re-
silience for this problem scenario is SSP, even though BE has superior numerical
stability properties.
In order to better understand the relationship between numerical stability and
error resilience, we calculated the correlation coefficient for each technique, relat-
ing the stability percentage (i.e. success rate under step scaling) to the resilience
percentage (i.e. success rate under errors). Table 4.1 shows the correlation co-
efficient for each of the techniques and Figure 4.6 shows a scatter plot of each
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Figure 4.4: Error resilience experiments for Problem 1 with different fault
models. Row 1 schemes use fault model 4, row 2 uses fault model 5, and row 3
uses fault model 3.
Figure 4.5: Error resilience experiments for Problem 6b with fault model 1.
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of the potential configurations according to the measured error resilience (x-axis)
and numerical stability (y-axis). In Table 4.1 we observe that all of the potential
technique configurations exhibited positive correlations ranging from 0.4 to 0.9.
Values below 0.7 are considered to have relatively low correlation, while those
above 0.7 are considered to have a higher correlation. For the KT spatial scheme,
we observe that most of techniques are moderately correlated. This is expected
considering the poor performance for BE on certain problems (e.g. parabolic) and
vice versa for SSP. For the parabolic equations, BE actually performs better with
UP and CD leading to a higher overall correlation coefficient. Additionally, FE
also tends to be strongly correlated, but this is primarily because FE consistently
exhibits low error resilience across the different configurations. While these re-
sults do suggest a moderate positive correlation between the numerical stability
of a given scheme and its error resilience, it is also clear that this alone cannot be
used as a metric for selecting good error resilient designs for a given input.
Table 4.1: Correlation Coefficient for Numerical Stability vs. Success Rate with
Hardware Faults for Each Scheme (All Schemes Exhibit Medium to High
Positive Correlations)
Scheme Stability-Robustness Correlation
KT & FE 0.74
KT & BE 0.52
KT & RK 0.57
KT & SSP 0.40
UP & FE 0.74
UP & BE 0.87
UP & RK 0.57
UP & SSP 0.58
CD & BE 0.90
CD & SSP 0.91
In order to consider the performance of each of the schemes, we used the num-
ber of floating-point instructions as a proxy. Each of the solvers is run to the same
accuracy, configured when errors are not present. Figure 4.7 shows slowdown fac-
tor (y-axis) against fault rates for each of the time-stepping schemes in the context
of Problem 1 with the KT spatial scheme. With respect to the impact of faults
on performance we find that RK and BE were the only algorithms whose perfor-
mance changed as the error rate increased. This is expected since the RK method
uses adaptive stepping and BE as a variable number of iterations in its inner solve.




















Figure 4.6: Numerical stability vs. error resilience. In general, the higher the
numerical stability the more likely the approach provided error resilience.
However, there were some scenarios, e.g. BE with parabolic problems, where the
relationship was not as strong.
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Figure 4.7: Performance slowdown vs. fault rates, using a high accuracy target
(1e-8). RK performance slows down significantly faster than the other schemes
in the presence of faults.
showed slowdowns of 2-4x as the fault rate increased from 1e-8 to 1e-6, while BE
showed a more modest <10% slowdown for the same range.
When considering the absolute performance (Figure 4.8), however, we observe
that BE is typically 2x-3x slower than the RK method under a high accuracy tar-
get (1e-8). When considering a low accuracy target (1e-4) we observe that BE has
better performance than RK for all of the error rates due to its lower initial over-
head at low fault rates. Therefore in both low- and high-accuracy scenarios, the
scheme used for the solver (e.g. BE or RK) must be chosen carefully considering
the performance/resilience tradeoff.
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Figure 4.8: Absolute performance vs. fault rates, using both a high- and
low-accuracy targets.
4.5.1 Algorithmic Selection for Resilience
There can exist significant variance in the robustness characteristics of different
solver schemes for solving ODEs. Sometimes the resilience characteristics of
a solver are correlated with the numerical stability characteristics, but for some
problems and scenarios other variables are also important for the design. In order
to design the solvers for good error resilience, multiple variables will likely need
to be considered. For example, given information only on the problem and no in-
formation on the fault model, the following strategy would tend to select a scheme
with good error resilience properties: If the problem has a wide range in the rate
of change in the solution (sometimes described as the problem being ”stiff”), use
BE or an implicit scheme. If the problem has a small rate of change in the solution
(”non-stiff”), use RK or another adaptive scheme. In the case that information is
also available on the fault model itself (e.g. average fault magnitude, distribution
of the magnitude, rate of failures, etc.), we propose to use a machine learning
approach to select good schemes for a given scenario. Figure 4.9 shows an ex-
ample decision tree learned from running several prior experiments. To evaluate
this approach, we used the results from parameter sweep experiments, to train a
statistical classifier, the J48 decision tree, as implemented in WEKA [31]. By
following the decision tree logic we can better select an algorithm that matches a
given scenario.
Figures 4.10 and 4.11 show the average success rate and average performance
of the techniques over all the potential configurations. Figure 4.10 shows results
assuming a fault rate of 1e-8 and Figure 4.11 shows results assuming a fault rate of
1e-5. On the x-axis we consider the success rate and performance of each scheme
independently (i.e. using the same scheme for every problem). We also consider




















Figure 4.9: Example decision tree used to pick a scheme with good robustness

















































Figure 4.10: Average success rates (left) and average performance (right) for
each of the techniques for a fault rate of 1e-8. Each technique is considered
individually along with an oracle technique (uses best-case technique for input)
and a decision tree based technique (uses the technique selected by following
learned decision tree).
case technique for a given problem. Finally, the decision tree-based approach
selects an algorithm based on a decision tree built over the training data. We
use a ninefold cross validation to find the average performance and success rate
using the decision tree (i.e. we break the data up into nine groups, for each group
we attempt to predict the best technique based on a tree learned from the other
eight groups). We then take the average to find the performance of the decision
tree based approach. The decision tree based approach for algorithmic selection
provides a 10%-15% increase in success rate over the best case single technique
used. The performance is slower than the best performance techniques (less than
order of magnitude compared to best case), but it is also significantly faster than















































Figure 4.11: Average success rates (left) and average performance (right) for
each of the techniques for a fault rate of 1e-5. Each technique is considered
individually along with an oracle technique (which uses the best-case technique
for input) and a decision tree based technique (which uses the technique selected
by following the learned decision tree).
Problem 3 Problem 4






















































Figure 4.12: Fault magnitudes vs. relative error using CD for problems 1-4 .
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4.5.2 Sensitivity Study
For each problem and each spatial scheme, the different time-stepping schemes
are tested using parameters that provide the best accuracy in the absence of faults.
The accuracy of every run is tested against a “truth” solution which is obtained
either analytically or from very high-resolution numerical calculations. The fault-
free (or “gold”) calculations are compared with these true solutions to obtainEgold.
The impact of faults is calculated by (Efaulty − Egold)/Egold (as a percentage), and
averaged over an ensemble of 20 runs.
Tables 4.2 & 4.3 show the variation in the (average) number of function evalua-
tions as fault rate increases for various schemes. The general trend is upward—the
BE scheme requires more iterations for convergence, while the RK scheme used
its adaptive time-stepping to counteract the fault-induced errors.
Table 4.2: Problem 4, Function Evaluation Counts (RHS)
Schemes/Fault rate 1e-5 1e-4 1e-3
CD and BE 615 617 1654
CD and RK 78 85 92
UW and BE 609 672 1
UW and RK 115 133 182
KT and BE 1144 1235 1668
KT and RK 175 169 224
Table 4.3: Problem 5, Function Evaluation Counts (RHS)
Schemes/Fault rate 1e-5 1e-4 1e-3
CD and BE 3545 4018 15856
CD and RK 183 190 267
UW and BE 3064 7770 14162
UW and RK 392 434 609
KT and BE 1234 3564 14398
KT and RK 462 595 1316
The types of applications errors that manifest and the degree of output noise
is dependent on the types of faults incurred during execution (i.e. the fault mod-
els). When considering the impact of different fault models across different solver
schemes, we find that the relative ordering according to the accuracy is similar for
the majority of the schemes/problems is unchanged. To better understand the im-

















































































































































































































































































































































































































































































































































































































































































































Figure 4.14: Completion rates using (L) CD, (C) UW, and (R) KT spatial
schemes.
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of several different fault models that represent potential hardware error behaviors
(Section 4.4).
Figure 4.12 shows how different average fault magnitudes impact the accuracy
(y-axis) for each of the solver configurations (x-axis). As expected, the relative
error of each of the techniques tends to increase as the fault magnitude increases.
These graphs show that the observations made in Section 4.5 are largely indepen-
dent of fault magnitude distribution. In Figure 4.12, the ordering of the techniques
is fairly constant (i.e. FE > BE > RK). RK tends have the smallest increase in
error as the fault rate increases compared to the FE and BE schemes. Moreover,
for some problems (e.g. Problem 4), the BE scheme actually performs signifi-
cantly worse as the average magnitude of error increases as compared to the other
approaches. The impact of varying fault rates on the relative error and completion
rate with each spatial scheme are shown in Figures 4.13 and 4.14 respectively. As
expected, the FE scheme tends to perform especially poorly in the presence of
errors, while the RK scheme tends to have a smaller increase in relative error as
the fault rate increases.
Figures 4.15, 4.16, and 4.17 shows how different fault models (each line in leg-
end) impact the accuracy (y-axis) for each of the solver configurations (x-axis).
As one might expect, the magnitude of the average output accuracy changes dras-
tically between model 4 and the other models, due to the several orders of mag-
nitude increase in the intermediate fault magnitude. Figures 4.15 and 4.16 show
the accuracy across fault models for the KT and CD spatial schemes respectively.
The error rate is 1e-4, which equates to several hundred to thousands of errors
during the run. For the fault models (1, 3, and 5) with larger intermediate error
magnitudes, this error rate was simply too high and all of the experiments either
crashed or provided a prohibitively high output error.
In Figure 4.17, we compare the fault models at a lower error rate of 1e-8 for the
CD spatial scheme. We observe that the relative accuracy of the techniques when
compared across different fault models is highly similar. We also observe error
rate has a significantly higher impact on the behavior of the application.
4.6 Limitations
Our approach is limited by the amount of profiling data that can be performed.






































































































Figure 4.15: Accuracy impact of varying fault models for different solver
configurations using the KT spatial scheme. Fault rate = 1e-4. The accuracy for





































































































Figure 4.16: Accuracy impact of varying fault models for different solver
configurations using the CD spatial scheme. Fault rate = 1e-4. The accuracy for














































































































Figure 4.17: Accuracy impact of varying fault models for different solver
configurations using the CD spatial scheme. Fault Rate = 1e-8. The accuracy for
fault model 3 is > 1e100 at this error rate.
ent algorithms in terms of performance, robustness, stability, and other application
characteristics can make the choice of algorithm for providing good resilience for
the same resilience difficult. In some cases, the selection was clear. For example,
under low accuracy targets, BE can provide significantly better error resilience
compared to the other schemes, with comparable performance. However, in other
scenarios the tradeoff may not be available.
The methodology for this study also assumes that hardware faults are mani-
fested as numerical errors. This may not cover many faults. Under the bitflip
model, we also considered the impact of mantissa faults alone, as the exponent
bitflips tend to result in crashes, hangs, or drastically incorrect results. It is un-
likely that using algorithmic selection to leverage application-level error resilience
will alone be able to protect against these types of errors.
4.7 Conclusions
Stability considerations would suggest that implicit PDE solvers would be more
robust to hardware faults than explicit schemes. The unconditional stability of
the backward Euler scheme means that small local errors are not amplified and
propagated through the solution. Hardware faults, as considered here, are differ-
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ent both in character and magnitude, and their impact on PDE solvers has not
been widely studied. The interesting results presented here are surprising, as they
show a significant impact both on the performance and accuracy of the backward
Euler scheme. While the performance would be expected to suffer in the face of
hardware faults due to a longer time taken for convergence, the accuracy of the
converged solution was not expected to be as badly affected as seen here.
Also surprising was the remarkable success of the adaptive Runge-Kutta method
when subjected to emulated hardware faults. While adaptive RK schemes are the
workhorses of differential equation solvers, they remain conditionally stable. In
principle, the “right” perturbation could push the solver into a region of instabil-
ity and impact the accuracy of the calculation. On the contrary however, the RK
scheme considered here was remarkably tolerant to hardware faults. The adaptive
time-step control managed to deal with the perturbations caused by the hardware
faults, so while the performance was affected the accuracy remained relatively
unaffected even at rather high fault rates.
This seemingly counter-intuitive result bears further study. Numerical analy-
sis of both schemes traditionally deals with rounding and truncation errors, and
does not explicitly consider how the algorithms perform when subjected to larger-
magnitude perturbations. These numerical experiments point the way toward an
interesting program of further computations and theoretical investigation. In par-
ticular, it would be interesting to analyze the propagation of a large-magnitude
error through the RK and BE schemes. Further numerical work could consider





All of the approaches discussed thus far seek to augment or leverage inherent ap-
plication level error resilience. In this chapter we describe a more general strategy
of taking an arbitrary application and converting it into another form which has
significantly improved error resilience properties.
5.1 Introduction
Power has been, for some time now, a first-order design constraint for micropro-
cessors [70]. In fact, performance, yield, and functionality are routinely sacrificed
for power considerations today [71, 72].
An important reason why modern microprocessors consume a significant amount
of power is that they are often designed conservatively (i.e., are guardbanded) to
allow correct operation under the worst-case manufacturing and environmental
conditions [73]. The power cost of conservative design is high and is only in-
creasing with increasing process variation in the current CMOS and post-CMOS
technologies. Applying a power reduction technique such as voltage scaling re-
duces power, but the benefits continue to be limited by the inherently conservative
nature of the baseline worst-case design [74].
Some recent proposals [75] have advocated reducing processor power by elimi-
nating design-level guardbands against worst-case conditions. Processors without
design-level guardbands consume lower power than their counterparts designed
for the worst-case. However, such processors may be unreliable once the volt-
age is reduced below a certain threshold. Unreliability is due to the possibility of
timing errors induced by process variation and environmental fluctuations.
Previous proposals largely employ hardware-based mechanisms to detect and
correct variation-induced errors in processors with reduced guardbands. These










Figure 5.1: The traditional approach to dealing with hardware uncertainties is
through guardbanding. We allow hardware errors to be exposed to software
which is robustified to tolerate these errors.
the errors. Hardware-based mechanisms to detect and correct variation-induced
timing errors have associated area and power costs. Costs may be especially pro-
hibitive in the face of drastic reduction in the supply voltage [75, 76].
In this research, we explore the feasibility of an approach that allows these er-
rors to occur freely and handles them in software at the algorithmic level (Figure
5.1). An algorithmic approach for error correction would allow us to eliminate
or minimize the area and power cost of lower-level hardware-based mechanisms
to detect and correct errors by replacing the original computation with one that
may take slightly longer to complete. The approach presented in this research
consists of reformulating applications as stochastic optimization problems. In the
last thirty years, the machine learning and numerical optimization community has
produced and analyzed many successful stochastic optimization procedures and
online learning algorithms for solving large-scale learning problems (see [77–79]
for surveys). We propose an entirely different application for stochastic optimiza-
tion: a generic engine for building robust applications on processors that produce
variation-induced errors. Unlike the traditional setting for stochastic gradient de-
scent, where stochasticity arises because the gradient direction is computed from a
random subset of a data set, here the processor itself is the source of stochasticity.
We call this approach application robustification.
As a specific instance of the proposed approach, we show that it is possible,
under certain optimistic assumptions, to robustify a large class of important, com-
mon applications against timing errors that occur in the numerical units of voltage
overscaled processors. For example, solving least squares problems or finding
eigenvalues of a matrix can be readily cast in a variational form. Similarly, many
combinatorial problems such as sorting an array of numbers, finding a minimum
cut, a maximum flow, shortest distances, or a matching in a graph can also be
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cast into variational form. To solve such problems on a stochastically correct
processor (stochastic processor) [80–83], we express them as constrained opti-
mization problems, mechanically convert these to an unconstrained exact penalty
form, and then solve them using stochastic gradient descent and conjugate gra-
dient algorithms. When the source of unreliability in the processor is stochastic,
existing theoretical results on the convergence rate and robustness of stochastic
gradient optimization carry over directly to this setting. This approach is quite
generic, since linear programming, which is P-complete, can be implemented this
way. In fact, we present examples of robustification under optimistic assumptions
for both applications for which precise outputs are typically required (fragile ap-
plications), e.g., sorting, etc., as well as the ones for which small errors in the
output are typically acceptable (intrinsically robust applications), e.g., IIR filters,
etc.
Note that this research explores only the potential upside of the proposed ap-
proach. Several simplifying assumptions have been made (as discussed in Sec-
tion 5.9 and throughout the research). Future work will continue to evaluate and
mitigate the costs.
The contributions of this research are as follows:
• We present a general approach for converting applications into a form that
may be robust to variation-induced errors. Our approach is applicable, un-
der certain optimistic assumptions, to all applications that can be mapped
into a stochastic optimization problem. To the best of our knowledge, this
is the first work on a generic methodology to transform application code
for error tolerance that may work for both fragile and intrinsically robust
applications.
• We develop an FPGA-based framework for evaluating the potential robust-
ness benefits of the proposed approach. Our FPGA-based framework emu-
lates timing errors in the floating-point unit (FPU) of a Leon3 [84] proces-
sor. We show through our experiments that stochastic versions of applica-
tions can produce good quality outputs in the face of errors under certain
assumptions. We also show that good quality results are possible for both
intrinsically robust algorithms as well as fragile applications.
• We demonstrate that there is a real need to develop optimization-based code
transformation methodologies that address the processor as a new source of
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stochasticity. Writing stochastic versions of applications may become a
necessity for future CMOS and post-CMOS computing due to increasing
variation. Future work will evaluate and mitigate the costs of the proposed
approach.
The rest of this chapter is organized as follows. Section 5.2 presents related
work. Section 5.3 summarizes known properties of stochastic gradient solvers
and illustrates a generic framework for implementing robust applications using
modified gradient descent. Section 5.6 presents four examples of converting an
application into its robust, stochastic form. Section 5.7 presents our methodology
and results. Section 5.9 discusses the limitations of the proposed methodology
and future work. Section 5.10 provides conclusions.
5.2 Related Work
Recently proposed stochastic processor designs [80–83] aim to fundamentally re-
think the software / hardware interface by allowing hardware to produce errors
even during nominal operation. The numerical algorithmic techniques presented
in this research represent one method of addressing errors in stochastic processors
by handling them at the application level.
Some past works have also addressed error tolerance at the algorithmic level.
Algorithmic noise tolerance [85] is a technique for DSPs in which voltage over-
scaling is employed to reduce power consumption, and knowledge of the DSP’s
transfer function and input/output characteristics are used to tolerate errors that
occur. Error resilient system architectures [86] target probabilistic algorithms
and use a large pool of unreliable, power-efficient computing resources as the
main workhorse, while a smaller set of reliable resources is used to deal with
errors and ensure that computations are completed. Algorithm-based fault toler-
ance [11] addresses errors at the algorithmic level by encoding input data with
supplemental checksums, modifying algorithms to produce the encoding for the
output data, and using the encoded data to detect and correct errors when possi-
ble. Algorithm-based fault tolerance (ABFT) [11] was originally proposed with
respect to protecting matrix multiplication type operations. Each matrix was en-
coded with both column and row checksums, which were preserved across linear
operations and used to detect multiple faults and correct up to one single entry
fault. Follow-up studies [12, 16, 18, 20] included an investigation of ABFT-based
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techniques for more general linear algebra operations and multiprocessors. Some
ABFT-based approaches have also been investigated in the context of multigrid
applications [20].
In contrast to the above approaches that are limited by their application-specific
nature, the methodology that we present in this research for application-level error
tolerance is generic and can potentially drive a large class of important applica-
tions on stochastic processors.
Circuit-level techniques represent another more general method of dealing with
errors. Techniques such as Razor [75], delay line speed detectors [87], and triple-
latch monitors [88] all allow voltage to be scaled down to save power by eliminat-
ing conservative guardbands. These techniques either limit the extent of scaling to
prevent errors [87, 88] or provide circuitry to detect and correct errors when they
occur [75]. Although these techniques are generally applicable, they incur area
and power overheads not only in the worst case when errors occur, but also in the
average case of operation. For this reason, power efficiency may often be maxi-
mized when errors are addressed by general techniques at the algorithmic level. It
is likely that the best solution will be one where algorithm-based techniques and
hardware work in concert.
5.3 Proposed Approach
Our goal is to recast a given problem into an equivalent numerical problem that
can tolerate noise in the FPU, and whose solution encodes the solution to the
equivalent problem. Let the vector x∗ denote the (unknown) solution to our prob-
lem. To devise a robust algorithm, we construct a cost function f whose minimum
is attained at x∗. Solving the problem then amounts to minimizing f . The main
challenges, as illustrated in Figure 5.2, are
• How to construct f without knowing the actual value of x∗ a priori?
• How to choose an optimization engine that converges quickly and tolerates
CPU noise?
Since the selection of the minimization function can often depend on the opti-










Figure 5.2: Application robustification involves converting an application to an
unconstrained optimization problem, where the minimum corresponds to the
output of the original non-robust application.
5.4 Stochastic Solvers for Constrained Optimization
Under mild conditions, as long as step sizes are chosen carefully, gradient de-
scent converges to a local optimum of the cost function even when the gradient is
known only approximately. For this reason, we rely on gradient descent as the pri-
mary optimization engine to construct algorithms that tolerate noise in the CPU’s
numerical units. To minimize a cost function f : Rd → R, gradient descent
generates a sequence of steps x1 . . . xi ∈ Rd via the iteration
xi ← xi−1 + λi∇f(xi−1) (5.1)
starting with a given initial iterate x0 ∈ Rd. The vector∇f(xi−1) is a subgradient
of f at xi−1, and the positive scalar λi is a step size that may vary from iteration to
iteration. The goal is for the sequence of iterates to converge to a local optimizer,
x∗, of f .
The bulk of the computation in gradient descent is in computing the gradient
∇f . There may be variation-induced errors while computing ∇f . We denote
the resulting noisy gradient by ∇f(xi−1; ξi), with ξi denoting a random variable
independent of xi−1. The remaining operations, including computing the step size,
updating xi with the step, and testing for convergence, are assumed to be carried
out reliably as they are critical for convergence. Thankfully, these steps require
relatively little computation and can be robustified at a small cost (e.g., increasing
the voltage during these steps, software-level redundancy, etc.).
The suitability of gradient descent for processors with reduced guardbands is
due to the fact that under various assumptions of local convexity on f , xi is known
to approach the true optimum as iterations progress. The following theorem is
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distilled from [77], but variants of these results have appeared throughout the lit-
erature (for example, [78, 79, 89] and references therein).
Theorem 1. Let x∗ be a minimizer of f . Suppose that the noisy subgradient,
∇f(x; ξ) is unbiased (Eξ∇f(x; ξ) = ∇f(x)), and has bounded variance
( Eξ ‖∇f(x, ξ)‖2 < M2 for some scalar M > 0)
If f is convex, lower-semicontinuous, and the step sizes obey λi = O(1/
√
i),
then the iterates of (5.1) satisfy





If f is c-strongly convex and L-Lipschitz, and the step sizes obey λi = O(1/i),
then the iterates of (5.1) satisfy







The expectation in both cases is over the sequence of ξ1, . . . , ξi.
Thus, not only is the correct answer recovered almost surely, but each additional
iteration improves its accuracy beyond the precision of the subgradient. That is,
even if the CPU approximates ∇f to only a few bits of precision, as long as the
approximation is unbiased, gradient descent can eventually extract a solution with
arbitrarily high accuracy. Therefore we get for free the benefit of additional iter-
ative refinement techniques [90] that are typically used to improve the accuracy
of numerical algorithms on today’s processors. The robustness of gradient de-
scent makes it an attractive choice as the computational back-end for solving the
optimization problems.





s.t. g(x) ≤ 0 (5.5)
h(x) = 0 (5.6)
for some functions f , g, and h. Constrained versions of gradient descent in the
stochastic setting have been previously analyzed [77]. These methods typically
involve projecting the gradient or the iterate on the feasible set after each iter-
ation. This step can be quite expensive, as it typically involves solving at least
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a least squares problem. Interior point methods based on log-barrier/Newton
steps [91] are ostensibly promising, but in practice, they require computing a
Newton-step, which wipes out any potential power benefits. Instead, we rely
on an exact penalty method to convert constrained problems into unconstrained
problems that can be solved by gradient descent. The following result is distilled
from [92] (mainly Proposition 5.5.2, and folding in linear independence constraint
qualification (LICQ) conditions on g and h).
Theorem 2. Let x∗ be a unique optimizer of (5.4), with g and h both affine linearly









The operator [·]+ = max(0, ·) returns its argument if it is positive, and zero
otherwise. A similar result for quadratic exact penalty functions of the form
f(x) + µ
∑




+ also hold [93]. This theorem states that
a constrained optimization problem of the form (5.4) can be converted into an
unconstrained form (5.7) by penalizing constraint violations in the objective func-
tion.
5.5 Variants on Gradient Descent
As Theorems 1 and 2 show, the actual rate of convergence depends on several fac-
tors including the modulus of convexity c of the minimization function f , and the
size of each step taken. For example, if the objective function has low modulus
of convexity (a property called ill-conditioning), the gradient search direction can
converge arbitrarily slowly, instead of bouncing around in directions perpendic-
ular toward that of the minimum. To alleviate some of the artifacts, we can add
momentum to the search direction using the update rule:
xi ← xi−1 + λidi (5.8)
di ← α∇f(xi−1) + (1− α)di−1 (5.9)
This modified direction essentially becomes a smoothed running average of the
recent directions/gradients, and the scalar α controls the amount of smoothing in
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the search direction. Adding momentum provides two benefits. If the gradient is
pointing in a similar direction for multiple consecutive iterations, then it is likely
to continue in that direction in the next few iterations. In that case, the momentum
is built up causing the descent to move faster along this direction. On the other
hand, if the gradient is oscillating between two different directions from iteration
to iteration, then the momentum helps to dampen the oscillations, and points the
search direction toward the direction of progress.
Similarly, different step sizes may work better for different applications when
performing gradient search. Scaling the step size as 1
i
, where i is the number of
iterations, may make the step size too small in later iterations, making it difficult
for the search to converge. Scaling it as 1√
i
allows the step size to remain larger
while still causing it to continuously decrease. We also examined using a fixed
number of iterations, followed by a period of variable stepsizing. We refer to this
technique as aggressive stepping. In the phase of variable step sizing, the step
size is increased by a factor βsuccess every time the step causes the cost function
to decrease. On the other hand, the step size is decreased by a factor βfail every
time the last move caused the cost function to increase. The phase continues until
the percentage change between two consecutive steps drops below a threshold.
Finally, while gradient descent on a convex function is guaranteed to make
progress, it is possible to construct a function where this progress is arbitrarily
slow. Consider, for example, an elongated quadratic valley. The gradient de-
scent direction is generally a poor direction for this type of function and other
ill-conditioned problems, because it does not point toward the minimum. Precon-
ditioning fixes this problem with gradient descent by reshaping the cost function.
Given the cost function f(x), we minimize instead a new function g(y) = f(Ay).
We chose the matrix A so that g(y) is better conditioned, i.e. looks more like a
bowl than a valley. Once we have the optimum y∗, we can then recover x∗ via the
relation x = Ay.
5.5.1 Conjugate Gradient
While we use gradient descent as a search strategy for most of our kernels, some
kernels may warrant other search strategies. For example, with a least squares
problem, discussed in Section 5.6.1, the structure of the problem can be exploited
to construct better search directions and step sizes. One approach, typically re-
101
served for very large problems, is the conjugate gradient (CG) method [94]. The
method examines the gradients of the cost function to construct a sequence of
search directions that are mutually conjugate to each other (i.e. where two search
directions pi and pj satisfy pTi Apj = 0, ∀i 6= j for a particular matrix A). On
a reliable processor, when CG is applied to a least squares problem, it is guar-
anteed to converge in at most n iterations (where n is the number of variables to
solve for in the least squares problem). The convergence of CG when the gradi-
ent directions are noisy is also well understood [95]. To reduce the effect of noisy
gradients, our implementation of CG resets the search direction after every few
iterations.
5.6 Application Transformation for Robustness
How to transform a given problem into its variational form (5.4) is often im-
mediately obvious from the definition of the problem. For example, the least
squares problem is already defined as an optimization problem. Otherwise, the
post-condition of the problem can often be converted into a cost function whose
optimum solves the problem illustrated by the IIR example, Section 5.6.2. Once
converted into a variational form, any optimization technique that is robust to nu-
merical noise, such as the ones previously described, can be used to find a solution
to the problem. We provide several illustrative examples in this section.
5.6.1 Least Squares
Given a matrixA and a column vector b of the same height, a fundamental problem
in numerical linear algebra is to find a column vector x that minimizes the norm
of the residual Ax − b. This problem is typically implemented on current CPUs
via the SVD or the QR decomposition of A. In Section 5.7 we show that these
algorithms are disastrously unstable under numerical noise, but that minimizing
f(x) = ‖Ax − b‖2 = x>A>Ax − 2b>x + b>b by gradient descent tolerates
numerical noise well. The gradient in this case is∇f(x) = A>(Ax− b).
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5.6.2 IIR Filters
Filtering a signal with an infinite impulse response (IIR) filter is a basic operation
in signal processing. The problem is naturally defined as passing an input signal





−i to obtain the desired













On a stochastic processor, this recursive implementation accrues noise in x as t
grows. To recast this variationally, observe that the output signal x must satisfy
the post-condition
∑m
i=0 bix[t − i] =
∑n
i=0 aiu[t − i] for all t, or in matrix form,
Bx = Au, where the matrices A and B are banded diagonal,
A =

a0 0 . . .
an . . . a0 0 . . .
. . .




b0 0 . . .
bm . . . b0 0 . . .
. . .
. . . bm . . . b0
 (5.11)
and u and x are t-dimensional column vectors that represent the given input
and desired output signals respectively. The desired output therefore minimizes
f(x) = ‖Bx − Au‖2, and can be found by least squares as described in Sec-
tion 5.6.1. In experiments, we use the standard noisy feed-forward technique to
generate the initial iterate for the stochastic least squares solver.
5.6.3 Sorting
To sort an array of numbers on current CPUs, one often employs recursive algo-
rithms like QUICKSORT or MERGESORT. Sorting can be recast as an optimiza-
tion over the set of permutations. Among all permutations of the entries of an
array u ∈ Rn, the one that sorts it in ascending order also maximizes the dot
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product between the permuted u and the array v = [1 . . . n]> [96]. In matrix nota-
tion, for an n×n permutation matrix X , Xu is the sorted array u if X maximizes
the linear cost v>Xu. Since permutation matrices are the extreme points of the
set of doubly stochastic matrices, which is polyhedral, such an X can be found by
solving the linear program
max
X∈Rn×n






Xij ≤ 1 (5.12)
The corresponding unconstrained exact quadratic penalty function is






















where λ1 and λ2 are suitably large constants, and the ijth coordinate of the sub-
gradient of f is













Note that sorting is traditionally not thought of as an application that is error
tolerant. Our methodology produces a potentially error tolerant implementation
of sorting.
5.6.4 Bipartite Graph Matching
Given a bipartite graph G = (U, V,E) with edges E connecting left-vertices U
and right-vertices V , and weight function w(e), e ∈ E, a classical problem is
to find a subset S ⊆ E of edges with maximum total weight ∑e∈S w(e) so that
every u ∈ U and every v ∈ V is adjacent to at most one edge in S. This is the
maximum weight bipartite graph matching problem and is typically solved using
the Hungarian algorithm or by reducing to a maximum flow problem and applying
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the push-relabel algorithm [97]. Like other linear assignment problems, it can also
be solved by linear programming: let W be the |U | × |V | matrix of edge weights
and let X be a |U | × |V | indicator matrix over edges, with Xij binary, and only
one element in each row and each column of X set. The weight of a matching
given by X is then
∑
ij XijWij , which is linear in X , so it suffices to search over
doubly stochastic matrices, as in the previous example.
Typical implementations of bipartite graph matching are again not considered
error tolerant. Our methodology produces a potentially error tolerant implemen-
tation of bipartite graph matching.
5.6.5 Maximum Flow
Given a graph (V,E) with costs (Cij) associated with each edge ∈ E and two
nodes identified as a source s ∈ V and sink t ∈ V , the maxflow problem involves
finding the path through the graph from source to sink which exhibits the max-
imum cost or maximum flow. The path of the maximum flow of the network is
also equivalent to the problem of identifying the mincut, which is the minimum
flow that must be removed from a network so that there is no flow between s and
t. The baseline implementation of the maxflow problem is implemented using the
Ford-Fulkerson algorithm. Fij indicates the flow from vertex i to j. Cij is the











Fvu = 0 ∀v ∈ V/s, t (5.16)
Fuv ≤ Cuv ∀u, v ∈ V (5.17)
−Fuv ≤ 0 ∀u, v ∈ V (5.18)
5.6.6 All Pairs Shortest Path
Another common problem involving graphs is the problem of finding the shortest
path between all pairs (all-pairs shortest path). Given a graph G = (V,E) (of
size = (m,n)), the goal is to find the shortest path from every pair of vertices
i, j ∈ V . The baseline implementations of all-pairs shortest path are typically
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more efficient than simply executing Dijkstra’s algorithm on every node. Floyd-
Warshall’s algorithm is a fast dynamic programming solution and is used as the
baseline implementation. D is a (m,n) matrix where Dij represents the shortest





s.t. Dvv = 0 ∀ v ∈ V (5.20)
Duw − Lvw −Duv ≤ 0 ∀u ∈ V, ∀ vw ∈ E (5.21)
The length of each edge is Lij . The baseline complexity of the algorithm is
|V |3.
5.6.7 Other Combinatorial Problems
A host of other combinatorial problems can be solved exactly on stochastic pro-
cessors by reduction to linear programming. These include maximum flow, min-
cut, and shortest path [98]. In addition, the best approximation algorithms for
many NP-hard problems involve rounding the solution to linear programs [98].
Other numerical problems The Courant-Fisher minmax theorem (Theorem
8.1.2 in [94]) expresses the kth largest eigenvalue and eigenvector of a matrix in
variational form. Alternatively, one can find the top eigenvalue/eigenvector pair
by maximizing a Rayleigh quotient, subtracting the resulting rank-1 matrix from
the target matrix, and repeating k times. Many data fitting problems, like fitting
support vector machines (SVM), are defined as variational problems, and efficient
stochastic gradient algorithms for them already exist [79].
To summarize, the above numerical optimization-based methodology can be
used to make a large class of applications robust — the ones that require precisely
correct outputs (fragile applications), e.g., sorting, etc., as well as the ones that
that do not (intrinsically robust applications), e.g., IIR filters, etc. To the best
of our knowledge, this is the first work on a generic methodology to transform
application code for timing error tolerance that may work for both fragile and
intrinsically robust applications.
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Figure 5.3: Measured distribution of error magnitudes for floating-point data
versus the distribution used for emulating the behavior.
5.7 Methodology
To evaluate the robust versions of the aforementioned algorithms, we built an
FPGA-based framework with support for controlled fault injection. Our frame-
work consists of an Altera Stratix II EP2S180 FPGA that hosts a Leon3 [84] soft
core processor. The FPGA-based framework allows us to run the stochastic and
baseline implementations of our applications on the Leon3 core.
The framework is designed to provide us fine-grained control over the stochas-
ticity of the processor. To introduce stochasticity, we chose to inject errors in
the floating-point unit (FPU) of the Leon3 core. Error injection was done using
a software-controlled fault injector module that we mapped onto the FPGA. At
random times, the fault injector perturbs one randomly chosen bit in the output
of the FPU before it is committed to a register. The distribution of bit faults was
modeled from circuit level simulations of functional units [29], where many of
the errors predominantly occur in the most significant bits. The rest of the faults
primarily occur in the low-order bits, resulting in low-magnitude errors. Figure
5.3 illustrates the measured distribution of faults across floating-point bits and the
distribution used to emulate this behavior.
The time between corruptions was drawn using a uniform distribution gener-
ated by a linear feedback shift register. While the fault model is simplistic, it is
appropriate considering the goal of the dissertation. Also, the fault model is a sur-
prisingly reasonable approximation of voltage overscaling-induced errors in the
FPU.
To calculate the energy benefits from application robustifcation, a model for
voltage versus error rate of the FPU is needed. Figure 5.4 represents the rela-
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Figure 5.4: Error rate of an FPU as the voltage is scaled.
tionship between voltage and error rate for the FPU that was used for our energy
calculations. The results were generated using circuit-level simulations.
5.7.1 Fault Model Discussion
In this chapter we use a fault model similar to the bitflip model found in Chapter 2,
discussed in Section 4.4.1. We model the impact of hardware faults as errors in
intermediate register/data values. Faults resulting in errors in registers contain-
ing control information (e.g. a memory address) tend to have low-cost resilience
techniques to account for these types of errors [25, 26]. While not covering all
potential hardware failure scenarios, this model represents a large class of poten-
tial hardware faults. The results are limited in this chapter by considering only
one potential fault model. However, the numeric opimization-based forumalation
should theoretically be robust to a wide range of fault models as long as the error
has zero mean (Section 5.4). We consider a variety of fault rates that are encoun-
tered in current systems and are projected to be encountered in future systems.
Future work should consider evaluations for other fault models.
5.8 Results
This chapter provides experimental evaluations that were used to determine the




To explore the feasibility of the proposed approach to provide robustness and en-
ergy benefits, we evaluated stochastic gradient descent (SGD) on four problems,
least squares, IIR filters, bipartite graph matching, and sorting across a wide range
of fault rates. We evaluated both linear scaling (LS) of the step size, 1
t
, and sqrt
scaling (SQS) of the step size, 1√
t
, where t is the number of iterations. We also ex-
amined aggressive stepping (AS) (see Section 5.5). In our graphs, SGD refers to a
fixed number of iterations, while SGD+AS refers to the fixed number of iterations
with a period of aggressive stepping at the end.
The metric used to describe the quality of output is different for each bench-
mark. For sorting, the y-axis represents the percentage of outputs where the entire
array is sorted correctly (any undetermined entries (NaNs), wrongly sorted num-
ber, etc., is considered a failure). For bipartite graph matching, the y-axis rep-
resents the percentage of outputs where all the edges are accurately chosen. For
least squares, the quality of output is measured as the relative difference between
the ideal output and actual output (‖Ax − b‖2 ). For the IIR filter, the quality of
output was measured using the mean square error (MSE) metric, and the ratio of



















Fault Rate (% of FLOPs)
Accuracy of Sort - 10000 Iterations
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Figure 5.5: Success rate for different


























Fault Rate (% of FLOPs)
Accuracy of Least Squares -1000 
Iterations
Base: SVD SGD,LS SGD+AS,LS
Figure 5.6: Relative error for different
implementations of least squares as a
function of fault rate (lower is better).
SQS results in errors larger than 1.0.
We chose small problem sizes for our evaluations due to low FPGA-based sim-
ulation speeds and the need to manually orchestrate each experiment (e.g., iden-
tify coefficients, parameters, etc.). For sorting, array size is five elements. For
the LSQ problem, A is 100 × 10 and B is 100 × 1. Bipartite graph matching is
performed for a graph with 11 nodes and 30 edges. IIR filter uses a 10-tap fil-





















Fault Rate (% of FLOPS)
Accuracy of IIR - 1000 Iterations
Base SGD,LS SGD+AS,LS SGD+AS,SQS
Figure 5.7: Error-to-signal ratio for
different implementations of IIR as a

















Fault Rate (% of FLOPs)
Accuracy of Matching - 10000 
Iterations
Base SGD, LS SGD+AS, LS SGD+AS, SQS
Figure 5.8: Success rate for different
implementations of bipartite graph
matching as a function of fault rate.
each of the application baselines. Sorting was implemented using the C++ stan-
dard template library (STL). Least squares was implemented using SVD, QR, or
Cholesky decompositions. IIR was implemented using a simple procedural rou-
tine (Section 5.6). Bipartite graph matching was implemented using the OpenCV
library [99].
Our evaluations were performed for different fault rates. We define fault rate
to be the inverse of the average number of floating-point operations between two
faults. Note that the baseline kernels will not see any errors at very low fault rates
(≤ 0.1), due to the small problem sizes (i.e. not enough floating-point operations).
Examining the results, we see that we are able to achieve high-quality results
for both the fragile and the intrinsically robust applications. Sorting (Figure 5.5)
performs poorly with linear step size scaling, but with sqrt step size scaling is able
to achieve 100% accuracy even with large fault rates. Least squares (Figure 5.6),
on the other hand, performs better with linear step size scaling. It is also possible
to get highly accurate results, within 10−6% of the exact value computed offline
with an SVD-based baseline. Similarly, IIR (Figure 5.7) using SGD produces
several orders of magnitude less error compared to the baseline procedural IIR
implementation. IIR error reduces further with sqrt step scaling. The benefits of
aggressive stepping for the applications are most pronounced for low fault rates
(< 1%).
Bipartite graph matching (Figure 5.8) using 10, 000 iterations of SGD showed
little performance degradation with increasing fault rates. However, the maximum




















Fault Rate (% of FLOPs)
Accuracy of Matching - 10000 
Iterations
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Figure 5.9: The effect of enhancements to gradient descent on the success rate of
bipartite graph matching.
5.8.2 Gradient Descent Variants
Gradient descent fares well at low error rates, but the performance can fall off
very rapidly for some applications and with certain inputs that result in poorly
conditioned objective functions. Here, we examine several techniques which al-
low gradient descent to perform consistently better even at higher error rates. In
these tests, 0-50% of floating-point operations are erroneous. In order to reduce
the number of variables, we examine only bipartite graph matching. We also com-
pare the results of gradient descent to that of the baseline bipartite graph matching
routine from the OpenCV library [99].
Preconditioning
The basic version of gradient descent involves minimizing the cost function
−cTx+λ[Ax− b]+. Preconditioning allows us to rewrite the cost function so that
gradient descent is solving an easier problem. We perform preconditioning by
taking the QR decomposition to get an orthogonal matrix Q and a right triangular
matrix R such that A = QR. The cost function can then be rewritten as −cTx +
λ[QRx − b]+. Defining the new y as y = Rx allows us to then rewrite our cost
function as −cTx + λ[Qy − b]+. We also need to find a cnew such that cTnewy =
cTnewRx = c
Tx. This gives us cTnewR = c
T , which can be rewritten as RT cnew = c.
This allows us to solve for cnew. Gradient descent can then be used to minimize
−cTnewy+λ[Qy−b]+. After finding the y that minimizes the cost function, solving
Rx = y for x gives us the answer to the original problem.
Figure 5.9 shows that the basic gradient descent performs worse than the non-
robust bipartite graph matching algorithm at low error rates (< 5%). Once pre-
conditioning is performed, gradient descent is able to achieve an accuracy compa-
rable to the non-robust version for up to a 2% fault rate. SGD, with precondition-
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ing, substantially outperforms the non-robust bipartite graph matching fault rates
above 2%.
Momentum
We also examined the use of a momentum of 0.5, so that the search direction
for iteration t, can be expressed as d(t) = 0.5 ∗ δf(t) + 0.5 ∗ d(t − 1). For the
sorting problem, utilizing momentum improved the success rate 20−40% relative
to the basic gradient descent. However, the addition of momentum provided only
a marginal benefit (< 5%), for bipartite graph matching. For both applications,
the success rate was still well below 100%.
Alternate Step-Size Scaling
Baseline gradient descent scales the step size as 1
t
, where t is the number of
iterations executed so far. In later iterations, this may cause the step size to be so
small that insufficient progress is made per iteration. We thus examine scaling the
step size more slowly, as 1√
t
. Again, utilizing step scaling, we see some improve-
ment in performance relative to the basic gradient descent. However, the solver
success rate continues to be less than 40%.
Annealing
The contribution of the penalty function (corresponding to the constraints) to
the gradient calculation can impede progress toward the solution, especially if
these constraints are poorly scaled compared to the actual objective. This can be
mitigated by annealing the penalty parameter (α). The parameter α is periodically
increased as the solver moves closer toward the minimum. As we see in Figure
5.9, using annealing provides substantial benefits. It achieves an 88% success rate
even with roughly half of the floating-point operation containing noise.
All Enhancements
While incorporating annealing in the penalty function calculation provides the
most benefit of any individual technique, gradient descent can perform even better
if we utilize all of the above techniques together. In fact, utilizing all of these
techniques, stochastic gradient descent is able to achieve a 100% success rate
even when the fault rate is scaled to 50%.
5.8.3 Conjugate Gradient
While stochastic gradient descent-based techniques provide high robustness, it
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Figure 5.10: Accuracy for a CG-based
























Figure 5.11: Energy for a CG-based
implementation of least squares.
number of iterations required for convergence. The conjugate gradient method,
on the other hand, allows efficient generation of conjugate directions by taking a
linear combination of the negative residual (which is simply the steepest descent
direction) and the previous direction. In general, the CG method can guarantee
convergence in at most n iterations for an Ax = B problem where n is the dimen-
sion of x. Figure 5.10 shows the accuracy of output for our CG-based implemen-
tation of the least squares problem, when using 10 iterations of CG. We consider
three baseline implementations (SVD, QR, and Cholesky decompositions). The
SVD-based solver allows for the highest accuracy, even with ill-conditioned prob-
lems. The Cholesky-based solver is the fastest baseline implementation but can
only be used for a subset of problems. The QR-based implementation is slower
than Cholesky-based implementations, but is also more accurate.
Experimentally, the CG implementation was on average 30% faster than the
QR/SVD baselines, and 10 iterations of the CG were comparable to the execution
time of the Cholesky baseline.
The relatively small time of convergence allows CG-based implementations of
the LSQ problem to have lower energy than the baseline implementations for the
entire range of accuracy targets when voltage overscaling is used (accuracy tar-
gets lower than 1.00E-07 cannot be met using CG). This is because it becomes
possible to scale down the voltage and the number of iterations concurrently. Fig-
ure 5.11 shows the normalized energy results for the FPU for the least squares
problem assuming the voltage / error rate curve from Figure 5.4. The results show
that there is considerable potential for using the proposed numerical optimization-
based methodology to reducing the energy of software execution by voltage over-
scaling a processor and then letting the applications tolerate the errors.
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5.9 Limitations and Future Work
There are several simplifying assumptions that the above methodology makes.
First, certain control phases of execution are assumed to be error-free. While
the assumption may be reasonable for a large class of data-intensive applica-
tions (such as the ones presented in the dissertation) where the control phases
of the stochastic implementation can be identified and protected using software
and hardware techniques (e.g., increasing the voltage during control phases), it
may be difficult to distinguish between data and control phases for more com-
plex applications. Our future work will explore the effectiveness of the proposed
methodology for a larger class of applications.
Second, it may not be uncommon for an iterative methodology such as ours to
have higher overall energy consumption than the baseline implementation for cer-
tain applications because of the larger number of operations required for conver-
gence. In fact, we observed that the number of floating point operations required
by our applications could be up to 10 to 1000 times higher than that for the base-
line implementations. Note, however, that it is not an indictment of the proposed
approach as the energy benefits depend greatly on the optimization engine chosen
for solving the stochastic optimization problems. Our future work will attempt to
identify the most appropriate optimization engine for the stochastic implementa-
tion of each problem. Finding ways to decrease the number of iterations required
for convergence will also be key in making this methodology more useful.
Additionally, future work will involve investigating the robustness of the pro-
posed methodology for different fault models. Note that the ultimate feasibility
of the proposed approach will be determined also by issues related to scheduling,
runtime management, programmer annotations to identify critical variables, au-
tomation of the program transformation flow, and competitiveness against guard-
banding. These issues are the subject of future work.
5.10 Conclusion
Environmental and manufacturing variations coupled with reduced guardbands
can cause timing errors in processors. Rather than utilizing hardware approaches
to detect and mask these errors, we propose in this dissertation, to allow these
timing errors to occur and to cope with them in software. We proposed a formal
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methodology to make applications robust against the noise of such processors.
The methodology consists of recasting the application as an optimization problem
and applying off-the-shelf stochastic optimization procedures to find the solution.
To the best of our knowledge, this is the first work on a generic methodology to
transform application code for timing error tolerance geared at both fragile and in-
trinsically robust applications. Experiments on an FPGA show that the proposed
methodology indeed has potential to tolerate noise in a processor’s numerical units
under certain simplifying assumptions. Results show that the proposed methodol-
ogy may be capable of producing high-quality results for both intrinsically robust
algorithms such as IIR filter and least squares, and for fragile applications such as
sorting and bipartite graph matching. Moreover, we showed that energy benefits
may also be possible for certain applications/inputs (e.g. when using a CG-based
solver for the least squares problem). Future work will focus on evaluating and
mitigating costs of the proposed approach.
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CHAPTER 6
SUMMARY AND FUTURE DIRECTIONS
With growing variability in circuits/logic from CMOS-scaling and as post-CMOS
technologies appear to have largely stochastic behaviors, hardware reliability is
quickly becoming a significant design concern. This problem of reliability is fur-
ther exacerbated by the fact that emerging computing systems, such as mobile
and HPC domains, are becoming increasingly power constrained. Traditional ap-
proaches using general redundancy, such as DMR or checkpoint-restart, result in
prohibitive energy costs. In this dissertation research we address the issue of re-
liability by focusing on approaches that are aware of application and algorithm
properties, including (a) natural error resilience, (b) spatial and temporal reuse,
and (c) fault containment properties. We first examine a conventional fault toler-
ance approach involving the detection and correction of errors within the applica-
tion. Previously, researchers had proposed the use of linear correcting codes for
linear algebra routines, which worked well due to the low level of complexity of
the check compared to the original linear algebra computation. However, when
applied to a sparse linear algebra computation, where the complexity of the check
is the same as the original computation, we find the aggregate cost of detection
can be prohibitive. We proposed algorithmic techniques for fault detection for
sparse linear algebra [43]. The techniques are based on two insights. First, many
sparse problems are well structured (e.g. diagonal), which allows for sampling
to produce good approximations of the checks used for fault detection. Second,
many linear applications have enough reuse that preconditioning techniques can
be used to make applications more amenable to low-cost algorithmic checks. The
proposed techniques were shown to yield up to 2x reductions in the performance
overhead over traditional checks. This is the first work on algorithmic fault toler-
ance in the context of general sparse linear algebra.
Fault detection only makes up part of the overhead of fault tolerance, error
correction being the other part. We also propose algorithmic techniques for error
localization and partial recomputation. Prior fault tolerance approaches often rely
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on checkpoint-rollback based schemes. The overheads of such schemes become
prohibitive as faults become more common. Our key insight is that faults typically
affect only a fraction of the outputs. Instead of rolling back to the most recent
checkpoint, our novel resilience approach uses algorithmic error localization and
partial recomputation to efficiently correct the corrupted results. The proposed
approach improves the performance of the conjugate gradient solver by 3x-4x and
increases the probability that the solver completes successfully within a maximum
iteration limit by up to 60% as fault rates increase [100].
Finally, we also propose a novel approach for transforming arbitrary applica-
tions into more a error-tolerant form by converting them into numerical optimiza-
tion problems that are then solved using an error tolerant solver. We call the ap-
proach Application Robustification [47]. We demonstrate how such a framework
can convert arbitrary applications, including all class-P problems, into highly ro-
bust forms. The proposed approach showed significant robustness benefits over
the baseline, e.g. the optimization formulation achieved 100% correctness with
error rates as high as 50%.
Future work includes investigating the design of architectural and compiler
techniques for realizing energy benefits from exploiting application-level error tol-
erance. For example, even in applications with a large degree of error resilience,
the error resilient instructions are interleaved at a fine-grained level (about every
seven instructions), with instructions that must be executed precisely. This inter-
leaving wipes out any energy benefits due to the significant costs associated with
switching between different reliability modes. There may also be other viable
techniques for doing application robustification, such by casting applications as
statistical inference problems. When random hardware errors do occur in these
applications, they are simply adding randomness to algorithms which are already
inherently random. The question then becomes how do we design our hardware
to accommodate this type of computational model.
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