INTRODUCTION
For each real number p, 1 < p < co, let L,(lR~; Cli) denote the usual Banach space of equivalence classes of C-valued functions on IR" whose absolute values raised to the power p are Lebesgue integrable over IR". For each positive integer m, let H,,,(Rn; C?) d enote the Banach space consisting of those elements of L,(Rfl; Ck) which h ave (strong) partial derivatives or order m in L,(Rn; C"). Denote the usual norm on L,(R'$ Ck) by 11 lip , and take NIRENBERG AND WALKER For a given integer m, consider a linear elliptic partial differential operator of order m which has constant coefficients and no terms of order less than tn. It is shown in [I 11, a paper generalizing results in [7] and [IO] , that if there is given a second elliptic operator A of order m, whose coefficients converge at infinity uniformly to those of A, with a certain swiftness, then the dimension of the null space N&A) of A in H,,a(R"; C") is finite. Furthermore, it is shown that the dimension of N,(A) depends upper-semicontinuously on such an operator A in the sense that the dimension of the null-space of the operator does not increase if the coefficients of the operator are perturbed slightly inside a ball of finite radius about the origin in R". In this paper, the Fourier-transform technique of [ 111 is abandoned in favor of an approach based on fundamental solutions. The principal results of [I I] mentioned here are extended in the following not only to include a broader class of elliptic operators which are allowed to be perturbed in a less restricted manner but also to allow the domains of these operators to be any of the spaces H,,,(W; P'), 1 < p < co. In order to demonstrate that the theorems obtained are very nearly the best possible, an example is presented of an elliptic operator with an infinite-dimensional null space. This example is sharper than the one given in [l 11.
The following conventions are used throughout the sequel "large" and "small" constants whose only important property is their size are denoted generically by C and E, respectively. Constants which are otherwise distinguished are subscripted. The numbers p, p' always satisfy 1 <p<as; (I/P) + (l/P') = 1.
L,(W; Cl) and H,,,,,(llP; Cl) are denoted by L,(W) and H,,,~,(lTP), respectively.
PREPARATORY RESULTS FOR OPERATORS WITH CONSTANT COEFFICIENTS
In this and the next section we establish two theorems which are used in the sequel to study the null spaces of the elliptic operators of interest. The &-estimates described in these theorems have well-known analogs in similar investigations concerning elliptic operators on a compact set or manifold. The first theorem relies on the two lemmas below, which are of interest in themselves. Proof. To show that the conditions a < n/p and b < n/p' are necessary, suppose that K is a bounded operator on L,(W). Then the functions are in L,(lR?) and L9+R7~), respectively. For large I x 1 and I y I , v(x) behaves like a constant multiple of ( x j-n+b and w(y) behaves like a constant multiple of I y /--11+(1. Then v(x) belongs to L,(lW) and w(y) belongs to L,$W) only if p(n -b) > n and p'(n -a) > n, i.e., only if b < n/p' and a < n/p.
To show that the conditions a < n/p and b < n/p' are sufficient, note first that it may be assumed without loss of generality that both a and b are nonnegative. (If, say, a is negative, then b is positive, and from the inequality it is seen that 1x1 IYI IX-Y1 <l+
The boundedness of K in this case then follows immediately from the result in the case in which both a and b are nonnegative.) Now for nonnegative a and b satisfying a < n/p and b < n/p', a comparison of arithmetic and geometric means yields the inequality lxln>fiI~il> i=l and it follows that
In the light of this last inequality, it is apparent that the desired result follows from the corresponding one-dimensional statement: If a and b are nonnegative numbers with positive sum satisfying Q < l/p and b < l/p', then the integral operator with kernel ~44 = j ok, y) u(y) dy Iw' q&Y) = 1 ! x /= ! x -y p--a-* ) y I* defined on W x W, is a bounded operator onL,(W). This one-dimensional result is, in turn, an easy consequence of the following well-known lemma (see [4] , Theorem 3.9).
LEMMA.
Suppose that K(x, y) is nonnegative and homogeneous of degree (-1) for x > 0 and y 3 0, and that the (necessarily identical) quantities This completes the proof of Lemma 2.1. LEMMA 2.2. Let Q(x) be an injinitely differentiable function dejined on !P -(0) which does not vanish identically, which is homogeneous of degree zero, and which satisjes
where dw is the element of volume on the unit sphere in R". For a real number a, consider the function
m Y) = , $". ,a , x _ y ,n , y I--a .
The integral operator
is a bounded operator on L,(W) ;f and only if -n/p' < a < n/p.
The necessity of the condition -n/p' < a < n/p is easily proved by an argument similar to that in Lemma 2.1; the assertion that this condition is sufficient is a special case of the theorem in [9] .
As in the introduction, let rl, denote a given linear elliptic partial differential operator with constant coefficients which is homogeneous of order m. The theorem below describes an estimate involving this operator which plays a fundamental role in the investigations that follow. THEOREM 2.1. Let r be the smallest nonnegative integer greater than (m -n/p'), and let p be a number satisfying the following conditions p + m -+ is not a nonnegative integer.
Then there exists a constant CO for which the estimate (2-l) (2.2) holds for all u in H,,,(W; ck) such that 1 x lrt*+p A,u is in L&W; V). Furthermore, if p does not satisfy the condition (2.1), then no inequality having the form of (2.2) can hold.
Note that, in particular, inequality (2.2) holds with p = 0 if and only if (m -n/p') is not a nonnegative integer.
Proof. (a) It will first be shown that if p does not satisfy the conditions (2.1), then no inequality having the form of (2.2) can hold. The case in which p < -n/p can be dispensed with immediately: If p < -n/p and if u is any function in H,&W; ck) which h as compact support and which is equal to some nonzero constant in a neighborhood of the origin, then, for this function u, the quantity on the right side of (2.2) is finite while the quantity on the left side is infinite. In treating the remaining cases, use will be made of the fundamental solution of A, of the form w = r&4 + 1% I 'TX I r&4 (2.3) where I', and r, are homogeneous of degree (m -rz) (see [5] , [6] , and others for information concerning the existence and properties of fundamental solutions of elliptic operators). To treat the case in which p 3 r -m -t n/p', let (T be an infinitely differentiable real-valued function on DB" satisfying 0 f u(x) < 1 for all x in [w", u(x) == 0 for i .r i :< 1, and D(X) = 1 for j x 3 2. If one defines for x in !JP, then there exists a constant C such that Since m -n -r < -n/p, it is evident that u is in H,,&lWn; I?). Furthermore, &U(X) = 0 for 1 x 1 >, 2, and so the quantity on the right side of (2.2) is finite for this function ZI. But for an appropriate constant C, the inequality holds for 1 x ) > 2 and x in some open cone with vertex at the origin. Consequently, if p > r -m + n/p', the quantity on the left side of (2.2) is infinite for this function u.
To treat the final case in which -n/p < p < r -m + n/p' and p + m -n/p' = s, a nonnegative integer, let {~s}a~~<~ be a collection of infinitely differentiable real-valued functions satisfying the following conditions:
(i) For each R > 3, 0 < o&v) < 1 for all x in VP, era(x) = 0 for ~x~,<1,~~(x)=lfor2<~x/<R,anda~(x)=Ofor~x~>2R;
(ii) There exists a constant C, independent of R, such that the inequalities 5" I " aza Q(X) < CR-In', R < 1 x / < 2R, and hold for 1 cx 1 < m and R > 3.
(Such a collection of functions is easily constructed.) For small positive E, define u=(x) = all(X) 1 x iec G L els r(x)
for each R > 3. Suppose first that (P/&x1") r,(x) does not vanish identically. Then it is easily seen that there exists a constant C, independent of R and F, for which the following inequalities hold
Hence, for a different constant C, independent of R and E, one has the estimate i I I *VI m+~ d,u,(x)l" dx ,( C + 13' 1 2R t-+-l(log t)" dt + CR-c"(log R)p. -R" '2 On the other hand, the inequality =c R s t+l(log t)" dt 2 holds for an appropriate constant C independent of R and E. Suppose that an estimate having the form of (2.2) exists. By applying this estimate and the inequality just derived to the functions us(x) and taking limits as R approaches infinity, it follows that there exists a constant C, independent of E, for which the inequality Im t-'P-l(log t)" dt < C + CEP sm t-+l(log t)" dt 2 holds for every small positive E. But no such inequality can hold for every positive E, since the integral that appears grows without bound as l approaches zero. Hence, no estimate having the form (2.2) can exist if (a~/&,~) I', is not identically zero. Now if (8/&rs) r, is identically zero and if it is assumed that an estimate having the form of (2.2) exists, then one obtains by the same argument a constant C, independent of E, for which the inequality holds for every small positive E. As before, no such inequality can hold for arbitrarily small positive E, and it must be the case that no estimate having the form of (2.2) can exist if -n/p < p < Y -m + n/p' and p -+ m -n/p' = s, a nonnegative integer.
(b) To prove (2.2) for p satisfying conditions (2.1) we shall first establish an apparently weaker estimate: There exists a constant C for which the estimate holds for all u in H,,,(llP; P) such that / x jnl+p A,u is in L,(lfP; P).
Inequality (2.2) will be derived from (2.4) in part (c).
To prove (2.4), let u be an element of H,,,(W; U?) and denote A,u by f.
Assume that u is such that 1 x jm+pf is in L,(W; (Eli). Let {[a},,R<m be a collection of infinitely differentiable real-valued functions satisfying the following conditions:
(i) For each positive R, 0 < f&) < 1 for all x in W, (a(~) = 1 for 1 x ) ,< R, and tR(x) = 0 for 1 x / > 2R.
(ii) There exists a constant C, independent of R, such that the inequality ](P/~P) tR(x)j < CR-I"1 holds for all x in Rn and all OL with 1 01 ( < m.
If r is the fundamental solution of A, , one has for ( x 1 < R:
for suitable constants C,, . Since u is in L,(W; P), one verifies easily that the last term on the right tends to zero as R approaches infinity, and hence, 44 = j-0 -r)f(r) 4.
P-5)

UP
The estimate (2.4) is easily established if (p + m -n/$) is negative. In this case it follows from (2.1) that m is less than n; consequently the term F, in (2.3) vanishes (see [6, pp. 65-721) . It follows from (2.5) that or for some constant C independent of U. The estimate (2.4) is an immediate consequence of this inequality and Lemma 2.1, taking a = -p and b=m+p.
To establish the estimate (2.4) for the case in which (p + m -n/p') is positive, note that, in this case, it follows from the conditions (2.1) that r is positive; consequently Y = m -12 + [n/p] + 1, where [n/p] denotes the largest integer no greater than n/p. Then, since p is greater than 1, it is seen
Y is nonnegative. Now the conditions (2.1) imply that there is a positive integer s such that
(2.6) Therefore, it must be the case that s is less than or equal to r. (Otherwise, (s -1) would be greater than or equal to Y, in which case (2.6) would imply that Y is less than (p + m -n/p'), contradicting the conditions (2.1).) Again appealing to the conditions (2,1), one sees that
Now expansion of r(x -y) in a finite Taylor series and substitution in (2.59 yields
where NIRENBERG AND a'ALRER Observe that the integrals J'nn (-y>"f(y) dy, for ) LY 1 < s -1, that appear in this expansion are convergent since / .1c I"'+pf(x) is in L&R"; 0'). Set
and suppose for the moment that ( J 1~ zi is in L,(Rn; C") and that there exists a constant C, independent of u, for which the estimate II I .tJ lp 5 lly < c II I .%-l"""fll,
holds. Now if p is nonnegative and ( x !p ti is in L&R"; Ck), then li is an L, function near infinity. Hence is an L, function near infinity. But one verifies using (2.3) and (2.6') that this can happen only if
Similarly, if p is negative, it follows that is an L, function near infinity. Again, it is seen from (2.3) and (2.6) that this is possible only if
The outcome of this is that ] x 1~ zi is in L&P; Ck) only if u = ti, in which case the estimate (2.4)' becomes the desired estimate (2.4). Consequently, to establish the estimate (2.4), it is sufficient to show that ) x 1~ 22 is in L,(W; C?) and satisfies an estimate having the form of (2.4').
One sees from (2.6') that (m -S) is nonnegative. Consider first the case in which (m -s) is positive. Note that, for / 01 ) = s, (?Y/&P) I'(x) is homogeneous of degree (m -n -S) since, by (2.6'), s is greater than (m -n), (see [6] ). Then ' WI G c jol & \J,, , x _; ln-,n+s I Y I8 I f(y#Q dy 1 dt or for appropriate constants C independent of u. In virtue of (2.1) and (2.6) and the assumption that (m -S) is positive, one may apply Lemma 2.1 with a = -p and b = m + p -s to obtain for some constant C independent of u. Since m + p + n/p -n -s > -1 by (2.6), the integral on the right side of this inequality is finite. It is well known and easily verified, that the functions Q , for 1 01 1 = s, satisfy the hypotheses of Lemma 2.2. Furthermore, it follows from (2.6') that T = m in the present circumstances, and so the conditions (2.1) imply that p < n/p'. Consequently, Lemma 2.2 may be applied with a = -p to obtain the estimate for an appropriate constant C independent of u. As before, the integral on the right side of this inequality is finite, and so 1 x 1~ Ei: is in L&Q"; P) and the estimate (2.4') is established.
(c) Inequality (2.2) follows easily from the estimate (2.4) and the following general inequality: For any real number p, there exists a constant C for which the estimate holds for all u in H,.@P; ck) for which the right side is finite. To establish the inequality (2.7), note that there exists a constant C, independent of R, for which the wellknown interior elliptic estimate holds for all u in H,,,(UP; 0) and all 01 with 1 OL 1 ,< m. (That a single constant C suffices for all positive R is seen by stretching the independent variables.) From this inequality, it immediately follows that, for some constant C, for all u in H,,p(R"; P) and all (Y with / 01 ( < m.
Letting R take on the values 2j, j = f 1, f 2,..., in this last inequality and sumrning overj, one obtains the desired estimate (2.7). This completes the proof of the theorem.
A PRELIMINARY RESULT FOR OPERATORS WITH VARIABLE COEFFICIENTS
In this section we shall derive the analog of inequality (2.7) for elliptic operators whose coefficients approach those of the operator A at infinity with a certain swiftness. With some effort, it can be shown that the inequality (2.7) is valid as it stands for such elliptic operators. However, since we will be interested primarily in the behavior of functions near infinity, we replace [ x 1 bY U(X) = (1 + ! x ]4)1/2
and prove a similar estimate with less difficulty. It is seen in the proof of Theorem 3.1 that the necessary smallness of 6 is determined by the size and smoothness of the coefficients of A inside a ball of finite radius about the origin in IP.
Proof. Then there exists a constant C for which the estimate holds for all u in H,~~,(W; P') such that (s"~+~&zc and apu are in L,(W; Q?). This follows easily from (2.7) and the interior estimates (on a bounded region) for a uniformly elliptic operator analogous to (2.8) (see [2] ). Let KdIG~cm be a collection of infinitely differentiable functions satisfying the following conditions (i) For each R 3 1, 0 < CR(x) < 1 for all s in IR", lR(x) = 1 for / x ] ,< R, and C,(X) = 0 for 1 x ) > 2R.
(ii) There exists a constant C, independent of R, such that the inequality
holds for all x in UP and all iy with 1 01 1 < m. It follows from (3.3) that, for some constant C independent of R, there is an inequality for all x in W and all a: with ) a 1 < m. In the following, the subscript R on each function tR is suppressed whenever there is no danger of misunderstanding. Let u be an element of H,,@P; P') such that u"+p,4u and upu are in L,(R"; ck). Applying (3.1') to the function c"'u, we find Using (3.3'), one easily infers that for appropriate constants C independent of u and R. It follows from the properties of the coefficients b,' that, if 6 is sufficiently small, then the following inequality holds with some constant 0 < 1: Hence, with a constant C independent of u and R. Using Lemma 3.1 below, one obtains the inequality from which the desired inequality (3.1) follows on letting R + co. (ii) There exists a constant C, , independent of R, for which I LQ(4 -MY)l < g I .v -3 I
for all x and y in W.
Let u(x) = (1 + x*)l/* and let p be any real number. Then, for any positive E, there exists a constant C(E) independent of R for which the inequality holds for all u in HNI,D([Wn).
Proof. Again suppressing the subscript R on each function CR we note that it suffices to show that for any E > 0 there exists a constant C(E) independent of R for which the following inequality holds: (3.4') for all u E H,,,,,(l!P) and 0 < k < m. The desired inequality (3.4) then follows easily.
Our derivation of (3.4') is based on the following well-known result, in which we set There is a constant C' such that for any cube Q with sides of length s parallel to the coordinate axes, and for any u in H,,,,(Q) and any E' > 0, We shall make use of the following (essentially special) case of Whitney's Lemma. For completeness, the proof is given at the end of this section. There is a covering of the subset of W on which f is positive by closed cubes with faces parallel to the coordinate hyperplanes and with nonoverlapping interiors, {Qj}, j = 1, 2 ,..., such that sj = side length of Qi < n$n f (x) < mQax f (x) < 2sj( 1 + K&l").
, I
We shall apply Lemma 3.2 to the function f = a[ which satisfies the conditions of the lemma with K = 1 + 2C, . In the resulting covering by cubes Qi, j= 1,2 ,..., we see from the Lipschitz condition of 5 that Since each Qj is contained in the ball 1 x 1 < 2R we see that where C is a constant independent of R and j. Furthermore, we have mQax 0 < * o + n1j2 sj < xx@ a(1 + &*). 3 , I
Consequently, we may assert that for a constant C independent of R and of j, If we use this inequality in (3.6) with 52 = Qi we may infer that Setting E' = E/C minoj 1 05 IP, and using the last inequality of Lemma 3.2 forf=a[andK==1+2C,, we find on summing that, for any E > 0,
This is equivalent to (3.47, and Lemma 3.1 is proved.
Proof of Lemma 3.2. Let M = sup f, and let z,$ be the set of points in (w" with coordinates which are integral multiples of M. Let L be the collection of closed cubes with side M centered at the points of zMTz and with edges parallel to the axes. Denote by K, the set of those cubes in L on which min f (x) > M. Subdivide each of the remaining cubes into 2" cubes of side length M/2 and denote by K, the set of the latter with the property:
Continuing this process we obtain a collection Q of cubes all of which have the property min of .f on the cube > side length of the cube.
We show first that the set where f is positive is covered by cubes of Q. For example suppose x does not belong to any of the cubes of Q. There is, then, a sequence of cubes 9, i = 1, 2,..., containing x, and with min f < M 2P = side length of 9.
Qi
Because of the Lipschitz conditions off it follows that and hence f (x) = 0.
f(x) < M 2P(l + n112K) Now order the cubes in Q into a sequence Qi with side lengths sj , j = 1, 2,.... From our construction we see that if x EQ~ , then f(x) < 2Sj + 2n112sjK and the lemma is proved.
NULL SPACES OF ELLIPTIC OPERATORS IN W
As before let A, denote a given linear elliptic partial differential operator with constant coefficients which is homogeneous of order m and which acts on P-valued functions of n independent variables. We wish to investigate the nullspaces of linear elliptic partial differential operators of order m whose coefficients approach those of A, at infinity at a certain rate. Of specific concern is the dimension of the null space N,(A) of such an operator d in each Banach space H,,,,,(lJP; Cl;), 1 < p < CO, and the behavior of this dimension when the operator is perturbed slightly in a prescribed manner. The situation depends slightly on whether or not (m --n/p') is a nonnegative integer. holds for all u in H,,,,(lFP; C") (see [2] ). H ence the sequence {ui} is bounded in H,,,,(KP; P). In light of the Rellich compactness theorem (see [3, p. 31] ), then, it may be assumed that the sequence {+ui} is Cauchy in Lg(lW; P). Therefore, the theorem will be proved if it can be shown that, for 6 sufficiently small, there is a subsequence of ((1 -4) Us} which is Cauchy in L&P; Cl'). Assume that 6 is so small that an estimate of the form (3.1) holds with p = 0. It follows from this estimate that is finite for any u in N,(A). This, in turn, implies that the right side of the inequality (2.2) with p = 0 is finite for any u in N,(A), for if u is in N,(A), then for an appropriate constant C. From this, it is seen that 1 x Im AW( 1 -4) u is in L&P; Ck) whenever u is in N,(A), and so the estimate (2.2) may be applied with p = 0 to (1 -$) u f or such II. Then for any u in N,(A), Consequently, if it is assumed that 6 is less than l/C, , then there exists a constant C for which the estimate < c (1 1 N 1°C [A,(1 -$) U -(1 -4) Suppose now that m -n/p' is a nonnegative integer. To prove the theorem in this case we show simply that N,(A) is contained in Nfi(A) for any j > p. Choosing j5 larger but close to p, and so that m -n/j' is not a nonnegative integer, and taking S small enough (appropriate for 3) we may conclude that dim IV,(A) < dim N,(A) < CO. Observe that a positive number E,, may be found such that any subspace of L,(W; C") with dimension greater than 4 contains an element of norm one whose distance from N,(A) is at least E,, . In particular, an element ui of N,(A,) may be chosen for each i such that II ui lip = 1 and such that the distance of zli from N&4) is greater than co . Now it must be the case that the sequence (4~~) converges to zero in L,(lFP; Cp); therefore, if a subsequence of {ui} exists which is Cauchy in L,(llP; C"), it follows from the closedness of A that the elements of this subsequence converge to a function in N,(A). But no subsequence of {ui} can converge to an element of N,(A) since the functions ui all lie at a distance greater than ~a from N,(A). To prove the theorem, then, it suffices to show that there exists a subsequence of {ui} which is Cauchy in L,(UP; F). Now it is implicit in the assumption concerning the size of 6 not only that 8 is less than the inverse of the constant C,, appearing in the estimate (2.2) but also that there exist estimates involving the given operator A which have the forms of (4.1) and (3.1) with p = 0. It follows from these estimates and from the "nearness" of the operators Ai to A that, for sufficiently large i, there exist analogous estimates for the operators Ai in which the constants that appear may be chosen independent of i. Note for later reference that, consequently, the sequence {ui} is bounded in H,,,,,(W; P), the sequence {I x Im Aui} converges to zero in L&P; F), and the quantity is finite for sufficiently large i. In fact, if no more is required of the operator than that lim ~upi~l+~ 1 x lnl-liii j b,(x)1 b e small for / 011 < m, then it appears that the techniques of the proof of Theorem 4.2 cannot be used to obtain an upper-semicontinuity theorem at all when m -n/p' is a nonnegative integer. The reason is that the estimate (2.2) can only be profitably applied in this case with p small and positive, and one can easily construct operators A, with lim sup~~l+~ 1 s Irn--lul 1 b,(x)1 arbitrarily small for / 01 I < m, which contain elements in their null spaces for which the left side of this estimate is infinite for any positive p. However, if more stringent conditions are placed on the coefficients of the operator A, then one obtains the following simplified theory, which is valid for all positive integers m and n and all p with l<p<oo. 
Proof.
Note that the operator A satisfies the hypotheses of Theorem 3.1. Then, for a function u in H,,QP; P) such that I x In'+p Au is in L,(R"; a='), one has for appropriate constants C independent of II. Consequently, 1 x Im+p A,,+ is in L&Q"; Ck) f or such a function U, and the desired estimate follows from the inequality (2.2). 
AN OPERATOR WITH AN INFINITE-DIMENSIONAL NULL SPACE
A method will now be described for constructing an elliptic partial differential operator in lFP whose nullspace in any of the Banach spaces H,,,(lP; Cr), for 1 <p < CO, is infinite-dimensional. The operator produced by the construction very nearly satisfies the hypotheses of 
