The beginning of a practical evaluation scheme for dynamic screening at the surface of a crystalline metal is developed. The derivation shows how band-structure effects on the d parameters may be calculated. Simplified versions of the basic equations are evaluated for a model of the (110) In this paper we begin the development of a theory that will allow tractable estimates of the influence of band structure on surface optical response. Our specific emphasis here will be on understanding the features that can appear far (on the scale of screening lengths) from the surface. In Figs. 1 and 2 we illustrate some of the changes that occur in switching from a jellium to a crystalline substrate. The quantity plotted is the (specially scaled) component of the electric field normal to the surface as a function of depth into the sample. Such curves summarize the mean-field linear response of the system to a long-wavelength external perturbation at a fixed frequency. In Fig. 1 the obvious new feature is the appearance of periodic oscillations tied to the lattice constant.
. INTRODUCTION For some time there has been a strong interest in and a considerable effort expended on the surface optical response of metals. Even a list of review articles on this subject is rather long.
' " However, at least for metals at the microscopic level of interest here, theoretical work has almost exclusively been devoted to jellium models. Such calculations can now be done with considerable sophistication and relative ease, but they all omit from the outset any microscopic allowance for crystallinity effects. This. kmitation has recently become a more pressing concern due to the surge in experimental work' ' that can be directly compared with theoretical predictions. Certainly a jellium model of Ag can only hope to be qualitative, and even for the alkali metals or Al it is not obvious that subtle differences in the treatment of many-body effects have more quantitative importance than the inclusion of lattice scattering.
In this paper we begin the development of a theory that will allow tractable estimates of the influence of band structure on surface optical response. Our specific emphasis here will be on understanding the features that can appear far (on the scale of screening lengths) from the surface. In Figs. 1 and 2 we illustrate some of the changes that occur in switching from a jellium to a crystalline substrate. The quantity plotted is the (specially scaled) component of the electric field normal to the surface as a function of depth into the sample. Such curves summarize the mean-field linear response of the system to a long-wavelength external perturbation at a fixed frequency. In Fig. 1 the obvious new feature is the appearance of periodic oscillations tied to the lattice constant.
These accompany any field that extends into the bulk and are the "local-field" terms that one suppresses in macroscopic electrodynamics. ' In a different range of driving frequency additional oscillations with periods larger than the lattice constant can appear in the asymptotic behavior. An example is shown in Fig. 2 where the frequency lies within the band of zone-boundary collective states. The existence of these modes depends on the presence of gaps in the electronic energy spectrum, hence on the deviations of the system from a jellium model. Their influence on electronenergy-loss spectra has been calculated before and confirmed by experiment. Our theory shows how they appear in the surface optical response.
In the rest of the paper we describe how these and further calculations can be done. Section II contains the basic derivation and introduces the several approximations necessary (at this stage) to obtain tractable formu- 
where t e t e induced potential energy is 
This may be further simplified by defining
Working back through the algebra we have from (21) 4me5p(q, Q)=v(q, Q 
In the present notation this appears as
where, as done earlier for the frequency~, we have suppressed all reference to the common parallel wave vector K -+0. Equation (27) is identical in form to the jellium result, cf. Eq. (24) in Ref. 32 . The different answers for the two models depend on differences in yo. We remark that a much earlier paper on surface optical response also approximated the surface of a threedimensional crystal as a system with only one direction of discrete translational symmetry. However, they were only concerned with the surface-plasmon dispersion and their direction of periodicity was parallel, rather than perpendicular, to the surface plane.
B. Calculable quantities
To further emphasize the formal similarity with equations of the jellium model, we show how the function v determines all the quantities of interest. Equation (25) now appears as
which describes the distribution of screening charge density inside the metal. The left-hand side of (29) also ap-
Since the perturbation is long wavelength (and since we have neglected transverse umklapp processes) we can replace V.E= BE"/B"and use (29) and (30) 
E~
The system in bulk has a lattice constant along x equal to a and we represent the corresponding reciprocal-lattice We begin the simplification of (33) by expressing it as a primary term plus a remainder: (33) is
which reduces to the frequency-independent real-valued result where q =k +g, q'=k'+g', (47) with 0(k, k'(g0 and g =ng0, g'=n'g0 with n and n' non-negative integers. The yp ii(q, q') are Fourier transforms of the bulk susceptibility:
Xgp~(x x )e garded as allowing only qualitative insights. ' Our opinion is that any complete theory must evaluate both types of contribution to g0, but one must start somewhere tractable.
The appearance of the singular terms is more involved in the presence of crystallinity effects than for jellium, since wave vectors are only conserved to within multiples of g0 =2~/a. We claim that y0 separates into 
is (in the RPA) the Lindhard bulk dielectric function. We used (49) and (50) 
+u ' (q)Ek(n, n-' -1) Xu' (q')6(k+k' -go)]v(q') =1+ f dqgo(q, q)u(q)v(q) . (53) We can make the second term on the left-hand side of (53) look like the first by some notational manipulation.
After the integration over k', replace in the second term n' with -m -1:
. (54) Then (53) becomes
=1+ f dq fo(q, q)u(q)v(q) (55) where now q'=k +n'go and the suII1 on n' runs over all integers. To make the left-hand side of (55) Our symmetrized definition of ek is especially useful in this task since it leads to BI, '(n, n')=u '~( q)Ek '(n, n')u'~2(q') (63) Bk '(n, n ') =, Eii '(q, q') q' in which the two sorts of poles that occur do so in separate factors, either u'~( q') or El, '(n, n'). We treat these in turn.
The singularities due to u' (q') are easy to locate and are always present. Since q =k+ngo and q'=k+n'go we have when q'~0 that q~(n -n')go. Hence near these singularities and (56) (n -n')go Ez '((n -n')go, O) . q -n n' go-
(g, -k) -(m'+ l)g, = -(k +m'g. ) .
Summing over n ', as required by (62), we define Our assumption of an inversion symmetry in the bulk provides the relation
Combining all these changes, (55) becomes
=1+ dqyo q, q U q vq (59) where the square matrix Bi, (n, n') is defined by Bk(n, n')=u '~( q)Ek(n, n')u' (q'),
where now q = k + mgo, q' = k +m 'go, and m is a negative integer. Together (55) and (59) imply that g Bk(n, n')v(lq'l) =1+ f dq go(lql, q )u(q )v(q ), (60) n' where the last step follows from the symmetry Eii (g, O)=Eii ( -g, O) . We refer to the singular structures in (64) and (65) (69) i.e. , the poles always appear in "conjugate" pairs. To approximate B k near them we recall that the inverse of a matrix can be expressed as gI '(x)=gy (e ' ' -1), and for (78) B"'(n, n') =N(q, q')/det(B"), (70) where Nk is the classical adjoint matrix.
Then for k near ko or go
the finite contribution
Since N/, has the same symmetries as Bk, see (58), "(l, n') =N(gQ -kQ+lgQ, gQ -ko+n'go)
where m = -(l +1) and m'= -(n'+1). Then if we sum (71) over n ' to define v' '(q), it can be reduced to
To complete the evaluation of g and d~for the SCIB approximation is now a well-defined numerical task. One 
v"'(q~0)~(1 -1/eI™) g y +O(q') .
From (82) - (84) 
where
which compares directly with Eq. (21) in Ref. 34. To end this section we remark that we have formulated the subtractions from B k ' so the results would still apply if go were retained. The same general scheme could also be used when three-dimensional lattice structure is allowed.
The identification in the last line of (82) is the appropriate version for our anisotropic system of the well-known connection between microscopic and macroscopic e's. "' For us it ensures that the integral (42) band model used by Sturm and Oliveira. Although both models allow just one Fourier component in V(x), our band structure is explicitly periodic in an extended zone scheme. This is necessary since we eventually need integrals over q of the response function. For the same reason we also keep all local-field effects. Finally, we note that although we are using a pseudopotential for the lattice scattering, we do not try to correct for the difference between pseudocharge densities and true charge densities.
A picture of the (one-dimensional) band structure is shown in Fig. 3 . The first Brillouin zone has been chosen so the reduced wave vector remains positive, as is appropriate for the cosine Fourier transforms of our formalism. The Fermi energy is determined by requiring that the average bulk density be given by 3/(4irr, ao); its value is cF =4.04 eV, slightly smaller than the jellium result v+=4. 33 eV. The Fermi wave vector p~=1.20 A is larger than pF, but a bit smaller than go/2= 1.27 A The bulk susceptibility defined in (48) is calculated from~= 2 f pl, P f p ' I ', P P e, +fico e I +-IO X QADI(x)P, I.(x)Q*,I,(x ')P I (x '), (89) where p and p' label wave vectors in the first zone, I and l' are band indices, P is the common wave vector parallel to the surface, and the overall factor of 2 is for spin. The f's are Fermi occupation factors and will be evaluated at zero temperature. Their argument is the total energy of an electron state, whereas only the difference of "normal" energies survives in the denominator.
The wave functions are also one dimensional (Bloch waves). The plane wave variation in X has been Fourier transformed away.
In Fig. 4 we compare the continua of single-particle bulk excitations for our band-structure model and its jel-
III. MODEL CALCULATION
To illustrate the formalism we now describe a pseudopotential evaluation of the basic formulas. The parameters are chosen to model the (110) We look forward to this continuing progress.
