Abstract-Failures in complex systems controlled by human operators can be difficult to anticipate because of unexpected interactions between the elements that compose the system, including human-automation interaction (HAI). HAI analyses would benefit from techniques that support investigating the possible combinations of system conditions and HAIs that might result in failures. Formal verification is a powerful technique used to mathematically prove that an appropriately scaled model of a system does or does not exhibit desirable properties. This paper discusses how formal verification has been used to evaluate HAI. It has been used to evaluate human-automation interfaces for usability properties and to find potential mode confusion. It has also been used to evaluate system safety properties in light of formally modeled task analytic human behavior. While capable of providing insights into problems associated with HAI, formal verification does not scale as well as other techniques such as simulation. However, advances in formal verification continue to address this problem, and approaches that allow it to complement more traditional analysis methods can potentially avoid this limitation.
and between system components (human operators, humanautomation interfaces, device automation, and conditions in the operational environment) [10] , [12] .
A. HAI
Researchers have identified factors that contribute to problems with HAI along with technologies and tools to address these problems [13] , [14] .
1) Sources of HAI Failures:
Problems with HAI can occur for a number of reasons. Automation may be brittle, as it can only respond to the pre-specified situations for which it was designed [15] . With brittle automation, operators may encounter problems in situations outside the scope of the automation's design parameters [15] - [18] . The human operator may also find it difficult to combine cues and decision support provided by automation with additional information not used by automation, but deemed important by the operator [18] . Unfortunately, a system may not identify when the limits of its automation are reached. HAI design paradigms have been developed to address brittle automation. For example, end users may be allowed to customize automation [19] or the automated systems may be allowed to expand their capabilities after being fielded [20] . However, problems can still arise because operational conditions or device behaviors were not anticipated by the designer; the design of automation was oversimplified due to schedule, economic, or technological limitations; or the device automation and/or human-automation interface were not implemented in accordance with the design.
Human-automation interfaces may not provide enough feedback about the state of the device automation [21] , [22] . Further, human operators may not properly understand how the automation works (they may not have a correct mental model) [23] . Both of these conditions can lead to mode confusion, where the human operator is unable to keep track of the state or mode of the device automation. This is dangerous because mode confusion can result in automation surprise, where the operator's situation awareness is disrupted by the device automation behaving in an unexpected way [23] , [24] . Further, mode confusion can lead to the human operator either performing inappropriate actions (errors of commission) or omitting necessary ones (errors of omission) [23] . Thus, operators of automated systems must work to maintain mode awareness to avoid such errors [25] . This may be very difficult given the large number of mode combinations, the variety of behaviors a given mode can exhibit, and the range and quantity of information displayed in some systems [23] .
As systems become more automated, the tasks of the human operator change. For example, he or she may need to supervise and monitor the operation of the system rather than control it 2168-2216/$31.00 © 2013 IEEE directly. In such situations, human operators may not have been trained in these new tasks [26] . They may fixate on a specific task while neglecting others, such as passively monitoring the system [15] , [27] - [30] . They may also alter their task behavior such that they become too dependent on automation (a condition known as automation bias) and therefore acquire and evaluate system information less vigilantly [17] , [31] .
Problems can also arise as a result of incompatibilities between the behavior of the device (both its automation and human-automation interface) and the cognition of the human operator. Many erroneous human behaviors have predictable cognitive causes [12] related to human working memory, human knowledge, human perception, or human physical coordination. It is possible to prevent some erroneous human behaviors through changes to the behavior of the device's automation and human-automation interface [32] - [35] .
Thus, problems with HAI can arise as a result of inadequacies in the human-automation interface (due to problems of usability or mode) or more system-level problems related to unanticipated interactions between the human operator's behavior and the system (related to the human task, other cognitive reasons, unanticipated limitations of the automation, unforseen operational conditions, or some combination).
2) Designing for and Evaluating HAI: These problems have been addressed from different directions. Techniques such as cognitive work analysis [36] and cognitive task analysis [37] , [38] have been developed. Cognitive work analysis is concerned with identifying constraints in the operational environment that shape the mission goals of the human operator and can be used to characterize automation (see, for example, [39] ). Cognitive task analysis is concerned with describing how (physically and/or cognitively) human operators normatively and descriptively perform goal-oriented tasks when interacting with an automated system [40] - [42] . These techniques influence the design of human-automation interfaces by identifying device and environmental information to faciliate human interpretation and the tasks to achieve system goals [43] - [45] . Techniques involving human subject experiments allow analysts to evaluate the effectiveness of different human-automation interactive systems using a variety of metrics (see [46] - [50] ) in real operational environments and part task simulations. Finally, a number of cognitive, decision making, behavioral classification, and modeling techniques have been developed to give analysts means of performing manual, simulation, and statistical evaluations without the need for human subject experiments (see [13] , [51] , [52] ).
While these techniques are useful in finding and/or potentially reducing the likelihood of HAI-related system failures, they are not exhaustive and thus risk missing potentially dangerous HAIs that could lead to system failures. Verification techniques that fall under the banner of formal methods offer means of performing appropriately scaled exhaustive analyses that can augment existing methods. Sections II and III highlight the advantages of such analyses.
B. Formal Verification
Formal verification is an analysis technique that falls in the broader category of formal methods. Formal methods are a set of well-defined mathematical languages and techniques for the specification, modeling, and verification of systems [53] . Specifications are formulated to describe desirable system properties in rigorous, unambiguous notations. Systems are modeled using mathematically based languages that support well established theoretical formalisms such as finite state automata, directed graphs, Büchi automata, Petri nets, and μ-calculus. The verification process mathematically proves whether the model satisfies the specification. Formal verification has been used successfully in a number of applications, particularly computer hardware, where performance must be guaranteed. Two particular technologies, automated theorem proving and model checking, have been useful for the formal verification of large systems.
1) Automated Theorem Proving: Theorem proving is a deductive technique that resembles traditional pencil-and-paper proofs: from a set of axioms, using a set inference rules, one builds theories and proves theorems to verify correctness claims about the system under investigation with the help of a proof assistant program. While theorem proving cannot be fully automated in practice for more expressive logics (such as higher order logics), some smaller fragments are amenable to mechanized proofs. Satisfiability solvers [54] and satisfiability modulo theories solvers [55] include powerful decision procedures able to solve very complicated problems from areas such as propositional logic and linear algebra.
2) Model Checking: Model checking is a highly automated approach used to verify that a formal model of a system satisfies a set of desired properties (a specification) [56] . A formal model describes a system as a set of variables and transitions between variable states. Specification properties are usually represented in a temporal logic (discussed below) using the formal system model variables to construct propositions. Verification is performed automatically by exhaustively searching a system's statespace to determine if these propositions hold. If there is a violation, an execution trace called a counterexample is produced. This counterexample depicts a model state (the value of the model's variables) corresponding to a specification violation along with a list of the incremental model states leading to the violation.
A temporal logic is a set of rules and symbols that allows time to be expressed and reasoned about as part of a logical framework: time is represented by an ordinal sequence of states [57] . For model checking purposes, a temporal logic formula is composed of Boolean propositions about the model variables and modal operators. Modal operators usually specify the temporal relationships between propositions. The two most common temporal logics (linear temporal logic and computation tree logic) make use of the modal operators described in Table I . There are different specification languages and/or modal logics of which these operators represent the most common concepts. See [57] for more detail.
3) Limitations of Formal Verification: While the mathematical proofs offered by formal verification techniques are extremely powerful, their use is limited by a variety of factors. One of the major challenges facing model checking verification is the state explosion problem. As more elements are incorporated into the system model, the memory and time required to store the combinatorially expanding statespace can easily [58] addresses this by using extremely efficient means of representing a system's statespace. Other techniques allow select portions of the statespace to be searched without compromising the accuracy of the verification. The best known of these depend on partial order reduction [59] , symmetry [60] , and abstraction techniques such as abstract interpretation [61] and counterexample-guided abstraction refinement [62] . However, even with these efficient representations, model checking is still limited in terms of the size of systems it can be used to evaluate.
A second limitation of model checking is the expressive power of its modeling formalisms. Traditional model checking is applied to systems that can be modeled with discrete variables. However, systems can have continuous quantities. While the field of hybrid systems has been developed to address this issue [63] , current techniques can handle systems models with no more than a half-dozen continuous variables. With respect to the modeling of time, discrete-state models can be augmented with a set of clocks [64] . While this technique can be used to model clock synchronization problems in digital systems, only more simple models can be fully verified.
In principle, theorem proving does not suffer from the same limitations as model checking. However, theorem proving is not a fully automated process: the analyst guides the proof while exploiting automation to reuse routine proof techniques. The more expressive the logic used to model and reason about the system, the less automation is possible. Thus, theorem proving requires significant effort by highly trained experts who guide the verification process. Further, because the proof process must be guided, theorem proving is less likely to find emergent features that are not anticipated by the analyst.
A problem faced by all forms of formal verification is that of model validity. To provide useful insights about actual systems, the models used in formal verification need to be valid. If they are not, the verification process has the potential to find problems that may not exist in the actual system, or miss problems that exist in the actual system but not the models.
C. Formal Verification of HAI
Researchers have used formal verification to evaluate HAI. These techniques focus on abstract models from the HAI literature that can be represented with discrete mathematical models and used in analyses of a scope such that specific HAI problems can be discovered. Prior analyses have investigated potential problems with human-automation interfaces related to both usability and mode confusion. They have also investigated how task-analytic or cognitively plausible human behavior may interact with other system automation or environmental conditions to result in violations of desirable system properties. We survey the literature as it relates to each of these topics. For each covered approach, we present the theory behind it and explain what types of problems it is meant to address. We briefly present an illustrative example from the literature that shows how the approach can be applied. We discuss the major developments and limitations of each approach. Finally, we discuss future ways in which formal verification (in general) might be extended to the evaluation of HAI and how these types of analyses may be used synergistically with more traditional HAI evaluation and analysis techniques.
II. FORMAL VERIFICATION OF HUMAN-AUTOMATION INTERFACE PROPERTIES
Formal verification has been used to evaluate properties of human-automation interfaces. In the majority of these analyses, the human-automation interface behavior is modeled formally and properties related to the behavior of the interfaces (usually analogous to desirable interface functionality or usability) are checked against this model. A particular subset of humanautomation interface analyses are specifically concerned with discovering if there is potential for mode confusion, and there have been several approaches that address this specific problem. However, before formal verification can occur, there must be a formal model. Thus, in this section, we first describe the ways in which human-automation interfaces have been modeled, then discuss general human-automation interface verification, and finally present the different mode confusion analyses.
A. Formal Modeling of Human-Automation Interfaces
The main ways formal models are represented are as finite state transition systems or finite state machines. Human-automation interfaces have been formally modeled as finite state transition systems using different methods [65] . State charts [66] are formal transition systems that support hierarchies, parallelism, and communication that have been used to model interfaces [67] , [68] . Interactors are object-oriented interface building blocks that have an internal state and are capable of generating and responding to events [69] . Physiograms are used exclusively for modeling physical device interfaces [70] . Table and matrix specification paradigms like the operational procedure model [71] and ADEPT [72] define interfaces based on their input-output behavior. Abstractions have been developed for formally modeling human interfaces defined in software development environments such as Visual Basic and This model is composed of three parallel finite state machines representing two light switches (switch1 and switch2) and the light itself (Light). In these representations, a rounded rectangle represents a state, and a labeled arrow between rounded rectangles represents a guarded transition between states. An arrow with a dotted end indicates an initial state. The system receives human action inputs via the HumanAction variable, which can indicate whether the operator has flipped switch 1 or switch 2 (F lipSwitch1 and F lipSwitch2, respectively). When the human operator flips a switch (HumanAction = F lipSwitch1 or HumanAction = F lipSwitch2) the corresponding switch will transition between Up and Down. When only one switch is Up, the light is on. Otherwise, the light is off. Java Swing [73] , [74] . Despite the diversity of modeling techniques, all generally treat the interface as having a specific state (a specific valuation of variables) that can transition to different states based on human operator actions, device automation, and/or environmental factors. Some paradigms (such as the interactor) specifically model the rendering of information on the interface display and thus explicitly model what information is available to the operator in any given interface state. Fig. 1 is a simple example of a formal human-automation interface (a light with two switches) using state charts.
B. Formal Verification of Usability Properties
Work has focused on modeling human-automation interfaces using formal constructs so that their correctness can be evaluated using formal verification. While these analyses do not consider human models as part of the process, they provide guarantees that the human-automation interface will behave in the way it was intended and/or in ways that support safe HAI.
While some research has focused on specifically addressing usability problems with particular classes of human-automation interfaces, 1 there has been a trend toward classifying generic temporal logic property patterns for these purposes. Campos and Harrison [77] identified four related categories of properties that could be expressed in temporal logic and thus formally 1 See [75] , [76] for an example of how formal methods can be used to assess the usability of multimodal, human-automation interfaces.
verified for human-automation interface models: 1) reachability, 2) visibility, 3) task related, and 4) reliability. Reachability properties make assertions about the ability of the interface to eventually reach a particular state. Visibility properties assert that visual feedback will eventually result from an action. Taskrelated properties describe human behaviors that the interface is expected to support: usually the ability to achieve a particular goal represented by a state or set of states in the interface model. Reliability properties describe desirable interface properties that support safe HAI. Within each of these categories, specific patterns have been identified for checking specific properties (see Table II for some examples).
Thus, with a formal model of a human-automation interface, an analyst can employ the usability property patterns from Table II to formulate specification properties for a given application. Formal verification can then be used to check that the human-automation interface adheres to the properties.
Preliminary work in this area focused on applying these techniques to dialog box-based interfaces. For example, Paternò [80] explored the behavior of different dialog boxes composing a desktop database system. However, these techniques are not limited to dialog box-based interfaces: Campos and Harrison [81] evaluated the air conditioning control panel of a Toyota Corolla; Bolton [82] evaluated the programming interface of a patient-controlled analgesia pump; and Feary [83] explored cockpit interfaces to an autopilot.
An illustrative example can be found in [78] where Campos and Harrison evaluated the interface to a medical syringe pump: a device that delivers medication to a patient via a syringe based on a prescription entered by a human operator. The prescription is programmed into the device on a human-automation interface containing a dynamic LCD screen and several buttons. To assess the general reachability of the interface, Campos and Harrison formulated temporal logic properties to show how to get from each interface state to each other interface state. Thus, for each pairing of 54 interface states, where X and Y represent different interface states, a temporal logic property was generated which took the form in (1). This can be interpreted as "for all possible paths through the model, if the interface is in state X, then there is some future state when the interface will be in state Y .
When all of these were checked against the formal model of the human-automation interface, they all returned true. Thus, Campos and Harrison were able to prove that the device supported general reachability.
In all of these approaches, any specification violation that is discovered is not necessarily a usability problem; it simply shows that a property suggestive of good usability was not satisfied. As such, any violation needs to be examined by a usability expert and/or explored with usability experiments. The approach's advantage is its ability to discover potential problems previously undiscovered.
These approaches scale when human-automation interfaces (particularly dialog box interfaces) are evaluated in isolation. Abstraction techniques can further ensure scalability. However, there are two barriers to more widespread adoption. It is not standard practice to utilize formal modeling in the design of human-automation interfaces. Also, temporal logic properties can be difficult to formulate correctly, and (as was true in the example above) a large number may be required.
To address the first problem, researchers have constructed design and analysis environments that allow formal models to be developed more easily. Degani et al. [84] has shown how design patterns can be used when constructing formal humanautomation interface models with state charts; Campos and Harrison [78] have developed the IVY tool that allows humanautomation interface models (constructed from interactors) to be graphically prototyped; Dwyer et al. have created tools that allow human-automation interfaces defined in Visual Basic and Java Swing to be automatically translated into formal models [73] , [74] ; and ADEPT [72] , [83] allows formal humanautomation interface models to be created using a matrix/table interface that does not require knowledge of formal modeling or computer programming.
The second problem is also being addressed. In addition to patterns for specifying all of the different usability properties from Table II [79] - [81] , tool assistance has also been explored. For example, IVY [78] and its precursor IFADIS [85] both allow analysts to use usability temporal logic patterns for reachability, visibility, and reliability properties to be easily applied to models constructed in their environments. ADEPT [83] offers the ability to evaluate visibility and reliability properties automatically. Bolton [82] introduced a method to automatically generate task-related properties from task analytic behavior models.
C. Formal Verification and Mode Confusion
A specific extension of the work on the formal verification of human-automation interfaces has focused on identifying conditions in interfaces that could lead to mode confusion. Some of these efforts are similar to the usability work discussed above in that they focus on formally verifying properties against a formal model of the human-automation interface. However, other efforts have included some rudimentary models of the human operator as a means of gaining insights on mode confusion.
1) Analyses Using Human-Automation Interface Models:
The first set of analyses focused on finding potential mode confusion with only a model of the human-automation interface and the basic underlying automation. Leveson et al. [86] identified a number of human-automation interface properties that were associated with mode confusion (Table III) .
Researchers [87] - [91] have explored how formal verification processes with both model checkers and theorem provers can find these types of conditions in formal models of humanautomation interfaces for medical devices, aircraft flight guidance systems, and mode control panels. In the majority of these evaluations, the analyses explore how transitions occur within a model's state space (for example, finding unexpected ways of reaching off-normal states), attempting to discover if there are situations in which human operator expectations about how their actions impact the state of the interface (encoded in temporal logic) are satisfied by the interface (for finding unintended side effects, indirect mode changes, operator authority limits, and inconsistent behavior); determining when two interface states display the same information (for finding conditions with a lack of appropriate feedback); and determining if there are interface states that do not properly represent the state of the automation (also for human-automation interface states lacking appropriate feedback).
For a simplified model of the modes in a flight guidance system, Joshi et al. used both a model checker (NuSMV [92] ) and a theorem prover (PVS [93] ) to show how different mode confusion problems could be discovered. Despite the example's Table III could be identified.
Using the IVY environment, Harrison [91] modeled an infusion pump that automatically delivers medicine to a patient intravenously. Different specification properties were formulated to check for the mode confusion properties in Table III . One of the most compelling addressed the lack of appropriate feedback. Specifically, Campos and Harrison identified three messages displayed on the top line of the device's LCD screen (coded here as Messag1, Message2, and Message3) that indicated medication delivery. They then ran a check to ensure that these were necessary and sufficient for the pump to be delivering medication, represented in temporal logic as in (2) .
When this was checked against the formal model, it failed. The counterexample revealed a specific scenario in which a function key on the device could be pressed that would replace the top line of the LCD with a different message while medication was being delivered. Thus, there was a state in which the device's display would not indicate that the pump was infusing, allowing for potential mode confusion.
This type of formal verification can provide insights into conditions that might result in mode confusion. However, the models did not include any information regarding the human operator's knowledge about current and expected future system states and/or future modes and modes changes. Therefore, it is not clear that mode confusion will occur even if a violation is found. To address this problem, two separate approaches allow potential mode confusion to be explicitly discovered using models of the human operator. Both are explored next.
2) Analyses Using Human Mental Models: In the first approach allowing for the explicit detection of mode confusion, a human operator mental model of how the automation works (presumably an abstraction) is formally modeled along with the device or system automation.
2 The resulting composite model is then checked (either manually or using model checking) to find inconsistencies between the human-device mental model and the automation: when the human operator's mental model state does not match or is not the proper abstraction of the automation model's state. Degani, Heymann, Oishi et al. [67] , [94] - [96] showed how inconsistencies could be algorithmically discovered between state chart representations of the human operator's mental model and device automation in a variety of applications including an aircraft autopilot [67] , a cruise control system [94] , and an aircraft auto-land system [95] . Sherry et al. [97] used matrix-based representations of both the device automation's input-output behavior and the human operator's mental model of that input-output behavior and showed how they could be algorithmically compared to find potential mode confusion for an aircraft's mode control panel. Rushby et al. [98] , [99] used Murφ 3 [100] and Buth [101] used FDR2 [102] to show how model checkers could be used to find mode problems in the MD-88 autopilot.
These examples highlight situations where pilots may miss mode transitions and misunderstand how particular modes or mode transitions work. Most highly automated aircraft include multiple pitch modes. The automation will automatically transition between these modes when it is trying to change and then hold the aircraft's altitude. A pitch hold mode, for example, can maintain a particular pitch attitude until the aircraft climbs (or descends) to the higher (or lower) commanded altitude. Vertical speed mode can maintain a particular vertical speed until the commanded altitude is reached. A flight level change mode can maintain a particular airspeed until the commanded altitude is reached. In both cases, if an altitude capture mode is armed, an automatic transition to an altitude hold mode should occur to maintain the commanded altitude once the desired altitude is achieved. The interaction of the pitch modes and the arming of altitude capture mode have been linked to mode confusion and the violation of associated altitude clearances [24] . Such scenarios are particularly dangerous because they can allow an aircraft to climb into another aircraft's airspace. By constructing formal models representing an abstraction of a pilot's understanding of pitch modes and actual pitch mode operations, researchers have been able to replicate conditions that can lead to violations of altitude clearances [98] , [99] , [101] .
Because this approach requires the modeling of both the device automation and the human operator's mental model, it is less scalable than the previous one only requiring a model of the human-automation interface. It is not surprising that the evaluated models have been fairly simplistic and/or abstract. Given the discrete nature of formal models, many of the systems that have been modeled are discrete in nature or have been abstracted to be such. However, the use of hybrid systems techniques have been explored to allow the dynamics of aircraft to be included in these analyses [95] , [96] , [103] . Most recently, Rushby et al. [103] showed how emerging abstraction techniques can be used with an infinite bounded model checker [104] to evaluate system models containing continuous quantities. The authors demonstrated how a known problem with an older version of the "speed protection" of an Airbus A320 could be discovered with this method.
An extension of this approach has focused on ways of generating human-automation interfaces that do not exhibit properties associated with mode confusion. These methods assume that the human operators must have the information necessary to maintain a correct mental model through the human-automation interface. Thus, a mental model representing an abstraction of the system's device automation that does not facilitate mode confusion can be interpreted as a specification for the information content and behavior of the human-automation interface. Crow et al. [105] discussed how mental models constructed through results from questionnaires can be progressively abstracted and/or refined and checked with a model checker until a "safe minimal mental model" is found: the smallest mental model that does not facilitate mode confusion. Heymann and Degani [106] proposed an algorithmic means of achieving such a model. First, a state chart representation of the system's automation is constructed. Then, each state is assigned to one of several specification classes: aggregate states that the analyst hypothesizes the human operator must distinguish between. This model is then systematically reduced by combining states within specification classes in a way that avoids inconsistencies indicative of mode confusion. Combéfis and Pecheur [107] showed how such a process could be performed automatically without the need for specification classes. This approach has been further extended to allow the machine learning algorithm to automatically learn a minimal human-automation interface model from a device automation model [108] .
A limitation of this approach is that it assumes the human operator creates a mental model of how the system's automation behaves, and this model can be represented as a formal finite state transition system. Extracting such a model from a human operator may be difficult, though several approaches have been explored [105] , [109] . Further, Norman [110] notes that actual human operator mental models are incomplete, are difficult for the human operator to "run," are unstable, do not have firm boundaries, are unscientific, and are "parsimonious" (overly abstract to save on mental complexity).
3) Analyses Using Human Knowledge Models: Rather than attempt to capture the operator's mental model of how the system works, a third approach uses formal models representing the human operator's knowledge about how he or she accomplishes goals with the system through the human-automation interface [111] - [113] to find potential mode confusion. Effectively, human operators have knowledge about how they accomplish goals with the system based on their experience and their perceptual observations when interacting with the system. These can be represented formally as processes (for example see [114] ). When paired with human-automation interface and device automation models, a model checker can determine if there are states in the system that block the human operator process from accomplishing his or her goals or if there are ways of achieving goals that do not match the procedures in the operator's knowledge. Both can result in mode confusion. Wheeler [113] illustrated how such a method could be performed manually to evaluate the alarm states of a digital alarm clock. Bredereke and Lankenau [111] , [112] and Bredereke [115] automated this type of evaluation using communicating sequential processes (CSP) [114] and the FDR2 model checker [102] . Doing this, they were able to find a number of potential mode confusion problems with the control system of an electric wheel chair and various features of a telephone communication system.
With a telephone system example, Bredereke [115] found a number of potential mode confusions. One pertained to the call waiting system. When someone is using a phone with call waiting, the person knows that he or she can accomplish the goal of putting callers on hold. However, phones may have a feature that prevents emergency numbers (such as 911 in the United States) from being put on hold. This can result in a potentially dangerous mode confusion. Assume Person A calls and talks to Person B. During the course of this conversation, A decides that he or she needs to consult emergency help because of a situation with B. A puts B on hold and calls 911 for emergency help and is connected to Person C. A then wishes to relay emergency information from C to B by putting C on hold and talking to B. However, because C was reached via an emergency number, Ccannot be put on hold and A cannot relay the safety critical information back to B. The fact that A is blocked from putting C on hold indicates a mode confusion.
To be useful, this approach requires that analysts capture the potentially imperfect knowledge the human operator has about achieving goals with the system. Bredereke and Lankenau [112] discuss several ways that this can be accomplished. Although not currently explored, given that the knowledge being encoded is procedural, such a method could exploit task analyses [37] , [38] for model development.
Javaux [116] investigated an automated means of constructing realistic, imperfect knowledge models. Javaux starts with a model that contains all of the knowledge the operator needs to interact with the system. Then, by evaluating how often human operators have to use specific knowledge, he allows the rarely used section of the knowledge model to degrade based on the theory of implicit learning. Javaux showed how this can lead to knowledge models that facilitate mode confusion in an autopilot system under rare operational conditions.
There are no studies that directly compare this approach to the mental model approach discussed above. Thus, while both explicitly model mode confusion in the human operator, it is not clear which is more adept at discovering problems nor is it clear which analysis will scale better.
III. FORMAL VERIFICATION OF SYSTEM PROPERTIES
The analyses presented in the previous section are convenient in that HAIs human-automation interfaces are often easily represented as formal models. Further, the analyses are inherently limited in scope, only being concerned with the human-automation interface and thus avoiding the increases in model size potentially associated with modeling the full system. However, because human behavior is not explicitly modeled in any of these techniques, they can only be used to find system conditions theorized to be preconditions to system failures. Another category of approaches have focused on identifying how modeled human task analytic behavior can potentially contribute to system problems beyond potential shortcomings with the human-automation interface. When designing the procedures, displays, controls, and training associated with the HAI of an automated system, human factors engineers use task analytic methods to describe the normative human behaviors required to control the system [38] . The resulting task analytic models represent the mental and physical activities operators use to achieve the goals the system was designed to support. There are a number of different task analytic methods, and thus many different forms that task analytic models can take. However, a distinction can be made between models that are primarily concerned with capturing the observable manifestation of human behavior (henceforth referred to as task models), and those that are concerned with describing the cognitive process that drives the observable human behavior (henceforth referred to as cognitive models). Both types of models have been used in formal verification analyses.
A. Formal Verification and Task Models
Task analytic models representing the observable manifestation of human behavior are typically structured as a hierarchy, where activities decompose into other activities and (at the lowest level) atomic actions. Task models such as concurtasktrees (CTT) [117] , operator function model (OFM) [118] , enhanced OFM (EOFM) [119] , user action notation (UAN) [120] , or AMBOSS [121] can be represented using discrete graph structures as hierarchies of goal-directed activities that ultimately decompose into atomic actions. In these models, strategic knowledge (condition logic) controls when activities can execute and modifiers between activities or actions control how they execute in relation to each other. Because they can be represented discretely, task models can be used to include human behavior in formal system models along with other system elements including device automation, human-automation interfaces, and the operational environment [4] , [122] .
Some researchers have modeled human tasks in the employed analysis package's formal notation. Degani et al. [123] incorporated human task models into state chart models of human-automation interfaces and used them to explore human operator behavior during an irregular engine-start on an aircraft. Basnyat et al. [124] , [125] used a Petri net-based formalism called interactive cooperative objects (ICO) to model human task behavior as part of larger system models (a waste fuel delivery plant and a satellite control system) to verify properties critical to the system's safe operation. Resolutions to discovered problems came in the form of barrier systems to monitor the system and prevent it from transitioning to unsafe states [124] or through modification to operator training materials [125] . Gunter et al. [126] encoded patterns of human task behavior into CSP concurrently with system and environment models (also encoded in CSP) to verify safety properties of a portable automated identification and data capture device used to identify and record data about patients and hospital equipment. They showed that a "protection envelope" could be incorporated into the system's automation to ensure that the modeled normative human task behavior would never result in situations where incorrect or corrupted data could be entered into the device.
These approaches require practitioners to encode tasks in formal modeling languages. Thus, some researchers have used more established task analytic modeling notations. These are then translated into the needed formalism. Palanque et al. [127] showed how task models written in UAN [120] could be translated into ICO and used to verify task behaviors for interacting with an automated teller machine (ATM). Fields [128] developed a custom notation for modeling hierarchies of activities in human tasks along with the temporal relationships between them. Aït-Ameur et al. [129] , [130] and Paternò and Santoro [131] have translated CTT [117] into formal models and performed formal verification with larger system models. Aït-Ameur's work used the Event B theorem prover to verify human interaction with a software dialog box for converting currencies. Paternò et al. translated CTT models of multiple human operators managing runway traffic into LOTOS [132] and then into a formal model where it could be checked as part of a system model encompassing the behavior of the interface, its automation, and the environment. Bolton and Bass et al. [119] have developed EOFM (an extension of OFM [118] ) as a generic, XML-based task modeling language. They have also developed a translator that converts EOFM models into code for the Symbolic Analysis Laboratory [133] for use in the formal verification of safety properties of larger system models. They have applied their technique to a patient controlled analgesia pump [122] , [134] , an automobile with a cruise control [119] , and a pilot performing the before landing checklist [4] .
Bolton et al. [119] presented an example with an automobile with a simple cruise control system. The cruise control system had two buttons for enabling and disabling cruise. This system was modeled as part of a general automobile driving interface involving the accelerator and the brake pedals. The automobile was modeled as moving down a highway with a traffic light at the end. Midway along the highway was an area in which traffic could merge. The driver could drive at a specific, desired speed. A task model was created in EOFM. The driver could 1) drive at the desired speed (by manipulating the accelerator and brake pedals and/or the cruise control), 2) avoid merging traffic (by speeding up or slowing down), and 3) respond to the the traffic light based on its relative distance and color. An analysis checked whether there could be a situation in which the driver could run the traffic light. In temporal logic, this can be encoded as shown in (3), interpreted as there should never be a condition where the car is at the intersection when the light is red and the car is not stopped
When checked with the complete system model, the specification property could be violated. An interpretation of the counterexample [135] revealed that this occurred if: 1) the driver reached his or her desired speed and enabled the cruise control; 2) when the merging car arrived, the driver accelerated to go ahead of it and stayed at that higher speed; 3) the driver removed his or her foot from the gas pedal to respond to a red traffic light; and 4) once the car slowed to the cruise speed, it stayed at the cruise speed, causing the car to not stop at the intersection.
While the majority of these types of analyses have focused on systems that use a single human operator, progress has been made on extending these techniques to multi-operator systems. Paternò et al. [136] and colleagues identified three different ways that collaborative human behavior could be incorporated into formal task models: 1) A single task model could be created describing the behavior of every human operator in the system; 2) Separate task models could be created for each human operator with constructs being used to describe the coordinated and communicative relationships between activities and actions between operator tasks; and 3) A separate task model could be created for each human operator but with the addition of a shared structure which relates the coordinated and communicative relationships between the activities and actions contained in the separate models. Bass et al. [137] presented a fourth means of accomplishing this: allowing separate tasks to be created for each operator for activities not requiring coordination, and allowing for separate shared tasks/activities that require multioperator coordination and communication.
These analyses are more limited by scalability than the human-automation interfaces analyses. Since they are more concerned with system failures, they require larger models than those that are only concerned with human-automation interfaces. Results from Bolton and Bass [122] indicate that analyses only using task behavior models can reduce the overall size of model state spaces when they are paired with large system models. However, this may not be true for all models, particularly those with multiple human operators.
Another potential limitation of this approach is that it does not consider erroneous human behavior, which is often associated with failures of human-automation interactive systems. However, the community had taken steps to address this. Fields [128] , Bastide and Basnyat [138] , Bolton et al. [139] , Bolton and Bass [140] , Paternò and Santoro [141] have investigated how patterns of erroneous behavior (based on the phenotypes of erroneous actions [142] ) can be manually incorporated into task analytic behavior models. These models could then be integrated with the analyses described above to use formal verification to investigate whether these errors impact the fulfillment of specification properties. Bolton et al. [143] and Bolton and Bass [144] have extended this work so that erroneous human behavior can be automatically generated in task models, allowing analysts to determine how potentially erroneous human behavior can contribute to system failures without having to anticipate which behaviors might be problematic. One method [143] creates a task structure that generates zero-order phenotypes of erroneous actions [142] for each action in the task model, but limits the total number of possible erroneous acts to an analyst specified maximum. The second method [144] manipulates the interpretation of strategic knowledge in the task model to replicate slips of attention [12] , again limiting the total number of erroneous behaviors with a maximum. These methods were used to discover problems related to controlling a medical radiation therapy machine [143] and a patient controlled analgesia pump [144] . Unfortunately, such analyses have the potential to reduce scalability, limiting the maximum number of erroneous human behaviors that could be considered in any given analysis. Such techniques also have the disadvantage that they do not describe a cognitive mechanism for any of the modeled erroneous behaviors.
B. Formal Verification and Cognitive Models
Different analyses have attempted to model task analytic human behavior using high fidelity, albeit abstract, cognitive architectures in formal verification. The goal has been to model the cognitive process the operator employs to decide what actions he or she will use to interact with the system. These methods let the analyst to formally verify that the system will always allow the operator to achieve his or her goals with a set of cognitive behaviors. These methods can identify situations where the human operator fails to achieve desired goals or drives the system into dangerous operating conditions.
These cognitively based models of human behavior focus on modeling the knowledge human operators use for interacting with a system. The human operator's cognitive state (a set of variables) changes in response to the state of the humanautomation interface, the operation environment, or the operator's current cognitive state according to a set of logically defined production rules. Ultimately, this can result in rules allowing the human operator to perform actions (themselves represented by changes in variable values). The nature of these models and the analyses they support are determined by the cognitive architecture in which they are instantiated.
Lindsay, Connelly et al. [145] , [146] used a cognitive architecture called the operator choice model (OCM) specifically created for an an en-route, air traffic control task, in which a human operator monitors an airspace and attempts to resolve potential conflicts between aircraft. The OCM describes the process human operators use to scan or search human-automation interfaces for information (scan), determine if that information is worthy of additional interest (classification), decide how to proceed in light of the assessed information (decision making), and execute a plan of actions (perform action). The cognitive model was specified as a set of event-driven transitions (rules) for each of these four processes, where control flows between each of these processes in the cognitive model. The humanautomation interface and the operational environment (the state of the airspace) were modeled as separate processes. Temporal logic patterns were created for potential failures in the air traffic control task: not resolving an actual conflict, resolving a nonexistent conflict, and creating a conflict where one previously did not exist. Temporal logic properties specified that problems in a specific cognitive process (scanning, classification, decision making, or action performance) could result in one of the three failures. A model checker was used to determine if and in what context any of these failures could occur.
While useful, the OCM model is limited in that it is only relevant for air traffic control tasks and thus not generalizable. However, Blandford, Curzon, et al. [147] - [150] have focused on creating models around a more generic cognitive architecture from programmable user models (PUMs) [151] . In these models, the human operator has a set of goals he or she may want to achieve with the system, and a set of actions to interact with it. A set of rules (referred to as beliefs or knowledge) define when a human operator may attempt to pursue a specific goal based on the state of the human-automation interface, the operational environment, or other goals being pursued. Actions can ultimately be performed when a human operator commits to applying one according to a specific rule. Note that in these models, the human operator commits/decides to perform an action before that action is actually executed. Such models have been used with human initiated systems (where system behavior is solely driven by its human operator) [148] and evaluated using formal verification with both theorem provers [149] and model checkers [152] .
These formal PUM-based analyses have been used to obtain different insights about systems. Butterworth et al. [149] showed how specification properties related to system safety, liveness, and usability could be investigated for a simple web browsing task. Butterworth et al. [149] used PUMs and formal verification with the same application to identify the type of knowledge a human operator requires to successfully fulfill his or her goals. These analyses have been extended to identify cognitively plausible erroneous behaviors based on a human operator model interacting with an automated system. These include repetition of actions, omission of actions, committing actions too early, replacing one action with another, performing one or more actions out of order, and performing an unrelated action [34] . Means of identifying post-completion errors (special types of omission errors in which the operator forgets to perform actions that occur after the completion of a highlevel goal [33] ) have also been identified and illustrated using a model of a vending machine [35] . Design rules were applied to address these errors, and their effectiveness was evaluated using the same formal verification process [34] , [35] . Work has also investigated how to use these types of models to determine when different types of operators (expert versus novice) may commit errors when interacting with an ATM [153] . The architecture has been extended to a generic cognitive architecture that models the effects of salience, cognitive load, and the interpretation of spatial cues. It can assess whether they result in erroneous human behavior when interacting with an ATM machine [152] , [154] , [155] . Basuki et al. [156] used heuristics for modeling human operator habituation, impatience, and carefulness within such a cognitive architecture and illustrated erroneous human behaviors for interacting with the vending machine model from Curzon and Blandford [35] .
Consider the ATM example from [153] . Curzon et al. formally modeled cognitive rules for selecting primary goals and secondary goals, selecting actions to achieve these goals, performing actions, reactive behavior based on information conveyed by the human-automation interface, and terminating goals. For example, when interacting with the machine, the human operator may have the primary goal of extracting cash from the machine. However, he or she may also have secondary goals related to obtaining a transaction receipt and having the ATM card returned. There are a number of actions the human operator needs to select and execute to perform his or her goals. These include inserting the ATM card, entering the pin, selecting an appropriate amount of cash, and so on. The model has rules for defining how the operator can react to prompts and alarms. The cognitive model can also have rules defining when to terminate behavior once goals have been achieved. The cognitive model was paired with a formal model of the ATM. The entire system was evaluated with a theorem prover [93] to uncover potential situations where the human operator finishes interacting with the machine without completing all of his or her goals. However, this verification procedure revealed a post-completion error scenario in which it was possible for the human operator to receive his or her cash and terminate interaction with the machine (because the primary goal was achieved) while leaving the ATM card in the machine (not achieving a secondary goal). Curzon et al. then introduce an improved machine design that requires the human operator to retrieve the card before cash is dispensed. They then use the theorem prover to show that the new design does not have the previously discovered problem.
Masci et al. [157] have introduced a method for modeling and evaluating distributed cognition in the PVS theorem prover [93] . The models used by Masci et al. were primarily focused on information flows between entities and the associated cognitive processes for a simple model of the London Ambulance Service. Given the nature of the approach, cognitive models of individuals were kept very simple. Current effort is extending these cognitive modeling approaches to multi-operator systems. Future work will determine how well these cognitive modeling approaches will scale.
All of the cognitive modeling approaches have a distinct advantage over those that model only task behavior as analysts can infer the cognitive reason for erroneous behavior. Additionally, erroneous human behavior can arise organically from the cognitive model rather than having to be specifically inserted or generated in task analytic behavior models. However, cognitive models are more difficult to construct than task analytic models. To date, there have been no studies comparing the cognitive modeling approaches to the task analytic behavior modeling approaches, so it is not clear how they scale relative to each other. Obviously, cognitive models have the potential to be more complex, thus less likely to scale, than task models. However, given the more naturalistic way that erroneous behavior is modeled in the cognitive approaches, it is possible that cognitive model approaches will scale better than those based on task models when erroneous behavior is the concern. Future work should attempt to compare these approaches so that the tradeoffs between them can be better understood.
IV. DISCUSSION AND FUTURE DEVELOPMENT
Formal verification offers possibilities for evaluating HAI not offered by other analysis techniques (such as simulation and testing) through its exhaustive means of proving or disproving the validity of desirable properties. Thus it provides additional ways of finding potential shortcomings in human-automation interfaces and/or of discovering and diagnosing system failures related to human operators.
The specific evaluation approaches discussed herein cover the techniques the HAI community has successfully employed despite the limitations of current formal verification technology. Advances in formal methods are forthcoming and will support new types of HAI analyses with formal verification. In this section we discuss how advances in formal methods may ameliorate some of the current limitations of formal verification. We also discuss how formal verification can be integrated into other types of HAI analyses.
A. Advances in Formal Methods

1) Tradeoffs Between Techniques and Analysis Integration:
There are tradeoffs between the presented evaluation techniques. The analyses of human-automation interfaces for usability and mode confusion scale better than the larger system analyses that use task and cognitive models. However, the human-automation interface analyses only look for conditions that could result in system problems rather than system problems themselves. Conversely, the system-level analyses that utilize task models or cognitive models as part of larger formal systems models are capable of discovering such problems.
The current state of the technology is such that many of the presented techniques are not integrated. For example, an analyst attempting to perform a system analysis using task models will likely need to alter or re-implement the system model to evaluate the human-automation interface. This is largely due to the different components that are modeled in each technique. Subtle differences between model elements shared by the different techniques (such as the human-automation interface) can exist because of the different interactions that may occur between modeled elements. Some work has partially addressed this issue. Environments such as IVY [78] allow for a number of usability analyses to be performed. However, these do not currently support the modeling of the human operator. Bolton and Bass [122] have utilized an architectural framework that separates system model elements to allow for more flexible analyses. This has primarily been used in system evaluations using task models [4] , [119] , [143] , [144] , but has also been used to evaluation of human-automation interface properties [82] . Rukšėnas and Curzon [158] have shown that their cognitive modeling system can be used to find mode confusion problems in addition to being used for system analyses. However, what is needed is an integrated modeling environment that will allow analysts to easily perform multiple analyses with minimal changes between components. Such an environment would allow analysts to take full advantage of the formal HAI verification analyses that are currently available.
2) Model Validity and Design Integration: In the formal methods community, languages like LUSTRE [159] and the associated Safety Critical Application Development Environment [160] allow systems to be "correct by construction": designers specify models of embedded, reactive, synchronous systems; formally verify them; and generate C and Ada code guaranteed to exhibit the verified properties. This allows formal verification to be integrated into the design of the end product, thus avoiding problems of validity that can arise when formal models are independent from designs.
There have been attempts to integrate the design of humanautomation interfaces into such integrated development environments for the purpose of facilitating some of the analyses discussed here. Several groups have adapted their modeling frameworks to work with human-automation interfaces built in Java and Visual Basic, thus allowing the actual software implementations to be used in the formal analyses of humanautomation interfaces and system properties with human-task behavior models [74] , [78] , [130] . Some have also shown that it is possible to execute formal models as if they were computer programs while allowing human operators to interact with them [78] , [130] , [161] . They have used this ability to experimentally validate human task behavior models against actual human behavior, ensuring that the modeled human behavior conforms to the behavior exhibited by actual human operators in human subject experiments. Similarly, such environments allow human operators to interact with the humanautomation interfaces rendered in formal design environments [72] , [78] , [83] , [130] , [161] . This can allow usability studies to be conducted with human subjects. Masci et al. [157] have used simulations of their formal distributed cognition models to allow subject matter experts to judge model validity. Huang et al. [162] have shown how formal cognitive models can be experimentally validated. Work on these types of integrated development environments is in the early stages. Future work could result in tools that transcend the boundaries between modeling, design, and implementation.
3) Model Scalability: As formal modeling and verification technology improves, the size of the systems they can accommodate will increase. Additionally, future developments in lightweight formal methods [163] , [164] may prove useful as they allow parts of a system to be formally modeled and verified using compact modeling languages that can be quickly verified. Formal architectural frameworks like the one used by Bolton and Bass [122] (where a system is composed of separate formal models of the human mission, human task behavior, humanautomation interface, device automation, and operational environment) may be useful in such lightweight analyses as they could allow certain system submodels to be eliminated for certain analyses. Light weight modeling techniques like those offered by ADEPT [72] , [83] allow human operators to prototype human-automation interface behavior and quckly check a number of properties that might suggest problems with HAI. Work related to formally modeling and reasoning about the role of human behavior's contribution to system failures in accident reports [125] , [165] - [168] may also suggest lightweight or compositional analyses that only consider the safety critical elements of systems. Emerging abstraction techniques [103] will also help with scalability.
B. Supporting Other HAI Analyses With Formal Verification
Even with advances in formal methods, the state explosion problem will most likely remain a limiting factor for model checking analyses. Additionally, there has been little to no work investigating how common HAI metrics like timing, workload [169] , [170] , situation awareness [46] , [171] , trust [172] , and compromise [50] can be extracted from verification analyses.
Thus, the use of formal verification in the evaluation of humanautomation interactive systems may be more successful at complementing other forms of HAI analyses. This would allow the exhaustive nature of formal verification to complement the advantages offered by simulation, experimentation, and human performance modeling.
1) Formal Verification and Simulation: While formal verifications are exhaustive, they do not scale well. On the other hand, simulations are rarely exhaustive, but are much more scalable. As such, some degree of success has been found in using formal verification to selectively evaluate bounded elements of a system within a simulation framework [173] , [174] . While these techniques have traditionally been used to evaluate computer hardware, they could be adapted for use in the evaluation of human-automation interactive systems. In such a framework, simulations could be used evaluate large systems and formal methods would be periodically applied to the evaluation of human interaction with human-automation interface. In fact, some work is already heading in this direction [137] , though more work is needed.
2) Formal Verification and Human Subject Experimentation: Human subject testing has high face validity where actual people interact with the real system. It also supports collection of many human performance metrics. However, because conditions that lead to system failure may occur under rare or unexpected conditions, human subject testing is a time consuming, expensive, and inefficient way of finding human-automation interactive problems that occur in these rare events. To this end, formal verification could be used to influence the design of human subject testing. By using formal task analytic models of the human operator paired with an abstract model of the actual system, formal verification could be used to exhaustively search through the system to determine if there are conditions where HAI could be potentially problematic. Analysts could then use human subject testing to explore whether the potentially identified problems can actually occur and explore how to correct them. Such a method offers advantages beyond using either of these two techniques separately. The formal verification allows for the entire system's statespace to be exhaustively examined, which cannot be done with human subjects. However, because analyses will ultimately be investigated with human subjects, the analyses will have higher face validity and system models can be rendered more abstractly than they would be otherwise, mitigating problems related to scalability.
3) Formal Verification and Human Performance Modeling: Many of the analyses discussed here are of similar scope to those of human performance modeling. Infrastructures such as CogTool [175] allow analysts to specify human-automation interfaces and human-task behavior using a simple point-andclick interface. These are then coupled with a sophisticated ACT-R [176] cognitive model that allows the analyst to predict how long the human operator will take to perform tasks with the system. Given the formality with which these are specified, it is likely they could be incorporated into the formal verification analyses similar to those discussed here. For example, Rukšėnas et al. [177] have investigated ways of performing keystroke-level timing analysis (similar to that used by KLM-GOMS [52] ) with human behaviors generated using their cognitive-modeling and formal verification infrastructure. Potential exists for further integrating human performance modeling and formal verification analyses where models of trust, situation awareness, and workload could be integrated into formal models or, as with the timing analysis of Rukšėnas et al., the output of formal verifications could be made to work with such models. Future work should attempt to bridge the gap between these two areas.
