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Abstract
With ever-increasing data rates and lowering latencies, the percieved quality
and fairness of modern cellular telephony networks is largely determined by
their packet schedulers.
In this document we examine the HSDPA system to locate the packet sched-
uler and its parameters, examine its influence on the system, and compare so-
lutions both current and of historical value.
Keywords: Scheduling, MIMO, HSDPA, Fairness
Résumé
Avec des débits en augmentation et les diminution de temps de latences, la
qualité perçue et l’équité des réseaux téléphoniques cellulaires modernes est en
grande partie déterminée par leurs ordonnanceurs de paquets.
Dans ce document, nous examinerons le système HSDPA pour identifier le
lieu de l’ordonnanceur de paquets, ses paramètres, ainsi que son influence sur
le système.
Nous comparerons un petit nombre d’ordonnanceurs, tants historiques que
plus récents.
Mots clés: Scheduling, MIMO, HSDPA, Equité
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Chapter 1
Introduction
Cellular mobile telephony has come to pervade our modern society within the
last quarter century. What started as a voice-only analogue telecommunica-
tions system in the early 1980s has blossomed into a full spectrum of digital ser-
vices. From the humble beginnings of SMS as the first true mobile digital appli-
cation available to consumers, cellular technology has made huge progress. To-
day, high-speed downlink packet access (HSDPA) for universal mobile telecom-
munications system (UMTS) provides mobile broadband to more than 85 mil-
lion subscribers[16] across hundreds of UMTS networks worldwide.
New developments in the field appear at a steady, sustained pace. The
packet scheduler occupies a key position in the radio resource allocation strat-
egy of cellular networks, from where it exerts a fundamental influence the be-
havior of the system as a whole. With the current generation of HSDPA, the
packet scheduler has the opportunity to select a different set of UEs every 2ms
transmit time interval (TTI).
Although the solution to proportional fair scheduling has been considered
NP-hard (see [13, 27, 28, 31]), there exist a number of algorithms which pro-
vide useful results within the tight time budget. Consequently fast packet
scheduling algorithms remain the focus of a great deal of research. In this paper,
a variety of solutions to the problem are examined: both historical ones as well
as more recent developments, with a particular emphasis on the techniques
used to mitigate the complexity of the fundamental problem.
This paper is structured as follows: following this introductory chapter, is
a discussion of modern HSDPA infrastructure, and how the different compo-
nents interrelate to provide the reliable high performance service that it has
become. Following that is a discussion of four schedulers often cited in the
literature for a number of interesting properties they posses despite their ap-
parent simplicity. The fourth chapter presents a more formal approach to the
scheduling problem, where every significant parameter of the problem space
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finds its place. The fifth chapter discusses the growing trend of cross-layer de-
sign in packet schedulers, and presents one such scheduler for illustrative pur-
poses. Following that, meta-heuristic solutions are examined, with a particular
accent on genetic algorithms (GAs). Finally, conclusions are drawn and possi-
ble avenues of further research are suggested.

Chapter 2
UTRAN
Figure 2.1: UTRAN architecture
2.1 Key elements and metrics
The UMTS terrestrial radio access network (UTRAN) (fig.2.1) can be schema-
tized as consisting of three main components: radio network controllers (RNCs),
Node Bs and UEs. Each RNC is further connected through a number of sup-
port nodes to the core network (CN) (not shown in fig.2.1). In the downlink
direction packets destined for a UE transit from the core network to the serv-
ing RNC. The radio network controller then relays them either via wire or
through a microwave link to the Node B of the cell in which the UE is cur-
rently located. From the Node B to the user equipment the packets are sent
4
2.1 KEY ELEMENTS AND METRICS 5
over the air interface. Shown in fig. 2.1 are five UEs, two Node Bs, one RNC,
and six individual cells.
2.1.1 Signal strength and CQI
An important measure of the quality of a radio signal from the perspective of
a given actor is the signal to interference plus noise ratio (SINR). The lower
the ratio, the more difficult it becomes to distinguish the signal. This can be
expressed as the ratio between the power of the received signal and the sum of
interference and noise. Holma et al. [19], on p. 124, give (2.1) for the SINR of
HSDPA’s high speed downlink shared channel (HS-DSCH).
SI N R = SF16
PH S−DSC H
(1−α) · Pown + Pot he r + Pnoi s e
(2.1)
The presence of other transmitters in the vicinity of the receiver are sources
of radio interference: from the perspective of a UE for example, these are typi-
cally its serving Node B (Pown in equation (2.1)), and the Node Bs of neighbor-
ing cells (Pot he r ). With transmission frequencies ranging between 800MHz and
1900MHz the dominant source of noise is of thermal origin (Pnoi s e ), emanating
from within the receiver itself.
The high speed physical downlink shared channel is specified with a fixed
spreading factor (SF16) of 16. The term α denotes the orthogonality factor: a
value between zero and one described by Mehta et al. [30] as depending on
“the power delay profile of the multipath channel between the [UE] and its serving
[Node B].”
The power of the received signal, PH S−DSC H in equation (2.1) primarily
depends on the transmission power, the distance separating the transmitter and
the receiver and the degree of signal attenuation caused by the environment.
In urban environments, this attenuation is dominated by an effect referred
to as Rayleigh fading (see fig. 2.2), and is caused by the existence of build-
ings blocking the line of sight separating the transmitter from the receiver:
The geometry of these obstacles reflect and diffract the signal, the materials
from which they are composed absorb or refract it. The greater the velocity of
the UE, the more rapid the succession of peaks and troughs in received signal
strength. In addition, a UE close to its serving Node B will experience less
variations in its signal strength than will a UE further away [12].
Even in cases where there does exist a line of sight between the Node B
and the UE, multipath interference can contribute to signal degradations in a
situation referred to as Rician fading. This occurs when reflected radio waves
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Figure 2.2: Rayleigh fading as experienced by a UE at walking speed
cancel the waves traveling along the direct route.
Among the innovations included in the specification of HSDPA was the
requirement for UEs to periodically transmit channel quality indication (CQI)
reports: estimates of the quality of the radio environment they currently expe-
rience, based on the signal to interference ratio (SINR) they observe with re-
spect to the Node B’s primary or secondary common pilot channel (CPICH).
Owing to delays in reporting, inaccurate measurements, and data corruption
during transmission, the CQI reports aren’t always accurate. They nonetheless
provide the invaluable feedback on which the vast majority of useful HSDPA
schedulers base their decisions. (The notable exception to this is RR, discussed
in 3.2.1.)
The CQI report is itself a synthetic value representing the index of a line in
one of eleven tables defined by the 3rd Generation Partnership Project (3GPP)
(see [5, pp. 52–61]). Each line in those tables fixes a number of transport pa-
rameters including transport block sizes, number of high speed physical down-
link shared channel (HS-PDSCH) channels, modulation scheme, and reference
power adjustment. The intent being to enable the UE to reliably and cheaply
transmit to the Node B the highest order of transmission parameters which
might still result in an acceptable error rate upon reception. Each UE cate-
gory uses its own tables. Examples of UE categories and their corresponding
maximum capabilities are listed in A.1.
2.1.2 Throughput, latency, and jitter
A number of fundamental properties characterizing computer networks also
apply to cellular networks when these are used for the downlink transmission
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of packet data. The metrics in question are primarily latency data rate. Varia-
tions in these values impact both the perceived fairness of the system and the
quality of service. The choice of a scheduling strategy has a fundamental im-
pact on these performance measures.
The throughput of the cellular system, as with any computer network is
measured in bits per second. Services such as file transfer multimedia streaming
generally benefit the most sensitive to high data rates. From the point of view
of a UE accessing Internet services, the data rate bottleneck is often the air
interface separating them from their serving Node B. In his paper, Bonald [12]
underlines a notable exception to this:
In practice, the data rate can indeed be limited by the wired net-
work (e.g., the server) or by the mobile itself. Consider, for exam-
ple, the widely used “stop-and-wait” error control protocol consist-
ing in waiting for the acknowledgment of each packet before trans-
mitting the next one. This introduces a minimum delay between
the transmission of successive packets.
This Bonald’s observation highlights what Shakkottai et al. [35] term an
impedance mismatch between the wired and wireless world. They contend that
TCP’s explicit congestion notification (ECN) mechanism can help mitigate this
problem affecting both network latency and throughput.
TCP matters aside, when examining the end-to-end transmission delays, it
is the radio interface and the way it is managed, which sets HSDPA networks
apart from wireline networks. That interface being inherently less reliable than
copper or fiber, it is often the source of transmission errors requiring supple-
mentary round trips between the UE and Node B. As will be seen in 2.3, there
is often a trade off to be made between data rate and the degree of robustness of
the signal in the face of transmission errors. This trade off inherently impacts
latency as well.
Application End-to-end latency
Scientific computing 1-10µs
Automated trading 100µs–1ms
Streaming media 100–250ms
voice over IP (VoIP) <150ms
Online gaming <200ms
Table 2.1: Network latency: Acceptable upper bounds by application. (Source: [26, p. 2])
8 UTRAN
Applications vary greatly when compared with respect to the demands they
place on network latency (table 2.1). High performance scientific computing
and high frequency automated trading place the most stringent requirements
on network latencies, however they are at the moment quite unlikely to be
encountered in use over cellular networks.
The combination of shortened TTI and partial transferal of responsibilities
to the Node Bs has bestowed upon HSDPA a clear advantage over its prede-
cessor in terms of network latency. Between Release ’99 and Release ’5, the
estimated end-to-end delay has gone down from around 75ms to 35ms [19, fig.
7.30, p155]. Latencies experienced by a UE moving at 50kmh-1 can range be-
tween 70 and 120ms [34]. These values place streaming multimedia and VoIP
within the reach of HSDPA, if strictly from the delay perspective.
In addition to throughput and network latency, the occurrence of network
packets being dropped and large amounts of delay jitter can also prevent cer-
tain applications from functioning satisfactorily. In situations where the flow
of packets is sufficiently great as to temporarily exceed the capacity of one
of the links along the path. When this happens, the packets are queued just
upstream of the bandwidth-constrained link, and transmitted when capacity
becomes available. When this process occurs without ever completely filling
the transmit queue, it induces a variable delay in the delivery of those packets
which were buffered. Jitter is determined by calculating the standard devia-
tion of measured network delay for representative traffic flows over a period
of time. When the transmission queue in question overflows, packets are lost.
Streaming media and online gaming are among the applications most sensitive
to jitter.
2.1.3 Fairness
What can be considered fair is quite often subjective, and depends on the goals
of the individual passing judgment. From the perspective of a cellular network
subscriber, the criteria might be based on the dependability of the service sub-
scribed to. A scheduling policy which leads to network starvation for UE in
unfavorable environments would not be considered fair by that subscriber. The
same scheduler may be considered fair by the network operator, particularly if
subscribers pay according to traffic volumes: Why waste precious radio time by
scheduling a UE whose volume will not maximize profits? A balance needs to
be found between the two conflicting needs — in the scenario described, sub-
scribers experiencing unreliable connectivity would quickly seek alternative
service providers.
When evaluating the fairness of bandwidth allocation in computer net-
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works, it is often Jain’s fairness index (see [23]) which is used. The index maps
quantitative bandwidth observations to an index in the range [ 1n ..1], where n is
the number of observations. An index of 1n indicating that the system could not
be less fair, an an index of 1 denoting perfect fairness. The equation provided
by Jain et al. is:
f (x) =

n∑
i=1
xi
2
n
n∑
i−1
xi
2
(2.2)
with xi ≥ 0,
in which xi corresponds to the individual observation for user i . This equation
can be used to compare the fairness of any allocation scheme. Network delay
fairness can be calculated just as easily as throughput fairness by using observed
delays for the values of xi .
2.1.4 Quality of Service
The problem of fairness in computer networks is closely related to the percep-
tion of quality of service (QoS), and having an expression such as that given in
(2.2) at our disposal does not necessarily remove all subjectivity from fairness
measurements. The previous section the discussion centered around through-
put fairness, however one could just as easily base the comparison on average
delay instead. A situation where two subscribers experience equal throughput
with unequal delays could be considered fair by a subscriber engaged in bulk
file transfer, while a subscriber involved in a VoIP session would favor the op-
posite case. The discrepancies between the points of view of those subscribers
will impact both the fairness and quality of service of the system as they expe-
rience it.
A distinction is to be made between QoS value judgments as in the case of
the VoIP versus file transfer, transmission control protocol (TCP) traffic shap-
ing with a view of enforcing QoS for non-realtime applications, and hard QoS
involving service level guarantees as may be encountered in the medical or fi-
nancial sectors. Throughout this paper, when mention is made regarding QoS,
it will be in the sense of value judgments, unless otherwise noted. The added
complexities imposed on fast fair scheduling by QoS provisions are outside of
the scope of this document.
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2.2 Origins of HSDPA
2.2.1 UMTS
The UMTS is currently the prevalent broadband mobile communications tech-
nology. It was codified and first standardized by the 3GPP in March 2000 [2],
in a group of documents collectively referred to as Release ’99. The 3GPP
is a worldwide organization of some 370 actors from all sectors involved in
cellular systems, including network operators, equipment manufacturers and
standards organizations [21]. The partnership was was created in 1998 and
has tasked itself with the maintenance and evolution of the global system for
mobile communication (GSM) [1]. The then-new standard brought with it
the dual promise of increased data rates and lowered network latency over the
previous technologies.
Release ’99 UMTS provides for three modes of transmission for downlink
packet data. These are the dedicated channel (DCH), the downlink shared
channel (DSCH), and the forward access channel (FACH). The DCH is used
for transmissions which require low latency and relatively low bandwidth. The
FACH is considerably less flexible in its usage than either DCH or DSCH [18,
p. 308]. The bulk of downlink packet data is carried by the DSCH, which
is specified to provide a data rate of 384 kilobits per second. In the uplink
direction, Release ’99 allows for a data rate of 64kbps [36, p. 239].
2.2.2 Release 5
In the decade since its first specification, UMTS has seen the introduction and
refinement of HSDPA, further improving performance. Recognizing short-
comings of Release ’99 DSCH with regards to data rates and network latencies,
particularly compared to those same metrics in wired networks, the 3GPP in-
troduced a notable update to UMTS in March 2002[2]. The newly introduced
standard, designated Release 5, contained specifications for HSDPA [3].
To differentiate services specified in Release ’99 from those in Release 5,
the first are commonly referred to as 3rd generation (3G) while the latter are
designated 3.5G. In their book, Smith and Collins [36], on p. 239 note that
architecturally HSDPA is quite similar to 3G. Setting 3.5G apart is its greater
flexibility in the allocation of radio resources, combined with an increase in
data rates for both uplink and downlink packet data.
While the peak theoretical physical layer data rate afforded by HSDPA can
reach 28 Mbps [20], corresponding theoretical network latencies in HSDPA
can be reduced to less than 70 milliseconds [20, p. 397]. These performance in-
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Figure 2.3: Node B power allocation, showing portions of total power devolved to HS-
DPA, power-controlled dedicated channels, and common channel power budget reserva-
tion.
dicators show that the current cellular mobile network is easily capable of sup-
porting both low-latency protocols such as voice over IP as well as applications
requiring relatively large channel capacities such as streaming video downloads.
Although these figures represent peak data rates rather than average, they show
a marked improvement, bringing wireless telecommunication a step closer to
the performance seen in wired networks. As compared to the previous genera-
tion’s data rates of hundreds of kilobits per second, and latencies twice as long
as those typical of HSDPA, the current figures are a testament to the techno-
logical advances embodied in Release 5.
The gains in data rate and network latency observable in HSDPA systems
systems can be attributed to the introduction of the HS-DSCH ushering in
with it a shift in the distribution of responsibilities within the system. As its
name implies, HS-DSCH is intended to supplement and improve upon Release
’99 DSCH.
2.3 HS-DSCH
Whereas previously the majority of radio resource management functions re-
lated to packet data downlink were governed primarily by the RNCs, HS-
DSCH is largely controlled by the Node Bs themselves: The innovations in-
troduced at this level include link adaptation improvements and Node B based
scheduling.
The HS-DSCH is a logical channel multiplexed over a number of HS-PDSCHs.
Within a Node B’s total transmit power budget in a shared carrier scenario, the
HS-PDSCHs find their place in the surplus after allowance has been made for
common signaling channels and the DSCH channels [32, p. 60]. The DSCH
benefiting from fast power control, there frequently exists headroom within
which HS-PDSCHs can be allocated (see fig. 2.3). In case of a dedicated chan-
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nel, the HS-PDSCHs occupy the entire transmit power budget, save for the
part devolved to common signaling channels. When the RNC has dedicated a
portion of the total base station transmit power to HSDPA, the Node B can
have the option of taking advantage of the power budget of DSCH when that
channel is underutilized.
Key properties of HS-DSCH allow for considerably more opportunism in
the allocation of resources in the face of varying channel conditions than does
Release ’99 DSCH. This opportunism translates directly to considerably bet-
ter performance than UMTS Release ’99 on average. Those properties are pre-
sented here.
2.3.1 Physical layer retransmission and HARQ
In early 3rd generation systems, transmission errors were detected through the
use of cyclic redundancy check (CRC) data contained in each data packet.
When a user equipment detects the occurrence of a transmission error, it sig-
nals this fact to the radio network controller. Although the actual method of
making the RNC aware of the error depends on the specific protocol in place,
the RNC invariably responds by sending the same packet once more to the
UE. This means of error control, dubbed automatic repeat request (ARQ),
introduces a high degree of latency: All retransmissions need to travel the rela-
tively long path from the UE to the RNC, transiting through the Node B along
the way. In addition to the latency issue, in situations where the channel is in
an unfavorable state such repeated requests for data re-transmissions mobilize
a significant portion of the available bandwidth.
In an effort to increase bandwidth efficiency and reduce latency in the pres-
ence of transmission errors, the designers of 3.5G systems have altered the error
correction system in two important ways: Firstly, for as long as the UE remains
within the Node B’s cell and as long as the number of retransmissions remains
sufficiently low, the responsibility for error correction and retransmission sits
with the Node B rather than the RNC. This innovation by itself contributes
greatly to reduce latency by moving the error detection and correction mecha-
nism that much closer to the radio interface. Secondly, the relatively primitive
error detection and correction of Release ’99 was mechanism was upgraded to
a system called hybrid automatic repeat request (HARQ).
HARQ is a probabilistic error detection and correction mechanism con-
sisting of complementing the CRC bits within the data packets with a forward
error correction (FEC) code. In HSDPA, turbo codes are used for this purpose.
According to El Bahri et al. [15], turbo codes as they are used in HSDPA can
allow the channel capacity to approach within 0.5 dB of the Shannon limit.
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When the UE detects a transmission error, the erroneous packet is stored
locally. The Node B progressively re-transmits those packets from its own
HARQ buffer. This process continues until one of three events occurs:
• The UE has either received sufficient data to reconstruct the original
packet.
• The UE is no longer within range of the Node B.
• The maximum number of re-tries is exceeded.
If the outcome of the error correction process does not result in the correct
transmission of the data in question, responsibility in the matter is then trans-
ferred back from the Node B to the RNC. At that point, the RNC either
instructs the same Node B to reschedule the packet, or it determines that the
UE has moved out of the cell, and handover is arranged [19, pp. 36–39].
2.3.2 Adaptive modulation and coding
In Release ’99 downlink packed data is transmitted over DSCH using a 4ary
quadrature phase shift keying (QPSK) (fig. 2.4). Although the modulation
scheme is fixed, there exists a provision for fast power control and a variable
spreading factor. The fast power control mechanism alters the downlink trans-
mission power in lockstep with measured interference or fading, minimizing
interference generated at times when channel conditions are good. For Release
5, this fast power control was abandoned in favor of other refinements, includ-
ing adaptive modulation and coding (AMC) and HARQ.
Figure 2.4: Constellation diagrams with Gray coding for QPSK and 16QAM
To make better use of the potential throughput offered by favorable chan-
nel conditions, HS-DSCH was specified to employ whichever of QPSK or
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16QAM (fig. 2.4) channel conditions allow. Since the introduction of Re-
lease 7, quadrature amplitude modulation with 64 symbols (64QAM) is sup-
ported as well. Due to the short constellation point distance in 16QAM and
64QAM, they are far more complex to demodulate than QPSK. 16QAM dou-
bles the attainable data rate over QPSK, while 64QAM triples it. When a Node
B schedules a downlink transmission to a UE, it informs its choice of modula-
tion scheme on the basis of the CQI sent to it by the UE in question. When the
SINR is low, QPSK is used. When they channel conditions are good 16QAM
can be used [19, 106–107]. Since the introduction of Release 7, and for as long
as the UE has the capability, it follows that when channel conditions are such
that even 16QAM under-utilizes the air interface, 64QAM can be selected. As
the TTI remains fixed, switching between the three modulation schemes or
varying the code rate means altering the transport block size, which in turn
implies some variance in the system bit rate.
To further benefit from favorable conditions, the proportion of user data
to error correction codes can be altered each TTI. As less errors occur when
the channel is good, such variations in coding permit a much more efficient use
of radio resources. The effective code rate can vary in this way between one
quarter and three quarters, in increments of one quarter [18].
2.3.3 Multicode transmission
In the downlink direction, HSDPA makes use of the code-division properties
of wideband code division multiple access (WCDMA), with a fixed spreading
factor of 16. The codes are assigned to cells in one of two ways: either the
RNC assigns a fixed set of codes to the Node B once and for all, or it slowly
matches the set of codes assigned to the cell with the prevailing usage patterns
within that cell [32, p. 57]. During each TTI the Node B can freely draw from
its assigned pool of codes, allocating a certain number for each user equipment
it has scheduled to transmit data to. In this way, the bandwidth allocated to
each user equipment can be readily adapted as the situation warrants. Among
the codes which have been allocated to the Node B by the RNC, one is always
kept in reserve for shared signaling purposes. To each of the remaining codes
corresponds a HS-PDSCHs. Theoretically, HSDPA downlink data rates to a
single UE can reach 14 Mbps when the use of 16QAM is combined with the
allocation of the maximum of 15 HS-PDSCHs, and an effective code rate ap-
proaches one [20, p449]. By comparison, the same parameters using 64QAM
affords a theoretical data rate of 21.1 Mbps.
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2.4 MIMO enhancements
In addition to the introduction of 64QAM, Release 7 saw the debut of multiple
input multiple output (MIMO) for UMTS [4]. In that release, there is provi-
sion for the use of multiple antennas both at Node Bs and the by user equipments.
Depending on their individual hardware characteristics, HSDPA user equipments
are assigned a category by their manufacturer, which they report to their serv-
ing Node B. Each category can support a specific maximum number of multi-
codes, a specific set of modulation schemes and a maximum coding rate. These
characteristics place an upper bound on the data rate the UE is capable of
sustaining in the download direction. In the appendices, table A.1 gives an
overview of these categories. Therein, the theoretical maximum data rates for
MIMO systems are shown to be double those of their direct SISO counterparts.
Scenarios with either multiple acsurx antennas, multiple TX antennas, or
both multiple TX and RX antennas present a number of advantages not avail-
able in single input single output (SISO). Such configurations also entail a
corresponding increase in system complexity. Berger [10] highlights two of
the most useful modes MIMO operation: closed loop transmit diversity mode
1 (CLM1) and spatial multiplexing with full weight selection freedom (SMPx).
2.4.1 Transmit diversity
CLM1 is an example of transmit diversity involving involving airing the same
signal from all antennas, possibly with a small phase variation between the
two. Total transmit power is divided between the active antennas. The in-
tended result is that due to differences in the propagation paths taken by each
signal component, they reach at least one of the receive antennas in phase with
each other. The effect is a much better signal reception than might have been
possible with only a single TX antenna. When more than one RX antenna
In CLM1, the receiving side can respond with received phase differences the
in the feedback response. The transmitter can then use this response to adjust
the phase differences between each antenna. Improving the phase correlation
at the reception end and maximizing array gain.
Berger [10], in Table 2.4 cites a theoretical gain for 2×2 CLM1 of 4.66 dB
over 1×1 SISO. Berger [10], on p. 39 notes that either round robin (RR) or
proportional fair (PF) can be applied to this mode of operation which is, in
essence, a simple beamforming technique.
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2.4.2 Spatial multiplexing
At its very simplest, spatial multiplexing is what occurs with two neighbor-
ing cells, each containing a Node B equipped with a single omnidirectional
antenna, each transmitting to a single UE. In this case, the Node Bs can be
viewed as the multiple output side of the MIMO equation, while the two UEs
represent the multiple input end. Clearly, in such a case the total bandwidth of
the system as a whole can be twice what it would be if there were either only a
single Node B or a single UE.
If there are t TX antennas, and the total number of RX antennas, all UEs
combined is r , then SMPx consists of transmitting min(t , r ) distinct data streams
at once, each from a different TX antenna. The target RX antennas can all be-
long to the same UE, or they can belong to distinct UEs. The primary objec-
tive being achieve the highest throughput.
Berger [10], in Table 2.4 cites a theoretical gain for 2×2 SMPsel of 4.39 dB
over 1×1SISO. Berger further notes that given the lack of correlation between
the fading conditions experienced at both RX antennas of a UE, there is often
more to be gained by systematically scheduling distinct UEs simultaneously.

Chapter 3
Packet Scheduling in HSDPA
Figure 3.1: Scheduler system Model
3.1 Introduction
As was discussed in section 2.1.1, UEs experience widely fluctuating channel
conditions between themselves their serving Node-B. Rayleigh fading was men-
tioned in 2.1.1 for its role as the primary mode of fluctuations in received signal
strength at the UE in urban contexts.
The effects of AMC and HARQ are decreases in latency and increases in
bandwidth. Although the HSDPA fast scheduler impacts those characteristics
as well, its effects are on system throughput and quality of service are consider-
ably broader than those of AMC and HARQ combined [8, 32]. At any given
moment, there will exist a fixed number of user equipments within range of
the Node-B. For each of those UEs, the Node-B maintains a queue containing
data awaiting transmission. (See Figure 3.1 [7, 14, 35]). As time advances, each
of these queues will vary independently in depth, as will the channel condi-
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tions experienced by the corresponding UEs. Each TTI, the Node-B selects for
transmission a quantity of data from a subset of the pending traffic queues.
As input upon which to base scheduling decisions, packet schedulers pri-
marily use CQI values reported by UEs and the actual data transfer needs of
each UE on the basis of the presence of queued data destined to them at the
Node B (see fig.3.1). The scheduler will also take into account the number of
actual HS-PDSCH codes at its disposal, as well as the proportion of the Node
B’s total transmit power budget which is available for use by HSDPA, as dis-
cussed in section 2.3.
3.2 Baseline Schedulers
To more fully understand the complexities of fast scheduling in HSDPA net-
works, we compare and contrast a small number of traditional solutions, with
an eye towards their applicability in a MIMO context.
3.2.1 The RR Scheduler
If we were to use (2.2) to quantify the fairness of the round robin (RR) sched-
uler based on the air time it assigns to each UE, one would be hard pressed
to find a scheduler with a higher index. Indeed, RR operates by simply trans-
mitting download packets for each UE sequentially and equally, assigning the
maximum number of codes and portion of available transmit power to that
UE.
Computationally, it could hardly be simpler: the only input parameter
taken into account by the RR scheduler is the presence of queued data. The
problem lies in the fact that a great deal of bandwidth goes to waste in this
manner. Due to this shortcoming, RR is unsuitable in most situations. Al-
though it would certainly be possible to adapt the RR to multiple input mul-
tiple output applications, there really would be little point of pairing such an
advanced transmission technology with such a wasteful scheduler.
3.2.2 The Max CIR Scheduler
The maximum carrier to interference ratio (Max CIR) scheduler (see [8, p. 43])
is for all intents and purposes the opposite of the RR scheduler: it transmits
packets exclusively to UEs who report the most favorable channel conditions.
In this manner, the scheduler makes very efficient use of the radio interface
in terms of data rate, since those UEs with the best channel conditions can
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Figure 3.2: Fading environments of two UEs moving at high speed, and the resulting Max
CIR scheduler decisions
support the highest data rates. The primary input parameters for Max CIR are
transmit buffer occupancy and CQI. The Max CIR scheduler’s behavior for
two UEs in the presence of varying channel conditions is schematized in figure
3.2. Following the lead of both Bonald [12] and Berger [10], we can note the
choice the scheduler makes of UE U from Nq ue ued UEs, where UE u benefits
from an immediate achievable data rate T P u thus:
U = argmax
u∈[1,...Nq ue ued ]
T P u . (3.1)
Clearly, if the Max CIR scheduler only transmits to to those benefiting from
a good channel, UEs with less favorable conditions will be left out. Indeed, a
UE at the edge of a cell may never be scheduled at all. The advantages of the
Max CIR scheduler are its extreme simplicity combined with its relatively high
throughput. Its key failing is its patent lack of fairness in the worst case. In
the ideal case, where the fading environment UE experienced by users averages
out in the long run, Max CIR can be quite fair indeed. The problem, as Bonald
[12] observes, is that:
In practice, users do not experience the same fading. Fading is
an extremely complex phenomenon caused by the interaction be-
tween the propagation environment and user mobility. While Rayleigh
fading naturally arises from multipath reflections, the presence of
a significant line-of-sight component results in Rician fading. The
transmission data rate to SINR is also not linear, especially for high
data rates, and depends on modulation and coding schemes.
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In environments in which Bonald’s observation bears out, the Max CIR sched-
uler can’t possibly lead to any fairness, be it long or short term.
In a spatial multiplexing scenario, one would expect the Max CIR scheduler
to perform better both in terms of throughput if not fairness, than the default
Max CIR scheduler. The case for Max CIR in a transmit diversity situation is
less clear.
3.2.3 The PF Scheduler
The weaknesses of the RR and Max CIR schedulers are to some degree ad-
dressed by the well-known proportional fair (PF) scheduler. As with the Max
CIR scheduler, the primary input parameters for PF are transmit buffer occu-
pancy and CQI, for which it keeps a number of historical observations for each
UE. Its strategy consists of keeping an average of the experienced throughput
of each UE u (noted T P u ) over a fixed time window. Each TTI, the scheduled
UE is the one whose ratio of immediate achievable data rate (noted T P u ) to
average throughput is the highest. Out of Nq ue ued UEs, Berger [10] expresses
this choice of scheduled UE U simply as
U = argmax
u∈[1,...Nq ue ued ]
(
T P u
T P u
)
. (3.2)
Berger [10], on pp. 36–38, analyzes the throughput gain afforded by the PF
scheduler in an idealized environment where no single UE has access on aver-
age to better channel conditions than any other, and all UEs move at the same
rate. (Ensuring by that token that their Rayleigh fading will be statistically
equivalent.) Further, he uses the assumption that the averaging window is suf-
ficiently long such that the average throughputs don’t change in time. Finally,
he observes that under certain conditions
T P u ∝ SI N Ru .
In this simplified environment, Berger’s calculations place the mean gain of the
PF with ten queued users over the case where there is only a single queued user
at 4.67 dB (see [10, p. 38]). Given exactly the same environment, one could
reasonably expect the (! ((!)cir) scheduler to perform just as well, both from a
fairness and a throughput perspective.
From the standpoint of its actual fairness, Bonald [12] contends that PF
suffers from the same long term problem stemming from the assumption that
fading is equally experienced by all UEs, as was the case for Max CIR. From
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this, he concludes that in real-world situations the PF scheduler favors UEs near
to the Node-B, displaying similar sharing characteristics to Max CIR. The dis-
crepancy in analysis between Bonald and Berger could stem from the fact that
Bonald uses an “exponentially smoothed average” where Berger uses through-
put values “averaged over a certain time window”, taken to mean a cumulative
moving average.
The PF scheduler has been adapted to use in MIMO by Lee et al. [27]. Prior
to that, Berger [10], in equation 2.18 had provided the following generalization
for the PF scheduling strategy to 2×2 SMPx:
U = argmax
u1∈[1,...Nq ue ued ]
u2∈[1,...Nq ue ued ]
m1∈[1,2]
m2∈[1,2]∧m2 6=m1
(
T P u1,m1
T P u1
,
T P u1,m1 | coi nt
T P u1
+
T P u1,m2 | coi nt
T P u2
)
, (3.3)
yielding by the same token the expression of a multistream proportional fair
scheduler.
3.2.4 The SB Scheduler
When fading conditions are experienced equally among all UEs in a cell, the
PF scheduler displays excellent fairness and throughput. Bonald [12] proposed
a scheduling scheme which is designed to work around the location-dependent
differences in channel condition variations. The score-based (SB) scheduler is
specified to use the throughput statistics of UEs as the inputs for the Node-
Bs scheduling decisions. These statistics can be the transmission rate or the
SINR: Bonald’s paper used the former while recent literature uses the latter
(see Bokhari et al. [11]). A history of observations of the signal to interference
plus noise ratio of each UE is kept, with a window size W . The score si (tk) for
UE i at any given time tk can be calculated using (3.4). In that expression, Xl
denotes an independent and identically-distributed random binary value, and
ri (tk) is the rate experienced by UE i at tk .
si (tk) = 1+
W−1∑
l=1
1{ri (tk )<ri (tk−1)}+
W−1∑
l=1
1{ri (tk )=ri (tk−1)}Xl (3.4)
Bonald claims that given a sufficiently large W , the scores of any given UE
will be uniformly distributed over the positive integers less than or equal to W .
At each time slot t , it is the UE whose score is the lowest that is scheduled to
receive data.
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The dual promise of fairness in the face of unequal fading environments and
very modest complexity are surely what has prompted the choice of SB as the
“current baseline scheduler” for some instances of 4th generation (4G) wireless
research [11, p. 1996], from which we can deduce that it is quite suitable indeed
for MIMO applications.
Chapter 4
Mixed-integer nonlinear programming
When viewed as a class of scheduling algorithms, the group presented in the
previous section are all very close in terms of relative complexity and imme-
diate applicability. It is possible to define a complete mixed-integer nonlinear
programing (MINLP) describing the objective of the scheduler and its inputs
in minute detail. Such a MINLP would certainly be quite computationally
expensive, as surmised by Liu and Leung [28], Bu et al. [13], Lee et al. [27],
and Nguyen and Han [31], who deem the exact solution to proportional fair
scheduling to be NP-hard. On the other hand, a MINLP would have the ad-
vantage of at least theoretically finding the very best possible solution, where
heuristic methods can only make very good approximations.
4.1 Presentation
As was seen in 3.2.3, the PF scheduler in its default configuration only selects
one single UE each TTI, allocating all available multicodes to that UE, up to
the limit defined by its CQI feedback.
Kim and Hong [25] propose to improve upon the results afforded by the PF
scheduler taking advantage of multiuser diversity, by distributing the available
multicodes among several UEs each TTI, rather than favoring only a single
one. This means that the scheduler now needs to select the best combination
of UEs, based on their current ratio of feasible rate to average throughput.
The method proposed in their paper consists of formulating a mixed-integer
nonlinear programing (MINLP) problem with a view of maximizing the sum
of data rates assigned to all UEs. In their MINLP, they make use of a parameter
ζ representing the target “fairness” factor of the system, which can take a real
value in [0..1). Values closer to 0 causes the MINLP to maximize throughput.
Values for ζ taken from other extreme of the interval cause the system to favor
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long-term fairness.
Kim and Hong compare their MINLP scheduler with a slightly modified
PF having a similar ζ parameter. Values for ζ near 1 cause the thus-modified PF
to behave as described in 3.2.3. Conversely, values near 0 give rise to behavior
identical to that of the Max CIR scheduler.
Throughout the range of values taken by ζ Kim and Hong note that their
MINLP scheduler achieves a throughput gain of between seven and ten percent
over the modified PF when all fifteen available multicodes are allocated. Intu-
itively, the MINLP scheduler should reach three times the throughput of the
modified PF scheduler when both schedulers are set to allocate only five multi-
codes per user. This follows since PF would only allocate those five codes to a
single user, while MINLP has the leisure of allocating three different sets of five
codes to three separate UEs simultaneously. Their system nearly achieves the
threefold increase by performing more than two times better than the modified
PF.
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4.2 Formulation
The MINLP solution put forth by Kim and Hong made no mention of the
availability of CQI feedback. Consequently, the SINR and power calculations
featured prominently in the MINLP constraints. The formulation below is
simplified compared to theirs by the replacement of those calculations with
certain assumptions regarding the CQI values and their usefulness, at the cost
of decreasing the accuracy of the MINLP as originally proposed.
T = max
n,m
{τ−ρ} (4.1a)
subject to
ai j ∈ {0,1} ∀i , j (4.1b)
J∑
j−1
ai j = 1 ∀i (4.1c)
ni ≤Ni ,max ∀i (4.1d)
L∑
i−1
ni ≤Nmax (4.1e)
L∑
i−1
Pi ≤ Pmax (4.1f)
J∑
j−1
ai j Pi , j (ni ) = Pi ∀i (4.1g)
where
τ =
L∑
i=1
J∑
j=1
ai j ni ri j (t )
r¯i (t )
(4.1h)
ρ=β
 
L∑
i=1
Pi
Pmax
+
L∑
i=1
ni
Nmax
!
(4.1i)
ri j =
W
g
R( j )c log2 M j (4.1j)
σ =

1 when UE i is served with ni ri j (t )
0 otherwise
(4.1k)
r¯i =

r¯i (t + 1) = (1− ζ ) r¯i (t )+ ζ ni ri j (t ) when σ = 1
r¯i (t + 1) = (1− ζ ) r¯i (t ) otherwise (4.1l)
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In the objective function (4.1a), τ is an expression of data rate based on a
choice of UEs, and ratio of requested data rate with a set number multicodes to
average data rate. As various combinations parameters in τ will yield the same
data rate, ρ is a term serving to enforce power and multicode frugality such that
the expression τ−ρ reaches a maximum when maximum throughput coincides
with minimum power and multicodes for a given set of parameters.
In (4.1h), L denotes the number of UEs within the cell, while J the number
of different modulation and coding schemes (MCSs) available to those UEs.
The term ai j (4.1b) denotes the choice of transmission to UE i using MCS
j , while (4.1c) insures that only one MCS is active at a time for any given user.
The number of multicodes allocated to UE i is noted ni , while (4.1d) guar-
antees that the number of multicodes allocated to UE i does not exceed Ni ,max ,
the number of multicodes UE i can handle at a time. The constraint (4.1e)
insures that the total number of codes assigned does not exceed the number of
codes available for use by the Node B (Nmax ).
The term ri j (t ) denotes the achieved data rate at the time t , as given by
(4.1j), with chip rate W , spreading factor g , code rate R( j )c for MCS j , and
number of points in the modulation scheme M j .
The denominator r¯i (t ) in (4.1h) is the average of past achieved data rates for
UE i , as calculated by (4.1k) and (4.1l). The ζ in (4.1l) is the value discussed in
4.1.
In (4.1a), ρ, as expressed (4.1i) Pi/Pmax is the ratio of transmit power to
total available power, in watts, when transmitting to UE i . Similarly, ni/Nmax
is the ratio of multicodes allocated to multicodes available, when transmitting
to UE i . The term β is a small constant scaling factor, described by Kim and
Hong [25], p. 227 thus:
. . .ρ should have a minor effect on the value of T . Therefore, we
use β as a small constant. To decide the value of β, we performed
a simulation that shows the system throughput versus the value
of β. The result notes that when β < 1, the system throughput
converges on a maximum value. In our analysis, we set β as 10−3
. . .
The value of Pi , j (ni ) in constraint (4.1g) is the power in watts required to
reach a sufficiently low block error rate (BLER) when a UE i transmits with ni
multicodes using MCS j , Pi , j (ni ). In Kim and Hong’s thorough analysis of the
problem, the values of measured interference power imputable to neighboring
base stations enters into consideration in the calculation of the value Pi , j (ni ),
along with representation of the orthogonality factor, power of thermal noise,
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and multiple access interference. Rather than measure the individual factors
and calculate Pi , j (ni ) every TTI, the CQI feedback index, combined with the
tables in [5], can provide a useful approximation.
4.3 Discussion
The solution put forward by Kim and Hong takes into account each impor-
tant aspect of the proportional fair problem. On a purely theoretical basis, it is
sound and complete. There is however very little hope that an implementation
based on the resolution of the MINLP would complete in less than 2ms for
any reasonable number of UEs. Indeed, in their paper Kim and Hong do not
make mention of the running time of their simulations. Extending the formu-
lation to include either transmit diversity or spatial multiplexing would only
compound the problem.
The MINLP formulation serves as an excellent reference model describing
the system in its entirety, and can certainly find use as a standard in offline
quantification of more practical schedulers.

Chapter 5
Cross-Layer scheduling
5.1 The OSI model in HSDPA
For over a quarter century, the Open Systems Interconnection (OSI) layered
model of computer networks [22], spanning the seven layers from the physical
layer to the application, has served as a point of reference. Designers of net-
work hardware, protocols, and applications use the model to guide their design
decisions. It is a useful aid in reducing complexity by serving as a modularity
guideline. The model serves as a conceptual basis helping to limit the scope
of the responsibilities of the artifact being designed, encouraging reliance on
products in other layers to perform their assigned duties, so that the system as
a whole can perform meaningful tasks.
From the point of view of the classical Open Systems Interconnection Ref-
erence Model, The HSDPA architecture concerns itself primarily with the first
two layers: The physical layer (PHY), and the data link layer. In the con-
text of HSDPA, the data link layer is further subdivided into the media access
control (MAC), directly above the PHY layer; and the radio link control (RLC)
above that. The fast scheduling aspect of HSDPA finds its place mainly in the
MAC layer [see 19, p. 24].
5.2 Imperfections of the model
It has become increasingly clear for several years now that it is quite difficult
indeed to design a fast scheduler which fully realizes the benefits of MIMO
systems without regard for both the PHY layer and the MAC layer. Ajib and
Haccoun [7] observed:
With the mixture of different traffic requirements and changing
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channel conditions, it becomes necessary to design the MAC layer
to be adaptive to the traffic profile and channel characteristics.
As traffic profiles are most commonly associated with applications and net-
work usage scenarios, their observation implies taking into consideration the
layers above the OSI data link layer. From their initial observation, they there-
fore concluded that a cross-layer fast scheduler design is substantive in making
efficient use of channel resources, particularly when QoS guarantees are to be
reckoned with.
In a multiple input multiple output context, the need for a cross-layer sched-
uler seems all the more unavoidable. For example, the approach proposed in
Aniba and Aïssa [9] also spans both the MAC layer and the PHY layer. The
MIMO aspect of their work imposes a cross-layer approach from the outset,
for reasons differing markedly from those put forth in [7].
Under multiple antennas at the transmitter and [mobile station],
the scheduler needs not only to select the set of users to transmit
to, an issue pertaining to the MAC layer, but also the antenna(s)
over which the data associated to each user would have to be trans-
mitted, which is basically a PHY issue.
In the related discipline of wireless sensor networks, the shortcomings of
the layered OSI model have been felt as well (see Mahalik [29], p. 87). Among
the problems common to both HSDPA and wireless sensor networks is the
observation that the wireline heritage of the OSI model imposed unreasonable
constraints in the wireless domain. Notably, in wireline networks it was safe
to assume that link capacity does not fluctuate. As we have seen in preceding
sections, that is far from being the case in the HSDPA world. The strong in-
fluence congestion control and power and packet scheduling exert upon each
other underlines the case for more comprehensive solutions.
There are also strong arguments against breaking with tradition and depart-
ing from the OSI model, chief of which is the decrease in system modularity.
One of the principal benefits of modularity is the reduction of side effects when
the modules are truly self contained. When that requirement is relaxed, it be-
comes more difficult to sort out functional dependencies within the system,
leading to an increase in errors. Subsequent modifications to a system with
highly relaxed layering can become quite difficult as a consequence.
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5.3 ATBFQ
Bokhari et al. [11] introduce the adaptive token bank fair queueing (ATBFQ)
scheduler, claiming comparable throughput to that of SB, at the same reducing
queuing delays and dropped packets without favoring certain users over others.
They further claim enhanced data rates for UEs at the edge of their cell.
The ATBFQ scheduler is a token bucket mechanism which functions in
two phases. In the eligibility phase, the scheduler places each of the UEs which
have queued data awaiting transmission in a list L, which is subsequently sorted
in order of decreasing priority index calculated for each UE in L. The priority
index Pi is given as the ratio of the token balance Ei of the UE to the token
generation rate ri . The token borrowing budget of the UE i at the head of L
is then established based on the quantity of tokens it has borrowed from the
bank, and the quantity it has contributed, closing the user selection phase.
The resource allocation phase begins: provided that the token balance of
i does not exceed what is available at the bank, i may be allocated radio re-
sources. The available radio resources for transmission to i are ranked, and the
one (noted j ) which would procure the best SINR is selected for i . The cod-
ing rate and modulation scheme for j is then configured according to what i
can sustain, subsequently both the i ’s balance and the bank’s balance, and allo-
cated are adjusted accordingly. For as long as it has queued data and tokens to
its credit, i can receive data. When either is no longer the case, it i is classified
as non active, and the scheduler starts over again.
On performance grounds, Bokhari et al. compare their scheduler to SB,
against which they claim better fairness. They based that statement on the dis-
tribution of users obtaining at least a given number of bytes per frame per sec-
tor. By that measure, the slope of the ATBFQ curve is steeper when scheduling
for eight active users. Although the situation reverses itself when 20 users are
considered, the authors expound in all cases, the number of dropped packets
and the queuing delays are less with their algorithm than with SB, furthermore,
they highlight the better performance observed with ATBFQ for edge UE.
The ATBFQ scheduler falls in the class of heuristics rather than exact solu-
tions, and as such certainly has the run-time performance advantage over any
direct implementation of a comparable MINLP.
Chapter 6
Meta-heuristic Scheduling
6.1 Genetic algorithms: A brief introduction
Described in 1975 by Holland [17] GAs, consist of a directed random search
through solution space. The term algorithm is a slight misnomer in this con-
text, as there generally exists no guarantee that such a process will systemati-
cally yield the true optimum solution. As such, these solutions belong to the
class of heuristics.
GAs depend critically on the definition of virtual a genome representing
the solution space, a recombination operator, a fitness function against which
candidate solutions can be compared and the definition of a stop condition.
The search is initialized with a ‘parent’ population. That population is often
seeded at random, but can contain a number of genomes expressing possible so-
lutions obtained by any conceivable means. At each iteration of the process the
parent population is recombined in a manner reminiscent of biological repro-
duction, optionally including random mutations to produce a new population.
Each individual in the new population is then assigned a score using the fitness
function. The parent population for the next iteration is selected from those
individuals who have scored the highest. The process continues in this way
until a stop condition is met. When that happens, the most fit individual or
individuals are presented as candidate solutions to the problem in question.
The genomes used for a given problem can take any number of forms, de-
pending on what is appropriate for representing that problem’s solution space.
At the simplest, one can use an array of a fixed number of bits, although the use
of trees and graphs has been encountered for this purpose. The recombination
operator is usually defined to take as input two randomly selected individuals
from the parent population, and produce as output a single offspring genome,
inheriting material from either or both parents. Operators for random muta-
33
34 META-HEURISTIC SCHEDULING
tion are sometimes included, as these can help prevent the solution from con-
verging on local optimums. The stop condition condition is usually one the
following events:
• An individual is found whose fitness score meets or exceeds a predefined
threshold.
• A set number of iterations have been made through the process.
• The algorithm has run for a fixed amount of time determined in advance.
Each step in the described process usually needs to be empirically fine-tuned
to promote the speed and efficiency of the algorithm. Population size and
mutation probabilities are further parameters for adjusting the performance of
the heuristic.
There are a number of interesting advantages to genetic approaches to nu-
merical optimization problems, not least of which is the high degree of par-
allelism which can be incorporated into the solution. The general algorithm
imposes no fixed limit on the number of concurrent populations evolving to-
wards a solution to the same goal. Genetic algorithms are by this token in
an excellent position to take advantage of recent trends in multicore computer
hardware manufacturing.
A second advantage of note is the fact that the heuristic makes no fixed
assumptions regarding the smoothness or granularity of the solution space, in-
creasing their likelihood of finding global optimums rather than getting stuck
with locally good solutions.
6.2 The HGPS scheduler
Abedi and Vadgama [6] utilize GA techniques to construct their hybrid genetic
packet scheduler (HGPS) scheduler. For a Node-B having Ct channelization
codes to distribute at time t , the genome they describe consists of an array sets
η = {U E , Po,Oc t , M C S}, where U E denotes the UE, Po the channelization
code power allocation, Oc t the number of bytes to be transmitted, and M C S
the modulation and coding scheme to be applied to the transmission.
With n active users in the cell at time t , and m channelization codes avail-
able to the Node B, the solution genome is represented as {η1,t ,η2,t , . . .ηm,t}.
The population is initialized by first running Max CIR, and placing the param-
eters it returns in η1,t . It does likewise for RR and η2,t . At the implementer’s
option, other packet schedulers can fill out the genome. The default behavior
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fills the rest of the genome with random values. The inclusion of RR and Max
CIR serve as limits, increasing tremendously the likelihood that the solution
will be at least as fair as RR, and at least as bandwidth effective as Max CIR.
The fitness function utilized is the weighted sum of five distinct metrics:
1. The number of octets delivered to the UE.
2. The ratio of the UE’s queued octets to the number of octets received by
the Node B to that point for that UE.
3. Packet delay as measured relative to the oldest waiting octet in the buffer.
4. Total expected throughput for all scheduled users.
5. And a fairness function, calculated as the inverse of the variance in through-
puts.
The authors provide standard GA crossover functions, but make no men-
tion of a stop condition. The authors compare the performance of their HGPS
against a ‘ ‘fifo weighted Max C/I” which they neither define nor provide refer-
ences to, making it very difficult indeed to extract any meaningful information
from the comparisons they make and the conclusions they draw.
6.3 Conclusions regarding meta-heuristics
On such meagre data, no true conclusion can be drawn. The example given by
Abedi and Vadgama [6] does provide us with an example of which fitness func-
tions one could select, as well as possibilities regarding genome configuration.
It is worth noting that meta-heuristics in general, as well as GAs in partic-
ular, have certainly had occasions to show their merit elsewhere, so the time
may yet come when a workable GA HSDPA scheduler sees the light.
Of recent note in the meta-heuristics family are particle swarm methods
[24] which seem to carry some promise: They are presented as having the
advantage of being less susceptible to myriad hidden or arbitrary parameters
as is the case with GAs: To illustrate, in the HGPS solution, these were to be
found in the crossover operators, the weights in the fitness function, the choice
of fitness function, the number of iterations for which the algorithm is to run,
and the mutation probabilities to name only those.
Chapter 7
Conclusions
With regards to the algorithms studied in this paper, it is clear that the architec-
ture and decision model of the packet scheduler in an HSDPA system plays a
key role in enhancing system throughput specifically in multistream contexts.
The true difficulty lies in their objective comparison. The discrepancy in anal-
ysis observed for even the simpler schedulers such as was the case with PF
between Bonald and Berger highlights the sensitivity of the schedulers to both
the exact definitions for the mathematical primitives in use, as well as having
the same starting assumptions before meaningful comparisons can be made.
Adding to that difficulty, each group of researchers uses a different means of
quantifying fairness, in spite of the existence of a widely published, easy to use
fairness index.
These differences in methodology make direct quantitative comparisons be-
tween solutions all but impossible without re-testing them all in a single en-
vironment. To that end, there exist great opportunities for projects such as
the FUNDP UTRAN Testbed which Peteghem [33] presents. Such projects
have the potential to shed some quantitative light into these areas. Running
real-time tests on such equipment as Vanpeteghem describes with the proposed
schedulers could give a much clearer picture of how they truly compare on all
fronts.
More and more stringent demands being placed on wireless networks. The
large differences existing between their performance profiles and those of their
wireline counterparts have already prompted a significant body of research in
cross-layer architectures. These approaches could in the long run prove costly
to maintain due to the introduction of side effects from one layer to the next.
If we find ourselves continually breaking our own rules in order to obtain the
performance we need, perhaps it is time for new rules: It may be interesting
to fundamentally re-think the layered approach to networks, in favor of some
other paradigm. In that vein, Mahalik [29], p. 94 suggests a possible avenue of
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investigation:
We advocate keeping some degree of modularity in the design of
cross-layer solutions. This could be achieved by relying on func-
tional entities - as opposed to layers in the classical design philos-
ophy - that implement particular functions. This would also have
the positive consequence of limiting the duplication of functions
that often characterizes a layered design. This functional redun-
dancy is, in fact, one of the causes for poor system performance.
From the standpoint of mathematical system models, the MINLP solution
shines for its completeness with respect to the domain it was originally de-
signed to describe. It would be very interesting to complete that model to in-
clude provisions for transmit diversity, spatial multiplexing, and beamforming.
Having such a model would allow in depth analysis both from the theoretical
standpoint and for serving as a quality benchmark in non-realtime numerical
analysis of scheduling solutions.
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Appendix A
Tables and Graphs
UE HS-DSCH Highest order coding MIMO data rate
Category codes modulation rate Capability [Mbits/s]
1 5 16QAM 0.76 1.2
2 5 16QAM 0.76 1.2
3 5 16QAM 0.76 1.8
4 5 16QAM 0.76 1.8
5 5 16QAM 0.76 3.6
6 5 16QAM 0.76 3.6
7 10 16QAM 0.75 7.2
8 10 16QAM 0.76 7.2
9 15 16QAM 0.70 10.1
10 15 16QAM 0.97 14.0
11 5 QPSK 0.76 0.9
12 5 QPSK 0.76 1.8
13 15 64QAM 0.82 17.6
14 15 64QAM 0.98 21.1
15 15 16QAM 0.83 2×2 23.4
16 15 16QAM ca. 1 2×2 28.0
20 15 64QAM 0.98 42.2
Table A.1: Capabilities of HSDPA user equipment (UE) by category. Source: Wikipedia
[37], except for the lines containing UE categories 15 and 16, which were found in Holma
et al. [20], table 15.1, p.449.
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Figure A.1: Values taken by Jain’s fairness index when calculated for two users which are
each allocated a value in the interval [0.005 .. 5]
