Abstract-Ensuring an effective coexistence of conventional broadband cellular users with machine type communications (MTCs) is challenging due to the interference from MTCs to cellular users. This interference challenge stems from the fact that the acquisition of channel state information (CSI) from machine type devices (MTD) to cellular base stations (BS) is infeasible due to the small packet nature of MTC traffic. In this paper, a novel approach based on the concept of opportunistic spatial orthogonalization (OSO) is proposed for interference management between MTC and conventional cellular communications. In particular, a cellular system is considered with a multi-antenna BS in which a receive beamformer is designed to maximize the rate of a cellular user, and, a machine type aggregator (MTA) that receives data from a large set of MTDs. The BS and MTA share the same uplink resources, and, therefore, MTD transmissions create interference on the BS. However, if there is a large number of MTDs to chose from for transmission at each given time for each beamformer, one MTD can be selected such that it causes almost no interference on the BS. A comprehensive analytical study of the characteristics of such an interference from several MTDs on the same beamformer is carried out. It is proven that, for each beamformer, an MTD exists such that the interference on the BS is negligible. To further investigate such interference, the distribution of the signal-to-interference-plusnoise ratio (SINR) of the cellular user is derived, and, subsequently, the distribution of the outage probability is presented. However, the optimal implementation of OSO requires the CSI of all the links in the BS, which is not practical for MTC. To solve this problem, an online learning method based on the concept of contextual multi-armed bandits (MAB) learning is proposed. The receive beamformer is used as the context of the contextual MAB setting and Thompson sampling: a well-known method of solving contextual MAB problems is proposed. Since the number of contexts in this setting can be unlimited, approximating 
I. INTRODUCTION
C ONVENTIONAL wireless communications systems are designed with the goal of providing high data rates for human type users. With the introduction of the Internet-ofThings (IoT) [2] - [4] , wireless networks should provide a new type of connectivity, known as machine-type-communications (MTC). In human type communications, applications require large data exchanges such as multimedia services or web browsing. In contrast, MTC applications that rely on uplink transmission of short packets, such as smart meters, environment monitoring, and factory automation, should be supported [5] . MTC is an essential part of the development of the next generation of cellular networks [6] , [7] . However, there are fundamental differences between human type communications and MTC, which create wireless challenges that primarily arise from the short packet nature of MTC traffic, uplink centric data transmission, and heterogeneous qualityof-service (QoS) requirements of IoT applications such as latency and security [8] . Meanwhile, there is a need to design systems that can provide connectivity for a massive number of machine-type-devices (MTD) [9] , which is known as massive MTC. A major MTC challenge is that the data packets are small, and, therefore, the signaling overhead associated with sending scheduling requests and channel state information (CSI) acquisition is not negligible compared to the packet size. As a result, the optimal utilization of resources, especially for uplink scheduling of MTDs and the use of multi-antenna systems becomes very challenging.
A. State-of-the-art
There has been a surge of interest in the literature [10] - [20] that has recently sought to address the MTC challenge that 0090-6778 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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originate from the short packet nature of IoT traffic. One of the approaches is optimizing the random access process to reduce the signaling overhead (e.g., see [10] , [11] , and references therein). For instance, in [12] , the authors propose to exploit the correlations between the traffic patterns of different MTDs to optimize the random access process for MTC. Nonorthogonal random access is proposed in [13] to increase the efficiency of scheduling request transmissions from MTDs. The works in [14] and [15] discuss notion of a fast uplink grant in which the MTDs do not send scheduling requests and the base station (BS) allocates resources to MTDs. The fast uplink grant requires source traffic prediction [16] which is the prediction of the set of active MTDs at any given time. The work in [2] studies the use of learning to improve MTD scheduling in presence of urgent messages. Moreover, to design MTD-specific technologies, solutions such as narrow-band IoT (NB-IoT) [18] and LTE-M [17] allocate a part of wireless spectrum only for MTC. Another major method for increasing efficiency of wireless networks for MTC is by capillary networks [20] , [19] . In capillary networks, MTC nodes transmit data to a machine-typeaggregator (MTA) and then MTA forwards collected data to the cellular network. Capillary networks help in better utilization of resources and use smaller distances between MTDs and MTA to save energy. Capillary networks can also be used in combination with multiple-input multiple-output (MIMO) systems where multiple antennas increase the capacity of wireless networks by providing spatial diversity and degrees-of-freedom (DoF) gain [21] . The use of a MIMO system for MTC faces serious challenges since MIMO systems require CSI to be known at transmitter and/or receiver. To investigate MIMO for MTC, the authors in [22] study grant-free MTC in massive MIMO and propose methods for user activity detection and channel estimation. Moreover, in [23] , the authors analyze achievable rates under maximal ratio combing (MRC) and minimum mean squared error (MMSE) receivers using random matrix theory. The work in [24] studies the performance of random beamforming for MTC by considering that pilot signals are transmitted in the downlink and uplink while the downlink channel reciprocity is used for MTDs to decide on whether to transmit or not. In [25] , the authors study the impact of beamforming in massive MTC by investigating the outage probability for various number of antennas at the BS. Clearly, the use of multiple antennas at the BS is beneficial for MTC, however, incorporating capillary networks in MIMO systems face a challenging problem of interference from MTDs to the cellular network. There has been little work on the study of interference management between MTC and human type communications in capillary networks.
One interesting approach to manage interference in MTC is the idea of opportunistic spatial orthogonalization (OSO). The concept of OSO takes advantage of the spatial diversity of received interference in the network. This scheme was initially introduced in [26] - [28] for cognitive radio networks, where there are a large number of secondary user transmit candidates. In each time slot, one of the secondary users is selected for transmission, such that interference from the selected secondary transmitter is minimum after being multiplied by receive beamformer of the primary link. The ideal scenario in OSO is that interference falls into the null space of the primary receiver's beamformer, so as to eliminate interference on the primary link. The main requirements for this technique are knowledge of CSI and the existence of a large number of secondary transmit candidates. This method is further developed in other works related to MIMO interference channels in [29] - [31] . An idea similar to OSO is proposed in [32] for solving random access issues in massive MTC networks where the BS sends virtual carriers for MTDs to send RA requests in the null-space of the main user. However, the concept of OSO in conventional systems has two key drawbacks:
• Considering a very large number of secondary users is not realistic in normal human type communications.
• The receive beamformer of the primary link changes at each time step. This means that the secondary user's opportunity to transmit can be lost in the next time step and it might not be able to transmit its data.
B. Contributions
Due to these limitations, it is not practical to implement OSO in conventional human type communications. However, this approach can be very suitable for MTC in capillary networks in which there are thousands of MTDs that want to transmit their data to an MTA. In MTC, the above-mentioned drawbacks do not exist due to the following reasons. First, the assumption of a very large number of users is realistic and natural for MTC. Second, MTDs transmit small packets and even a small transmit opportunity is enough for the MTD to transmit its data. We consider OSO for MTC where radio resources are shared MTC and human type cellular users in capillary networks. OSO is used for interference management where for each beamformer at the BS, one MTD is selected such that it causes no interference on BS. However, finding such an MTD is a challenging task since it requires CSI knowledge of all of the links to the BS, and the acquisition of such CSI is impractical. Therefore, we present a novel method to implement OSO for MTC without CSI knowledge. Our solution exploits the channel characteristics of stationary MTD links using the well-known one-ring model [21] and an online learning method based on the multi-armed bandit (MAB) theory [33] to select the best MTD for resource sharing. In particular, we use contextual bandits [34] which is a form of MAB learning where at each time a context is revealed to the learning agent, and, for each context, the best MTD is selected.
The main contribution of this paper is therefore to develop a novel framework, based contextual bandit learning for effectively leveraging OSO to enable coexistence between MTC and conventional cellular communications. Summary of the contributions of this paper are:
• We present the idea of OSO for MTC and provide theoretical analysis to prove that, in MTC, it is possible to find an MTD that causes no interference to the BS.
• We study the effect of OSO on the performance of the human-type device by deriving the probability distribution function (PDF) of the signal-to-interferenceplus-noise ratio (SINR) of the human type device. Moreover, we derive a closed-form expression for the outage probability of the human-type device as a function of on the number of MTDs in the system. • Since it is impossible to have CSI from all the MTDs at the BS, we propose a novel learning approach based on contextual multi-armed bandits to find the best MTD for transmission. We first provide the channel characteristics based on the well-known one ring model for the humantype device and MTDs. Then, by using the generated channels, in our online learning approach, at each time step, we use the given receive beamformer in the BS as the context in our contextual bandit algorithm.
• We propose a contextual bandit solution that is based on the well-known Thompson sampling method for MTD selection. We design the feature vector for the learning models by separating the real and imaginary parts of the receive beamformer. This feature vector is given the learning agent as the context in order to make the MTD selection process. Therefore, the learning agent acts as a function that maps every context to an MTD. Since the number of combinations of the feature vectors is unlimited, function approximation is proposed to model the mapping function. In the proposed framework, these function approximators are used to approximate the posterior distributions of Thompson sampling. First, we use a linear model which is based on linear regression learning. Second, we use neural networks with various sampling methods. We compare the performance of the proposed solutions to a baseline uniform sampling policy. Our proposed solution is then shown to enable the BS to select an MTD for resource sharing with the cellular user without any knowledge on the CSI of the MTD links.
• Extensive simulations are carried out to evaluate the effectiveness of the proposed solutions in enabling OSO as a practical method for enabling coexistence of humantype and MTC communications. The rest of the paper is organized as follows. Section II presents the system model and problem formulation. In Section III, we introduce the idea of OSO for MTC, provide theoretical proof that, in MTC, it is possible to find an MTD for OSO, and study the performance of human type communications under interference from MTC. The contextual bandit learning framework is presented in Section IV. Simulation results are presented in Section V and conclusions are drawn in Section VI.
II. SYSTEM MODEL
Consider the uplink of a wireless cellular network having a single BS, a single human-type device, a set K of K machinetype-device (MTDs), and, a machine-type-aggregator (MTA). The BS has M antennas and the human-type device and MTDs are single antenna devices. The human-type device transmits data in the uplink to the BS and MTDs transmit data to the MTA. We consider an orthogonal frequency division multiple access (OFDMA) system where radio resources are divided into orthogonal resource blocks (RBs) in the time and frequency domains. These RBs are shared between MTDs and the human-type device which leads to an interference network where MTD and the human-type device transmissions cause interference at the BS and MTA, respectively. We assume that MTDs transmit in orthogonal RBs and only one MTD shares the RB with the human-type device. An illustrative system model is shown in Fig 1. At the BS, the received signal y BS from the human-type device is given by:
where x c and x k are the transmit symbols of the humantype device and MTD respectively. h c ∈ C M is human-type device to BS channel. MTD is selected from K devices with channels h k,B ∈ {h 1,B , . . . , h K,B }. n BS represents the white Gaussian noise. After applying the receive beamformer at the BS, receiver has the following signal:
where N 0 is noise power spectral density. From (1) we can now write the SINR of the human-type device at the BS:
In a similar manner the received signal at the MTA can be written as follows:
where h k is the channel between the MTD and MTA, P c and P k are the transmit powers of human-type device and the MTD k respectively, and h c,M is the channel between the humantype device and the MTA. The Gaussian noise in MTA is n s . The received SINR at MTA can be given by:
where P k and P c are, respectively, the MTD transmit power and the human-type device transmit power. Here, we ignore the interference term in the denominator of γ k since our focus is on the interference management from MTDs to the BS. However, we must note that after we design our learning algorithm to null out the interference from MTDs to the BS, the signal of the human-type device can be decoded without presence of interference from the MTDs. Therefore, signal of MTD can be decoded using successive interference cancellation since there is a backhual connection between the BS and the MTA. Clearly, if the receive beamformer w c is designed without taking the channel from MTDs into account, the interference on the BS can be severe. Taking the MTD transmission into account will require sending pilots to the BS to estimate the channel h k,B which is an inefficient approach since the amount of resources required for CSI estimation is large with respect to the data packets size of MTC applications. This inefficiency is highlighted even more in OSO since it is not possible to estimate channels of all MTDs to allocate resources to only one of them. Most importantly, even if the CSI is calculated perfectly at the BS, the BS must still use degrees of freedom to null out the interference from the MTD. This will lead to a decrease in the achievable rate for the human-type device at the BS. Another major issue is that the receive beamformer for the human-type device can be calculated once for each coherence period if the MTD is not taken into account. However, when considering the MTD, for each new MTD with a different channel, the receive beamformer for the human-type device must be calculated again to mitigate the interference from the new MTD. Therefore, designing a beamformer for a human-type device while considering the MTDs becomes very inefficient and suboptimal, and degrades the performance of the HTD transmissions. III. OPPORTUNISTIC SPATIAL ORTHOGONALIZATION FOR MTC We assume that the BS is responsible of the beamformer design for the human-type device and also for the scheduling of MTDs to transmit their data to the MTA. In the BS, for each coherence interval, a receive beamformer w c ∈ C M is designed without considering the interference from the MTD transmissions. The optimal beamformer for a single user SIMO system is maximal ratio combining (MRC) in which the beamformer is a normalized conjugate of the channel h c ∈ C M from the human-type device to the BS. For each beamformer w c , the BS can also select one MTD, k ∈ K, such that received SINR of the uplink user is maximized. Furthermore, if the number of MTDs is very large, then the selected MTD might cause almost no interference to the BS at all since it can be selected such the interference originating from the selected MTD is in the null space of the receive beamformer at the BS. Next, we prove that, in wireless systems with a large number of MTDs that are interference candidates, the MTD with minimum interference causes almost no interference to the BS. For our system model, when the MTD with minimum interference is scheduled to transmit using the same RBs that are allocated to the human-type device, the SINR of the human-type device will be:
As mentioned earlier, when there is one user and a BS with multiple antennas, the optimal receive method is MRC [21] give by w c = h c H . Assume MTD k as the one with minimum interference, the the SINR simplifies to:
To further evaluate the performance of this scenario, we can write the probability of outage for the cellular user:
where δ th is the maximum allowed outage probability.
To avoid an outage, the interference term should be smaller than a threshold, show by δ int :
If (9) is satisfied, then, the selected MTD k can transmit data to its MTA without harmful interference on the human-type device. In the following, we provide a theoretical analysis of the interference term in (9) and show that, if the MTD is selected from a large set of candidates, (9) is satisfied. In our analysis, the first step is to calculate the distribution of the interference term in the left-hand side of (9) . To do that, we first prove that the interference from all possible MTD is independent of each other after going through the same receive beamformer.
A. Independence of Interference Candidates
When one cellular user is transmitting to the BS and we want to select one out of K MTDs for resource sharing, the interference term after being multiplied with receive beamformer appears in the denominator of (3). We use random variables
|hc| , k ∈ K to capture the interference term. The following lemma holds:
Proof: Proof is given in Appendix A Lemma 1 is used in the following theorem to prove that the probability of finding an MTD that will cause almost no interference on the BS becomes one as the number of MTDs increase.
Theorem 1: The probability to find an MTD that will satisfy the criteria in (9) becomes one when K → ∞.
Proof: The proof is given in Appendix B. From Theorem 1, we can see that whenever the network has a large number of MTDs that can be selected for resource sharing with an human-type device, if the MTD with minimum interference power on the BS is selected, the human-type device and MTD can transmit at the same time and on the same frequency band, such that the interference on the HTD is negligible. We should note that, for large K, Theorem 1 also holds for K − 1, K − 2, and K − l MTDs, where l is a small number. This means that l resource blocks allocated for the human-type device can be shared with MTDs, while the interference on the human-type device is negligible.
B. Distribution of SINR and Outage Probability
To study the performance of the proposed OSO for MTC, we derive the closed form expressions for the distribution of the SINR and the outage probability of the HTD while the MTD with minimum interference on HTD is transmitting on the same RB.
Proposition 1: The distribution of the SINR in (6) is:
where Γ(x, y) is upper incomplete gamma function. Proof: Proof is given in Appendix C The SINR distribution can be used to derive the outage probability of the proposed method. The derived outage probability distribution can be used to provide an analytical evaluation of the performance of the proposed OSO method. Such an analytical result can provide us with the number of MTDs that are needed in the MTC system so that we can select the best MTD for transmission. In the following theorem, the derivation of the outage probability is presented.
Theorem 2: For any give SINR threshold β, the outage probability is given by:
(11) Proof: Proof is given in Appendix D We have presented the idea that an MTD can transmit in the null-space of HTD transmissions without causing interference. However, to design an optimal system that can exploit this characteristic of the system, the CSI from all the MTDs to the BS must be known. Indeed, as outlined earlier since the signaling overhead makes CSI acquisition inefficient for short data packet MTC traffic and estimating channels from many MTDs to allocate resources to one of them is highly inefficient. Therefore, in the next section, we present a contextual MAB learning framework to implement OSO for MTC. We exploit the characteristics of the channel between MTDs and the BS. Then, this characterization is used for generating channels that we use in our learning algorithm for finding the best possible MTD for any given beamformer in the BS.
IV. EXPLOITING INTERFERENCE DIVERSITY
In this section, we provide a practical method to find the set of MTDs that fall into the null spaces of each receive beamformer at the BS. Our method uses two concepts. First, since most of the BSs are located at high altitude, there are mostly not many scatterers around the BS. This means that a signal coming from a specific angle will have an angle of arrival that is limited to a short range of angles in that specific direction. If the scatterers were around the BS, the angle of arrival would be distributed uniformly in [0, 2π] . Second, we use deep learning for finding the set of best possible MTDs for each designed beamformer. 
A. Channel Characteristic and the Angle of Arrival of the Interference
In wireless systems, several different copies of the signal that is transmitted reach the receiver from different angles. The angle of arrival of the signal to the receiver depends on the reflectors around the receive antenna and also the transmit antenna. When the scatterers are around the BS, then the angle of arrival of the received signal is distributed uniformly in [0, 2π]. However, if the scatterers are located in a ring around the transmitter, then the angle of arrival of the signal to the receiver is within a small interval. This is presented in Fig. 3 and is known as the small ring model. In cellular systems, since most of the MTDs are located in buildings and locations with many scatterers around them, then the signal is mostly reflected as shown in Fig. 3 . However, since the BS in most cases is located at a high altitude (e.g., on top of a building), there are fewer reflectors, and therefore, the received signal's angle of arrival is in a small interval. Similar channel characteristics exist for the human-type device. Next, we first present how the channel is calculated from the propagation environment characteristics. Then, we propose our learning based approach for scheduling the MTDs.
1) Channel Modeling: Consider a cellular device that is located in distance d from the BS with an angle θ as shown in Fig. 3 . The angular spread of the signal Δ is calculated from Δ arctan(r/s) where r is the radius of the ring around the cellular device that scatterers are located. We assume that there is no line of sight and therefore, the channel h ∼ CN (0, R k ) is calculated as follows:
where U is the tall unitary matrix of the non-zero eigenvalues of R k , Λ is the r × r diagonal matrix of whose diagonal elements are the non-zero eigenvalues of R k and w ∼ CN (0, I). Each element (m, p) of the the covariance matrix for the channel is calculated from:
where
T is the wave vector for a planar wave impinging AoA α, the carrier wavelength is λ and u m and u p are the positions of the antennas of the BS in the two dimensional coordinate systems. Path loss and shadowing are included in a i = 10
where a i,dB = P L dB + X σ with P L dB and X σ denoting the path loss and log-normal shadowing with variance σ. We use the 3GPP path loss model from the BS to MTDs [35] which is given by P L dB = 128.1+ 37.6 log(d). By using (12) and (13), we can derive the channel for each link the system. For uniform linear array (ULA) which is a widely used model, (13) simplifies to:
For MTDs and the human-type device, since the scatterers are located around the transmitter as shown in Fig. 3 , we consider a random angle of arrival for each MTD and the HTD. We assume that each MTD has angle of arrival of θ i and angular spread [θ − ζ, θ + ζ]. We assume that this interval fo AoA does not change for each MTD since the MTDs are either fixed or low mobility. However, during each coherence period, the AoA for the human-type device changes and at the beginning of the coherence period, it is estimated by using pilot signals. Therefore, this channel h in (12) can be exactly calculated for human-type device at the beginning of each coherence period. This signaling for channel estimation is not performed for MTDs since they have small data packets and signaling is not efficient. Therefore, MTD channel knowledge can only be statistical, and, due to the existence of the noise term w in (12), the exact knowledge of the channel cannot be known for the MTDs. Therefore, we need to find a solution for selecting the best MTD for each given beamformer at the BS for human-type device without precise knowledge of MTD channels. In the following, we present a method based on contextual bandit theory to find the best MTD for transmission for each beamformer that is designed using the estimated channel of human-type device.
B. Contextual Bandits
In this section, we propose a learning method for selecting the best MTD for each receive beamformer by using methods from machine learning. Known as contextual bandits, our proposed solution is an special case of MABs when the learning agent receives a context at each time, and, based on that context, selects an action. In the following, we first present MAB theory and the concept of contextual MABs. Then, we present two function approximations for contextual MAB problem of selecting best MTDs for resource sharing with human-type devices.
1) Multi-Armed Bandits: Reinforcement learning (RL) problems with a single state are called MABs. In an MAB problem, a decision maker (player) selects (plays) an arm from a set of available arms and receives a numeric reward for the selected arm. Rewards of each arm are drawn from a random variable with an underlying distribution that is not known to the decision maker. At each play, only the reward of the select arm is revealed to the player. The goal of the player is the minimize the cumulative regret over a long period of time. Regret is defined as the difference between the arm that is selected and the best possible arm could have been played. Total regret for the duration of T of the learning period is given as:
where the expectation is taken over the randomness in the algorithm and the revealed rewards. Naturally, the player will find the arm with the highest expected value and keep playing that arm. In a MAB problem, the main issue to resolve is the dilemma between exploration and exploitation. That is, to select the best arm that is known so far (exploitation) or play other suboptimal arms (explore) to have a better estimate of their reward distribution. There are many effective methods that can be used to solve exploration and exploitation dilemma such as − greedy or upper confidence bound (UCB) methods [33] . In our problem, each arm is an MTD that will be selected to be scheduled and the reward is the rate of the cellular user since each MTD transmission will cause a different amount of interference on the BS, and, therefore, affect the rate of the cellular user. Our problem has a major difference with the classical MAB problem described above. In the classical MAB, rewards of each arm are drawn from a fixed distribution, and, the best arm doesn't change over time. However, in our problem formulation, depending on the beamformer that is designed for the cellular user, the best arm will be different. Therefore, there is a context that affects the best MTD (the context is the receive beamformer in the BS). This kind of problems is known as contextual MABs [36] . In contextual MABs, there is a need for a function f (x) that gets the context as input and produces the best arm for that given input. Therefore, the aim of the learning is the find such a function that minimizes the regret over the learning period. We must state that the logarithmic regret is desirable in MAB as it means that at each new time step, the learning agent is making a smaller mistake. One of the well-known methods for solving contextual MAB problem is the so-called Thompson sampling method [37] . In this method, for each action a ∈ A, a distribution with parameters θ ∈ Θ is considered that generates the reward (r|a; θ; x) where x ∈ X is the context from the set X of contexts, and Θ is the set of parameters for the distributions of the rewards. There is also a tuple of previous actions and rewards D = (x; r; a) that is available for the learning agent. The posterior distribution is P (θ|D) P (D|θ)p(θ) and the aim of the Thompson sampling method is to to maximize the expected rewards (16) where I is the indicator function. By using P (θ|D) at each time, parameters θ * are sampled and then the action a * that maximizes [E(r|θ * , a * , x)] is selected. In other words, the algorithm first considers a distribution for each arm and draws a sample from these distributions. Then, the agent acts greedily and selects the arm with the highest sample value and observes the reward. Based on the observed reward, parameters of these distributions are then updated and in the next round, the samples are drawn from the updated distributions. For each given context, this process is done separately, and, the aim is to solve estimate the parameters of these posterior distributions for new contexts. For solving a contextual MAB problem with a small number of contexts, we can run one learning algorithm for each context and store the learning information in tables. However, when the number of possible contexts is large (especially when it can have continuous values), then the problem becomes much more complicated, and, therefore, the function f (x) must be approximated. This means that once the algorithm is trained on some contexts and actions, for any new context, it must be able to select the optimal action. In the next section, we present learning based function approximators for solving the contextual MAB problem based on Thompson sampling.
C. Learning Models
As explained earlier, we need to design function approximators to sample the posterior distributions of Thompson sampling. Clearly, the aim is to minimize the regret over the learning period. The performance of learning based function approximators heavily depend on the choice of features that are fed into the learning algorithm and the type of the function approximator. In our problem formulation, we use a linear regression model and neural networks as the function approximator of the contextual MAB problem. To select the features that are fed into the function approximator we use the normalized receive beamformer. Since learning algorithms are mostly designed to work with real numbers, we separate the real and imaginary parts of the beamformer vector to design our features. Considering M antennas in the BS, we build the feature vector q c (t) ∈ R 2M at time t as follows:
where (w c (t)) and (w c (t)) are the real and imaginary parts of the receive beamformer w c vector at time t. The contextual MAB algorithm A receives the context q c (t) at time t, and, based on the internal model of the function approximator, selects an MTD for resource sharing. The BS calculates the rate of the cellular user at the BS, and, produces the normalized reward r(t). The algorithm then updates the internal model of the function approximator based on the new data. In the framework of Thompson sampling for MAB problems, there are several several approaches that can be used for approximating the posterior distributions that are used for sampling and generating the possible reward for each MTD [34] . Moreover, these methods perform differently depending on the task at hand and analytical evaluation of the performance of these approaches is almost impossible and out of the scope of this work. We have used the implementation of all the approaches presented in [34] and selected several policies for sampling the data in our contextual MAB setting and a baseline uniform sampling policy. These methods are chosen due to their performance in our initial simulations both in terms of regret and computational time. The details of these methods are outlined as follows: 1) Linear Function Approximation: Consider the linear regression where the rewards for each arm is generated based on the following equation:
where r the reward that is generated, ∼ N(0, σ 2 ) and β show parameters of the model that generate the reward for given context q c (t). The joint distribution of β and σ 2 are modeled which leads to sequentially estimating the noise level σ 2 for each action. This leads to adaptive improvement of the parameters of the posterior distributions.
The joint distribution of the posteriors is given by
. For the noise we consider the inverse Gamma distribution σ 2 ∼ IG(a t , b t ) and Gamma distribution for β|σ 2 ∼ N(μ t , σ 2 Σ t ). Parameters of these distributions are given as follows:
The hyper parameters are initialized as μ 0 = 0, Λ 0 = λIM and a 0 = b 0 = η > 1. After initialization, the parameters of the posteriors are updated after selecting each MTD by using linear regression model.
2) Deep Neural Networks:
The above presented method of approximating the contextual MAB function with a linear model has limitation as it cannot model non-linearity is the mapping function from contexts to actions. To deal with nonlinear mappings, neural networks can be used as function approximators. Recently, several neural network models are explored in [34] for solving the contextual bandit problems by approximating the posterior distributions of Thompson sampling. We experiment with the methods proposed in [34] and present the results in Section V. Here, in neural linear model, a Bayesian linear regression is applied after the last layer of the neural network. This can help in capturing the benefits of the both of linear and neural network models. Moreover, another method which is known as dropout is also considered, in which the outputs of the neural networks are randomly set to zero with some probability during the learning period [38] . This method is shown to improve the performance of neural networks is various tasks. We use neural networks similar to [34] as a function approximator for modeling the posterior distributions of Thompson sampling that are used in contextual MAB. At each time step, the neural network generates the values for samples of the reward distribution of each MTD. Then, the best MTD is selected for resource sharing. After sharing resources and observing the SINR, the reward is then used to update the neural network. After the learning period, the neural network will be able to give a good estimate of the posterior distributions of Thompson sampling.
In summary, since there is an unlimited number of beamformers that the BS can have, we need a mapping from each beamformer to the best possible MTD. This mapping requires the use of function approximators for unseen beamformers. We have used deep learning models combined with linear regression as function approximators. The proposed learning methods, get the beamformer as input, and, give the best MTD in the output. For implementation of the learning methods, first, a dataset is generated that includes beamformers that are generated by using MRC of the human-type device channel to the BS. Second, by using (3), the SINR for the human-type use considering the interference from all the possible MTDs is calculated. The dataset includes the feature vector of (17) and all the SINRs. Then, for training the learning models, samples are randomly selected and used for training and updating the inner models of the model. Once model is trained, it learns to select the best MTD for each given beamformer. A summary of different steps of the learning framework is presented in Fig. 4 .
V. SIMULATION RESULTS
For our simulations, we consider LTE parameters and we assume at each time step, the resources of the cellular user are shared with one MTD. Resources are primarily allocated to the cellular user and we assume that the CSI is acquired at the BS to design the uplink receive beamformer. Next, we first present the results to show that if there are a large number of MTDs to select from, the best MTD will cause a small amount of interference on the BS. Then, we present the plots for the distribution of the SINR and the outage probability. Finally, the results of deep contextual bandits are presented. Simulation parameters are given in Table I .
A. Existence of the Null-Space
First, we study the possible effect of the number of MTDs on the SINR of the cellular user. Two transmit power control mechanisms for MTDs are considered. First, fixed transmit power from MTDs, and, second, a transmit power control to satisfy the SNR requirements at the MTA. In our simulations the MTA is equipped with a single antenna, and, MTDs use a basic distance based power control mechanism. The target SINR for the human-type user is set to 10 dB and sharing the radio resource between MTDs and the human-type user, the degradation of the SINR of the cellular user due to MTD interference, is presented in Fig. 5 for the case with fixed transmit power for MTDs, and in Fig. 6 for the scenario with power control for the MTDs.
Fig . 5 shows the effect of interference from MTDs on the SINR of the human-type device for a different number of MTDs. This figure gives a clear example of how a large number of MTDs provides the diversity to select one MTD with very small interference on BS. In these results, we assume that the MTDs do not perform power control and transmit with a fixed power all the time. We observe that even for a large transmit power of 10 dBm, if there are 200 MTDs to select from, the interference at the BS can be kept at a minimal level. However, for small transmit powers such as 0 dBm, less than 100 MTDs are enough to have a good performance for the human-type device while an MTD is sharing the same resources.
In Fig. 6 , a similar plot to Fig. 5 is given for the scenario of having power control for MTDs. Since the distance between each MTD and the MTA is typically small, MTDs transmit with low powers which leads to less interference. Clearly, higher SINR target values lead to higher transmit power, and, therefore, for larger values of SINR, a larger number of MTDs is required as selection candidates. Fig 6 shows that for short distances between MTDs and the MTA, small transmit powers are needed, and, therefore, a smaller number of transmission candidates are needed in the system to find an MTD that causes no interference on the BS. Figs. 5 and 6 show that a large number of MTDs in MTC will make it possible to exploit the availability of null-space in the multi-antenna system for opportunistic interference management.
B. Outage of Human-Type Device
Next, we present the simulation results for the outage probability of the cellular user in Fig. 7 . The outage probability is very small for a large number of MTDs and it is a decreasing function of number of MTDs. This validates the analytical results of Theorem 1 in Section III. Moreover, Fig. 7 shows that the idea of utilizing OSO for interference management in MTC can be realized by having around 100 MTDs in the system. We also observe that with approximately 100 MTDs in the system as possible interference candidates, the BS will most likely not be in the outage if the best MTD is selected. Moreover, this result helps us in selecting the number of required MTDs in the numerical analysis of the contextual bandits since we need to have a fixed number of MTDs for training the learning models.
C. Contextual Bandits
Here, we present the results of the proposed contextual bandits for selecting the MTD with no CSI at the BS. The neural network that is used for approximating the function f (x) two hidden layers. The input layer as 8 neurons for a system with 4 antennas. Each hidden layer is composed of 120 neurons and the output layer has 80 neurons where each neuron corresponds to one MTD. We run the learning algorithm for 20000 iterations.
In Table II , we present the total reward received by our proposed methods compared to the optimal policy. The optimal policy is the one where the full CSI of all link was known at the BS. We can see that the linear full posterior is able to achieve to 90% of the optimal policy. Clearly, this is a very good performance for a beamforming system with no CSI known at the BS. We can see that uniform sampling has very poor performance compared to linear full posterior. The uniform sampling is when the MTDs are selected uniformly at random. The results in Table II show that the contextual bandits with linear function approximation is capable of learning the various aspects of the wireless channel statistics between the MTDs and the BS. In other word, the contextual bandit is able to learn the angle of arrival of the interference from the MTDs and their signal strength, and, for any given beamformer, select the MTD with minimum interference on the BS.
In Fig. 8 , we present the regret of the proposed policies. From Fig. 8 we can clearly see that uniform sampling leads to linear regret. In MAB problems, sub-linear regret is desirable as it means that the number of times that the MAB algorithm selects a sub-optimal MTD becomes smaller at each new time step. Dropout has poor performance as seen from the results in Table II , however, it starts to have a logarithmic regret after 14, 000 iterations. Logarithmic regret in MAB settings is considered as the optimal result [33] . Neural linear also achieves logarithmic regret, however, the total achieved reward is not close to optimal policy. This shows that for the function approximation in our contextual MAB setting, neural networks do not perform well. Clearly, as seen from Table II and Fig. 8 , linear full posterior sampling achieves very low regret and near-optimal results.
To further evaluate the learning process, in Figs. 9 and 10, we show a the scatter plot of the reward that is received at each time steps for linear full posterior and uniform sampling respectively. We can observe from Fig. 9 that the density of the scatter plot is more or less uniform at the beginning of the learning period. However, as iteration numbers increase, the contextual MAB is able to select the MTD which lead to higher rewards. We also observe that the linear full posterior is selecting suboptimal MTDs even after it has learned the optimal MTDs. This is due to the noise that is introduced to the sampled posterior distributions and how these algorithm is addressing the exploration vs exploitation dilemma. Therefore, linear full posterior selects the suboptimal MTDs to have a better estimate of their reward distribution. Fig. 10 shows that uniform sampling is simply making random selections and then the density of the scatter period during the entire learning period is unchanged. These two scatter plots present how the learning process is able to learn the optimal MTD for the given beamformer without any knowledge on the instantaneous CSI of the links between MTDs and the BS.
VI. CONCLUSION
In this paper, we have introduced the idea of OSO for MTCs in capillary networks and presented a contextual bandit learning framework for implementing it with no CSI at the BS for MTDs. First, we have introduced OSO as a method to exploit the natural available null-spaces of the receive beamformers in cellular systems. Second, we have provided a thorough analysis of the properties of the interference from various MTDs on the same beamformer. Moreover, we have given the theoretical analysis of the distributions of the SINR of the cellular user under interference from MTDs and also the distribution of the outage probability. Since implementing OSO requires CSI from all the MTDs at the BS, and, making such an assumption is impractical, we have provided a novel learning method using contextual MABs. Function approximations based on linear regression and neural networks are then used to sample posterior distributions of the well-known Thompson sampling for MABs. Simulation results have shown that, in the regime of massive IoT, it is possible to find an MTD that causes no harmful interference on the BS. Moreover, linear full posterior sampling has shown the best performance which has achieved logarithmic regret and only 10% less total reward compared to the optimal MTD selection policy that requires full CSI of the MTDs. To the best of our knowledge, this is the first paper that introduces a machine learning based approach to implement OSO for interference management of MTC without CSI knowledge.Our future work in this topic includes allocating several MTDs for resource sharing with human-type device as the number of RBs allocated to the human UE will, in general, be larger the amount one MTD needs.
APPENDIX A PROOF OF LEMMA 1
Proof: By considering Rayleigh fading for channels between the MTDs and the BS, the elements of h k,B will follow i.i.d, zero-mean, complex Gaussian distributions. The distribution of X k conditioned on h c will also be complex Gaussian [39] . The mean of the random variable X k conditioned on h c will be:
subsequently, the variance is derived as follows:
A complex Guassian distribution with mean μ = 0 and variance σ 2 = 1 is standard complex normal distribution. Therefore, the distribution of X k conditioned on h c has a PDF f X k (X k |h c ) =
which is independent of h c . Given this independence, random variables X k are independent, and, hence, the interference which is X 2 k term in (3) will be composed of independent random variables.
This completes the proof.
APPENDIX B PROOF OF THEOREM 1
Proof: We start the proof by finding the distribution of the interference term. Since the distribution of
, then the interference power |x i | 2 follows a central chi-square distribution with two degrees of freedom (which is an exponential distribution). Let us define the distribution of z i = |x i | 2 so that the distribution of interference term will be:
We now use order statistics [40] to find the distribution of the minimum term of the interference. Consider random variable Y = min{z 1 , z 2 , . . . , z K }. It is easy to show that the cumulative distribution function (CDF) of the minimum of a group of i.i.d exponential random variables is given by:
PDF of Y follows as:
From this distribution, it is clear that as K → ∞, the probability, P (Y < δ min ) = 1. This completes the proof.
APPENDIX C PROOF OF PROPOSITION 1
Proof: The SINR is the ratio of two terms. The nominator of the SINR equation is Gamma distributed with PDF:
and the nominator of the SINR has an exponential distribution with PDF: 
Let y be a random variable that represents the SINR. Since we have y = x/w, from the ratio of two random variables [40] , we can write the PDF of y as:
Since the terms in the nominator f x (x) and the denominator f w (w) of the SINR are independent, we have:
therefore, the PDF of the SINR is derived from:
which can be computed as follows:
f y (y) = λe 
where Γ(x, y) is the incomplete Gamma function. This completes the proof.
APPENDIX D PROOF OF THEOREM 2
Proof: Outage happens when a received SINR is below a defined threshold. The probability of the outage for the SINR term in (10) is then calculated as follows:
by plugging f y (y) from (10) we have: 
therefore, the probability of outage is given by:
