ABSTRACT Graphcut-based algorithm is adopted in many video object segmentation systems because different terms can be probabilistically fused together in a framework. Constructing spatio-temporal coherences is an important stage in segmentation systems. However, many steps are involved when computing a key term with good discriminative power. If the cascade steps are adopted, the inaccurate output of the previous step will definitely affect the next step, leading to inaccurate segmentation. In this paper, a key term that is computed by a single framework referred to as boundary-constrained low-rank sparse representation (BCLRSR) is proposed to achieve the accurate segmentation. By treating the elements as linear combinations of dictionary templates, low-rank sparse optimization is adopted to achieve the spatiotemporal saliency. For adding the spatial information to the low-rank sparse model, a boundary constraint is adopted in the framework as a Laplacian regularization. A BCLRSR saliency is then obtained by the represented coefficients, which measure the similarity between the elements in the current frame and the ones in the dictionary. At last, the object is segmented by minimizing the energy function, which is formalized by the spatio-temporal coherences. The experiments on some public datasets show that our proposed algorithm outperforms the state-of-the-art methods.
I. INTRODUCTION
The purpose of a video object segmentation system is to separate foreground objects from the background in sequences. The segmentation results can be treated as a preprocessing step in many systems such as action recognition, pose estimation, video compression, and so on. There are three categories in terms of video object segmentation algorithms according to the degree of supervision required. They are supervised approach, unsupervised approach, and semisupervised approach. There are not manual annotations and prior information during the segmentation with unsupervised segmentation algorithms [1] - [3] . The object is modeled by the object motion, and an offline solution which
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processes the entire sequences in batch mode is adopted in these methods. Conversely, Manual annotations are provided repeatedly throughout the segmenting process in supervised algorithms [4] - [6] . The applications of the supervised approaches have not been widely used since the user's intervention is needed in the segmenting process. In semisupervised algorithms [7] - [10] , the object will be segmented depending on some manual annotations in one frame or in a few frames, especially in the first frame.
There are many frameworks to distinguish the object from the background. In the case of active contour trackers and level-set approaches, the assigning label is represented by the state model of the evolving contour. However, the drawback of level-set-based solutions can not integrate motion estimation and object segmentation in a single framework, and the motion estimation is an input of the object segmentation.
The segmentation accuracy will decrease when the motion estimation performs poorly. However, graphcut-based methods can overcome the aforementioned drawback. By graphcut, different terms are probabilistically fused together in a single framework to segment the object accurately and efficiently. The key point of the graphcut-based segmentation is to construct the spatio-temporal coherences which have good discriminative power. Our intuition is that a comprehensive spatio-temporal saliency term should be constructed to model reliably the object prior. Once the reliable saliency prior is constructed, it is feasible to generate accurate object segments. The reliable saliency prior has two characteristics. On one hand, the reliable saliency prior can distinguish the object from the background accurately, particularly at object boundaries. The performance of the segmentation is affected by the discriminative power of a saliency prior at the object boundaries. On the other hand, the reliable saliency prior should be obtained by a single framework which can avoid the poor performance from the separate steps.
Given the initial contour of a target object in the first frame, the segmentation system's goal is to estimate the target's contour in the subsequent frames regardless of the image's content. This method is a kind of semi-supervised approaches, and it is just the goal of our proposed approach. This paper builds upon and extends our previous works [7] , [11] with a promotion of the algorithm where a boundary constraint is integrated into the original Low-Rank Sparse (LRS) model as a regularization term to improve the segmentation performance. The object is well segmented by optimizing an energy function which contains three unary and two pairwise terms. The weights of the unary terms in the energy function are updated online to adapt to complex scenarios as well. A spatio-temporal saliency term, referred as BCLRSR saliency, is the key item in the energy function. LRS model is adopted so that the key saliency is constructed in a single framework. For enhancing the performance of the segmentation, a boundary constraint is adopted as a Laplacian regularization which is employed in the LRS model. The boundary constraint makes the coefficients of the representation similar in the same region which is enclosed by boundaries. The metric of the same region is computed by the shortest geodesic distance [12] - [15] between each pair elements in graph model. Moreover, an extension of our proposed approach on multi-object segmentation system is analyzed briefly by rearranging the templates in the dictionary. Experiments on many challenging videos show that the proposed algorithm performs favorably against the other state-of-the-art methods.
The rest of this paper is organized as follows. Some related works are introduced in Sec.II. Our proposed approach is demonstrated in detail in Sec.III. Moreover, a multi-object segmentation based on our proposed approach is introduced briefly in Sec.IV. Experimental results and discussions are presented in Sec.V. Finally, our contributions, the limitation of the present work and future research plan are highlighted in Sec.VI.
II. RELATED WORK
In this section, a brief overview of recent works in graph based video segmentation and Low-rank sparse representation is given.
A. GRAPH BASED VIDEO SEGMENTATION
As mentioned earlier, many video object segmentation algorithms need to construct an energy model, and the pixelwised binary labeling is converted to energy minimization solution which is solved by graphcut. A variety of techniques have been proposed for finding the saliency prior in the past decades. In [16] , video data was represented by a multilabel Markov Random Field model, and segmentation was achieved by optimizing the energy label assignment. In [17] , A 3D spatio-temporal Conditional Random Fields (CRF) is proposed to combine many cues and maintain coherence between temporal neighboring nodes. In [18] , an accurate segmentation was proposed by probabilistic fusion of motion, color and contrast cues together with spatial and temporal priors. However, these systems can not achieve a good segmentation accuracy because the motion cue, which is used in these algorithms as a key term, was not accurate. Tsai et al. [10] proposed many salient terms in energy function including pixel-wised salient terms and superpixel-wised ones. Too many potentials adopted in [10] leads to difficulties in optimally determining of the potentials' weights when optimizing energy function. In [9] , [19] , [20] , selecting primary object regions in object proposal domain was proposed based on the notion of what a generic object looks like. Wang et al. [3] provided a superpixel-wised saliency measurement which was computed by geodesic distance based technique. The saliency prior was adopted by undirected intra-frame and inter-frame graphs constructed from spatiotemporal edges or appearance and motion. It was followed by a skeleton abstraction step to further enhance saliency estimates. Li et al. [21] used both appearance information based on spatial edges and spatial color saliency and motion information based on temporal motion boundaries as indicators of foreground object locations. The strategybased low-level saliency fusion guaranteed to complementarily leverage both smoothed color saliency, spatial edges, and motion boundaries toward producing high-accuracy lowlevel saliency. Papazoglou and Ferrari [1] proposed a fast object segmentation algorithm. An inside-outside map was constructed based on the motion boundaries followed by raycasting technique. In these algorithms, the key salient term in energy function was computed by many separate steps. The steps would provide inaccurate inputs to the next stage if the previous step's output was not accurate, leading to inaccurate segmentation.
B. LOW-RANK SPARSE REPRESENTATION
Several approaches have successfully applied Low-Rank Sparse (LRS) representation for object tracking and image segmentation. Bao et al. [22] proposed a new 1 norm related VOLUME 7, 2019 FIGURE 1. Structure of our proposed framework. Possible location estimation is adopted before constructing an energy function. The energy function comprises color salient term, BCLRSR salient term and location salient term. All the pixel-wised salient terms are computed by the estimated possible location. The color salient term is modeled by the image color, the location salient term is modeled by the optical flows. Pixel-wised BCLRSR salient term is upsampled by the superpixel-wised BCLRSR saliency which is modeled by the CNNs features and obtained by optimizing BCLRSR model. The segmentation result is obtained by minimizing the energy function. minimization model to improve the tracking accuracy by adding an 2 norm regularization on the coefficients associated with the trivial templates. Zhang et al. [23] formulated object tracking as a sparse and low-rank representation problem, which provided a new perspective on robust visual tracking. Liu et al. [24] presented an efficient multi-scale framework to infer the low-rank refined superpixel affinity matrices at different scales of the input image in parallel, and meanwhile, to impose the cross-scale constraint to make the desired affinity matrices consistent. Li et al. [25] extended the idea of [24] to video segmentation. However, they have not proposed the solutions for extracting the interesting object's contour. Moreover, LRS, as a particle filter algorithm, measured the elements' similarity between the candidate and the dictionary regardless of the spatial relationships of each particle. Yin et al. [26] extended the definition of Low-Rank Representation (LRR) by introducing a regularization term based on the manifold structures of data, and proposed a novel and more general Laplacian regularized LRR. It provided a good idea for integrating the spatial information into LRS model. Zou et al. [27] proposed a novel low-rank sparse model for video matting. The sparse representation was used to select the best candidates, while the low-rank representation was used for similarity measurement.
III. VIDEO OBJECT SEGMENTATION
In our proposed approach, the pixel-wised object labels are assigned throughout the entire video by the object specified in the first frame. The framework is illustrated in Fig. 1 . Possible location estimation which is described in Sec. III-A is adopted before constructing an energy function to reduce the calculation load. Features will be extracted by the estimated possible location instead of the whole image. BCLRSR salient term, color salient term and location salient term are integrated with a single framework referred as 3D spatio-temporal CRF model while enforcing temporal coherence. BCLRSR salient term is computed by CNNs features, color salient term is constructed by image color, and location salient term comes from optical flow. Three salient terms assign the probability belonging to the object to each pixel according to their different views. Especially, BCLRSR salient term is upsampled by a superpixel-wised saliency which is obtained by measuring the similarity between the candidate elements and the dictionary templates which will be maintained during the segmentation. The metric is computed in a single framework, referred as BCLRSR which is depicted in Sec. III-B. The energy function and its minimization solution for pixel-wised segmentation are described in Sec. III-C. Meanwhile, both online unary weight tuning and dictionary updating scheme are proposed in Sec. III-C.1 and Sec. III-C.2, respectively.
A. POSSIBLE LOCATION ESTIMATION
Instead of computing the unary potentials on the entire image, all the computations are based on the object possible location to reduce the system's calculation load. In order that the achieved possible location can cover all the object in the current frame, a reliable algorithm has to be adopted. By evaluation, the method proposed in [10] , [28] is adopted. A pixel-wised scoring function is formulated as
where C t (i t ) is the color score of a pixel i t calculated by modeling two Gaussian Mixture Models (GMM) for the object and the background, respectively. L t (·) is the location score computed by the Euclidean distance transform of the bitmask M t−1 in the previous frame. Since the exact location of the object in the current frame is not known, the location is estimated approximately by using M t−1 translated by the average optical flow [29] . Moreover, some morphological operations are followed to ensure that the segmented object is in the estimated region. When the segmentation result is achieved, the possible location of the object in the next frame is updated by Eq.(1).
B. SUPERPIXEL-WISED BCLRSR SALIENCY
Instead of working with every pixel, a superpixel-wised saliency is proposed. Superpixels, as groups of pixels, not only reduce computational complexity in segmentation, but also make computation more robust through enforcing consistency inside each superpixel. There are four stages in this section including feature extraction stage, BCLRSR model stage, BCLRSR optimization stage and BCLRSR saliency stage. In feature extraction stage, superpixels are adopted in each frame, and superpixel-wised CNNs features are extracted. Each frame can then be represented by a feature matrix. In BCLRSR model stage, all features in the current frame are represented by the linear combinations of the dictionary templates which are constructed by the previous segmentation results. For improving the segmentation performance, a geodesic distance based boundaries constraint is proposed which is embedded in BCLRSR framework as Laplacian regularization. After that, the represented coefficients are optimized in BCLRSR optimization stage. The superpixel-wised saliency is lastly computed based on the optimized coefficients in BCLRSR saliency stage.
1) FEATURE EXTRACTION
As proposed in [30] , CNNs features in the earlier layers describe the location accurately but do not capture semantics. While CNNs features in the latter layers are more effective to capture semantics, but they can not describe fine-grained spatial details effectively. As mentioned above, the purpose of an object segmentation system is not only to find the object's location, but also to describe the precise contour of the object. Both low-level visual information and high-level semantic information are needed in the system. The features from the hierarchical layer of CNNs are adopted in our proposed approach rather than only one layer to represent the targets. In image representation stage, every frame is firstly oversegmented into superpixels using SLIC [31] . Then the first 5 convolutional feature maps are computed for each frame. Because the size of each convolutional layer is different, a bilinear interpolation is adopted to resize each feature map to a fixed larger size. A vector for each pixel, referred as a pixel-wised feature, is then constructed by concatenating the feature maps. After vectorization of features for each pixel, the superpixel-wised features are extracted by the mean of the pixel-wised features in the same superpixels. By the representation, an image is transformed into a matrix with size h × N , where h is the length of pixel-wised features, and h = 1472. N is superpixels' number in a frame.
2) BCLRSR MODEL a: LRS MODEL
The proposed approach extends our previous works [7] , [11] where LRS model has been demonstrated in detail. Some key steps are analyzed in this section. After image representation stage, a dictionary matrix D can be constructed for the segmentation of the current frame according to the segmentation result of the previous frame. Especially, the dictionary is initialized by the ground-truth mask which is specified by manual annotation in the first frame. It is noted that
, where m is the number of elements in the dictionary. An element of D, d i ∈ h , represents a superpixel in the dictionary. When a new frame comes at time t, the frame image is represented by
where N t is the number of superpixels in the frame. An element of X, x i ∈ h , represents a superpixel in the frame. According to the hypothesis in [7] , [11] , x i is represented by linear combinations of the dictionary regardless of noises, such that X = DZ, where Z ∈ m×N t is a coefficient matrix. Each element of Z represents the relationship between x i and the dictionary. The dictionary will be updated adaptively to incorporate variations in object appearance, and the updating strategy will be analyzed later. Obviously, the dictionary can be divided into two groups, There are three observations in LRS model. (a) Most elements in X are the same representations with respect to D because many superpixels in the frame have the same appearance. It is that Z is low rank. (b) A good representation is that an element in X is reliably represented only by the best candidate elements in the dictionary. It is that Z is sparse. (c) According to [32] , the object are often corrupted by noise which is modeled as a sparse additive one. Based on the observations, the LRS objective function is formulated as
where · 1 and · * are 1 -norm and nuclear norm operation, respectively. α and γ are the weights of each item.
b: BOUNDARY CONSTRAINT
Inspired by [3] , giving an input frame I t and I t−1 , a spatial edge probability map E t c is computed using [33] . The value of E t c (i) represents the probability of the pixel i. E t o is defined as the motion gradient magnitude, such that E t o (i) = V t (i) , where V t is the optical flow field of I t . Both the edge map and the motion gradient magnitude on superpixel level are re-computed as the average value of the pixels within a superpixel. Then, a superpixel-wised spatio-temporal boundary probability E t is obtained as E t (s) = E t o (s)E t c (s) at the corresponding superpixel s. For each frame I t , a undirected weighted graph G t = {V t , E t } with superpixels as nodes V t and the links between adjacent nodes as edges E t . Based on the graph structure, a |V t | × |V t | weight matrix W t is derived, where |V t | is the number of nodes in V t . An element of W t , w t mn , indicates the weight of edge e t mn ∈ E t between adjacent superpixels m and n, and it is formulated as w t mn = E t (m) − E t (n) , where E t (m) and E t (n) is the spatio-temporal boundary probability of superpixel m and n.
For each pair of superpixels m and n, the geodesic distance d geo (m, n, G t ), normalized to [0, 1], can be seen as the accumulated edge weights along their shortest path on graph G t , and it can be efficiently calculated by the algorithm proposed in [34] .
c: BCLRSR MODEL
Each superpixel, treated as a particle, is compared by the dictionary templates independently in LRS model. However, every superpixel has its spatial characteristics. LRS performance will be improved by inducing some Laplacian regularizations which is proposed in [26] . Naive constraint by signing the nearest neighbor, proposed in [26] , can not describe the boundary information accurately. Instead, a geodesic distance based technique is adopted in this paper so that the elements in the same region has a similar representation in the feature space, enhancing the segmentation performance at the object boundaries.
A BCLRSR model is proposed in this paper. A symmetric weight matrix is defined as S ∈ R N t ×N t , in which S ij = 1 − d geo (i, j, G t ). A BCLRSR model is then derived by extending Eq. (2) , and the objective function is formulated as
where M is the Laplacian matrix for the graph built on S, and it is defined as M = M d −S, M d is the degree matrix, which is a diagonal matrix, and whose ith diagonal entry h ii = j S ij . tr(·) is the trace of a matrix. β is the important weight of the Laplacian constraint. It is different between the intra-frame graph proposed in [3] and the symmetric weight matrix proposed in our approach. The former measures the shortest geodesic distance from any superpixel to the four boundaries of the image. Its probability value indicates whether a superpixel is inside or outside the desired object. The latter measures the shortest geodesic distance between any two superpixels. Its probability value indicates whether the two superpixels are in the same region. This can be easily observed in Fig. 3 . For example, there are two regions, Region I and Region II. Region I and Region II are enclosed by their boundaries respectively with high spatio-temporal edge value. Superpixel a and superpixel b are in Region I, and superpixel c is in region II. S ac is small because there exists a pathway from superpixel a to superpixel c, that have to pass the boundary with high spatio-temporal edge value. S ab is large because their pathway does not pass the boundaries. The purpose of integrating boundary constraint into LRS model is that the optimized columns in Eq. 3 have a similar value if the corresponding superpixels are in the same region. Then they tend to have the same labels when segmentation.
3) BCLRSR OPTIMIZATION
Inspired by [26] , [35] - [39] , Linearized Alternating Direction with Adaptive Penalty (LADMAP) [36] is adopted to solve Eq. (3).
Each term in objective function Eq. (3) is isolated by introducing an auxiliary variable J. The optimization problem can then be formalized as
The augmented Lagrange function of problem Eq. (4) is
where Y 1 and Y 2 are Lagrange multiplier and µ > 0 is a penalty parameter.
. Variables Z, J and E are updated successively by optimizing the augmented Lagrange function. When updating each variable, other variables are fixed. The smooth component can be linearized by adding a proximal term [36] when the optimized augmented Lagrange function is solved with respect to a variable. The iteration will not stop until the convergence conditions are met.
Updating Z by minimizing 
where 
Algorithm 1 BCLRSR Optimization
Input: X, D and M
Compute both the residuals, r1 and r2, by
4) BCLRSR SALIENCY
From the definition of Eq. (3), optimized Z is an affinity matrix which measures the superpixel's similarity between the current frame and the templates in the dictionary. In this paper, BCLRSR saliency is constructed based on the affinity matrix.
An element z ij represents the similarity between the i th superpixel in X and the j th element in D. In other words, if the j th element belongs to D o , z ij represents the object's similarity with the i th element in X. If the j th element belongs to D b , z ij represents the background's similarity with the i th superpixel in X. Meanwhile, larger value of z ij means the more similar between the i th superpixel in X and the j th element in D. Moreover, each column of Z, z i , is divided into two groups z o i and z b i according to the division of D, which is illustrated in Fig. 2 . Based on the observations, the probability of a superpixel i belonging to the object is VOLUME 7, 2019 computed as
where max(·) retrieves the largest element of a vector. T i is a normalization factor that ensures the value of p s i is between 0 and 1.As proposed in [11] , τ = 2 in our experiments.
C. ENERGY FUNCTION FOR PIXEL-WISED SEGMENTATION
In our segmentation method, a binary video segmentation based on the saliency results is proposed. The spatio-temporal salient term, color salient term and location salient term are combined into an energy function for pixel-wised segmentation. Specifically, the spatio-temporal salient term is constructed based on the BCLRSR saliency which is described in Sec.III-B. The color salient term is computed according to the pixel color, and the location salient term is calculated by the optical flow.
Given the current frame I t , let L = { n } denote the sets of labels for each pixel I n in I t . n = 1 when the pixel is in the object region, and n = 0 when the pixel is in the background region. The object's bitmask is achieved by optimizing the energy function
where N s is the spatial pixel neighborhood which comprises the spatially connected pixels, and N t is the temporal pixel neighborhood which is composed of temporally connected pixels. There are three unary terms and two smooth terms in energy function. They are c (·), s (·), p (·), V(·, ·) and W(·, ·) respectively. λ c , λ s , λ p , λ sp and λ t are their weights which reflect their importance in energy function. Color salient term c (·) calculates the object saliency based on the image color. It is the same as the first term in Eq. (1) . Two GMM models are constructed based on RGB values to represent the object model and the background model respectively. The global color likelihood function f c (·) is computed by the models. BCLRSR salient term s (·) evaluates the pixel's possibility belonging to the object. It is an upsampling solution of superpixel-wised BCLRSR saliency proposed in Sec.III-B. In this paper, a naive upsampling method is adopted that p s i is assigned to all pixels in the i th superpixel, leading to the saliency likelihood function f s (·).
Location salient term p (·) evaluates pixels according to the object flow. It is similar the second term in Eq.(1). The difference is that only the distance transform of the object mask M t−1 is computed as the location likelihood function, f p (·).
Based on the likelihood functions, the unary terms are formulated as
where k represents one of the unary terms, and f k represents one of the likelihood functions.
Pairwise terms V(·, ·) and W(·, ·) encourage spatial and temporal smoothness. Both are standard contrast-modulated Potts potentials [1] , [9] , [40] , [41] :
where dis(·, ·) is the difference between the color of two pixels.
The optimization of the energy function can be solved by min-cut/max-flow algorithm proposed in [42] . In this paper, a popular 3D CRF model is adopted to combine different terms for each pixel in the current and previous frames, and a good segmentation result will be achieved.
1) UNARY TERM WEIGHT ADAPTION
The energy model is composed of a few unary terms whose importances are controlled by their weights. Because of the diversity of the video content, the weight of each unary should be adjusted automatically when the different frame comes. Moreover, it is difficult to obtain the adaptive weights if there are too many unary terms in an energy function. In our proposed approach, there are only three unary terms in the energy function, and it is possible to make the weights adapt to the video content. As proposed in [11] , [17] , [43] , a Fisher linear discriminative ratio is introduced to adaptively adjust the weights for each unary term in order to give larger weight to a unary term which has more ability to distinguish between the object and the background.
For each term, two data clusters, C o k and C b k are formalized as (11) where the subscript k is one of the salient terms which are the data sources. C o k represents a data cluster of a unary term value for each pixel that belongs to the object according to the segmentation result of the frame, and C b k is a data cluster that belongs to the background. O and B are bitmasks for object and background. The sample mean (C o k , C b k ) and standard deviation (std(C o k ), std(C b k )) can be computed by statistics. If the sample mean difference is large, meanwhile the two clusters are multi-modal or highly overlapped with each 53526 VOLUME 7, 2019 other, the two clusters are not well separated. The weight of the corresponding unary term should be small. Then, a pixelwised figure-ground separability is formalized as
where λ k represents the weights including λ c , λ s and λ p , and is normalized such that k λ k = 1 and λ k > 0.
2) DICTIONARY UPDATING SCHEME For segmenting robustly, the dictionary templates in BCLRSR model have to be updated because of the change of the video content, such as lighting change, object occlusion, and the deformation of the object, etc. The elements in the dictionary are refined to model the latest status of the object and the background. An dictionary updating scheme proposed in [11] , [44] is adopted. The proposed dictionary holds the object and background features of the past H frames according to the segmentation results. In dictionary updating stage, the oldest record will be replaced with the current segmentation result. On one hand, there are many similar templates in the dictionary when H is large. The maximum value of z b i and z o i in Eq.7 will decrease. However, the decreasing of z b i is more serious than z o i because the number of elements belonging to the background is usually more than the one belonging to the object in the dictionary. It will degrade the discriminative power of BCLRSR model. On the other hand, the speed of dictionary updating is high when H is small, leading to the drifts when the object is not well segmented in the previous frame. In our experiments, H is set to 1. In addition, the features in the first frame will be adopted constantly to avoid from the drifts. The dictionary at time t is formalized as
where D o t and D b t are the object and background features respectively.
Based on the discussion from Sec. III, the primary steps of our proposed segmentation system are summarized in Algorithm 2.
IV. MULTI-OBJECTS SEGMENTATION
In human action recognition, interaction action, such as fighting and handshake, is an interesting research area. In these scenes, multi-objects segmentation algorithm needs to be adopted. A naive multi-objects segmentation is to segment the objects successively by a single object segmentation algorithm. It will increase the system's complexity with the increasing number of the objects. Based on our proposed approach, a multi-objects segmentation algorithm can be deduced without increasing much computation in BCLRSR optimization stage.
In multi-objects segmentation, the dictionary is rearranged to describe the similarity between the templates
Algorithm 2 Primary Steps of Our Proposed Approach
Input: first frame I 0 and the corresponding segmentation mask 
where D oi , i = 1, 2, . . . , n is the sub-templates belong to the i th object, n is the number of objects to be segmented. A column of the optimal affinity matrix Z, z i can be formalized as (z o1 i , z o2 i , . . . , z on i , z b i ), where z oj i , j = 1, 2, . . . , n is the similarity between the represented element in the current frame and the j th object. It is noted that we only rearrange the columns of the affinity matrix. The computation complexity of BCLRSR optimization is the same as Section III-B.3. Some examples are illustrated in our experiments, and the demonstration in detail will be our future work.
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V. EXPERIMENT A. IMPLEMENTATION DETAILS
To evaluate our proposed approach, the foreground and background color GMMs in the RGB space were constructed from the first frame, and the number of mixture models was 5 as proposed in [10] . In segmentation, a 3D CRF model which consisted of all the pixels in the current and previous frame was constructed. Both the forward and backward optical flow were needed when computing E t o in boundary constraint, and corresponded with the previous frame and the current frame respectively. According to each item's importance of descending order in BCLRSR model Eq. (3), they were boundary constraint, sparse, and noise. The parameters in BCLRSR model, α = 2, β = 3, and γ = 1.2 worked well in our experiments. For parameters in energy function, Eq. (8), the weights of spatial and temporal smoothness were set as λ sp = λ t = 1, and the weights of unary item were updated automatically by the online tuning scheme. All algorithms were implemented in MATLAB8.4. The parameters τ , α, β, γ , λ sp and λ t were kept fixed to the same values in all experiments.
Four experiments were conducted in this section. The first experiment evaluated the effectiveness of our BCLRSR saliency which was analyzed in Sec.V-B. The second experiment compared quantitatively our proposed approach with other methods in Sec.V-C. The third experiment analyzed our proposed approach's runtime performance in Sec.V-D. And some multi-objects segmentation results were illustrated in the last experiment.
B. EVALUATION OF BCLRSR SALIENCY
The performances of BCLRSR saliency were evaluated on three public datasets, SegTrack, SegTrack v2 and Freiburg-Berkeley Motion Segmentation Dataset (FBMS-59). SegTrack was firstly introduced by [16] . There were six videos with different difficulties with respect to the challenges of color overlap, interframe motion and shape change. SegTrack v2 was initially proposed in [2] . Compared by SegTrack, many videos had more than one object of interest in SegTrack v2. In 14 sequences of SegTrack v2, there were 24 objects with 947 annotated frames. The sequences were carefully chosen to present different challenges such as motion blur, appearance change, occlusion and so on. FBMS-59 was originally demonstrated in [45] . There were 59 videos with 720 annotated frames. For evaluation in the same condition, the same sequences were selected as proposed in [3] .
Since BCLRSR saliency was an important stage of the proposed approach, its performance against the state-of-theart saliency methods was evaluated. Eight alternative methods were chosen in this experiment, and they were illustrated in Fig.4 . In these methods, there were two methods for image saliency, and the others for video saliency. In addition, our LRS approach [11] was compared to demonstrate the good performance of the boundary constraint.
Three performance measurements (precision-recall (PR) curve, F-score [46] , and MAE (mean absolute errors) [47] ) were reported in this experiment. Precision was the fraction of the correctly labeled object pixels among all the pixels labeled as the object by the algorithm, while recall was the fraction of correctly labeled object pixels among the ground-truth object pixels. Binary saliency maps were computed for each algorithm and the PR curves were constructed by a different threshold.
From the definition of PR, a high precision might come at the expense of reduced recall, and vice-versa. Additional measurement, F-score, should be adopted for evaluating precision and recall simultaneously. F-score was defined as
where σ 2 was set to 0.3 for paying more attention to precision as suggested in [46] . For a balanced analysis, MAE was evaluated which was a measurement between a real-valued saliency map and a binary ground-truth for all pixels, and formulated as
where N I was the number of the pixels. The small value of MAE suggested good segmentation performance. Instead of evaluating the binary masks constructed by segmentation result, the above-mentioned measurements analyzed the saliency performance objectively because the measurements compared the performance of the saliency value directly. Conversely, the quantization error would be induced if the comparison of the binary masks was adopted. Fig.4 illustrated the scores of three measurements for all algorithms evaluated by datasets. For avoiding the performance degradation resulting from the inaccurate segmentation of the previous frame, the ground-truth mask of the previous frame was adopted when constructing the dictionary. As shown in Fig.4 , our approach significantly outperformed the most state-of-the-art methods. It was noted that an offline method was proposed in [3] , and the salient map was obtained based on the whole images in a sequence. However, the salient map of our approach was achieved according to the two successive frames. Our approach worked a little worse than [3] because there were no more data sources that could be obtained when computing the saliency. Compared by LRS model, our proposed approach paid more attention to the discriminative power of the object boundary, leading to good salient performance. Some BCLRSR salient maps and the corresponding segmentation results were illustrated in Fig.6 . The object which was specified in the first frame could be segmented well in the following images regardless of the number of the interesting objects in the video.
In terms of the weights in Eq. (3), boundary constraint had the largest weight in the equation, and sparse constraint's weight is second only to the boundary constraint's. Boundary constraint suggested that the candidate superpixels in the FIGURE 4. Proposed BCLRSR saliency map was evaluated against the state-of-the-art methods (LRS [11] , MR [48] , SF [47] , SS [49] , QS [50] , CS [51] , TS [52] , SA [3] , LL [21] ). The datasets were used as illustrated in different rows (SegTrack (top), SegTrack v2 (middle), and FBMS-59 (bottom)). The measurements were reported as shown in different columns (PR curve (first column), F-score (second column), and MAE measurements (last column)).
same region which was closed by the object's boundaries had the same labels in the segmentation stage. Sparse constraint encouraged that the candidate superpixels had the same labels with the dictionary templates if their features were alike. Both were the most important items in the BCLRSR model to achieve good saliency. This condition was consistent with the assumption in Sec.III-B.
As suggested in [46] , the value of σ 2 in Eq. (15) represented the importance of both precision and recall. The small value of σ 2 suggested that precision was more important than recall. When σ 2 = 1, this measure was approximately the average of the two when they were close. Fig.5 illustrated the F-score values computed by different σ 2 values in three algorithms. The saliency result was the same as the one illustrated in Fig. 4 , and it was that the method proposed in [3] performed the best in three algorithms, and our approach was better than [52] .
C. QUANTITATIVE COMPARISON OF SEGMENTATION PERFORMANCE
In this experiment, SegTrack and SegTrack v2 datasets were selected as proposed in [10] for evaluating the segmentation accuracy. The performance was reported by Intersectionover-Union overlap (IoU) metric [2] which is defined as the pixel's number of intersection divided by the one of the union between the estimated and ground-truth segmentation masks. VOLUME 7, 2019 FIGURE 5. F-score values were evaluated with different values of σ 2 , such as σ 2 = 0.1, 0.3, 0.5, and 0.7, in three algorithms including [3] , [52] and our approach.
TABLE 1.
Segmentation results on SegTrack v2 dataset with IoU metric. The mean per object score was an average of the overlaps on all 24 objects. The mean per sequence score was an average of mean overlaps on all 14 sequences, hence the six Penguin objects would not have an out-of-proportion impact on the average. Table 1 illustrated the IoU scores of the proposed algorithm and other approaches based on SegTrack v2 datasets. Overall, our proposed algorithm achieved favorable results in most sequences especially for non-rigid objects (Girl, BMXPerson and Frog). These sequences contained large deformation due to the posture change. From the average scores demonstrated in Table 1 , the method proposed in [10] performed better than the proposed approach in terms of online segmentation systems. However, the energy model proposed in [10] was more complicated than ours. For example, there were 12 terms adopted in [10] . The increasing complexity of the model leaded to some disadvantages. On one hand, more terms would result in more computation cost of the feature. The computation complexity of the system would be increased when increasing number of unary terms in the energy function. On the other hand, it was very difficult to adjust the importance of each term when there were too many terms in the energy function. A simplified model is adopted in our proposed approach. There are three unary terms in our energy function, and our proposed online weight tuning solution decreased the possibility of manual intervention. In addition, the segmentation performance of our approach was compared by supervised method [6] . It was noted that only seven IOU scores were reported in [6] . The average IOU score of the seven sequences in our approach was 81.8, and it was better than the one reported in [6] , 81.3.
In this experiment, our segmentation scores were not good in some sequences including Cheetah and Birdfall. There were three reasons. Firstly, the size of the segmented object was small in both sequences. Few superpixels belonging to the object were adopted when computing BCLRSR model. And the incorrect BCLRSR saliency was then fed into the energy function, leading to the incorrect segmentation result. Secondly, the object size in Cheetah sequence changed dramatically. But, the number of superpixel was specified in advance, and remained constant throughout all sequence. Lastly, the segmentation result was computed based on the possible location estimation which was updated according to the segmentation result of the previous frame. A certain degree of decline on the segmentation accuracy of the previous frame could not affect the segmentation of the current frame. But the updating solution could not handle the intensive object drift well. However, by experiments, the object location estimated by possible location estimation algorithm which was proposed in Sec.III-A could cover the object to be segmented in most sequences.
D. RUNTIME PERFORMANCE
All the experiments were tested on a PC with Intel Core i7 2.3GHz CPU and 8 GB memory. The computational cost depended on the image dimensions (width × height) in the video, so 320 × 240 video sequences were tested in this experiment. The number of superpixels in our approach was 500, and the maximum iterative number in BCLRSR optimization was 100. Moreover, some steps, such as boundary generation, optical flow, superpixel and so on, were excluded when analyzing the runtime in this experiment, because these steps could be completed in the preprocessing stage of the system. The runtime of the steps in our approach was illustrated in Fig. 7 . In [3] , it took 1.2s to compute the key saliency. Our BCLRSR saliency cost only 0.79s, and it ran faster than [3] in terms of key saliency computation. In terms of semi-supervised segmentation, it took 2.68s per frame to FIGURE 6. BCLRSR salient map and segmentation examples on some challenging sequences. The input images are illustrated in the first column. The second column showed the bitmask provided by ground truth. The third and fourth column illustrated LRS salient map proposed in [11] and BCLRSR salient map proposed in this paper, respectively. The last column showed the object segmented by our proposed approach. The first two rows showed the segmentation results of our approach in the scene of single object. The last two rows illustrated the results in the scene of more than one object of interest. achieve segmentation in our approach. In contrast, the stateof-the-art method [10] took more than 3s per frame.
E. SEGMENTATION FOR MULTI-OBJECTS
In this experiment, BCLRSR model was optimized by Sec.IV for multi-objects segmentation. The objects were segmented from the background successively based on energy minimization. Our approach was evaluated on popular dataset, ut-interaction [55] , for interaction recognition. Fig. 8 illustrated some segmentation results.
VI. CONCLUSIONS
In this paper, a novel algorithm is presented for video object segmentation. Every frame is oversegmented into superpixels, and the features extracted from the superpixels are represented by linear combinations of the dictionary templates. By LRS optimization, the coefficients of the linear combinations will act as the measurement of the spatio-temporal coherence. Based on LRS object segmentation, a boundary constraint which takes the spatial information is employed in the LRS model to improve the discriminative power of the model, increasing the segmentation accuracy. Our main contributions are:
• A new formulation for spatio-temporal coherence of each superpixel by optimizing BCLRSR. LRS, as a particle filter algorithm [23] , measures the elements' similarity between the candidate particles and the dictionary templates regardless of the spatial relationships of each particles. By introducing a regularization term based on the manifold structures of data, a spatio-temporal saliency prior can be computed in a single framework.
• A geodesic distance based boundary constraint is proposed as a Laplacian regularization which is embedded in BCLRSR framework. The elements in the same region should have the similar representations in feature space, which will enhance the segmentation performance, especially at the object boundaries. Our approach has been evaluated on three benchmarks, namely SegTrack, SegTrack v2 and FBMS-59. The extensive experimental evaluations show that our approach achieves promised performance scores than most other existing methods.
Some simple ideas about multi-objects segmentation are introduced in this paper. The demonstration in detail about the multi-objects segmentation will be investigated carefully in our future work.
