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We present a new result on the asymptotic behavior of nonautonomous sub-
gradient evolution equations of the form u˙(t) ¥ −“jt(u(t)), where {jt: t \ 0} is a
family of closed proper convex functions. The result is used to study the flow
generated by the family jt(x)=f(x, r(t)), where f(x, r) :=cTx+r; exp[(Aix−bi)/r]
is the exponential penalty approximation of the linear program min{cTx: Ax [ b},
and r(t) is a positive function tending to 0 when tQ.. We prove that the trajec-
tory u(t) converges to an optimal solution u. of the linear program, and we give
conditions for the convergence of an associated dual trajectory m(t) toward an
optimal solution of the dual program. © 2001 Elsevier Science
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1. INTRODUCTION
Nonautonomous subgradient evolution equations of the form
u˙(t) ¥ −“jt(u(t)); u(0)=u0, (1.1)
with {jt: t \ 0} a family of closed proper convex functions, have a wide
range of applications in PDEs, control theory, and optimization (see [7, 9,
13, 14] and references therein). They arise naturally, for instance, when
considering approximation schemes in optimization (e.g., penalty schemes
for constrained minimization, Tikhonov regularization and viscosity solu-
tions of ill-posed variational problems, and smoothing techniques for
nonsmooth optimization). In this setting, a ‘‘difficult’’ problem
min
x
f(x) (P)
is approximated by a one-parameter family of ‘‘easier’’ minimization
problems
min
x
f(x, r) (Pr)
in such a way that when rQ 0 the optimal solutions of (Pr) approach the
solution set S(P) of the original problem. In many relevant cases (see [3])
the approximation scheme (Pr) defines an optimal path x(r) which con-
verges to a particular solution xg ¥ S(P), so that a natural approach for
solving (P) is to trace this path by using a numerical method to estimate
x(rk) for a sequence of parameters rk Q 0. However, approximating x(rk)
with precision may still be too expensive and to some extent pointless if the
goal is simply to find any optimal solution of (P). Thus, it would be more
convenient to have a flow (family of paths) converging to the optimal set
S(P) that could provide the basis for numerical procedures that avoid or at
least reduce the computational effort involved in keeping track of a single
prespecified path. A simple strategy to construct such a flow is to couple
the approximation scheme with the steepest descent method, leading to the
evolution equation
u˙(t) ¥ −“f(u(t), r(t)); u(0)=u0, (E)
where “f(x, r) denotes the subdifferential of f( · , r) at x, and r(t) > 0
is an appropriately chosen parameter function tending to 0 as tQ..
Equation (E) corresponds precisely to (1.1) with jt(x) :=f(x, r(t)).
Once the existence of a global solution u(t) for (1.1) defined for all t \ 0
is established, its asymptotic behavior for large t is of particular interest.
The expected result is that u(t) converges toward a certain u. and, in the
setting of (E), that this limit point belongs to S(P). In the autonomous
case, i.e., when jt — j does not depend on t, a well-known result by Bruck
[8] shows that u(t) converges weakly toward a minimizer u. of j,
provided that the set of minimizers Argmin(j) is nonempty. Without
further assumptions weak convergence is the most one can expect [5], but
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strong convergence is ensured when 0 ¥ int(dom jg) [6] and also when j is
even [8]. The weak convergence result was extended in [12] to the non-
autonomous case, by assuming that the family jt converges in an
appropriate sense and sufficiently fast toward a limiting function j with
Argmin(j) ] f.
More recently, in the context of approximation schemes in optimization,
i.e., considering Eq. (E), convergence of u(t) toward a point u. ¥ S(P) was
established for the case when the convergence of r(t) toward 0 is either
sufficiently slow [4] or sufficiently fast [1]. Unfortunately this slow/fast
alternative may not cover all possible parameter functions r(t), as in the
case of the exponential penalty in linear programming [10]. In this paper
we complete the study of the latter, showing that the solution u(t) of (E)
always converges toward an optimal solution u. of the linear program, for
every initial condition u0 and every parameter function r( · ) tending to 0.
Moreover, under mild conditions on r( · ), we establish the convergence of
an associated dual trajectory m(t) toward a dual optimal solution lg. These
results constitute a step toward the analysis of optimization methods
(discrete iterations) based on a numerical integration of (E). The freedom
in the choice of the parameter function r(t) provides a theoretical support
for considering numerical schemes which do not seek to trace the optimal
path x(r) closely, as well as procedures involving an adaptive control of the
penalty parameter (as opposed to off-line choices of the sequence rk). Also,
the dual convergence may be useful in the identification of the binding
constraints at the optimum, which could lead to early termination criteria
that avoid letting rk Q 0. Still, the use of Eq. (E) for numerical optimiza-
tion purposes raises a number of questions, including the appropriate
choice of the integration method (single v/s multistep, explicit v/s implicit,
etc.). These issues will be investigated elsewhere.
Our analysis of Eq. (E) for the exponential penalty is based on a new
result (Theorem 2.1) that provides a general tool for studying the asymp-
totics of (1.1). This result states that when jt tends (in a weak sense) to a
certain j., then the trajectories u(t) approach the set S.=Argmin(j.).
The distinguishing feature of this theorem with respect to previous results is
that no restriction is imposed on the speed of convergence of jt toward
j.. The result does not imply directly the convergence of u(t) (unless S.
contains a single point) but, in some cases, a recursive application may lead
to such a conclusion. The idea is roughly the following: if w(t) and v(t)
denote the projections of u(t) onto the affine space E spanned by S. and
its orthogonal complement F respectively, then v(t) converges while
projecting (1.1) onto E we get that w(t) satisfies another equation of the
form (1.1), which may be recursively analyzed using Theorem 2.1 to
establish its convergence. A similar recursive projection technique is used
in the analysis of the exponential penalty. Unfortunately, Theorem 2.1
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assumes that the involved spaces are finite dimensional. Removing this
restriction would extend the applicability of the approach to evolution
equations coming from PDE models and control theory. This remains to
be done.
Throughout the paper we adopt the standard notations in convex analysis,
for which we refer to [15]. In particular, for a closed proper convex
function j we denote “j(x) its subdifferential at the point x.
2. A CONVERGENCE RESULT FOR SUBGRADIENT
EVOLUTION EQUATIONS
Consider a family of closed proper convex functions {jt: t \ 0} defined
on a finite dimensional Euclidean space E, and an absolutely continuous
function w: [0, .)Q E satisfying
w˙(t) ¥ −a(t) “jt(w(t)) a.e. t \ 0, (2.1)
where a : [0, .)Q [0, .) is a measurable function with >.T a(y) dy=. for
all T \ 0.
Theorem 2.1. Suppose there is a closed proper convex function j.
satisfying
(H1) v. :=infy j.(y) is finite with S. :=Argmin(j.) nonempty and
bounded;
(H2) j.(y.) [ lim infk jtk (yk) for all convergent sequences yk Q y.
and tk Q.;
(H3) limtQ. v.(t)=v. where v.(t) :=sup{jt(y): y ¥ S.}.
Then dist(w(t), S.) tends to 0 as tQ..
To establish this result we exploit the following fact.
Lemma 2.2. Let h and h be two real-valued functions defined on [0, .)
with h absolutely continuous and nonnegative, and h(t)Q 0 for tQ..
Assume that there exists a set N … [0, .) of zero Lebesgue measure such
that h(t) > h(t)S h˙(t) [ 0 for all t ¨N. Then h(t) has a limit for tQ..
Proof. Replacing h(t) by sup{h(s): s \ t} we may assume that h( · ) is
nonincreasing. Since by assumption h( · ) is also nonincreasing when above
h( · ), it follows easily that if h(s) [ h(s) for a given s \ 0 then h(t) [ h(s)
for all t \ s.
Now, if there exists s¯ \ 0 with h(t) > h(t) for all t \ s¯ then h(t)
is nonincreasing over [s¯, .) and therefore it converges when tQ..
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Otherwise we may find a sequence sk Q. such that h(sk) [ h(sk); hence 0 [
h(t) [ h(sk) for all t \ sk, and since h(sk)Q 0 we conclude that h(t)Q 0 as
tQ.. L
Proof of Theorem 2.1. Let G(z)=12 dist(z, S.)
2 and consider the
functions h(t)=G(w(t)) and h(t)=sup{G(z): jt(z) [ v.(t)}. We must
prove that limtQ. h(t)=0.
It is well known that G is differentiable with NG(z)=z−Pz, where Pz
denotes the projection of z onto S.. Denoting N … [0, .) the null set on
which (2.1) fails and using the subgradient inequality, for t ¨N we have
h˙(t)=O−w˙(t), Pw(t)−w(t)P
[ a(t)[jt(Pw(t))−jt(w(t))]
[ a(t)[v.(t)−jt(w(t))] (2.2)
from which it follows easily that h(t) > h(t)S h˙(t) [ 0 for all t ¨N.
We claim that limtQ. h(t)=0. Indeed, otherwise we could find e > 0,
tk Q. and zk with jtk (zk) [ v.(tk) and dist(zk, S.) \ e. Redefining zk as a
convex combination of zk and Pzk, we may suppose that dist(zk, S.)=e.
From (H1) it follows that zk is bounded, so that passing to a subsequence
we may further assume that zk converges towards some z.. Using (H2)
and (H3), together with the inequality jtk (zk) [ v.(tk), we get z. ¥ S.
contradicting dist(zk, S.)=e > 0.
The previous facts and Lemma 2.2 imply that h(t) has a limit for tQ..
We will show that h(tk)Q 0 for some sequence tk Q., so that h(t)Q 0 as
claimed. Indeed, integrating (2.2) we get
F.
0
a(y)[jy(w(y))−v.(y)] dy [ h(0) <.
and since >.T a(y) dy=. for all T \ 0 it follows that
lim inf
tQ.
[jt(w(t))−v.(t)] [ 0,
so we may find tk Q. with lim infk jtk (w(tk)) [ v.. Since h(t) converges
and S. is bounded it follows that w(tk) is bounded. Passing to a sub-
sequence we may assume that w(tk) converges to some w., and using (H2)
we get w. ¥ S.. Hence h(tk) [ 12 ||w(tk)−w. ||
2
Q 0, so that h(tk)Q 0 and
the proof is complete. L
The main limitation of Theorem 2.1 comes from the fact that E is
assumed to be finite dimensional, which precludes its application to evolu-
tion equations in PDEs and control theory. On the contrary, assumption (H2)
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appears as rather weak (note that it corresponds to the ‘‘easy’’ half in the
definition of epiconvergence [2]). Finally let us mention that, under (H2),
assumption (H3) is equivalent to the uniform convergence of jt toward j.
on the set S..
3. THE STEEPEST DESCENT EXPONENTIAL
PENALTY TRAJECTORY
In this section we use Theorem 2.1 to show that for the case of the
exponential penalty in linear programming, every integral curve u(t) of (E)
converges to an optimal solution u. of the linear program. Then we study
an associated dual trajectory m(t), proving that under mild conditions it
converges toward a dual optimal solution lg.
To be precise, consider the linear program
min
x ¥ Rn
{cTx: Ax [ b} (P)
with c ¥ Rn, b ¥ Rm, and A an m×n matrix. Throughout this section we
assume that the optimal solution set S(P) is nonempty and bounded. The
exponential penalty scheme approximates (P) by the family of smooth and
convex unconstrained problems
min
x ¥ Rn
3f(x, r) :=cTx+r Cm
i=1
exp[(Aix−bi)/r]4 , (Pr)
where Ai denote the rows of A and r > 0 is a penalty parameter. It is known
[11] that (Pr) has a unique solution x(r) that converges toward a point
xg ¥ S(P) when rQ 0.
Let u0 ¥ Rn, r: [0, .)Q (0, .) measurable with limtQ. r(t)=0, and let
u: [0, .)Q Rn be an absolutely continuous global solution of Eq. (E),
which in this case corresponds to the ordinary differential equation
˛ u˙(t)=−c− Cm
i=1
exp[(Aiu(t)−bi)/r(t)] A
T
i
u(0)=u0.
(E˜)
Theorem 3.1. u(t) converges when tQ. toward a point u. ¥ S(P).
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Proof. Let a(t) — 1, jt(x)=f(x, r(t)), and j.(x)=cTx if Ax [ b and
+. otherwise. Properties (H1), (H2), and (H3) are readily established, so
that Theorem 2.1 implies dist(u(t), S(P))Q 0 as tQ.. In particular cTu(t)
converges to the optimal value of the linear program (P).
Consider the vector space F={d ¥ Rn : dTu(t) converges} and let P, Q be
the orthogonal projections onto F and E=F+ respectively. We remark
that Pu(t) converges so that all we must show is that F=Rn. Since S(P) is
bounded we have ker(A)={0} and therefore Rn=span{ATi : i=1, ..., m},
so it suffices to prove that ATi ¥ F for all i=1, ..., m. Suppose that J :=
{i: ATi ¨ F} is nonempty. Letting w(t) :=Qu(t) and projecting Eq. (E)
we get
w˙(t)=−Qc− C
m
i=1
exp[(Aiu(t)−bi)/r(t)] QA
T
i
=− C
i ¥ J
exp[(Aiw(t)−bi(t))/r(t)] QA
T
i (3.1)
with bi(t)=bi−AiPu(t), which converges to a certain limit b
g
i . This
equation can be written in the form (2.1) by taking a : [0, .)Q [0, .) and
jt: EQ R as
a(t) :=C
i ¥ J
exp[(Aiu(t)−bi)/r(t)]
jt(w) :=r(t) ln 1 C
i ¥ J
exp[(Aiw−bi(t))/r(t)]2 .
Recall that yW ln(; i ¥ J exp(yi)) is a convex function so that jt( · ) is
convex as well. We distinguish two situations.
Case 1. >.T a(y) dy <. for some T \ 0. In this case ||w˙(t)|| [
a(t) maxi ¥ J ||QA
T
i || so that w˙( · ) ¥ L1(T, .) and therefore limtQ. w(t) exists
and u(t) converges.
Case 2. >.T a(y) dy=. for all T \ 0. Let j.: EQ R be defined as
j.(w) :=maxi ¥ J[Aiw−b
g
i ]. Properties (H1), (H2) and (H3) are easily
established using the boundedness of S(P) and the inequality
0 [ jt(w)−max
j ¥ J
[Aiw−bi(t)] [ r(t) ln |J|,
so that Theorem 2.1 implies dist(w(t), S.)Q 0. Set v.=minw j.(w) and
let i0 ¥ J be such that Ai0w−b
g
i0=v. for all w ¥ S. (existence of i0 follows
by contradiction: otherwise for each i ¥ J we could find wi ¥ S. with
Aiwi−b
g
i < v., and then the point w¯ :=
1
|J| ; i ¥ J wi ¥ S. would satisfy
j.(w¯) < v., which is impossible). It follows that Ai0w(t) converges to
bgi0+v., hence Ai0u(t)=Ai0w(t)+Ai0Pu(t) converges contradicting the fact
that i0 ¥ J. L
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Let us consider next the dual problem of (P), namely
min
l ¥ Rm
{bTl : c+ATl=0, l \ 0}, (D)
and the vectors l(r) and m(t) with components li(r) :=exp[(Aix(r)−bi)/r]
and mi(t) :=exp[(Aiu(t)−bi)/r(t)] respectively, for i=1, ..., m. As before
x(r) denotes the (primal) exponential penalty optimal path and u(t) is a
global solution of (E˜). It is known [11] that l(r) is the unique optimal
solution of the following barrier approximation for the dual
min
l ¥ Rm
3bTl+r Cm
i=1
li(ln li−1): c+ATl=0, l \ 04 , (Dr)
and that it converges toward a dual optimal solution lg ¥ S(D) when rQ 0.
Our next result shows that, under a mild assumption on the parameter
function r( · ), the trajectory m(t) also converges toward this lg. Let us
recall that lg and xg are strictly complementary: lgi (Aix
g−bi)=0 with
lgi > 0 for all i ¥ I0 and Aixg < bi for i ¨ I0, where I0={i: Aix=bi for all
x ¥ S(P)}.
Theorem 3.2. Assume that r( · ) is differentiable and decreasing with
r(t)Q 0 and r˙(t)/r(t) bounded. Then m(t)Q lg and u˙(t)Q 0 as tQ..
Proof. Since m(t)Q lg implies that u˙(t)=;mi=1 [lgi −mi(t)] ATi Q 0, we
must only prove the former. Let k(t) :=;mi=1 mi(t)−lgi ln mi(t) and a :=
; i ¥ I0 lgi −lgi ln lgi . Clearly k(t) \ a and m(t)Q lg if and only if k(t)Q a,
so it suffices to show the latter. We will use Lemma 2.2 for which we
establish the following claims.
k˙(t) > 0S ||u˙(t)|| [ ||g(t)|| with g(t) :=r˙(t)(u(t)−u.)/r(t)Q0 as tQ..
Since u(t)Q u. and r˙(t)/r(t) is bounded, we clearly have g(t)Q 0 as
tQ.. Now, a straightforward computation gives
k˙(t)=C
m
i=1
11− lgi
mi(t)
2 m˙i(t)
=
1
r(t)
C
m
i=1
(mi(t)−l
g
i ) 5Ai u˙(t)− r˙(t)(Aiu(t)−bi)r(t) 6
=
1
r(t)
O−u˙(t), u˙(t)−g(t)P−
r˙(t)
r(t)2
C
m
i=1
(mi(t)−l
g
i )[Aiu
.−bi].
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Noting that r˙(t) [ 0, [Aiu.−bi] [ 0 and lgi [Aiu.−bi]=0 (the latter by
linear programming complementarity), we see that the last term above
is negative so that k˙(t) > 0 implies Ou˙(t), u˙(t)−g(t)P < 0 and further
||u˙(t)|| [ ||g(t)||.
Claim 2. Let b(t) :=; i ¨ I. mi(t) with I.={i: Aiu.=bi}. Then
limtQ. b(t)=0 and there is a constant K \ 0 such that ; i ¨ I0 mi(t) [
K[b(t)+||u˙(t)||].
Clearly b(t)Q 0 since Aiu. < bi for all i ¨ I.. Also, multiplying (E˜) by
xg−u. and using the fact that cTxg=cTu. and Aixg=Aiu. for all i ¥ I0,
we get
C
I. 0I0
mi(t)(bi−Aixg)=Ou˙(t), xg−u.P+ C
i ¨ I.
mi(t) Ai(xg−u.).
Since I0 … I. and (bi−Aixg) > 0 for all i ¥ I. 0I0, Claim 2 follows easily.
Claim 3. There exists a(t)Q a such that k(t) > a(t)Sk˙(t) [ 0.
We remark that k(t)=F(w(t))+; i ¨ I0 mi(t) with w(t) the orthogonal
projection of (u(t)−u.)/r(t) onto the space E0=span{A
T
i : i ¥ I0}, and
F : E0 Q R given by
F(w) :=cTw+C
i ¥ I0
exp(Aiw)=C
i ¥ I0
exp(Aiw)−l
g
i Aiw.
Let g(e) :=sup{F(w): ||NF(w)|| [ e} so that k(t) [ g(||NF(w(t))||)+
; i ¨ I0 mi(t). Using the equality NF(w(t))=−u˙(t)−; i ¨ I0 mi(t) ATi and
Claim 2 we get
k(t) [ k(b(t)+||u˙(t)||), (3.2)
where k(e) :=g(e+KCe)+Ke with C=max{||Ai ||: i ¨ I0}, so that Claim 1
yields
k˙(t) > 0S k(t) [ k(b(t)+||g(t)||).
According to [11, p. 180] the minimum of F is precisely a and, since F is
coercive, we get g(e)Q a for eQ 0. As both b(t) and ||g(t)|| tend to 0 when
tQ., we obtain k(b(t)+||g(t)||)Q a so that Claim 3 holds with a(t) :=
k(b(t)+||g(t)||).
Conclusion. Using Claim 3 we may apply Lemma 2.2 to the functions
h(t)=k(t)−a and h(t)=a(t)−a in order to deduce that k(t) has a limit
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a¯ \ a when tQ.. In particular it follows that m(t) is bounded so we may
find a constantM such that
d
dt
f(u(t), r(t))=−||u˙(t)||2+
“f
“r (u(t), r(t)) r˙(t) [ −||u˙(t)||
2−Mr˙(t).
From this we get >.0 ||u˙(y)||2 dy <. and, a fortiori, there must be a
sequence tk Q. with ||u˙(tk)||Q 0. Then (3.2) implies k(tk)Q a so that
a¯=a, and therefore k(t)Q a as was to be proved. L
The boundedness condition on r˙(t)/r(t) in Theorem 3.2 is essential.
When this condition fails one may easily find examples (even in dimen-
sion 1) where only primal convergence holds and the dual trajectory m(t)
may be even unbounded. In particular, this condition rules out discontin-
uous functions r(t) such as the staircase functions which may be of practical
interest.
It is also worth noting that, in contrast with the primal trajectory u(t)
which may converge to different points u. ¥ S(P), in the case of the dual
trajectory m(t) the only possible limit is lg. In fact, as soon as m(t) is
bounded, proceeding as in the conclusion of the previous proof we get
tk Q. with k(tk)Q a so that m(tk)Q lg showing that lg must be an
accumulation point of m(t).
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