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Abstract
In a neural network (NN), weight matrices linearly transform inputs into preac-
tivations that are then transformed nonlinearly into activations. A typical NN
interleaves multitudes of such linear and nonlinear transforms to express complex
functions. Thus, the (pre-)activations depend on the weights in an intricate manner.
We show that, surprisingly, (pre-)activations of a randomly initialized NN become
independent from the weights as the NN’s widths tend to infinity, in the sense of
asymptotic freeness in random matrix theory. We call this the Free Independence
Principle (FIP), which has these consequences: 1) It rigorously justifies the calcula-
tion of asymptotic Jacobian singular value distribution of an NN in Pennington et al.
[36, 37], essential for training ultra-deep NNs [48]. 2) It gives a new justification of
gradient independence assumption used for calculating the Neural Tangent Kernel
of a neural network. FIP and these results hold for any neural architecture. We
show FIP by proving a Master Theorem for any Tensor Program, as introduced
in Yang [50, 51], generalizing the Master Theorems proved in those works. As
warmup demonstrations of this new Master Theorem, we give new proofs of the
semicircle and Marchenko-Pastur laws, which benchmarks our framework against
these fundamental mathematical results.
1 Introduction
A neural network (NN), at a high level, is an interleaved composition of linear and nonlinear
transformations. Its weights are the matrices involved in the linear transformations. The image
(resp. input) of nonlinear transformations are called activations (resp. preactivations). Thus, a priori,
(pre-)activations depend in complicated ways on the weights. We show that, surprisingly, the (pre-
)activations become roughly independent from the weights in the sense of random matrix theory,
when the NN is randomly initialized and as its width tends to infinity. More formally, we prove that
the weights are asymptotically free from the diagonal matrices whose diagonals are the images of
preactivation vectors under any bounded coordinatewise function.1 This result holds for any neural
architecture (i.e. architectural universality)2 . We call this result the Free Independence Principle
(FIP). A major application of FIP is in rigorously justifying a prevalent free independence assumption
in the calculation of NN Jacobian singular value distribution [25, 36, 37, 43, 48], as we overview
below.
Besides FIP, we also prove several other interesting results. In the next few subsections, we discuss
the context required to state them. A summary of all of our contributions appears at the end of this
introduction, and the reader in a hurry may feel free to skip directly to it.
1Note, however, that we make no claim about trained weights, just random weights.
2In this work, architecture refers to the network topology along with the random initialization of parameters,
as specified by a NETSOR> program (Definition 2.1).
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1.1 Random Matrix Theory in Deep Learning
Random matrix theory (RMT) has a successful history of being applied in deep learning [25, 36,
37, 43, 48]. For example, RMT has been used to calculate the Jacobian3 singular value distribution
of a wide neural network, which is an important indicator of its architectural soundness: If this
distribution becomes very diffuse as the network gets deeper (i.e. more layers), then an error signal
(i.e. the gradient) will be badly distorted as it is backpropagated. On the other hand, if the distribution
concentrates around 1 even when the network gets deeper, then the error signal is largely preserved,
and all layers of the networks receive adequate signal to improve. This idea is known as dynamical
isometry [36] and has been successfully applied in practice to train ultra-deep networks (as deep as
10,000 layers! [48]).
This calculation of the NN Jacobian singular values distribution can be seen as a vast nonlinear
generalization of the classical problem of calculating the singular value distribution for an iid random
matrix. The solution of this latter problem is famously given by (the square root of) the Marchenko-
Pastur distribution. A related classical random matrix law is the semicircle law, which says that the
eigenvalue distribution of the sum A + A> of a random real iid matrix A and its transpose A> is
asympotically shaped like a semicircle. Like the utility of NN Jacobian singular values, Marchenko-
Pastur and the semicircle law have both been impactful in science and engineering and are considered
two fundamental laws of random matrix theory. In fact, the semicircle law was first motivated by a
study of the distribution of energy levels of an atom [21].
Up until recently, the study of the NN Jacobian singular value distribution lacked a rigorous foundation.
The first calculation of it assumed (free) independence (between the weights and the preactivations)
that was only empirically checked but not proved. It was unknown how widespread this phenomenon
actually was. One purpose of this work is filling in that hole: FIP reveals the architectural universality
of this free independence (i.e. the neural network can be as complex as any modern manifestations
and the principle still holds).
1.2 New Approach to Random Matrix Theory
Another purpose of this work is to illustrate a new way to go about random matrix theory, one that
allows us to methodically attack the nonlinear problems of deep neural networks. In contrast, classical
methods of random matrix theory typically heavily rely on the linearity of classical random matrix
ensembles. The expansion technique is one such method. We review how it’s used in linear problems
and show it is ineffective for (nonlinear) neural networks problems.
The expansion technique of classical RMT For example, a typical quantity to calculate is the
expectation of the trace of some matrix power tr(A>A)k for some iid random matrix A. One
common way to proceed is expanding this expression in terms of monomials of the entries of A,
and then counting the different kinds of monomials that arise: such as monomials multilinear in the
entries of A, or monomials where every entry appears quadratically, etc. Given this expansion, the
trace expectation then follows easily.
The expansion technique is ineffective in neural network problems Now, in the (nonlinear)
case of neural networks, the matrix A is usually something more complicated. Take, for example,
A = D2BD1B for some iid matrix B and diagonal matrices Di that depend nonlinearly on B. This
dependence can, for example, take the following form: for some iid vector v and φ = tanh (to
be applied coordinatewise), we define u1 = φ(Bv), u2 = φ(Bu1) and set Di to have diagonal ui.
Such ensemble A commonly appears as the Jacobian of a neural network. Inspired by the classical
expansion technique described above, one may attack this problem by expanding tr(A>A)k in terms
of entries of A or in terms of entries of B. Because the entries of A are correlated in complicated
ways, it will be hard to use the expansion in A. On the other hand, we cannot even expand tr(A>A)k
cleanly in B because of the nonlinear dependence of Di on B (particularly because of φ)4.
3Here we are concerned with the input-output Jacobian of a neural network on a fix input. Some works
consider the Jacobian with respect to the parameters, where the Jacobian has dimension #parameters × #data
points (e.g. [35]). This is a related but distinct case from the input-output Jacobian, which is what we focus on
in this work.
4We can Taylor expand Di in terms of entries of B but that gets ugly really fast.
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Thus the usual expansion technique runs into a wall very quickly.
Our proposed method We express the trace tr(A>A)k as an expectation Ev v>(A>A)kv
where v is a standard Gaussian vector5. Then we inductively analyze the vectors
Av,A>Av,AA>Av, (A>A)2v, . . . , (A>A)kv, in a way we will soon describe below. Finally, this
analysis of (A>A)kv will allow us to calculate Ev v>(A>A)kv.
It turns out that the vectors v,Av,A>Av,AA>Av, (A>A)2v, . . . , (A>A)kv will
1. all have approximately iid coordinates in the large dimension limit, in a suitable sense, i.e.
{(Av)α}α are approximately iid, and similarly for {(A>Av)α}α, {((A>A)2v)α}α, etc,
where α denotes coordinate index;
2. but the sequence of coordinates vα, (Av)α, (A>Av)α, . . . , ((A>A)kv)α are correlated for
each fixed index α, in the same way across all α.
By analyze, we mean to calculate such correlations. Then Ev v>(A>A)kv is given by the correlation
between vα and ((A>A)kv)α.
Example Let us use the classical example of iid A to make these two points more concrete.
If v ∈ Rn is a standard Gaussian vector, and A ∈ Rn×n, Aαβ ∼ N (0, 1/n) is iid and independent
from v, then it’s not hard to see Av has coordinates which tend to iid Gaussians via some kind
of central limit argument (illustraing point (1)). Next, we will soon see intuitively that A>Av is
asymptotically the sum of v and a random Gaussian vector with iid coordinates, independent from v
(illustrating point (1)). Thus A>Av is coordinatewise correlated with v, illustrating point (2).
To get this intuition, write each coordinate
(A>Av)α =
∑
β,γ
AβαAβγvγ =
∑
β
A2βαvα +
∑
β;γ 6=α
AβαAβγvγ , β, γ ∈ [n]. (1)
Because each Aβα has variance 1/n, the first sum will converge via law of large numbers to vα.
In the second sum, one can note that each summand is uncorrelated with others (and higher order
correlations drop off rapidly with n), so one may expect the second sum to converge to a Gaussian
through some central limit behavior. We can calculate that the second sum
∑
β;γ 6=αAβαAβγvγ for
different αs will be uncorrelated, so their limits for different α should be independent Gaussians.
Likewise, it should be asymptotically independent from v for the same reason.
This finishes our example and illustrates the overarching philosophy of our proposed
method. But it is still tedious if we have to manually derive the correlation between
vα, (Av)α, (A
>Av)α, . . . , ((A>A)kv)α. In addition, it’s not entirely clear at this point that this
method can handle the nonlinear ensemble example A = D2BD1B given above. This is where the
Tensor Programs framework is crucial, which we overview now.
1.3 The Tensor Programs Framework
The Tensor Programs framework can be thought of as a clean, scalable, and rigorous packaging of
the intuition explained in the last section. We first demonstrate how one can apply this framework
to compute the correlations between vα, (Av)α, (A>Av)α, . . . , ((A>A)kv)α. Then we describe in
more general terms what the framework is about.
Calculating Ev v>(A>A)kv with Tensor Programs The framework associates a random variable
Zu ∈ R to each u ∈ {v,Av,A>Av, . . . , (A>A)kv}, representing the distribution of coordinates of
u in the large n limit. It also comes with a set of symbolic rules to derive ZAv given Zv, ZA
>Av
given ZAv and Zv , and so on. For example, consistent with the intuition laid out in Section 1.2, Zv
and ZAv are defined as independent standard Gaussians (since v and Av are asymptotically standard
Gaussian vectors, independent from each other), and ZA
>Av = Zv + S for a standard Gaussian
S ∈ R independent from Zv (and ZAv). Finally, we can calculate limn→∞ Ev v>(A>A)kv =
EZvZ(A>A)kv .
5but this identity holds for any v with iid, zero-mean, unit-variance entries
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This set of Z-rules handle nonlinearities. For example, we have Zφ(v) def= φ(Zv) for any φ : R→ R
(where φ on the LHS is applied coordinatewise to the vector v, but is applied in the usual sense to
the scalar random variable Zv on the RHS.) This reflects the intuition that Zφ(v) is the distribution
of φ(v)’s coordinates. As such, it is not hard to see our proposed method in Section 1.2 can deal
with nonlinear random matrix ensembles like the example A = D2BD1B given there. The full
description of these rules can be found in Box 1, but we will not dive into more details here.
Tensor Programs in general While a major focus of this paper is on RMT, the original motivation
of Tensor Programs is in understanding wide neural networks. There were 3 lines of research that
molded the framework, which we briefly overview so we can later state some other contributions of
this paper: (Research Line 1) In 1994, Radford Neal [31] discovered that shallow neural networks
with random weights converge to Gaussian processes as their widths tend to infinity. This Neural
Network-Gaussian Process correspondence has become a fascinating topic ever since, with a flurry of
activities in recent years extending it [9, 17, 22, 23, 28, 32, 47]. (Research Line 2) Relatedly, a line
of work, closely connected to the study of Jacobian singular values mentioned above, researched how
signal propagates inside a neural network with random weights [7, 14–16, 36, 38–40, 52–54], and
use such insights to improve the initialization scheme or architecture of neural networks. (Research
Line 3) Recently, Jacot et al. and others [2–5, 11, 19, 24, 55] found that, when trained with gradient
descent, wide, fully connected neural networks evolve like linear models. This resolved many open
questions regarding the training and generalization of neural networks, and was followed by intense
activity generalizing these results to more modern neural architectures [1, 5, 12, 18, 26, 49].
In all three lines of research, each new architecture required a new paper. For example, going from
fully connected networks to convolutional neural networks required careful thinking about how the
newly added dimension of pixel position in the latter changes the argument for the former. It was the
expectation that every architecture is special in some way, and extending the theory to catch up with
modern practice would require a paper covering every major architectural advancement starting from
convolutional neural networks (e.g. normalization layers, attention, etc). Considering the breakneck
pace of empirical deep learning, this “catch-up” might never happen.
It was against this backdrop that the Tensor Programs framework [49–51] surprisingly showed all
three lines of research can be unified into one and simultaneously be generalized to all practically
relevant neural architectures, now or in the future. There are two major insights that make this
possible:
Insight 1 Every computation done in deep learning can be written as a program (i.e. a composition)
of matrix multiplication and coordinatewise nonlinearities6 (for example, a simple neural
network can be written this way as h = Wx, y = φ(h) for some activation function φ, like
tanh, applied coordinatewise; the example of A = D2BD1B given above can be written
likewise).
Insight 2 In every such computation, if the matrices are randomized, then every vector computed
over the course of such a program has roughly iid coordinates when the matrices’ sizes
are large. However, for each α, the αth coordinates of different vectors will in general
be correlated, in the same way across α, and in a way that can be inductively calculated
from the program structure. The machinery of Tensor Programs allows one to mechanically
perform this calculation.
Note that insight 2 is a generalization of (1) and (2) in Section 1.2, and is reflected in the
Ev v>(A>A)kv example above. Given these two insights, it then becomes rather straightforward to
generalize the three lines of research to any relevant architecture.
1.4 Tensor Programs Master Theorems
The Tensor Programs framework was first laid out in (the unpublished manuscript) Yang [49] but
was written densely. Subsequently, [50] and [51] rewrote, in an accessible, pedagogical way, the
parts of Yang [49] that deal with research lines 1 and 3 above (resp. generalizing Neal and Jacot
et al.) (and research line 2 is essentially covered by the combination of [50] and [51]). The main
6A coordinatewise nonlinearity is, in the simplest case, a function that is applied to each coordinate of an
input vector independently. More generally, see Nonlin.
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technical result of each of [50] and [51] is a Master Theorem that tells one how to mechanically track
the correlation between vectors computed in a program. The difference between their versions of the
Master Theorems is in the generality of programs considered: In [50], the Master Theorem applies to
programs that allow one to re-use matrices, but one cannot use both a matrix and its transpose at the
same time. For example, it applies to the computation AAv but not to A>Av (both computations
reuse the matrix A but the latter do so through its transpose A>). The Master Theorem of [51]
allows A>, but only under some restrictive condition. For example, it 1) allows DA>u where D is a
diagonal matrix with diagonal given by Av, and u and v are independent standard Gaussian vectors,
but 2) disallows A>Av.
Nevertheless, the restrictions of [50] and [51]’s Master Theorems are natural for their respective
settings. Thus, [50] and [51] are able to generalize research lines 1 and 3 to their most practically
relevant scenarios (which is more than enough for the purpose of deep learning), but not all practically
conceivable scenarios (for example, when a weight matrix and its transpose are both used in the
forward pass of a neural network). Furthermore, their Master Theorems are not enough for proving
the random matrix results of this paper, which requires machinery that handles programs like A>Av.
A major contribution of this paper is to prove a Master Theorem for any Tensor Program, without the
restrictions above7. From this would naturally follow the aforementioned generalizations of [50, 51]
as well as all of the RMT results in this paper.
The Tensor Programs Series This paper will complete the rewriting of Yang [49]. Between [50],
[51], and this paper, most results of Yang [49] are now re-presented in an accessible way. This paper
also finishes the foundation for the current version of the Tensor Programs machinery, which we will
rely on crucially for several future papers. We intend this paper to be an authoritative reference for
the technical details and the formulation of this foundation, going forward.
Summary of Our Contributions 1. We prove the unrestricted Master Theorem, as explained above
(Section 2). 2. Give new proofs of the semicircle and Marchenko-Pastur laws, benchmarking our
theoretical framework against these fundamental mathematical results (Section 3 and Appendix H).
3. Prove the Free Independence Principle (FIP) (Section 4). 4. Apply FIP to rigorously compute the
Jacobian singular value distribution of a randomly initialized NN (Section 5).
For readers familiar with [50, 51], we also: 5. Generalize the GP (research line 1) and NTK (research
line 3) results of [50, 51] by allowing the transpose of any weight matrix in the NN forward
computation (Appendices B and C). 6. Use FIP to give a new proof of how Simple GIA Check allows
one to assume GIA when computing NTK rigorously (Appendix D).
Taken together with [50, 51], this paper shows the versatility and power of the Tensor Programs
technique: To calculate (or show the existence of) some limit, one can just express the quantity of
concern in a Tensor Program and apply the Master Theorem mechanically.
2 NETSOR>: Language for Neural Computation
There are many versions of languages for Tensor Programs, but we shall focus on one version called
NETSOR> here. This entire section is summarized in Fig. 1, which we encourage the reader to
regularly consult over the course of this section. Originally, NETSOR>8 was motivated by a desire
to understand the behavior of large (wide) neural networks. For example, a simple L-hidden-layer
perceptron can be described by alternating applications of nonlinearities and matrix multiplication:
For weight matrices W 1 ∈ Rn×d and W 2, . . . ,WL ∈ Rn×n, and nonlinearity φ : R → R, such a
neural network on input ξ ∈ Rd is given by h1(ξ) = W 1ξ ∈ Rn, and9
xl(ξ) = φ(hl(ξ)) ∈ Rn, hl+1(ξ) = W l+1xl(ξ) ∈ Rn, for l = 1, . . . , L− 1, (2)
7A version of this general Master Theorem was already presented in Yang [49]. Here we focus on giving a
more organized, pedagogical proof of it as well as a succinct outline.
8pronounced netsert or netser-T. The ts is pronounced like in tsar. The or is pronounced as in tensor. Another
way of thinking is NETSOR is just tensor with ten reversed.
9 Following neural network convention, φ(x) = (φ(x1), . . . , φ(xn)).
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Figure 1: Graphical summary of NETSOR> and its Master Theorem. Vectors vi are initial vectors of
the program, but xi and hi can be any vector in the program.
and the network output is f(ξ) = v>hL(ξ) for some weight vector v ∈ Rn.10 Thus, intuitively, a
language of solely nonlinearity application and matrix multiplication seems to strike a good balance
between 1) simplicity (and ease of analysis), and 2) generality. Indeed, as shown in Yang [50, 51],
such a language can express practically all of modern deep learning, beyond the toy example here.
Yang [51] formalized a version of this language, called NETSOR>, which we recall here.
Definition 2.1. A NETSOR> program is a sequence of Rn vectors (which we will refer to as vectors
in the program) inductively generated via one of the following ways from an initial set V of random
Rn vectors and a setW of random n× n matrices
Nonlin Given φ : Rk → R and x1, . . . , xk ∈ Rn, we can generate11 φ(x1, . . . , xk) ∈ Rn, where
φ(x1, . . . , xk)α
def
= φ(x
1
α, . . . , x
k
α), for each α ∈ [n].
MatMul Given W ∈ Rn×n and x ∈ Rn, we can generate Wx ∈ Rn or W>x ∈ Rn.
10 For simplicity, we omit biases and set equal the widths of all layers, but these two simplifications can easily
be removed; see Appendix F.
11Again, φ is applied coordinatewise. Here φ and k should be thought of as fixed while n→∞.
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For example, in Eq. (2), hl(ξ) = W lxl−1(ξ) is an instance of MatMul, while xl(ξ) = φ(hl(ξ)) is an
instance of Nonlin. We are interested in understanding the behavior of NETSOR> programs when n
is large, and when V andW are sampled as follows:
Setup 2.2 (NETSOR>). 1) For each initial W ∈ W , we sample iid Wαβ ∼ N (0, σ2W /n) for some
variance σ2W associated to W , independent of other W
′ ∈ W; 2) for some multivariate Gaussian
ZV =
{
Zh : h ∈ V} ∈ RV , we sample the initial set of vectors V like {hα : h ∈ V} ∼ ZV iid for
each α ∈ [n].
Example 2.3. For example, we will often be interested in understanding the behavior of Eq. (2) when
W 1, . . . ,WL are sampled randomly. In this case, W consists of W 2, . . . ,WL ∈ Rn×n, each of
which is sampled like W lαβ ∼ N (0, 1/n). On the other hand, V consists of h1(ξ) = W 1ξ, which is
distributed like h1(ξ)α
d
= N (0, ‖ξ‖2/d) if W 1 ∈ Rn×d is sampled like W 1αβ ∼ N (0, 1/d).12 If we
compute the MLP in Eq. (2) on other inputs ξ1, . . . , ξk as well, then V = {W 1ξ,W 1ξ1, . . . ,W 1ξk}
with ZV being the multivariate Gaussian with covariance Cov(ZW
1ξi , ZW
1ξj ) = ξ>i ξj/m.
As discussed in Section 1.2, to understand a random matrix, it suffices to understand random vectors
calculated from it. How should we understand the random vectors in a NETSOR> program as
n→∞? As hinted in Yang [50, 51], it turns out that every vector will have roughly iid coordinates
in this limit, even though matrix multiplication by W or W> will introduce correlation between
coordinates for any finite n. Following Yang [51], we shall define in Box 1 a random variable Zh that
describes this asymptotic coordinate distribution of each vector h; but first, let’s use a few examples
to motivate the rules governing Zh.
Example 2.4. In Example 2.3, by Setup 2.2, we already have Zh
1(ξ) = N (0, ‖ξ‖2/n), reflecting the
fact that each coordinate h1(ξ)α is an iid sample of N (0, ‖ξ‖2/n). For brevity, we drop the explicit
dependence of h and x on ξ below. Next, since x1 = φ(h1), we intuitively have Zx
1
= φ(Zh
1
), as φ
is applied to each coordinate separately.
Now, h2 = W 2x1 has approximately iid Gaussian coordinates, due toW 2 being sampled independent
of x1 and a central limit argument. By some simple back-of-the-envelope calculation, the Gaussian
coordinates should asymptotically have zero mean and variance E(Zx1)2, and they are uncorrelated
with x1. Thus, it makes sense to set Zh
2
= N (0,E(Zx1)2), independent from Zx1 and Zh1 .
Our reasoning above can be repeated, and we derive, recursively, that Zh
l
=
N (0,E(Zxl−1)2), Zxl = φ(Zhl), with Zhl , Zxl independent from Zhr , Zxr for all r < l.
In this example, the derivation of the Zs seems like a fairly simple repackaging of the central limit
theorem. However, when both a matrix A and its transpose get involved, the derivation can become
complex and subtle quickly, as we show below.
Example 2.5. This is already apparent in the A>Av example in the introduction, where v ∈ Rn is
a standard Gaussian vector, and A ∈ Rn×n, Aαβ ∼ N (0, 1/n) is iid and independent from v. By
Eq. (1), A>Av is roughly v + g for some standard Gaussian vector g independent from v. Therefore,
we should set ZA
>Av = Zv +G for a standard Gaussian G ∈ R independent from Zv .
Compare this with A˜Av for some independent copy A˜ of A>. Then the calculation of Example 2.4
would have ZA˜Av be a standard Gaussian independent from Zv . This shows the derivation of the Zs
can require nuance, depending on the interaction between a matrix and its transpose.
It will turn out that, for any vector u that may depend on A and A>, A>u is always a sum of an
asymptotically Gaussian part and a correction term. The Gaussian part comes from assuming A to be
independent from A> and applying a central limit argument as in Example 2.4. The correction term
captures the interaction between A and A>. For instance, if we take u = Av in the A>Av example
above, then the Gaussian part is g and the correction term is v. In contrast, A˜Av doesn’t have the
correction term because A˜ and A are independent.
12In neural network settings, we are interested in the limit where the intermediate dimensions n→∞ but the
input dimension d stays fixed. Thus, we treat the input-to-hidden matrix W 1 differently from other W l.
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In the formal definition (Box 1) of Zs, this decomposition of A>u is reflected in the definition of
ZA
>u as a sum Z˙A
>u + ZˆA
>u. Here ZˆA
>u represents the Gaussian part and Z˙A
>u represents the
correction.
Finally, we state the formal definition of Z. Here, the ZNonlin and ZHat rules are probably intuitive
given the examples above, but the ZDot rule may appear cryptic at first. We digest the ZDot rule
more slowly in Remark 2.9 after Box 1.
Box 1 Key Takeaways for Understanding a NETSOR> Program
Each vector h will have coordinates roughly distributed as some random variable Zh ∈ R (in
a sense to be formalized in Theorem 2.10), which are symbolically defined recursively as:
ZInit If h ∈ V , then Zh is defined as the random variable given in Setup 2.2. We also set
Zˆh def= Zh and Z˙h def= 0.
ZNonlin For any fixed (i.e. constant as n→∞) k and φ : Rk → R, we have
Zφ(x
1,...,xk) def
= φ(Z
x1 , . . . , Zx
k
).
ZMatMul ZWx def= ZˆWx + Z˙Wx for every Wαβ ∼ N (0, σ2W /n) and vector x, where
ZHat ZˆWx is a Gaussian variable with zero mean. Let VW denote the set of all
vectors in the program of the form Wy for some y. Then {ZˆWy : Wy ∈ VW }
is defined to be jointly Gaussian with zero mean and covariance
Cov
(
ZˆWx, ZˆWy
)
def
= σ
2
W EZxZy, for any Wx,Wy ∈ VW .
Furthermore, {ZˆWy : Wy ∈ VW } is mutually independent from {Zˆv : v ∈
V ∪⋃W¯ 6=W VW¯ }, where W¯ ranges overW ∪ {A> : A ∈ W}.
ZDot By the definition in this box, Zx is always a deterministic function of a set
of Zˆ• random variables. Then the partial derivative ∂Zx/∂Zˆ• can be defined
symbolically and is another random variable. Then we set
Z˙Wx def= σ
2
W
∑
Zy E
∂Zx
∂ZˆW>y
,
summing over W>y ∈ VW> that Zx is a function of. There is some nuiance
in this definition, so see Remark 2.11 and 2.12.
The rules above are largely the same as in [51], except the definition of ZˆWx and Z˙Wx. In the
restricted NETSOR> programs of [51], Z˙Wx turns out to be 0 (see Theorem D.1), so ZˆWx was
implicitly identified with ZWx. However, a general NETSOR> program will have Z˙Wx 6= 0.
Remark 2.6. Note that Zx, Zˆx, Z˙x only depend on how x is computed in the NETSOR> program
(i.e. the program structure), not the specific (random) value of x.
Example 2.7. In Example 2.4, Z˙h
l
as defined in ZDot is always zero (because we never use W l>
in Eq. (2)), and by ZMatMul, we simply have Zh
1
= Zˆh
1
= N (0, ‖ξ‖2/d), and recursively,
Zh
l
= Zˆh
l
= N (0,E(Zxl−1)2), Zxl = φ(Zhl), exactly as derived in Example 2.4.
Example 2.8. Write x = A>Av in Example 2.5 as an explicit NETSOR> program y = Av, x = A>y.
Then by ZHat, Zˆx = N (0, 1), independent from Zy and Zv. By ZDot, Z˙x = Zv E ∂Zy
∂ZˆAv
=
Zv E ∂(Zˆ
Av+Z˙Av)
∂ZˆAv
= Zv E 1 = Zv . This verifies the decomposition A>Av ≈ v + g in Example 2.5.
Remark 2.9 (Intuition for definition of Zh). The rules ZInit and ZNonlin aptly follow the stated
intuition of “Zh as coordinate distribution of h.” The ZMatMul rule is more complex, so let’s digest
it a bit.
First suppose W> is never used in the program. Then Z˙Wx vanishes, and ZWx = ZˆWx. The
definition of ZˆWx then roughly says Wx is an isotropic Gaussian vector, which is correlated with
8
other vectors of the form Wx¯ in a natural way: 〈Wx,Wx¯〉 ≈ σ2W 〈x, x¯〉, where 〈, 〉 denotes dot
product.
However, if W> is used previously, then this “Gaussian description” of Wx needs a correction. The
definition of Z˙Wx says this correction is a linear combination of previous vectors yi such that W>yi
has been used to compute x.
Let us illustrate the meaning of the coefficients of this linear combination through some simple
calculations. If W ∈ Rn×n, Wαβ ∼ N (0, 1/n), and x ∈ Rn, then Wx should be correlated with
W . If x depends on W>yi for a collection of vectors {yi}i, then we can detect this correlation as
follows: with 〈, 〉 denoting dot product, for each i,
〈yi,Wx〉 = 〈W>yi, x〉.
Thus, if x is correlated with W>yi, then Wx should also be correlated with yi. The ZDot rule,
remarkably, says that such correlations are the only correction needed to the “Gaussian description”
of Wx: Wx splits into the sum of 1) a component with coordinates ≈ Z˙Wx that resides in the linear
span of {yi}i, which is entirely determined by the inner products 〈yi,Wx〉 = 〈W>yi, x〉 for all i,13
and 2) another orthogonal component with coordinates ≈ ZˆWx that comes from naively assuming
W> to be independent of W .
The following Master Theorem rigorously relates the symbolically constructed random variables Zh
to the vectors h in the program and their analytic limits. It is one of our main results and will also be
our main workhorse in this paper.
Theorem 2.10 (NETSOR>Master Theorem). Fix a NETSOR> program. Suppose the initial matrices
W and vectors V are sampled in the fashion of Setup 2.2. Assume all nonlinearities φ used in Nonlin
are polynomially bounded. Then for any fixed k and any polynomially bounded14 ψ : Rk → R, as
n→∞,
1
n
n∑
α=1
ψ(h1α, . . . , h
k
α)
a.s.−−→ Eψ(Zh1 , . . . , Zhk), (3)
for any collection of vectors h1, . . . , hk in the program, where Zh
i
are defined in Box 1.15
Theorem 2.10 says that each “coordinate slice” (h1α, . . . , h
k
α) can be thought of as an iid copy of
(Zh
1
, . . . , Zh
k
). Indeed, as consequences of the Master Theorem, Theorems A.5 and A.6 formalize
this intuition into a convergence in distribution. Versions of Theorem 2.10 with convergence in mean
(instead of almost sure) are also available (Theorems A.1 and A.2). Theorem 2.10 strictly generalizes
the Master Theorem in Yang [51]. The NETSOR Master Theorem in Yang [50] allows nonlinearities
growing faster than polynomially, but otherwise is also a special case of Theorem 2.10. We outline
the proof of Theorem 2.10 in Section 6 and give a full proof in Appendix L.
Remark 2.11 (Partial derivative). The partial derivative in ZDot should be interpreted as follows.
By a simple inductive argument, Zx for every vector x in the program is defined uniquely as a
deterministic function ϕ(Zˆx
1
, . . . , Zˆx
k
) of some x1, . . . , xk in V or introduced by MatMul.16 For
instance, in Example 2.8, Zx = Zˆx + Zˆv if v ∈ V , so ϕ is given by ϕ(a, b) = a+ b. Then
∂Zx/∂Zˆx
i def
= ∂iϕ(Zˆ
x1 , . . . , Zˆx
k
), and ∂Zx/∂Zˆz def= 0 for any z 6∈ {x1, . . . , xk}.
Note this definition depends on the precise way the program is written, not just on the underlying
mathematics. For example, if y, z ∈ V and x = φ(W (y + z)), then Zx = φ(ZˆW (y+z)) so that
∂Zx/∂ZˆWy = ∂Zx/∂ZˆWz = 0. If instead, we have x = φ(Wy+Wz), thenZx = φ(ZˆWy+ZˆWz)
so that ∂Zx/∂ZˆW (x+y) = 0. However, in both cases, Z˙W
>x = (Zy + Zz)Eφ′(ZˆW (y+z)).
13 The set of coefficients { 1
n
〈W>yi, x〉 ≈ EZW>yiZx}i is linearly related to the coefficients
{E ZˆW>yiZx}i, as can be seen from an easy inductive argument. The latter is then linearly related to the partial
derivative expectations of ZDot by Remark 2.12.
14 φ : Rk → R is polynomially-bounded if |φ(x)| ≤ C‖x‖p + c for some p, C, c > 0, for all x ∈ Rk.
15Difference with [49, Thm 6.3]: We have gotten rid of the “rank convergence” assumption (which we
call “rank stability” in this paper) by showing that it comes for free. See Theorem 6.3 and see CoreSet and
Lemma L.11 in Appendix L.
16In the context of NETSOR>+ introduced later in Appendix E, this is still true, but ϕ here will take the form
of a parametrized nonlinearity ϕ(−; θ˚1, . . . , θ˚l) with some deterministic parameters θ˚1, . . . , θ˚l.
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Remark 2.12 (Partial derivative expectation). The quantity E ∂Z
x
∂ZˆW>y
is well defined if Zx is differen-
tiable in ZˆW
>y . However, even if this is not the case, e.g. if x = θ(W>y) where θ is the Heavyside
step function, we can still define this expectation by leveraging Stein’s lemma (Lemma K.4):
In ZDot, suppose {W>yi}ki=1 are all elements of VW> introduced before x. Define the matrix
C ∈ Rk×k by Cij def= EZyiZyj and define the vector b ∈ Rk by bi def= E ZˆW>yiZx. If a = C+b
(where C+ denotes the pseudoinverse of C), then in ZDot we may set
σ2W E
∂Zx
∂ZˆW>yi
= ai. (4)
This definition agrees with the partial derivative expectation by Stein’s lemma (Lemma K.4) when the
latter is well defined. Theorem 2.10 holds with this broader definition of partial derivative expectation.
Extensions In Appendix E, we describe NETSOR>+, an extension to NETSOR> by allowing
programs to compute the average coordinate of a vector, and use such scalars in Nonlin. In
Appendix F, we also describe modification to the Master Theorems if, instead of requiring all
matrices inW to be square, we allow rectangular matrices.
3 Semicircle Law
The Semicircle Law [45, 46] is a classical result, of central importance in statistics, physics, and
engineering [8, 20, 29, 44], on the spectrum of a random Hermitian matrix with independent, zero-
mean entries. It says that, as the size of the matrix tends to infinity, the distribution of its eigenvalues
tends to a semicircle distribution.
Definition 3.1. The semicircle distribution µsc is the distribution with density ∝
√
4− x2.
Theorem 3.2 (Semicircle Law for GOE). For each n ≥ 1, define the random symmetric matrix17 A =
A(n) = W + W> for iid Gaussian matrix W ∈ Rn×n, Wαβ ∼ N (0, 1/2n). Let λ1, . . . , λn ∈ R
be the eigenvalues of A; these are random variables. Then for every compactly supported, continuous
ϕ : R→ R, as n→∞, we have
1
n
n∑
α=1
ϕ(λα)
a.s.−−→ E
λ∼µsc
ϕ(λ).
In this section, we give a new proof of this beautiful result using the NETSOR> Master Theorem.
Our purpose is two-fold: we 1) give concrete examples of how to compute with the Master Theorem,
especially the new Z˙Wx rule, and 2) demonstrate our framework is at least powerful enough to prove
this cornerstone result. In Appendix H, we also prove the Marchenko-Pastur Law with this technique.
By the well-known Moment Method (see Fact G.2), it suffices to prove
n−1 trAr a.s.−−→ E
λ∼µsc
λr, r = 1, 2, . . .
It is well known that the semicircle distribution has moments given by the Catalan numbers Ck
E
λ∼µsc
λr =
{
Ck if r = 2k
0 otherwise
where the Catalan numbers Ck are the unique numbers satisfying
C0 = 1, Ck+1 =
k∑
i=0
CiCk−i. (5)
The first few Catalan numbers are C0 = 1, C1 = 1, C2 = 2, C3 = 5, C4 = 14. For more background,
see Tao [42].
17This is known as the Gaussian Orthogonal Ensemble (GOE). While we will only talk about the GOE case
here, the semicircle law holds for generic random matrices with iid entries. We hope to show universality of
NETSOR>Master Theorem in the future, which would automatically generalize our proof here to such cases.
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3.1 The Main Proof Idea
We need to show for all integers k,
n−1 trA2k a.s.−−→ Ck, and n−1 trA2k+1 a.s.−−→ 0.
To do so, we use a trivial but useful equality: for any M ∈ Rn×n
trM = E
z
z>Mz, for z ∼ N (0, I). (6)
Then
trA2k = E
z
z>A2kz,
which we can express as a NETSOR> program: Let V = {z}, andW = {W} (with sampling data
Zz = N (0, 1), σ2W = 1/2). With z0 = z, we define recursively
xt = Wzt−1, yt = W>zt−1, zt = xt + yt. (7)
Then, mathematically, we have computed
zt = Atz, and thus trAt = E
z
z>zt.
Note At is the tth power of A but the t in xt, yt, zt appear as indices. By the Master Theorem (and
some additional arguments below), it then suffices to show
EZzZz
2k
= Ck, EZzZz
2k+1
= 0 so that n−1 E
z
z>z2k a.s.−−→ Ck, n−1 E
z
z>z2k+1 a.s.−−→ 0
3.2 Examples of First Few Moments
We first construct the random variables Zz
t
, Zx
t
, Zy
t
, for zt, xt, yt defined in Eq. (7). While we can
do the proof much more succinctly, in the pedagogical spirit, let’s do the first few manually to get a
feel for it.
First Moment First we have Zz
0
= N (0, 1) by definition. Then Zx1 = Zˆx1 +Z˙x1 = Zˆx1 because
we have not used W> yet, so Z˙x
1
= 0. Now, by ZHat, E(Zˆx1)2 = σ2W E(Zz
0
)2 = 1/2 · 1 = 1/2.
Therefore, Zx
1
= Zˆx
1
is a Gaussian with zero mean and variance 1/2, independent from Zz
0
.
A similar reasoning shows Zˆy
1
= N (0, 1/2) as well, independent from Zz0 and Zx1 . On the other
hand, because Zx
1
has been defined using W , we have Z˙y
1
= σ2WZ
z0 E ∂Z
z0
∂Zx1
. Yet since Zz
0
is
independent of Zx
1
, we just have Z˙y
1
= 0. Thus, Zy
1
= Zˆy
1
, as a summary,
Zz
0
= N (0, 1), Zx1 = N (0, 1/2), Zy1 = N (0, 1/2),
all independent from each other. In general, Zy
i
and Zx
i
are symmetric, as illustrated here. Then
Zz
1
= Zx
1
+ Zy
1
=⇒ E
(
Zz
1
)2
= 1 and n−1 trA a.s.−−→ EZz1Zz0 = 0.
Second Moment Next,
Zx
2
= Zˆx
2
+ Z˙x
2
with Zˆx
2
independent from Zy
1
, Zz , but jointly Gaussian with Zˆx
1
= Zx
1
with (co-)variance
E(Zˆx
2
)2 =
1
2
E(Zz
1
)2 =
1
2
, Cov(Zˆx
2
, Zˆx
1
) =
1
2
EZz
1
Zz
0
= 0 (i.e. independent).
On the other hand, since y1 = W>z0 is the only usage of W> before x2,
Z˙x
2
=
1
2
Zz
0
E
∂Zz
1
∂Zˆy1
=
1
2
Zz
0
E 1 =
1
2
Zz
0
.
Altogether, we have
Zx
2
= Zˆx
2
+ Z˙x
2
= Zˆx
2
+
1
2
Zz
0
, and symmetrically, Zy
2
= Zˆy
2
+ Z˙y
2
= Zˆy
2
+
1
2
Zz
0
.
Since Zˆx
2
and Zˆy
2
are zero-mean and independent from Zz
0
, we have
Zz
2
= Zx
2
+ Zy
2
= Zˆx
2
+ Zˆy
2
+ Zz
0
=⇒ n−1 trA2 a.s.−−→ EZz2Zz0 = E(Zz0)2 = 1 = C1.
11
3.3 Proof for General Moments
Overview Notice how Zz
t
, t = 1, 2, above are of the form ZZ
t
= τtZ
z0 + S for some τt ∈ R
and some zero-mean S independent from Zz
0
. We will show this is the case for all Zz
t
, so that
EZztZz0 = E(τtZz
0
+ S)Zz
0
= τt. By Theorem 3.3 below (which is just the Master Theorem
plus a standard truncation argument to turn the almost sure convergence into almost sure convergence
of conditional expectations), this means n−1 trAt = n−1 Ez z>zt
a.s.−−→ τt. Finally, we will show
τ2k+1 = 0 and τ2k satisfies the same recurrence as Ck, which then yields the desired result.
The following theorem is a direct consequence of the more general Theorem A.2.
Theorem 3.3. With the same premise as in Theorem 2.10, suppose further ψ is quadratically bounded
and all nonlinearities used in Nonlin are linearly bounded. Let S ⊆ V be a subcollection of initial
vectors. Then
1
n
E
S
n∑
α=1
ψ(h1α, . . . , h
k
α)
a.s.−−→ Eψ(Zh1 , . . . , Zhk). (8)
where ES denotes conditional expectation given the values of vectors in V \ S and of matrices inW .
Calculations In general, {Zˆxs}s, {Zˆys}s, Zz0 are zero-mean and independent from one another.
We have {Zˆxs}s is jointly Gaussian with covariance
Cov(Zˆx
s
, Zˆx
r
) =
1
2
EZz
s−1
Zz
r−1
and {Zˆys}s satisfies symmetric covariance identities. In addition, by ZDot,
Z˙x
t+1
=
1
2
t−1∑
s=0
Zz
s
E
∂Zz
t
∂Zˆys+1
, Z˙y
t+1
=
1
2
t−1∑
s=0
Zz
s
E
∂Zz
t
∂Zˆxs+1
It’s easy to see that there are deterministic coefficients bts ∈ R (independent of n) so that
Zz
t
=
t∑
s=1
bts(Zˆ
xs + Zˆy
s
) + bt0Z
z0 . (9)
Then
n−1 trAt a.s.−−→ EZztZz0 = bt0.
Note
∂Zz
t
∂Zˆxs
=
∂Zz
t
∂Zˆys
= bts.
Consequently,
Z˙x
t+1
= Z˙y
t+1
=
1
2
t−1∑
s=0
Zz
s
bts+1
and
Zz
t+1
= Zˆx
t+1
+ Zˆy
t+1
+ Z˙x
t+1
+ Z˙y
t+1
= Zˆx
t+1
+ Zˆy
t+1
+
t−1∑
s=0
Zz
s
bts+1
= Zˆx
t+1
+ Zˆy
t+1
+
t−1∑
s=0
bts+1
(
s∑
r=1
bsr(Zˆ
xr + Zˆy
r
) + bs0Z
z0
)
= Zˆx
t+1
+ Zˆy
t+1
+
t−1∑
r=1
(Zˆx
r
+ Zˆy
r
)
t−1∑
s=r
bsrb
t
s+1 +
t−1∑
s=0
bs0b
t
s+1Z
z0
Matching coefficients with Eq. (9), this implies
bt+1t+1 = 1, b
t+1
r =
t−1∑
s=r
bsrb
t
s+1,∀r ≤ t− 1.
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Using the Catalan identity Eq. (5), we can check that the solution is
btr =
{
C(t−r)/2 if t− r is even
0 otherwise.
Then
n−1 trA2k a.s.−−→ b2k0 = Ck, n−1 trA2k+1 a.s.−−→ b2k+10 = 0
as desired.
3.4 Comparison with the Classical Proof
The classical way of calculating the expected moments E trAk is to expand this trace as a sum of
products Aα1α2 · · ·Aαkα1 of entries of A, and then notice that all summands contribute vanishingly
other than those that have each unique term Aαiαi+1 appear with power 2. Then the computation of
E trAk to top order can be seen to boil down to a counting problem of non-crossing partitions. Since
the solution of such counting problem is exactly the Catalan numbers, we have the desired result.
In contrast to this classical proof, our proof by Tensor Programs is purely symbolic (i.e. does not
require manually identifying leading and subleading terms and doing the combinatorics). The role of
the mathematician here has been mostly to express the moment computation as a NETSOR> program,
and the rest follows from the Master Theorem (and can be done by a computer). While perhaps after
unwinding, this technique may be implicitly doing a sort of combinatorics similar to the classical
proof, we believe this particular way of repackaging is useful. Indeed, when the matrix ensemble in
question involves nonlinear dependencies, such as in a neural network Jacobian, our techique applies
readily (see Section 5), while the classical proof is hard to transfer as we can no longer expand the
matrix power in terms of the matrix entries because of the nonlinear dependencies18.
Universality On the other hand, a current drawback of this Tensor Programs proof is the limitation
of the Master Theorem to Gaussian matrices. However, we expect universality will hold in our case,
and the Master Theorem can be proven for general, iid matrices, for example through some version
of the Lindeberg Replacement Trick. We leave this to future work.
4 The Free Independence Principle of NETSOR> Programs
A powerful analogue of independence (of scalar random variables) in random matrix theory is called
Asymptotic Free Independence, or Asymptotic Freeness, defined below in Definition 4.1.
Definition 4.1. Fix k. Consider collections of random matrices W1n, . . . ,Wkn ⊆ Rn×n for each
n ≥ 1, of constant cardinalities (with n). (For example, eachWin can be {W,W>} for some weight
matrix W in a neural network). We sayW1n, . . . ,Wkn are almost surely asymptotically free19, if
n−1 tr
(
k∏
i=1
(
Pi(Wjin )− τi
)) a.s.−−→ 0
where τi = n−1 tr(Pi(Wjin )), Pi is a (noncommutative) polynomial in |Wjin | variables, and
j1, . . . , jk ∈ [k] are indices with no two adjacent ji equal, with {Pi}i, {ji}i independent of n.20 21
18One can still naively expand through the nonlinearities by Taylor expansion, but 1) this requires the
nonlinearities to be smooth, and 2) this asks for significant effort for the mathematician to count and bound the
lower order terms. In contrast, the proof by Tensor Programs will be, for the most part, mechanical, following
the Master Theorem, and allows nonsmooth nonlinearities.
19 We can also speak of asymptotically free in expectation, in which case, we want the expectation of the trace
to converge to 0. In most scenarios (where we have tail bounds on the matrix operator norms), this is a weaker
notion than almost sure asymptotic freeness.
20 Note here
∏
is a non-commutative product, where in its expansion, i goes from right to left.
21One can also formulate the asymptotic freeness of subalgebras of a non-commutative algebra, in which case
our definition here is equivalent to the freeness of the subalgebras generated by the respective collections of
random matrices.
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Whereas the independence of scalar random variables allows one to compute the expectation of
their sum and product easily, the asymptotic freeness of random matrices allows one to compute
the asymptotic spectral distributions of their sum and (matrix) product easily. Independence implies
that two random variables are in “general position” and thus cannot conspire to fluctuate in the
same direction. Likewise, asymptotic freeness of two random matrices, intuitively, implies that their
respective eigenvectors and eigenvalues lie in general position to each other, so that their spectral
distributions would combine in predictable ways were they to be summed or multiplied. For more
background, see [42].
A priori, because the activations and preactivations of a neural network depend in a highly nonlinear
and complex manner in the weight matrices (and biases), one can hardly suspect that activations can
be “independent” from the weight matrices in some way. However, we will show, in a randomly
initialized neural network of any architecture, the weight matrices are asymptotically free from (the
diagonal matrices formed from) the preactivations of the network. This will follow from the much
more general Free Independence Principle of NETSOR> programs, Theorem 4.2. We give a proof in
Appendix J that follows the same overall strategy as the proof of the Semicircle Law in Section 3.
Theorem 4.2 (Free Independence Principle, for Tensor Programs). Consider any NETSOR> program
pi with polynomially bounded nonlinearities and Setup 2.2. Then the random matrix collections
{W,W>} for every W ∈ W , along with the collection of diagonal matrices D(pi) (defined immedi-
ately below in Definition 4.3) are asymptotically free as n→∞.
Definition 4.3. Suppose X is a subset of (Rn) vectors in a program. Let D(X ) denote the (infinite)
collection of diagonal matrices formed from bounded, coordinatewise images of X :
D(X ) def= {Diag(ψ(x1, . . . , xk)) : k ≥ 0; x1, . . . , xk ∈ X ; ψ : Rk → R bounded} ⊆ Rn×n.
(10)
If pi is a program, we write D(pi) to denote D({all vectors in pi}).
Note ψ in Eq. (10) is distinct from the nonlinearities in the program pi. For example, if pi expresses
the forward pass of a ReLU MLP, then pi has unbounded nonlinearity (ReLU) but ψ in Eq. (10)
can be the step function, which is bounded. We have kept ψ bounded in Eq. (10) for technical
reasons (similar to the appearance of bounded continuous functions in the definition of convergence
in distribution). But we believe Theorem 4.2 holds when ψ is more generally polynomially bounded.
This generalization would follow if Theorem 2.10 holds for almost sure convergence of conditional
means; see Conjecture A.4.
Intuition and Discussion One can perhaps accept NETSOR> programs as a formalization of
“reasonable ways” to compute vectors (and their diagonal matrices) from a set of random matrices.
Then FIP says that a random Gaussian matrix is asymptotically free from any diagonal matrix that
“depends on it in a reasonable way.” This formalizes the intuition that singular vectors of Gaussian
matrices are in general position to singular vectors of diagonal matrices, so one may expect these
matrices to be asymptotically free.
We shall see next that Theorem 4.2 allows us to easily compute the asymptotic Jacobian singular
value distribution of a randomly initialized neural network.
Extension to NETSOR>+ programs with variable dimensions Theorem 4.2 holds as stated for
NETSOR> programs with variable dimensions. It also holds for NETSOR>+ programs with variable
dimensions if nonlinearities are parameter-controlled and rank stability (Assumption E.6) is satisfied.
5 Jacobian Singular Values of a Randomly Initialized Neural Network
Notation We denote the empirical spectral distribution of a random matrix W by µW .22 We write
µW  µV to denote the free multiplicative convolution of µW and µV .23
Review of semirigorous computation of Jacobian singular value distribution in prior works.
Analyses in previous works [36] are mostly semirigorous and proceed, for example, as follows:
22i.e. µW = 1n
∑n
α=1 δλα , where δλα is the Dirac Delta distribution centered on the αth eigenvalue λα.
23 If W and V are asymptotically free random matrices, then µW  µV converges to the asymptotic spectral
distribution of WV . See Speicher [41] for more details on free probability.
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If f(ξ) is an MLP as in Eq. (2) with width n, then the Jacobian J = ∂hL/∂h1 ∈ Rn×n, on a fixed
input ξ, can be written as24
J = WLDL−1WL−1DL−2 · · ·W 2D1,
where W l are its weight matrices and Dl = Diag(φ′(hl)) are the diagonal matrices with activation
derivatives on the diagonals. Then the singular values of J are the square roots of the spectrum of
J>J = D1W 2> · · ·DL−1WL>WLDL−1 · · ·W 2D1.
Now here’s the non-rigorous part: With the random initialization W 1αβ ∼ N (0, 1/d) and
W 2αβ , . . . ,W
L
αβ ∼ N (0, 1/n), prior works assume that the random matrix collections
{W 2,W 2>}, . . . , {WL,WL>}, {D1}, . . . , {DL−1} are asymptotically free. (11)
Then, with this assumption, noting that the spectrum of AB and BA agree for any two matrices A,B
of appropriate sizes25, we have
µJ>J = µD1W 2>···DL−1WL>WLDL−1···W 2D1 = µ(D1)2W 2>···DL−1WL>WLDL−1···W 2
so that, by the freeness asumption of D1 from the other matrices, we have
lim
n→∞µJ>J = limn→∞µ(D
1)2  lim
n→∞µW 2···DL−1WL>WLDL−1···W 2
where  denotes multiplicative free convolution. Repeating this logic yields
lim
n→∞µJ>J = limn→∞µ(D
1)2  lim
n→∞µW 2W 2>  · · · limn→∞µWLWL> .
Since limn→∞ µW iW i> is just the Marchenko-Pastur distribution (Eq. (26)) and limn→∞ µ(Dl)2 is
(at least, at the time, heuristically) distributed like φ′(Zh
l
), the standard S-transform technique (see
Speicher [41]) allows one to explicitly compute limn→∞ µJ>J .
Our contribution Of course, by Theorem 4.2 and the NETSOR> program Eq. (2), Eq. (11) is now
completely rigorous. In fact, Theorem 4.2 implies a much more general result.
Corollary 5.1 (Free Independence Principle). In any randomly initialized neural network expressible
in NETSOR> program pi with polynomially bounded Nonlin, the weight matrices are asymptot-
ically free from (the diagonal matrices formed from) bounded images of all preactivations: the
random weight matrix collections {W,W>} for matrices W ∈ W , along with D(pi) (defined
in Definition 4.3), are asymptotically free. Furthermore, for any mutually independent partition
X1, . . . ,Xk of {Zx : x ∈ pi}, the random diagonal matrix collectionsD({x : Zx ∈ X1}), . . . ,D({x :
Zx ∈ Xk}) are asymptotically free.
Since almost all neural networks can be written in NETSOR>, as shown in Yang [50, 51], Corollary 5.1
is a very universal result. By this corollary, the entire computation above in fact (after easily checking
Zh
1
, . . . , Zh
L−1
are mutually independent) yields a proof of the following almost sure convergence:
Theorem 5.2. Consider an MLP f(ξ) as in Eq. (2) with L hidden layers, width n, and nonlinearity
φ with bounded weak derivative26 φ′. Then its Jacobian J = ∂hL/∂h1 ∈ Rn×n on a fixed input
ξ ∈ Rd has the n→∞ limit
µJ>J
a.s.−−→ µφ′(Zh1 )  · · · µφ′(ZhL−1 )  µ(L−1)mp
where µmp is the Marchenko-Pastur distribution with shape ratio 1 (see Eq. (26)), µφ′(Zhl ) is the
distribution of the random variable φ′(Zh
l
), and a.s.−−→ denotes almost sure convergence of random
measures (Definition G.1).
Most nonlinearities φ in deep learning practice have bounded weak derivatives (such as tanh or
ReLU), and thus is covered by Theorem 5.2. When φ is identity, Theorem 5.2 just recovers the
Marchenko-Pastur Law. Note here the dependence of µJ>J on input ξ comes purely through
µφ′(Zh1 ), . . . , µφ′(ZhL−1).
24 Note we study the Jacobian of the body of the network, whose dimensions n tend to infinity. The perhaps
more natural input-output Jacobian has finite dimensions, so there’s no asymptotic distribution to speak of.
25This can be seen by applying Sylvester’s Determinant Theorem det(zI −AB) = det(zI −BA) on the
characteristic polynomials of AB and BA.
26i.e. φ is almost everywhere differentiable and φ′ is a function that agrees with this derivative almost
everywhere. ReLU is a typical example of φ, whose weak derivative is the step function and is bounded.
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Generalizations Theorem 5.2 generalizes straightforwardly to the case when the MLP has non-unit
width ratios, in which case the µ(L−1)mp should be replaced by free multiplicative convolution of
Marchenko-Pastur distributions of different shape ratios (see Eq. (26)). Also, like the remark below
Theorem 4.2, we expect Theorem 5.2 holds if φ′ is just polynomially bounded and Corollary 5.1
holds if D is defined using polynomially bounded (instead of bounded) ψ. We leave this to future
work.
Computing the Jacobian Singular Value Distribution of Any Neural Architecture More gen-
erally, Corollary 5.1 allows us to compute the Jacobian singular value of neural networks of any
architecture (such as residual networks, recurrent networks, convolutional networks, etc).
Indeed, the Jacobian can always be expressed as a polynomial in the matrices and (the diagonal
matrices formed from) vectors of an appropriate NETSOR> program. By Corollary 5.1, these random
matrix collections are asymptotically free. The asymptotic spectral distribution of such a polynomial
in asymptotically free matrices can be computed via operator-valued free probability [30, Chapter
10]. Thus our result here yields a general algorithm for computing the asymptotic singular value
distribution of the Jacobian of a randomly initialized neural network of any architecture. Alternatively,
one can always resort to explicit moment computations via Tensor Programs, as in Section 3.
Simple GIA Check Implies GIA It turns out that the Neural Tangent Kernel depends on the
computation of backpropagation only through quantities that can be expressed as 2nd moment of
Jacobian singular values, if Simple GIA Check (Condition 1) holds. By the results of this section, we
thus can replace the matrices W> in backpropagation with copies that are independent from W the
forward pass. See Appendix D for more details.
6 Proof Sketch of the Master Theorem
Here we explain the main ideas of the proof of Theorem 2.10. The Master Theorems of Yang
[50, 51] all use some subset of these ideas for their proofs, so this section also summarizes the core
insights there. We start by proving an easier version of Theorem 2.10 that assumes all nonlinearities
in Nonlin are sufficiently smooth (Section 6.1). Then we show how to remove the smoothness
assumption (Sections 6.2 and 6.2.2). Finally, we give an outline in Section 6.3 for proving the form
of Z˙ in Box 1.
6.1 Master Theorem Proof Sketch with Sufficient Regularity Assumptions
A natural intuition for proving the Master Theorem is to perform induction on the number of
vectors. Suppose further for simplicity that all matrices W ∈ W,W ∈ Rn×n are sampled like
Wαβ ∼ N (0, 1/n) . Here we sketch the proof of the simpler statement that Eq. (3) converges to
some limit, when all nonlinearities φ used in Nonlin are smooth enough. We will discuss the form
of the limit itself in another section (Section 6.3). Under these assumptions, the core idea is similar
to the proof of Bayati and Montanari [6] for Approximate Mesage Passing (but we will not require
knowledge of this proof below).
Definition 6.1. We say a vector is a G-var if it is in V or it is introduced by MatMul.27
Suppose the program has G-vars g1, . . . , gm introduced in that order. Since all other vectors can
be expressed as a Nonlin image of them, it suffices to prove Eq. (3) for g1, . . . , gm, i.e. for any
sufficiently smooth ψ : Rm → R, we have
1
n
n∑
α=1
ψ(g1α, . . . , g
m
α )
a.s.−−→ Eψ(Zg1 , . . . , Zgm). (12)
The base case is when g1, . . . , gm ∈ V are the initial vectors. Then Eq. (12) converges by law of
large numbers.
27 The letter G elicits the intuition that the vector is roughly Gaussian plus a correction term. We will not
use the terms A-var and H-var from Yang [49, 50, 51], in favor of more intuitive terms matrix and vector in the
program.
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For the inductive case, suppose gm+1 = Ah, where h = φ(g1, . . . , gm), for some sufficiently smooth
φ : Rm → R, and WLOG for A ∈ W . We want to show Eq. (12) for m← m+ 1. The key idea is to
condition A on g1, . . . , gm, and then try to reduce Eq. (12) for m+ 1 to Eq. (12) for m through a law
of large numbers on the remaining randomness in gm+1. This conditioning puts a linear constraint
on A in the form of
X = AY, U = A>V
for matrices X,Y,U,V with previous vectors as columns. For example, if the program is {g2 =
Ag1, g3 = A>g2}, then conditioning on g1, g2, g3, we have X = g2,Y = g1,U = g3,V = g2.
By standard formulas for Gaussian conditioning (see Lemma K.9), we can derive the following
conditional distribution28
A
d
=g1,...,gm E + Π1A˜Π2, g
m+1 d=g1,...,gm
(
E + Π1A˜Π2
)
h,
where A˜ is an iid copy of A, E ∈ Rn×n is the “conditional mean”, and Π1,Π2 ∈ Rn×n are
two orthogonal projection matrices into subspaces of dimension n−O(1). Then we can see each
coordinate gm+1α is conditionally distributed like (Eh)α + σΠ1ζ where σ
2 = ‖Π2h‖2/n and
ζ ∼ N (0, I). Now we make several approximations that can be made rigorous using the smoothness
of ψ:
1. Since Π1 has small corank, we approximate Π1 ≈ I .29
2. It turns out σ2 can be rewritten as a continuous function of quantities in the form of Eq. (12),
so by induction hypothesis, σ a.s.−−→ σ˚ for some deterministic limit σ˚ ≥ 0 (see Lemma L.6).
We make the approximation σ ≈ σ˚.
3. Similarly, it turns out Eh =
∑r
i=1 aih
i where hi are some previous vectors (which are
necessarily Nonlin images of g1, . . . , gm), and each ai is a (continuous function of) average
of Eq. (12)’s form (see Lemma L.7). They converge ai
a.s.−−→ a˚i by induction hypothesis, so
we approximate ai ≈ a˚i. Noet that the specific forms of ai and hi here will dictate the form
of Z˙g
m+1
; see Section 6.3.
In summary, we have now approximated, for each α ∈ [n],
gm+1α
d≈g1,...,gm
r∑
i=1
a˚ih
i
α + σ˚ζα, ζα ∼ N (0, 1). (13)
Thus, as gm+1α is iid in α ∈ [n] with this approximation, by law of large numbers, we should expect
Eq. (12) for m← m+ 1 to concentrate around its conditional expectation for large n:∣∣∣∣∣ 1n
n∑
α=1
ψ(g1α, . . . , g
m
α , g
m+1
α )− S
∣∣∣∣∣ a.s.−−→ 0,
where S def=
1
n
n∑
α=1
E
z∼N (0,1)
ψ
(
g1α, . . . , g
m
α , σ˚z +
r∑
i=1
a˚ih
i
α
)
.
Now S is in the form of Eq. (12) so we can apply induction hypothesis. This finishes the proof sketch.
In this proof sketch, we have substituted many quantities for their limits (that are inductively proven
to exist). This is only possibly because we assume all nonlinearities are sufficiently smooth. What if
we don’t have this assumption? (This is important, for example, for expressing the backpropagation
of a ReLU neural network, since ReLU’s (weak) derivative is not continuous).
28see Appendix K.1 for definition of d=
29this is roughly because Π1 is multiplied to A˜, which generically sends a vanishing amount of its image to
the subspace represented by Π1.
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6.2 Getting Rid of Smoothness Assumption
The key insight into the removal of smoothness assumption on Nonlin is that, we get smoothness for
free from averaging. Here’s the main strategy: If we can show the conditional concentration∣∣∣∣∣ 1n
n∑
α=1
ψ(g1α, . . . , g
m
α , g
m+1
α )− S¯
∣∣∣∣∣ a.s.−−→ 0,
where S¯ def= E
[
1
n
n∑
α=1
ψ(g1α, . . . , g
m
α , g
m+1
α )
∣∣∣∣∣ g1, . . . , gm
]
, (14)
then S¯ can be expressed as an average of smooth functions of g1α, . . . , g
m
α and some scalars
a1, . . . ar, σ (as in Items 2 and 3 above) that converge to deterministic limits. The smoothness
of these functions come from the Gaussian averaging inside the conditional expectation, even if
ψ itself is not smooth. This works as long as σ > 0; we shall discuss this assumption more thor-
oughly in Section 6.2.2. With this smoothness, we can again replace a1, . . . , ar, σ with their limits
a˚1, . . . , a˚r, σ˚, and then the proof is finished by the induction hypothesis, as in Section 6.1.
Thus, if we can prove Eq. (14) without using smoothness of ψ, then we would be done. Revisiting the
approximations we made in our first-attempt proof, we see that we need to remake our law of large
number argument (Item 1) without substituting Π1 ≈ I . This substitution has been quite convenient,
as it made gm+1α conditionally iid in α, so that the usual law of large numbers can apply. Now, we
have to manually wrestle with the correlations between gm+1α and g
m+1
β for pairs α, β ∈ [n].
6.2.1 Law of Large Numbers for Images of Weakly Correlated Gaussians
We thus prove a new law of large numbers for this case. It says that the average of images of weakly
correlated Gaussians will converge deterministically.
Theorem 6.2 (LLN for Images of Weakly Correlated Gaussians (Simplified)). Consider a triangular
array {ζn1 , . . . , ζnn}n≥1 of Gaussian variables, where each row is given by ζn ∼ N (0,Σn) and
the covariance matrix Σn satisfies
∑
α 6=β(Σ
n
αβ)
2/(ΣnααΣ
n
ββ) = O(1). Consider any polynomially-
bounded φ : R → R. Then the triangular array {φ(ζn1 ), . . . , φ(ζnn )}n≥1 satisfies a strong law of
large numbers.30
This theorem will be applicable to Σn = Π1 as Π1 is a projection matrix with low corank and can
therefore be seen to have small off-diagonal entries (see Lemma K.19). This would then finish the
proof of Eq. (14) without assuming smoothness of Nonlin.
Let us then sketch a proof of Theorem 6.2. It is instructive to first show a weak law of large numbers
(Corollary K.21) by bounding the variance of the fluctuation around the mean (Theorem K.20).
Suppose, for simplicity, φ is even, so that Eφ(ζnα) = 0. Then we need to bound E
(
1
n
∑n
α=1 φ(ζ
n
α)
)2
.
Expanding the square, we have n diagonal terms 1n2 Eφ(ζ
n
α)
2, α ∈ [n], and n(n − 1) cross terms
1
n2 Eφ(ζ
n
α)φ(ζ
n
β ), α 6= β. The former contributes O(1/n). We shall show the latter is, too.
Let φ(x) = b1H1(x) + b2H2(x) + · · · be the Hermite expansion of φ, with Hi denoting the ith
Hermite polynomial. Note that there’s no b0 term because φ has mean 0. Then a neat identity
Fact K.13 says, for any jointly Gaussian (z1, z2) with zero-mean, unit variance, and covariance c, we
have
Eφ(z1)φ(z2) = b21c+ b22c2 + · · · . (15)
If we assume Σn has unit diagonal, then by this identity, we have
1
n2
∑
α6=β
Eφ(ζnα)φ(ζnβ ) =
1
n2
∑
i≥1
b2i
∑
α6=β
(
Σnαβ
)i 1≤ 1
n2
∑
i≥1
b2in
√∑
α6=β
(
Σnαβ
)2i
2≤ 1
n
∑
i≥1
b2i
√∑
α6=β
(
Σnαβ
)2 3,4
= O(1/n).
30The full theorem (Corollary K.23) allows each ζnα to have its own φα : R → R and this is in fact what’s
needed to finish the proof of Theorem 2.10. However, for conveying the main insights, we will be content with
the simplified statement here.
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Here we used 1) power mean inequality, 2) Σnαβ ≤ 1 =⇒ (Σnαβ)2i ≤ (Σnαβ)2 for i ≥ 1, 3)∑
i≥1 b
2
i = Ez∼N (0,1) φ(z)2 = O(1), and 4)
∑
α6=β
(
Σnαβ
)2
= O(1) by assumption. This finishes
the proof sketch of the weak version of Theorem 6.2 under the simplifying assumptions of even φ
and Σn having unit diagonal (which can be removed easily by complicating the proof a bit).
To prove the strong version of Theorem 6.2, we need to bound the higher moments
E
(
1
n
∑n
α=1 φ(ζ
n
α)
)p
, p ≥ 4. This requires a similar analysis as the above, but much more technically
involved. For example, Eq. (15) generalizes to higher-order cross terms Eφ(z1) · · ·φ(zk) for jointly
Gaussian (z1, . . . , zk), but the resulting expression Theorem K.15 is difficult to use directy. Instead,
we need to divide into cases and bound it: either all pairs (zi, zj) have uniformly weak correlations
(Lemma K.16), or some pair has really large correlation comparatively (Lemma K.17). For full
details, check Theorem K.22.
6.2.2 Rank Stability
We have glossed over two important points in the above sketches: A) The scalars σ and ai in Eq. (13)
depend on the pseudo-inverse of some Gram matrix of vectors in the program. Even though this
Gram matrix will converge almost surely, its rank could drop suddenly in the limit, causing its
pseudo-inverse to diverge, so that σ and ai also diverge (see Proposition L.5). B) if σ = 0 (the
“conditional standard deviation of gm+1 given g1, . . . , gm”), then the conditional expectation involves
no “averaging” so the argument of “getting smoothness for free” does not work (see Appendix L.6).
More precisely, there are several scenarios for σ and its limit σ˚:
1. σ˚ > 0 so, since σ a.s.−−→ σ˚, σ > 0 almost surely as well.
2. σ˚ = 0 and σ = 0 a.s. for large n.
3. σ˚ = 0 and σ > 0 a.s., only converging to 0 at n =∞.
In the case of 1), the arguments of Section 6.2 go through, but this most likely won’t work in the cases
of 2) and 3). Intuitively, case 2) can perhaps allow us to reduce gm+1 to a deterministic function of
g1, . . . , gm, and show 1n
∑n
α=1 ψ(g
1
α, . . . , g
m
α , g
m+1
α ) is a.s. equal to
1
n
∑n
α=1 ψ¯(g
1
α, . . . , g
m
α ) for an
appropriate ψ¯, so we can apply the induction hypothesis. But this argument cannot apply to case 3),
because of the randomness in gm+1 even after conditioning.
It turns out the intuition for case 2) is correct and case 3) doesn’t happen! This will follow from the
property of rank stability, which will simultaneously solve both problem A) and B):
Theorem 6.3 (Rank Stability). Let y, y1, . . . , yk be any collection of vectors in a NETSOR> program.
If Zy = b1Zy
1
+ . . .+ bkZ
yk , then almost surely, for large enough n, y = b1y1 + · · ·+ bkyk.
Indeed, if σ˚ = 0, then it turns out we can show Zg
m+1
is a linear combination of Zg
1
, . . . , Zg
m
, so
rank stability tells us gm+1 is the same linear combination of g1, . . . , gm (almost surely, for large
n), i.e. we are in case 2). Thereafter, we can straightforwardly reduce to induction hypothesis. On
the other hand, this also shows case 3) can never occur. Now it just suffices to show Theorem 6.3,
which can be done essentially by a simultaneous induction with the main induction hypothesis. See
Appendix L for more details.
6.3 The Calculation of Z˙
As remarked in Remark 2.9, the adjunction relation 〈y,Wx〉 = 〈W>y, x〉 is importantly related to
the existence and form of Z˙Wx. If we assume the Master Theorem, then this adjunction implies the
identity EZyZWx = EZW>yZx for any x, y in the program. In fact, a very similar identity exists
as well for Z˙:
EZyZ˙Wx = E ZˆW
>yZx.
This is proved in Lemma L.3. With this identity, we can verify (Lemma L.10) that, in the notation of
Eq. (13) (using the precise form of a˚i omitted here),
r∑
i=1
a˚iZ˙
hi = Z˙g
m+1
.
19
Additionally, straightforward computation (Lemma L.19) shows
r∑
i=1
a˚iZˆ
hi + σ˚z
d
=g1,...,gm Zˆ
gm+1 , z ∼ N (0, 1).
Then we can rewrite Eq. (13) heuristically as
gm+1α
d≈g1,...,gm
r∑
i=1
a˚ih
i
α + σ˚ζα, ζα ∼ N (0, 1).
d≈g1,...,gm
r∑
i=1
a˚iZ
hi + σ˚ζα =
(
r∑
i=1
a˚iZ˙
hi
)
+
(
r∑
i=1
a˚iZˆ
hi + σ˚ζα
)
= Z˙g
m+1
+ Zˆg
m+1
,
as desired.
7 Related Works
Jacobian Singular Value Distribution of a Neural Network Pennington et al. [36, 37] originally
studied the multilayer-perceptron (MLP)’s Jacobian singular value distribution, in the limit of large
width. Ling et al. [25], Tarnowski et al. [43] generalized this analysis to residual MLPs and Xiao et al.
[48] to convolutional networks. These works assumed certain asymptotic freeness as in Eq. (11),
which was first proven rigorously by Yang [49] and presented in a more accessible way here. Recently,
Pastur [34] gave a new, direct proof of this asymptotic distribution for MLP by induction in its depth
and standard random matrix machinery. In comparison, our technique here is more general, both
in the type of architectures allowed (any that is expressible in NETSOR>, which by Yang [50, 51]
includes practically all architectures) and in the nonlinearities involved (Pastur [34] assumes φ, φ′ are
both bounded but we only require φ′ is bounded).
In this paper, we are concerned with the input-output Jacobian of a neural network on a fix input.
Other works have considered the Jacobian with respect to the parameters, where the Jacobian has
dimension #parameters × #data points (e.g. [35]). This is a related but distinct case from the
input-output Jacobian.
Z˙Wx as the Onsager Correction Term This Z˙Wx has appeared before, in a limited setting, in the
literature of asymmetric message passing as the Onsager correction term. Asymmetric message
passing [10] is an algorithm that tries to recover a ground truth signal v from a noisy measurement
Wv of it obtained by a matrix W . This algorithm repeatedly multiplies the measurement by W and
its transpose W>, interleaving with coordinatewise nonlinearities. In between matrix multiplications,
this Onsager correction term is subtracted explicitly. Bayati and Montanari [6] famously proved the
recovery properties of this algorithm as the matrix size tends to infinity. This algorithm can be written
down in a NETSOR> program, and (a version of) Bayati and Montanari [6]’s results can be realized
as a corollary of the NETSOR>Master Theorem (see Yang [49]). In contrast, the Master Theorem
keeps track of the Onsager correction term throughout arbitrary computation. This allows us to prove
powerful theorems like the Semicircle Law and the Free Independence Principle, as shown in this
paper.
The Tensor Programs Series This paper is the third in the Tensor Programs series, following Yang
[50, 51]. The unrestricted Master Theorem, the new proofs of semicircle and Marchenko-Pastur laws,
and the singular value distribution result for multilayer-perceptron originally appeared in Yang [49],
but here we present a clear, pedagogical presentation of them, with some technical improvements
as well. The Free Independence Principle is new and unique to this paper. Compared to the Master
Theorem of Yang [51], our Master Theorem here does not assume the BP-like condition (which
implies thatW> can be assumed independent fromW , i.e. GIA), but rather works for any NETSOR>
program.
8 Conclusion
In this work, we proved a Master Theorem for any NETSOR> program and applied this new theorem
to give new proofs of the semicircle and Marchenko-Pastur laws, as well as to propose and prove the
20
Free Independence Principle (FIP). FIP then allows us to calculate the asymptotic Jacobian singular
value distribution of a neural network. These results suggest a new way to approach nonlinear random
matrix theory pertaining to deep learning. More generally, in combination with Yang [50, 51], they
demonstrate the versatility of the Tensor Programs technique.
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A NETSOR>Master Theorem for Convergence in Mean and in Distribution
A.1 Convergence in Mean
Theorem A.1. For the same premise as in Theorem 2.10, if ψ is bounded, then we have the conver-
gence in mean
1
n
n∑
α=1
ψ(h1α, . . . , h
k
α)
L1−−→ Eψ(Zh1 , . . . , Zhk). (16)
This in particular means the convergence of expectations
1
n
E
n∑
α=1
ψ(h1α, . . . , h
k
α) = Eψ(h1β , . . . , hkβ)→ Eψ(Zh
1
, . . . , Zh
k
), for any β ≥ 1. (17)
In fact, we have almost sure convergence and convergence in mean of conditional expectations as
well: For each n, let B be a sub-σ-algebra of the σ-algebra induced by random sampling in Setup 2.2.
Then ∣∣∣∣∣ 1n E
[
n∑
α=1
ψ(h1α, . . . , h
k
α) | B
]
− Eψ(Zh1 , . . . , Zhk)
∣∣∣∣∣ a.s.−−→ 0, L1−−→ 0. (18)
Proof. Eqs. (16) and (18) follow from Theorem 2.10, the boundedness of ψ, and (conditional)
dominated convergence. The first equality of Eq. (17) follows from the symmetry in α, and the
convergence of expectations follows from convergence in mean.
In Theorem A.2 below, we also show convergence in mean when ψ is quadratically bounded and
all nonlinearities are linearly bounded. We say a function φ : Rk → R is linearly bounded (resp.
quadratically bounded) if for all x1, . . . , xk ∈ R, φ(x1, . . . , xk) ≤ C(1 + |x1|+ · · ·+ |xk|) (resp.
C(1 + |x1|2 + · · ·+ |xk|2)) for some constant C > 0. Note that such a linearly bounded φ, applied
coordinatewise to vectors h1, . . . , hk ∈ Rn, preserves `2 norm:
1
n
‖φ(h1, . . . , hk)‖2 ≤ C
2
n
n∑
α=1
(1 + |h1α|+ · · ·+ |hkα|)2 ≤
(k + 1)C2
n
n∑
α=1
1 + |h1α|2 + · · ·+ |hkα|2
≤ (k + 1)C2
(
1 +
‖h1‖2
n
+ · · ·+ ‖h
k‖2
n
)
. (19)
Theorem A.2. Theorem A.1 also holds if ψ is quadratically bounded and all nonlinearities φ used
in Nonlin are linearly bounded.
Proof. As in the proof of Theorem A.1, it suffices to prove the convergence in mean. Below, we say
“random variable R is bounded with high probability” if there exist absolute constants C, c > 0 such
that, for all r ≥ C, we have R ≤ r with probability at least 1− C exp(−cn).
Because each Gaussian matrix W ∈ W has bounded operator norm with high probability (Fact A.3),
each application of MatMul preserves `2 norm with high probability. Likewise, each application of
Nonlin preserves `2 norm by Eq. (19). Finally, by classic concentration of measure, each v ∈ V has
bounded `2 norm with high probability. Thus, by induction, all vectors in the program have bounded
`2 norm with high probability. Because ψ is quadratically bounded, this implies
Q def=
1
n
n∑
α=1
ψ(h1α, . . . , h
k
α)
is bounded with high probability. In particular, this quantity has a subexponential tail
Pr(Q > r) ≤ Ce−crn,∀r > C =⇒ E[QI(Q > C)] ≤ C
cn
e−cCn → 0.
Thus we may apply standard truncation technique to Q, decomposing it as Q = QI(Q ≤ C) +
QI(Q > C). The latter converges in mean to 0, as shown above, while the former converges in mean
by dominated convergence.
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Fact A.3 (Upper tail estimate for iid random matrix, Corollary 2.3.5 of Tao [42]). For W ∈ Rn×n
with Wαβ ∼ N (0, 1/n), there exist absolute constants C, c > 0 such that
Pr(‖W‖op > r) ≤ Ce−crn
for all r ≥ C.
We believe
Conjecture A.4. Theorem A.1 holds for any polynomially bounded ψ.
As in the proof of Theorem A.2, this amounts to proving a tail bound on the LHS of Eq. (16).
Intuitively, because the source of the randomness is from Gaussian sampling and the nonlinearities
are all polynomially bounded, this quantity should have a sub-Weibull tail beyond some constant
upper bound. But making this rigorous is subtle, and we leave this for future work.
A.2 Convergence in Distribution of Coordinates
Theorem A.5 (Convergence in Distribution of Coordinates). Assume the same premise as in
Theorem 2.10. For any α ≥ 1, we have the convergence in distribution of
(h1α, . . . , h
k
α)
d−→ (Zh1 , . . . , Zhk).
Proof. For any bounded continuous function ψ, Eψ(h1α, . . . , hkα) → Eψ(Zh
1
, . . . , Zh
k
) by
Theorem A.1.
A slightly more involved version of this symmetry argument also shows that different coordinate
slices are independent from one another in the large n limit.
Theorem A.6. Assume the same premise as in Theorem 2.10. For any α1, . . . , αr ≥ 1, all different
for each other, we have the convergence in distribution ofh
1
α1 · · · hkα1
...
. . .
...
h1αr · · · hkαr
 d−→
Z
h1
1 · · · Zh
k
1
...
. . .
...
Zh
1
r · · · Zh
k
r
 ,
where (Zh
1
1 , . . . , Z
hk
1 ), . . . , (Z
h1
r , . . . , Z
hk
r ) are iid copies of (Z
h1 , . . . , Zh
k
).
Proof. We proceed by induction on r. The base case of r = 1 has already been proven in
Theorem A.5. Now assume the inductive hypothesis is proven for r − 1 and we seek to show
it is also true for r. It suffices to prove, for all bounded continuous functions f1, . . . , fr : Rk → R, 31
E
r∏
i=1
fi(h
1
αi , . . . , h
k
αi)→
r∏
i=1
E fi(Zh
1
, . . . , Zh
k
).
By Theorem 2.10, we have, for all i ∈ [r],
1
n
n∑
β=1
fi(h
1
β , . . . , h
k
β)
a.s.−−→ E fi(Zh1 , . . . , Zhk).
Thus, taking the product over all i ∈ [r] and then taking expectation, we have
1
nr
∑
β1,...,βr
E
r∏
i=1
fi(h
1
βi , . . . , h
k
βi)→
r∏
i=1
E fi(Zh
1
, . . . , Zh
k
),
by dominated convergence and the boundedness of fi. Now in the LHS, only o(nr) of the summands
have some pair from β1, . . . , βr equal to each other. Each such o(nr) summands, by induction
31or we can just consider the families fi(x) = eitix (or their real and imaginary parts), where {ti}ri=1 varies
over Rr .
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hypothesis, converges to some finite quantity. Thus their total contribution to the LHS is vanishing
with n. Hence, we have
E
β1,...,βr
all distinct
E
r∏
i=1
fi(h
1
βi , . . . , h
k
βi)
a.s.−−→
r∏
i=1
E fi(Zh
1
, . . . , Zh
k
).
Finally, we note that the inner expectation in the LHS here is symmetric in all such distinct β1, . . . , βr,
so
E
r∏
i=1
fi(h
1
βi , . . . , h
k
βi)
a.s.−−→
r∏
i=1
E fi(Zh
1
, . . . , Zh
k
)
for any distinct β1, . . . , βr, and in particular, for β1, . . . , βr = α1, . . . , αr, as desired.
A.3 Extensions to NETSOR>+ and Programs with Variable Dimensions
All of the theorems above hold as stated for programs with variable dimensions (Appendix F), if
these programs are setup as in Setup F.5. Likewise, Theorems A.1, A.5 and A.6 hold for NETSOR>+
programs (Appendix E) as well, if rank stability (Assumption E.6) is satisfied and all nonlinearities
ϕu(−;−) are parameter-controlled at Θ˚u (see Theorems E.10 and F.10). Similarly,
Theorem A.7. Theorem A.2 holds for NETSOR>+ programs if rank stability is satisfied and the
following conditions on nonlinearities hold:
• for every vector h with defining nonlinearity ϕh(−;−) and limit parameters Θ˚h, ϕh(~x; Θ˚h)
is linearly bounded in ~x, and for any Θ,
|ϕh(~x; Θ)− ϕh(~x; Θ˚h)| ≤ f(Θ− Θ˚h)φ(~x) (20)
for some linearly bounded φ and some continuous function f , taking values in R, with
f(0) = 0.
• for every scalar c with defining nonlinearity ϕc(−;−) and limit parameters Θ˚c, ϕc(~x; Θ˚c)
is quadratically bounded in ~x and Eq. (20) is satisfied for some quadratically bounded φ
and some continuous function f , taking values in R, with f(0) = 0.
B Generalized Architectural Universality of Neural Network-Gaussian
Process
Wide, randomly initialized neural networks are distributed like Gaussian processes (GP) [13, 23, 28,
31, 32, 50]. Yang [50] systematically generalized this result from toy neural networks to all modern
neural networks. This result was proved by 1) showing that the kernel of input embeddings converge
almost surely to a deterministic kernel K, and 2) because the readout layer(s) are independently
initialized from the rest of the network, the distribution of random neural network function converges
to a GP with this kernel K. Part 1 assumed that no weight matrix is the transpose of another weight
matrix, and with this assumption, it follows from the NETSOR Master Theorem [50]. However, with
the NETSOR>Master Theorem, we can straightforwardly get rid of this assumption, and the logic
above still holds. We thus conclude
Theorem B.1. Consider any neural network whose forward propagation is expressible in a
NETSOR> program, and whose output layer(s) are independently sampled from other parame-
ters and not used in the interior of the network. Then we have the convergence in distribution of the
neural network function to a Gaussian Process, as the network widths tend to infinity.32
We can also consider what happens when the output layer(s) are not independent from other pa-
rameters. For example, we can consider the case where the output can be expressed as the first
coordinate y1 of a vector y = Wu ∈ Rn for some embedding u of the input. Here W could have
been used in the interior of the network. Then in general, Z˙y is nonzero, and y1
d−→ Zy converges to a
non-Gaussian distribution, which can still nevertheless be calculated using Box 1 and Theorem 2.10.
32Of course, to compute the GP kernel requires going through the NETSOR>Master Theorem (in particular,
computing Z˙ and Zˆ), and it would be incorrect to just assume all instances of W> to be independent from W .
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C Generalized Architectural Universality of Neural Tangent Kernel
Jacot et al. [19] showed that, in the limit of large width, a neural network undergoing training by
gradient descent evolves like a linear model with a kernel, called the Neural Tangent Kernel (NTK).
Yang [51] showed how to calculate this the infinite-width limit of this NTK for any architecture,
when a commonly satisfied condition, called Simple GIA Check, is satisfied. This condition allows us
to assume W> to be independent from W in the computation of NTK (this heuristic is called the
Gradient Independence Assumption, or GIA).
Condition 1 (Simple GIA Check). No weight matrix is the transpose of another weight matrix; the
output layer is sampled independently and with zero mean from all other parameters and is not used
anywhere else in the interior of the network33.
Using Theorem 2.10, we may now generalize the result of Yang [51] to when Simple GIA Check is
not satisfied (Theorem C.1). Before that, let’s gather some concrete intuition for this generalization.
Example Yang [51] demonstrated a simple neural network not satisfying Simple GIA Check, and,
if we assume W> to be independent from W , then the resulting NTK computation would be wrong.
Now, with the help of NETSOR>Master Theorem, we may finally perform the correct computation.
The neural network in question computes
x1 = W 1ξ + 1, h2 = W 2x1, x2 = φ(h2), y = 1>x2/n (21)
with φ(z) = z2 being the square function, ξ = 0 ∈ Rd, y ∈ R, x1, h2, x2 ∈ Rn,W 1 ∈ Rn×d,W 2 ∈
Rn×n,W 1αβ ∼ N (0, 1/d),W 2αβ ∼ N (0, 1/n). If we set dx2 = n ∂y∂x2 , then backprop yields
dx2 = 1, dh2 = 2h2  1 = 2h2, dx1 = W 2>dh2 = 2W 2>h2 = 2W 2>W 2x1. (22)
Yang [51] showed that E dx1α = 2Ex1α = 1 but if we were to assume W 2> be independent from
W 2, then we would get the erroneous answer E dx1α = 0. Here, let us compute Z• for each vector
above using Box 1, and see we get a consistent result with EZdx1α = 2.
In the forward pass, we have Zh
2
= N (0, 1) and likewise in the backward pass, Zdh2 = 2Zh2 =
N (0, 4). Next, we need to compute Zˆdx1 and Z˙dx1 . Just like in the Master Theorem of Yang
[51], Zˆdx
1
is the random variable that we would get if we assume W> be independent from W :
Zˆdx
1
= N (0,E(Zdh2)2) = N (0, 4) and is independent from Zdh2 and Zh2 . On the other hand,
Z˙dx
1
is a scalar multiple Z˙dx
1
= x1 E ∂Z
dh2
∂h2 of x
1. The multiple is E ∂Z
dh2
∂h2 = E 2 = 2. Putting
them all together, we get
Zdx
1
= Zˆdx
1
+ Z˙dx
1
= N (0, 4) + 2x1
which has mean EZdx1 = 2EZx1 = 2.
More generally, by Theorem 2.10, we trivially have the following result:
Theorem C.1. Consider any neural network whose forward and backpropagation are expressible
in a NETSOR> program34, and which does not need to satisfy Simple GIA Check. Suppose the
network is parametrized in the NTK parametrization. If all of the network’s nonlinearities have
polynomially bounded weak derivatives, then its NTK, on standard Gaussian initialization of the
network parameters, converges to a deterministic kernel as its widths tend to infinity, over any finite
set of inputs.
As with the NNGP in Appendix B, this infinite-width NTK can be computed in a straightforward
way using Theorem 2.10, following the examples of Yang [51].
D Simple GIA Check Implies Gradient Independence Assumption
We give a new proof of the following in this section through FIP.
33i.e. if the output weight is v and the output is v>x, then x does not depend on v.
34as shown in Yang [51], this includes practically all architectures used in modern deep learning
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Theorem D.1. If a neural network expressible35 in a NETSOR> program satisfies Simple GIA
Check (Condition 1), then its NTK can be computed assuming that W> used in backpropagation is
independent from W used in forward propagation.
Yang [51] showed that, for any pair of inputs ξ, ξ¯ ∈ Rd, the Neural Tangent Kernel of a NN f depends
on backpropagation only through the quantities 〈∇y(ξ)f(ξ),∇y(ξ¯)f(ξ¯)〉. If the network satisfied
Simple GIA Check (Condition 1), i.e. the network output is computed like f(ξ) = n−1/2v>e(ξ) for
some embedding e(ξ) of ξ and vα ∼ N (0, 1) independent of e, then we can rewrite ∇y(ξ)f(ξ) =
n−1/2v>J(ξ) where J(ξ) = ∂e(ξ)/∂y(ξ). Therefore,
〈∇y(ξ)f(ξ),∇y(ξ¯)f(ξ¯)〉 = n−1v>J(ξ)J(ξ¯)>v.
By reversing the trace trick (Eq. (6)), this quantity has the same limit as n−1 tr J(ξ)J(ξ¯)>. If pi is the
program expressing the forward and backward propagations of f(ξ) and f(ξ¯), then this is a moment
in D(pi) and {W,W>},W ∈ W . By FIP (Theorem 4.2), this moment stays the same if all W ∈ W
are assumed independent from D(pi), i.e. if transposed weight matrices W> in the backward pass are
independent from W used in the forward pass (which produced the diagonals of D(pi)).
E NETSOR>+: Adding Scalars to NETSOR>
In this section, we discuss the extension of NETSOR> with scalars that can be computed from
(essentially) averaging some vector in the program. This is not used substantially until Appendix I,
so the reader should feel free to skip ahead and come back only as needed.
Definition E.1. a NETSOR>+ program36 is just a sequence of Rn vectors inductively generated via
one of the following ways from an initial set C of random scalars, an initial set V of random Rn
vectors, and a setW of random Rn×n matrices
Nonlin+ Given φ : Rk × Rl → R, previous scalars θ1, . . . , θl ∈ R and vectors x1, . . . , xk ∈ Rn,
we can generate a new vector
φ(x1, . . . , xk; θ1, . . . , θl) ∈ Rn
where φ(−; θ1, . . . , θl) applies coordinatewise to each “α-slice” (x1α, . . . , xkα).
Moment Given same setup as above, we can also generate a new scalar
1
n
n∑
α=1
φ(x1α, . . . , x
k
α; θ1, . . . , θl) ∈ R.
MatMul Given W ∈ Rn×n and x ∈ Rn, we can generate Wx ∈ Rn or W>x ∈ Rn
We say a vector is a G-var if it is in V or it is introduced by MatMul.
We will typically discuss NETSOR>+ programs when C, V , andW are sampled as follows. Note V
andW are sampled the same way here as in Setup 2.2.
Setup E.2 (NETSOR>+). 1) each random scalar c in C converges to a deterministic limit c˚ ∈ R
as n → ∞; 2) for each initial W ∈ W , Wαβ ∼ N (0, σ2W /n) for an associated variance σ2W ; 3)
there is a multivariate Gaussian ZV = {Zg : g ∈ V} ∈ R|V| such that the initial set of vectors V are
sampled like {gα : g ∈ V} ∼ ZV iid for each α ∈ [n].
Definition E.3 (Key Intuition for NETSOR>+). Just like in the NETSOR> case, each vector h in
the program has roughly iid coordinates when n  1, each of which is distributed like a random
variable Zh. In addition, each scalar θ in the program will converge to a deterministic limit θ˚. We’ll
recursively define Zh and θ˚ as follows.
35i.e. its forward and backward propagations at initialization can be written in a NETSOR> program. As
shown in Yang [50, 51], this covers almost all classic and modern neural networks.
36What we refer to as NETSOR>+ program is the same as “simplified NETSOR>+” in Yang [51]
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ZInit If h ∈ V , then Zh is defined as the distribution of each coordinate of h given in Setup E.2.
We also set Zˆh def= Zh and Z˙h def= 0. Likewise, if θ ∈ C, then θ˚ is defined as the limit of θ
specified in Setup E.2.
ZMatMul Same as in ZMatMul in NETSOR>
ZNonlin+ Given φ : Rk × Rl → R, previous scalars θ1, . . . , θl ∈ R and vectors x1, . . . , xk ∈ Rn,
we have
Zφ(x
1,...,xk;θ1,...,θl) def= φ(Z
x1 , . . . , Zx
k
; θ˚1, . . . , θ˚l).
ZMoment Given same setup as above and scalar θ = 1n
∑n
α=1 φ(x
1
α, . . . , x
k
α; θ1, . . . , θl), then
θ˚ def= Eφ(Zx
1
, . . . , Zx
k
; θ˚1, . . . , θ˚l).
Here θ˚1, . . . , θ˚l are deterministic, so the expectation is taken over Zx
1
, . . . , Zx
k
.
E.1 NETSOR>+ Master Theorem for Pseudo-Lipschitz Nonlinearities
Pseudo-Lipschitz functions are, roughly speaking, functions whose weak derivatives are polyno-
mially bounded.
Definition E.4. A function f : Rk → R is called pseudo-Lipschitz of degree d if |f(x)− f(y)| ≤
C‖x− y‖(1 +∑ki=1 |xi|d + |yi|d) for some C.
Here are some basic properties of pseudo-Lipschitz functions:
• The norm ‖ · ‖ in Definition E.4 can be any norm equivalent to the `2 norm, e.g. `p, p ≥ 1,
norms. Similarly,
∑k
i=1 |xi|d + |yi|d can be replaced by ‖x‖dp + ‖y‖dp, for any p ≥ 1.
• A pseudo-Lipschitz function is polynomially bounded.
• A composition of pseudo-Lipschitz functions of degrees d1 and d2 is pseudo-Lipschitz of
degree d1 + d2.
• A pseudo-Lipschitz function is Lipschitz on any compact set.
Master Theorem We state the Master Theorem below assuming a generic regularity condition
called rank stability (Assumption E.6), which we shall describe shortly. The proof will follow from a
more general, but more wordy Master Theorem in the next section (Theorem E.10).
Theorem E.5 (Pseudo-Lipschitz NETSOR>+ Master Theorem). Fix a NETSOR> program. Suppose
the initial matricesW , vectors V , and scalars C are sampled in the fashion of Setup E.2. Suppose
the program satisfies the rank stability assumption below (Assumption E.6). Assume all φ used in
Nonlin+ are pseudo-Lipschitz. Then
• For any fixed k and any polynomially-bounded ψ : Rk → R, as n→∞,
1
n
n∑
α=1
ψ(h1α, . . . , h
k
α)
a.s.−−→ Eψ(Zh1 , . . . , Zhk),
for any vectors h1, . . . , hk in the program, where Zh
i
are as defined in Definition E.3.
• Any scalar θ in the program tends to θ˚ almost surely, where θ˚ is as defined in Definition E.3.
Rank Stability The following assumption says that the vectors in a program should not change
any linear dependence relations abruptly in the infinite n limit.
Assumption E.6 (Rank Stability). Fix a NETSOR>+ program that is setup by Setup E.2. We say this
program satisfies rank stability if for any matrix W ∈ Rn×n in the program37 and any collectionH
of vectors h such that Wh appears in the program, we have rankH = rank{Zh : h ∈ H}, almost
surely, for sufficiently large n.38
37i.e. either W ∈ W or W> ∈ W
38In the case of variable dimension NETSOR>+ programs, this is the same except W ∈ Rn×m can have
unequal dimensions and the limit is taken in the manner of Setup F.5.
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Most commonly, {Zh : h ∈ H} will be linearly independent for all such H, and therefore, by
the lower semicontinuity of rank, Assumption E.6 is automatically satisfied. We shall discuss the
necessity of Assumption E.6 below (Remark E.12).
E.2 NETSOR>+ Master Theorem for Parameter-Controlled Nonlinearities
Parameter-Control Theorem E.5 will follow from the more general Master Theorem we state in
this section, which allows for more general nonlinearities which only needs to be mildly smooth in
the scalar parameters θ1, . . . , θl, but not necessarily in x1α, . . . , x
k
α:
Definition E.7 (Parameter-Control). We say a parametrized function φ(−;−) : Rk × Rl → R is
polynomially parameter-controlled or just parameter-controlled for short39 , at Θ˚ ∈ Rl if
1. φ(−; Θ˚) is polynomially bounded, and
2. there are some polynomially bounded φ¯ : Rk → R and some function f : Rl → R≥0∪{∞}
that has f(Θ˚) = 0 and that is continuous at Θ˚, such that, for all x1, . . . , xk ∈ R and Θ ∈ Rl,
|φ(x1, . . . , xk; Θ)− φ(x1, . . . , xk; Θ˚)| ≤ f(Θ)φ¯(x1, . . . , xk).
Note that f and φ¯ here can depend on Θ˚. The following examples come from Yang [50].
Example E.8. Any function that is (pseudo-)Lipschitz in x1, . . . , xk and Θ is polynomially parameter-
controlled. An example of a discontinuous function that is polynomially parameter-controlled is
φ(x; θ) = step(θx): For θ˚ 6= 0, we have
|φ(x; θ)− φ(x; θ˚)| ≤ |˚θ − θ||˚θ| ,
so we can set f(θ) = |θ˚−θ||θ˚| and φ¯ = 1 in Definition E.7.
Next, note that we can always express a vector in a NETSOR>+ program as a nonlinear image of
previous G-vars. For example, if z = φ(x1, x2; θ1), x1 = Wv, x2 = ψ(y; θ2), y = Wu, then z
can be directly expressed in terms of G-vars: z = φˆ(Wv,Wu; θ1, θ2) def= φ(Wv,ψ(Wu; θ2); θ1).
Therefore, we can make the following definition
Definition E.9 (ϕ•,Θ• Notation). For any Rn vector x in a NETSOR>+ program (Definition E.1),
let ϕx and Θx be the parametrized nonlinearity and the scalars such that x = ϕx(z1, . . . , zk; Θx)
for some G-vars z1, . . . , zk. Likewise, for any scalar c in a NETSOR>+ program, let ϕc and Θc be
the parametrized nonlinearity and the scalars such that c = 1n
∑n
α=1 ϕ
x(z1α, . . . , z
k
α; Θ
c) for some
G-vars z1, . . . , zk.
Theorem E.10 (Parameter-Controlled NETSOR>+ Master Theorem). Fix a NETSOR> program.
Suppose the initial matricesW , vectors V , and scalars C are sampled in the fashion of Setup E.2.
Suppose the program satisfies the rank stability assumption (Assumption E.6). Assume ϕu(−;−) is
parameter-controlled at Θ˚u for all vectors and scalars u. Then
• For any random vector Θ ∈ Rl that converges almost surely to a deterministic vector Θ˚ as
n→∞, and for any ψ(−;−) : Rk × Rl → R parameter-controlled at Θ˚,
1
n
n∑
α=1
ψ(g1α, . . . , g
k
α; Θ)
a.s.−−→ Eψ(Zg1 , . . . , Zgk ; Θ˚).
for any G-vars g1, . . . , gk, where Zg
i
are as defined in Definition E.3.
39This overloads the meaning of parameter-controlled from Yang [50], where the definition replaces the
“polynomially bounded” in the definition here with “bounded by eC‖·‖
2−+c for some C, c,  > 0.” In this paper,
we shall never be concerned with the latter (more generous) notion of boundedness, so there should be no risk of
confusion.
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• Any scalar θ in the program tends to θ˚ almost surely, where θ˚ is as defined in Definition E.3.
Since pseudo-Lipschitz parametrized functions and parameterless polynomially bounded functions
are both parameter-controlled, Theorem E.10 implies Theorem E.5 trivially. Proof of Theorem E.10
can be found in Appendix M
Necessity of the Master Theorems’ Assumptions The following remarks from [50] show the
necessity of parameter control and of rank stability in Theorem E.10.
Remark E.11 (Necessity of parameter-control). Suppose ψ(x; θ) = I(θx 6= 0). For θ 6= 0, ψ is 1
everywhere except ψ(0; θ) = 0. For θ = 0, ψ is identically 0. Thus it’s easily seen that ψ is not
parameter-controlled at θ = 0.
Now, if g ∈ Rn is sampled like gα ∼ N (0, 1) and if θ = 1/n so that θ → θ˚ = 0, then
1
n
n∑
α=1
ψ(gα; θ)
a.s.−−→ 1
but
Eψ(Zg; θ˚) = E 0 = 0.
So our Master Theorem can’t hold in this case.
Remark E.12 (Necessity of Rank Stability Assumption E.6). Suppose we have two Initial G-vars
g1, g2 ∈ Rn which are sampled independently as g1α, g2α ∼ N (0, 1). Let W ∈ Rn×n be sampled as
Wαβ ∼ N (0, 1/n). Then we can define h2 = θg2 where θ = exp(−n) as a function of n, using
Nonlin+, so that h2α
a.s.−−→ 0. Additionally, let g¯1 = Wg1 and g¯2 = Wh2. Again, g¯2α a.s.−−→ 0 but for
any finite n, g¯2 is linearly independent from g¯1. Thus rank stability does not hold here, since the rank
of {g¯1, g¯2} is 2 for all finite n, yet {Z g¯1 , Z g¯2} = {N (0, 1), 0} has rank 1.
Now consider the (parameterless) nonlinearity ψ(x, y) that is 1 except on the line y = 0, where it is
0. Then
1
n
n∑
α=1
ψ(g¯1α, g¯
2
α)
a.s.−−→ 1
since g¯2α is almost surely nonzero, but
Eψ(Z g¯
1
, Z g¯
2
) = Eψ(Z g¯
1
, 0) = E 0 = 0.
Note this example uses the non-smoothness of ψ in an essential way. Therefore, we conjecture that
rank stability assumption can be removed in Theorem E.5.
Remark E.13 (Rank stability already holds for NETSOR> programs). It turns out that, as long as
we only have parameterless nonlinearities, we get rank stability Assumption E.6 for free. This is
formulated explicitly in Lemma L.11. It is as a result of our proof of Theorem 2.10 that interleaves
an inductive proof of this rank stability (more generally, the inductive hypothesis CoreSet) with an
inductive proof of the “empirical moment” convergence (the inductive hypothesis Moments).
Relative Utilities of Theorem E.5 and Theorem E.10 While pseudo-Lipschitz functions are
closed under composition (at the expense of increasing degree), this is in general not true for
parameter-control. Thus, the assumptions of Theorem E.10 are relatively more cumbersome to check:
one has to manually unwind the nonlinearities into ϕx and then check this nested function is parameter-
controlled. However, this increased flexibility of the parameter-control condition allows us to prove
useful theorems that is not possible with the just Theorem E.5. For example, if ϕx(z; θ) = z/θ, then
ϕx is not pseudo-Lipschitz, but it is parameter-controlled if θ˚ > 0. This fact is used in Yang [50, 51]
to compute the Gaussian Process kernel and the Neural Tangent Kernel of a randomly initialized
neural network with layernorm.
F Programs with Variable Dimension
We can also allow the matrices and vectors to have variable dimensions (not all equal to n). This
is useful in reasoning about neural networks of varying widths in each layer, and in proving the
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Marchenko-Pastur law for arbitrary rectangular shape ratio (see Appendix H). The reader should feel
free to skip ahead and read this section only when approaching these topics.
Here we need to spend a few words on the right analogue of “large-n” limit we should take. The basic
idea is that, every time we apply one of the MatMul, Nonlin+, or Moment rules, we implicitly set
equal some dimensions of the matrices and/or vectors involved. These equalities partitions the vectors
into classes sharing common dimensions. The limit we shall take is one in which the dimension of
each class tends to infinity, such that the dimension ratio of each pair of distinct classes tends to a
fixed number strictly in (0,∞).
Notation In this section, we let dim(x) denote the dimension of a vector x. We present a relatively
self-contained exposition, but inevitably this will be highly similar to the nonvariable-dimension case,
so we highlight important differences in red.
Definition F.1. A NETSOR> program (with variable dimensions) is just a sequence of vectors
inductively generated via one of the following ways from an initial set V of random vectors and a set
W of random matrices
Nonlin (Same as in Definition 2.1) Given φ : Rk → R and x1, . . . , xk ∈ Rn in the same CDC, we
can generate φ(x1, . . . , xk) ∈ Rn
MatMul Given W ∈ Rn×m (resp. W ∈ Rm×n) and x ∈ Rm, we can generate Wx ∈ Rn (resp.
W>x ∈ Rn)
Definition F.2. A NETSOR>+ program (with variable dimension) is just a sequence of vectors
inductively generated via one of the following ways from an initial set C of random scalars, an initial
set V of random vectors, and a setW of random matrices
Nonlin+ (Same as in Definition E.1) Given φ : Rk × Rl → R, previous scalars θ1, . . . , θl ∈ R and
vectors x1, . . . , xk ∈ Rn in the same CDC, we can generate a new vector
φ(x1, . . . , xk; θ1, . . . , θl) ∈ Rn
where φ(−; θ1, . . . , θl) applies coordinatewise to each α-slice (x1α, . . . , xkα).
Moment (Same as in Definition E.1) Given same setup as above, we can also generate a new scalar
1
n
n∑
α=1
φ(x1α, . . . , x
k
α; θ1, . . . , θl) ∈ R
MatMul Same as in Definition F.1 above.
Note that in both definitions above, the essential change is that the matrix in MatMul is now allowed
to have different dimensions on two sides.
The initial vectors in V can have varying dimensions. When we take the “large dimension” limit, we
may seek to hold certain pairs of such dimensions to be equal. We formalize this as an equivalence
relation between vectors in V : x ' y if we hold dim(x) = dim(y) as this dimension tends to infinity.
In addition, we have the following natural constraints on the dimensions of vectors involved in each
rule. {
If y = φ(x1, . . . , xk), then dim(y) = dim(xi),∀i.
If y = Wx and y¯ = Wx¯, then dim(x) = dim(x¯) and dim(y) = dim(y¯).
(23)
This allows us to extend the equivalence relation ' on V as discussed above to all vectors in the
program.
Definition F.3. Given an equivalence relation ' on the vectors of a program, we extend this to an
equivalence relation on all vectors of the program as the smallest equivalence relation containing the
relation
h ≡ h′ ⇐⇒ h ' h′ OR h and h′ are constrained to have the same dimension by (23). (24)
We call any such equivalence class a Common Dimension Class, or CDC. We denote this common
dimension of vectors in a CDC c by dim(c).
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Intuitively, the dimensions of vectors in each CDC are all the same but can be different in different
CDCs. The CDCs form a partition of all the vectors in a program. Each matrix inW “straddles”
between two (possible the same) CDCs.
Example F.4. Consider the MLP in Eq. (2) but with variable widths: f(ξ; θ) = WL+1xL(ξ) with
input ξ ∈ Rn0 and output dimension nL+1 = 1, where we recursively define, for l = 2, . . . , L,
hl(ξ) = W lxl−1(ξ) ∈ Rnl , xl(ξ) = φ(hl(ξ)), h1(ξ) = W 1ξ ∈ Rn1
where each W l ∈ Rnl×nl−1 . Suppose we sample W lαβ ∼ N (0, 1/nl−1). The vectors in the
program are h1(ξ), x1(ξ), . . . , hl(ξ), xl(ξ). In Definition F.3, if ' is empty, then the CDCs will
just be {h1(ξ), x1(ξ)}, . . . , {hl(ξ), xl(ξ)} (each with common dimension nl). If instead we set
h1(ξ) ' · · · ' hl(ξ), then there is only one CDC with common dimension n1 = · · · = nL.
Setup F.5 (Variable Dimension NETSOR> or NETSOR>+). We will consider NETSOR> or
NETSOR>+ programs initialized as follows.
Matrix sampling For each initial W ∈ Rn×m in W , we sample Wαβ ∼ N (0, σ2W /m) for an
associated variance σ2W . In this setting, we also set σ
2
W>
def
=
n
mσ
2
W so that (W
>)αβ
d
=
N (0, σ2W>/n).
Vector sampling For every CDC c, there is a multivariate Gaussian Zc∩V = {Zg : g ∈ c ∩ V} ∈
Rc∩V such that the vectors in c ∩ V are sampled like {gα : g ∈ c ∩ V} ∼ Zc∩V iid for each
α ∈ [dim(c)].
Scalar sampling For a NETSOR>+ program, the scalars in C are sampled the same way as in
Setup E.2.
How the limit is taken We shall consider a limit where for every matrix W ∈ Rn×m in W , the
dimensions n,m (which are dimensions of corresponding CDCs) tend to∞ such that their
ratio n/m→ ρ ∈ (0,∞) for some finite but nonzero ρ. Note this implies σ2W> = nmσ2W →
σ˚2W>
def
= ρσ2W . We also define σ˚
2
W
def
= σ2W for convenience.
Definition F.6. Given this setup, each vector h again has roughly iid coordinates distributed like
Zh, which is defined as follows. Likewise, for NETSOR>+ programs, each scalar θ will tend to a
deterministic limit θ˚, as defined below. This is exactly the same as in Box 1 or Definition E.3 except
that σW should be replaced by σ˚W . We highlight the places where this occurs in red below.
ZInit Same as in Box 1 or Definition E.3.
ZMatMul For every Wαβ ∼ N (0, σ2W /n) and vector x in the program, we set ZWx def= ZˆWx+ Z˙Wx
where
ZHat ZˆWx is a Gaussian variable with zero mean. Let VW denote the set of all vectors in
the program of the form Wy for some y. Then {ZˆWy : Wy ∈ VW } is defined to be
jointly Gaussian with zero mean and covariance
Cov
(
ZˆWx, ZˆWy
)
def
= σ˚
2
W EZxZy, for any Wx,Wy ∈ VW .
Furthermore, {ZˆWy : Wy ∈ VW } is mutually independent from {Zˆv : v ∈ V ∪⋃
W¯ 6=W VW¯ }, where W¯ ranges overW ∪ {A> : A ∈ W}.
ZDot With partial derivative interpreted naively (but see Remark 2.11 and F.7),
Z˙Wx def= σ˚
2
W
∑
Zy E
∂Zx
∂ZˆW>y
,
summing over W>y ∈ VW> introduced before x.
ZNonlin Same as in Box 1 or Definition E.3.
ZMoment Same as in Definition E.3.
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Remark F.7 (Partial derivative expectation). The partial derivative expectation E ∂Z
x
∂ZˆW>xi
can be
defined without derivatives as in Remark 2.12, with the only change being the dependence on the
dimension ratio, which we highlight in red below: In ZDot above, suppose {W>yi}ki=1 are all
elements of VW> introduced before x. Define the matrix C ∈ Rk×k by Cij def= EZy
i
Zy
j
and define
the vector b ∈ Rk by bi def= E ZˆW>yiZx. If a = ρ−1C+b (where C+ denotes the pseudoinverse of C
and ρ = limm/n is the limit ratio of dimensions of W ∈ Rm×n), then in ZDot we may set
σ2W E
∂Zx
∂ZˆW>yi
= ai. (25)
Then by straightforward modifications of the proofs of the nonvariable-dimension cases, we can
prove the following Master Theorems.
Theorem F.8 (Variable Dimension NETSOR> Master Theorem). Fix a NETSOR> program (with
variable dimensions). Suppose the initial matrices W and vectors V are sampled in the fashion
of Setup F.5. Assume all φ used in Nonlin are polynomially bounded. Then for any fixed k and
any polynomially bounded ψ : Rk → R, as the dimensions of the vectors tend to∞ as specified in
Setup F.5, we have
1
n
n∑
α=1
ψ(h1α, . . . , h
k
α)
a.s.−−→ Eψ(Zh1 , . . . , Zhk),
for any collection of vectors h1, . . . , hk ∈ Rn in the program, where Zhi are defined in Definition F.6.
Theorem F.9 (Variable Dimension Pseudo-Lipschitz NETSOR>+ Master Theorem). Fix a
NETSOR> program (with variable dimensions). Suppose the initial matrices W , vectors V , and
scalars C are sampled in the fashion of Setup F.5. Suppose the program satisfies the rank stability
assumption (Assumption E.6). Assume each nonlinearity of Nonlin+ is pseudo-lipschitz. Then
• For any fixed k and any polynomially-bounded ψ : Rk → R, in the limit described in
Setup F.5,
1
n
n∑
α=1
ψ(h1α, . . . , h
k
α)
a.s.−−→ Eψ(Zh1 , . . . , Zhk),
for any vectors h1, . . . , hk ∈ Rn in the same CDC, where Zhi are as defined in
Definition F.6.
• Any scalar θ in the program tends to θ˚ almost surely, where θ˚ is as defined in Definition F.6.
Again, Theorem F.9 strictly generalized by the following Master Theorem for Parameter-Controlled
nonlinearities.
Theorem F.10 (Variable Dimension Parameter-Controlled NETSOR>+ Master Theorem). Fix a
NETSOR> program (with variable dimensions). Suppose the initial matrices W , vectors V , and
scalars C are sampled in the fashion of Setup F.5. Suppose the program satisfies the rank stability
assumption (Assumption E.6). Assume ϕu(−;−) is parameter-controlled at Θ˚u for all vectors and
scalars u. Then
• For any random vector Θ ∈ Rl that converges almost surely to a deterministic vector Θ˚,
and for any ψ(−;−) : Rk × Rl → R parameter-controlled at Θ˚, we have
1
n
n∑
α=1
ψ(g1α, . . . , g
k
α; Θ)
a.s.−−→ Eψ(Zg1 , . . . , Zgk ; Θ˚).
in the limit described in Setup F.5, for any G-vars g1, . . . , gk ∈ Rn in the same CDC, where
Zg
i
are as defined in Definition F.6.
• Any scalar θ in the program tends to θ˚ almost surely, where θ˚ is as defined in Definition F.6.
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G Random Matrix Theory Background
In random matrix theory, we often are concerned with what the spectrum of a random matrix looks
like when the matrix is large. The answer to this question is typically phrased in a convergence
theorem which says the spectrum as a histogram converges to some distribution. We single out the
notion of convergence we are concerned with in this paper.
Definition G.1. Let µn be a random measure (such as the spectral distribution of a random matrix)
on R for each n = 1, 2, . . .. Let µ be a deterministic measure on R. We say µn converges almost
surely to µ, written µn
a.s.−−→ µ, if for every compactly supported continuous function ϕ, we have∫
R ϕ(x) dµn(x)
a.s.−−→ ∫R ϕ(x) dµ(x) (where the almost sure convergence is over the randomness of
µn).
The Moment Method is a standard technique in probability theory to establish convergence in
distribution. In the context of random matrix theory, this method goes like the following:
• Under general conditions (see Carleman’s condition Fact G.3), a distribution is “pinned
down” by its moments: if all moments of a distribution µ converges to the moment of a target
distribution µ∗, then we can in general say that µ→ µ∗ for some notion of convergence→.
• For a Hermitian matrix A with eigenvalues λ1, . . . , λn, the empirical distribution µ of its
eigenvalues has moments given by Eλ∼µ λr = 1n
∑n
α=1(λα)
r = 1n trA
r.
• Thus, to prove that the spectral distribution µ of a random matrix converges to some
distribution µ∗, we need to show, for all r ≥ 0, we have trAr → Eλ∼µ∗ λr, for some notion
of convergence→.
This method implies that, to check the convergence in Definition G.1, it suffices to check the
convergence of moments:
Fact G.2 (Moment Method). In the context of Definition G.1 where µn and µ are probability
measures, µn
a.s.−−→ µ if 1) µ satisfies Carleman’s Condition (Fact G.3) and so does µn almost surely
for large enough n, and 2) for every k = 1, 2, . . .,
E
x∼µn
xk
a.s.−−→ E
x∼µx
k
where the convergence a.s.−−→ is over the randomness of the measure µn.
For more background on the Moment Method, see [42].
Fact G.3 (Carleman’s Condition). Let µ be a measure on R such that all moments
Mk =
∫ ∞
−∞
xn dµ(x), k = 0, 1, 2, . . .
are finite. If
∞∑
k=1
M
− 12k
2k =∞,
then µ is the only measure on R with {Mk}k as its moments.
H Proving the Marchenko-Pastur Law by Tensor Programs
Marchenko-Pastur law [27] is another cornerstone random matrix result on the level of semicircle
law. It says that the spectrum µAA> of (what’s known as Wishart) matrices AA>, where A ∈
Rm×n, Aαβ ∼ N (0, 1/n), converges in distribution if the shape ratio m/n → ρ for a finite but
nonzero ρ ∈ (0,∞): (see Definition G.1 for meaning of a.s.−−→)
µAA>
a.s.−−→ µmp(x) def= relu(1− ρ−1)δ(x) + 1
ρ2pix
√
(b− x)(x− a)I[a,b](x) dx (26)
where δ(x) is the Dirac Delta, relu(x) = xI(x > 0), a = (1 − √ρ)2, and b = (1 + √ρ)2. This
distribution also yields the (square of) of the singular value distributions of A.
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In this section, we use NETSOR> with variable dimensions (Appendix F) to prove this law. Like for
the semicircle law, our purpose is to 1) demonstrate concrete examples of computing with NETSOR>
with variable dimensions, and 2) “benchmark” and show our framework powerful enough to prove
this nontrivial result.
Like in Section 3, we adopt the Moment Method (Fact G.2). This means that we need to show that
the moments of AA> converge to the corresponding moments of µ:
1
n
tr
(
AA>
)k → E
λ∼µmp
λk, for all k = 1, 2, . . . (27)
To calculate this moment tr
(
AA>
)k
, we use the trace trick to rewrite it as
1
n
tr
(
AA>
)k
=
1
n
E
v∼N (0,I)
v>
(
AA>
)k
v.
We can then express the RHS in a NETSOR> program with variable dimensions: Let V = {v},W =
{A}, and introduce new vectors via MatMul like so
ui = A>vi−1, vi = Aui, i = 1, . . . , k,
where we have set v0 = v for convenience. Then mathematically, vi = (AA>)iv. By Theorem 3.3,
1
n
tr
(
AA>
)k
= E
v
v>vk
n
a.s.−−→ EZvZvk .
Thus, we are done if can demonstrate
EZvZv
k
= E
λ∼µmp
λk
Now, all that is left is to compute Zv
i
.
H.1 Explicit Calculations of the First Few Moments
To give a concrete feel for the proof, we first calculate the first few moments as examples. Before we
begin, note that σ˚2A = 1 and σ˚
2
A> = ρ (where σ˚
2
A> is as defined in Setup F.5).
First Moment First we have Zv = N (0, 1), Zu1 = N (0, σ˚2A>) = N (0, ρ), independent of each
other. Then
Zv
1
= Zˆv
1
+ Z˙v
1
,
where Z˙v
1
= σ˚2AZ
v E ∂Z
u1
∂Zˆu1
= Zv and Zˆv
1
= N (0, ρ) independent of everything else. Thus, the
first moment of AA> has limit
1
n
trAA> a.s.−−→ EZvZv1 = EZvZ˙v1 = E(Zv)2 = 1 = E
λ∼µmp
λ
Second Moment Next, we have Zu
2
= ZA
>v1 = Zˆu
2
+ Z˙u
2
where
Z˙u
2
= σ˚2A>
(
Zu
1
E
∂Zv
1
∂Zˆv1
)
= ρZu
1
,
and Zˆu
2
is zero-mean and jointly Gaussian with Zˆu
1
, with
Var
(
Zˆu
2
)
= σ˚2A> E
(
Zv
1
)2
= ρ
(
E
(
Zˆv
1
)2
+ E
(
Z˙v
1
)2)
= ρ(ρ+ 1) = ρ2 + ρ
Cov
(
Zˆu
2
, Zˆu
1
)
= σ˚2A> EZ
v1Zv = ρE Z˙v
1
Zv = ρ.
Then Zv
2
= ZAu
2
= Zˆv
2
+ Z˙v
2
, where
Z˙v
2
= σ˚2A
(
Zv
1
E
∂Zu
2
∂Zˆu2
+ Zv E
∂Zu
2
∂Zˆu1
)
= Zv
1
+ ρZv.
Thus, the second moment of AA> has limit
1
n
tr
(
AA>
)2 a.s.−−→ EZvZv2 = EZv (Zv1 + ρZv) = 1 + ρ = E
λ∼µmp
λ2.
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H.2 Proof for General Moments
In general, we have
• {Zˆvi}i is jointly Gaussian with covariance
Cov
(
Zˆv
i
, Zˆv
j
)
= EZu
i
Zu
j
,
• {Zˆui}i is jointly Gaussian with covariance
Cov
(
Zˆu
i
, Zˆu
j
)
= ρEZv
i−1
Zv
j−1
,
• and
Z˙v
i
=
i−1∑
j=0
Zv
j
E
∂Zu
i
∂Zˆuj+1
, Z˙u
i
= ρ
i−1∑
j=1
Zu
j
E
∂Zv
i−1
∂Zˆvj
. (28)
Expanding all Z• into Zˆ•+ Z˙• recursively, it is easy to see that there are coefficients {aij}i,j , {bij}i,j
such that
Zv
i
=
i∑
j=0
aijZˆ
vj , Zu
i
=
i∑
j=1
bijZˆ
uj . (29)
Since Zˆv = Zˆv
0
is independent from all other Zˆ•, we thus seek to prove
ak0 = EZv
k
Zv = E
λ∼µmp
λk.
Given Eq. (29), we see
aij = E
∂Zv
i
∂Zˆvj
, bij = E
∂Zu
i
∂Zˆuj
.
Plugging Eq. (29) into Eq. (28), we see
Z˙v
i
=
i−1∑
j=0
Zv
j
E
∂Zu
i
∂Zˆuj+1
=
i−1∑
j=0
Zv
j
bij+1
=
i−1∑
j=0
(
j∑
l=0
ajl Zˆ
vl
)
bij+1 =
i−1∑
l=0
Zˆv
l
i−1∑
j=l
ajl b
i
j+1.
Then
i∑
l=0
ailZˆ
vl = Zv
i
= Zˆv
i
+ Z˙v
i
= Zˆv
i
+
i−1∑
l=0
Zˆv
l
i−1∑
j=l
ajl b
i
j+1.
Matching coefficients, we obtain the recurrence relation
aii = 1, and for all l = 0, . . . , i− 1, ail =
i−1∑
j=l
ajl b
i
j+1. (30)
Similarly
Z˙u
i
= ρ
i−1∑
j=1
Zu
j
E
∂Zv
i−1
∂Zˆvj
= ρ
i−1∑
j=1
Zu
j
ai−1j
= ρ
i−1∑
j=1
(
j∑
l=1
bjl Zˆ
ul
)
ai−1j = ρ
i−1∑
l=1
Zˆu
l
i−1∑
j=l
bjl a
i−1
j .
Then
i∑
l=1
bilZˆ
ul = Zu
i
= Zˆu
i
+ Z˙u
i
= Zˆu
i
+ ρ
i−1∑
l=1
Zˆu
l
i−1∑
j=l
bjl a
i−1
j .
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Matching coefficients, we get
bii = 1, and for all l = 1, . . . , i− 1, bil = ρ
i−1∑
j=l
bjl a
i−1
j . (31)
Let Mr def= Eλ∼µmp λr. Then we claim that the solution to the recurrence Eq. (30) and Eq. (31) is
given by
aij = Mi−j , b
i
i = 1, and b
i
j = ρMi−j for all i− j ≥ 1.
Plugging into Eq. (30) and Eq. (31), we see it remains to show the following Catalan-like identity
Ms = ρ
s−2∑
r=1
MrMs−1−r + (1 + ρ)Ms−1. (32)
This can be done by a change of variables to express Eλ∼µmp λr as an expectation over the semicircle
law µsc:
Mr = E
λ∼µmp
λr = E
λ∼µsc
(1 + ρ+ λ
√
ρ)r−1.
Expanding the power and using the Catalan identity Eq. (5) for the moments of the semicircle law,
we have
Mr =
b(r−1)/2c∑
k=0
αk(1 + α)r−1−2k
(
r − 1
2k
)
Ck (33)
where Ck is the kth Catalan number. Then one can verify Eq. (32) by expanding Mr into Catalan
numbers using Eq. (33), and repeatedly applying the Catalan identity Ck =
∑k−1
i=0 CiCk−1−i. This
finishes the proof of the Marchenko-Pastur law.
I Subprogram and Subprogram Independence
To prove Theorem 4.2, we need to introduce a notion of subprograms and then the independence of
subprograms. Our key lemma in this section is Lemma I.5, which shows that, if a subprogram is
sufficiently uncorrelated from the previous subprogram, then it is also independent from it.
Definition I.1. A program can be written down formally as a sequence of lines, each assigning a new
vector generated from Nonlin or MatMul to a new variable, like the examples above. A subprogram
of a program is a span of such lines. Given a program pi and subprograms pi1, . . . , pik, we write
pi = pi1| · · · |pik if pi consists of pi1 followed by pi2 followed by pi3, and so on, ending with pik. Each
vector in pi is introduced in a unique subprogram pii, for which we write v ∈ pii. By convention, all
initial vectors in V are included in the first subprogram pi1.
For example, the simple NETSOR> program represented by Eq. (2) can be split into two subprograms,
one which introduces xl, hl for l = 1, . . . , R, and another with l = R+1, . . . , L. As another example,
Eq. (21) and Eq. (22) are two subprograms that comprise the program expressing the forward and
backward propagations of the network. In general, forward propagation and backward propagation
form natural subprograms, where the latter depends on (the preactivations computed in) the former.
Next, we introduce the notion of subprogram independence, which generalizes the main property of
Simple GIA Check (Condition 1). Before that, we first recall the notation for distributional equality.
Notations Given two random variables X,Z, and a σ-algebra A, the notation X d=A Z means that
for any integrable function φ and for any random varible Z measurable on A, Eφ(X)Z = Eφ(Z)Z.
We say that X is distributed as (or is equal in distribution to) Z conditional on A. In case A is the
trivial σ-algebra, we just write X d= Z. If X and Z agrees almost surely, then we write X a.s.= Z.
Definition I.2. Consider a program divided into two subprograms: pi = pi1|pi2. For each W ∈ W ,
we create an iid copy W¯ . Let p¯i2 be the same as pi2 except that each matrix W used in pi2 is replaced
with W¯ in p¯i2. Let x1, . . . , xk denote the vectors of pi1, y1, . . . , yp denote the vectors of pi2, and
y¯1, . . . , y¯p denote the vectors of p¯i2. We say pi2 is independent from pi1 if we have the distributional
equality
(Zx
1
, . . . , Zx
k
, Zy
1
, . . . , Zy
p
)
d
= (Zx
1
, . . . , Zx
k
, Z y¯
1
, . . . , Z y¯
p
)
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or equivalently, the conditional distributional equality
(Zy
1
, . . . , Zy
p
)
d
=
Zx1 ,...,Zxk
(Z y¯
1
, . . . , Z y¯
p
).
For example, if pi1 expresses the forward computation of a network satisfying Simple GIA Check
(Condition 1), and pi2 expresses the backward computation, then we can assume W> used in pi2
(backpropagation) is independent from W used in pi1 (forward propagation). This then implies pi2 is
independent from pi1. On the other hand, the subprogram given by Eq. (22) is not independent from
the subprogram given by Eq. (21), as we calculated.
Note Definition I.2 is purely about the structure of the subprograms (which is the only thing the
random variables Z• depend on), not the values of the vectors or matrices in the program.
We will talk about polynomials of matrices below, e.g. WW>W 2(W>)2 if W is a square matrix.
Definition I.3 (Noncommutative Polynomial). Given a matrix W ∈ Rm×n, a (noncommutative)
monomial in {W,W>} is a product aX1X2 · · ·Xk for some a ∈ R, k ≥ 0, where each Xi ∈
{W,W>} (with appropriate matching shapes). Its degree is k. A (noncommutative) polynomial in
{W,W>} is a linear combination of such monomials. Its degree is the maximum degree of all of its
nonzero monomials.
Remark I.4. If W and v are a matrix and a vector of a program, and A is a polynomial in {W,W>},
then one can naturally express the product Av in NETSOR>. For example, if A = W (W>)2W , then
Av = u where
v1 = Wv, v2 = W>v1, v3 = W>v2, u = Wv3.
Below, when we say a program calculates Av, we mean a program of this form.
The following is the key workhorse of this section. It says that, in a program pi1|pi2, if pi2 1) consists
of only MatMul and 2) only depends on pi1 through a single vector v uncorrelated with most vectors
of pi1, then pi2 is independent from pi1. As we will comment shortly, this gives another proof of the
Gradient Independence Assumption when Simple GIA Check (Condition 1) is satisfied.
Lemma I.5 (Independence from Uncorrelation). Consider a NETSOR> program pi = pi1|pi2, and
pi2 calculates Av (in the sense of Remark I.4) where v is a vector of pi1 and A is a polynomial in
{W,W>} for some W ∈ W . If EZvZx = EZvZˆy = 0 for every x, y ∈ pi1 with y = Wx or
y = W>x, then pi2 is independent from pi1.
Note if Wv or W>v appears in pi1, then the premise implies Zv = 0 and the theorem becomes
vacuously true. So to get nontrivial implications, Wv and W>v should not appear in pi1. Given
Lemma I.5, we can obtain a more explicit form of ZAv by some straightforward calculation.
Lemma I.6. In the setting of Lemma I.5, we have
ZAv = τZv + S
where S is zero-mean and independent from {Zu : u ∈ pi1}, and τ = limn→∞ 1n trA.
Proof. By Lemma I.5, we can assume that W (where A is a polynomial in {W,W>}) is independent
from everything in pi1. Then a simple induction on the degree of A in W shows that
ZAv = τZv + S (34)
where S is zero-mean and independent from {Zu : u ∈ pi1}.
However, at this point, we don’t know what τ would be. To understand τ , we proceed as follows. Let
v¯ be sampled iid according to v¯α ∼ Zv (which can be constructed with a NETSOR> program40), so
that Z v¯ d= Zv . Then we can easily see from the definition of Z that ZAv¯ = τZ v¯ + S¯ where τ here is
the same as τ in Eq. (34) and (Z v¯, S¯) d= (Zv, S). Then by the Master Theorem,
τ E(Z v¯)2 = EZAv¯Z v¯ = lim
n→∞
1
n
v¯>Av¯ = lim
n→∞
1
n
trAE(Z v¯)2
we get τ = limn→∞ 1n trA as desired.
40The vector v can always be expressed as φ(g1, . . . , gk) for some G-vars g1, . . . , gk and some function
φ : Rk → R. Then v¯ can be constructed as φ(g¯1, . . . , g¯k) where {g¯1α, . . . , g¯kα} ∼ N (µ,Σ) with µi = EZg
i
and Σij = EZg
i
Zg
k
.
40
Extension to NETSOR>+ and Variable Dimensions Both Lemmas I.5 and I.6 hold as stated for
NETSOR>+ programs (see Appendix E) and programs with variable dimensions (see Appendix F).
Note that, in programs with variable dimensions, the τ in Lemma I.6 vanishes if v and Av are in
different CDCs.
Another Look at How Simple GIA Check Implies GIA The lemmas above give us another proof
that the gradient independence assumption leads to correct calculations given Simple GIA Check
(Theorem D.1). To demonstrate Lemmas I.5 and I.6 in action, before proving FIP, we give a proof of
Theorem D.1 for MLP.
Proof sketch for an MLP. Consider the MLP f(ξ) = WL+1xL(ξ) with input ξ ∈ Rd and output
dimension 1, where we recursively define, for l = 1, . . . , L,
gl(ξ) = W lxl−1(ξ) dxl−1(ξ) = W l>dgl(ξ)
xl(ξ) = φ(gl(ξ)) dgl(ξ) = φ′(gl(ξ)) dxl(ξ).
Here, the dimensionalities are W 1 ∈ Rn×d;W 2, . . . ,WL ∈ Rn×n;WL+1 ∈ R1×n, and for all
l ∈ [L], gl, xl, dxl, dgl ∈ Rn.
Let piF be the program that computes gl, xl, l = 1, . . . , L, on an input ξ. Below, we abbreviate
gl = gl(ξ) and so on. In this program, V = {g1, dxL = √nWL+1}, 41andW = {W 2, . . . ,WL}.42
Now let’s see how to apply Lemmas I.5 and I.6 to show Theorem D.1. The first step of the backward
pass is dgL = φ′(gL)  dxL. Let pi1 denote piF plus this line. Let pi2 be the next line dxL−1 =
WL>dgL. Then pi1, pi2 along with v = dgL satisfies the condition of Lemma I.5. Indeed, Zdg
L
is
uncorrelated from Zg
L
and Zx
L−1
= Zˆx
L−1
because Zdg
L
is linear in Zdx
L
, which is by definition
sampled independently from all W 1, . . . ,WL. Thus, by Lemma I.5, we may rigorously treat WL>
as independent from WL for the purpose of computing any quantity of the form of the Theorem 2.10
for the program pi1|pi2. In particular, by Lemma I.6, ZdxL−1 = τZdgL + S, where S is zero-mean
and independent from {Zu : u ∈ pi1}, and τ = limn→∞ 1n trWL> = 0, i.e. Zdx
L−1
= S.
Then we can repeat this reasoning inductively: Zdg
L−1
= φ′(Zg
L−1
) · ZdxL−1 = φ′(ZgL−1) · S is
uncorrelated from Zg
L−1
and Zx
L−2
= Zˆx
L−2
because Zdg
L−1
is linear in S. This lets us apply
Lemmas I.5 and I.6 to pi2 being the line dxL−2 = WL−1>dgL−1, pi1 being all previous lines, and v
being dgL−1. So on and so forth.
I.1 Proving Lemma I.5
Here we prove Lemma I.5. It will use the following trivial but useful facts.
Proposition I.7. For any x ∈ pi, Zx is measurable against the σ-algebra generated by {Zˆy :
G-var y ∈ pi}. .
Lemma I.8. Fix a matrix W . If EZvZˆWh = 0 for all G-var Wh introduced before v, then
E ∂Zv/∂ZˆWh = 0 for all such Wh as well.
Proposition I.7 follows from a simple inductive argument, and Lemma I.8 follows from Eq. (4).
Proof of Lemma I.5. It suffices to prove the case when we assume A =
∏p
i=1W
ti , ti ∈ {1,>}, can
be expressed as a monomial of degree p in {W,W>}. Let W¯ be an iid copy of W as in Definition I.2
and likewise let p¯i2, y1, . . . , yp, y¯1, . . . , y¯p be as in Definition I.2. By our assumption, pi2 computes
y1 = W t1v and yi = W tiyi−1 for i = 2, . . . , p, and likewise p¯i2 computes y¯1 = W¯ t1v and
y¯i = W¯ ti y¯i−1 for i = 2, . . . , p.
Define X to be the σ-algebra generated by {Zx : x ∈ pi1}. Note that by Proposition I.7, X is also
the σ-algebra generated by {Zˆx : G-var x ∈ pi1}. Then we need to show
(Zy
1
, . . . , Zy
p
)
d
=X (Z y¯
1
, . . . , Z y¯
p
).
41 Here dxl should be interpreted as
√
n∂f/∂xl, and likewise for dgl.
42 For concreteness (which will not matter much below): we sampleW lαβ ∼ N (0, 1/n) for l = 2, . . . , L+ 1,
and suppose g1α
d
= N (0, 1), induced by appropriate sampling of W 1.
41
We proceed by induction on p. The base case of p = 0 is vacuously true.
Suppose the induction hypothesis holds for p = q − 1
(Zy
1
, . . . , Zy
q−1
)
d
=X (Z y¯
1
, . . . , Z y¯
q−1
).
and we shall prove it for p = q. A simple inductive argument (as in our proof of the semicircle law;
see Section 3.3) shows that for each i ∈ [q − 1], we have
Z y¯
i
= τiZ
v + S¯i (35)
for some τi ∈ R and some zero-mean S¯i independent from X (and thus also independent from Zv).
Since we have assumed A to be a monomial in {W,W>}, we can suppose WLOG that tq = 1 so
that yq = Wyq−1. By definition, Zy
q
= Zˆy
q
+ Z˙y
q
and Z y¯
q
= Zˆ y¯
q
+ Z˙ y¯
q
. We shall show
(Zy
1
, . . . , Zy
q−1
, Zˆy
q
, Z˙y
q
)
d
=X (Z y¯
1
, . . . , Z y¯
q−1
, Zˆ y¯
q
, Z˙ y¯
q
)
which would imply the IH for p = q.
Case Zˆy
q
: By definition, Zˆy
q
(resp. Zˆ y¯
q
) is zero-mean, jointly Gaussian with {ZˆWx : x,Wx ∈ pi}
(resp. {ZˆW¯x : x, W¯x ∈ p¯i2}), and independent from {ZˆQx : x,Qx ∈ pi} for any Q 6= W (resp. for
anyQ 6= W¯ ). By Proposition I.7, these facts fully determine the distributions ofZy1 , . . . , Zyq−1 , Zˆyq
and of Z y¯
1
, . . . , Z y¯
q−1
, Zˆ y¯
q
conditioned on X . We thus need to show that A) Cov(Zˆyq , Zˆyi) =
Cov(Zˆ y¯
q
, Zˆ y¯
i
) for all i = 1, . . . , q−1, and B) Cov(Zˆyq , Zˆg) = Cov(Zˆ y¯q , Zˆg) for all G-var g ∈ pi1.
A) For any i = 2, . . . , q− 1, we either have yi = Wyi−1 or yi = W>yi−1. 1) In the latter case, Zˆyi
is independent from Zˆy
q
, and likewise Zˆ y¯
i
is independent from Zˆ y¯
q
, so trivially Cov(Zˆy
q
, Zˆy
i
) =
Cov(Zˆ y¯
q
, Zˆ y¯
i
) = 0. 2) In the former case,
Cov(Zˆy
q
, Zˆy
i
) = Cov(ZˆWy
q−1
, ZˆWy
i−1
)
= σ2W EZy
q−1
Zy
i−1
= σ2W EZ y¯
q−1
Z y¯
i−1
by IH
= Cov(Zˆ y¯
q
, Zˆ y¯
i
)
as desired. For i = 1, we either have y1 = Wv or y1 = W>v, and a similar logic shows
Cov(Zˆy
q
, Zˆy
1
) = Cov(Zˆ y¯
q
, Zˆ y¯
1
) as well.
B) If g ∈ pi1 is a G-var with g = Qx for some Q 6= W and x ∈ pi1, then by definition, Zˆg is
independent from both Zˆy
q
and Zˆ y¯
q
. Now suppose instead g = Wx for some x ∈ pi1. Then
Cov(Zˆy
q
, Zˆg) = σ2W EZy
q−1
Zx = σ2W EZ y¯
q−1
Zx by IH
= σ2W (τq−1 EZvZx + E S¯q−1Zx) = 0 by Eq. (35)
= Cov(ZˆW¯ y¯
q−1
, ZˆWx) = Cov(Zˆ y¯
q
, Zˆg).
Here E S¯q−1Zx = 0 because S¯q−1 is zero-mean and independent from Zx as x ∈ pi1, and EZvZx =
0 by the premise of this theorem.
Case Z˙y
q
: By definition, Z˙y
q
is a linear combination Z˙y
q
= σ2W
∑
(y,x)∈P Z
x E ∂Z
yq−1
∂Zˆy
, where
P is the set of all y = W>x introduced before yq in pi. Likewise, Z˙ y¯q is a linear combination
Z˙ y¯
q
= σ2W
∑
i∈I Z
y¯i−1 E ∂Z
y¯q−1
∂Zˆy¯i
where I is the set of all i ∈ [q − 1] such that y¯i = W¯>y¯i−1, and
for convenience here we have set y0 = y¯0 = v. Clearly, by IH,
(Z y¯
1
, . . . , Z y¯
q−1
, Zˆ y¯
q
, Z˙ y¯
q
)
d
=X
(
Zy
1
, . . . , Zy
q−1
, Zˆy
q
, σ2W
∑
i∈I
Zy
i−1
E
∂Zy
q−1
∂Zˆyi
)
.
Note that {(yi, yi−1) : i ∈ I} ⊆ P . So it suffices to show that E ∂Zy
q−1
∂Zˆy
= 0 for all (y, x) ∈
P \ {(yi, yi−1) : i ∈ I}. Fix one such y, which must have been introduced in pi1.
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Now by Eq. (35), E ∂Z
yq−1
∂Zˆy
= E ∂Z
y¯q−1
∂Zˆy
= E τq−1 ∂Z
v
∂Zˆy
+
∂S¯q−1
∂Zˆy
. Since S¯q−1 is zero-mean and
independent from X 3 Zˆy, we have E ∂S¯q−1
∂Zˆy
= 0. At the same time, by Lemma I.8, E ∂Z
v
∂Zˆy
= 0
because EZvZˆW>h = 0 for all G-var W>h ∈ pi1 by the premise of this theorem. Combining these
results together, we get E ∂Z
yq−1
∂Zˆy
= 0 as desired.
J Proving Free Independence Principle
Proof of Theorem 4.2. For each i = 1, . . . , t, let Ai be a polynomial in {W,W>} for some W ∈ W
or in {Diag(x) : x ∈ pi}, such that consecutive Ai and Ai+1 are always polynomials in different
collections. (Here superscripts always denote indices). Then we need to show
1
n
tr(At − I 1
n
trAt) · · · (A1 − I 1
n
trA1)
a.s.−−→ 0.
We apply the trace trick to re-express this as
1
n
E v>(At − I 1
n
Eut>Atut) · · · (A1 − I 1
n
Eu1>A1u1)v a.s.−−→ 0 (36)
where expectation is taken over v, u1, . . . , ut ∼ N (0, I). We will express this as a NETSOR>+
program and apply Theorem A.7 to show this convergence. This NETSOR>+ program takes the
form of pi|pi′ where pi is the program in the theorem statement defining W ∈ W and x ∈ pi, and pi′
computes 1nv
>(At − 1nut>Atut) · · · (A1 − 1nu1>A1u1)v, as we describe in more detail below43. .
Inside pi′ , we let v0 = v and compute vi as follows in subprograms of pi′:
vi = (Ai − 1
n
ui>Aiui)vi−1, ∀i ∈ [t].
Then the quantity in Eq. (36) is just 1nv
>vt.
Example If Ai = (W>)2W for some W ∈ W then we can unpack vi = (Ai − 1nui>Aiui)vi−1
into the subprogram
g1 = Wvi−1 g2 = W>g2 g3 = W>g3 = Aivi−1 h1 = Wui
h2 = W>h1 h3 = W>h2 c =
1
n
ui>h3 vi = g3 − c · vi−1.
Here c is computed using Moment and vi is computed using Nonlin+, and everything else uses
MatMul. Similarly, if Ai = Diag(x) for some x ∈ pi with bounded coordinates, then we can unpack
vi = (Ai − 1nui>Aiui)vi−1 into
g = x vi−1 h = x ui c = 1
n
ui>h vi = g − c · v.
Here c is computed using Moment and everything else is computed using Nonlin+. Note that, in
both examples, the nonlinearities involved satisfy the nonlinearity conditions of Theorem A.7. One
can easily see this is true in general for the entire subprogram pi′. By induction on t, we prove the
following claim, which would imply Eq. (36).
Claim J.1. For each vi, i ≥ 1, the associated random variable Zvi is zero-mean and 1) independent
from X i−1 def= {Zx : x introduced before or is vi−1} if Ai is not diagonal or 2) uncorrelated from
X i−1 and Xˆ i−1 def= {Zˆx : G-var x introduced before or is vi−1} if Ai is diagonal.
Here, “uncorrelated” means EZviR = 0 for all R ∈ X i−1∪Xˆ i−1. Applying this claim to vt, we get
E
v,u1,...,ut
v>(At − ut>Atut) · · · (A1 − u1>A1u1)v = v>vt a.s.−−→ EZvZvt = 0
43For concreteness (which won’t matter in the proof below): The initial set of vectors Vpi|pi′ is then the initial
vectors of pi along with {v, u1, . . . , ut}, Vpi|pi′ = Vpi ∪ {v, u1, . . . , ut}. Likewise, the initial matricesWpi|pi′
are the same as those of pi,Wpi .
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by Theorem A.744 , as desired, assuming rank stability (Assumption E.6). We shall check rank
stability after proving this claim.
Proof. We proceed by induction on t, starting with t = 1. Our key tool is Lemma I.6.
BaseCase: By the cyclic property of trace, we can WLOG suppose A1 is a polynomial in {W,W>}
for some W ∈ W . Furthermore, we can assume WLOG that A1 is a monomial in W
and W>. Then 1nu
1>A1u1 a.s.−−→ τ1 def= limn→∞ 1n trA1. by something? By Lemma I.6,
Zv
1
= ZA
1v = τ1Zv + S where S is zero-mean and independent from X 0. Then Zv1 =
ZA
1v−( 1nu1>A1u1)v = S satisfies the required zero-mean and independence property.
Induction:
NondiagonalCase By IH, Zv
i−1
is uncorrelated from X i−2 ∪ Xˆ i−2. So we can apply
Lemma I.6 in the same fashion as in the base case to obtain the desired result.
DiagonalCase: Suppose Ai = Diag(x) for some x ∈ pi. By the non-consecutive assump-
tion, Ai−1 is not diagonal. So IH tells us Zv
i−1
is independent from X i−2. One
can see easily that Zv
i
= Zv
i−1
(Zx − EZx). We need to prove EZviR = 0 for all
R ∈ X i−1 ∪ Xˆ i−1. We divide into cases:
1. Suppose R ∈ X i−2 ∪ Xˆ i−2. Then EZviR = EZvi−1(Zx − EZx)R =
EZvi−1 E(Zx − EZx)R = 0 because Zvi−1 is independent from Zx and R
and is zero-mean.
2. Suppose R ∈ Xˆ i−1 \ Xˆ i−2. Then R is possibly correlated with Zvi−1 but
{R,Zvi−1} is independent from X i−2 3 x by Lemma I.5. Therefore, EZviR =
EZvi−1(Zx − EZx)R = EZvi−1RE(Zx − EZx) = 0.
3. Suppose R ∈ X i−1 \ X i−2. Then R decomposes into R = τZvi−2 + S by
Lemma I.6 for some τ ∈ R and S zero-mean and independent from X i−2. Then
EZv
i
R = EZv
i−1
= EZv
i−1
(Zx − EZx)R
= EZv
i−1
(Zx − EZx)(τZvi−2 + S)
= τ EZv
i−1
(Zx − EZx)Zvi−2 + EZvi−1(Zx − EZx)S
= 0.
Here EZvi−1(Zx−EZx)S = EZvi−1S E(Zx−EZx) = 0 because {Zvi−1 , S}
is independent from Zx. Similarly, EZvi−1(Zx−EZx)Zvi−2 = EZvi−1 E(Zx−
EZx)Zvi−2 = 0 because by IH Zvi−1 is zero-mean and independent from X i−2 3
Zx, Zv
i−2
.
Finally, to see rank stability (Assumption E.6), we simply note two points: 1) The subprogram pi is a
NETSOR> program and thus it has rank stability automatically (Remark E.13). 2) Zˆx has nonzero
variance for every G-var x computed in pi′. Since each vector used in MatMul in pi′ depends linearly
on some unique Zˆx, this shows that the rank in Assumption E.6 is always full, and thus rank stability
holds.
K Mathematical Tools
We will use the following trivial but useful fact repeatedly.
44 While Theorem A.7 is stated for a program (and not a subprogram), its proof can be readily adapted to the
subprogram case.
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Lemma K.1. For an integer m, and complex numbers ai ∈ C, i ∈ [k],∣∣∣∣∣
k∑
i=1
ai
∣∣∣∣∣
m
≤ km−1
k∑
i=1
|ai|m .
Proof. Expand the power in the LHS using the multinomial theorem, apply AM-GM to each sum-
mand, and finally aggregate using triangle inequality.
K.1 Probability Facts
Notations Given two random variables X,Z, and a σ-algebra A, the notation X d=A Z means that
for any integrable function φ and for any random varible Z measurable on A, Eφ(X)Z = Eφ(Z)Z.
We say that X is distributed as (or is equal in distribution to) Z conditional on A. In case A is the
trivial σ-algebra, we just write X d= Z. If X and Z agrees almost surely, then we write X a.s.= Z. The
expression X d−→ Z (resp. X a.s.−−→ Z) means X converges to Z in distribution (resp. almost surely).
Lemma K.2. Let {Xn}n≥1 be a sequence of random variables with zero mean. If for some p ∈ N
and for all n, EX2pn ≤ cn−1−λ, for some λ > 0, then Xn → 0 almost surely.
Proof. By Markov’s inequality, for any  > 0,
Pr(|Xn| > ) = Pr(X2pn > 2p) ≤ EX2pn /2p ≤ cn−1−λ/2p∑
n
Pr(|Xn| > ) ≤
∑
n
cn−1−λ/2p <∞.
By Borel-Cantelli Lemma, almost surely, |Xn| ≤  for all large n. Then, if we pick a sequence
{k > 0}k converging to 0, we have that, almost surely, for each k, |Xn| ≤ k for large enough n —
i.e. almost surely, Xn → 0.
The following is a standard fact about multivariate Gaussian conditioning
Proposition K.3. Suppose Rn1+n2 3 x ∼ N (µ,K), where we partition x = (x1, x2) ∈ Rn1 ×
Rn2 , µ = (µ1, µ2) ∈ Rn1 × Rn2 , and K =
(
K11 K12
K21 K22
)
. Then x1
d
=x2 N (µ|x2 ,K|x2) where
µ|x2 = µ1 +K12K+22(x2 − µ2)
K|x2 = K11 −K12K+22K21.
Lemma K.4 (Stein’s Lemma). For jointly Gaussian random variables Z1, Z2 with means Z1, Z2,
and any differentiable function φ : R→ R where both Eφ′(Z1) and EZ1φ(Z2) exist, we have
E(Z1 − Z1)φ(Z2) = Cov(Z1, Z2)Eφ′(Z2).
More generally, for jointly Gaussian random variables Z1, . . . , Zk with means Z1, . . . , Zk, and any
differentiable function φ : Rk → R, we have
E(Z1 − Z1)φ(Z1, . . . , Zk) =
k∑
j=1
Cov(Z1, Zj)E ∂jφ(Z1, . . . , Zk)
whenever both sides are finite.
Lemma K.5. Let X = (X1, . . . , Xk) ∈ Rk be a multivariate Gaussian with 0 mean and nonde-
generate covariance Ω. Let Xi¯ denote the vector (X1, . . . , Xi−1, Xi+1, . . . , Xk) ∈ Rk−1. Likewise,
let Ωi¯i ∈ Rk−1 (resp. Ωi¯i ∈ Rk−1) be the ith row (resp. column) with entry i removed, and
Ωi¯¯i ∈ R(k−1)×(k−1) be the submatrix of Ω obtained by removing the ith row and ith column. Then
for any i ∈ [k] and any f : Rk → R,
EXif(X) =
k∑
j=1
ajΩji
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whenever both sides are defined, where
aj
def
=
E(Xj − E[Xj | Xj¯ ])f(X)
Var(Xj | Xj¯)
=
E(Xj − Ωjj¯Ω+j¯j¯Xj¯)f(X)
Ωjj − Ωjj¯Ω+j¯j¯Ωj¯j
.
Note that, for any j, aj does not depend on i.
Proof. By a standard density argument, we may assume f is differentiable. Then by multivariate
Stein’s Lemma (Lemma K.4),
EXif(X) =
k∑
j=1
Ωij E ∂jf(X).
By applying bivariate Stein’s Lemma (Lemma K.4) to conditional distributions, we get
E ∂jf(X) = E
Xj¯
E
Xj |Xj¯
∂jf(X) = E
Xj¯
E
Xj |Xj¯
(Xj − E[Xj | Xj¯ ])f(X)
Var(Xj | Xj¯)
= E
X
(Xj − E[Xj | Xj¯ ])f(X)
Var(Xj | Xj¯)
.
The other equality follows from straightforward calculations.
Lemma K.6. Let Φ : Rn → R be measurable. Then for z ∼ N (ζ,Σ), the following Hessian and
gradient matrices are equal:
d2
dζ2
EΦ(z) = 2
d
dΣ
EΦ(z)
whenever both sides exist.
Proof. First assume Σ is invertible. We check
d
dζ
e−
1
2 (ζ−z)Σ−1(ζ−z) = −Σ−1(ζ − z)e− 12 (ζ−z)Σ−1(ζ−z)
d2
dζ2
e−
1
2 (ζ−z)Σ−1(ζ−z) =
[−Σ−1 + Σ−1(ζ − z)(ζ − z)>Σ−1] e− 12 (ζ−z)Σ−1(ζ−z)
d
dΣ
e−
1
2 (ζ−z)Σ−1(ζ−z)
det(2piΣ)1/2
=
1
2
[−Σ−1 + Σ−1(ζ − z)(ζ − z)>Σ−1] e− 12 (ζ−z)Σ−1(ζ−z)
det(2piΣ)1/2
=
1
2
d2
dζ2
e−
1
2 (ζ−z)Σ−1(ζ−z).
Integrating against Φ gives the result. For general Σ, apply a continuity argument, since the set of
invertible Σs is dense inside the set of all PSD Σ.
K.2 Gaussian Conditioning Trick
Review of Moore-Penrose Pseudoinverse We first recall Moore-Penrose pseudoinverse and some
properties of it.
Definition K.7. For A ∈ Rn×m, a pseudoinverse of A is defined as a matrix A+ ∈ Rm×n that
satisfies all of the following criteria
AA+A = A, A+AA+ = A+, (AA+)> = AA+, (A+A)> = A+A.
The following facts are standard.
• If A has real entries, then so does A+.
• The pseudoinverse always exists and is unique.
• When A is invertible, A+ = A−1.
• (A>)+ = (A+)>, which we denote as A+>.
• A+ = (A>A)+A> = A>(AA>)+.
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• AA+ is the orthogonal projector to the column space of A; I − A+A is the orthogonal
project to the null space of A.
• If A has singular value decomposition A = UΛV where U and V are orthogonal and Λ has
the singular values on its diagonal, then A+ = V >Λ+U> where Λ+ inverts all nonzero
entries of Λ.
• For any collection of vectors {vi}ni=1 in a Hilbert space, w 7→
∑n
i,j=1 vi(Σ
+)ij〈vj , w〉,
where Σij = 〈vi, vj〉, is the projection operator to the linear span of {vi}ni=1.
We present a slightly more general versions of lemmas from Bayati and Montanari [6] that deal with
singular matrices.
Lemma K.8. Let z ∈ Rn be a random vector with i.i.d. N (0, v2) entries and let D ∈ Rm×n be a
linear operator. Then for any constant vector b ∈ Rn the distribution of z conditioned on Dz = b
satisfies:
z
d
=Dz=b D
+b+ Πz˜
where D+ is the (Moore-Penrose) pseudoinverse, Π is the orthogonal projection onto subspace
{z : Dz = 0}, and z˜ is a random vector of i.i.d. N (0, v2).
Proof. When D = [Im×m|0m×n−m], this claim is immediate. By rotational symmetry, this shows
that, for any vector space V and v orthogonal to it, conditioning z on V+v yields a Gaussian centered
on v with covariance determined by ΠVz. Then the lemma in the general case is implied by noting
that {z : Dz = b} can be decomposed as {z : Dz = 0}+D+b.
Lemma K.9. Let A ∈ Rn×m be a matrix with random Gaussian entries, Aij ∼ N (0, σ2). Consider
fixed matrices Q ∈ Rm×q, Z ∈ Rn×q, P ∈ Rn×p, X ∈ Rm×p. Suppose there exists a solution in A
to the equations Z = AQ and X = A>P . Then the distribution of A conditioned on Z = AQ and
X = A>P is
A
d
=Z=AQ,X=A>P E + Π
⊥
P A˜Π
⊥
Q
where
E = ZQ+ + P+>X> − P+>P>Y Q+,
A˜ is an iid copy of A, and Π⊥P = I −ΠP and Π⊥Q = I −ΠQ in which ΠP = PP+ and ΠQ = QQ+
are the orthogonal projection to the space spanned by the column spaces of P and Q respectively.
Proof. We apply Lemma K.8 to D : A 7→ (AQ,P>A). The pseudoinverse of D applied to (Z,X>)
can be formulated as the unique solution of
argmin
A
{‖A‖2F : AQ = Z,P>A = X>}
where ‖ − ‖F denotes Frobenius norm. We check that E is a 1) a solution to AQ = Z,P>A = X>
and 2) the minimal norm solution.
We have EQ = ZQ+Q + P+>X>Q − P+>P>Y Q+Q. Note that Y Q+Q = Z because Z =
AQ =⇒ Y Q+Q = AQQ+Q = AQ = Z. So EQ = Z + P+T (X>Q − P>Z). But X>Q =
P>AQ = P>Z, so EQ = Z as desired. A similar, but easier reasoning, gives P>E = X>. This
verifies that E is a solution.
To check that E is minimal norm, we show that it satisfies the stationarity of the Lagrangian
L(A,Θ,Γ) = ‖A‖2F + 〈Θ, Z −AQ〉+ 〈Γ, X −A>P 〉.
So ∂L∂A = 0 =⇒ 2A = ΘQ> + PΓ> for some choices of Θ ∈ Rn×q and Γ ∈ Rm×p. For
Θ = 2Z(Q>Q)+ and Γ> = 2(P>P )+[X> − P>ZQ>], we can check that
ΘQ> + PΓ> = 2Z(Q>Q)+Q> + 2P (P>P )+[X> − P>ZQ+]
= 2ZQ+ + 2P+>X> − 2P+>P>ZQ+
= 2E
as desired.
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K.3 Hermite Polynomials
We follow a presentation roughly given by O’Donnell [33].
Definition K.10. Let Hen(x) be the probabilist’s Hermite polynomial, given by the generating func-
tion ext−
1
2 t
2
=
∑∞
n=0 Hen(x)
tn
n! . Let L
2(R;N (0, 1)) be the space of square-integrable functions
against the standard Gaussian measure, equipped with inner product 〈φ, ψ〉G = Ex∼N (0,1) φ(x)ψ(x)
and norm ‖φ‖2G = 〈φ, φ〉G. Let Hn(x) = Hen(x)/‖Hen‖G be the normalized versions.
Fact K.11. {Hen(x)}n≥0 form an orthogonal basis for L2(R;N (0, 1)) and {Hn(x)}n≥0 form an
orthonormal basis for L2(R;N (0, 1)).
Fact K.12. ‖Hen‖2G = n! so that Hn(x) = Hen(x)/
√
n!.
Fact K.13. Let φ, ψ : R→ R be square integrable againstN (0, 1). Suppose we have the expansions
in the orthonormal Hermite basis
φ(x) = a0H0(x) + a1H1(x) + · · · , ψ(x) = b0H0(x) + b1H1(x) + · · · .
Let (z1, z2) ∼ N (0, C) where C11 = C22 = 1 and C12 = ρ ∈ [−1, 1]. Then we have the absolutely
convergence series
Eφ(z1)ψ(z2) = a0b0 + a1b1ρ+ a2b2ρ2 + · · · .
Suppose u1, . . . , uk are unit vectors in Rk, and let λij def= 〈ui, uj〉. Construct a zero mean Gaussian
vector z = (z1, . . . , zk) such that E zizj = λij . Note that z
d
= Ug where g = (g1, . . . , gk)
is a standard Gaussian vector and U = (uij)
k
i,j=1 is the matrix with u
i as rows. Then for any
s = (s1, . . . , sk) we can compute
E exp(〈s, z〉) = E exp(s>Ug) = E
∏
i
exp(gi(U
>s)i)
=
∏
i
E exp(gi(U>s)i) by independence of {gi}i
=
∏
i
exp
(
1
2
(U>s)2i
)
= exp
(
1
2
∑
i
(U>s)2i
)
= exp
(
1
2
‖U>s‖2
)
= exp
1
2
∑
i,j
〈ui, uj〉sisj

= exp
1
2
∑
i,j
λijsisj
 .
Dividing by exp
(
1
2
∑
i s
2
i
)
, we obtain
E exp
(∑
i
sizi − s2i
)
= exp
∑
i<j
λijsisj

E
∏
i
∑
m
Hem(zi)(m!)
−1smi =
∏
i<j
∑
n
(n!)−1 (λijsisj)
n
∑
(mi)ki=1
∏
i
smii
mi!
E
∏
i
Hemi(zi) =
∑
(n(ij))i<j
∏
i
s
∑
j 6=i n(ij)
i
∏
i<j
λ
n(ij)
ij
n(ij)!
where mi ≥ 0 for all i, and n(ij) = n(ji) ≥ 0 are indexed by unordered sets {i, j}. Matching
coefficients of s, we get
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Theorem K.14. For any sequence (mi ≥ 0)ki=1,
E
∏
i
Hemi(zi) =
(∏
r
mr!
)∏
i<j
λ
n(ij)
ij
n(ij)!

E
∏
i
Hmi(zi) =
(∏
r
√
mr!
)∏
i<j
λ
n(ij)
ij
n(ij)!

whenever there are (n(ij) ≥ 0)i<j such that, for all i, mi =
∑
j 6=i n(ij). E
∏
i Hemi(zi) = 0
otherwise.
In particular,
Theorem K.15. If φi : R → R has Hermite expansion φi(z) =
∑∞
u=0 aiuHu(z) =∑∞
u=0 biuHeu(z) where biu = aiu/
√
u!, then
E
∏
i
φi(zi) =
∑
(n(ij))i<j
(∏
r
brmrmr!
)∏
i<j
λ
n(ij)
ij
n(ij)!

=
∑
(n(ij))i<j
(∏
r
armr
√
mr!
)∏
i<j
λ
n(ij)
ij
n(ij)!

=
∑
(n(ij))i<j
(∏
r
armr
√(
mi
{n(ij)}j 6=i
))∏
i<j
λ
n(ij)
ij

where mi =
∑
j 6=i n(ij), whenever the RHS is absolutely convergent.
Lemma K.16. Suppose φi, i ∈ [k] are as in Theorem K.15, with additionally the constraint that we
have an index set I ⊆ [k] such that bi0 = ai0 = 0 (i.e. Eφi(zi) = 0) for all i ∈ I . Assume that, for
some λ < 1/2, |λij | ≤ λ/(k − 1) for all i 6= j. Then∣∣∣∣∣E
k∏
i=1
φi(zi)
∣∣∣∣∣ ≤ Ck,|I|
(
k∏
r=1
‖φr‖G
)
λd|I|/2e
for some constant Ck,|I| depending on k and |I| but independent of {φi}i and λ.
Proof. In the notation of Theorem K.15,
(
mi
{n(ij)}j 6=i
) ≤ (k− 1)mi by the multinomial theorem. Thus∣∣∣∣∣E
k∏
i=1
φi(zi)
∣∣∣∣∣ ≤ ∑
(n(ij))i<j :
∀r∈I,mr≥1
∣∣∣∣∣∣
(
k∏
r=1
armr
√(
mr
{n(rj)}j 6=r
))∏
i<j
λ
n(ij)
ij
∣∣∣∣∣∣
≤
∑
(n(ij))i<j :
∀r∈I,mr≥1
(
k∏
r=1
‖φr‖G
√
(k − 1)mr
)∏
i<j
(
λ
k − 1
)n(ij)
≤
∑
(n(ij))i<j :
∀r∈I,mr≥1
(
k∏
r=1
‖φr‖G
)
λ
∑
i<j n(ij)
=
(
k∏
r=1
‖φr‖G
)(
B|I|λd|I|/2e(1 + o(1))
)
.
where BV is the number of ways to cover V vertices with dV/2e edges, and o(1) is a term that goes
to 0 as λ → 0 and is bounded above by a function of k whenever λ < 1/2. Then an appropriate
Ck,|I| can be chosen to obtain the desired result.
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Lemma K.17. Suppose φi, i ∈ [k] are as in Theorem K.15, with additionally the constraint that, we
have some index set I ⊆ [3, k] such that for all i ∈ I , bi0 = ai0 = 0 (i.e. Eφi(zi) = 0). Assume that
|λ12| ≤ 1/2, for some λ < 1/
√
8, |λij | ≤ λ/(k − 1) for all i 6= j and {i, j} 6= {1, 2}. Then∣∣∣∣∣E
k∏
i=1
φi(zi)
∣∣∣∣∣ ≤ C ′k,|I|
(
k∏
r=1
‖φr‖G
)
λd|I|/2e
for some constant C ′k depending on k and I but independent of {φi}i and λ.
Proof. Define P = {(i, j) : 1 6= i < j 6= 2} and Q = {(i, j) : i < j and (i = 1 XOR j = 2)}.
Also write R =
∏k
r=1 ‖φr‖G. As in the above proof,
|E
k∏
i=1
φi(zi)|
≤
∑
(n(ij))i<j :
∀r∈I,mr≥1
∣∣∣∣∣∣
(
k∏
r=1
armr
√(
mr
{n(rj)}j 6=r
)) ∏
(i,j)∈P
λ
n(ij)
ij
 2−n(12)
∣∣∣∣∣∣
≤
∑
(n(ij))i<j :
∀r∈I,mr≥1
R
√√√√ 2∏
r=1
(
mr
n(12)
)(
mr − n(12)
{n(rj)}j 6∈{1,2}
) k∏
r=3
√
(k − 1)mr
 ∏
(i,j)∈P
(
λ
k − 1
)n(ij) 2−n(12)
≤ R
∑
(n(ij))i<j :
∀r∈I,mr≥1
√√√√ 2∏
r=1
(
mr
n(12)
)
(k − 1)mr−n(12)(k − 1) 12
∑k
r=3 mr
(
λ
k − 1
)∑
i<j n(ij)−n(12)
2−n(12)
= R
∑
(n(ij))i<j :
∀r∈I,mr≥1
√√√√ 2∏
r=1
(
mr
n(12)
)
λ
∑
i<j n(ij)−n(12)2−n(12)
≤ R
∑
(n(ij))i<j :
∀r∈I,mr≥1
(m1+m2
2
n(12)
)
2−n(12)λ
∑
i<j n(ij)−n(12)
≤ R
∑
(n(ij))i<j :
∀r∈I,mr≥1
(
n(12) +
1
2m(12)
n(12)
)
2−n(12)λ
∑
i<j n(ij)−n(12)
where m(12) =
∑
(i,j)∈Q
n(ij)
≤ 2R
∑
(n(ij))(i,j)∈P :
∀r∈I,mr≥1
(
1
1− 1/2
)1+ 12m(12)
λ
∑
(i,j)∈P n(ij)
≤ 2R
∑
(n(ij))(i,j)∈P :
∀r∈I,mr≥1
(
√
2λ)
∑
(i,j)∈Q n(ij)λ
∑
(i,j)∈P\Q n(ij)
≤ 2R
(
2|I|/4B|I|λd|I|/2e(1 + o(1))
)
where B|I| is the number of ways of covering |I| vertices with d |I|2 e edges, and o(1) is a term that
goes to 0 as λ → 0 and is upper bounded by a function of k for all λ < 1/√8. Choosing the
appropriate constant C ′k,|I| then gives the result.
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K.4 Bounding the Off-Diagonal Correlations of a Projection Matrix
Lemma K.18. Let Π ∈ Rn×n be an orthogonal projection matrix. Then each diagonal entry
Πii ∈ [0, 1].
Proof. Because Π = Π2, we have for each i, Πii =
∑
j Π
2
ij =⇒ Πii(1 − Πii) =
∑
j 6=i Π
2
ij ≥
0 =⇒ Πii ∈ [0, 1].
Lemma K.19. Let Π ∈ Rn×n be an orthogonal projection matrix of rank k. Consider the correlation
matrix C def= D−1/2ΠD−1/2 where D = Diag(Π). Then the off-diagonal entries of C satisfy∑
i<j C
2
ij ≤ 2.5(n− k)2, assuming k ≥ n/2.
Proof. Because Π = Π2, we have for each i, Πii =
∑
j Π
2
ij =
∑
j ΠiiΠjjC
2
ij =⇒ 1 − Πii =∑
j 6=i ΠjjC
2
ij . At the same time, each C
2
ij ∈ [0, 1]. Thus we seek an upper bound on the following
linear program in the n(n− 1)/2 variables C2(ij) (which identiy Cij = Cji = C(ij)).
Maximize
∑
i 6=j
C2(ij)
s.t. ∀i, 1−Πii =
∑
j 6=i
ΠjjC
2
(ij)
∀i < j, C2(ij) ∈ [0, 1].
This LP has the dual
Minimize
∑
i<j
τij +
∑
i
(1−Πii)ζi
s.t. ∀i < j, τij + ζiΠjj + ζjΠii ≥ 1
∀i < j, τij ≥ 0
∀i, ζi ∈ R.
Any feasible value of the dual LP is an upper bound on the original LP. We now set the dual variables.
WLOG, assume Π11 ≥ · · · ≥ Πnn. Then necessarily, 1 ≥ Πii ≥ kn for each i ∈ [k]. First define
λ def=
k
n +
n
k =
k2+n2
nk ≥ 2. Note that λ− 2 = (n−k)
2
nk .
Dual variables for 1 ≤ i < j ≤ k Now set ζi def= 1λΠii for i ∈ [k]. Then for 1 ≤ i < j ≤ k,
τij
def
= 1− (ζiΠjj + ζjΠii) = 1− 1
λ
(
rij + r
−1
ij
)
where rij = Πii/Πjj ≥ 1. Note that 1) τij is nonnegative: indeed, since r + r−1 is increasing
in r for r ≥ 1, and rij ≤ r1k ≤ n/k, we have rij + r−1ij ≤ λ, so that τij ≥ 0; 2) τij ≤ (n−k)
2
n2+k2 :
rij + r
−1
ij ≥ 2 so τij ≤ 1− 2/λ = (n−k)
2
n2+k2 .
ζj for j > k Now set ζj def= 1Π11
(
1− Πjj2Π11
)
for k < j ≤ n. Note that ζj ≥ 1/2.
τij for i ≤ k < j Then for i ≤ k < j, set
τij
def
= 1− ζiΠjj − ζjΠii = 1− Πjj
λΠii
− ζjΠii.
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Note that for Π11 = x ≥ y ≥ k/n,
Πjj
λx
+ ζjx−
(
Πjj
λy
+ ζjy
)
=
Πjj
λ
y − x
xy
+ ζj(x− y) = (x− y)
(
ζj − (xy)−1 Πjj
λ
)
= (x− y)
(
x−1
(
1− Πjj
2x
)
− (xy)−1 Πjj
λ
)
= (x− y)x−1
(
1− Πjj
2x
− y−1 Πjj
λ
)
(37)
≥ (x− y)x−1
(
1− k/n
2x
− (k/n)−1 k/n
λ
)
≥ (x− y)x−1
(
1− 1
2
− 1
2
)
≥ 0.
Thus for all i ≤ k < j, τ1j ≤ τij . Simultaneously, (37) also shows that Πjjλx + ζjx−
(
Πjj
λy + ζjy
)
≤
(x− y)x−1, so that τij − τ1j ≤ Π11−ΠiiΠ11 ≤ n−kn . We check that τ1j ≥ 0:
τ1j = 1− Πjj
λΠ11
− ζjΠ11 = 1− Πjj
λΠ11
−
(
1− Πjj
2Π11
)
=
Πjj
Π11
(
1
2
− 1
λ
)
∈
[
0,
Πjj
Π11
1
2λ
(n− k)2
nk
]
⊆
[
0,
(n− k)2
nk
]
Combined with our deduction above, we get τij ≤ τ1j + n−kn ≤ n(n−k)nk = n−kk .
τij for k < i < j For k < i < j, we set
τij
def
= 1− (ζiΠjj + ζjΠii) = 1−
(
Πjj
Π11
(
1− Πii
2Π11
)
+
Πii
Π11
(
1− Πjj
2Π11
))
= 1−
(
Πjj + Πii
Π11
− ΠjjΠii
Π211
)
=
(Π11 −Πjj)(Π11 −Πii)
Π211
∈ [0, 1].
Summary of dual variables In summary, we have
∀1 ≤ i ≤ k, ζi def= (λΠii)−1 ∈
[
λ−1, λ−1
n
k
]
∀k < i ≤ n, ζi def= 1
Π11
(
1− Πjj
2Π11
)
∈
[
1
2
,
n
k
]
∀1 ≤ i < j ≤ k, τij ∈
[
0,
(n− k)2
n2 + k2
]
∀i ≤ k < j ≤ n, τij ∈
[
0,
n− k
k
]
∀k < i < j ≤ n, τij ∈ [0, 1].
Objective value given by the dual variables Now we compute∑
i<j
τij +
∑
i
(1−Πii)ζi
=
 ∑
i<j≤k
+
∑
i≤k<j
+
∑
k<i<j
 τij +( k∑
i=1
+
n∑
i=k+1
)
(1−Πii)ζi
≤
(
k(k − 1)
2
(n− k)2
n2 + k2
+ k(n− k)n− k
k
+
(n− k)(n− k − 1)
2
)
+
(
k
n− k
n
n
kλ
+ (n− k)n
k
)
< (n− k)2
(
1
4
+ 1 +
1
2
)
+ (n− k)
(
1
λ
+
n
k
)
≤ 2.5(n− k)2
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assuming k ≥ n/2.
K.5 Law of Large Numbers for Images of Weakly Correlated Gaussians
Theorem K.20. Let z ∼ N (0,Π) where Π ∈ Rn×n is a matrix with nonzero diagonal entries and
satisfying
∑
i<j Π
2
ij/(ΠiiΠjj) ≤ R for some constant R. Consider functions φi : R→ R, i ∈ [n],
with finite variance Var (φi(x) : x ∼ N (0,Πii)) <∞. Then
Var
(
n∑
i=1
φi(zi)
)
≤
(
R
√
2 + 1
)∑
i
Var (φi(x) : x ∼ N (0,Πii)) .
Note, by Lemma K.19, if Π is an orthogonal projection matrix of rank k, then we may take R =
2.5(n− k)2. By Theorem K.20 and Chebyshev’s inequality, we have the following.
Corollary K.21 (Weak Law of Large Numbers for Images of Weakly Correlated Gaussians). Con-
sider a triangular array {ζn1 , . . . , ζnn}n≥1 of Gaussian variables, where each row is given by
ζn ∼ N (0,Σn) and the covariance matrix Σn has nonzero diagonal entries and satisfies∑
α<β
(Σnαβ)
2/(ΣnααΣ
n
ββ) ≤ R(n)
for some R(n) > 0. Let φnα : R → R, α ∈ [n], n ≥ 1, be functions with mean µnα def= Eζnα φnα(ζnα).
Then, as n→∞, we have the following convergence in probability
1
n
n∑
α=1
(φnα(ζ
n
α)− µnα) p−→ 0
if the following holds
R(n)
√
2 + 1
n2
n∑
α=1
Var
ζnα
(φnα(ζ
n
α))→ 0.
Note that, if the variance Varζnα (φ
n
α(ζ
n
α)) is uniformly bounded by some T > 0, then R(n) can grow
like n1−ε and we still have convergence in probability.
Proof of Theorem K.20. Let C = D−1/2ΠD−1/2, D = Diag(Π), be the correlation matrix of Π.
The premise of the theorem implies
∑
i<j C
2
ij ≤ R. Define functions ψi by ψi(y) = φi(
√
Πiiy)−
Ex∼N (0,1)[φi(
√
Πiix)]. Then
Var
z∼N (0,Π)
(
n∑
i=1
φi(zi)
)
= E
z∼N (0,C)
(
n∑
i=1
ψi(zi)
)2
= E
z∼N (0,C)
∑
i,j
ψi(zi)ψj(zj).
Expand ψi in the Hermite orthonormal basis,
ψi(x) = ai1H1(x) + ai2H2(x) + · · ·
where Hj(x) is the jth Hermite polynomial, normalized so that Ez∼N (0,1)Hj(z)2 = 1 (note
that H0(x) = 1 and does not appear here because Ex∼N (0,1) ψi(x) = 0 by construction). For
any locally integrable φ : R → R, let ‖φ‖2G def= Ez∼N (0,1) φ(z)2, so that ‖ψi‖2G =
∑
k a
2
ik =
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Var (φi(x) : x ∼ N (0,Πii)) . Then,∑
i<j
E
z∼N (0,C)
ψi(zi)ψj(zj) =
∑
i<j
∞∑
k=1
aikajkC
k
ij
≤
∞∑
k=1
√√√√√
∑
i<j
a2ika
2
jk
∑
i<j
C2kij

≤
∞∑
k=1
√√√√√1
2
(∑
i
a2ik
)2∑
i<j
C2ij
 since |Cij | ≤ 1
≤ 2−1/2
∞∑
k=1
(∑
i
a2ik
)
R by premise
=
R√
2
∑
i
‖ψi‖2G
On the other hand,
∑
i Ex∼N (0,1) ψi(x)2 =
∑
i ‖ψ‖2G, so that∑
i,j
E
z∼N (0,C)
ψi(zi)ψj(zj) ≤
(
R
√
2 + 1
)∑
i
‖ψi‖2G
=
(
R
√
2 + 1
)∑
i
Var (φi(x) : x ∼ N (0,Πii)) .
Theorem K.22. Let z ∼ N (0,Π) where Π ∈ Rn×n is a matrix with nonzero diagonal entries and
satisfying
∑
i<j Π
2
ij/(ΠiiΠjj) ≤ R for some constant R independent of n. Consider functions
φi : R→ R for each i ∈ [n] with mean µi def= Ezi φi(zi). Suppose each φi has finite (2p)th centered
moment Ezi(φi(zi)− µi)2p, where p ≥ 6. Then for Q def= 1n
∑n
i=1 φi(zi),
E[(Q− EQ)2p] ≤ Cn−1.5 max
i∈[n]
E (φi(zi)− µi)2p
for some constant C depending on p and R, but not on n or the functions φi. If in addition, each φi
has finite centered moments of order 2pL for some L > 1, then
E[(Q− EQ)2p] ≤ Cn−1.5+1/L L
√√√√ 1
n
n∑
i=1
E (φi(zi)− µi)2pL.
Note, by Lemma K.19, an orthogonal projection matrix of rank n−O(1) satisfies the off-diagonal
condition of Theorem K.22. Combining Theorem K.22 and Lemma K.2, we obtain the following.
Corollary K.23 (Strong Law of Large Numbers for Images of Weakly Correlated Gaussians).
Consider a triangular array {ζn1 , . . . , ζnn}n≥1 of Gaussian variables, where each row is given
by ζn ∼ N (0,Σn) and the covariance matrix Σn has nonzero diagonal entries and satisfies∑
α<β
(Σnαβ)
2/(ΣnααΣ
n
ββ) ≤ R
for some R > 0 independent of n. Let φnα : R → R, α ∈ [n], n ≥ 1, be functions with mean
µnα
def
= Eζnα φ
n
α(ζ
n
α). Then, as n→∞,
1
n
n∑
α=1
(φnα(ζ
n
α)− µnα) a.s.−−→ 0
if one of the following condition holds:
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• For some p ≥ 6 and some S independent of n,
E
ζnα
(φnα(ζ
n
α)− µnα)2p ≤ S.
• For some q > 12 and some S independent of n,
1
n
n∑
α=1
E
ζnα
(φnα(ζ
n
α)− µnα)2q < S.
Proof of Theorem K.22. Define the correlation matrix C = D−1/2ΠD−1/2, D = Diag(Π). The
premise of the theorem implies
∑
i<j C
2
ij ≤ R. Let ψi(y) = φi(
√
Πiiy)− Ex∼N (0,1)[φi(
√
Πiix)]
be the scaled, centered version of φi.
Order the off-diagonal entries of the correlation matrix in the order of decreasing squared value:
C2(ij)(1) ≥ C2(ij)(2) ≥ . . . ≥ C2(ij)(N) ,
where N =
(
n
2
)
, and (ij)(t) = (i(t)j(t)) are unordered pairs of distinct indices i(t) 6= j(t). Since∑
t C
2
(ij)(t)
≤ R, by Lemma K.19, we deduce that
|C(ij)(t) | ≤ n−1/4 for all t > R
√
n. (38)
Consider the (2p)th centered moment
E
(
1
n
n∑
i=1
ψi(yi)
)2p
= n−2p E
∑
σ:[2p]→[n]
2p∏
a=1
ψσ(a)(yσ(a)),
where y ∼ N (0, C). We shall bound the sum to show that this moment is not too large.
First note the naive bound via AM-GM,
E
∣∣∣∣∣
2p∏
a=1
ψσ(a)(yσ(a))
∣∣∣∣∣ ≤ E 12p
2p∑
a=1
ψσ(a)(yσ(a))
2p ≤ max
i∈[n]
E
y∼N (0,1)
[ψi(y)
2p]
= max
i∈[n]
E[(φi(zi)− Eφi(zi))2p : zi ∼ N (0,Πii)] def= B2p. (39)
Now, for any collection of numbers {xi ∈ R}mi=1 and any L > 0, we have the trivial bound
maxi |xi| ≤
(∑m
j=1 |xj |L
)1/L
, and this bound is tighter the larger L is. Thus
B2p ≤ n1/L L
√√√√ 1
n
n∑
i=1
(E[ψi(y)2p])L ≤ n1/LB2p,L,
where B2p,L def= L
√
1
n
∑n
i=1 E[ψi(y)2pL], for any L.
We can categorize the n2p terms of ∑
σ:[2p]→[n]
E
2p∏
a=1
ψσ(a)(yσ(a)) (40)
as follows.
• Suppose σ is injective.
– Suppose for each a 6= b, (σ(a)σ(b)) = (ij)(t) for some t > R√n, so that
|Cσ(a)σ(b)| ≤ n−1/4 by Eq. (38). By Lemma K.16,
E
2p∏
a=1
ψσ(a)(yσ(a)) ≤ C1
(
2p∏
r=1
‖ψσ(r)‖G
)(
n−1/4
)p
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for some constant C1 dependent on p but not on R, {ψr}r, or n. Thus the contribution
of all such σ to the sum Eq. (40) is
∑
all such σ
C1
(
2p∏
r=1
‖ψσ(r)‖G
)
n−p/4 ≤
∑
all σ
C1
(
2p∏
r=1
‖ψσ(r)‖G
)
n−p/4
≤ C1n−p/4
(
n∑
i=1
‖ψσ(r)‖G
)2p
= C1n1.75pB′2p
where we have set
B′2p
def
=
(
1
n
n∑
i=1
‖ψi‖G
)2p
.
– Suppose for some a, b ∈ [2p], (σ(a)σ(b)) = (ij)(t) for t ≤ R√n. There are at most
2
(
2p
2
)
R
√
n · n2p−2 ≤ C2n2p−1.5 such σ, for some C2 depending on p and R but not n
(or {ψr}r). Indeed, there are R
√
n of choosing such a t, 2
(
2p
2
)
ways of choosing their
preimages under σ out of 2p, and ≤ n2p−2 ways of choosing the rest of the values of
σ. By Eq. (39), the contribution of all such σ to the sum is at most C2n2p−1.5B2p.
• Suppose for some a∗ 6= b∗ in [2p], σ(a∗) = σ(b∗), but σ|[n]\{a∗,b∗} is injective and takes
range outside {σ(a∗)}. There are (2p2 )n( n−12p−2) ≤ C3n2p−1 such σ, where C3 depends only
on p (but not on R, {ψr}r, and n).
– Suppose for each a 6= b, (σ(a)σ(b)) = (ij)(t) for some t > R√n, so that
|Cσ(a)σ(b)| ≤ n−1/4. We apply Lemma K.16 to the 2p − 1 functions {ψ2σ(a∗)} ∪
{ψσ(a)}a 6∈{a∗,b∗}, with ψ2σ(a∗) being the sole function whose expectation is not 0, so
that the I of Lemma K.16 has size 2p− 2, and the λ of Lemma K.16 is (2p− 2)n−1/4.
Then Lemma K.16 gives
E
2p∏
a=1
ψσ(a)(zσ(a)) ≤ C4‖ψ2σ(a∗)‖G
 ∏
a6∈{a∗,b∗}
‖ψσ(a)‖G
 (n−1/4)(2p−2)/2
= C4‖ψ2σ(a∗)‖G
 ∏
a6∈{a∗,b∗}
‖ψσ(a)‖G
n−(p−1)/4
for some constant C4 depending on p but not on n, R, or {ψr}r. Thus the collective
contribution of such σ to the sum is at most
∑
all such σ
C4‖ψ2σ(a∗)‖G
 ∏
a6∈{a∗,b∗}
‖ψσ(a)‖G
n−(p−1)/4
≤ C4n−(p−1)/4
(
p
2
) n∑
i=1
‖ψ2i ‖G
∑
pi:[2p−2]→[n]\{i}
2p−2∏
a=1
‖ψpi(a)‖G
≤ C4n−(p−1)/4
(
p
2
) n∑
i=1
‖ψ2i ‖G
∑
pi:[2p−2]→[n]
2p−2∏
a=1
‖ψpi(a)‖G
= C5n−(p−1)/4
(
n∑
i=1
‖ψ2i ‖G
)(
n∑
i=1
‖ψi‖G
)2p−2
= C5n1.75(p−1)B′′2p,
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where C5 = C4
(
p
2
)
and depends only on p, but not on n, R, or {ψr}r, and where we
have set
B′′2p =
(
1
n
n∑
i=1
‖ψ2i ‖G
)(
1
n
n∑
i=1
‖ψi‖G
)2p−2
.
– Suppose for some a, b ∈ [2p], (σ(a)σ(b)) = (ij)(t) for t ≤ R√n. There are at most(
2p
2
)
n ·R√n · ( n−22p−3) = C6n2p−1.5 such σ, where C6 depends only on p and R, but not
on n or {ψr}r. Using Eq. (39) again, we can upper bound the contribution of such σ
by C6n2p−1.5B2p.
• Otherwise, there are more than one pair of inputs that collide under σ. There are at most
C7n2p−2 such σ, where C7 depends only on p, but not on n, R, or {ψr}r. Using Eq. (39),
we upper bound their contributions by C7n2p−2B2p.
To summarize, using O(−) to hide the constants C∗ which don’t depend on n or the functions ψi:
E
∑
σ:[2p]→[n]
2p∏
a=1
ψσ(a)(yσ(a)) ≤ O
(
n1.75pB′2p + n
1.75(p−1)B′′2p + n
2p−1.5B2p
)
≤ O
(
n1.75pB′2p + n
1.75(p−1)B′′2p + n
2p−1.5+1/LB2p,L
)
E
(
1
n
n∑
i=1
φi(zi)− µi)
)2p
≤ O (n−0.25pB′2p + n−0.25p−1.75B′′2p + n−1.5B2p)
≤ O
(
n−0.25pB′2p + n
−0.25p−1.75B′′2p + n
−1.5+1/LB2p,L
)
By the power mean inequality, we get that B′2p, B
′′
2p ≤ B2p ≤ n1/LB2p,L. Substitution then gives
the desired result.
This theorem can be significantly strengthened with more careful case work and applying more
involved versions of Lemmas K.16 and K.17, but we will not be concerned with this here.
L Proof of NETSOR>Master Theorem
In this section, we will give the proof for our main theorem.
A Bit of Notation and Terminology Note that, for each n, the randomness of our program specified
by Theorem 2.10 comes from the sampling of the initial vectors V and matricesW . Let U be the
product space obtained from multiplying together the corresponding probability space for each
n. Each sample from this product probability space thus correspond to a sequence {S(n)}n of
instantiatiations of V andW . Below, when we say “almost surely” (often abbreviated “a.s.”), we
mean “almost surely over the probability of U.” We will also often make statements of the form
almost surely (or, a.s.), for all large n, A(n) is true
where A(n) is a claim parametrized by n. This means that for all but a U-probability-zero set of
sequences {S(n)}n, A(n) is true for large enough n. Note that the order of the qualifiers is very
important here.
Let g1, . . . , gM be all of the G-vars (including those of V) in the program. It suffices to prove
Theorem 2.10 where k = M and the vector {hi}i are the G-vars g1, . . . , gM , since all other vectors
are Nonlin images of them. For convenience, we also assume that for all g ∈ V , we have EZg = 0;
this is without loss of generality (WLOG) since any nonzero mean can be absorbed into applications
of Nonlin.
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We induct, but on what? A natural way of going about proving Theorem 2.10 is by inducting on
the number of variables in a program. While this would be the main backbone of the proof, it turns
out such a proof would require us to assume a certain rank condition (Lemma L.11) on g1, . . . , gM
which is not so easy to check. Thus, it would be more fruitful to perform a simultaneous induction
on our claim (Moments) along with another statement, parametrized by m, that would prove such a
condition for us.
Moments (m) For any polynomially-bounded ψ : Rm → R, as n→∞,
1
n
n∑
α=1
ψ(g1α, . . . , g
m
α )
a.s.−−→ Eψ
(
Zg
1
, . . . , Zg
m
)
.
CoreSet (m) There exists a “core set”M⊆ [m] such that,
Basis (m) almost surely, for large enough n, for every i ∈ [m], there exist unique
constants (not depending on n) {aj}j∈M such that gi =
∑
j∈M ajg
j . Note the
uniqueness implies that {gi}i∈M is linearly independent.
Density (m) The distribution of the random vector
{Zgj}j∈M ∈ RM
is absolutely continuous w.r.t. the Lebesgue measure in RM, and vice versa.45 In other
words, for every measurable set U ⊆ RM,
Pr[{Zgj}j∈M ∈ U ] = 0 ⇐⇒ U has Lebesgue measure 0.
NullAvoid (m) for every triangular array of Lesbegue measure zero sets {Unα ∈
RM}n∈N,α∈[n], almost surely for all large enough n, for all α ∈ [n], we have
{giα}i∈M 6∈ Unα.
In other words, the values {giα}α∈M of the core set “avoid” Lebesgue measure zero
sets asymptotically. Intuitively, this says that the distribution of these values are not
singular. (Note the LHS depends on n although we are suppressing it notationally)
Let us explain in brief why we need to consider CoreSet satisfying Basis and NullAvoid.
• Basis reduces the consideration of Moments to only the core set G-vars, since every other
G-var is asymptotically a linear combination of them.
• When we apply the Gaussian conditioning technique Proposition K.3, we need to reason
about the pseudo-inverse Λ+ of some covariance matrix Λ. Each entry of Λ is of the form
1
n
∑n
α=1 φi(g
1
α, . . . , g
m−1
α )φj(g
1
α, . . . , g
m−1
α ) for a collection of polynomially bounded
scalar functions {φi}i. This Λ will be a random variable which converges a.s. to a deter-
minstic limit Λ˚ as n → ∞. It should be generically true that Λ+ a.s.−−→ Λ˚+ as well, which
is essential to make the Gaussian conditioning argument go through. But in general, this
is guaranteed only if Λ’s rank doesn’t drop suddenly in the n→∞ limit. We thus need to
guard against the possibility that g1, . . . , gm, in the limit, suddenly concentrate on a small
set on which {φi(g1, . . . , gm)}i are linearly dependent. This is where NullAvoid comes in.
It tells us that g1, . . . , gm will avoid any such small set asymptotically, so that indeed the
rank of Λ will not drop in the limit.
Proof organization We will show that Moments and CoreSet are true for initial G-vars in V , as the
base case, and
Moments(m− 1) and CoreSet(m− 1) =⇒ Moments(m) and CoreSet(m)
as the inductive step. By induction, we obtain Moments(M), which is Theorem 2.10.
The base cases are easy and we will dispatch with them immediately after this in Appendix L.3, but
the inductive step is much more complicated, and we will need to set up notation in Appendix L.4.
During this setup, we prove some basic limit theorems using the induction hypothesis. However, the
45 Compared to the proof of the Master Theorem in Yang [51], this is a new inductive hypothesis. This is
trivially true in the NTK case since the distribution in question is Gaussian with full support.
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full generality of these claims requires some consequences of CoreSet, which we call “rank stability”
and “zero stability.” These notions are introduced and proved in Appendix L.5.
We would then finally be able to handle the inductive steps at this point. We first prove
Moments(m− 1) and CoreSet(m− 1) =⇒ CoreSet(m)
in Appendix L.6 because it is easier. Then we prove
Moments(m− 1) and CoreSet(m− 1) =⇒ Moments(m)
in Appendix L.7.
Before we proceed with the induction, let us set up establish some matrix notations that will make
the proof significantly easier to express.
L.1 Preliminaries: Square-Integrable Random Variables and Matrix Notation
Definition L.1. Consider the space L of square-integrable random variables. This space has inner
product given by (X,Y ) 7→ EXY for any X,Y ∈ L. We will often use matrix notation in square
brackets to express certain sum of (inner) products between elements of L and real scalars in R. For
example, for X1, . . . , Xk, Y 1, . . . , Y k, X, Y ∈ L and a1, . . . , ak, a ∈ R, we write
[X1, . . . , Xk]
Y
1
...
Y k
 = k∑
i=1
EXiY i ∈ R [Y 1, . . . , Y k]
a1...
ak
 = k∑
i=1
aiY
i ∈ L
X
1
...
Xk
 [Y ] =
EX
1Y
...
EXkY
 ∈ Rk
X
1
...
Xk
 [a] =
aX
1
...
aXk
 ∈ Lk.
In addition, X
1
...
Xk
 [Y 1, . . . , Y k] =
EX
1Y 1 · · · EX1Y k
...
. . .
...
EXkY 1 · · · EXkY k
 ∈ Rk×k,
but note that this “outer product” is not a rank-1 matrix, but rather full rank typically. In general,
a matrix in Lk×l multiplied by a matrix Ll×m on the right produces a matrix Rk×m, where the
elementwise product is provided by the inner product of L; a matrix in Lk×l multiplied by a matrix
Rl×m on the right produces a matrix Lk×m, where the elementwise product is provided by the
scalar multiplication of L. In general, this mixed-type matrix multiplication is not associative,
i.e. A(BC) 6= (AB)C. We will always read a series of matrix multiplication from the right:
ABCD = A(B(CD)).
Fact L.2. Just like in a finite-dimensional inner product space, given a finite collection S =
{Xi}ki=1 ⊆ L, the orthogonal projection operator ΠS to the span of S (inside L) is given by
ΠSY
def
=
k∑
i=1
aiX
i,
for any Y ∈ L, where
a = Λ+b ∈ Rk, bj = EXjY, b ∈ Rk, Λij = EXiXj , Λ ∈ Rk×k.
In the matrix notation of Definition L.1, this can be expressed as
ΠSY = [X1, . . . , Xk]
[
Λ+
]X
1
...
Xk
 [Y ]
= [X1, . . . , Xk]

X
1
...
Xk
 [X1, . . . , Xk]

+ X
1
...
Xk
 [Y ]. (41)
We denote the the projection to the orthogonal complement of the linear span of S by
Π⊥S
def
= I −ΠS .
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L.2 Preliminaries: Adjunction Relation Between Zˆ and Z˙
A sort of “adjunction” holds between Zˆ and Z˙, as we describe below. This is a crucial calculation
needed to prove that the “Onsager correction term” Z˙ is right.
Lemma L.3. For any vectors x, h ∈ Rn and matrix W ∈ Rn×n in the program, we have46
E ZˆW
>xZh = EZxZ˙Wh.
Compare with the identity
EZW
>xZh = EZxZWh
which, assuming Theorem 2.10, would follow from (W>x)>h = x>(Wh).
Proof. Fix g = Wh and we will prove, for all u = W>v in the program,
E ZˆuZh = EZvZ˙g.
Let G be the set of G-vars introduced before g (so g 6∈ G). Note that by Proposition I.7, Zh is a
deterministic function of ZˆG def= {Zˆx : x ∈ G}. Let E be a subset of G such that ZˆE def= {Zˆx : x ∈ E}
has a nonsingular covariance matrix and generates the same σ-algebra as ZˆG . Then, because ZˆG is
jointly Gaussian, ZˆG is a linear function of ZˆE , and Zh is a deterministic function of ZˆE .
Suppose u1, . . . , uk are all G-vars in G introduced via MatMul with W>
ui = W>vi
for H-vars v1, . . . , vk. Assume WLOG that for ` ≤ k, we have {u1, . . . , u`} = {u1, . . . , uk} ∩ E ,
so that Zˆu
1
, . . . , Zˆu
`
also have full rank covariance. Note that any Zˆu
j
, j ∈ [k], has to be a linear
combination of {Zˆui}`i=1.
Any G-var g¯ where g¯ = W>h¯ for some h¯ must be one of ui, i ∈ [k], or g¯ 6∈ E . We will divide up the
proof of Lemma L.3 into two cases.
Case 1. For any i ∈ [k], we have E ZˆuiZh = EZviZ˙g .
Case 2. For any G-var g¯ 6∈ E such that g¯ = W>h¯ for some h¯, we have E Zˆ g¯Zh = EZ h¯Z˙g .
Proof of Case 1. By treating Zh as a deterministic function of ZˆE , Lemma K.5 says there are
coefficients {ax ∈ R : x ∈ E} such that
E Zˆu
i
Zh =
∑
x∈E
ax Cov(Zˆ
ui , Zˆx).
However, if x ∈ E \ {u1, . . . , uk} (i.e. x 6= W>y for some y), then Cov(Zˆui , Zˆx) = 0 by ZHat for
all i = 1, . . . , k. Thus the sum above over x ∈ E reduces to a sum over x ∈ E ∩ {u1, . . . , uk} =
{u1, . . . , u`}:
E Zˆu
i
Zh =
∑`
j=1
auj Cov(Zˆ
ui , Zˆu
j
) =
∑`
j=1
aujσ
2
W EZv
i
Zv
j
= EZv
i ∑`
j=1
aujσ
2
WZ
vj .
Note that this argument works for any ui with i ≤ `, and the constants {auj}`j=1 remain the same for
all ui:
∀i ∈ [`], E ZˆuiZh = EZvi
∑`
j=1
aujσ
2
WZ
vj .
By the observation above that any Zˆu
j
, j ∈ [k], is a linear combination of {Zˆui}`i=1, this equality is
also extended to all i ∈ [k]:
∀i ∈ [k], E ZˆuiZh = EZvi
∑`
j=1
aujσ
2
WZ
vj . (42)
46 In the variable dimension case, if x ∈ Rm, h ∈ Rn,W ∈ Rm×n, and n/m → ρ, then we have
ρE ZˆW
>xZh = EZxZ˙Wh.
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Set Y def=
∑`
j=1 aujσ
2
WZ
vj . To prove our claim for case 1, it suffices to show that Z˙g = Y .
Recall that in Remark 2.12, the matrixC ∈ Rk×k and b ∈ Rk, in the matrix notation of Definition L.1,
are given by
C =
Z
v1
...
Zv
k
 [Zv1 , . . . , Zvk ], b =
Zˆ
u1
...
Zˆu
k
 [Zh].
By Eq. (42), we can also re-express b as the following product of a k × 1 vector and a 1× 1 vector,
b =
Z
v1
...
Zv
k
 [Y ] .
Thus, from Remark 2.12,
Z˙g = [Zv
1
, . . . , Zv
k
]
[
C+
][
b
]
= [Zv
1
, . . . , Zv
k
]
[
C+
]Z
v1
...
Zv
k
 [Y ] = ΠY
where Π is the orthogonal projection in L to the subspace spanned by {Zv1 , . . . , Zvk}, as discussed
in Fact L.2. Since Y is already in this subspace, we just get
Z˙g = Y
as desired.
Proof of Case 2. Let U denote the random column vector (Zu
1
, . . . , Zu
k
)>. Then, conditioned on
U , the random variable Zh has randomness coming only from {Zˆx : x ∈ E \ {u1, . . . , uk}}. So
conditioned on U , Zh is independent from Zˆ g¯ , by ZHat. Therefore,
E Zˆ g¯Zh = E
U
(
E[Zh | U ]E[Zˆ g¯ | U ]
)
. (43)
We now will massage the RHS into the desired form. Let C ∈ Rk×k, Cij = Cov(Zˆui , Zˆuj ) be
the covariance matrix of Zˆu
i
, and let b ∈ Rk, bi = Cov(Zˆ g¯, Zˆui). Then by standard Gaussian
conditioning formula (Proposition K.3), we have
E[Zˆ g¯ | U ] = b>C+U,
as a linear function of U . Plugging into Eq. (43), in the matrix notation of Definition L.1, we have
E Zˆ g¯Zh = b>C+
Zˆ
u1
...
Zˆu
k
 [Zh].
By Case 1, we have E ZˆuiZh = EZviZ˙g , so we can write
E Zˆ g¯Zh = b>C+
Zˆ
v1
...
Zˆv
k
 [Z˙g] = E (b>C+V ) Z˙g,
where V is the random column vector (Zv
1
, . . . , Zv
k
)>. Now, because Cij = σ2W EZv
i
Zv
j
and
bi = σ
2
W EZ h¯Zv
i
, we see
b>C+V = ΠZ h¯,
where Π is the orthogonal projection to the subspace of L spanned by {Zv1 , . . . , Zvk}. Putting this
all together, we have, by the self-adjoint property of Π,
E Zˆ g¯Zh = E(ΠZ h¯)Z˙g = EZ h¯(ΠZ˙g).
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However, since Z˙g is already a linear combination of {Zv1 , . . . , Zvk} by definition (ZDot), we have
ΠZ˙g = Z˙g . Thus we obtain
E Zˆ g¯Zh = EZ h¯Z˙g,
as desired.
Lemma L.4. Consider a G-var g = Wh in our program. Suppose gi = W>hi, i = 1, . . . , `,
includes all G-vars of the form W>x introduced before h. If we set ZH be the column vector
[Zh
1
, . . . , Zh
`
]> and define C ∈ R`×`, b ∈ R` by
Cij
def
= EZh
i
Zh
j
, bi
def
= E Zˆg
i
Zh,
then, using the matrix notation of Definition L.1, we have
Z˙g = ZH>C+b = [Zh
1
, . . . , Zh
`
]
[
C+
][
b
]
. (44)
Note, by assumption, ` here is at least k in Remark 2.12. If {gi}i are exactly the G-vars of the form
W>x introduced before h, then Eq. (44) is equivalent to Eq. (4) in Remark 2.12. So this lemma says
this expression always evaluates to Z˙g as long as {gi}i is no smaller.
Proof. By Lemma L.3, we can re-express
bi = EZh
i
Z˙g.
Then by Fact L.2,
ZH>C+b = ZH>C+ EZH Z˙g = ΠH Z˙g
where ΠH is the orthogonal projection operator to the span of {Zh1 , . . . , Zh`}; see Fact L.2. But by
ZDot, Z˙g is already a linear combination of {Zhi : gi introduced before h}. Thus
ΠH Z˙
g = Z˙g
as desired.
L.3 Base Cases: Moments and CoreSet for Initial Vectors
Base case: Moments(V) Since the vectors in V are sampled iid coordinatewise, Moments(V) just
follows from the strong law of large numbers.
Base Case: CoreSet(V) Pick the core setM to be (the indices of) any subset U ⊆ V such that ZU
forms a linear basis of ZV . Then it’s straightforward to verify Basis, Density, and NullAvoid.
L.4 Inductive Case: Setup
We now assume Moments(m − 1) and CoreSet(m − 1) and want to reason about gm to show
Moments(m) and CoreSet(m). In this section, we will set up the notation and helper lemmas toward
this goal. We need to (unfortunately) introduce a large number of symbols. To alleviate possible
confusion, we provide an index of all such symbols in Appendix L.4.3.
L.4.1 Definitions
Suppose
gm = Ah and h = φ(g1, . . . , gm−1) (45)
for some polynomially-bounded φ. For brevity, we will just write g = gm. Consider all previous
instances where A or A> is used:
xi = Ayi, i = 1, . . . , r, and uj = A>vj , j = 1, . . . , s. (46)
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Define the matrices X ∈ Rn×r,U ∈ Rn×s,Y ∈ Rn×r,V ∈ Rn×s with xi, ui, yi, vi as columns
X def= [x
1| . . . |xr], U def= [u1| . . . |us], Y def= [y1| . . . |yr], V def= [v1| . . . |vs]. (47)
Let B be the σ-algebra spanned by all previous G-vars g1, . . . , gm−1; since all previous vectors are
deterministic images of these G-vars, B is also the σ-algebra generated by all previous vectors before
g. Conditioning on B, A is linearly constrained by X = AY,U = A>V. Thus we have, by the
Gaussian conditioning trick (Lemma K.9),
g
d
=B (E + Π⊥VA˜Π
⊥
Y)h (48)
where A˜ is an independent copy of A, and ΠY def= YY+ = Y(Y>Y)+Y> is the projection to the
column space of Y (likewise for ΠV), and
E def= XY
+ + V+>U> −V+>U>YY+
= X(Y>Y)+Y> + V(V>V)+U> −V(V>V)+U>Y(Y>Y)+Y>.
(49)
We can make obvious the conditional distribution of g if we rewrite Eq. (48) as
g
d
=B ω + σΠ⊥Vz, with z ∼ N (0, In) (50)
with ω def= Eh ∈ Rn, σ def= σA
√
‖Π⊥Yh‖2/n ∈ R. (51)
where ω, σ,Π⊥V are all deterministic conditioned on B, and the only randomness after conditioning
comes from z. We will see below that ω can be expressed explicitly as a linear combination in X and
V (Lemma L.7), and σ converges to a deterministic limit σ˚ (Lemma L.6). But to get there, we need
to first define a few useful matrices and vectors of fixed dimensions
Υ def= Y
>Y/n ∈ Rr×r Λ def= V>V/n ∈ Rs×s Γ def= U>Y/n ∈ Rs×r
γ def= Y
>h/n ∈ Rr δ def= U>h/n ∈ Rs.
(52)
By induction hypothesis Moments(m− 1), Υ,Λ,Γ, γ, δ all converge a.s. to corresponding determin-
istic limits Υ˚, Λ˚, Γ˚, γ˚, δ˚:
Υij
a.s.−−→ Υ˚ij def= EZyiZyj = (σA)−2 Cov(Zˆxi , Zˆxj )
Λij
a.s.−−→ Λ˚ij def= EZviZvj = (σA)−2 Cov(Zˆui , Zˆuj )
γi
a.s.−−→ γ˚i def= EZyiZh = (σA)−2 Cov(Zˆxi , Zˆg)
Γij
a.s.−−→ Γ˚ij def= EZuiZyj
δi
a.s.−−→ δ˚i def= EZuiZh
(53)
It turns out that, as a consequence of Lemma L.11 below, we have: a.s. for all large enough n,
rank Υ = rank Υ˚ and rank Λ = rank Λ˚. Therefore, as pseudoinverse is continuous on matrices of
fixed rank, we get the following proposition
Proposition L.5. Υ+ a.s.−−→ Υ˚+ and Λ+ a.s.−−→ Λ˚+.
Using this proposition, we compute the limit of σ2.
Lemma L.6. The quantity σ, defined in Eq. (51), converges to a deterministic limit σ˚ almost surely:
σ2
a.s.−−→ σ˚2 def= σ2A(E(Zh)2 − γ˚>Υ˚+γ˚). (54)
Proof. Note that
σ2 =
σ2A
n
(h>h− h>ΠYh) = σ
2
A
n
(h>h− h>Y(Y>Y)+Y>h) = σ
2
A
n
(h>h− γ>Υ+γ).
Because φ is polynomially-bounded, so is φ(z)2. By induction hypothesis (Moments(m− 1)),
1
n
h>h =
1
n
n∑
α=1
φ(g1α, . . . , g
m−1
α )
2 a.s.−−→Eφ(Zg1 , . . . , Zgm−1)2 = E(Zh)2.
By Eq. (53), γ a.s.−−→ γ˚ and Υ a.s.−−→ Υ˚. By Proposition L.5, Υ+ a.s.−−→ Υ˚+. Combining all of these
limits together yields the desired claim.
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Using Eqs. (49) and (52), we can re-express ω as
ω = XΥ+γ + VΛ+δ −VΛ+ΓΥ+γ.
Define d ∈ Rr and e ∈ Rs by
d def= Υ
+γ, so that d a.s.−−→ d˚ def= Υ˚+γ˚, and
e def= Λ
+(δ − ΓΥ+γ), so that e a.s.−−→ e˚ def= Λ˚+(˚δ − Γ˚Υ˚+γ˚).
(55)
Then the next lemma follows trivially.
Lemma L.7. For ω defined in Eq. (51), we have
ω = Eh = Xd+ Ve = X(d˚+ εˆ) + V(˚e+ εˇ),
for some random vectors εˆ ∈ Rr, εˇ ∈ Rs that go to 0 a.s. with n,
L.4.2 Helper Lemmas
Using the matrix notation of Definition L.1 and the expression for the projection operator, we can
rewrite d˚ and e˚ as follows. The punchline of this section is Lemma L.10, which says
r∑
i=1
d˚iZ˙
xi +
s∑
j=1
e˚jZ
vj = Z˙g.
Proposition L.8. Let Π : L → L be the orthogonal projection operator onto the linear span of
{Zy1 , . . . , Zyr}. Then,
d˚ =
 Υ˚+

Z
y1
...
Zy
r
 [Zh], e˚ =
 Λ˚+

Zˆ
u1
...
Zˆu
s
 [Π⊥Zh]. (56)
and
σ˚2 = σ2A EZhΠ⊥Zh = σ2A E(Π⊥Zh)2. (57)
Proof. The identity for d˚ is obvious. We derive the identity for e˚, and the proof of Eq. (57) follows
similarly. First, we expand the definitions of δ˚, Γ˚, Υ˚, γ˚ in matrix notation of Definition L.1.
δ˚ =
Z
u1
...
Zu
s
 [Zh], Γ˚ =
Z
u1
...
Zu
s
 [Zy1 , . . . , Zyr ], Υ˚ =
Z
y1
...
Zy
r
 [Zy1 , . . . , Zyr ], γ˚ =
Z
y1
...
Zy
r
 [Zh].
Then with the matrix form of Π in mind (Eq. (41)), we derive
δ˚ − Γ˚Υ˚+γ˚ =
Z
u1
...
Zu
s
 [(I −Π)Zh] =
Z
u1
...
Zu
s
 [Π⊥Zh] =
Zˆ
u1
...
Zˆu
s
 [Π⊥Zh]. (58)
Here the last equality follows from the followingZ
u1
...
Zu
s
 [Π⊥Zh] =
Π
⊥Zu
1
...
Π⊥Zu
s
 [Zh] =
Π
⊥Zˆu
1
...
Π⊥Zˆu
s
 [Zh] =
Zˆ
u1
...
Zˆu
s
 [Π⊥Zh]
where the middle equality follows because each Zu
j − Zˆuj = Z˙uj is a linear combination of
{Zyi}ri=1 by ZDot. Finally, plugging in Eq. (58) to Eq. (55), we have
e˚ = Λ˚+(˚δ − Γ˚Υ˚+γ˚) =
 Λ˚+

Zˆ
u1
...
Zˆu
s
 [Π⊥Zh].
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Using Eq. (56), we can write the following
Lemma L.9. Let Π : L → L be the orthogonal projection operator onto the linear span of
{Zy1 , . . . , Zyr}. Then
r∑
i=1
d˚iZ˙
xi = [Zv
1
, . . . , Zv
s
]
 Λ˚+

Zˆ
u1
...
Zˆu
s
 [ΠZh]. (59)
Proof. By Lemma L.4, for each i ∈ [r],
Z˙x
i
= [Zv
1
, . . . , Zv
s
]
 Λ˚+

Zˆ
u1
...
Zˆu
s
 [Zyi ]
because {uj}sj=1 contains all G-vars of the formW>vector introduced before xi. By Proposition L.8,
d˚ =
 Υ˚+

Z
y1
...
Zy
r
 [Zh].
Then
r∑
i=1
d˚iZ˙
xi = [Z˙x
1
, . . . , Z˙x
r
]
d˚

= [Zv
1
, . . . , Zv
s
]
 Λ˚+

Zˆ
u1
...
Zˆu
s
 [Zy1 , . . . , Zyr ]
×
 Υ˚+

Z
y1
...
Zy
r
 [Zh]
= (Zv
1
, . . . , Zv
s
)
 Λ˚+

Zˆ
u1
...
Zˆu
s
 [ΠZh]
as desired.
By combining Lemma L.9 with Proposition L.8, we get
Lemma L.10.
r∑
i=1
d˚iZ˙
xi +
s∑
j=1
e˚jZ
vj = Z˙g.
Proof. By realizing the Π⊥ and Π in Eq. (56) and Eq. (59) “cancel” to get identity, we have
r∑
i=1
d˚iZ˙
xi +
s∑
j=1
e˚jZ
vj = [Zv
1
, . . . , Zv
s
]
 Λ˚+

Zˆ
u1
...
Zˆu
s
 [Zh]
= [Zv
1
, . . . , Zv
s
]
[
C+
][
b
]
.
where C = Λ˚ and b are as in Eq. (4). By definition (ZDot), we have the desired result.
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L.4.3 Index of Symbols
g = gm, h, φ · · · · · ·Eq. (45) xi, yi, uj , vj · · · · · ·Eq. (46) X,Y,U,V · · · · · ·Eq. (47)
ΠV,ΠY · · · · · ·Eq. (48) E · · · · · ·Eq. (49) ω, σ · · · · · ·Eq. (51)
Υ,Λ,Γ, γ, δ · · · · · ·Eq. (52) Υ˚, Λ˚, Γ˚, γ˚, δ˚ · · · · · ·Eq. (53) σ˚ · · · · · ·Eq. (54)
d, e, d˚, e˚ · · · · · ·Eq. (55)
In addition, B denotes the σ-algebra spanned by g1, . . . , gm−1.
L.5 Rank Stability and Zero Stability
In this section, we prove the following consequence of CoreSet(m− 1) and Moments(m− 1).
Lemma L.11 (Rank Stability). For any collection of polynomially-bounded functions {ψj : Rm−1 →
R}lj=1, let K ∈ Rl×l be the random matrix (depending on n) defined by
Kij =
1
n
n∑
α=1
ψi(g
1
α, . . . , g
m−1
α )ψj(g
1
α, . . . , g
m−1
α ).
By Moments(m− 1),
K
a.s.−−→ K˚
for some matrix K˚ ∈ Rl×l.
1. Then, almost surely, for large enough n,
kerK = ker K˚, imK = im K˚, and rankK = rank K˚.
Here ker denotes null space and im denotes image space.
2. Suppose I ⊆ [l] is any subset such that K˚|I , the restriction of K˚ to rows and columns
corresponding to I , satisfies
|I| = rank K˚|I = rank K˚.
There are unique coefficients {Fij}i∈[l],j∈I that expresses each row of K˚ as linear combina-
tions of rows corresponding to I:
∀i ∈ [l], K˚i =
∑
j∈I
FijK˚j .
Then, a.s. for all large n, for all α ∈ [n],
ψi(g
1
α, . . . , g
m−1
α ) =
∑
j∈I
Fijψj(g
1
α, . . . , g
m−1
α ).
Lemma L.11 will be primarily a corollary of the following Lemma L.12.
Lemma L.12 (Zero Stability). If ψ : Rm−1 → R≥0 is a nonnegative function such that
1
n
n∑
α=1
ψ(g1α, . . . , g
m−1
α )
a.s.−−→ 0
then, almost surely, for large enough n,
ψ(g1α, . . . , g
m−1
α ) = 0
for all α ∈ [n].
We give the proof of Lemma L.11 now, assuming Lemma L.12.
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Proof. Let z ∈ Rl be in the null space of K˚, i.e. z>K˚z = 0. Then we also have z>Kz a.s.−−→
z>K˚z = 0. But
z>Kz =
1
n
n∑
α=1
Ψ(g1α, . . . , g
m−1
α ), where Ψ(g
1
α, . . . , g
m−1
α )
def
=
(
l∑
i=1
ziψi(g
1
α, . . . , g
m−1
α )
)2
and Ψ is a nonnegative function. By Lemma L.12, we have that: almost surely, for large enough n,
Ψ(g1α, . . . , g
m−1
α ) = 0 for all α ∈ [n] =⇒ z>Kz = 0.
Proof of Claim 1. If we apply this argument to a basis {z1, . . . , zt} of ker K˚, then we get,
a.s. for all large n, ker K˚ ⊆ kerK,
so that
a.s. for all large n, rank K˚ ≥ rankK.
Because the rank function is lower semicontinuous (i.e. the rank can drop suddenly, but cannot
increase suddenly), and K a.s.−−→ K˚, we also have
a.s. for all large n, rank K˚ ≤ rankK.
Combined with the above, this gives the desired result on rank. The equality of null space then
follows from the equality of rank, and the equality of image space follows immediately, as the image
space is the orthogonal complement of the null space.
Proof of Claim 2. If we apply the above argument to each zi defined by inner product as
∀x ∈ Rl, x>zi = xi −
∑
j∈I
Fijxj ,
(note that only for i 6∈ I is zi nonzero), then we have, a.s. for large n, zi>Kzi = 0, or
ψi(g
1
α, . . . , g
m−1
α ) =
∑
j∈I
Fijψj(g
1
α, . . . , g
m−1
α ), ∀α ∈ [n].
In the rest of this section, we prove Lemma L.12. It helps to first show that the linear relations given
in Basis carries over to the n→∞ limit.
Proposition L.13. By the Basis property, each gi, i ∈M ⊆ [m− 1], has a set of unique constants
{aj}j∈M (independent of n) such that, almost surely, for large enough n,
gi =
∑
j∈M
ajg
j .
Then for each i ∈ [m− 1],
Zg
i a.s.
=
∑
j∈M
ajZ
gj .
Proof. Let ψ(x1, . . . , xm−1) def= (xi −
∑
j∈M ajx
j)2. Then by Basis(m− 1) and Moments(m− 1),
1
n
n∑
α=1
ψ(g1α, . . . , g
m−1
α )
a.s.−−→ Eψ
(
Zg
1
, . . . , Zg
m−1)
= 0.
This implies that
Zg
i −
∑
j∈M
ajZ
gj a.s.= 0 ⇐⇒ Zgi a.s.=
∑
j∈M
ajZ
gj
as desired.
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Now we show Lemma L.12.
Proof of Lemma L.12. By Moments(m− 1) and the premise of Lemma L.12,
1
n
n∑
α=1
ψ(g1α, . . . , g
m−1
α )→ Eψ(Zg
1
, . . . , Zg
m−1
) = 0.
Let ZM def= {Zgi}i∈M. By Density(m − 1), the law of ZM has density, i.e. a set is measure zero
against its law iff it has measure zero against Lebesgue measure. Furthermore, Basis yields a linear
function F such that
a.s. for large enough n, for all α ∈ [n], F ({gjα}j∈M) = (g1α, . . . , gm−1α ).
By Proposition L.13, the same linear function satisfies
F (ZM) = (Zg
1
, . . . , Zg
m−1
).
Therefore,
0 = Eψ(Zg
1
, . . . , Zg
m−1
) = Eψ ◦ F (ZM).
Because ψ, and thus ψ ◦F , is a nonnegative function, the nullity of the expectation implies that, other
than a set U of measure 0 under the distribution of ZM, ψ ◦ F is 0. This set U also has Lebesgue
measure zero as the law of ZM has density, as discussed above.
If in NullAvoid(m− 1), we set Unα = U for all n and all α ∈ [n], then we get that: almost surely,
for all large enough n, for all α ∈ [n],
{giα}i∈M 6∈ U ⇐⇒ ψ ◦ F ({giα}i∈M) = 0 ⇐⇒ ψ(g1α, . . . , gm−1α ) = 0,
as desired.
L.6 Inductive Step: CoreSet(m)
In this section, we show
Moments(m− 1) and CoreSet(m− 1) =⇒ CoreSet(m).
More explicitly, we need to think about whether to add m to the core setM of [m− 1] in order to
maintain the Basis, Density, and NullAvoid properties.
We proceed by casework on whether σ˚ = 0.
L.6.1 If σ˚ = 0.
We will show that the core set properties are maintained if we don’t add m to the core set.
M can be kept the same Recall that g = Ah and xi = Ayi where h was introduced by
h = φ(g1, . . . , gm−1), for some polynomially bounded φ. Suppose we likewise have yi =
φˆi(g1, . . . , gm−1), for each i ∈ [r], for polynomially bounded φˆi : Rm−1 → R (where φˆi only
depends on the G-vars that came before yi, but we implicitly pad coordinates of φˆi to allow it to take
all of g1, . . . , gm−1 as inputs). By Basis, we know that, a.s. for large enough n, each of g1, . . . , gm−1
is a (unique, constant-in-n) linear combination of {gj}j∈M. Therefore, we can express
h = ψ({gj}j∈M), and ∀i ∈ [r], yi = ψˆi({gj}j∈M) (60)
for some polynomially bounded ψ, ψˆi : RM → R. Let Π : L → L be the orthogonal projection
onto the subspace spanned by Zy
1
, . . . , Zy
r
. By Eq. (57), we have σ˚2 = σ2A E(Π⊥Zh)2. Therefore,
σ˚ = 0 implies that
Zh
a.s.
= ΠZh.
Since Zh, Zy
1
, . . . , Zy
r
are resp. deterministic images of ZM under the functions ψ, ψˆ1, . . . , ψˆr,
this shows that ψ is a linear combination of ψˆ1, . . . , ψˆr almost surely under the law of ZM. But by
Density(m−1), the law of ZM is absolutely continuous w.r.t. the Lesbegue measure (and vice versa),
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so this statement also holds under Lesbegue measure: For a set U ⊆ RM of Lesbegue measure zero
and a set of coefficients c1, . . . , cr ∈ R, we have
∀~x 6∈ U, ψ(~x) =
r∑
i=1
ciψˆ
i(~x).
By NullAvoid(m − 1) applied to Unα = U for all n and α ∈ [n], we also have that: a.s. for large
enough n,
ψ({gj}j∈M) =
r∑
i=1
ciψˆ
i({gj}j∈M), so that by Eq. (60)
g = Ah = Aψ({gj}j∈M) =
r∑
i=1
ciAψˆ
i({gj}j∈M),=
r∑
i=1
ciAy
i =
r∑
i=1
cix
i.
This shows that, if we keep the core set asM, then Basis is still satisfied. Since the core set is not
changing, Density and NullAvoid just follows from the induction hypothesis. For usage later in the
proof of Moments(m), we record our observation here as a lemma.
Lemma L.14. If σ˚ = 0, then there are coefficients c1, . . . , cr ∈ R independent of n such that a.s.
for large enough n,
g =
r∑
i=1
cix
i.
L.6.2 If σ˚ > 0.
It’s clear that g cannot be in the linear span of {xi}i∈[r] asymptotically, so we will add g to the core
set, and the Basis property follows immediately. In the below, we shall writeM for the old core set,
andM′ def=M∪ {g} for the new one.
It remains to show Density and NullAvoid forM′.
Density(m) holds By definition (ZMatMul), we have
Zg = Zˆg + Z˙g = Zˆg +
s∑
j=1
ajZ
vj
where aj are the partial derivative expectations in ZDot (whose specific values we will not care about)
and Eq. (4). Note that for all j ∈ [s], Zvj only depends on Zˆg1 , . . . , Zˆgm−1 . Let Z be the σ-algebra
generated by Zg
1
, . . . , Zg
m−1
, which is the same as the σ-algebra generated by Zˆg
1
, . . . , Zˆg
m−1
by
Proposition I.7. Then conditioned on Z , we can follow a quick calculation to see that
Zˆg
d
=Z σ˚z +
r∑
i=1
d˚iZˆ
xi
where z ∼ N (0, 1) is independent from Z , and d˚ is as in Lemma L.7. This allows us to write
Zg
d
=Z σ˚z + F (Zˆg
1
, . . . , Zˆg
m−1
)
for some deterministic function F . Since σ˚ > 0, this shows that the distribution of Zg conditioned
on Z is absolutely continuous w.r.t. the 1-dimensional Lebesgue measure, and vice versa. If we apply
Lemma L.15 below with X1 = Zg, X2 = {Zgi}i∈M, and Y = (Zˆg1 , . . . , Zˆgm−1), then the lemma
premise Eq. (62) follows from the above reasoning, and the lemma premise Eq. (61) follows from
induction hypothesis Density(m− 1) (forM). This then yields Density(m) (forM′), as desired.
Lemma L.15. Consider a random vector X = (X1, X2) ∈ Ra × Rb and another random vector
Y ∈ Rc. Suppose X2 is deterministic conditioned on Y . Let λ denote the Lebesgue measure in any
Euclidean space. If
• for every measurable set U ⊆ Rb,
Pr(X2 ∈ U) = 0 ⇐⇒ λ(U) = 0, and (61)
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• for every y ∈ Rc, and every measurable set U ⊆ Ra,
Pr(X1 ∈ U | Y = y) = 0 ⇐⇒ λ(U) = 0, (62)
then for every measurable set V ⊆ Ra × Rb,
Pr(X ∈ V ) = 0 ⇐⇒ λ(V ) = 0.
Proof. Fix V ⊆ Ra × Rb. We have
Pr(X ∈ V ) =
∫
Pr(X ∈ V | Y = y) d Pr(Y = y)
=
∫
Pr(X1 ∈ Vx2(y) | Y = y) d Pr(Y = y), (63)
where x2(y) is the deterministic value of X2 conditioned on Y = y, and Vx2 = {x1 : (x1, x2) ∈ V }.
Likewise,
λ(V ) =
∫
λ(Vx2) dλ(x2). (64)
Then
Pr(X ∈ V ) = 0 ⇐⇒ Pr
Y
(Pr
X1
(X1 ∈ VX2 | Y ) > 0) = 0 by Eq. (63)
⇐⇒ Pr
Y
(λ(VX2) > 0) = 0 by Eq. (62)
⇐⇒ Pr
X2
(λ(VX2) > 0) = 0 because X2 is deterministic given Y
⇐⇒ λ(x2 : λ(Vx2) > 0) = 0 by Eq. (61)
⇐⇒ λ(V ) = 0 by Eq. (64)
as desired.
Now we tackle NullAvoid.
NullAvoid(m) holds First, let’s assume that, a.s. for large enough n, Π⊥V has no zero diagonal
entry; we shall show this fact below in Lemma L.16. Because the conditional variance of gmα given
g1, . . . , gm−1 is σ2(Π⊥V)αα, and because σ˚ > 0 by assumption in this section, this implies that, a.s.
for all large enough n,
gmα , conditioned on g
1, . . . , gm−1, has density for all α ∈ [n]. (65)
By “has density” here, we in particular mean that any Lesbegue measure zero set in R has zero
probability under the conditional distribution of gmα given g
1, . . . , gm−1.
Now, assuming Lemma L.16, we prove NullAvoid holds forM′.
Let {Unα ⊆ RM′}n∈N,α∈[n] be a triangular array of Lesbegue measure zero sets. For each Unα,
define Bnα def= {~x ∈ RM : λ(Unα|~x) 6= 0}, where Unα|~x = {y ∈ R : (~x, y) ∈ Unα ⊆ RM × R}
is the “slice” of Unα at ~x, and λ is the 1-dimensional Lebesgue measure. Because each Unα has
measure zero in RM′ , necessarily each Bnα also has measure zero in RM. Applying NullAvoid to
the triangular array {Bnα ⊆ RM}n∈N,α∈[n], we get that: a.s. for large enough n,
∀α ∈ [n], {giα}i∈M 6∈ Bnα.
Therefore, by Eq. (65), a.s. for large enough n,
∀α ∈ [n], {giα}i∈M′ 6∈ Unα.
This finishes the proof of NullAvoid forM′, and also CoreSet(m), save for Lemma L.16 below.
Lemma L.16. Almost surely, for large enough n, Π⊥V has no zero diagonal entry.
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Proof. WLOG, assume Λ˚ is full rank. Otherwise, by Lemma L.11(2), we can replace v1, . . . , vs by
a linearly independent spanning set vi1 , . . . , vik such that 1) each vj is almost surely, for all large n,
a linear combination of them and such that 2) their 2nd moment matrix is full rank in the limit. Then
the projection matrix associated to vi1 , . . . , vik is, almost surely, for all large n, the same as ΠV.
By the Sherman-Morrison formula (Fact L.17),
(ΠV)αα = f
(
1
n
hˇα
>Λ−1−αhˇα
)
where f(x) = x/(1 + x), hˇα is the column vector (v1α, . . . , v
s
α)
>, and Λ−α = 1n
∑
β 6=α hˇβhˇβ
>.
Thus, unless Λ−α is singular for some α, all diagonal entries of Π⊥V = I −ΠV are nonzero. So it
suffices to show that,
a.s. for large enough n, Λ−α is nonsingular for all α.
To do this, it pays to note that Λ−α = Λ− 1n hˇαhˇ>α , so that
|λmin(Λ−α)− λmin(Λ)| ≤ ‖ 1
n
hˇαhˇ
>
α ‖op =
1
n
hˇ>α hˇα.
By Lemma L.18 below (which bounds the max by a high moment),
max
α∈n
1
n
hˇ>α hˇα
a.s.−−→ 0,
and consequently
max
α∈[n]
|λmin(Λ−α)− λmin(Λ)| a.s.−−→ 0.
Because Λ a.s.−−→ Λ˚, we know that, a.s. for large enough n, λmin(Λ) is bounded away from 0 by a
constant (independent of n). Altogether, this implies that all Λ−α are nonsingular, as desired.
Fact L.17 (Sherman-Morrison formula). For any nonsingular matrix A ∈ Rl×l and vector a ∈ Rl,
we have
a>(A+ aa>)−1a =
a>A−1a
1 + a>A−1a
.
Consequently, for any full rank matrix H , the αth diagonal entry of its associated projection matrix
ΠH = H(H
>H)−1H> can be written as
(ΠH)αα =
Hα(H
>
−αH−α)
−1H>α
1 +Hα(H>−αH−α)−1H>α
where Hα is the αth row of H , and H−α is H with the αth row removed.
Lemma L.18. Assume Moments(m− 1). Suppose ψ : Rm−1 → R is polynomially bounded. Then
as n→∞,
1
np
max
α∈[n]
|ψ(g1α, . . . , gm−1α )| a.s.−−→ 0
for any p > 0.
Proof. For any q > 0, we have the elementary bound
max
α∈[n]
|ψ(g1α, . . . , gm−1α )| ≤ q
√∑
α∈[n]
|ψ(g1α, . . . , gm−1α )|q.
Thus, for any q > 0,
1
np
max
α∈[n]
|ψ(g1α, . . . , gm−1α )| ≤
1
np−1/q
q
√√√√ 1
n
∑
α∈[n]
|ψ(g1α, . . . , gm−1α )|q.
Because, by Moments(m− 1), 1n
∑
α∈[n] |ψ(g1α, . . . , gm−1α )|q a.s.−−→ C for some finite constant C as
n→∞, the RHS above converges a.s. to 0 as soon as we take q > 1/p, and therefore so does the
LHS.
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L.7 Inductive Step: Moments(m)
In this section, we show
Moments(m− 1) and CoreSet(m− 1) =⇒ Moments(m).
More specifically, we will show that for any polynomially-bounded ψ : Rm → R,
1
n
n∑
α=1
ψ(g1α, . . . , g
m
α )
a.s.−−→ Eψ(Zg1 , . . . , Zgm).
By Lemma L.14, if σ˚ = 0, then almost surely, for large enough n, g = gm is just a (fixed) linear
combination of g1, . . . , gm−1, so Moments is trivially true. Therefore, in the below, we assume
σ˚ > 0. (?)
This assumption will be crucial for our arguments involving smoothness induced by Gaussian
averaging.
To clarify notation in the following, we will write EX [expression] to denote the expectation over
only the randomness in X , E [expression| B] to denote the expectation taken over all random-
ness except those in B, and E[expression] to denote expectation taken over all randomness in
expression.
Proof Plan By triangle inequality, we decompose∣∣∣∣∣ 1n
n∑
α=1
ψ(g1α, . . . , g
m
α )− Eψ(Zg
1
, . . . , Zg
m
)
∣∣∣∣∣ ≤ A+ B+ C (66)
where, with ω, σ (Eq. (51)), σ˚ (Eq. (54)), ΠV (Eq. (48)), d˚, e˚ (Eq. (55)) as in Appendix L.4, and with
z ∼ N (0, 1), we have defined
A def=
∣∣∣∣∣ 1n
n∑
α=1
ψ(g1α, . . . , g
m
α )− E
z
ψ
(
g1α, . . . , g
m−1
α , ωα + σz
√
(Π⊥V)αα
)∣∣∣∣∣
B def=
∣∣∣∣∣ 1n
n∑
α=1
E
z
ψ
(
g1α, . . . , g
m−1
α , ωα + σz
√
(Π⊥V)αα
)
−E
z
ψ
g1α, . . . , gm−1α , r∑
i=1
d˚ix
i
α +
s∑
j=1
e˚jv
j
α + σ˚z
∣∣∣∣∣∣
C def=
∣∣∣∣∣∣ 1n
n∑
α=1
E
z
ψ
g1α, . . . , gm−1α , r∑
i=1
d˚ix
i
α +
s∑
j=1
e˚jv
j
α + σ˚z
− Eψ(Zg1 , . . . , Zgm)
∣∣∣∣∣∣ .
Note that B and C are random variables in B, but A has additional randomness even after conditioning
on B. We will show that each of A,B,C goes to 0 almost surely, which would finish the proof of
Theorem 2.10.
High Level Logic Roughly speaking,
A
a.s.−−→ 0 because of a law of large numbers,
B
a.s.−−→ 0 because of the smoothness in Ez ψ induced by Gaussian averaging, and
C
a.s.−−→ 0 by induction hypothesis.
We start by proving C a.s.−−→ 0, since it’s the easiest.
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L.7.1 C Converges Almost Surely to 0
In this section we show that C a.s.−−→ 0 by a straightforward reduction to the induction hypothesis.
A simple inductive argument with Box 1 shows that Zx
1
, . . . , Zx
r
, Zv
1
, . . . , Zv
s
are all deterministic,
polynomially-bounded functions of Zg
1
, . . . , Zg
m−1
. Thus we may define the function Ψ : Rm−1 →
R by
Ψ(Zg
1
, . . . , Zg
m−1
) def= E
z∼N (0,1)
ψ
Zg1 , . . . , Zgm−1 , r∑
i=1
d˚iZ
xi +
s∑
j=1
e˚jZ
vj + σ˚z
 .
The function Ψ is polynomially bounded since ψ is, and Zx
1
, . . . , Zx
r
, Zv
1
, . . . , Zv
s
are
polynomially-bounded functions of Zg
1
, . . . , Zg
m−1
. Observe that the function that expresses Zx
i
in terms of Zg
1
, . . . , Zg
m−1
is the same function that expresses xiα in terms of g
1
α, . . . , g
m−1
α for all
α ∈ [n]; likewise for Zvj and vjα. Applying the induction hypothesis Moments(m − 1) to Ψ, we
obtain
1
n
n∑
α=1
E
z
ψ
g1α, . . . , gm−1α , r∑
i=1
d˚ix
i
α +
s∑
j=1
e˚jv
j
α + σ˚z

=
1
n
n∑
α=1
Ψ
(
g1α, . . . , g
m−1
α
)
a.s.−−→ EΨ(Zg1 , . . . , Zgm−1)
by Moments(m− 1)
= Eψ
Zg1 , . . . , Zgm−1 , r∑
i=1
d˚iZ
xi +
s∑
j=1
e˚jZ
vj + σ˚z
 .
By Lemma L.19 below, this is precisely
Eψ
(
Zg
1
, . . . , Zg
m−1
, Zg
m
)
as desired.
Lemma L.19. LetZ be the σ-algebra generated by Zg1 , . . . , Zgm−1 . Then for z ∼ N (0, 1) sampled
independently of Z ,
Zg
d
=Z σ˚z +
r∑
i=1
d˚iZ
xi +
s∑
j=1
e˚jZ
vj
where d˚ and e˚ are as in Eq. (55) and σ˚ is as in Eq. (54).
Proof. We can split each Zx
i
into Zˆx
i
+ Z˙x
i
, to obtain
σ˚z +
r∑
i=1
d˚iZ
xi +
s∑
j=1
e˚jZ
vj
=
(
σ˚z +
r∑
i=1
d˚iZˆ
xi
)
+
 r∑
i=1
d˚iZ˙
xi +
s∑
j=1
e˚jZ
vj

=
(
σ˚z +
r∑
i=1
d˚iZˆ
xi
)
+ Z˙g by Lemma L.10
d
=Z Zˆg + Z˙g see below for justification
= Zg,
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as desired. It remains to justify the second-to-last equality, which is easily done via the usual formula
for Gaussian conditioning (Proposition K.3): Let Zˆ be the column vector (Zˆx
1
, . . . , Zˆx
r
)>. Then
we know that Zˆ and Zˆg are jointly Gaussian with zero mean47. The covariance between Zˆ and Zˆg
is σ2Aγ˚ and Zˆ has covariance matrix σ
2
AΥ˚ by Eq. (53). Then by Proposition K.3, we know that,
conditioned on Z , Zˆg is distributed as a Gaussian with mean
σ2Aγ˚
>(σ2AΥ˚)
+Zˆ = d˚>Zˆ =
r∑
i=1
d˚iZˆ
xi ,
by Eq. (55) and variance
E(Zg)2 − σ2Aγ˚>(σ2AΥ˚)+σ2Aγ˚ = σ˚
by Lemma L.6. This is exactly what we needed.
L.7.2 A Converges Almost Surely to 0
In this section we show A a.s.−−→ 0.
For each α ∈ [n], define the function ψα : R→ R by
ψα(x)
def
= ψ(g
1
α, . . . , g
m−1
α , ωα + σx),
with ω and σ defined in Eq. (51). This is a random function depending on the random vectors
g1α, . . . , g
m−1
α , and it changes with n as well. We also consider the “centered version” ψ˜α : R→ R
of ψα,
ψ˜α(x)
def
= ψα(x)− E
y
ψα(y)
with expectation taken over y ∼ N (0, (Π⊥V)αα) (but not g1α, . . . , gm−1α ). Note by Eq. (50),
A
d
=B
∣∣∣∣∣ 1n
n∑
α=1
ψ˜α(zα)
∣∣∣∣∣
where z ∼ N (0,Π⊥V).
Proof idea To prove our claim, we will show that, for almost all (i.e. probability 1 in the
probability space U defined in the beginning of Appendix L) sequences of (g1, . . . , gm−1) =
(g1(n), . . . , gm−1(n)) in n — which we shall call amenable sequences of g1, . . . , gm−1 — we
have a moment bound
E[A2λ|B] = E
z∼N (0,Π⊥V)
(
1
n
n∑
α=1
ψ˜α(zα)
)2λ
< Cn−1.25 (67)
for some large λ and some constant C > 0 depending only on λ and the particular sequence of
{(g1(n), . . . , gm−1(n))}n. Then we apply Lemma K.2 to show that, conditioned on any amenable
sequence, A converges to 0 almost surely over all randomness remaining after conditioning. Since
almost all sequences are amenable, this shows that the convergence is also almost sure without the
conditioning.
The moment bound For λ ≥ 6 and any q > 1, we first apply Theorem K.22 to get the bound
E
z
(
1
n
n∑
α=1
ψ˜α(zα)
)2λ
≤ cn−1.5+1/q q
√√√√ 1
n
n∑
α=1
E ψ˜α(zα)2λq
where on both sides z ∼ N (0,Π⊥V), and c is a constant depending only on λ and m, but not on n,
the functions ψα, or g1, . . . , gm−1. To obtain Eq. (67), we will show that
1
n
n∑
α=1
E ψ˜α(zα)2λq (68)
47recall we have assumed WLOG that EZg = 0 for all g ∈ V ; see discussion at the beginning of Appendix L.
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is uniformly bounded (in n), almost surely over the randomness of the sequences
{g1(n), . . . , gm−1(n)}n. We take all such sequences to be the amenable sequences. For q > 4, we
then get the desired moment bound Eq. (67).
It remains to show the almost sure uniform boundedness.
Almost sure uniform boundedness Intuitively, Eq. (68) should converge almost surely to a deter-
ministic value by applying some version of the induction hypothesis, so it should be almost surely
uniformly bounded in n. The obstacle is that the variance (Π⊥V)αα of zα depends not only on
g1α, . . . , g
m−1
α , but also on g
1
β , . . . , g
m−1
β for other indices β 6= α as well. So a priori it is not clear
how to apply the Moments(m− 1) in a straightforward way. We thus first process Eq. (68) a bit. Let
µα
def
= E
x∼N (0,(Π⊥V)αα)
ψα(x).
Then, abbreviating Ez for expectation taken over z ∼ N (0,Π⊥V), we have the following inequalities
of random variables in B:
1
n
n∑
α=1
E
z
ψ˜α(zα)
2λq =
1
n
n∑
α=1
E
z
(ψα(zα)− µα)2λq
≤ 1
n
22λq−1
n∑
α=1
E
z
[
ψα(zα)
2λq + µ2λqα
]
by Lemma K.1
≤ 1
n
22λq
n∑
α=1
E
z
ψα(zα)
2λq see below
=
1
n
22λq
n∑
α=1
E
z
ψ(g1α, . . . , g
m−1
α , ωα + σzα)
2λq,
where in the second inequality we applied power mean inequality µα ≤ 2λq
√
Ez ψα(zα)2λq . Suppose,
WLOG, that ψ is polynomially bounded by an inequality |ψ(x)| ≤ C‖x‖pp + c for some p, C, c > 0.
In the below, we will silently introduce constants C1, C2, . . . via Lemma K.1 and merge with old
constants, such that they will only depend on λ, p, q. Continuing the chain of inequalities above
1
n
n∑
α=1
E
z
ψ˜α(zα)
2λq ≤ c+ 1
n
C22λq
n∑
α=1
E
z
(|g1α|p + . . .+ |gm−1α |p + |ωα + σzα|p)2λq
≤ c+ 1
n
C1
n∑
α=1
E
z
(|g1α|p + . . .+ |gm−1α |p + |ωα|p + |σzα|p)2λq
≤ c+ 1
n
C2
n∑
α=1
E
z
|g1α|2λqp + . . .+ |gm−1α |2λqp + |ωα|2λqp + |σzα|2λqp.
(69)
We now proceed to show that the summands of Eq. (69) are almost surely uniformly bounded, which
finishes our proof of A a.s.−−→ 0.
• By Moments(m− 1),
1
n
n∑
α=1
E
z
|g1α|2λqp + . . .+ |gm−1α |2λqp
almost surely converges to a deterministic value, so it is almost surely uniformly bounded in
n.
• In addition, σ a.s.−−→ σ˚, so that, almost surely, for large enough n, we have σ ≤ σ˚ + 1. (The
order of the qualifiers is important here; in general this statement cannot be made uniformly
in n). Therefore, almost surely, for large enough n,
1
n
n∑
α=1
E
z
|σzα|2λqp ≤ 1
n
n∑
α=1
|˚σ + 1|2λqp E
z
|zα|2λqp.
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This is almost surely uniformly bounded in n because Var(zα) = (Π⊥V)αα ∈ [0, 1] for all
α by Lemma K.18, so that Ez |zα|2λqp (which is purely a monotonic function of Var(zα))
is bounded as well.
• It remains to bound 1n
∑n
α=1 |ωα|2λqp. We extract our reasoning here into the Lemma L.20
below, as we will need to reuse this for later. This finishes the proof of A a.s.−−→ 0.
Lemma L.20. For any polynomially bounded function ϕ : R→ R,
1
n
n∑
α=1
|ϕ(ωα)|
is almost surely uniformly bounded in n.
Proof. It suffices to prove this for ϕ(x) = |x|d for any d > 0.
Expanding ω according to Lemma L.7, we get
1
n
n∑
α=1
|ωα|d = 1
n
n∑
α=1
∣∣∣∣∣∣
r∑
i=1
xiα(d˚i + εˆi) +
s∑
j=1
vjα(˚ej + εˇj)
∣∣∣∣∣∣
d
for (fixed dimensional) εˆ ∈ Rr, εˇ ∈ Rs that go to 0 almost surely with n. Applying Lemma K.1, we
get
1
n
n∑
α=1
|ωα|d ≤ 1
n
C3
n∑
α=1
∣∣∣∣∣
r∑
i=1
xiαd˚i
∣∣∣∣∣
d
+
∣∣∣∣∣∣
s∑
j=1
vjαe˚i
∣∣∣∣∣∣
d
+
∣∣∣∣∣
r∑
i=1
xiαεˆi
∣∣∣∣∣
d
+
∣∣∣∣∣∣
s∑
j=1
vjαεˇj
∣∣∣∣∣∣
d
.
We bound each summand separately.
• By induction hypothesis,
1
n
n∑
α=1
∣∣∣∣∣
r∑
i=1
xiαd˚i
∣∣∣∣∣
d
converges a.s. to a deterministic value, so it is a.s uniformly bounded in n.
• By the a.s. decaying property of εˆ, we have almost surely, for large enough n,
|∑ri=1 xiαεˆi| ≤ ∑ri=1 |xiα| (again, the order of qualifier is very important here). By
induction hypothesis,
1
n
n∑
α=1
(
r∑
i=1
|xiα|
)d
converges a.s. to a deterministic value, yielding the a.s. uniform-boundedness of it and of
1
n
n∑
α=1
∣∣∣∣∣
r∑
i=1
xiαεˆi
∣∣∣∣∣
d
.
• Likewise, because for each j, vj is a polynomially-bounded function of g1, . . . , gm−1 48,
the summands of
1
n
n∑
α=1
 s∑
j=1
|vjα|
d and 1
n
n∑
α=1
∣∣∣∣∣∣
s∑
j=1
vjαe˚j
∣∣∣∣∣∣
d
48This is the most crucial place where we need the assumption that all nonlinearities in the program are
polynomially bounded. Otherwise, for faster growing functions, the compositions of such nonlinearities might
not be integrable against the Gaussian measure
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are polynomially-bounded functions of g1, . . . , gm−1 too. So by induction hypothesis, these
sums converge a.s., implying the a.s. uniform-boundedness of them and of
1
n
n∑
α=1
∣∣∣∣∣∣
s∑
j=1
vjαεˇj
∣∣∣∣∣∣
d
.
L.7.3 B Converges Almost Surely to 0
In this section we show B a.s.−−→ 0.
Some Notations For brevity, we will set dα def= (Π⊥V)αα. In addition, for each α ∈ [n], w ∈ R,
τ ≥ 0, define the function Ψα(−;−) : R× R≥0 → R by
Ψα(w; τ
2) def= E
z∼N (0,1)
ψ
(
g1α, . . . , g
m−1
α , w + τz
)
.
(Here and in all that follows, τ2 is the square of τ , and the 2 is not an index). This is a random
function, with randomness induced by g1, . . . , gm−1.
Our proof idea is to write
B =
∣∣∣∣∣∣ 1n
n∑
α=1
Ψα
(
ωα;σ
2dα
)−Ψα
 r∑
i=1
d˚ix
i
α +
s∑
j=1
e˚jv
j
α; σ˚
2
∣∣∣∣∣∣
≤ 1
n
∑
α∈J¯
∣∣Ψα (ωα;σ2dα)∣∣+
∣∣∣∣∣∣Ψα
 r∑
i=1
d˚ix
i
α +
s∑
j=1
e˚jv
j
α; σ˚
2
∣∣∣∣∣∣ (70)
+
1
n
∑
α∈J
∣∣∣∣∣∣Ψα (ωα;σ2dα)−Ψα
 r∑
i=1
d˚ix
i
α +
s∑
j=1
e˚jv
j
α; σ˚
2
∣∣∣∣∣∣ (71)
where J unionsq J¯ = [n] is a partition of [n] with J def= {α : dα ≥ 1/2} and J¯ is its complement. Note that
|J¯ | ≤ 2 rank V ≤ 2s is uniformly bounded in n. We then show each summand of Eq. (70) goes to 0
a.s. individually. Finally we use the smoothness of Ψα (Eq. (73)) induced by the Gaussian averaging
in z to show each summand of Eq. (71) is almost surely o(1), finishing the proof.
Eq. (70) converges to 0 a.s. We first look at the term
1
n
∑
α∈J¯
∣∣∣∣∣∣Ψα
 r∑
i=1
d˚ix
i
α +
s∑
j=1
e˚jv
j
α; σ˚
2
∣∣∣∣∣∣ ≤ |J¯ |n maxα∈[n]
∣∣∣∣∣∣Ψα
 r∑
i=1
d˚ix
i
α +
s∑
j=1
e˚jv
j
α; σ˚
2
∣∣∣∣∣∣
≤ 2s
n1−1/q
q
√√√√√ 1
n
∑
α∈[n]
∣∣∣∣∣∣Ψα
 r∑
i=1
d˚ixiα +
s∑
j=1
e˚jv
j
α; σ˚2
∣∣∣∣∣∣
q
(72)
for any q > 0. Here we used |J¯ | ≤ 2 rank V ≤ 2s as noted above. Now∣∣∣Ψα (∑ri=1 d˚ixiα +∑sj=1 e˚jvjα; σ˚2)∣∣∣q is a fixed (independent of α and n) polynomially-bounded
function of g1α, . . . , g
m−1
α , so by induction hypothesis,
1
n
∑
α∈[n]
∣∣∣∣∣∣Ψα
 r∑
i=1
d˚ix
i
α +
s∑
j=1
e˚jv
j
α; σ˚
2
∣∣∣∣∣∣
q
is a.s. uniformly bounded in n, so that using a large q ≥ 2, we see Eq. (72) converges a.s. to 0.
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Next, we apply a similar reasoning to the other term and obtain
1
n
∑
α∈J¯
∣∣Ψα (ωα;σ2dα)∣∣ ≤ 2s
n1−1/q
q
√√√√ 1
n
∑
α∈[n]
|Ψα (ωα;σ2dα)|q
We in fact already know that
1
n
∑
α∈[n]
∣∣Ψα (ωα;σ2dα)∣∣q
is a.s. uniformly bounded in n from Eq. (69) in Appendix L.7.2, so that
1
n
∑
α∈J¯
∣∣Ψα (ωα;σ2dα)∣∣ a.s.−−→ 0
from which follows the same for Eq. (70).
Eq. (71) converges to 0 a.s. As mentioned above, to prove this we will use the following smooth-
ness bound of Ψα, whose proof will be delayed to the end of the section. Suppose, WLOG, that
the polynomially boundedness of ψ presents itself in an inequality |ψ(x)| ≤ C‖x‖pp + C, for some
p, C > 0, where p is an integer. This p will appear explicitly in this smoothness bound below.
Lemma L.21 (Smoothness of Ψα). Let w,∆w ∈ R, τ2,∆τ2 ∈ R≥0. Then∣∣Ψα(w + ∆w; τ2 + ∆τ2)−Ψα(w; τ2)∣∣
≤ R(|∆w|+ ∆τ2)(1 + τ−2)
(
Sα + |w|p + |∆w|p + τp + (∆τ2)p/2
)
(73)
for some constant R > 0, and where
Sα
def
= 1 + |g1α|p + · · ·+ |gm−1α |p.
To bound Eq. (71), first we expand
ωα =
r∑
i=1
xiα(d˚i + ˆi) +
s∑
j=1
vjα(˚ej + ˇj)
where, by Lemma L.7, ˆ ∈ Rr, ˇ ∈ Rs are vectors that go to 0 almost surely with n. Then we apply
the smoothness bound Eq. (73) to get, for each α ∈ J∣∣∣∣∣∣Ψα (ωα;σ2dα)−Ψα
 r∑
i=1
d˚ix
i
α +
s∑
j=1
e˚jv
j
α; σ˚
2
∣∣∣∣∣∣ ≤ R (1 + min(σ2dα, σ˚2)−1)XαYα
≤ R (1 + min(σ2/2, σ˚2)−1)XαYα
using the definition of J that dα ≥ 1/2,∀α ∈ J . Here we have defined
Xα
def
= |ωα −
r∑
i=1
d˚ix
i
α −
s∑
j=1
e˚jv
j
α|+ |σ2dα − σ˚2|
=
∣∣∣∣∣∣
r∑
i=1
xiαˆi +
s∑
j=1
vjαˇj
∣∣∣∣∣∣+ |σ2dα − σ˚2|
Yα
def
= Sα + |ωα|p +
∣∣∣∣∣∣
r∑
i=1
xiαˆi +
s∑
j=1
vjαˇj
∣∣∣∣∣∣
p
+ max(σ2dα, σ˚
2)p/2 + |σ2dα − σ˚2|p/2.
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Thus,
Eq. (71) =
1
n
∑
α∈J
∣∣∣∣∣∣Ψα (ωα;σ2dα)−Ψα
 r∑
i=1
d˚ix
i
α +
s∑
j=1
e˚jv
j
α; σ˚
2
∣∣∣∣∣∣
≤ R 1
n
(
1 + min(σ2/2, σ˚2)−1
)∑
α∈J
XαYα
≤ R (1 + min(σ2/2, σ˚2)−1)√ 1
n
∑
α∈J
X2α
√
1
n
∑
α∈J
Y 2α .
Since σ a.s.−−→ σ˚ and we have assumed σ˚ > 0 by Eq. (?), we have (1 + min(σ2/2, σ˚2)−1) is almost
surely uniformly bounded in n.
Therefore, Eq. (71) can be shown to converge a.s. to 0 if we show√
1
n
∑
α∈J
Y 2α is a.s. uniformly bounded in n, and√
1
n
∑
α∈J
X2α
a.s.−−→ 0
We prove these two claims in Lemmas L.22 and L.23 below, which would finish our proof of B a.s.−−→ 0,
and of our main theorem Theorem 2.10 as well.
Lemma L.22.
√
1
n
∑
α∈J X2α
a.s.−−→ 0.
Proof. Note that
Xα ≤
∣∣∣∣∣∣
r∑
i=1
xiαˆi +
s∑
j=1
vjαˇj
∣∣∣∣∣∣+ |˚σ2 − σ2|+ |σ2 − σ2dα|
def
= Pα +Qα +Rα.
Then by triangle inequality (in `2-norm),√
1
n
∑
α∈J
X2α ≤
√
1
n
∑
α∈J
P 2α +
√
1
n
∑
α∈J
Q2α +
√
1
n
∑
α∈J
R2α.
We now show that each term above converges a.s. to 0, which would finish the proof of Lemma L.22.
• Because ˆ a.s.−−→ 0 and ˇ a.s.−−→ 0, we have, for some constant C > 0,
1
n
∑
α∈J
P 2α ≤ C
1
n
∑
α∈J
 r∑
i=1
(xiαˆi)
2 +
s∑
j=1
(vjαˇj)
2

≤ C max
i,j
{|ˆi|, |ˇj |} × 1
n
∑
α∈J
 r∑
i=1
(xiα)
2 +
s∑
j=1
(vjα)
2

≤ C max
i,j
{|ˆi|, |ˇj |} × 1
n
∑
α∈[n]
 r∑
i=1
(xiα)
2 +
s∑
j=1
(vjα)
2

a.s.−−→ C × 0× E = 0
where E is the Gaussian expectation that 1n
∑
α∈[n]
(∑r
i=1(x
i
α)
2 +
∑s
j=1(v
j
α)
2
)
converges
a.s. to, by inductive hypothesis.
79
• The quantity Qα actually doesn’t depend on α, so that√
1
n
∑
α∈J
Q2α ≤ |˚σ2 − σ2| a.s.−−→ 0
by Lemma L.6.
• Notice R2α = σ4(1− dα)2 ≤ σ4(1− dα) because 1− dα ∈ [0, 1/2] for α ∈ J . Thus,
1
n
∑
α∈J
R2α ≤ σ4
1
n
∑
α∈J
1− dα ≤ σ4 1
n
∑
α∈[n]
1− dα = σ4 1
n
rank V
by the definition that dα = (Π⊥V)αα. But of course rank V ≤ s is bounded relative to n.
So this quantity goes to 0 almost surely) as desired.
Lemma L.23.
√
1
n
∑
α∈J Y 2α is a.s. uniformly bounded in n.
Proof. We have√
1
n
∑
α∈J
Y 2α ≤
√
1
n
∑
α∈J
S2α +
√
1
n
∑
α∈J
|ωα|2p +
√
1
n
∑
α∈J
Xˆα2 +
√
1
n
∑
α∈J
max(σ2dα, σ˚2)p
≤
√√√√ 1
n
∑
α∈[n]
S2α +
√√√√ 1
n
∑
α∈[n]
|ωα|2p +
√√√√ 1
n
∑
α∈[n]
Xˆα2 +
√√√√ 1
n
∑
α∈[n]
max(σ2dα, σ˚2)p
where
Xˆα
def
=
∣∣∣∣∣∣
r∑
i=1
xiαˆi +
s∑
j=1
vjαˇj
∣∣∣∣∣∣
p
+ |σ2dα − σ˚2|p/2
We proceed to show that each of 4 summands above are individually a.s. uniformly bounded in n.
• S2α is a polynomially bounded function of g1α, . . . , gm−1α , so that by Moments(m− 1),
1
n
∑
α∈[n]
S2α
a.s.−−→ C
for some constant C, so it is also a.s. uniformly bounded in n.
• By Lemma L.20, we get
1
n
∑
α∈[n]
|ωα|2p
is a.s. uniformly bounded in n.
• Using the same reasoning as in the proof of Lemma L.22, one can easily show
1
n
∑
α∈[n]
Xˆα
2 a.s.−−→ 0
so it is also a.s. uniformly bounded.
• Since dα ≤ 1, we have max(σ2dα, σ˚2) ≤ max(σ2, σ˚2), which is independent of α. There-
fore,
1
n
∑
α∈[n]
max(σ2dα, σ˚
2)p ≤ 1
n
∑
α∈[n]
max(σ2, σ˚2)p = max(σ2, σ˚2)p/2
a.s.−−→ σ˚p.
and it is also a.s. uniformly bounded in n.
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Finally, we deliver the promised proof of Lemma L.21.
Proof of Lemma L.21. By Lemma K.4, Ψα is differentiable in w, and
∂wΨα(w; τ
2) = τ−1 E
z∼N (0,1)
zψ(g1α, . . . , g
m−1
α , w + τz) (74)
∂τ2Ψα(w; τ
2) =
1
2
τ−2 E
z∼N (0,1)
(z2 − 1)ψ(g1α, . . . , gm−1α , w + τz). (75)
Recall that |ψ(x)| ≤ C‖x‖pp + C. We will silently introduce constants C1, C2, . . . depending only
on p, merging with old constants, typically via Lemma K.1 or by integrating out some integrands
depending only on p. With z ∼ N (0, 1),
|∂wΨα(w; τ2)| ≤ τ−1 E
z
|z||ψ(g1α, . . . , gm−1α , w + τz)|
≤ τ−1C E
z
|z| (1 + |g1α|p + · · ·+ |gm−1α |p + |w + τz|p)
≤ τ−1C1 E
z
|z| (1 + |g1α|p + · · ·+ |gm−1α |p + |w|p + τp|z|p)
≤ τ−1C2
(
1 + |g1α|p + · · ·+ |gm−1α |p + |w|p + τp
)
.
Similarly,
|∂τ2Ψα(w; τ2)| ≤ 1
2
τ−2 E
z
|z2 − 1||ψ(g1α, . . . , gm−1α , w + τz)|
≤ τ−2C3
(
1 + |g1α|p + · · ·+ |gm−1α |p + |w|p + τp
)
.
Therefore, for any ∆w ∈ R,∆τ2 ∈ R≥0, we have∣∣Ψα(w + ∆w; τ2 + ∆τ2)−Ψα(w; τ2)∣∣
=
∣∣∣∣∫ 1
0
dt
(
∆w · ∂wΨα(w + ∆wt; τ2 + ∆τ2t) + ∆τ2 · ∂τ2Ψα(w + ∆wt; τ2 + ∆τ2t)
)∣∣∣∣
≤
∫ 1
0
dt
(|∆w| · |∂wΨα(w + ∆wt; τ2 + ∆τ2t)|+ |∆τ2| · |∂τ2Ψα(w + ∆wt; τ2 + ∆τ2t)|)
≤ (C2 + C3)(|∆w|+ |∆τ2|)∫ 1
0
dt((τ2 + ∆τ2t)−1/2 + (τ2 + ∆τ2t)−1)×
(
Sα + |w + ∆wt|p + (τ2 + ∆τ2t)p/2
)
where
Sα
def
= 1 + |g1α|p + · · ·+ |gm−1α |p,
which is independent of t. Since ∆τ2 ≥ 0, (τ2 + ∆τ2t)−1 ≤ τ−2, and we get∣∣Ψα(w + ∆w; τ2 + ∆τ2)−Ψα(w; τ2)∣∣
≤ C4(|∆w|+ ∆τ2)(τ−1 + τ−2)
∫ 1
0
dt
(
Sα + |w + ∆wt|p + (τ2 + ∆τ2t)p/2
)
≤ C5(|∆w|+ ∆τ2)(τ−1 + τ−2)
∫ 1
0
dt
(
Sα + |w|p + |∆w|ptp + τp + (∆τ2)p/2tp/2
)
≤ C6(|∆w|+ ∆τ2)(τ−1 + τ−2)
(
Sα + |w|p + |∆w|p + τp + (∆τ2)p/2
)
where in the end we have integrated out tp and tp/2. We finally apply the simplification τ−1 ≤
1
2 +
1
2τ
−2 by AM-GM to get the desired Eq. (73).
M Proof of NETSOR>+ Master Theorem
In this section we describe how to augment the proof of Theorem 2.10 given in Appendix L to yield
the proof of Theorem E.10. This is very similar to the proof of the NETSOR+ Master Theorem in
Yang [50]. The key points to note here are 1) the rank stability assumption Assumption E.6 used in
Theorem E.10, and 2) an additional term in Eq. (66) due to fluctuations in the parameter Θ.
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M.1 Rank Stability
By Remark E.12, we see that rank stability assumption is necessary for the NETSOR>+ Master
Theorem. In the proof of the NETSOR>Master Theorem (Appendix L), we had to intricately weave
together an induction on rank stability (more generally, CoreSet) and an induction on moment
convergence (Moments). However, here, to show Theorem E.10, we just need 1) to induct on
Moments and 2) to invoke Assumption E.6 whenever we need to use Lemma L.11, which is when we
need to show that pseudo-inverse commutes with almost surely limit, such as in Proposition L.5, and
when we need to ensure either σ is almost surely 0 or is almost surely positive, as in Appendix L.7.3.
M.2 Fluctuation of the Parameters
As in Appendix L, we will induct on the G-vars g1, . . . , gm in the program to show that
1. For any random vector Θ ∈ Rl that converges almost surely to a deterministic vector Θ˚ as
n→∞, and for any ψ(−;−) : Rm × Rl → R parameter-controlled at Θ˚,
1
n
n∑
α=1
ψ(g1α, . . . , g
m
α ; Θ)
a.s.−−→ Eψ(Zg1 , . . . , Zgm ; Θ˚).
for any G-vars g1, . . . , gm, where Zg
i
are as defined in Definition E.3.
2. Each scalar θ that is a deterministic function of g1, . . . , gm converges a.s. to θ˚.
The latter trivially follows from former, so we will focus on proving the former in the inductive step.
When we have parameters in nonlinearities, Eq. (66) needs to be modified to contain an additional
term D:
∣∣∣∣∣ 1n
n∑
α=1
ψ(g1α, . . . , g
m
α ; Θ)− Eψ(Zg
1
, . . . , Zg
m
; Θ˚)
∣∣∣∣∣ ≤ D+ A+ B+ C
where
D def=
∣∣∣∣∣ 1n
n∑
α=1
ψ(g1α, . . . , g
m
α ; Θ)− ψ(g1α, . . . , gmα ; Θ˚)
∣∣∣∣∣
and A,B,C are as in Eq. (66) but replacing ψ(−) there with ψ(−; Θ˚). Because ψ(−;−) is parameter-
controlled at Θ˚ by assumption, ψ(−; Θ˚) is controlled, and A,B,C a.s.−−→ 0 with the same arguments
as before (except using rank stability assumption Assumption E.6 where appropriate, instead of
CoreSet).
Now, by the other property of parameter-control, we have
D ≤ 1
n
n∑
α=1
∣∣∣ψ(g1α, . . . , gmα ; Θ)− ψ(g1α, . . . , gmα ; Θ˚)∣∣∣ ≤ 1n
n∑
α=1
f(Θ)ψ¯(g1α, . . . , g
m
α )
= f(Θ)
1
n
n∑
α=1
ψ¯(g1α, . . . , g
m
α )
for some controlled ψ¯ : Rm → R and some f : Rl → R≥0 ∪ {∞} that is continuous at Θ˚ and has
f(Θ˚) = 0 (where ψ¯ and f can both depend on Θ˚). Since Θ a.s.−−→ Θ˚ by induction hypothesis, we have
f(Θ)
a.s.−−→ 0. In addition, by Moments, 1n
∑n
α=1 ψ¯(g
1
α, . . . , g
m
α ) converges a.s. as well to a finite
constant. Therefore,
D
a.s.−−→ 0
as desired.
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M.3 Summary
The proof of Theorem E.10 would proceed as follows: We induct on Moments with the same setup as
Appendix L.4, except using Assumption E.6 for Proposition L.5. Then we prove the inductive step
for Moments as in Appendix L.7. We modify Eq. (66) to add a term D as in Appendix M.2, which
goes to 0 a.s. as argued there. The same arguments for A,B,C a.s.−−→ 0, exhibited in Appendix L.7
still hold, except that in the proof of B a.s.−−→ 0, we apply Assumption E.6 (instead of Lemma L.11) to
allow us to assume σ˚ > 0 and σ > 0 almost surely.
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