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Abstract 
Laser speckle contrast analysis (LASCA), as a method of measuring blood 
flow speed and tissue perfusion, is a full field imaging technique requiring simple 
configurations and data processing, which is important for the application in real 
time in vivo.  But LASCA is sensitive to changes in environmental factors. The 
application in vivo is also limited to superficial detection due to the limitation of 
the light penetration depth. Therefore this thesis aims to develop an endoscopic 
LASCA system to extend the access to internal detection and explore the 
relationship between the contrast and experimental parameters.  
Firstly the relationship between the contrast and speckle size, flow mode, 
quantity of stationary scatterers and the signal intensity were investigated. 
Theoretical models for the relationship between the contrast and the mean 
intensity of the speckle pattern were deduced and the correction methods were 
introduced to correct the contrast bias due to the intensity difference. 
Then a flexible single wavelength endoscopic laser speckle contrast analysis 
system (ELASCA) was developed using a leached fibre image guide (LFIG). A 
Butterworth filter and defocus were used to remove the fibre pattern to retrieve 
the contrast images. This system and the data processing methods were used on a 
customized phantom demonstrating that this ELASCA system can detect the flow 
speed changes in an imaging domain.  
Afterwards a dual-wavelength ELASCA was developed for functional 
imaging of the blood circulation.  The test on a human fingertip and rabbit uterine 
blood vessels show that this system can monitor the change of blood flow speed 
and the oxygen saturation introduced by occlusion, in addition to the cardiac pulse 
and respiration rate. 
Then a novel application of LASCA to visualize the ultrasound pressure field 
and the propagation of the shear wave is presented for the application of locating 
area of interest (AOI) and detecting tissue variation.  
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Chapter 1  
Introduction 
1.1 The function of blood circulation 
In the human body the supplication of nutrition and the disposal of waste are 
accomplished a system which is called the blood circulation system. According to 
Gillian Pocock [1] the circulatory system has three primary functions: it provides 
nutrition to the cells and carries away the products of metabolism; and it regulates 
the volume and composition of the extracellular fluid which is crucial for the 
body‟s function; it plays an important role in the regulation of a variety of 
physiological functions because it spreads into every part of the body.  
 
Figure 1-1  The blood pressure, the cross area and the blood flow velocity of 
different type of vessels [1] 
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The blood circulation system is composed of the heart and vessels of different 
diameters. The heart is the pump powering the circulation of the blood. Vessels 
bring oxygen, glucose and other nutrients to the cells and remove the waste. 
According to whether the flow direction is away from or towards the heart vessels 
are classified as arteries and veins. The arteries can be subdivided into four main 
types: the aorta, large arteries, arterioles and capillaries. The diameters of the 
vessels decrease from >10 mm to around 10 µm and the blood flow speed also 
changes from >100 mm/s to <1 mm/s [2].  
Change of vasculature and any malfunction results in different diseases in 
retina, skin, brain etc. [3], some of which are life threatening. According to the 
National Health Service (NHS) in UK, coronary heart disease (CHD), cancer and 
stroke are the leading three causes of death in the UK, all of which are connected 
to abnormal vasculature. Both CHD and stroke are caused by the long-term 
accumulation of fat, cholesterol or scar tissue in the vessels which thicken the 
vessel walls and narrow the vessels [4]. The development of cancer depends on 
vast growth of the vessels to meet the high demand of nutrition, and the new 
vessel structure is disordered [5]. In addition to diseases, injuries from accidents 
or surgical operations also result in the damage to vessels and blood supply to the 
cells. Whether the vessels are safely reconnected during certain operations and 
whether the blood supply returns to normal determine the speed of recovery. 
Therefore the measurement of circulation is important to predict the occurrence of 
diseases, implement effective treatment and evaluate the recovery. Also as the 
circulatory system plays an essential function, the study of it can help us to 
understand the mechanism of health problems. 
1.2 Biophotonics in blood circulation 
Biophotonics is the application of photonics to biology. It expands the range 
of diagnosis and treatment available with minimal or non invasive techniques [6]. 
The utilization of the interaction between light and tissue in terms of refraction, 
absorption and scattering allow different diagnosis techniques to detect, measure 
and image the structure of vasculature or circulatory function. Here these 
23 
 
techniques are divided into three groups according to the parameter of the 
measurement: function, vascular structure and flow velocity. 
1.2.1 Functional measurement 
Oxygen metabolic change is often used to monitor the final function of blood 
circulation. This is because the haemoglobin in the red blood cells in arteries 
carries oxygen to power the function of organs and becomes deoxygenated after 
releasing oxygen to the body cells. Oxy- and deoxy-haemoglobin have different 
light absorption coefficients at different wavelengths as shown in Figure 1-2. 
Optical spectroscopy is a technique for functional measurement by detecting the 
intensity of the light at different wavelengths. Fluorescence and other processes 
may also occur at low levels when tissue is excited by light at specific wavelength. 
Because different components of the tissue have a different wavelength response, 
the spectrum can indicate the concentration and location of these components. In 
the field of blood circulation, Spectral analysis is usually focused on the signal 
intensity as a function of the concentration of oxy-haemoglobin and deoxy-
haemoglobin since these molecules are the main optical absorbers in the blood. A 
minimum of two wavelengths are needed [7, 8] to measure the relative change of 
oxy- and deoxy-haemoglobin using a modified Beer-lambert law in which the 
concentration change of the chromosphores is a function of the absorption 
coefficient, the differential light path length and the recorded light intensity [9]. 
Multi-wavelength measurements can be used to more accurately detect the 
concentration of oxy- and deoxy-haemoglobin by accounting for more tissue 
constituents and parameters [10]. Multiple detectors and time or frequency 
resolved measurements can also be made to improve the spatial resolution. 
1.2.2  Vascular imaging 
Optical methods provide the possibility to image the vasculature in vivo 
because they can provide images of both the structure and spacing of vessels, 
which is important when studying the vascular function and angiogenesis. They 
are particularly important in oncology to diagnose the tumour at an early stage 
because the number of capillaries increases rapidly in the first period of the 
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tumour progress. They can be also used to evaluate the efficiency of the treatment 
and drugs. The vascular imaging methods include ultrasound magnetic resonance 
angiography (MRA), computer tomography angiography (CTA), optical 
coherence tomography (OCT) and confocal microscopy. The resolution can even 
reach the cellular level. The use of imaging agents can also improve the vascular 
contrast. The absorption wavelength of the agents selected is usually in the near 
IR to avoid haemoglobin absorption [11]. Some methods, such as Magnetic 
resonance imaging MRI [12], OCT [13] and Laser speckle contrast analysis 
LASCA [14] can also show the thickness of the vessel wall, or detect plaques in 
an imaging domain.  
 
Figure 1-2  Molar extinction coefficient of haemoglobin and oxy-haemoglobin 
1.2.3 Flow velocity measurement 
Blood velocity can be an indicator for many diseases such as stroke and CHD. 
It can be also used to examine the closure of vessels during surgery and the 
recovery from injuries. There are a variety of techniques to measure flow velocity. 
Some of them are quantitative, such as Laser Doppler Imaging (LDI), and some 
are qualitative, such as LASCA. The combination of LDI and OCT improves the 
spatial resolution whist supplying speed information. This measurement will be 
described in more detail in Chapter 2. 
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1.3 Summary of the thesis 
The work discussed in this thesis concerns the investigation of speckle 
contrast and fibred endoscopic LASCA. This includes methods to remove the 
fibre bundle structure from the contrast images to build a leached fibre image 
guide (LFIG) based endoscopic laser speckle contrast analysis system (ELASCA) 
for measuring tissue perfusion in vivo. An application of LASCA in the 
measurement of ultrasound field and shear waves is also presented as a part of this 
work. 
Chapter 2 reviews the current technologies to measure blood flow and tissue 
perfusion, endoscopy techniques and the application in the medical field. It 
elaborates on the theory of laser speckle, the principles of LASCA for measuring 
flow speed and the general experimental methods and modelling approaches used 
in this thesis.  
Chapter 3 describes work to investigate the fundamental properties of speckle 
contrast as a function of speckle size, signal intensity and bit depth of the detector 
by means of theoretical deduction, computer simulation and lab experiments. A 
method for correcting the speckle contrast bias induced by signal intensity 
changes or uneven illumination is presented. It also illustrates the connection 
between the correlation time and the flow mode by recording images using 
multiple charge coupled device (CCD) exposure times. The flow mode can be 
differentiated from the de-correlation time and the percentage of stationary 
scatterers can be indicated by the contrast value when using a long exposure time. 
Chapter 4 focuses on the design of ELASCA and the image processing 
methods. After reviewing the previous work on endoscopy in LASCA, it presents 
new methods using a leached fibre image guide to provide the contrast image in 
two speckle size regimes. The data acquisition and image processing methods are 
presented to remove the fibre bundle pattern from the contrast image. The 
ELASCA system is tested on a customized phantom consisting of channels of 
different diameters. 
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Chapter 5 demonstrate the ELASCA with dual-wavelength illumination and 
its applications on the finger tip and a rabbit trial. This dual-wavelength ELASCA 
system can not only provide the tissue perfusion changes induced by blood 
occlusion, but also the pulse rate and the change of oxygenation. 
Chapter 6 presents the work on visualizing focused ultrasound field and 
imaging the propagation of shear waves using LASCA. An analytic model to 
calculate the contrast difference introduced by the acoustic field was put forward 
based on the distribution of particle oscillation speed. This model was compared 
to the methods published by L. Wang‟s group [15, 16] with both computer 
simulation and experiments.  
Chapter 7 summarizes the main contents in this thesis and discusses the 
remaining challenges for the application of ELASCA in vivo. 
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Chapter 2  
Measurement of blood flow and tissue 
perfusion 
In this chapter the current methods for measuring blood flow and tissue 
perfusion both in the clinic and in the laboratory are reviewed. The general theory 
and processing methods of LASCA for detecting and imaging blood flow are 
presented. The development of endoscopic methods and their applications to 
LASCA are described. 
2.1 Current methods for measuring blood flow and tissue 
perfusion 
Various techniques have been developed to detect the blood flow and tissue 
perfusion. They can be divided into two types: invasive and non-invasive. 
Invasive methods depend on the intake of an agent, such as a dye or thermal 
indicator in „indicator-dilution‟ methods, a radioactive tracer in positron emission 
tomography (PET). The disadvantages of these invasive methods are well-known: 
they introduce alien tracers to the body with varying or unknown level of toxicity; 
it takes time for the agent to reach the location and to be flushed away after the 
test; they increase the workload of the kidney; and there is the risk of allergy. The 
radiation used in some of the methods may damage cells and tissue, although the 
risk is kept as low as possible. Therefore non-invasive methods are more desirable. 
A brief review on the non-invasive techniques for monitoring blood flow and 
tissue perfusion will be provided here. 
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2.1.1 Non-optical methods of imaging flow  
There are a number of ways to characterise the blood flow properties. The 
parameters of interest are blood pressure, blood volume and blood speed. 
2.1.1.1 Measurement of blood pressure 
The easiest but most indirect way is to measure the blood pressure because 
the blood pressure and the blood flow speed are correlated. But this usually 
provides a systemic measurement and is not able to provide the blood flow speed 
in a specific area.  
2.1.1.2 Measurement of blood volume 
Compared to ECG, methods which measure the change of blood volume in a 
time period are able to more closely indicate the actual flow speed. There are two 
common methods for measuring blood volume: electrical-impedance 
plethysmography and chamber plethysmography. 
 Electrical-impedance plethysmography  
The blood pulsation changes the blood volume in a segment of tissue and 
introduces changes in the electrical impedance of the tissue. Therefore by 
measuring the impedance changes between two electrodes across a region of 
tissue, the blood volume variation or the pulsation of the blood can be measured.  
According to Swanson‟s derivation, the change of blood volume    is related 
to the change of impedance    as follows [1]: 
   
   
   
  
 2-1 
where  
 
 is the resistivity of the blood;   is the length between the two electrodes 
and Z is the original impedance in the circuit.  
Electrical-impedance plethysmography can also provide pathological 
information. For example, when it is applied identically to both legs and the 
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pulsation waveform is much lower in one leg than the other, it may indicate an 
obstruction in the leg with low pulsation.  
However this method is based on three assumptions: the resistivity of the 
blood remains constant; the vessels expand uniformly; the direction of the current 
is parallel to the flow. But in many cases these assumptions are not met, and in 
addition the measurement has poor accuracy.  
 Chamber plethysmography (venous occlusion plethysmography)  
When a cuff is applied to the limb and the return venous flow is blocked, the 
pulsation of the blood changes the volume of the limb. If the limb is placed in an 
airtight chamber or a bladder which is filled with water, the increase of the blood 
volume can be measured by monitoring the water level in the calibration tube. 
This is the principle of chamber plethysmography. Chamber plethysmography 
depends on the blockage of the venous flow and measurement of the volume, so it 
is only applicable to the limbs [2].  
2.1.1.3 Measurement of blood flow speed 
In non-invasive blood flow methods, electromagnetic flowmeters and 
ultrasound-Doppler flowmeters measure parameters whose value is determined by 
the flow speed rather than the volume or pressure as the methods mentioned 
above. 
 Electromagnetic flowmeters  
When charged particles pass through a magnetic field, an electromagnetic 
field (EMF) is generated. The EMF can be measured from the voltage between 
two electrodes placed in the direction perpendicular to both the magnetic field and 
the flow velocity. It has a linear relationship with the flow speed [3, 4]. When 
both the magnetic field and the speed profile are uniform, according to Faraday‟s 
law this relation between the detected voltage and the flow speed can be 
expressed as [1]: 
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        2-2 
where B is the magnetic field (T), L is the length between the electrodes (m) and 
  is the velocity of the velocity of the blood (m/s). It was also found that the 
signal contains secondary information related to the characteristics of the liquid 
such as particle concentration and density which can be calculated from the 
frequency spectrum of the signal [5]. 
Electromagnetic flowmeters can detect the instantaneous flow speed. But 
when the flow velocity profile is not uniform, an error is found in the estimated 
velocity. There are also some factors causing errors including the non-uniformity 
of the magnetic flux according to the reference.  
 Ultrasound-Doppler flowmeters  
The Doppler effect refers to the frequency shift effect of the wave (here the 
ultrasound wave) when it is reflected from a moving target. The frequency shift 
(       ) is determined by the ultrasound frequency     , the velocity of the 
ultrasound ( ) and the velocity of the target ( ) relative to the ultrasound wave [6]:  
   
    
 
 2-3 
When c and f0 are known,    has a linear relationship with the target velocity 
u. In addition to the value of the velocity, the Doppler effect also indicates 
whether the object is moving towards or away from the ultrasound generator, 
although there is also an angle dependence. 
Ultrasound has a penetration depth of several centimetres in tissue which is 
the main advantage of this method. The selection of the US frequency is a trade 
off between the penetration depth and the reflected ultrasound power from the 
target. The commonly used medical US frequency range is 2 to 10 MHz, 
providing a typical penetration depth of  less than 1 cm to 7 cm [7, 8]. 
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2.1.2 Optical methods for monitoring blood flow 
When light pass through vessels or the capillary bed, it is absorbed, reflected 
and scattered by the blood cells. Optical methods for monitoring blood flow are 
based on these interactions between light and blood. Compared to the non-optical 
methods, most of the optical methods can provide images of vasculature with high 
spatial resolution. In addition because the interaction between the light and the 
blood cells is not only related to the flow speed, but also influenced by the 
properties of the blood, such as the oxygen saturation and the size of red blood 
cells, optical methods can give more information than blood flow speed which 
enables the investigation of the hemodynamics, angiogenesis and the disease 
related mechanisms.  
2.1.2.1 Photoplethysmography (PPG) 
PPG, usually called pulse oximetry in the clinic, is used to measure the blood 
flow in the finger tips, toes and ears, which contain a large number of capillaries 
and are easy to access. The output signal of single wavelength PPG fluctuates at 
high frequencies related to the heart beat and at low frequencies corresponding to 
the respiration period. The principle of PPG is to detect the absorption change of 
the light by the red blood cells and the haemoglobin contained in the capillary bed. 
During the pulsation of the arteries, the capillary bed is filled with blood. The 
increase of blood volume introduces higher light absorption and the light received 
by the detector is decreased. Therefore the output light intensity changes with the 
same period as the pulsation [9, 10] . PPG can also monitor the respiration rate 
because respiration affects the intrapleural pressure and consequently the cardiac 
output. Using two illumination wavelengths, PPG can also measure the oxygen 
saturation (SaO2) according to the different absorption coefficients at different 
wavelengths by calculating the ratio of the AC and DC components of the 
detected intensities at the two wavelengths [11]. PPG methods can be realized by 
detecting either the reflected light intensity or the transmitted intensity. To ensure 
that enough light reaches the capillary bed and the detector, red and near-infrared 
light sources are used and the wavelengths are around 600-900 nm. PPG is the 
simplest optical technology for measuring blood flow, but at the same time its 
precision and resolution are poor [10, 12-15]. 
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2.1.2.2 Laser Doppler flowmetry (LDF) and laser Doppler imaging (LDI) 
Similar to ultrasound-Doppler flowmetry, LDF and LDI are also based on the 
bandwidth broadening effect (Doppler frequency shift) when the coherent 
illumination light is reflected by the moving target (blood cells in this case). It is a 
quantitative method giving the flow flux in terms of the product of the blood cell 
concentration and the average flow speed. Because the light frequency is too high 
to be measured directly, a reference beam, usually a part of the illumination beam, 
is used to interfere with the back scattered light to generate a lower intensity beat 
frequency,    , which is equal to the frequency difference between the back 
scattered light and the reference beam. When the incident light is perpendicular to 
the flow direction the amplitude of the Doppler frequency shift is given as [16]: 
               2-4 
where n is the refractive index,   is the average flow speed of the blood cells,   is 
the wavelength of the illumination and θ is the angle between the particle velocity 
and the direction of detection.  
LDF is a spot detection method using a single probe which contains both the 
illumination and the signal collecting fibres. It gives a continuous perfusion 
measurement. Laser Doppler flowmetry is limited by low resolution and poor 
depth of penetration especially in ocular blood flow measurement [17].  
LDI was developed from LDF and gives two dimensional colour-coded 
images of the tissue perfusion using a scanning mirror to translate both the 
illumination area and the observing area [18, 19]. LDI is non-contact but is 
frequently limited by the low frame rate due to the scanning time and data 
processing time. 
The emergence of full-field LDI allowed improvement in the frame rate. In 
2002 Serov, et al. published a full field LDI method which was, for the first time, 
a non-scanning LDI [20] utilizing a CMOS camera to record the intensity 
fluctuating images. At the present time full field LDI is capable of acquiring and 
processing images at more than 12 fps with an area of interest of around 50 cm
2
 
[21].  
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2.1.2.3 Photoacoustic methods  
When chromatic particles are illuminated by a pulsed laser [22], they absorb 
the light energy and convert it into heat. This rapidly heats and expands the 
surrounding material and generates acoustic shock waves due to the change of the 
pressure of the material and these can be detected. Blood cells are the main 
absorber at specific wavelengths, and may generate acoustic waves when light is 
absorbed. The combination of the photoacoustic effect and other technologies 
provides different ways to measure blood flow: Photoacoustic flow measurement 
with highly absorbing gold nanorods [23] as tracers. When the nanorods are 
heated by the laser the shape changes from rods to spheres, which changes the 
peak absorption wavelength and the intensity of the acoustic signal generated 
thereafter. By detecting the „wash-out‟ speed of the acoustic signal the flow speed 
is measured [24]. Photoacoustic Doppler imaging (PDI) [25] is the combination of 
the photoacoustic effect and the Doppler effect. When the laser is incident on the 
tissue, the blood cells absorb it and generate an acoustic wave. The detected 
acoustic frequency changes because of the Doppler shift when the blood cells are 
moving. In the range of 0 to 10 mm/s flow speed, the frequency shift linearly 
changes with the flow speed. PDI is a totally non-invasive method to 
quantitatively measure the blood flow speed. 
 
2.1.2.4 Optical Coherence Tomography (OCT)  
OCT is based on a Michelson interferometer using a low coherent light 
source [26, 27]. In the OCT system the illumination light is split into a reference 
beam and an object beam. The object beam is reflected from different depths of 
the tissue therefore the phase is changed according to the optical path taken. The 
phase of the reference beam is varied by moving a reference mirror. The 
interference occurs only when the optical path length difference between the 
reference beam and the object beam are within the coherence length and the 
interference band is recorded by the detector. OCT is a non-invasive imaging 
technique with a high spatial resolution. If the light source is laterally scanned, 3D 
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images are obtained showing tissues with different optical properties. There are 
several types of OCT which can detect the blood flow: 
 Speckle contrast based OCT: 
 Mariampillai et al. put forward a method based on the speckle variance in the 
OCT images by calculating the pixel based intensity variance over N frames  
using the following equation [28, 29] : 
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where j and k are the indices of the lateral and depth scan respectively;   is the 
index of the frame number;       is the mean intensity image of the N frames. In 
a later published paper the optimal N was found to be 8 for slow motion in the 
microvasculature [29]. With this processing the microvascular structure is 
obtained without using any agent and the blood circulation change is observed.  
 Optical Doppler Tomography (ODT)  
ODT is the combination of OCT and Doppler flowmetry. The speed 
sensitivity of ODT is negatively proportional to the short-time Fourier transform 
window size which is proportional to the spatial resolution. Therefore it is a trade-
off to have a good velocity sensitivity and high spatial resolution. In addition the 
increase of frame rate also decreases the velocity sensitivity which determines that 
the slowest detectable flow speed is limited during real-time ODT imaging. 
Yonghua Zhao et al. put forward phase-resolved OCT in which a new complex 
function is given by the interference fringe function and its Hilbert transformation, 
and the Doppler frequency shift is then calculated from the ratio of the phase of 
the new complex function and the time interval between successive scans. Since 
the time interval in the scans is much longer than the pixel time window, the 
detectable minimum flow speed can be 100 times less than the normal ODT [30].  
In addition to Time Domain OCT (TD-OCT), Frequency-Domain OCT (FD-
OCT) or Spectral-Domain OCT (SD-OCT) is also combined with Doppler 
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flowmetry to measure blood flow [31-33]. Since FD-OCT does not need to a 
modification of the reference beam, the acquisition speed is high. 
2.2 Principle of laser speckle contrast analysis (LASCA) 
 
The phenomenon of laser speckle was noticed in the early 1960‟s following 
the first demonstration of the laser [34]. It is the result of interference of the 
random phase fluctuations in the optical field. In this section the generation of 
speckle pattern and its statistical properties are introduced. 
2.2.1 Generation of laser speckle image 
A laser speckle pattern is generated when coherent light illuminates a rough 
surface or paths through a medium with random refractive index changes, as 
indicated in Figure 2-1. The reflected and backscattered light interferes and 
creates randomly distributed bright and dark areas on the observation plane. The 
image is called a speckle pattern and can be captured by a camera. When the 
surface or the particles in the medium are moving, the frequency shift reduces the 
coherence length of the optical field and the correlation time is shorter. Due to the 
shorter correlation time and relatively long integration time of the CCD the 
speckle image is more blurred. The scale of this blur is evaluated by the contrast. 
Contrast decreases with increases in the speed at which scatterers move. Therefore 
the speed can be evaluated by inspecting the change of the contrast value. This is 
the basis of LASCA for measuring blood flow and tissue perfusion. Because 
speckle images are generated by the sum of numerous light beams, they are 
analyzed statistically [34].  
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        (a)                  (b) 
Figure 2-1  (a) The generation of speckle pattern; (b) Speckle image from a 
paper card. 
 
2.2.2 Statistical Properties of Speckle Images 
2.2.2.1 Probability density function (PDF) 
Speckle contrast analysis is based on the statistics of the intensity of the 
speckles. The contrast value can be calculated from the standard deviation and the 
mean of the intensity variables which are connected to the intensity PDF. 
Therefore understanding the PDF is important to analyse speckle contrast and the 
speckle pattern.  
 Fully developed speckle pattern  
When the speckle image is generated from a large number of independent 
random variables, the phase difference is between [- , ] and complies with 
Gaussian distribution under the Central Limit Theorem and the amplitude of the 
speckle field is given as the Rayleigh function [35]:  
      
 
  
     
  
   
  2-6 
where A is the amplitude and σ is the standard deviation of the amplitude. Usually 
the detectors measure intensity instead of phase or amplitude, therefore the PDF 
of the speckle intensity is of more interest. The intensity of the electric field is the 
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modulus square of the amplitude and the PDF is given as a negative exponential 
function:  
     
 
   
      
 
   
  2-7 
The speckle pattern following negative exponential function is called a fully 
developed speckle pattern. The contrast, which is the ratio between the standard 
deviation and the mean of the intensity, of the fully developed speckle pattern is 
equal to one. Besides the limits that already mentioned, the generation of a fully 
developed speckle pattern also requires the illumination to be at a single 
wavelength, linearly polarized and the detector size to be smaller compared to the 
speckle size.  
 Spatially integrated speckle pattern 
In most LASCA experiments, the pixel size of the detector cannot be treated 
as infinitely small. The detected speckle pattern is actually the speckle image 
spatially integrated over the area of a pixel of the detector. The PDF of the 
detected speckle pattern therefore can be calculated from the integrated intensity 
and is approximated by a Gamma density function [34] 
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where M is determined by the ratio of the pixel size and the correlation area of the 
speckle field. I is the integrated intensity and <I> is the mean intensity of the 
speckle image. 
 Partially polarized speckle pattern 
The polarization property of the incident light also changes the PDF of the 
speckle pattern and the contrast thereafter. The PDF of the partially polarized 
speckle pattern is given by[36] : 
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where Q is the degree of the polarization of the incident light. The contrast of the 
partially polarized speckle pattern is given by: 
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 Sum of N independent speckle patterns 
When the detected speckle pattern is the sum of M independent speckle 
intensities, such as when the integration time of the detector is longer than the 
correlation time of the speckle pattern, the PDF of the detected speckle image is 
also given by Gamma distribution expressed as equation 2-8, where N is number 
of independent speckle intensities [37].  
The contrast of the Gamma distribution driven speckle pattern is not equal to 
one anymore, but related to the value of N and is expressed as: 
  
 
  
 2-11 
In tissue experiments, the speckle pattern is rarely fully developed because 
the degree of the polarization is destroyed by the scattering of the tissue, the 
integration of the signal detector pixels, the tissue is moving, etc. The contrast is 
usually much less than one and the PDF is close to a Gamma distribution. 
2.2.2.2 Contrast  
Contrast is defined as the value of the standard deviation divided by the mean 
[36]:  
  
 
   
 2-12 
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where C is the contrast,   is the standard deviation of the signal and  I  is the 
mean value. 
In experiments the contrast is calculated based on the values recorded by the 
CCD pixels. This contrast can be called global or local depending on whether the 
calculation is performed on a large area of interest or specific regions of the image. 
Pseudo-colour may be added to the contrast map according to the contrast value 
so that the different speeds can be distinguished by different colours. 
Global contrast is usually used to compare the change of perfusion and flow 
speed in non-imaging domain, such as the decrease of blood flow speed for 
ischemia or cortical spreading depression [38]. Contrast is calculated from the 
whole area of interest. Therefore only one contrast value is achieved rather than a 
contrast map. There are two methods to theoretically calculate contrast: 
 Integration of the autocorrelation function of the optical field in the 
range of integration time  
If the optical field is defined as       the normalized cross-correlation 
function of the optical field is given by [37]: 
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where  is the time delay between two fluctuation fields. The intensity        is 
equal to            , according to the Siegert relation the normalized cross-
correlation function of intensity is given by [39]: 
      
      
        
            2-14 
According to statistics [40], the variance of the intensity is:  
             2-15 
Then the square of the contrast can be expressed as: 
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and therefore it is related to the autocorrelation function of the optical field:  
            2-17 
Taking the integration time of the CCD camera into consideration [41], the 
contrast is given by: 
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where T is the integration time of the CCD. As pointed out by Zakharov et. al [42], 
the triangular averaging of the correlation function should be taken into account. 
The contrast is then written as: 
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Therefore, if the autocorrelation of the optical field and integration time of 
CCD are known, the contrast value can be calculated. 
  Wiener-Khinchin theorem  
As mentioned in the previous section, the contrast can be obtained from the 
integration of the autocorrelation function. According to Wiener-Khinchin 
theorem, the autocorrelation function and Power spectral density function (PSD) 
are a Fourier transform pair. If the velocity distribution, or PSD of the velocity, is 
known, the autocorrelation can be acquired from the 2D Fourier transform of the 
PSD [43]. 
              2-20 
and  
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where Ø(ν) is the PSD of the velocity and     is fast Fourier transform. Taking 
Brownian motion as an example, the speed distribution is a Lorentzian function 
[44]. The autocorrelation can be found from the Fourier transform of Ø(ν) 
                                     2-22 
                      2-23 
Substituting Eq. 2-23 to Eq. 2-19, the expression for the contrast can be found 
in terms of integration time T and correlation time  
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2.3 Speed calculation 
There are two ways to find the flow speed from LASCA.  
One way is to directly calculate speed from the contrast value according to 
the equations given by Yoshimura [39]. This method depends on the knowledge 
of the experimental setup parameters, such as aperture size, the distance between 
the lens and the observing plane, wavelength, etc. But the imaging system is 
complicated and the measurement of the parameters, especially the distances, 
cannot be precise or is time consuming. Alternatively the parameters can be fitted 
from a sequence of contrast measurement when the sample moves at specific 
speeds. But it relies on the access to control the speed. Therefore this method can 
only be used in the lab to date. 
 The second method is to find the speed from correlation time. A common 
expression to relate the correlation time and speed is
 
on an assumption that the 
velocity distribution is not of interest and the average speed is the „half-width 
velocity‟ of a Lorentzian velocity distribution [43-47]. 
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where    is correlation time,   is the wavelength of the laser source, and    is the 
speed to be tested. From the measured contrast values and integration times, the 
correlation time can be calculated according to equation 2-24 and equation 2-25.  
Since both of the methods have limits mentioned above and cannot accurately 
give speed information, LASCA remains as a method of measuring relative speed.  
2.4 Laser speckle contrast analysis (LASCA) for blood 
flow and tissue perfusion 
When the tissue is illuminated by a coherent light source, both the red blood 
cells in the vessels and the surrounding tissue scatter the light. The scattered light 
interferes and generates speckle patterns on the recording device. When the red 
blood cells are moving, the contrast of the corresponding area in the recorded 
speckle image has a lower value than the surrounding area. Therefore the contrast 
image displays the flow speed distribution, which is the principle of LASCA for 
tissue perfusion. In 1981, Fercher and Briers first put forward the idea of using the 
contrast variation of the speckle pattern to visualize blood flow in the human 
retina [41].  
According to the contrast calculation method, LASCA has two main types of 
data processing in the medical applications: one is spatial LASCA (sLASCA) and 
the other is temporal LASCA (tLASCA). 
2.4.1 Spatial laser speckle contrast analysis (sLASCA) 
The contrast calculation is based on a single frame. The contrast value at 
pixel (   ) is calculated from the contrast of a square window defined by the rows 
from     to     and the columns from     to     using equation 2-12. This 
is repeated for all pixels by moving the window in X direction and Y direction at a 
step size of one pixel. When this process is accomplished by a computer program, 
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the square window is realized by „kernel‟ window defined with specific size, 
usually with an area of 5×5 pixels or 7×7 pixels [48-50]. The result is the contrast 
image of the AOI. The diagram for the calculation of contrast is shown in Figure 
2-2.  
 
            
            
            
            
            
            
            
            
Figure 2-2  Diagram for the spatial contrast calculation. The table represents 
the detector chip and each small square represents one pixel. The shaded square 
represents the kernel window and the size of it is 5×5 pixels in this case. The contrast 
value of pixels in the kernel is assigned to the pixel (i, j) and the kernel is moved 
along X axis and Y axis pixel by pixel to perform the spatial contrast calculation. 
The red rectangle shows the position of the kernal for calculating the contrast of the 
pixel (i+1,j) (Figure was revised from [49] ). 
Because sLASCA is a full field imaging technique, it is fast and less 
vulnerable to the undesired movement of the target. It has been applied to measure 
the blood flow change during ischemia [51], cortical spreading depression (a key 
cause of ischemia stroke) [52, 53], burn scar perfusion [54], and cocaine induced 
cortical blood flow changes [55, 56].  
2.4.2 Temporal laser speckle contrast analysis (tLASCA) 
In tLASCA a number of speckle images are recorded consecutively over a 
period of time. The contrast calculation is based on intensity changes in each pixel 
during this time period. Compared to sLASCA it has a higher spatial resolution 
and is therefore able to show smaller vessels [57], but at the expense of temporal 
resolution. It is not sensitive to intensity artefacts and produces a linear 
X 
Y 
i, j 
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relationship with the result from sLASCA [58]. The number of frames used in the 
contrast calculation must be more than 15 to have a correlation higher than 0.96 
between the real speed and the calculated contrast [57]. However since the 
acquisition time is long, it is vulnerable to the movement artefacts and cannot 
detect fast flow speeds [59].  
The combination of temporal and spatial LASCA by either performing 
sLASCA first and averaging the contrast temporally or tLASCA first and average 
spatially in a kernel window has been explored [47, 60, 61] and proved to have a 
higher SNR and fewer number of frames needed.  
2.5  Endoscopy 
2.5.1 General introduction 
Endoscopy is a minimally invasive diagnostic and surgical technique. It not 
only extends the areas accessible to doctors, but has also many benefits to patients, 
for instance, less pain and haemorrhage during the surgery. Because of the small 
incision, the patients can recover in a much shorter time than that of the open 
surgery and leave the hospital and return to work faster. 
Endoscopes are divided into flexible and the rigid types. Rigid endoscopes 
benefit from high optical transmission efficiency of rod lenses invented by 
Hopkins [62], which increased the transmission by 80 times over other 
cystoscopes previously used. Rod lenses are fixed in a metal tube and the 
illumination is transferred by fibres around the outside of the lens housing. This 
gives clinicians tissue images with high spatial resolution. Rigid endoscopes are 
used in laparoscopy, urethrocystoscopy, arthroscopy, etc. Flexible endoscopes, as 
the name suggests, are flexible tubes transferring illumination and images. In 
contrast to rigid endoscopes, the images in flexible endoscopes propagate through 
cables after recorded by the mini cameras or a fibre bundle before being 
recorded[63]. Because of the available number and the size of mini camera or the 
fibre cores, flexible endoscopes have a lower spatial resolution whist providing 
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the access to the parts of the body, such as the stomach and colon, which are 
inaccessible for other rigid techniques.  
Because laser light can be absorbed and scattered in tissue, the penetration 
depth is, at maximum, several millimetres, which limits the application of LASCA. 
Combining LASCA with endoscopy can allow imaging of internal organs for 
diagnosis and surgery, and provide doctors with the blood supply status in real 
time in vivo or assess recovery from disease or injury.  
2.5.2 Endoscopic laser speckle contrast analysis system (ELASCA) 
Since it is limited by the penetration depth of the light, LASCA is mainly 
used to measure blood circulation in the skin, retina and cortical tissue [51, 64, 
65]. Some work was implemented to realize endoscopic LASCA systems so that 
the application could be broadened to disease diagnosis and supervision both 
during and after surgical operations. Bray et al. [66, 67] used a high resolution 
CCD and a standard arthroscopic sheath to detect the circulation recovery after the 
treatment of arthritis. It was the first test of ELASCA. But it used a rigid Hopkins 
lens type endoscope and is not applicable to intraluminal application in which 
curved paths are involved. Zimnyakov et al. [68] utilized a optical fibre bundle 
instead of a rigid endoscope to transfer a speckle pattern and measure the tissue 
property changes due to heat. It was a point measurement and could not provide 
images of the scatter speeds.   
The challenges of using fibre bundles for imaging domain LASCA include 
how to avoid cross talk between fibre cores, how to compensate the speckle 
variance due to the movement of the fibre and how to remove the influence from 
the cladding. Leached fibre image guides (LFIG) were reported to be able to 
preserve the speckle correlation time when the LFIG was moved at 12 mm/s and 
reduce the cross talk [69]. From the decorrelation time of the fibre-transferred 
speckle pattern, atherosclerotic plaque groups of different thickness could be 
separated. Later Hajjarian et al. developed an intravascular laser speckle imaging 
catheter using a single fibre for illumination and a LFIG with imaging optics to 
evaluate the mechanical properties of arterial walls both ex vivo and in vivo [70]. 
In addition to the mechanical property changes, this system could also detect the 
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heart beat from the decorrelation time. But this system was based on the 
calculation of decorrelation time, which required multiple speckle images, and 
could not provide image information. 
This thesis aimed to build an LFIG based flexible endoscopic system to 
measure the blood flow and tissue perfusion in an imaging domain. 
 
2.6 References 
 
1. J. G. Webster, Medical Instrumentation - Application and Design (4th Edition) 
(2010). 
2. S. Ananthi, A text book of medical instruments (New Age Publishers, 2006). 
3. A. Kolin, "An electromagnetic flowmeter. Principle of the method and its 
application to bloodflow measurements," Experimental Biology and Medicine 35, 
53 (1936). 
4. M. O'Rourke, "Dynamic accuracy of the electromagnetic flowmeter," Journal of 
Applied Physiology 20, 142-147 (1965). 
5. H. Eren, "Particle concentration characteristics and density measurements of 
slurries using electromagnetic flowmeters," Instrumentation and Measurement, 
IEEE Transactions on 44, 783-786 (1995). 
6. J. G. Rosen, Lisa Quinn, "Encyclopedia of Physical Science,"  (2009). 
7. B. T. Hayes, M. A. Merrick, M. A. Sandrey, and M. L. Cordova, "Three-MHz 
ultrasound heats deeper into the tissues than originally theorized," Journal of 
athletic training 39, 230 (2004). 
8. K. L. Knight, and D. O. Draper, Therapeutic modalities: the art and the science 
(Lippincott Williams & Wilkins, 2007). 
9. A. A. Kamshilin, S. Miridonov, V. Teplov, R. Saarenheimo, and E. Nippolainen, 
"Photoplethysmographic imaging of high spatial resolution," Biomedical optics 
express 2, 996-1006 (2011). 
10. M. Nitzan, I. Faib, and H. Friedman, "Respiration-induced changes in tissue 
blood volume distal to occluded artery, measured by photoplethysmography," 
Journal of Biomedical Optics 11, 040506 (2006). 
49 
 
11. P. Kyriacou, A. Moye, D. Choi, R. Langford, and D. Jones, "Investigation of the 
human oesophagus as a new monitoring site for blood oxygen saturation," 
Physiological Measurement 22, 223 (2001). 
12. J. M. Schmitt, G. X. Zhou, and J. Miller, "Measurement of blood hematocrit by 
dual-wavelength near-IR photoplethysmography," (Proceedings SPIE, 1992), pp. 
150-161. 
13. J. Allen, "Photoplethysmography and its application in clinical physiological 
measurement," Physiological Measurement 28, R1 (2007). 
14. K. H. Shelley, "Photoplethysmography: beyond the calculation of arterial oxygen 
saturation and heart rate," Anesthesia & Analgesia 105, S31 (2007). 
15. G. Natalini, A. Rosano, M. E. Franceschetti, P. Facchetti, and A. Bernardini, 
"Variations in arterial blood pressure and photoplethysmography during 
mechanical ventilation," Anesthesia & Analgesia 103, 1182 (2006). 
16. N. Barnett, G. Dougherty, and S. Pettinger, "Comparative study of two laser 
Doppler blood flowmeters," Journal of medical engineering & technology 14, 
243-249 (1990). 
17. G. A. Cioffi, "Three common assumptions about ocular blood flow and 
glaucoma," Survey of Ophthalmology 45, S325-S331 (2001). 
18. A. Murray, A. Herrick, and T. King, "Laser Doppler imaging: a developing 
technique for application in the rheumatic diseases," Rheumatology 43, 1210-
1218 (2004). 
19. K. R. Forrester, C. Stewart, J. Tulip, C. Leonard, and R. C. Bray, "Comparison of 
laser speckle and laser Doppler perfusion imaging: measurement in human skin 
and rabbit articular tissue," Medical & Biological Engineering & Computing 40, 
687-697 (2002). 
20. A. Serov, W. Steenbergen, and F. de Mul, "Laser Doppler perfusion imaging with 
a complimentary metal oxide semiconductor image sensor," Optics Letters 27, 
300-302 (2002). 
21. M. Leutenegger, E. Martin-Williams, P. Harbi, T. Thacher, W. Raffoul, M. André, 
A. Lopez, P. Lasser, and T. Lasser, "Real-time full field laser Doppler imaging," 
Biomedical optics express 2, 1470-1477 (2011). 
22. R. G. M. Kolkman, W. Steenbergen, and T. G. Van Leeuwen, "In vivo 
photoacoustic imaging of blood vessels with a pulsed laser diode," Lasers in 
Medical Science 21, 134-139 (2006). 
23. P.-C. Li, S.-W. Huang, C.-W. Wei, Y.-C. Chiou, C.-D. Chen, and C.-R. C. Wang, 
"Photoacoustic flow measurements by use of laser-induced shape transitions of 
gold nanorods," Optics Letters 30, 3341-3343 (2005). 
50 
 
24. C. W. Wei, S. W. Huang, C. R. C. Wang, and P. C. Li, "Photoacoustic flow 
measurements based on wash-in analysis of gold nanorods," Ultrasonics, 
Ferroelectrics and Frequency Control, IEEE Transactions on 54, 1131-1141 
(2007). 
25. H. Fang, K. Maslov, and L. V. Wang, "Photoacoustic Doppler effect from 
flowing small light-absorbing particles," Physical review letters 99, 184501 
(2007). 
26. A. F. Fercher, B. Sander, M. Jørgensen, and P. E. Andersen, "Optical coherence 
tomography," Encyclopedia of Analytical Chemistry (2000). 
27. V. J. Srinivasan, S. Sakadzic, I. Gorczynska, S. Ruvinskaya, W. Wu, J. G. 
Fujimoto, and D. A. Boas, "Quantitative cerebral blood flow with Optical 
Coherence Tomography," Optics Express 18, 2477-2494 (2010). 
28. A. Mariampillai, B. A. Standish, E. H. Moriyama, M. Khurana, N. R. Munce, M. 
K. K. Leung, J. Jiang, A. Cable, B. C. Wilson, I. A. Vitkin, and V. X. D. Yang, 
"Speckle variance detection of microvasculature using swept-source optical 
coherence tomography," Optics Letters 33, 1530-1532 (2008). 
29. A. Mariampillai, M. K. K. Leung, M. Jarvi, B. A. Standish, K. Lee, B. C. Wilson, 
A. Vitkin, and V. X. D. Yang, "Optimized speckle variance OCT imaging of 
microvasculature," Optics Letters 35, 1257-1259 (2010). 
30. Y. Zhao, Z. Chen, C. Saxer, S. Xiang, J. F. de Boer, and J. S. Nelson, "Phase-
resolved optical coherence tomography and optical Doppler tomography for 
imaging blood flow in human skin with fast scanning speed and high velocity 
sensitivity," Optics Letters 25, 114-116 (2000). 
31. B. White, M. Pierce, N. Nassif, B. Cense, B. Park, G. Tearney, B. Bouma, T. 
Chen, and J. de Boer, "In vivo dynamic human retinal blood flow imaging using 
ultra-high-speed spectral domain optical Doppler tomography," Optics Express 
11, 3490-3497 (2003). 
32. M. W. Hassan, R. Marco, J. Shuliang, G. Giovanni, A. P. Carmen, and Z. 
Weizhao, "Calibration of Blood Flow Measurement with Spectral Domain 
Optical Coherence Tomography," in Biomedical Optics(Optical Society of 
America, 2008), p. BMD75. 
33. H. Wehbe, M. Ruggeri, S. Jiao, G. Gregori, C. A. Puliafito, and W. Zhao, 
"Automatic retinal blood flow calculation using spectral domain optical 
coherence tomography," Optics Express 15, 15193-15206 (2007). 
34. J. C. Dainty, Laser speckle and related phenomena (Springer-Verlag, 1975). 
35. J. W. Goodman, "Speckle phenomena in optics- theory and applications,"  (2006). 
51 
 
36. J. W. Goodman, Speckle phenomena in optics: theory and applications (Roberts 
& Co, 2007). 
37. J. Goodman, "Statistical properties of laser speckle patterns," in Topics in 
Applied Physics(Springer, 1975), pp. 9-75. 
38. S. Sakadzic, S. Yuan, E. Dilekoz, S. Ruvinskaya, S. A. Vinogradov, C. Ayata, 
and D. A. Boas, "Simultaneous imaging of cerebral partial pressure of oxygen 
and blood flow during functional activation and cortical spreading depression," 
Appl Opt 48, D169-177 (2009). 
39. T. Yoshimura, "STATISTICAL PROPERTIES OF DYNAMIC SPECKLES," 
Journal of the Optical Society of America a-Optics Image Science and Vision 3, 
1032-1054 (1986). 
40. J. W. Goodman, "Statistical Optics," Wiley (c1985). 
41. A. F. Fercher, and J. D. Briers, "Flow visualization by means of single-exposure 
speckle photography," Optics Communications 37, 326-330 (1981). 
42. P. Zakharov, A. Volker, A. Buck, B. Weber, and F. Scheffold, "Quantitative 
modeling of laser speckle imaging," Optics Letters 31, 3465-3467 (2006). 
43. J. C. Dainty, "Speckle statistics and the detection of images in hologram 
reconstructions of bubble chamber tracks and other objects," in PhD Thesis, 
Imperial College of Science and Technology(1972 ). 
44. D. D. Duncan, and S. J. Kirkpatrick, "Can laser speckle flowmetry be made a 
quantitative tool?," Journal of the Optical Society of America A 25, 2088-2094 
(2008). 
45. J. D. Briers, "Some applications of holographic interferometry and speckle 
correlation techniques to the study of plant growth and physiology," in PhD 
Thesis, University of London(1975). 
46. J. D. Briers, and S. Webster, "Laser speckle contrast analysis (LASCA): a 
nonscanning, full-field technique for monitoring capillary blood flow," Journal of 
Biomedical Optics 1, 174-179 (1996). 
47. T. M. Le, J. S. Paul, H. Al-Nashash, A. Tan, A. Luft, F. Sheu, and S. Ong, "New 
insights into image processing of cortical blood flow monitors using laser speckle 
imaging," Medical Imaging, IEEE Transactions on 26, 833-842 (2007). 
48. D. D. Duncan, S. J. Kirkpatrick, and R. K. Wang, "Statistics of local speckle 
contrast," Journal of the Optical Society of America A 25, 9-15 (2008). 
49. M. Draijer, E. Hondebrink, T. van Leeuwen, and W. Steenbergen, "Review of 
laser speckle contrast techniques for visualizing tissue perfusion," Lasers in 
Medical Science 24, 639-651 (2009). 
52 
 
50. K. Basak, M. Manjunatha, and P. K. Dutta, "Review of laser speckle-based 
analysis in medical imaging," Medical and Biological Engineering and 
Computing, 1-12 (2012). 
51. Z. C. Luo, Z. J. Yuan, Y. T. Pan, and C. W. Du, "Simultaneous imaging of 
cortical hemodynamics and blood oxygenation change during cerebral ischemia 
using dual-wavelength laser speckle contrast imaging," Optics Letters 34, 1480-
1482 (2009). 
52. S. Sakadzic, S. Yuan, E. Dilekoz, S. Ruvinskaya, S. A. Vinogradov, C. Ayata, 
and D. A. Boas, "Simultaneous imaging of cerebral partial pressure of oxygen 
and blood flow during functional activation and cortical spreading depression," 
Applied Optics 48, D169-177 (2009). 
53. W. L. Zhen Wang, Pengcheng Li, Jianjun Qiu, Qingming Luo, "Acute 
hyperglycemia compromises cerebral blood flow following cortical sprading 
depression in rats monitored by laser speckle imaging," Journal of Biomedical 
Optics 13(6) (November/December 2008). 
54. C. Stewart, R. Frank, K. Forrester, J. Tulip, R. Lindsay, and R. Bray, "A 
comparison of two laser-based methods for determination of burn scar perfusion: 
laser Doppler versus laser speckle imaging," Burns 31, 744-752 (2005). 
55. Z. Luo, Z. Yuan, M. Tully, Y. Pan, and C. Du, "Quantification of cocaine-
induced cortical blood flow changes using laser speckle contrast imaging and 
Doppler optical coherence tomography," Applied Optics 48, D247-255 (2009). 
56. Z. C. Luo, Z. G. Wang, Z. J. Yuan, C. W. Dua, and Y. T. Pan, "Optical coherence 
Doppler tomography quantifies laser speckle contrast imaging for blood flow 
imaging in the rat cerebral cortex," Optics Letters 33, 1156-1158 (2008). 
57. H. Cheng, Q. Luo, S. Zeng, S. Chen, J. Cen, and H. Gong, "Modified laser 
speckle imaging method with improved spatial resolution," Journal of Biomedical 
Optics 8, 559 (2003). 
58. P. Li, S. Ni, L. Zhang, S. Zeng, and Q. Luo, "Imaging cerebral blood flow 
through the intact rat skull with temporal laser speckle imaging," Optics Letters 
31, 1824-1826 (2006). 
59. D. A. Boas, and A. K. Dunn, "Laser speckle contrast imaging in biomedical 
optics," Journal of Biomedical Optics 15, 011109 (2010). 
60. J. Qiu, P. Li, W. Luo, J. Wang, H. Zhang, and Q. Luo, "Spatiotemporal laser 
speckle contrast analysis for blood flow imaging with maximized speckle 
contrast," Journal of Biomedical Optics 15, 016003 (2010). 
53 
 
61. P. Zakharov, A. C. Völker, M. T. Wyss, F. Haiss, N. Calcinaghi, C. Zunzunegui, 
A. Buck, F. Scheffold, and B. Weber, "Dynamic laser speckle imaging of cerebral 
blood flow," Optics Express 17, 13904-13917 (2009). 
62. Chales W.McCombie, and J. C. Smith, "Harold horace hopkins," Biographical 
memoirs of Fellows of The Royal Society (1998). 
63. E. J. Seibel, R. S. Johnston, and C. D. Melville, "A full-color scanning fiber 
endoscope," Optical Fibers and Sensors for Medical Diagnostics and Treatment 
Applications VI. Proceedings of the SPIE 6083, 9-16 (2006). 
64. R. Bezemer, M. Legrand, E. Klijn, M. Heger, I. C. J. H. Post, T. M. van Gulik, D. 
Payen, and C. Ince, "Real-time assessment of renal cortical microvascular 
perfusion heterogeneities using near-infrared laser speckle imaging," Optics 
Express 18, 15054-15061 (2010). 
65. J. D. Briers, G. Richards, and X. W. He, "Capillary blood flow monitoring using 
laser speckle contrast analysis (LASCA)," Journal of Biomedical Optics 4, 164 
(1999). 
66. K. R. Forrester, C. Stewart, C. Leonard, J. Tulip, and R. C. Bray, "Endoscopic 
laser imaging of tissue perfusion: New instrumentation and technique," Lasers in 
Surgery and Medicine 33, 151-157 (2003). 
67. R. C. Bray, K. R. Forrester, J. Reed, C. Leonard, and J. Tulip, "Endoscopic laser 
speckle imaging of tissue blood flow: Applications in the human knee," Journal 
of Orthopaedic Research 24, 1650-1659 (2006). 
68. A. P. S. Dmitry A.  Zimnyakov, "Monitoring of tissue thermal modification with 
a bundle-based full-field speckle analyzer," Applied Optics 45, 4480-4490 (2006). 
69. S. K. Nadkarni, B. E. Bouma, D. Yelin, A. Gulati, and G. J. Tearney, "Laser 
speckle imaging of atherosclerotic plaques through optical fiber bundles," Journal 
of Biomedical Optics 13, 054016 (2008). 
70. Z. Hajjarian, J. Q. Xi, F. A. Jaffer, G. J. Tearney, and S. K. Nadkarni, 
"Intravascular laser speckle imaging catheter for the mechanical evaluation of the 
arterial wall," Journal of Biomedical Optics 16, 026005 (2011). 
 
 
 
  
54 
 
 
  
55 
 
Chapter 3  
Fundamental properties affecting the 
measurement of speckle patterns 
In this chapter, the dependence of the contrast on speckle size and the contrast 
as a function of the bit depth of the CCD camera, the mean intensity of the 
speckle pattern, the flow mode and the percentage of stationary scatterers are 
explored. Firstly the different methods for calculating the speckle size are 
reviewed and evaluated. The relationship between the contrast and the speckle 
size was demonstrated. Then the contrast change as a function of flow mode and 
percentage of stationary scatterers are investigated. The experiment result 
indicates that long CCD exposure time can differentiate the percentage of 
stationary scatterers while short CCD exposure time is only sensitive to flow 
speed. Finally the impact of the CCD digitization on the speckle contrast is 
investigated. The relationship between the contrast and the mean intensity for 
different speckle patterns is investigated mathematically and a correction method 
is presented. The relationship and the correction method are tested with both 
computer simulation and experiments; the dependence of contrast on the bit depth 
of the camera is analyzed and the influence of the dark current and photon noise 
on the speckle contrast in the presence of CCD digitization is explained. 
Experiments on stationary, moving rigid targets and flow phantoms are described. 
Both the simulation and the experiment prove that the mathematical models can 
compensate for the bias in the contrast induced by the detrimental effect of the 
CCD at different signal intensities.  
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3.1 Contrast variation due to speckle size 
3.1.1 Introduction 
One of the reasons that LASCA cannot be an absolute method is its 
dependence on the measurement circumstances. The light intensity, speckle size, 
camera bit depth, and the methods to calculate the contrast all influence the final 
contrast values and hence the estimated flow speed. Different approaches have 
been applied to investigate the impact of the speckle size on the contrast value. 
Kirkpatrick et al. looked into the detrimental effect of large pixel size/ speckle 
size ratios and found that the contrast value reached a speckle-size-independent 
level when the speckle size was bigger than or equal to the size of two pixels [1]; 
T. L. Alexander investigated the average speckle size as a function of intensity 
threshold level [2]; However different calculation formula were used in the 
references to calculate the speckle size, some of which are not consistent with 
each other, therefore it is important to recognize the correct calculation method 
for the further work. In this section, the different contrast calculation methods are 
summarized and evaluated through experiments. In addition the dependence of 
contrast and the probability density function (PDF) of the speckle pattern on the 
speckle size is investigated through computer simulation and lab experiments. 
3.1.2   Speckle size calculation 
After recording an image of a speckle pattern, the speckle size can be 
acquired by three methods: 
 Mathematical calculation from the parameters of the experimental 
setup 
Speckle size is actually determined by the diffraction limit of the optical 
system. In free space, speckle size (diameter) can be calculated by [3]: 
          3-1 
Some references used a similar formula [1], which is expressed as: 
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       3-2 
where   is the wavelength; L is the distance from scatter plane to image plane; and 
D is the diameter of illumination area.  
If the speckle field is collected by a lens, the diameter of speckles is written 
as: 
               3-3 
where M is the magnification of the optical imaging system.  
Yoshimura deduced the calculation of the average radius of speckle size from 
the autocorrelation function and the impulse-response function of the optical 
system with a single lens, which could be expressed as:[4],   
             3-4 
Where    is the radius of the speckle,    is the distance between the lens and the 
observation plane,    is the wave number, and q is the radius of the aperture. 
Substituting   and   for    according to the imaging principle, and multiply by 2 
for the diameter of the speckles, equation 3-4 can be written as: 
  
        
  
               3-5 
The speckle size was also calculated in references [5, 6] using the following 
formula:  
            3-6 
Obviously equation 3-6 is similar to equation 3-3 and equation 3-5 only when 
M is equal to 1; in other situation the speckle sizes from these three formulas are 
different. However all of these three equations have been used to calculate the 
speckle size and have not been evaluated. 
 Power spectral density function (PSD) of the speckle image  
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The PSD expresses the frequency content of a stochastic process. It can be 
obtained from a Fourier transform of the speckle intensity image. In this thesis the 
computer simulations is realized by a fast Fourier transform (FFT) with Matlab 
[7].  
            3-7 
Denoting the radius of the PSD (pixels) of the speckles as d and the size of 
the FFT image (pixels) as L, the speckle size can be calculated from [1]: 
      3-8 
The unit of speckle size calculated by PSD is CCD pixels. Therefore when 
the real pixel size is known, the speckle size can be calculated. Figure 3-1 shows 
the PSD of a speckle image shown in Figure 2-1(b). The red area is the 
frequencies in unit of pixels from the speckle pattern and D is the size of the 
Fourier transform image. The speckle size found for this image is eight pixels. 
The explanation of this method is listed in section 0.   
 
Figure 3-1  PSD of the speckle image shown in Figure 2-1(b). 
 Autocovariance of the speckle image [1] 
The FWHM of the autocovariance of a single speckle image is the minimum 
speckle size. Figure 3-2 shows the profile at the central row of the 
autoconvariance image from the same speckle image used in Figure 3-1. The 
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FWHM of this figure is around eight pixels, the same as the result from the PSD 
method.  
 
Figure 3-2  Profile of the autcovariance of a speckle image 
3.1.3 Evaluation of the speckle size calculation with lab experiment 
The equations and the different methods mentioned above for calculating the 
speckle size were evaluated with experiments. Speckle images were produced 
separately in free space and with an imaging lens. For each configuration, three 
speckle sizes were tested. For free space LASCA the speckle sizes were 
calculated with equation 3-1 and the PSD method. In the configuration with a 
single lens, the speckle sizes were calculated with equation 3-3, equation 3-6 and 
the PSD method. The experimental setup when using an imaging lens is shown in 
Figure 3-3.  
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Figure 3-3  Experimental setup for generating speckle patterns with different 
speckle sizes. LD: laser diode. 
 
 A laser beam from a laser diode (HL 6535MG,  =658 nm, 90mW Thorlabs 
Inc.) passed through an expanding lens (lens 1) and a polarizer and illuminated an 
area on the sample of a white paper card. When the system is an imaging system, 
the back scattered light passed through an iris, which was used to control the 
speckle size, an imaging lens (f=50 mm, Thorlabs), a band-pass filter, a polarizer 
and was recorded by a CCD (pixel size 4.65μm × 4.65μm, DCU223M, Thorlabs). 
The polarization direction of the polarisers in the illumination and imaging path 
were perpendicular so that the directly reflected light could be removed. The 
band-pass filter was to eliminate the background environmental light. In the free 
space speckle experiment, lens 2 was removed and the position of the CCD was 
adjusted to change the imaging length so that the speckle size was changed. 
 Result 
The result from the free space speckle patterns is shown in Table 3-1. For all 
three distances, the difference in speckle sizes between the two methods was less 
than one pixel. Therefore these two methods provide a similar result with an 
average error of 4%. 
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Table 3-1 Speckle size in free space 
 
Table 3-2 shows the speckle size calculated using equation 3-3, equation 3-6 
and the PSD method where the imaging lens was used. Equation 3-3 gave similar 
result to the PSD method with the error of 4% and 5% for the last two speckle 
sizes and the first one around 40%. However the results using equation 3-6 gave 
the error of 62% and 54% for the last two speckle sizes and more than 140 % for 
the first speckle size. The big difference for the first speckle size may come from 
inaccurate measurement of the magnification or diameter of the aperture due to 
the limit of the measurement devices. The PSD method gives the smallest speckle 
size while equation 3-1 and equation 3-3 give the average speckle size. From 
Table 3-2 the PSD method is reliable. In addition the PSD method does not 
require this measurement of the configuration parameters, therefore the speckle 
sizes in this thesis were calculated mainly with the PSD methods.  
 
Table 3-2 Speckle size with a single imaging lens 
 
Focal length 
f
 (mm) 
Aperture 
D  ( mm) 
Magnification 
M  
             
(μm) 
          
(μm) 
PSD 
(μm) 
1 50 8 5 29.6 50.17 20.64 
2 50 7 2.73 21 31.31 19.35 
3 50 5 2.73 29.5 43.83 28.38 
 
3.1.4 The dependence of contrast and PDF on speckle size  
Kirkpatrick et al. proved that the speckle size should be no smaller than two 
detector pixels to satisfy the Nyquist sampling frequency and have a contrast close 
 
Aperture 
(mm) 
L 
(mm) 
        
(μm) 
PSD method result 
(μm) 
1 3 235 61.8 60.5 
2 3 185 48.7 46.77 
3 3 140 36.9 38.7 
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to one [1]. Here the relationship between the contrast and the speckle size was 
investigated with computer simulation and an experiment.  
 Original experimental speckle pattern 
The original experimental speckle pattern was acquired using the setup as in 
section 3.1.3 in free space. Two experimental speckle images were recorded with 
speckle size equal to 12 pixels and 9 pixels respectively measured with PSD 
method. A series of speckle patterns were generated from the two speckle images 
using binning windows with sizes of 2×2, 4×4, 8×8, 16×16 pixels for different 
speckle sizes. 
 Computer simulation of speckle pattern 
Duncan et al. synthesized the speckle field from the Fourier transform of the 
input matrix generated with phase randomly distributed between –π and π [8]. It is 
known as the principle of light propagation that when the propagation distance is 
very long compared to the optical path difference between the light beams, the 
propagation of the optical field can be expressed as Fraunhofer Diffraction. That 
is the electric field in the observation plane is the Fourier transform of the electric 
field in the illumination plane.  
 
 
Figure 3-4  Diffraction aperture and observing plane in free space.  Ω1 (x-y) is 
illumination area and Ω2 (x’-y’) is the observing plane. Z is the distance between the 
two planes. 
 
If the optical field is defined as Ω1 in the illumination area (x-y), Ω2 in the 
observing plane (x‟-y‟) and the distance between the two planes as Z, as shown in 
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Figure 3-4, then the amplitude distribution in Ω2 is similar to the Fourier 
transform of the optical field of Ω1and can be written as [9]: 
 
          
         
   
      
     
  
               
  
  
              
 
  
 
         
   
     
         
  
           
            3-9 
The intensity distribution in the observing area is: 
                       3-10 
Therefore the optical field in the observing plane can be calculated from the 
Fourier transform of the optical field in the illumination area.  
In the PSD method stated in section 3.1.2, the speckle size can be calculated 
from the ratio between the size of frequency image and the size of the speckle 
frequencies with a unit of pixels. This is because of the pixel based Fourier 
transform calculation. Taking one dimension speckle pattern as an example, the 
frequency image (    ) of the speckle pattern (f(x)) is calculated from the Fourier 
transform 
          
 
  
             3-11 
If  the size of the Fourier transform output array is L, the Fourier transform of 
this one dimensional array is calculated with the following equation [7]:  
                                       
 
   
 3-12 
where f (k) is the value of the element (k) in the speckle array; n is the index of the 
output frequency array corresponding to the frequency. By comparing equation 
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3-11 and equation 3-12, the spatial frequency   is equal to         . If the 
highest frequency of the speckles is at d pixels away from the zero, the real 
highest spatial frequency of the speckles approximates to d   and the smallest 
speckle size is L   [8].   
 Simulation procedure 
1. Define the illumination area D using a matrix of randomly distributed 
phases between –π and π  
2. Define the size of the speckle image L; 
3. Run          . The result is the speckle image with speckle size equal to 
L/D. 
In this section two original speckle patterns, the speckle sizes of which were 
12 pixels and 10 pixels, were synthesized. Then a series of speckle patterns were 
generated from the original speckle patterns using binning windows of 2×2, 4×4, 
8×8, 16×16 pixels. 
 Results 
The relationship between the contrast and the speckle size is shown in Figure 
3-5. The experimental data and the simulation result were nearly identical. In 
addition, contrast from both synthesized and experimental speckle images were 
close to 1 when the speckle size was bigger than two pixels, especially when 
equal to four and eight pixels. Figure 3-6 shows the change of PDF against 
speckle size. When speckle size was four and eight pixels, PDF was nearly a 
negative exponential curve, similar to the result in the reference [1]. Note that in 
Figure 3-6 the two curves showing δ=0.5 pixel and δ=0.25 pixel were smoothed.  
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Figure 3-5  Contrast as a function of speckle size. 
 
Figure 3-6  PDF as a function of speckle size. 
 
3.2 Contrast change as a function of flow mode and 
contribution from stationary scatterers 
3.2.1 Introduction 
Abnormalities in flow can be either the cause of circulatory diseases or a 
symptom as a result of pathological change. It can lead to flow stagnation and 
therefore platelet activation and clotting [7–9], red blood cell damage and 
haemolysis [4, 10]. Over the long term, abnormal blood flow patterns have been 
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correlated with atherosclerosis [11, 12] due to the accumulated fat and 
inflammation. Abnormal and dysfunctional blood vessels are also a hallmark of 
solid tumours. The vasculature grows vastly to rob nutrition for the development 
of the tumour and many of the vessels have sharp bends [10], breaks, and leaky 
walls [11]. The abnormality of the vasculature also prevents treatments from 
reaching and attacking tumour cells. Therefore it will be helpful if the blood flow 
mode can be detected. The scheme of flow modes and the abnormal vessels are 
illustrated in Figure 3-7 and Figure 3-8 respectively. 
Different methods have been utilized to monitor the vasculature structure and 
the thickness of the vessel walls, such as OCT [12-15], optical micro-angiography 
[16], confocal microscopy [17], narrow band imaging [18, 19] and ultrasound [19, 
20]. LASCA, as a full field of view imaging technique, potentially has the 
advantage of not only imaging the vascular structure but also measuring the flow 
speed in real time. The principle of differentiating the flow modes is the Wiener–
Khinchin theorem, in which the autocorrelation function and the power spectrum 
density, which can represent the flow mode, are a Fourier transform pair. Since 
the integration of the autocorrelation function over the period of the CCD 
exposure time gives the contrast values, the contrast is then related to the flow 
mode. Duncan et al. [21] proved that the contrast curve as a function of 
integration time is different for Brownian motion (following a Lorentzian 
distribution) and inhomogeneous flow motion (following a Gaussian distribution). 
This difference provides the possibility of LASCA to indicate the mode of blood 
flow, such as tissue perfusion and pathological state, using multiple exposure 
times of the CCD.  
In addition to the blood flow mode, the detection of the plaque, which is a 
consequence of abnormal blood circulation, is also important. The composing 
coronary plaques is the leading cause of death worldwide according to reference 
[22]. In the past Nadcarni et al. measured the fibrous cap thickness by 
spatiotemporal analysis of laser speckle images [23]. But the principle of 
measuring the plaque thickness and the proper CCD exposure time are not clear.  
In this section, the contrast as a function of different exposure time for 
different flow mode was compared, together with the comparison of the 
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correlation time on a customized phantom by using multi-exposure time detection. 
The contribution of stationary scatterers was investigated with different exposure 
time of the CCD. 
 
 
 
 
      
 
Figure 3-7 Streamline flow and turbulent flow as a result of plaque (Revised 
from reference [24]). 
 
 
(a)                        (b) 
Figure 3-8 (a) tumour vascular before High-intensity focused ultrasound (HIFU) 
treatment and (b) Digital subtraction angiography (DSA) image after HIFU 
treatment for distal femur osterosarcoma [22]. 
3.2.2 Method 
To compare the flow mode, removing the contribution from the stationary 
scatterers is necessary. According to Parthasarathy et al. [25] and Smausz et al. 
[26], multiple exposure times can remove the influence of stationary scatterers on 
the correlation time. Parthasarathy et al. proposed a modified equation to remove 
the influence of the stationary scatterers on the assumption that the particles have 
a Lorenztian flow mode [25]: Therefore this equation was chosen to fit the 
correlation time.   
Streamline flow 
Turbulent flow 
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 3-13 
where  is a factor determined by the ratio of speckle size and pixel size of 
the detector. When speckle size is bigger than the pixel size,  →1 [27].  is the 
percentage of the dynamically scattered light to the total scattered light; x is the 
relative exposure time and equal to T/c: T is the detector exposure time and c is 
the coherence time. Vs denotes the experimental noise as well as the contribution 
from fixed scatterers.  
3.2.3 Experiment 
The experimental setup is shown in Figure 3-9. Diluted whole milk was 
injected using a syringe pump (NE-300, World Precision Instrument Inc.) at 
different rates and flowed through the sample of silicone tube. The size of fat 
particles in milk is 0.4–40 μm with a mean of 4 μm for 100% homogenised milk 
[28], so it produced Mie scattering. The coherent light emitted from the LD (HL 
6535MG,  =658 nm, 90mW Thorlabs Inc.) was directed onto the sample using a 
lens (lens 1, ƒ=30 mm, Thorlabs Inc.). A selection of neutral density filters (NDF) 
were put in front of the lens to maintain the signal intensity at the same level when 
the exposure time of the CCD was changed. Another lens (lens 2, f=50 mm, 
Thorlabs) was used to image the sample area onto a black and white CCD 
(Retiga-Exi cooled, 1040×1392 pixels, pixel size 6.45×6.45 µm, QImaging). The 
iris in front of lens 2 was used to adjust the speckle size to match the Nyquist 
frequency. The iris, lens 2, the polarizer and the filter were held in a lens tube 
which was screwed onto the CCD to block the surrounding background light. The 
CCD exposure times were distributed in the log scale from 0.01 to 1000 ms [26]. 
For the purpose of investigating the correlation between the flow mode and the 
contrast a sponge was inserted into the right half of the tube so that the liquid 
started with streamline flow and changed to chaotic flow in the sponge. The 
position of lens 1 was adjusted to illuminate an area half of which was pure 
silicone tube and the other half contained sponge. According to the normal blood 
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flow speed in cerebral capillaries which ranges from 0.34 to 3.15 mm/s [29], five 
flow speeds were tested: 0.5, 1, 2, 3 and 4 mm/s.  
To investigate the influence from stationary scatterers, Latex (Tiranti, UK) 
films with different concentrations of aluminium oxide powder (Al2O3, Sigma-
Aldrich ) were used as stationary scatterers. The latex film was placed on the 
silicone tube. The illumination area and the imaging area were adjusted to cover 
both the latex area and non-latex area so that the experimental environment was 
similar for the two areas. Firstly, two Al2O3 concentrations, 3 mg/ml and 6 mg/ml, 
were tested to compare with the flow in non-latex areas. Two flow speeds were 
tested in this case which were 2 mm/s and 3 mm/s. Secondly, six Al2O3 
concentrations (1.8, 2.7, 3.6, 5.5, 7.3 and 9 mg/ml) of latex films with thickness 
around 200 μm were tested for stationary liquid undergoing Brownian motion. 
The CCD exposure times were 200 ms, 500 ms and 1000 ms. The quantity of the 
stationary scatterers was calculated from the product of the concentration of the 
Al2O3 and the thickness of the latex films. 
 
Figure 3-9  Experimental setup. 
3.2.4 Results 
The contrast as a function of integration time is shown in Figure 3-10. When 
the CCD integration time was 0.01 ms, all the contrast values were close to 1 
because the integration time was too short compared to the speckle changes. The 
contrast curves at 0.05 mm/s in these two flow modes were very close. This is 
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because Brownian motion provides the main contribution to the contrast values. 
With the increase of the speed, the difference of the curves between the two types 
of motion increased and contrast drops much faster in perfusion than in direct 
flow. When the integration time was longer than 200 ms, the contrast values 
converged to two values depending on the flow mode.  
 
Figure 3-10 Contrast as a function of camera integration time [30]. 
 
Then the correlation time of direct flow and perfusion were fitted with 
equation 3-13 and the result is shown in Table 3-3. When the flow speed was 0.5 
mm/s, the correlation times of these two modes were very close; but when the 
speed increased, the correlation time of the direct flow was more than three times 
those of perfusion and this ratio increases with the flow speed. This can be 
explained by the divergence of the flow directions induced by the porous structure 
of the sponge.  
Table 3-3 Fitted correlation times for flow and perfusion [30] 
 
The contrast dependence on the stationary scatterers at long integration times 
was demonstrated in Figure 3-11(a) in which the contrast as a function of 
integration time in the areas of non-stationary-scatterers and with two 
Flow speed (mm/s) 0.5 1 2 3 4 
Flow(τf) 0.277 0.194 0.122 0.089 0.073 
Perfusion(τp) 0.223 0.063 0.035 0.025 0.018 
τf/ τp 1.24 3.07 3.49 3.6 3.65 
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concentrations of Al2O3 was compared. The curves diverged at shorter integration 
times at different flow speeds, then converged into three levels depending on the 
Al2O3 concentration which was 0, 3 and 6 mg/ml. Figure 3-11(b) shows the 
measurement of two adjacent areas one of which was covered by the latex film of 
6 mg/ml Al2O3 and the other had no stationary scatterers. The contrast was 
insensitive to the stationary scatteres but only determined by the flow speed when 
the CCD exposure time was shorter than 1 ms, but became only sensitive to the 
stationary scatterers when the exposure time was longer than 200 ms. This 
provides a range of exposure times for different measurement purposes.  
 
       (a) 
 
                           (b) 
Figure 3-11  Contrast as a function of CCD exposure time. (a) Four samples at 
three flow speeds [30]. Blue: the area containing sponge and the 6mg/ml Al2O3 film; 
(b) Two samples with the same flow speed at 2 mm/sec.  
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The comparison of the different contributions from stationary scatterers at 
different integration times is shown in Figure 3-12. The contrast increased linearly 
with the increase of the quantity of the stationary scatterers and then slowly 
reached to the saturation. Although the contrast values were different at the three 
integration times, the saturation points were similar which were located near to 1 
(mg/ml×mm) in our case. Any quantity higher than this saturation point was 
undetectable.  
 
Figure 3-12  Contrast as a function of the quantity of stationary scatterers at 
three CCD exposure times. 
 
3.2.5  Conclusions and discussion 
In this section, the contrast dependence on flow mode, CCD integration time 
and the contribution of stationary scatterers were explored. Fitted coherence times 
can be used to distinguish flow modes. A longer exposure time, such as > 200 ms, 
is needed to measure stationary scatterers, such as plaques, to remove the 
influence from the underlying flow underneath. But a shorter exposure time is 
required for measuring flow speed in the presence of stationary scatterers. The 
detectable range of stationary scatterers is limited which means it may not be able 
to distinguish plaques when the thickness is high. Although equation 3-13 is based 
on a Lorentizen speed distribution, it was used for both Brownian motion, 
streamline flow and perfusion. This may introduce bias on the values, but it is still 
applicable for the comparison of different flow modes.  
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3.3 Contrast as a function of bit depth of the detector and 
the mean intensity of the speckle image 
3.3.1 Introduction 
In LASCA, CCD and CMOS cameras are the main detectors used. They 
convert photon numbers into electrical signal and thereby quantize the light 
intensity into digital values according to the available dynamic range, full well 
depth (FWD) and quantization efficiency. For example an 8 bit CCD digitizes the 
signal into integers from 1 to 256 and a 12 bit CCD digitizes to integers from 1 to 
4096. Clearly a 12 bit CCD can preserve more details and can therefore be more 
accurate. The influence of the camera bit depth and signal intensity on the contrast 
can be considered together. This is because the signal intensity should not change 
the contrast without quantization, except for the decrease of SNR at low intensity 
when significant noise is present.   
The influence of the signal intensity on the statistical properties of speckles 
has been investigated in different ways. Alexander et al. examined the 
dependence of the speckle size, which was related to the contrast value 
consequently, on the intensity threshold level and presented a theoretical model to 
describe the average speckle size as a function of the threshold level [2]; 
Bandyopadhyay et al. investigated the influence of the signal intensity on the 
variance of the intensity across pixels (Vn), which was the contrast when n was 
equal to two, and the error induced by the signal intensity [27, 31].  Methods have 
been used to maintain the intensity in a stable or acceptable level to avoid the 
contrast bias, such as using acoustic optical modulators (AOM) [25] or neutral 
density filters (NDF) [26]. But these methods could not correct the contrast bias 
induced by the uneven illumination or different optical properties of the tissue in 
the application. Therefore the correlation between the intensity and the contrast 
needs to be fully understood, which is essential to compensate the contrast error 
induced by uneven illumination or by the different reflection and scattering 
properties of the sample.  
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In the next sections theoretical models for the relationship between the 
contrast and the mean intensity of the quantized speckle pattern and a model for 
the relationship between the contrast and the bit depth of the detector are 
developed, followed by the computer simulation and experimental evaluation. A 
method to correct the contrast bias induced by the intensity variation was 
developed and applied on experimental demonstration. 
3.3.2  Mathematical model for the relationship between contrast and the 
mean intensity 
The calculation of contrast was the standard deviation (σ) and the mean 
intensity (  I ) of the speckle pattern [32]. 
  
 
   
 3-14 
From statistical theory the standard deviation is the square root of the 
variance. In addition the mean and the variance of the variable are the first and the 
second moment which can be calculated from the PDF of the intensity: 
                
 
  
 3-15 
            
 
  
 3-16 
 
 
where I is the intensity, P(I) is the PDF of I and Var(I) is the variance of the 
intensity. The integration becomes summation when the variance is discrete. Once 
the PDF is known the contrast can be calculated.  
In the digitization process, the continuous light intensity is integrated over the 
intensity range of the step size, which is determined by the FWD and the bit depth 
N. Denoting the step size as Δx, the raw intensity as I and the quantized intensity 
as Iq, the PDF of the quantized intensity is: 
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In Maallo‟s paper [33], the quantization formula was given as: 
       
       
    
  3-18 
where Iq is quantized intensity ranging from 0 to 2
N
-1, Imax is the maximum of 
the raw intensity I, N is the bit depth of the detector and INT is the digitizing 
function to truncate the decimal number. Therefore it can be amended as:  
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Then the contrast can be calculated from the PDF in the discrete model:  
   
  
     
  
         
      
     
    
    
  
  
      
     
    
    
   
       
    
       
    
    
    
    
  
  
      
     
    
    
   
3-20 
Ideally the fully developed speckle pattern follows a negative exponential 
distribution [32]. When there is more than one speckle pattern, such as when the 
illumination is not fully polarized or when the speckles are spatially integrated by 
the pixels of the detector, the PDF of the speckle image is a Gamma distribution 
[3]. Because the photon noise follows a Poisson distribution, four types of speckle 
pattern were taken into considered in the mathematical modelling of this chapter: 
fully developed speckle pattern, Gamma distributed speckle pattern, both with and 
without photon noise. Gamma distributed speckle pattern with photon noise was 
the most likely speckle pattern in the real experiments. 
76 
 
 M1.  Fully developed speckle pattern  
Without any noise, the PDF of the fully developed speckle pattern is negative 
exponential function: 
     
 
 
     
 
   
  3-21 
Substituting equation 3-21 into equation 3-17, the PDF of the quantized 
speckle pattern is expressed as: 
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Here              is the mean of the quantized intensity. Substituting 
equation 3-22 into equation 3-20 and on the condition that                    
and                      when  
  is large the contrast can be simplified 
as: 
    
  
 
     
        
     
 
    
       
 
    
 
     
 
    
 
    
    
  
     
 
    
    
 
    
 
3-23 
Theoretically the contrast of a fully developed speckle pattern is one. But in 
computer simulations, the number of random phasors is limited therefore the 
contrast can be slightly larger or smaller than one. Taking this contrast deviation 
of the simulated speckle pattern into consideration and denoting the baseline 
contrast of the unquantized speckle pattern as C0, equation 3-23 can be written as: 
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Therefore from the contrast of quantized speckle pattern the contrast of 
unquantized speckle pattern can be calculated from: 
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If there are two intensities Ir and Ib with the corresponding contrast Cr and Cb, 
then Cr can be calculated from Cb according to equation 3-24 using the following 
equation: 
      
  
 
  
 
 
  
    
  3-26 
This equation describes how the contrast can be corrected toward a specific 
intensity where Ib and Cb are the mean intensity and the contrast before correction, 
Cr is the corrected contrast and Ir is the intensity to which the correction is toward. 
Ir can be a value in a specific area of the speckle image or infinite which will 
correct the contrast to the value before quantization. 
 M2. Gamma distributed speckle pattern 
When there is more than one independent speckle patterns are recorded, the 
PDF of the recorded speckle pattern follows Gamma distribution, which is 
expressed as [3]: 
     
     
 
   
   
 
   
  
   
    
 3-27 
where Γ(M) is the Gamma function and M is the number of speckle patterns 
in the speckle image. 
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Substituting equation 3-27 into equation 3-17 and supposing that M is an 
integer, the PDF of the quantized Gamma distributed speckle pattern is deduced 
and simplified as follows: 
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Substituting equation 3-28 into equation 3-20 and simplifying the contrast 
expression using the same approximation mentioned in M1 and supposing that M 
<<     , the contrast expression can be simplified as: 
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Considering the simulation deviation the contrast is: 
     
    
 
    
  3-30 
and the corrected contrast is: 
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 M3.  Fully developed speckle pattern with Poisson noise  
Because photon noise is irremovable, it is important to explore the contrast as 
a function of the intensity level in the presence of the photon noise, which follows 
a Poisson distribution. The Poisson distribution is a discrete function, the PDF can 
therefore be calculated from the compound PDF of the quantized negative 
exponential distribution and the Poisson distribution: 
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3-32 
where Iqn is the intensity of quantized negative exponentially distributed speckle 
pattern. The incomplete Gamma function in equation 3-32 can be approximated as: 
         
 
     
       
 
     
                     
 
 
 3-33 
Because Poisson noise does not change the mean intensity, therefore      
     . Substituting equation 3-33 into equation 3-32 and simplifying: 
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Substituting equation 3-34 into equation 3-20. With the same assumption as 
for the expansion of the negative exponential function described in M1 and 
approximating the expansion of exponential function with the first three terms, the 
relationship between the contrast and the intensity can be derived. Still taking C0 
into consideration the contrast is expressed as: 
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and the corrected contrast is: 
      
  
 
  
 
 
  
    
  3-36 
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 M4. Gamma distributed speckle pattern plus Poisson noise  
With the same method mentioned in M3, the PDF of quantized speckle 
pattern following Gamma distribution with Poisson noise can be calculated from 
the compound PDF of these two distributions and expressed as: 
     
  
     
    
     
  
 
     
    
   
        
 
     
  
    
    
     
     
  
   
          
3-37 
where IqM is the quantized intensity of the Gamma distributed speckle pattern. 
With the same approximation of the incomplete Gamma function as in M3 the 
PDF becomes: 
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and the contrast can be calculated as: 
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or when using C0 
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The correction equation is: 
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This speckle pattern is the most likely speckle pattern in the real cases where 
C0 and M are not known. Therefore C0 and M need to be found in order to apply 
the correction. To achieve this two illumination intensities may be used (I1 and I2) 
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with corresponding contrast values (C1 and C2), C0 and M can be calculated from 
the equations induced from equation 3-41 : 
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3.3.3 Contrast versus bit depth 
Now that the relationship between the contrast and the mean intensity of the 
speckle pattern has been derived, the link between the contrast and the bit depth 
for the fully developed speckle pattern is investigated as an example. 
From equation 3-19 and equation 3-24  the contrast can be expressed as: 
     
    
 
    
    
    
 
    
         
    
 
   
    
   
         
  
3-43 
Therefore the contrast square has an inverse relationship with the bit depth by 
means of 2
N
. 
3.3.4 Computer simulation 
In the simulation, the images were quantized using equation 3-19. The Matlab 
function fix(  ) [30] played the role of  INT  to truncate the decimal number.  
The speckle pattern was generated with the FFT method mentioned in section 
0 and M was set to be 1 and 3 respectively for different PDFs. All the CCDs with 
different bit depth values were assumed to have the same FWD, which was 
180000, equal to the FWD of the 12 bit CCD (Retiga Exi, 12 bit cooled, 
QImaging) in the experiment. The speckle size was three times the pixel size to 
meet the Nyquist criteria. The raw unquantized speckle image was firstly 
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generated and was scaled so that the maximum value was equal to the FWD to 
avoid saturation.  
 Contrast VS bit depth 
 A sequence of speckle images with different mean intensities were generated 
by multiplying the scaled unquantized speckle pattern with a sequence of factors 
and afterwards these speckle images were quantized according to the bit depths. 
Four bit depths were simulated which were 8, 10, 12 and 16 because they are 
commonly used in CCDs. The intensity sequence factor ranged from 0.1 to 1 with 
the increment of 0.1. So the mean intensity when the factor was 0.1 was one tenth 
of the raw unquantized speckle image. The contrast was calculated globally to 
include a large number of speckles so to maximally satisfy the statistical theorem. 
The result is shown in Figure 3-13. From the figure the contrast change induced 
by the intensity difference is clear and this change became significant for the 8 bit 
CCD in which the contrast changed more than 30% when the intensity decreased 
by a factor of ten. The 16 bit detector can comparatively preserve the contrast 
better with less dependence on the intensity. 
 
 
Figure 3-13  Contrast as a function of input intensity for four dynamic ranges. 
The x-axis is the scale of the intensity, y-axis is the contrast values. 
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To evaluate equation 3-43, the raw speckle image was then quantized into 
nine different bit depths from 8 to 16 and the global contrast was calculated for 
each bit depth. FWD/<I> was calculated from the FWD (180000 e
-1
) and the 
mean intensity of the unquantized speckle pattern, which gave a result of 23.3. 
Then the contrast values of the different bit depths were fitted with equation 3-43 
and FWD/<I> was set to be the fitting parameter, a. The contrast of the 
synthesized speckle images and the fitted line are shown in Figure 3-14. The fitted 
parameter a is 27.47, which is close to 23.3 directly calculated from FWD/<I>.  
Therefore equation 3-43 can accurately explain the relationship between the 
contrast and the camera bit depth. 
 
Figure 3-14  Contrast as the function of bit depth. The square of the contrast 
from the simulation was fitted according to equation 3-43. 
 Evaluation of the theoretical model for the correlation of contrast 
bias and the mean intensity 
The speckle pattern was synthesized using the methods in section 0 with M 
equal to 1 and 3 respectively. The intensity was scaled by ten factors (10
0, 0.1 … 1
) 
to match the neutral density filters (NDF) used in the experiments. After scaling, 
the speckle pattern was digitized according to equation 3-18 with N equal to 12. A 
Matlab function called imnoise was used to generate the photon noise for the 
digitized speckle images [7]. The contrast was calculated globally for the whole 
speckle images and was corrected according to the correction equations for each 
type of speckle patterns. The validation of the theoretical modal for the 
relationship between the contrast and the mean intensity is shown in Figure 3-15.  
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Figure 3-15(a) is the fully developed speckle pattern without noise. The blue 
asterisks are the values of contrast calculated from the synthetic speckle pattern 
input images using equation 3-14. The expected variation in contrast with mean 
intensity is given by the red circles whose positions were calculated using 
equation 3-24 with C0 taken from the original unquantized speckle pattern and <Iq> 
values calculated from quantized speckle patterns at different intensity, in close 
agreement with the simulation. 
The green squares in Figure 3-15(a) are the contrast values after correction 
using equation 3-26 with the value of Ir chosen to be equal to the mean intensity 
of the brightest speckle image. It can be observed that the green squares form a 
horizontal line, demonstrating the correction works across a large range of 
different mean intensities. However, the true value of the contrast for the synthetic 
speckle pattern calculated from the unquantized speckle images is given by the 
red crosses, which is significantly lower in value than the corrected contrast from 
the quantized speckle images. This variation is again caused by the limited 
dynamic range of the simulated 12 bit CCD, which is lower than the dynamic 
range of the input photon field that was computationally simulated. If the value of 
Ir in equation 3-26 is chosen to be infinite then the corrected data, indicated by the 
blue squares, is in good agreement with the true value of the unquantized speckle 
images. The speckle contrast values can therefore be corrected both for intensity 
variations and also for the effects of quantization on the raw intensity data.  
Figure 3-15(b)–(d) depict the contrast for the three other simulation types 
(negative exponential PDF with noise, Gamma PDF with and without noise). The 
results show that the contrast values calculated using the derived equations fit well 
with those calculated directly from the computer-generated quantized speckle 
patterns. This demonstrates that the contrast values can be corrected to either the 
non-quantized speckle pattern or to a region of a speckle pattern with a specific 
intensity level.  
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(a)          (b) 
 
(c)          (d) 
Figure 3-15  Simulated contrast as a function of the mean intensity (12 bit CCD), 
together with the analytically calculated contrast values and the corrected values. (a) 
Fully developed speckle pattern without noise; (b) Sum of three speckle patterns 
without noise; (c) Fully developed speckle pattern with Poisson noise; (d) Sum of 
three speckle patterns with Poisson noise. Blue asterisks: contrast calculated from 
the quantized simulation; red circles: contrast calculated from equations 3-24, 3-30, 
3-35, 3-40 from figure (a) to (d) respectively; green squares: contrast corrected to 
the brightest intensity using equations 3-26, 3-31, 3-36, 3-41 from figure (a) to (d) 
respectively; blue diamonds: contrast corrected to unquantized intensity using 
equations 3-24, 3-30, 3-35, 3-40 from figure (a) to (d); red crosses: contrast 
calculated from unquantized speckle patterns. 
 
In the same way, the quantized speckle pattern for an 8 bit CCD was 
simulated. The simulated and calculated contrast values are compared in Figure 
3-16. The asterisks present the contrast calculated directly from the speckle 
images using equation 3-14; the circles are the calculated result from the mean 
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intensity using the theoretical models corresponding to each situation. The four 
colours represent the four types of speckle pattern. Still M is set to be three for the 
Gamma distributed speckle pattern. The figure shows that the mathematical 
models are also applicable for 8 bit CCD for contrast bias correction.  
 
 
Figure 3-16 Comparison between the contrast calculated directly from 
synthesized speckle pattern and the contrast calculated from the mean intensity of 
the synthesized speckle patterns for an 8 bit CCD. Stars denote simulated contrast 
and circles denotes calculated contrast. S: contrast directly calculated from 
synchronized speckle image; C: the contrast calculated from the mean intensity; NP: 
no poisson noise; P: with Poisson noise; M is the number of independent speckle 
patterns. 
 
For a further investigation of the correction effect on non-fully developed the 
speckle pattern with photon noise, the correction was applied to the contrast of 
nine simulated bit depth CCDs ranging from 8 to 16 with an increment of 1, and 
the speckle intensity was multiplied by the factor from 0.1 to 1 with 0.1 intervals. 
The FWD and the signal level were still constant for all the CCDs before the 
quantization. The PDF of the speckle pattern is the compound PDF of the Gamma 
distribution (M = 3) and the Poisson distribution.  
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The contrast error was defined as shown in equation 3-44 in which CQ refers 
to the contrast of quantized speckle pattern and CNQ  refers the contrast of the 
unquantized speckle pattern. abs refers to the absolute value so that there is no 
difference between negative or positive error.  The contrast error was first 
calculated from the contrast of the unquantized speckle pattern and the quantized 
speckle pattern without any correction. Then the contrast values of quantized 
speckle patterns were corrected using equation 3-41. Afterwards the error was 
calculated again with the corrected contrast as CQ. The error before and after the 
correction are shown in Figure 3-17 (a) and (b) respectively. The highest error, 
which is 53% before the correction, occurs when the bit depth is 8 and the scaling 
factor is 1; however this value decreases to only 2% after the correction. The 16 
bit depth camera has the lowest contrast error of 0.21% for the same scaling factor 
before the correction and again this error decreases to 0.007% after the correction. 
In Figure 3-17 (b) there is some intensities showing higher contrast error than the 
contrast error at lower intensities with the same bit depth. For example the 
contrast error in the yellow rectangle is higher than the surrounding areas, this is 
because the over correction produced system error with negative values and the 
absolute value became bigger than the surrounding areas. But the absolute error is 
still decreased more than 20 times.  
 
 
(a)                          (b) 
Figure 3-17 Error map of contrast: (a) the error map before correction with a 
logarithmic pseudo-colour scale; (b) the error map after correction with a linear 
pseudo-colour scale. The yellow rectangle marks the area with over corrected 
contrast error. 
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3.3.5  Experiment 
The experiments were designed to evaluate the reliability of the theoretical 
model. The experimental setup is shown in Figure 3-18. A laser beam emitted 
from a laser diode (660 nm, ML101J27, Thorlabs) was coupled in to a single 
mode polarization maintaining fibre (SPMF) and was directed on the sample. 
Lens 1 ( 8f mm) expanded the laser beam so that the illumination area was 
around 10 mm in diameter. The laser was reflected and scattered by the sample. 
The back scattered light passed through lens 2 (     mm) and was recorded by 
the CCD (12 bit, Retiga Exi, QImaging). A pupil was inserted in front of lens 2 to 
change the speckle size. Here the speckle size was equal to the size of two CCD 
pixels. A polarizer and a band pass filter (BPF) were placed in front of the CCD to 
eliminate the directly reflected and environmental light.  
 
 
Figure 3-18  Experimental setup. LD: Laser diode; SPMF: Single mode 
polarization maintaining fibre; NDF: Neutral density filter; BPF: Band pass filter; 
θ1≈θ2≈45° 
 
 Experiment on stationary rigid target 
First a rigid target in the form of a reflectance standard (USRS-99-010, Ocean 
Optics) was tested. It was mounted on a translation stage (P1T-Z8, Thorlabs), the 
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speed of which could be controlled by a computer program. A neutral density 
filter (NDF) was inserted into the illumination path to change the intensity. The 
ND number was varied from 0.1 to 1 with an increment of 0.1 so the intensity was 
changed by 10
-ND
. Ten frames were recorded with each NDF. During the data 
processing the global contrast and the mean intensity were calculated and 
averaged over the ten frames for each NDF. Then the contrast as a function of 
mean intensity was fitted with equation 3-40 to get C0 and M, and these values 
were substituted into equation 3-41 to correct the contrast bias. The result is 
shown in Figure 3-19.  
The experimental contrast (blue circles) increased from 0.415 to over 0.44 
when the mean intensity was decreased by a factor of ten. The fitted curve (blue 
line) shows good match with the experimental data and it gave values of C0 =0.41 
and M =18.49. The corrected contrast which is shown in red squares does not 
show any obvious trend with the mean intensity, and the fluctuation is mainly 
from the noise in the range of 0.01. 
 
Figure 3-19 The experimental contrast and the corrected contrast of a 
stationary reflectance standard at different illumination intensities. The corrected 
contrast was linearly fitted. 
 Experiment on translation of rigid target method 
After the stationary target, the translation stage was controlled to move at 
different speeds from 0 to 0.5 mm/s with an increment of 0.1 mm/s. For every 
speed the NDF was changed between ND=0.3 and ND=1 to acquire two 
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intensities. Again 10 frames were recorded for each NDF, and the CCD 
integration time was fixed at 10 ms. The contrast and the mean intensity 
calculation was the same as for the stationary target described above. The mean 
intensity and the contrast for the two ND filters when the speed was zero were 
substituted into equation 3-42 to calculate C0 and M. Then these two parameters 
were substituted into equation 3-41 with Ir equal to the mean intensity for ND=0.3 
and Ib equal to the mean intensity for ND=1. 
Figure 3-20 shows the contrast at high intensity (blue asterisks), low intensity 
(red circles) and the corrected low intensity contrast (green diamonds). The 
contrast change induced by the speed is around 0.04 at either high intensity or low 
intensity. However the contrast change due to the mean intensity is about 0.02 
which is half that of the change from the speed. This will introduce significant 
error in the estimated speed based on the contrast. The two curves are parallel 
indicating that the contrast changes at the same ratio for different intensities and 
C0 and M can be the same for the correction of the contrast at all speeds. The 
calculated C0 and M are 0.3927 and 16.7 respectively which are similar to the 
fitted values in experiment of stationary target. The corrected contrast at low 
intensity is nearly overlapped with the contrast values at high intensity which 
means that the correction removed the difference effectively.  
 
Figure 3-20  Experimental contrast values calculated from the speckle pattern 
of the moving reflectance standard at different speeds. 
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 Experiment on liquid phantom 
To investigate this model in the imaging domain, a customized phantom 
which consisted of channels of different sizes filled with intralipid suspension 
(10%, Fresenius Kabi, water:intralipid=1:1) was imaged. The smallest channel 
was 0.5 mm in diameter. Lens 1 was relocated to achieve an illumination area 
about 20 mm in diameter. The CCD exposure time was 10 ms and a NDF 
(ND=0.3) was used to change the illumination intensity. One speckle image of the 
phantom was taken before and after the NDF was put into the illumination path.  
The correction was similar to the one for the rigid target described in the 
previous part but in the imaging domain. The contrast images of both the speckle 
images were calculated with a kernel window of 7×7 pixels. Afterwards one AOI 
was chosen on the brighter and darker speckle images at the same position. The 
AOI was specifically chosen in the area of the channels because the surrounding 
material highly absorbed the light and there is no signal in these areas. The 
contrast and the mean intensity were averaged in each of the AOI and were put 
into equation 3-42 to calculate C0 and M. Then the correction was applied to every 
pixel using equation 3-41 with the calculated C0 and M and Ir equal to infinity. 
The flow chart for this processing method is shown in Figure 3-21.  
 
Figure 3-21  Flow chart for the contrast correction in imaging domain. 
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In the experiment the AOI was randomly chosen a 20×50 pixel region in the 
channel area. The raw speckle images at high intensity and low intensity are 
shown in Figure 3-22(a). The images also illustrate the uneven intensity variation 
across the field of view with the left side much darker than the middle due to the 
edge of the Gaussian profile illumination area and fewer scatterers in the small 
channels. The original contrast images from the high and low intensity images and 
the corrected low intensity contrast image are shown in Figure 3-22(b) with the 
same colour scale. The pseudo-colour was added to the contrast images according 
to the negative natural logarithm of the contrast values. Note that the higher the 
display value the lower the contrast and the higher the speed. From Figure 3-22(b) 
the contrast was universally higher in the low intensity image than that in the high 
intensity image and the contrast on the left side of the phantom was higher than 
that in the middle of the phantom. This is more perceivable in the contrast map of 
low intensity. In the corrected contrast map this difference is not perceivable. The 
corrected contrast is on average lower than both of the raw contrast mapss 
because Ir was set to be infinite.  
The profiles of the contrast map further illustrate the correction effect. Figure 
3-22(c) shows the contrast profile of all of the three contrast maps along the pixels 
marked with a red line in Figure 3-22(a). The contrast was averaged over three 
rows. Again it shows that the contrast decreased from 0.08 to 0.06 at the lower 
intensity towards the edge of the image. Although the corresponding change with 
higher intensity illumination is not clear in the contrast map, there is about a 0.015 
decrease according to the profile. The contrast profile of the corrected contrast 
map does not show any obvious change except for the fluctuation due to the noise. 
Figure 3-22(c) shows the contrast profile accross the larger channels from the top 
to the bottom marked with a yellow line in Figure 3-22(a). Before the correction 
the contrast values in the centre of the channels increased by about 0.025 on a 
basis of 0.025 from top to bottom due to the decrease in intensity forwards the 
bottom. After the correction this increase was removed.  
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Figure 3-22  Illustration of the correction of speckle contrast in imaging domain: 
(a) the grey scale speckle image at two different intensities; (b) From the top to the 
bottom: the contrast maps at high intensity, low intensity  and the corrected contrast 
at low intensity. The colour was applied to the negative natural logarithm value of 
the contrast. (c) The contrast profile along the red line marked in (a) fall all three 
contrast images in (b); (d) The contrast profile along the yellow line marked in (a) 
from the raw contrast at low intensity and the corrected contrast at low intensity. 
 
3.3.6  Discussion 
In experiments, not just the illumination can be uneven, but also the optical 
properties in different areas may change, especially in different types of tissue, all 
of which introduce contrast errors because of the detector quantization and low 
signal level.  Although laser speckle temporal contrast analysis may be less 
influenced by the intensity [34], it cannot totally remove this influence, refer to 
section 4.3.3. Therefore the understanding of the relationship between intensity 
and contrast is necessary. 
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The mathematical model of the contrast as a function of mean intensity for 
the Gamma distribution driven speckle pattern is based on the assumption of M 
<< <Iq>. In this section the model expressed in equation 3-40 was evaluated with 
the simulation with M =100. The result was shown in Figure 3-23 in which the 
contrast values as a function of the mean intensity for the simulation and the 
theoretical calculation with equation 3-40 match each other. The contrast values 
calculated from these two methods are nearly identical. This figure indicates that 
this model can be applied to the speckle patterns with large M number. It also 
explained why the contrast bias was corrected in the experiments when the 
contrast values were less than 0.2 (referring to Figure 3-22).  
 
Figure 3-23  Contrast as a function of the mean intensity when M=100. 
The simulation the CCD dark current was not taken into consideration in this 
chapter. This is because the effect of dark current can be removed by subtracting 
the averaged dark current image from the speckle image. The effect of this on a 
fully developed speckle pattern is shown in Figure 3-24. A dark current image 
taken by the real CCD in the lab (without any illumination) was added to a 
synthetic fully developed speckle pattern. The exposure time of the CCD was 10 
ms which gave the mean of the dark current of about one (grey scale). The 
contrast as a function of the mean intensity was calculated for both the raw fully 
developed speckle pattern, the speckle pattern with dark current and the speckle 
pattern after the mean of the dark current was subtracted. When the speckle 
pattern had very low intensity, the contribution from the dark current increased. 
Therefore in Figure 3-24 the contrast curve reduced with the decrease of the 
intensity when the dark current was present. After the mean value of the dark 
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current was subtracted, this effect was removed. The contrast of the resulting 
speckle pattern changed as a function of the mean intensity in a similar way to 
that of the raw fully developed speckle pattern. In addition the decrease of the 
contrast in the lower intensity level when the dark current was present can be 
explained as the dark current filled the dark area in the speckle pattern therefore 
the contrast was decreased. 
 
Figure 3-24  Contrast as a function of the intensity when the dark current is 
considered. 
The theoretical models for the relationship between the contrast and mean 
intensity presented in this chapter are based on the statistical properties of the 
dynamic laser speckle pattern, it may become inaccurate, or sometimes wrong, 
when it is applied to the areas containing limited number of speckles. Therefore in 
the imaging domain a large number of pixels is necessary to calculate the 
parameters for the correction. 
3.3.7 Conclusions 
In this section, the contrast as a function of the mean intensity and the bit 
depth of the detector were investigated. Theoretical models for the relationship 
between the contrast and the mean intensity were deduced for the speckle patterns 
following four different types of PDF. These models were evaluated by both 
computer simulations and experiments. The results demonstrated that these 
models could accurately predict the contrast changes and could also effectively 
remove the contrast bias induced by the variation of the mean intensity 
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experimentally on the base of two speckle images at different intensity level. The 
contrast as a function of the bit depth of the detector was also explored and a 
theoretical model was deduced for the fully developed speckle pattern.  
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Chapter 4  
Fibre image guide based LASCA and 
processing methods 
In this chapter, the previous work on ELASCA from the literature is reviewed. 
The relationship between the contrast and the speed when a LFIG is used to 
transfer both the image and speckle information is explored. Endoscopic LASCA 
based on a leached fibre image guide is presented and two speckle size regimes, 
multiple fibres per speckle and multiple speckles per fibre, are investigated in 
both non-imaging domain and imaging domain in terms of data acquisition and 
image processing methods. The capability of monitoring the speed variation with 
LFIG is evaluated.  
4.1  Introduction 
As mentioned in Chapter 2, endoscopy expands the possible clinical 
examinations and operations from the epidermis to the inner body non-invasively 
or through small incisions. E-LASCA will broaden the application range of 
LASCA diagnosis and clinical surgeries. Different methods have been tried to 
implement E-LASCA. In 2003 Forrester et al. [1] coupled a laser beam (635 nm) 
into a fibre optic cable for illumination and used a CCD connecting with a video 
cable to directly record speckle image to investigate the performance of E-
LASCA. Three years later the same group integrated the He-Ne laser illumination 
as well as a CCD to a standard arthroscope with a standard arthroscopic sheath 
and tested the circulation in human knees [2]. Both of the papers suggested that 
their system is capable of monitoring the tissue perfusion. But this method 
requires rigid endoscopes and is not applicable to curved path interventions. In 
addition they were constrained by the design of the commercial endoscope and the 
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speckle size was very small. In 2006 Zimnyakov et al. [3] utilized an optical fibre 
bundle to transmit the speckle signal from the imaging lens to the detector and 
observed the contrast changes of the speckle pattern when the sample was heated. 
This setup could not provide contrast image and therefore had no spatial 
resolution. Nadkarni et al. [4] investigated the speckle propagation property of a 
LFIG and proved that the temporal correlation of the speckle pattern could be 
preserved independent of the movement of the LFIG when the speckle size was 
equal to the fibre size. In addition they also classified unhealthy atherosclerotic 
plaques by the decorrelation time of the speckle pattern transmitted through the 
LFIG. In their later published paper [5] an endoscopic system was composed 
which consists of a LFIG, a grin lens, a circular polarizer and it was applied to an 
aorta in vivo. The decorrelation time of the speckle pattern from the LFIG showed 
the heart beat rate and hinted of the areas with an embedded metal stent. However 
it was not an imaging method.  
One of the challenges of using a fibre image guide to transfer both the image 
and the speckle information is that the cross talk between fibre cores in the fibre 
image guide changes the phase distribution of the optical field and consequently 
damages the signal. Distinct from ordinary fibre bundles, leached fibre image 
guide can prevent the fibre core-fibre core cross talk due to the air spaces between 
the individual fibre cores. Another challenge of LASCA using LFIG is to remove 
the fixed fibre pattern from the speckle image. Without additional processing the 
contrast is mainly contributed by the fibre structure and consequently the speed 
information is buried. A recently published paper [6] put forward a method 
(nLSSCA) to remove the fibre matrix noise by using temporal contrast analysis 
and calculating the contrast from the ratio between the first raw speckle image and 
the averaged speckle image of the ten following frames in the time sequence. 
However since this method depends on ten consecutive frames, it is vulnerable to 
artificial movement. Therefore it is necessary to find a method to remove the fibre 
structure but maintain the speckles from a single speckle image. 
In addition the speckle pattern is sampled twice: firstly the speckle pattern is 
sampled by the fibre bundle at its entrance end; secondly the speckle pattern 
propagates after exiting from the fibre bundle and generates a new speckle image 
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on the CCD and is sampled by the CCD pixels. The influence of the transmittance 
of the speckle pattern in the fibre image guide and the double sampling is 
unknown. Therefore in this chapter a LFIG was used to compose an ELASCA 
system and the relationship between the contrast and the speed of the target in 
both imaging and non-imaging detection domains was explored. Two methods 
were used to remove the ensemble structure of the fibre bundle at two speckle size 
regimes: speckle size bigger than fibre size and speckle size smaller than fibre 
size.  
4.2  Regime 1 - Multiple fibres per speckle 
According to the Nyquist sampling standard, the speckles should be no 
smaller than twice of the pixels size of the detector. When the LFIG is used as the 
image transfer method in ELASCA, the speckles are firstly sampled by the fibre 
cores. Therefore the speckle size should be no smaller than the size of two fibre 
cores. In the spatial frequency domain this means that the frequencies of the 
speckles should be no higher than half of the frequency of the fibre core matrix. 
This enables the application of a low pass filter to remove the spatial frequencies 
from the fibre bundle. An experimental setup was built to contain both the free 
space LASCA and the fibre based LASCA to compare the relationship between 
the contrast and the speed for these two configurations, so to determine the 
optimal parameter values for the low pass filter.  
4.2.1 Experiment setup 
The experimental system is shown in Figure 4-1. A laser beam from a laser 
diode (ML101J27, 660 nm, Thorlabs) was coupled into a single mode polarization 
maintaining fibre (SPMF) and was delivered to the sample by expanding in free 
space. The backscattered light from the sample passed through an aperture whose 
size determined the speckle size, and was imaged using a lens (f=50mm, 
Thorlabs). Then the light was divided into two parts by a pellicle splitter (BP108, 
8:92 (R:T), Thorlabs): one was reflected by the splitter to be directly recorded by 
a CCD (Ritiga Exi, QImaging) (Part 1) and the other passed through the beam 
splitter and was transmitted by a LFIG (fibre size 7.8 µm, aperture diameter 1.1 
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mm, Schott North America) to be recorded by an identical CCD after a 
magnification system (Part 2). The light intensity after the FIG decreased 
tremendously due to the small NA of the fibre cores and the transmission loss 
through the fibres, therefore the beam splitter was chosen with a low reflectance 
to transmittance ratio to achieve similar intensities for both the CCDs. The 
magnification system consists of two lenses (a 10× microscope objective and a 
doublet lens of 100 mm focal length) which amplify the image of the exit end of 
the LFIG nearly 7 times. Both paths contained a band-pass filter to remove the 
environmental light and a polarizer to ensure that the speckle pattern was 
generated by linearly polarized light. The optical axes were adjusted so that the 
two CCDs recorded the same area of the sample.  
 
Figure 4-1  Experimental set-up illustrating the two detection paths that were 
compared, labeled Part 1 (Direct) and Part 2 (LFIG). 
 
Two samples were tested: one was a moving rigid target composing a 
reflectance standard (USRS-99-010, Ocean Optics) moved by a translation stage 
(P1T-Z8, Thorlabs) at speeds from 0 to 0.5 mm/s with an increment of 0.05 mm/s; 
the other was a silicone tube of 1 mm inner diameter filled with intralipid 
suspension (volume concentration is 1:2 between 10% intralipid and water). A 
background image of the reflectance standard was first taken with white light 
illumination to record the LFIG transmission image. The exposure time of the 
CCD was 30 ms for both the targets, and 10 frames were recorded at each speed.  
(
a) 
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4.2.2 Image processing methods 
When one speckle occupies multiple fibre cores, the frequency of the speckle 
pattern is lower than that of the matrix of the fibres within the LFIG. A 
Butterworth low pass filter was used to remove the fibre pattern in this experiment 
because it introduced fewer additional artefacts from the filter edge of the 
frequency response function. The flow chart of the data processing is shown in 
Figure 4-2. The raw speckle image was firstly divided by the LFIG image taken 
under white light illumination to remove the impact from the different 
transmission efficiencies of the fibre cores. The resulting image was multiplied by 
a mask to extract the speckle data from the fibre cores. The mask image was 
created from the white light LFIG image by setting the values in the fibre core 
areas as one and the pixels outside of the cores as zero. Then a FFT was applied to 
the two dimensional extracted speckle data to calculate the frequencies of the 
speckles and the Butterworth filter was applied in the frequency domain to 
remove the high frequencies from the fibre bundle. The filtered frequency image 
was inversely Fourier transformed and the speckle pattern without fibre structure 
was retrieved.  
 
Figure 4-2  Flow chart of image processing. 
 Butterworth filter  
The frequency response of the Butterworth filter is determined by the DC 
response   , the filter order   and the cut-off frequency   . It is expressed in the 
following formula [7]: 
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Supposing that     is equal to one, the performance of the filter is determined 
by the filter order and the cut-off frequency.  
 Determination of the filter order    
The parameter   changes the shape of the filter, which is demonstrated in 
Figure 4-3. A higher order generates sharper filter edge and increases the 
possibility of Fourier transform „ring‟ artefacts. But a lower filter order removes 
the low frequency components. Therefore an optimal filter order is needed to 
remove as many undesired frequencies while preserving the low frequency 
components. 
 
Figure 4-3  Frequency response of Butterworth filter for different orders 
 
 
 Determination of the cut-off frequency 
Ideally the filter would block all the frequencies from the fibre bundle and 
preserves all the frequencies from the speckles. It is intuitive to set the optimal 
cut-off frequency to be equal to the highest frequency of the speckles. The 
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frequency can be calculated from the power spectral density (PSD) of the image 
by doing Fourier transforming the raw speckle image.  
4.2.3 Results 
Figure 4-4(a) shows the white light transmission image of the LFIG which 
was taken with the flat field white light illumination. The variance of the 
brightness in the fibres demonstrates the different transmission efficiencies of the 
fibre cores. The transmission map was converted to a black and white mask image 
through a carefully chosen threshold and is shown in Figure 4-4(b). The filter 
mask image was applied to the speckle image to extract the data from the fibre 
cores.  
 
(a)    b) 
Figure 4-4 (a) White light transmission image of LFIG; (b) the filter mask 
image of the LFIG.  
 
Figure 4-5 shows the speckle image with the stationary reflectance standard. 
Figure 4-5(a) is the raw LFIG speckle image. The speckle pattern of the zoomed-
in picture of the part marked by the green rectangular is shown in Figure 4-5(b) to 
illustrate the size of the speckles and the fibre pattern. The power spectral density 
(PSD) was calculated from the modulus of the FFT of the masked speckle pattern 
and is shown in Figure 4-5(c). The bright spots are aligned in the shape of 
hexagon and represent the frequencies of different orders of the fibre pattern, 
while the ellipse shows the frequencies of the speckles. Obviously the highest 
frequency of the speckles is around half of the first order of the fibre pattern 
frequencies. Figure 4-5(d) displays the profile of the PSD along the line marked 
by a red line with an arrow indicating the direction of the profile in Figure 4-5(c). 
The middle peak is the DC component corresponding to the average brightness of 
(a) (b) 
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the speckle image. In Figure 4-5(d) the intensity of the PSD decreased gradually 
to zero at around 8-9 cycles/mm from the central peak, which is the highest 
frequency of the speckle patterns. There are another two peaks at the position of 
±14 cycles/mm along X axis which are the ± 1 orders of the fibre bundle 
frequency. Therefore the cut-off frequency of the filter should be around 8-9 
cycles/mm, which can retain the speckle component but remove the fibre bundle 
pattern. Figure 4-5(e) gives the calculated speckle pattern after the filter 
processing and the fibre pattern is not present any more. 
 
 
 
 
 
 
 
(a)               (b)             (c) 
 
(d)             (e) 
Figure 4-5  (a) raw speckle image through a LFIG; (b) zoomed-in image of the 
area marked by the green rectangular in (a); (c) PSD of the raw speckle image; (d) 
the profile of the PSD along the red line marked in (c); (e) retrieved speckle image 
after the image processing method. 
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 Optimization of filter order  
To find the optimal filter order for the Butterworth filter, the speckle image of 
the silicone tube for a pump speed of zero was used for three filter orders: 1, 2 and 
3. The cut-off frequency was 9 cycles/mm as is mentioned above. The speckle 
contrast algorithm kernel size was set to be 11×11 pixels and the contrast maps 
corresponding to these three orders are shown in Figure 4-6. Although none of 
them has the fibre bundle structure presented, the shape of the tube is not clear 
when   is equal to 1. This is because the frequencies lower than the cut-off 
frequency, which are from the speckles, are filtered too much due to the smooth 
frequency response and the speed information contained within the speckles is 
diminished. The contrast map with   equal to 3 had no significant difference to 
that with   equal to 2, but had slightly higher image contrast between the flow and 
the background. Therefore   = 3 was chosen for the experiment.  
 
 
           (a)           (b)                (c) 
Figure 4-6  Contrast map of the LFIG speckle image containing a silicone tube 
filled with intralipid suspension using the filter order: (a)  =1, (b) n=2 and (c) n=3. 
The red arrow indicates the direction of the silicone tube. 
 Further optimization of cut-off frequency  
To further investigate the proper cut-off frequency and its impact on the 
contrast, cut-off frequencies from 2 to 20 cycles/mm with an increment of 1 
cycles/mm were used to calculate the relative contrast, which is the ratio of the 
contrast when the translation speed of the reflectance standard is 0.5 mm/s (C) 
over that when the speed is zero (C0). Therefore the lower the relative contrast is, 
the more the contrast changes because of the flow speed. The relative contrast as a 
function of the cut-off frequency is shown in Figure 4-7. The lowest relative 
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contrast, which corresponds to the highest contrast change, occurs when the cut-
off frequency is 9 cycles/mm. This number is close to the approximation of 8-9 
cycles/mm from Figure 4-5(d). The relative contrast is higher when cut-off 
frequency is either higher or lower than 9 cycles/mm. When the cut-off frequency 
is higher than 15 cycles/mm the relative contrast plateaus at 0.95. Because the 
higher contrast change induced by the flow means higher system sensitivity. 
Therefore the filter which produces higher contrast change or lower relative 
contrast is preferred. In this experiment the optimal cut-off frequency is 9 
cycles/mm and it can be estimated by either the PSD or the valley of the relative 
contrast.  
 
Figure 4-7  The relative contrast as a function of Butterworth cut-off frequency. 
 
Afterwards three cut-off frequencies, which are equal to 3, 9 and 20 
cycles/mm, were used to process the speckle images recorded while the 
translation speed was changed from 0 to 0.5 mm/s with an increment of 0.05 
mm/s. In Figure 4-8 the contrast values with LFIG (the X axis) were compared 
with the contrast values from the speckle images without LFIG (the Y axis). In 
free space the contrast changed 30 % from 0.43 to 0.3 when the sample speed was 
changed from 0 to 0.5 mm/s. With the LFIG the contrast changed only 8% from 
0.29 to 0.265 when the cut-off frequency was 3 cycles/mm, and this change was 
non- linearly correlated to the free space results. When the cut-off frequency was 
equal to 9 cycles/mm, the two sets of contrast are not only linearly correlated but 
also have similar values. When the cut-off frequency was 20 cycles/mm, the 
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contrast with the LFIG changed only 4% from 1.26 to 1.21, although it maintained 
a linear relationship with that in free space. The high contrast value in this case 
suggests a contrast contribution from the fibre bundle. Therefore the results show 
that the proper cut-off frequency can both improve the dynamic range and provide 
a linear relationship with the contrast change in free space. 
From Figure 4-8 it seems that the larger filter can also be used since the 
contrast change is linearly correlated to that in free space. However when these 
three cut-off frequencies were applied in the image domain, there is an important 
difference. An image of the silicone tube was taken with the LFIG and the 
contrast map was calculated with a kernel of 11×11 pixels.  
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      (a) 
 
       (b) 
 
  (c) 
 
Figure 4-8  Comparison of the contrast change of the image acquired by using a 
FIG and in free space using intralipid suspension for different cut-off frequencies. 
The X axis is the contrast value when the LFIG was used, while the Y axis is the 
contrast value when the speckle pattern propagated in free space. 
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The same three cut-off frequencies (3, 9 and 20 cycles/mm) were applied to 
the speckle images and the contrast maps from the three cut-off frequencies are 
shown in Figure 4-9 with the same display range. Figure 4-9(a) is the sketch 
showing the position of the image of the tube in the LFIG. In Figure 4-9(b) and 
Figure 4-9(d), where the cut-off frequencies were 3 and 9 cycles/mm respectively, 
the tube can be hardly seen. There is a total blue area or red area in the middle of 
the image indicating the tube area. In Figure 4-9(c) the image of tube can be easily 
identified although the spatial resolution is low. The high contrast values, shown 
as red curves, along the border of the LFIG in Figure 4-9(b) and Figure 4-9(c) 
were due to the sharp intensity changes near the borders. 
A column profile, marked by a red line in Figure 4-9(c), of the three contrast 
maps is shown in Figure 4-10. When the cut-off frequency was 3 cycles/mm, 
there was a low average contrast from pixel number 210 to pixel number 500, 
which corresponds to location of the tube. When the cut-off frequency was 9 
cycles/mm, this low contrast area became very clear because of the bigger 
contrast difference to the borders. When the cut-off frequency was 20 cycles/mm, 
there was no obvious contrast difference though out the profile. Therefore in the 
image domain it is important to choose the cut-off frequency carefully. 
 
 
         (a)                 
 
 
      (b)                   (c)                          (d) 
Figure 4-9  Contrast images of the silicone tube filled with intralipid suspension 
using different cut-off frequencies. 
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Figure 4-10  Profile of the contrast map shown in Figure 4-9. 
 
4.2.4 Conclusions 
As a conclusion, the use of multiple fibres per speckle satisfies Niquist 
Sampling criteria. The low pass filter can effectively remove the fibre noise and 
provide acceptable contrast changes induced by variations in speed, but it 
sacrifices the spatial resolution because of the limited number of fibres within the 
LFIG. It is important to choose the correct cut-off frequencies to remove the fixed 
fibre pattern without compromising image resolution, and a method for achieve 
this was proposed.  
 
4.3  Regime 2 - Multiple speckles per fibre core 
As mentioned in the introduction, the speckle size is usually smaller than the 
fibre size in the ELASCA. When a large field of view is required, such as 10×10 
mm
2
, the magnification is only 0.1 for an LFIG with a diameter of 1 mm. In 
addition, a large aperture size is desirable to increase the intensity efficiency. As a 
result the speckle sizes will typically be small compared to the fibre size and 
therefore each fibre carries light from multiple speckles. It is assumed that each 
core transmits a speckle pattern due to the multimode properties of the fibres used 
in the LFIG. In this speckle regime the frequencies of the speckles will overlap 
with the fibre pattern frequencies and cannot be filtered out in the frequency 
 
 
f0=100  cycles/mm f0=9  cycles/mm f0=3 cycles/mm 
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domain. Therefore to remove the fixed fibre matrix, a small defocus in the image 
of the LFIG was introduced. Although there is no additional image processing to 
calculate the contrast, the display range was optimized and the colour space was 
changed to demonstrate the contrast changes recorded.  
4.3.1 Experiment method 
A customized phantom was constructed consisting of channels of different 
diameters from 500 µm to 2 mm. The phantom was filled with intralipid 
suspension (volume concentration is 1:2 between 10% intralipid and water) and 
the flow speed was controlled by a syringe pump (NE-300, World Precision 
Instrument Inc). Figure 4-11(a) shows the setup and Figure 4-11(b) illustrates the 
design of the customized phantom. The system is similar to the Part 2 that used in 
the Regime 1. The calculated speckle size was 0.18 µm. However, the effective 
number of speckles transmitted per fibre core is limited by the number of modes 
of the LFIG which gave approximately eight output speckles per fibre core in our 
case [8]. The CCD exposure time was 10 ms. To test the contrast change as a 
function of flow speed, the FOV was adjusted to be 8 mm in diameter so that the 
micro-structure was resolved and also there is a big enough area for spatially 
averaging the contrast spatially. Firstly the LFIG was well focused. The pump 
speed was changed from 0 to 1 ml/min with an increment of 0.1 ml/min and 10 
frames were recorded at each speed. Then the output end of the LFIG was moved 
away a small distance from the microscope objective to introduce the defocus. 
Another sequence of images was recorded with the same procedure. The contrast 
was calculated directly on the raw speckle images for both focused and defocused 
configuration with a kernel of 5×5 pixels. An AOI in the channel joint area was 
chosen for measuring the contrast change by averaging the contrast values over 
the pixels in the AOI. In the imaging domain, the FOV was expanded to include 
more channel areas. The CCD exposure time was 10 ms and the pump speed was 
changed from zero to 1.6 ml/min to compare the contrast image at these two 
speeds. The phantom design shown in Figure 4-11(b) explains the channel 
structure and the red arrows mark the flow direction of the intralipid suspension. 
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(a)       (b) 
Figure 4-11  Experimental setup: (a) Optical system; (b) Customized phantom. 
The red arrows indicate the flow direction of the intralipid suspension. 
4.3.2 Results 
The speckle images when the LFIG was focused and defocused are shown in 
Figure 4-12(a) and (b) respectively. The fibre structure, clearly seen in (a), is not 
resolved in (b), but the channel structure is still clear in (b) although the image 
resolution is slightly decreased. The rectangles with white dashed line mark the 
AOI where the contrast was calculated. Figure 4-12(c) and (d) give the contrast as 
a function of speed from the focused and defocused speckle images respectively. 
In Figure 4-12(c) the contrast decreased from 0.5426 to 0.5374, less than 1% 
change, when the pump speed was increased from 0 to 1 ml/min. But in Figure 
4-12(d) the contrast decreased from 0.1057 to 0.0996, around 5.8% change which 
is more than 5 times of that in Figure 4-12(c), in the same speed difference. In 
addition the SNR of the contrast was also improved when the LFIG was 
defocused. Therefore a small off-set of the image plane can not only increase the 
contrast sensitivity but also increase the SNR. 
 
 
(b) 
(a) 
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     (a)                                (b) 
 
         (c)                     (d) 
Figure 4-12  (a) LFIG focused speckle image; (b) LFIG defocused speckle image; 
(c) Contrast for the AOI indicated in (a) at speeds from 0 to 1 ml/min when the 
LFIG is focused; (d) Contrast for the AOI indicated in (b) at speeds from 0 to 1 
ml/min when the LFIG is defocused.  
 
The contrast maps of the defocused speckle images at speed of 0 and 1.6 
ml/min are shown in Figure 4-13. The colour bar shows that the colour changes 
from red to blue when the contrast changes from high to low. In Figure 4-13(a) 
the flow speed was 0 ml/min and the intralipid suspension underwent Brownian 
motion. The colour is less blue than Figure 4-13(b) in which the flow speed was 
increased to 1.6 ml/min. Although there are more area in Figure 4-13(b) was filled 
with blue meaning the flow speed increased in those areas, the increase of the 
average speed, 0 to 1.6 ml/min, is not perceivable from the colour change. The 
reason is that the contrast changes induced by the speed are too small to be 
displayed.  
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( a)                   (b) 
Figure 4-13  Contrast images of the phantom. (a) Speed is 0 ml/min; (b) Speed is 
1.6 ml/min. 
 
The contrast profile of both the speeds along the line marked with the red line 
in Figure 4-13(b) is shown in Figure 4-14, in which the change of the baseline 
contrast between the speed of 0 ml/min and 1.6 ml/min is very small compared to 
the contrast values. This situation is common in tissue experiments where the 
contrast of tissue perfusion is usually less than 0.2 [9] and the contrast change due 
to the speed is therefore even smaller. In addition, according to reference [10] the 
contrast follows a log-normal distribution instead of surrounding the average 
contrast. This introduces noise and the small contrast change from the speed being 
submerged by the contrast noise. Therefore it is important to find the proper 
display method to effectively show the flow speed change. 
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Figure 4-14  Profile of the contrast along the line indicated in Figure 4-13 (b) 
with the red line at speed of 0 ml/min and 1.6 ml/min. 
A method based on the PDF of the contrast map combining with HSV colour 
space is used in this chapter for choosing the display range automatically and 
improving the display of the contrast change induced by the speed [11]. 
In HSV colour space, the Hue value controls the colours and the Saturation 
decides the brightness of the colours. In this experiment the Hue was assigned 
with the contrast values and the Saturation was assigned with the intensity of the 
pixels in the raw speckle image, therefore the contrast image can represent both 
the contrast with different colours and the brightness of the target. The Value was 
set to be 1 for all the pixels. Then the HSV matrix containing the information of 
both contrast and intensity was converted in RGB colour space for display.  
 
Figure 4-15  HSV colour space. 
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  (a) 
 
(b) 
 
 (c) 
 
 
Figure 4-16  Contrast images using different image enhancement at the auto-
selected display range. Left column: speed is 0 ml/min; right column: speed is 1.6 
ml/min. (a) Raw contrast images; (b) Contrast images after adaptive histogram 
enhancement; (c) Contrast images shown with HSV color space combined with the 
intensity of the raw speckle images. 
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Figure 4-16 illustrates the effect of different image enhancement methods. As 
mentioned above the display range was set from 0.04 to 0.11 according to the 
FWHM of the PDF. The left column shows the contrast images at speed 0 ml/min 
and the right column shows the contrast images when the speed was 1.6 ml/min. 
The top row, Figure 4-16(a), shows the raw contrast images using the display 
range of 0.04 to 0.11. Compared to Figure 4-13, in which the display range is 
from 0.02 to 0.2, the image contrast was improved and the channel structures are 
clearer. But the change of speed is still not perceivable. The middle row, Figure 
4-16(b), shows the contrast images after adaptive histogram enhancement with the 
same display range in Figure 4-16(a). The contrast noise in the stationary part was 
removed therefore the channels are very clear. But the display of contrast change 
induced by the speed is even worse because the two contrast images are very close 
in terms the colours in the channel area. Figure 4-16(c) shows the contrast image 
using the HSV colour space with the same display range. The middle of the 
channels changed from green to red when the speed was increased from 0ml/min 
to 1.6 ml/min and the other channel areas also changed from blue to green, all of 
which indicates the increase of the flow speed. In addition the application of the 
raw speckle intensity image the phantom structure clearer than both of the other 
two methods.  
4.3.3  Comparison between defocused LASCA (dLASCA), nLSSCA and 
temporal LASCA (tLASCA)  
As mentioned in the introduction of this chapter, nLSSCA is the newly 
published method which can effectively remove the fibre bundle structure based 
on ten consecutive speckle images. tLASCA is also thought to be less influenced 
by the intensity variation of the speckle image than ordinary spatial contrast 
analysis. Therefore it is helpful to compare these two methods with that 
introduced in this chapter for better understanding their advantage and 
disadvantage. Because Regime 1, in which each speckle contains multiple single 
fibre core, cannot provide a large FOV to image the structure of the phantom, only 
Regime 2 using dLASCA was compared. For both tLASCA and nLSSCA ten 
consecutive frames were used for the contrast calculation.  
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The experimental setup in Regime 2 was used for the data acquisition for 
comparing these three methods. 120 frames were recorded for every method. The 
liquid was undergoing Brownian motion in the first 20 frames and then the pump 
started to push the liquid at the speed of 1.6 ml/min until the 120th frames was 
recorded. The LFIG was focused first for nLSSCA and tLSSCA. Then it was 
defocused to a degree that the fibre structure was blurred but the sample was still 
clearly imaged. A kernel size of 5×5 was used to calculate the spatial speckle 
contrast and the mean contrast was calculated from the AOI marked with a red 
rectangle in Figure 4-17(a). 
 Figure 4-17 illustrates the fibre pattern removing effect of these three 
methods. Although tLASCA has the highest spatial resolution, it is the only 
method which cannot remove the matrix entirely. Both nLSSCA and defocused 
LASCA can remove this information, but nLSSCA has higher spatial resolution.  
 Figure 4-18 shows the change of the averaged contrast in AOI in the 120 
frames. The dLASCA gave a decrease of the contrast from 0.105 to around 0.0975; 
therefore a relative change is 7.1%. This change is slightly lower than nLSSCA 
and tLASCA in which the contrast decreased from around 0.088 to 0.0775 
corresponding to a relative change of 12%. The contrast change rates are almost 
identical from nLSSCA and tLASCA. But tLASCA has the highest SNR and 
nLSSCA has the lowest SNR in these three methods. The gradual change of the 
contrast after 20th frame indicates that the flow speed was not changed instantly 
but gradually increased after the pump started to work. There is a delay of the 
contrast change in tLASCA due to the contrast calculation with 10 consecutive 
frames. This delay was also mentioned in the reference [6]. 
 
 
 
 
 
 
 
Figure 4-17 Contrast map at speed 0: (a) nLSSCA; (b) dLASCA; (c) tLASCA. 
The red rectangle indicates the AOI. 
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Figure 4-18  Contrast as the function of speed. From frame 1 to 120 the flow 
speed was increased into1.6 ml/min. 
Therefore nLSSCA is a good option to remove the fibre bundle structure and 
retain the spatial resolution when there is no artificial movement. However it will 
have higher fluctuation during the change of speed. When single shot is necessary 
the defocused LASCA has the advantage.  
4.4  Conclusions 
In this chapter two speckle size regimes in E-LASCA based on the LFIG 
were illustrated. The image processing methods and display methods were 
presented. To satisfy the Nyquist sampling criteria, the speckle size needs to be 
bigger than twice the fibre size. In this case a Butterworth low pass filter was used 
to remove the fibre pattern and preserve the speed information. The optimal cut-
off frequency was determined by the highest speckle frequency when the 
sensitivity of the contrast change to the speed was the highest. But this method 
scarifies the spatial resolution due to the large number of CCD pixels each speckle 
requires and the magnification of the LFIG to the CCD. In a second configuration 
the speckle size was limited to be smaller than the fibre size to increase the FOV, 
decrease the image processing time, and to improve spatial resolution. In this 
situation a defocus was introduced to the imaging part to remove the fibre 
structure by blurring it. Because the size of the target was larger the fibre cores, 
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the structure of the target was reserved. This method can also improve the 
sensitivity of the system to the change of the speed. The drawback of this method 
is the defocus distance need to be adjusted carefully to both remove the fibre 
pattern noise and keep the sample special details.  
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Chapter 5  
Dual wavelength endoscopic laser 
speckle contrast imaging system for 
indicating tissue blood flow and 
oxygenation 
In this chapter a dual-wavelength endoscopic laser speckle contrast system is 
presented to monitor the blood flow speed and the oxygen saturation (SaO2) at the 
same time using modified Beer-Lambert law. This system consists of two 
illumination laser diodes, imaging system with a leached fibre image guide and a 
data acquisition part. The system is tested on a human fingertip for both blood 
flow and SaO2. It is also used to detect the hemodynamic change in the rabbit 
uterine artery. The experimental result is presented to demonstrate this system is 
capable of detecting tissue perfusion, oxygenation level, pulsation and respiration 
at the same time.   
5.1 Introduction 
In addition to the blood flow speed, the haemoglobin concentration and SaO2 
are also crucial for understanding physiology. The measurement of these 
parameters is important for monitoring, estimating and understanding diseases, 
such as stroke, cancer, diabetes. In the previous chapters the methods for 
measuring blood flow have been reviewed. But those methods purely based on 
Doppler frequency shift [1, 2], OCT, ultrasound Doppler, angiography and 
LASCA cannot measure the oxygen saturation. The detection of SaO2 is usually 
depending on multispectral detection methods based on the different absorption 
coefficient of oxy- and deoxy-haemoglobin at those wavelengths using tuneable 
light sources, white light with filters [3, 4] or two wavelengths to acquire the 
reflectance image or intensity of the tissue. The SaO2 is calculated according to 
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Beer-Lambert law [5, 6] and multivariate regression analysis [7]. But pure 
multispectral imaging does not provide speed information. Therefore the fusion of 
multispectral imaging and the techniques for blood flow speed measurement have 
been implemented. Photoplethysmography (PPG) [8-15], the commercial device 
is called the pulse oximeter, utilizes two wavelengths for the illumination to detect 
the blood volume and the SaO2 at the same time. It is convenient and easy to use, 
but it is a non-imaging technique and cannot measure the blood flow speed. 
Spectroscopic optical coherence tomography [16-20] and dual-wavelength 
photothermal (DWP) OCT [21, 22] use one broadband light source or two light 
sources at different wavelengths to measure the SaO2 . They provide high spatial 
resolution of the image of vessels. Multi-wavelength photoacoustic (PA) 
microscopy takes advantage of high spatial resolution of PA microscopy to image 
haemoglobin oxygen saturation in vessels. Because the PA signal is proportional 
to the optical energy deposition which is related to the absorption of the 
chromophore, Beer-Lambert law can be used to calculate the oxygen saturation 
[23, 24]. LASCA was also combined with multispectral imaging [25, 26] or dual-
wavelength illumination [27] to monitor both the blood flow speed and the 
oxygenation in imaging domain. However limited by the penetration depth of the 
light these techniques were only applied on the measurement on cortical or retinal 
blood flow in vivo. Therefore it is desirable to create an endoscopic system which 
can be applied to monitor the circulation function inside the body to provide the 
information in imaging domain for diagnosis and treatment.  
In this chapter a dual-wavelength endoscopic laser speckle contrast system is 
presented, which is developed from the ELASCA in Chapter 4. This system is 
tested on the human finger and rabbit tissue in vivo. The result shows that it can 
measure the change of blood flow speed and the SaO2 simultaneously. In addition 
it can also detect the cardiac period and respiration rate.  
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5.2 Methods 
5.2.1 Probe and system design 
Based on the probe described in Chapter 4, another illumination part was 
introduced. The diagram of the probe is shown in Figure 5-1. The laser beam from 
two laser diodes (ML101J27 660 nm and DL8142 830 nm, Thorlabs) were 
coupled into two polarization maintaining fibres (PM fibre, Thorlabs). The two 
fibres passed through channels in a custom made adapter to direct the light exit 
from the fibres at an incident angle of ±3.6° to the axis so that the illumination 
area of both wavelengths overlaps in the working distance of 7 mm as shown. The 
polarization directions of the lasers from the PM fibre were adjusted to close to 
the same direction so that the direct reflected light could be eliminated together by 
a single polarizer and increase the contrast sensitivity to the speed. The plano-
convex lens (f=6mm, D=3 mm, Edmund Scientific) imaged the sample onto the 
entrance end of the LFIG (Schott North America). As is described in Chapter 4, a 
small offset from the image plane was introduced to the position of the LFIG to 
remove the fibre bundle structure and remain a lower spatial resolution of the 
sample image.  
 
Figure 5-1 The design of the probe. 
 
Figure 5-2 shows the system setup. The light was directed onto the sample by 
the two PM fibres. The speckle image of the target was transmitted through the 
LFIG and was captured by the CCD (Retiga Exi cooled B-W CCD, QImaging) 
after the magnification system. The magnification system consisted of a 
microscope objective (x10, Olympus), an achromatic lens (f=100mm, Thorlabs) to 
give a 7x magnification and a linear polarizer to remove the direct reflected light. 
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A motorized fast filter wheel (Thorlabs, FW103H) containing two band-pass 
filters (FB650-40 and FB830-10, Thorlabs) was used to insert the two filters 
alternately into the light path to record the speckle image of the two wavelengths 
respectively. The filters can also reject the background light. A customized 
LabVIEW program synchronized the filter wheel and the exposure of the CCD. A 
delay time of 300 ms was added before the capture of the CCD after the change of 
the filter wheel to wait for the total stabilization of the filter.   
 
Figure 5-2  Experimental setup. 
 
5.2.2 Oxygenation calculation 
Oxy-haemoglobin and deoxy-heamoglobin have different absorption 
coefficients at most wavelengths, shown in Figure 5-3, which can be used to 
detect the hemodynamics of the blood circulation. Oxygenized blood is supplied 
continuously to the tissue and the deoxygenized blood flows back to the heart. 
When the blood flow is stopped in either the veins or the arteries, the 
concentration of the oxy- and deoxy-haemoglobin varies which results in the 
change of the light intensity absorbed by the blood and the intensity of the light 
reflected back. Therefore the blood supply can be monitored by the change of the 
intensity of the reflected light. The modified Beer-lambert law [6, 27] is used to 
calculate the change of the oxygenation. In this chapter two wavelengths, 660 nm 
and 830 nm, were used because they locate at the either side of an isosbestic point 
at 800 nm of the haemoglobin absorption [28] .  
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Figure 5-3  Molar extinction coefficient of oxy- and deoxy-haemoglobin in water 
[26]. 
 
According to the modified Beer-Lambert law the reflected light intensity is 
determined by the absorption coefficient, the light path of the tissue for the 
illumination wavelength, and the concentration of oxy- and deoxy-haemoglobin, 
which is expressed in the following equation:  
 
        
       
   
     
     
  
     
     
  
 
  
 
 
 
 
 
                
      
                
       
 
 
 
 
 5-1 
where HbO2 and HbR refer to oxygenated haemoglobin and deoxygenated 
haemoglobin respectively.   is the molar extinction coefficient of the 
chromophores. The value of   in this chapter was taken from reference [28]. t 
indicates the examination time delay, R refers to the experimentally measured 
reflectance intensity at each wavelength, and L is the differential path length 
factor which can be calculated from Monto carlo simulation [6].  
The change of the total haemoglobin concentration    , which is the sum of 
the oxy- and deoxy-hemolgobin, approximately represents the change of the blood 
volume [27]: 
                        5-2 
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and the relative haemoglobin concentration SaO2 is calculated as follows [29] 
        
       
              
 5-3 
5.3 Experiment on the human fingertip 
This experiment aimed to detect the blood flow speed, the heart beat, the 
respiration and the change of oxygenation concentration on the finger using the 
probe and the system. A blood pressure cuff was applied around the arm to block 
and release the blood supply and SaO2 in the finger by being inflated and deflated. 
The FOV was adjusted to be 15 mm in diameter to cover the whole finger tip area. 
As mentioned in 5.2 a 300 ms delay time was added between the capture of 
adjacent frames allowing the filters to be stable. But this decreased the frame rate 
to less than 4 frames per second (fps) which is not high enough to capture the 
pulsation, which is around 70 beat per minute (bpm) [30]. Therefore three 
experiments were performed with single- and dual-wavelength for different 
purposes.  
5.3.1 Method 
The first experiment was to monitor the blood flow change profile and heart 
beat. In this experiment a single wavelength, 660 nm, was used for the 
illumination when the subject breathed freely. The CCD exposure time was set as 
1 ms and output images were binned by 2×2 pixels, which gave the frame rate as 
high as 17 fps at the free run mode. The image capture started when the blood 
flow was in natural status. Then the pressure cuff was inflated to 100 mmHg and 
deflated afterwards. Later the data acquisition continued for another period of 
time. The total data acquisition time was about 37 seconds.  
The second experiment was to monitor the respiration as well as the blood 
flow change. Still a single wavelength, 660 nm, was used but the subject was 
asked to keep respiration rate as 8 seconds per cycle (spc) through the data 
acquisition time. The CCD had the same setup as the first experiment. The cuff 
was firstly inflated to 120 mmHg and 500 images were recorded after 15 seconds 
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delay. Then the cuff was released and another 500 images were captured after 20 
seconds delay allowing the recovery of the blood flow in the finger;  
The third experiment was to monitor the SaO2 variance. The exposure time of 
the CCD was set as 5 ms to have higher signal to noise ratio at 830 nm. 100 
frames were captured when the cuff was fully inflated and another 100 frames 
were acquired 20 seconds after the cuff was deflated. 
The acquisition time of the frames was also recorded in all the three 
experiments so that the contrast as a function of time can be evaluated. A kernel 
window of 7×7 pixels was used to calculate the contrast of the speckle image and 
the contrast values and the intensity in the chosen AOI in the middle of the finger 
were averaged. FFT was applied on the contrast values and the intensity values as 
a function of time to look into the periodical changes with a customized Matlab 
program.  
5.3.2 Results and discussion 
Figure 5-4(a) shows the raw speckle image of the finger tip. The bright area is 
the image of LFIG and the dark area is the CCD chip where there was no light. 
The border of the nail is marked by the yellow line and the finger tip can be seen. 
Figure 5-4(b) is the contrast map of Figure 5-4(a). The colour bar shows the 
contrast display range where red colour refers to lower contrast or higher speed 
and blue colour means higher contrast or lower speed. As is shown the finger area 
has the contrast value ranging from 0.09 to 0.13 and is shown in green. The darker 
area in Figure 5-4(a) has very high contrast shown with a blue colour. The low 
contrast values shown as red spots at the corners come from the CCD noise due to 
the very low light intensity in these areas. The black rectangle marks the AOI. 
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(a)                                                           (b) 
Figure 5-4 (a) Speckle image of the finger, the dashed yellow line marks the 
border of the finger tip; (b) contrast map of the finger. The black rectangle in (b) 
shows the AOI for averaging the contrast values and pixel intensities. A video 
sequence of the contrast map showing the blood pulsation was acquired. 
 
Experiment 1 
The result from the first experiment is shown in Figure 5-5. Figure 5-5(a) 
demonstrated the contrast as a function of time. The baseline of the contrast 
before the occlusion was around 0.1. Then the contrast gradually increased to the 
maximum 0.112 when the cuff was inflated, and afterwards started to decrease 
during the deflation of the cuff to the minimum of 0.096. Then the contrast 
increased and reached to a stable level at 0.102 representing that the blood flow 
had recovered to a stable status. The minimum value, 0.096, is lower than the 
value at the stable status, 0.102, by 0.006. This is because of the postocclusive 
reactive hyperemia, in which the blood rushes back after the occlusion at a higher 
speed and more volume than previously, before returning to baseline values. 
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(a)                 (b) 
 
(c)                 (d) 
Figure 5-5 Experimental result from the first experiment. (a) the contrast as a 
function of time; (b) PSD of the contrast in (a) from 23
rd
 second to 37
th
 second; (c) 
zoon-in of the contrast values in the red circle in (a); (d) the reciprocal of the 
contrast taken from the part marked with red circle in (a). The green circles 1, 2 and 
3 pointed the three speed peaks in a single cardiac cycle. 
  
 In addition, the contrast showed periodical change throughout the experiment 
time. Figure 5-5(b) is the PSD calculated from the FFT of the contrast between 
the 23
rd
 second and 37
th
 second when the contrast stabilized. There is a clear peak 
in the PSD at 1.2 Hz corresponding to the heart beat rate. There is another peak at 
around 0.2 Hz, which might show the respiration rate. When the contrast figure 
was expanded in time, shown in Figure 5-5(c), it displays that there were about 
three spikes in every period. Since the contrast inversely changes with the flow 
speed, the reciprocal of the contrast from Figure 5-5(c) was calculated and was 
shown in Figure 5-5(d). The figure shows that the flow speed had three peaks in 
every cardiac cycle. This is because the blood flow is triphasic in a single cardiac 
cycle: there is a rapid acceleration to the peak speed during the systole (1), a brief 
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reversal of flow in the early diastole (2) and a brief component of antegrade flow 
in middle-diastole (3) [31, 32].   
 
Experiment 2 
Then the average contrast as a function of time from the experiment of single 
wavelength from the second experiment is shown in Figure 5-6(a). When the 
occlusion was applied, the contrast remained at around 0.138 and fluctuated 
between 0.12 and 0.15. After the cuff was released and the blood circulation was 
recovered, the contrast value dropped to less than 0.11 which means the increase 
of flow. The zoomed-in contrast curve of the first 22 seconds in Figure 5-6(a) is 
shown in Figure 5-6(b). Obviously the contrast fluctuates at two frequencies. To 
analyse the frequency, a FFT was applied to this detrended contrast values of the 
first 22 seconds and the result was shown in Figure 5-6 (d) as the blue line. The 
spectrum of the contrast also shows a peak at 1.2 which corresponds to the heart 
beat of 72 bpm. In addition another peak at 0.125 represents the respiration rate at 
8 second per cycle. 
According to references [11, 14] the venous return and the cardiac output are 
functions of the respiration rate and result in the modulation effect of the blood 
volume due to the respiration induced intrapleural pressure. So the reflected light 
intensity fluctuates at the respiration rate [9]. The intensity as a function of time 
was shown in Figure 5-6(c) and the oscillation can be easily observed. The FFT of 
the intensity was shown in Figure 5-6(d) with red dashed line. It has a peak 
overlapping with one of the contrast frequencies at 0.125. This again proves that 
this peak represents the respiration rate.  
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(a)        (b) 
 
(c)       (d) 
Figure 5-6 (a) Averaged contrast; (b) zoomed in contrast for the first 22 seconds; 
(c) mean intensity; (d) power spectrum of the contrast and of the mean intensity. 
 
Figure 5-7 demonstrates the contrast fluctuation during one cardiac cycle in 
the finger tip in imaging domain. The six frames were taken out from the contrast 
image sequence in one period of pulsation. The lower contrast means higher blood 
flow velocity. It clearly shows that the blood flow speed decreased gradually from 
the 17
th
 frame to 27
th
 frame and increased rapidly in 29
th
 frame, which is the same 
velocity change in Figure 5-5(d). 
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Figure 5-7 Contrast images of the finger tip during one cardiac circle. The 
figures were the 17
th
, 21
st
, 23
rd
, 25
th
, 27
th
 and the 29
th
 frames taken from the video of 
contrast images. 
 
Experiment 3 
In the dual-wavelength experiment, the optical path L in Equation 5-1 was set 
to 1 because the aim of this experiment was to measure the relative change of the 
oxygen saturation. The relative concentration of oxy-haemoglobin, deoxy-
haemoglobin and total haemoglobin was shown in Figure 5-8(a). The 
concentration was normalized to the value of the first frame at time 0. The 
concentration of oxy-haemoglobin and the total haemoglobin increased after the 
cuff was relaxed and the concentration of deoxy-haemoglobin decreased. The 
reason is thought to be when the cuff was applied the blood flow in the veins and 
arteries was blocked. The deoxy-haemoglobin could not return to the heart and 
started to accumulate and at the same time oxy-haemoglobin was at a lower level 
because it could not flow into the observing area. When the cuff was relaxed, 
deoxy-haemoglobin began to be taken away through venous flow and more oxy-
haemoglobin was delivered through arterial flow. This also explains the increase 
of the oxygen saturation after the blood circulation recovered, which is shown in 
Figure 5-8(b).  
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When the vessels were occluded, the blood flow speed is expected to decrease 
and hence results in higher speckle contrast values. The contraction and relaxation 
in the cardiac cycles changes the blood pressure and the blood flow speed in the 
vessels. In addition the vessel walls also move synchronously with the fluctuation 
of blood pressure because of its elasticity [33]. Both of these phenomena are 
expected to affect the laser speckle results.  
 
 
   (a)                                           (b) 
Figure 5-8 (a) Normalized concentration change before and after the occlusion; 
(b) relative oxygen saturation change in the experiment. 
 
5.4 Experiment in vivo on rabbit tissue 
5.4.1 Method 
This experiment was performed during the transplant of uterus of rabbit for 
the purpose of monitoring the blood supply and circulation change in the uterus. A 
New Zealand white rabbit was anesthetized with diazepam (0.75mg/kg) and 
ketamine (20mg/kg). The abdomen was opened through low transverse incision 
and the uterus was taken out of the body and detached from other tissue except the 
connection of the uterine artery and uterine vein. Figure 5-9 shows the uterus 
picture which was taken during the experiment. The green circle marks the 
imaging area containing the uterine artery and the vein. Before the surgery the 
heart beat and the SaO2 were measured using oximeter. The FOV of the probe 
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was changed to be 6 mm in diameter to have higher spatial resolution. The 
experiments in this section were performed in the cooperation with Dr. Neil 
Clancy from the Biophotonics group in Hamlyn centre, Srdjan Saso from Institute 
of Reproductive and Developmental Biology (Hammersmith Hospital, Imperial 
College London), Mr. Richard Smith and his colleagues from Gynaecological 
Oncology, West London Gynaecological Cancer Centre (Hammersmith Hospital, 
Imperial College London). 
The experiment consisted of two parts: experiment 1 was to detect the heart 
beat with single wavelength and high CCD frame rate and experiment2 was to 
detect the change of blood flow and oxygenation when there is occlusion.  
In experiment 1, only one LD ( =660 nm) was turned on. The heartbeat of the 
rabbit was 130-325 bpm [34, 35]. Therefore to capture the structure of the contrast 
change in one pulse period, the frame rate for the rabbit needed to be at least 
doubled compared to that in the finger test. However decreasing the exposure time 
will decrease the signal intensity and binning of more pixels will decrease the 
spatial resolution. Therefore a compromise was taken between the frame rate and 
the intensity and the exposure time was set to be 0.5 ms. By binning the CCD 
pixel by 2 x 2 the frame rate achieved to be 22 fps. The uterine blood circulation 
was in the natural situation and 30 frames were recorded covering 1.4 seconds. 
 
 
Figure 5-9  Image of the rabbit uterus. The green circle indicates the imaging 
area. 
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In experiment2, both the LDs were put into use. A customized Labview 
programme controlled and synchronized the filter wheel and the acquisition of the 
CCD to record laser speckle images at the two wavelengths. The exposure time 
was 20 ms and the average frame rate was 1.6 fps for each wavelength.  
Figure 5-10 illustrates the procedure in experiment 2. The data acquisition 
started with normal blood circulation for 25 seconds; then the occlusion was 
applied to the artery and was held for 25 seconds while the CCD continued 
recording images. Afterwards the occlusion was released and the speckle images 
were recorded for another 15 seconds. The acquisition time of every frame was 
also recorded into an excel document. 
 
Free flow Occlusion Release 
 
Figure 5-10  Diagram of the data acquisition procedure for the oxygenation. 
 
The contrast was calculated with a kernel window of 5×5 pixels. The contrast 
map was rotated by -45º so that the vessel located vertically in the middle of the 
image. Then a rectangular area of interest was chosen and the contrast was 
averaged in this AOI. The contrast was averaged in the AOI to investigate the 
contrast change induced by the circulation.  
5.4.2 Results  
 Experiment 1 (660 nm illumination) 
Figure 5-11 showed the rotated contrast image. After rotation, the AOI was 
chosen to be a rectangle, which was marked in red in Figure 5-11 . The vessel area 
showed slightly lower contrast in blue colours than the surrounding area.   
 
0th Second 25th Second 50th Second 65th Second 
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Figure 5-11  Rotated contrast image.  The red rectangular marks the AOI. 
 
The averaged contrast from the AOI was detrended to remove the DC 
component and interpolated with double sampling frequency. Then a FFT was 
applied on the resulting contrast used to calculate the frequency at which the 
contrast changed. Figure 5-12(a) and (b) show the raw contrast as a function of 
time and the contrast after being detrended and interpolated. The contrast 
displayed a periodic change. The three steps in one period shown in Figure 5-5 
also appeared in some periods in this figure. The frequency spectrum of the 
contrast is shown in Figure 5-12(c). The peak frequency was around 3.5 Hz 
corresponding 210 bpm, a bit higher than 160-180 bpm measured using an 
oximeter in the beginning of the trial.  
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         (a) 
 
(b) 
 
   (c) 
Figure 5-12 The contrast and the spectrum of the contrast. (a) raw contrast as a 
function of time; (b) contrast after detrending and interpolation; (c) the frequency 
spectrum of the interpolated contrast. 
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 Experiment 2 (two wavelength illumination) 
Figure 5-13 illustrates the contrast change when the blood flow was occluded 
using both wavelengths. The two figures show the same increase in contrast after 
25
th
 second when the occlusion was applied, meaning that the blood flow was 
blocked, and a drop in contrast at 50
th
 second when the blood flow had recovered. 
The curve shows low SNR. The spikes show a periodic change of 2 seconds, 
which probably come from the breath cycle because the respiration rate of the 
rabbit is 30-60 bpm [35]. 
 
       (a)         (b) 
Figure 5-13 Contrast as a function of frames.(a) Data acquired at 660 nm (b) 
Data acquired at 830 nm. 
The change of the concentration of haemoglobin is shown in Figure 5-14. 
There are large fluctuations in the first 20 seconds in all the three figures and 
these are marked with the shaded area in Figure 5-14(b). This fluctuation was 
from the power fluctuation of one of the lasers with the wavelength 830 nm before 
it reached a stable state. The raw data was smoothed using a kernel window of 
5×5 points to remove the artefact. In Figure 5-14(a) the concentration of oxy-
haemoglobin increased during the occlusion and the concentration of deoxy-
haemoglobin decreased as shown in Figure 5-14(b), together the total 
haemoglobin increased during the occlusion as shown in Figure 5-14(c).  Ideally 
when the blood flow in the artery was blocked, the concentration of the oxy-
haemoglobin as well as the total haemoglobin decreases. But the experimental 
result showed the opposite changes. The possible reason is that more of the blood 
flow in the vein rather than in the artery was blocked during the occlusion because 
the uterine artery and the uterine vein are parallel with each other and the vein is 
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close to the surface. This experiment could not be repeated for more results during 
the trial because the rabbit started to show life risking signs and the experiment 
had to be stopped. In the future work this experiment can be improved to have a 
well established system to monitor the change of oxygen saturation 
simultaneously to compare the results from the two methods.  
 
(a) 
 
 (b) 
 
  (c) 
Figure 5-14 Change of the concentration of haemoglobin. (a) concentration of 
the oxy-haemoglobin; (b) concentration of the deoxy-haemoglobin; (c) concentration 
of the total haemoglobin. The shaded area in (b) marks the error of the 
concentration induced by the intensity fluctuation of the laser 880 nm. 
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5.4.3 Discussions 
In Figure 5-6 (a) the amplitude of the contrast oscillation from 0 to 40 
seconds was 0.02 and the modulation depth was 14.3%. However after the 
deflation of the cuff, the amplitude of the contrast oscillation is only 0.004. 
Although the contrast value decreased to an average of 0.104, the modulation 
depth was only 3.8%. This is due to the change of the blood pressure and the 
circulation. When the blood flow is restricted, less blood flows away since the 
superficial veins are blocked, that also results in higher blood pressure. In addition, 
the contrast change is partly due to the moving blood cells. When the flow is 
occluded, the venous blood mean velocity is reduced and the signal is more 
influenced by the deeper arterial blood. The blood pulsation continued mainly 
from the arteries and the relative oscillation of the contrast was higher.  
The steps in Figure 5-5(c) in one period was not clear in Figure 5-12(b). Only 
several periods showed these details. This is because the heartbeat rate was 
around 200 bpm, which need to have a frame rate higher than 27 fps. The real 
frame rate was 22 fps. Therefore the triphasic change was captured only when 
they happen in this range.  
The contrast as a function of time indicates the heart beat. But as mentioned, 
the interaction between the light and the tissue is complex. In a cardiac period not 
only the blood volume, the blood flow speed and the SaO2 change, but also the 
vessel walls move [33]. All of these factors can affect the contrast value. 
Therefore although the frequency of the contrast change is induced by the heart 
beat it can also comes from the other cardiac related periodic changes in the blood 
circulation.   
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Chapter 6  
Imaging ultrasound field and the 
propagation of shear wave using 
LASCA 
In this chapter, a new method based on LASCA is presented to quickly image 
the ultrasound (US) pressure field and the propagation of shear wave. Firstly the 
previous methods for mapping the US field and for imaging the propagation of 
shear wave are reviewed; Then the principle of visualizing US pressure fields and 
capturing the shear wave propagation using LASCA is introduced, followed by 
the computer simulation method to calculate the contrast from the pressure 
measured with a hydrophone and experiments based on a phantom and a delay 
system for the synchronization between the application of US and the exposure of 
the CCD.  
6.1 Introduction 
When an ultrasound beam is applied to a medium, the particles in the medium 
are displaced and then oscillate about that new position where the pressure of the 
ultrasound phase and the restoration forces are balanced. If the medium is US 
absorbing, the energy of the US is absorbed by the particles in the medium while 
the US amplitude is succeeding. Then the absorbed energy is emitted as a 
transverse wave propagating away from the US beam, which is called a shear 
wave. Therefore ignoring nonlinear effects, the particles in the medium have two 
types of movement: one is the simple harmonic oscillation at the frequency of the 
US and the other is perpendicular to the direction of the US due to the radiance 
force which occurs particularly when the energy of the acoustic oscillation is 
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changing. Most of the US mapping methods are based on the change induced by 
this simple harmonic oscillation at the frequency of the ultrasound. 
Recent interest in the application of focused ultrasound to medical diagnosis 
and biology research, such as measuring blood flow with ultrasound [1, 2], photo-
acoustics in imaging of blood circulation and oxygenation [3-5], and ultrasound-
modulated optical tomography [6, 7], command fast, non-invasive, full-field US 
detection to locate the target area and measure the tissue properties in a short time.  
The speed and intensity of shear waves alter depending on the mechanical 
and acoustic properties of the tissue, such as the tissue elasticity and the 
absorption coefficient of sound. These properties may be related to pathological 
changes. Therefore shear wave propagation in tissue has been investigated for the 
purpose of diagnosis and disease identification [8-10].  
The current methods for measuring the US pressure field or the propagation 
of shear wave either are non-imaging or rely on a lock-in and a scan system. 
LASCA, as a full-field imaging method, provides the possibility to visualize the 
US pressure field with a single shot and to display the propagation of shear wave. 
In this chapter, spatial LASCA was, for the first time, used to monitor the US 
pressure field and the shear wave.  
6.1.1 Methods for mapping US field 
The current methods for measuring the US field either depend on spatial 
scanning, such as using a hydrophone, or temporal scanning, such as schlieren 
imaging. TV holography does not rely on scanning, but it can only be applied to a 
clear medium [11].  
6.1.1.1 Piezoelectric device - hydrophone 
Hydrophones provide the gold standard for measuring the ultrasound fields 
and are the most frequently used, especially miniature hydrophones. Hydrophones 
utilize piezoelectric polymers which are configured into a needle type or spot-
poled membrane geometry to measure the acoustic pressure by mechanically 
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scanning over the acoustic field [12]. The detected data is actually the integration 
over the aperture of the tip rather than the point pressure.  
This method is time consuming due to the requirement to scan the US field 
and the medium needs to be fluid to allow the free positioning of the hydrophone 
[13] and to avoid acoustic reflections. 
6.1.1.2 Optical diffraction methods 
The propagation of the US changes the refractive index of the medium by 
changing the density at the period of the US wavelength. When light passes 
through the acoustic field, the output light is modulated and diffracted, which is 
called the acousto-optic effect. This phenomenon can be employed to map the US 
field. There are two types of diffraction in the acoustic-optical effect: Bragg 
diffraction and Raman-Nath diffraction, depending on the value of Klein-Cook 
parameter [14] and the incident angle of light. Bragg diffraction occurs only when 
the incident angle is equal to the Bragg angle. However Raman-Nath diffraction 
occurs at arbitrary incident angles. Therefore more methods exist based on 
Raman-Nath diffraction to measure the US field. 
 Schlieren imaging 
Schlieren visualization began with Robert Hooke, who observed the thermal 
disturbance induced by the candle [13, 15]. In the system of imaging a US field 
using the schlieren method, a plane light wave passes through the US field. After 
modulation by the acoustic field, the output light consists of different diffraction 
orders. The output light is then converged by a lens and recorded by a CCD 
camera at the focal plane of the lens which is also the spectral plane of the lens. 
The zero order only contains background intensity and the higher diffraction 
orders contain finer features. By blocking the zero order of the output light, the 
CCD can record the US beam structure [13, 15]. Since ultrasound is a longitudinal 
wave the position of the US generated grating changes over time. Therefore to 
really capture the diffraction effect, this system requires a pulsed illumination 
which lasts for nanoseconds, much shorter than the time that US takes for 
propagating one period. 
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Figure 6-1  Scheme of schilieren imaging for ultrasound field [15]
 
Schlieren systems have a high spatial resolution and are able to detect the 
ultrasound wave periods in the medium by using pulsed illumination and short 
camera integration times. However the short illumination time gives low signal 
levels. Furthermore a series of individual images are acquired for imaging the 
whole ultrasonic field with different delay times according to the propagation 
speed of sound and then these images are stitched together.  
 Full field US mapping based on near field Raman-Nath diffraction 
 Gang Yao and Lihong Wang published a method which can visualize the full 
field US beam and also the amplitude and phase information after data processing 
[16]. The setup of this system is similar to the schlieren system without the zero 
order stop, but the CCD is set in the near field of the imaging lens. By changing 
the initial phase of the US signal to 0°, 90°, 180°, 270° four intensity images are 
recorded by CCD from which the amplitude and phase of the US field can be 
calculated according to the near field Raman-Nath acousto-optic interaction 
regime [17]. 
Although this is a full field method, it relies on the image intensity at four 
different US phases to retrieve the final US beam image. 
6.1.2 Methods for detecting the propagation of shear waves 
The most common method for detecting the shear wave propagation is to 
measure the time delay of the shear wave generated remotely with a focused 
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ultrasound beam to the detection point. Some researchers have tried detecting the 
shear wave propagation optically. They focus a light beam onto a particle and 
detect the propagation of shear wave by detecting the light alternatively 
transmitted and blocked by the particle due to the displacement induced by shear 
wave [9]. Bossy et al. made use of the decorrelation of the optical field passing 
through an ultrasound field. They acquired a full field shear wave images and 
recorded its propagation by changing different delay times between the ultrasound 
and optical acquisition [18]. However this method requires a fast detector, 
operating at 2 kHz, and a sequence of images are needed to get one shear wave 
image.  
6.2 LASCA for visualizing US field and the propagation 
of the shear wave 
This method is also based on the interaction between coherent light and the 
US field. When a laser beam passes through the ultrasound field, the particles in 
both the oscillatory motion at the frequency of the US and the shear wave 
modulate the phase difference of the laser beam and generate a speckle pattern at 
the image plane. The contrast of the speckle pattern reflects the modulation depth 
and the speed of the motion, and can be used to detect the ultrasound field [19, 20]. 
Since the motion speed depends on the applied pressure, the contrast distribution 
shows the pressure field of the US beam. In the same way shear wave can also be 
presented by the contrast map. 
6.2.1 Simulation of LASCA for visualizing US pressure field  
Three methods for the simulation were compared: The first method simulated 
the particle displacement induced contrast difference based on the velocity 
distribution of the particle oscillation; the second one simulated the refractive 
index induced contrast difference using the analytical model presented by Wang 
[21]; the third method used the model of Zemp, et al. [22] which gave the 
approximation of contrast difference as a function of acoustic pressure. The first 
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two methods were based on the relationship between the contrast and the 
autocorrelation function of the optical field.  
6.2.1.1 Method 
Method 1: simulation of the contrast change induced by the displacement 
oscillation 
In the acoustic field, the particles oscillate with simple harmonic motion, 
which can be expressed as follows [23]:   
                   6-1 
where    is the ultrasound frequency and    is the maximum speed in one period 
which can derived from the average speed    [24]: 
              6-2 
where P is the pressure and z is the acoustic impedance. Then the probability 
density function (PDF) of the velocity, which is the PDF of the simple harmonic 
motion, is expressed as: 
    
 
      
 
  
 
 
 
    6-3 
The velocity distribution changes the spectrum of the backscattered optical 
field. According to the Wiener–Khinchin theorem, the autocorrelation function 
and the power spectrum density (PSD) are a Fourier transform pair [25], so the 
autocorrelation function       can be calculated as: 
                    6-4 
The contrast then can be calculated from the integration of autocorrelation 
function over the exposure time [26]: 
   
 
 
             
 
 
   
 
 
 
 
 
      6-5 
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where   is the contrast and   approximates to the ratio of the correlation area of 
the optical field to the detector aperture size [27].  When the speckle size is bigger 
than the detector pixel size,    . T is the CCD integration time and       is the 
autocorrelation function of the optical field. Substituting equation 6-3 into 
equation 6-4 to get the autocorrelation function and substituting the 
autocorrelation function into equation 6-5, the contrast value at different 
ultrasound pressure fields can be calculated.  
 
Method 2: simulation of the contrast change induced by the refractive 
index 
This simulation was based on the model given by Wang, which described the 
autocorrelation function of the optical field after being modulated by the US field 
[21, 28]. Although it is the temporal autocorrelation from a point detector, it can 
be used to evaluate the contrast difference as a function of the US modulation 
since temporal contrast and spatial contrast can be linearly correlated [29]. Wang 
also pointed out that the ultrasound modulation of the refractive index is less 
important than that of the displacement when the light mean free path is less than 
a critical fraction (0.089) of the wavelength but became the main contribution to 
the light field modulation when the mean free path exceeds this point [21]. The 
autocorrelation as a function of the modulation of refractive index and the 
displacement is expressed as [21]: 
      
                           
    
                               
 6-6 
where    is the acoustic frequency, L is the thickness of the phantom,   is the 
mean free path.                  
 , where    is the initial refractive index, 
   is the light wave number,    and    are the modulation parameters related to 
the refractive index change and the displacement respectively.    is a constant at 
1/6. For simulating the contrast difference induced by pure refractive index,    
was set to be zero in this chapter. Then the speckle contrast can be directly 
calculated by integrating equation 6-6 in the range of CCD exposure times using 
equation 6-5. 
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Method 3: approximation of contrast difference as a function of acoustic 
pressure 
From the autocorrelation function of the ultrasound-modulated optical field, 
Zemp, et al. deduced a simple relationship between the contrast difference and the 
acoustic field, which showed a linear relationship between the contrast difference 
and the acoustic intensity [22]. A linear relationship with experimental results 
using 1 MHz and 3 MHz ultrasound was also demonstrated. In this chapter the 
contrast difference was also calculated using this model, which is:  
   
 
 
     
  
   
  
 
  
  
  
 6-7 
Where   stands for the mean free path length,   is the ultrasound pressure,   is 
the density,    is the ultrasound frequency,    is the ultrasound velocity and   is 
elasto-optic coefficient, approximately equal to 0.32 in water at standard 
conditions This model is also based on equation 6-5, but it integrates the 
autocorrelation function from 0 to infinity instead of taking the integration time of 
the detector into consideration. Therefore it is only an estimation.  
6.2.1.2 Simulation  
A Matlab program was composed for the simulation of the contrast variance 
induced by the displacement and the refractive index modulation. For all three 
methods, most of the medium parameters were taken from the references [19, 30] 
in which the phantoms were similar to the one used in this chapter. The density 
was 1.04×10
3
 Kg/m3, the speed of the ultrasound was 1500 m/s and the value for 
the adiabatic piezo-optical coefficient was 1.466×10
-10
 chosen from reference [21]. 
Initial refractive index    was 1.33. The ultrasound frequency was 5 MHz and 
wavelength was 532 nm, which were the same as the US and the laser used in the 
experiment. To calculate the speed   , the pressure was measured using a 
hydrophone in water. In the first two simulations, the diameter of the US beam 
was not taken into consideration. Therefore the modulation length was the same 
for the whole US field which was set as 1 mm, the same as the diameter of the 
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focus. The integration time in the simulation was 2 ms, which was set to be the 
same as the CCD exposure time in the experiment. 
6.2.1.3 Results 
Figure 6-2 shows the comparison between the simulated contrast difference 
and the US pressure measured using a hydrophone in water for the three 
simulation methods. The figures on the left side show the data along the 
propagation direction of the US (Y direction) and the figures on the right side 
show the data along the direction perpendicular to Y direction (X direction). 
Figure 6-2(a) and (b) compare the contrast difference calculated from Method 1 
and the pressure. Although the simulated contrast difference was less than 3×10
-3
, 
the profile shows good agreement with that of the pressure in both directions 
except that the contrast changes slightly faster therefore the contrast difference 
curves are higher than the pressure curve. The reason that the contrast difference 
values were very low is because the integration time (2 ms) was too short 
compared to the correlation time of the simulated optical field induced by pure 
particle oscillation, which was more than 200 ms. Figure 6-2(c) and (d) compared 
the simulated contrast difference calculated from Method 2 to the pressure. The 
contrast difference shows broader US beam than that from the hydrophone, but 
the contrast values were all in detectable range in the real experiment therefore 
more realistic than the result from Method 1. Figure 6-2(e) and (f) compared the 
simulated contrast difference calculated from Method 3 to the pressure. In contrast 
to the other two methods, the contrast difference for this method changed more 
slowly with the increase of the pressure therefore the curve of the contrast 
difference was below the pressure curve. The contrast values in both X and Y 
directions are between 0 and 0.4 and the maximum value in X direction is only 
about 0.05 higher than that in Y direction, more acceptable than the difference 
shown in (c) and (d).  
 
 
 
156 
 
 
Method 1 
 
         (a)                                                                    (b) 
 
Method 2 
 
          (c)                          (d)   
 
Method 3 
 
                         (e)                    (f) 
Figure 6-2 Comparison of the simulation result to the pressure values measured 
with a hydrophone along Y direction (a,c,e) and X direction (b,d,f). Blue lines with 
squares are the simulated contrast difference and green lines with dots are the 
pressure values measured with hydrophone. (a) and (b) are the simulation results 
from the pure displacement with Method 1; (c) and (d) are the simulation results 
from the pure modulation of refractive index with Method 2; (e) and (f) are the 
simulation results from Method 3 which considered the modulation from both the 
refractive index and displacement. 
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According to Wang [21], the modulation from the displacement is very small 
and that from the refractive index plays the main role in the contrast when the 
mean free path in the simulation was 0.4 mm and it was much bigger than the 
critical fraction (0.089) of the acoustic wavelength. This may explain the low 
contrast difference in (a) and (b). 
6.2.1.4 Conclusions 
The modelling of the complex light-particle interaction is still not a fully 
understood problem, but the quantitative agreement between these models 
suggests that the simulated speckle can reveal information about the instantaneous 
US pressure.  
6.2.2 Experiment for imaging US pressure field and shear wave 
propagation 
6.2.2.1 Phantom preparation 
The phantom consisted of two layers: one was pure agar jelly and the other 
was agar jelly with intralipid. Firstly the water was heated with an electro-
magnetic oven to above the melting point of agar which is 90 °C and then pure 
agar powder (Sigma-Aldrich) was added with a concentration of 0.8% (weight to 
water volume) [31]. Afterwards the heating was turned off and the solution was 
stirred until the agar was totally dissolved. Then when the temperature of the 
solution was about 60 °C the intralipid (10%, Sigma-Aldrich, 1:25 
(intralipid:water) in volume) was added and the mixture was cooled down to 
40 °C during constant slow stirring. The solution was then poured into a plastic 
container to be molded into a 10 mm thick layer. After this layer was almost set, 
another solution was made which only contained water and agar with the same 
procedure and it was slowly poured into the container above the first layer. This 
avoided two solutions mixing. Then the container was covered by a plastic film to 
avoid the loss of water from the phantom. When both of the layers were set, it was 
ready to use. The experiments were performed in collaboration with Dr. Rui Li 
and Yi Cheng (PhD student) from the Department of Bioengineering in Imperial 
College London. They also provided the data from a hydrophone measurement,  
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6.2.2.2 Experimental method 
Two experiments were conducted: experiment 1 was to visualize the pressure 
field of the US and experiment 2 was to image the propagation of the shear wave. 
The experiment depended on the control of the time delay between the US and the 
CCD exposure time. A delay generator (DG535, Stanford Research, USA) was 
used to synchronize the function generator of US and the CCD capture [19].  
The experimental setup is shown in Figure 6-3. In the water tank the two-
layer phantom was inserted between two perspex plates to remain stable. An 
ultrasound absorber was put at the bottom to avoid US reflections. The position of 
the US transducer (5 MHz, lateral focal width and length 1 mm and 10 mm 
respectively, 50 mm working distance) was adjusted so that the US beam was 
applied to the output surface of the phantom [18]. The propagation of the US 
beam was from the top to the bottom along Y direction in Figure 6-3. The laser 
beam (Excelsior 532, Newport, Incorporated, U.S., 532 nm, 100 mW) was firstly 
expanded by a lens to achieve an illumination area of around 10 mm in diameter. 
The expanded light passed through the phantom, being collected by an imaging 
lens (f=30 mm, Thorlabs) and captured by the CCD (QImaging, Retiga Exi, 
cooled). The output surface of the phantom was adjusted to be the object plane of 
the imaging lens and the CCD was set on the image plane. A band-pass filter and 
a polarizer were added before the CCD to eliminate the specular light and 
maintain the linear polarization respectively. To satisfying the Nyquist criterion a 
pupil was put in front of the imaging lens to limit the speckle size equal to two 
CCD pixels. The field of view (FOV) of the system was adjusted to be 23 × 31 
mm to record a large region of the ultrasound beam. A ruler was inserted in the 
object plane to record the system magnification before the US experiment. The 
CCD exposure time was 2 ms. 
In experiment 1, which was to image the US beam pressure field, the layer 
with only agar was put in the object plane of the imaging system to avoid light 
scattering and image blurring. The US transducer gave a 20 ms US burst. Speckle 
images were recorded before and 0.0311 ms after US was applied and this 
procedure was repeated 20 times to finally record 40 speckle images. The delay 
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time of 0.0311 ms is to allow the US to propagate through the phantom to record a 
complete US shape. 
In experiment 2, which was to image the propagation of the shear wave, the 
phantom was turned over so that the layer with intralipid was placed in the object 
plane. This is because the generation and propagation of shear wave require US 
absorption material which was intralipid in this experiment. A 2 ms US burst (450 
mVpp) was applied to the phantom. The delay generator sent a series of trigger 
signals to control the delay time of the CCD capture relative to the application of 
US burst in a range of 0 ms to 4 ms with an increment of 0.5 ms. The time 
relationship between the CCD exposure, the US burst and the shear wave is 
shown in Figure 6-4. For each delay time two images were recorded, one of which 
was taken before the US was applied and the other was taken when the trigger 
was given. 18 images were recorded in total.  
 In data processing, a 7×7 kernel window was used to calculate the contrast 
map of the speckle images and then the contrast difference map was derived by 
subtracting the contrast image at the different delay times from the original 
contrast image when the US was off. Therefore the higher contrast difference 
means higher pressure generated by the ultrasound. A pseudo-colour map was 
applied to the contrast difference map. 
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  Figure 6-3  Experimental setup (revised from [32]). 
 
 
 
Figure 6-4 Scheme of the CCD exposure delay time and the US signal. The US 
burst lasted 2 ms.  
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6.2.2.3 Results 
Figure 6-5(a) is an example of the contrast image of the ultrasound field. The 
ultrasound propagation direction is along Y direction from the top of the image to 
the bottom. The contrast image was the averaged contrast difference over 20 
frames. The contrast difference changes from around 0 to 0.3 in the US field and 
the highest contrast difference (shown in dark red) locates in the middle of the 
image. The shape of the focused ultrasound beam is clear and the focus can be 
identified not only by the shape of the beam but also by the higher contrast 
difference in this area, which is induced by faster particle displacement and 
fluctuation of refractive index as the result of higher US pressure. The near field 
of the US, shown in Figure 6-5(b), was imaged separately with larger 
magnification and the same experiment procedures. It shows that the pressure was 
not uniformly distributed in the near field along X direction. This pressure 
distribution pattern complies with the result in reference [17]. 
 
                                                                   
 
 
                
  
            (a)             ( b) 
Figure 6-5 (a) Contrast difference map of the ultrasound beam and (b) the 
contrast difference map of the near field of the US  
To further examine the accuracy of this imaging method, the contrast profiles 
along both X direction and Y direction are presented in Figure 6-6 compared with 
the pressure measured using the hydrophone. Figure 6-6(a) shows the two data in 
Y direction and in Figure 6-6(b) shows the data in X direction. Both of the figures 
show that there is good agreement in the results between LASCA and the 
hydrophone. The ultrasound focus diameter was calculated to be around 1 mm 
from the FWHM of the profile shown in Figure 6-6(b). Therefore the relationship 
between the ultrasound pressure and the contrast difference enables the retrieval 
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of the US pressure field simply by recording and calculating the contrast 
difference distribution.   
 
 
            (a)                       (b) 
Figure 6-6  Comparison between the experimental contrast difference and the 
pressure measured with the hydrophone. The red lines represent the experimental 
contrast difference and the green lines represent the acoustic pressure. 
 
Figure 6-7 presents the comparison between LASCA and the simulations 
using three methods in both Y direction (the left column) and X direction (the 
right column). From top to bottom are the results from Method 1 (Figure 6-7(a) 
and (b)), Method 2 (Figure 6-7(c) and (d)) and Method 3 (Figure 6-7(e) and (f)), 
shown as blue lines with squares, with the experimental contrast difference shown 
as green lines. In terms of the profile shape Method 1 gave the closest data to the 
experimental result. But the contrast difference from Method 1 is from 0 to less 
than 3×10
-3
, more than 100 times lower than the experiment which is from 0 to 
about 0.31. Method 2 shows broader US shape than that from the hydrophone and 
Method 3 shows narrower US shape than that from the hydrophone, while the 
maximum values from Method 2 are around 0.3 to 0.4 in Y direction and X 
direction respectively, and from Method 3 they are around 0.24 to 0.33, in the 
same scale to the experiment. However the result from Method 3 does not show 
the side lobes on the two sides of the focus along X direction. The contrast 
difference from Method 2 has better agreement with the experimental result in the 
periodic changes in X direction and matches well with the experimental data 
along Y direction, except in the area between 5 to 10 mm. However the maximum 
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contrast difference in X direction is almost 2 times higher than that in Y direction, 
which is not realistic.  
Therefore Method 1 produces the closest profile to the experiment result, but 
Method 2 and Method 3 give close value scale to the experiment and also 
acceptable profile.  
Figure 6-8 displays the propagation of the shear wave in the X-direction in 
the phantom from 0 ms to 4 ms delay time between the US burst and the exposure 
of CCD. The contrast difference maps were smoothed with a 21×21 filter window 
using a Matlab function (imfilt2 [33]) to remove the contrast noise. According to 
Figure 6-4, because the CCD exposure time was the same as the US burst, the 
CCD integrates the signal of shear wave together with part of the US burst before 
the delay time was less than 2 ms. When the delay time was 2 ms or longer, the 
US burst was off and the signal came only from the shear wave. Therefore the 
first four contrast maps show the US pressure field and the first one has the 
highest image contrast. From the 5
th
 image, the US burst was ended and there was 
no US pressure field presented and the contrast difference shows the shear wave 
propagation in the time period of 2 ms from its generation moment. From the 5
th
 
to the 9
th
 image the propagation of the shear wave was clearly shown. The 
expansion of the shear wave in X dimension is 4 mm, 8 mm and 14 mm in the 5
th
, 
7
th
 and 9
th
 images which gives an average speed of 2 mm/s of the propagation. 
The quality of these images is worse than that in Figure 6-5 due to the multiple 
scattering and absorption in the intralipid layer. 
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Method 1 
 
              (a)                                                                 (b) 
 
Method 2 
 
               (c)                                                                  (d) 
 
Method 3 
 
                  (e)                                                                  (f) 
Figure 6-7 Comparison of the simulation result to the experimental result along 
(Y) and perpendicular (X) to the propagation direction of the US. Blue squares are 
the simulated contrast difference and green lines are the experimental contrast 
difference. (a) and (b) are the contrast difference from pure particle displacement, 
Method 1; (c) and (d) are the contrast difference from pure refractive index changes, 
Method 2; (e) and (f) are the approximation of contrast difference from both 
particle displacement and refractive index changes, Method 3. 
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Figure 6-8  Propagation of shear wave. From 1 to 9: The delay time between the 
CCD exposure and the time when the US was turned on: 0 ms, 0.5 ms, 1 ms, 1.5 ms, 
2 ms, 2.5 ms, 3 ms, 3.5 ms and 4ms. 
 
6.3 Conclusions and discussion 
This chapter presented a new method to visualize the ultrasound pressure 
field and imaging the propagation of shear wave using laser speckle contrast 
analysis. The computer simulation for the contrast variation introduced by the 
particle displacement and the change of refractive index was presented using three 
methods and was compared to the hydrophone measurement and the experimental 
result. The simulation of pure particle displacement showed a good agreement 
with the experimental result in terms of profile shape but the values were much 
smaller. The approximation simulation in Method 3 showed a good agreement 
with the experimental data in terms of both profile shape and values. The 
experiment used a phantom consisting of two layers for the purpose of imaging 
1 2 3
4 5 6
7 8 9
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US pressure field and the shear wave propagation respectively. The contrast 
image showed the US pressure field with different contras values. The near field 
pattern of the US was captured. The contrast profiles of the US beam along with 
and perpendicular to the US propagation direction were compared with the 
pressure values measured with the hydrophone and the simulations. The 
propagation of the shear wave was clearly shown in a sequence of contrast images 
acquired with different delay times to the US burst. 
The advantage of acousto-optic laser speckle contrast analysis is that it is a 
fast imaging method. The whole data acquisition period can be less than 1 second. 
The CCD exposure time need to be set properly to have the best image contrast. 
When the exposure time is too short, the contrast difference is lower, noisier; 
when the exposure time is too long, the focused US shape is expanded in the 
contrast difference image. Here the exposure time was chosen to be 2 ms after 
some trial using shorter and longer exposure times.  
The disadvantages of this method are the low temporal and spatial resolution. 
The ultrasound wave period is not resolvable. This is because the ultrasound 
propagates more than one period in 2 ms. The light collected by the CCD during 
the exposure time contains of the light modulated by all the US phases and 
therefore the phase difference is averaged. Shear waves are only generated when 
the phantom contains ultrasonic absorbers, and the ultrasound beam has to be 
added on the output surface of the phantom to avoid undesirable scattering by the 
particles on the way out. In addition the kernel filter used to calculate the speckle 
contrast results in squares in size of the kernel filter in the contrast image and 
decrease the spatial resolution of the contrast image. 
This technique can provide the ultrasound beam shape quickly in an image 
domain and is easy to apply. Therefore it can be used to identify the area of 
sensitivity in ultrasound applications. The imaging of the propagation of sheer 
wave is also a new imaging method to investigate tissue elastic properties, which 
are related to the propagation speed of shear waves. This will assist the diagnosis 
for cancer and other diseases.  
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Chapter 7  
Summary 
7.1 Summary of the thesis 
The purpose of this project is to build a flexible endoscopic laser speckle 
contrast analysis system to monitor blood perfusion to assist diagnosis, treatment 
and the evaluation of surgeries in vivo. Surrounding this purpose this thesis 
consisted of three main parts: investigation of the contrast dependence on 
experimental factors (Chapter 3); the design of flexible ELASCA based on LFIG 
and its image processing (Chapter 4); dual wavelength ELASCA and its 
application in vivo (Chapter 5). Additionally, an initial test of spatial LASCA for 
US imaging and shear wave propagation visualization was performed and 
described in this thesis (Chapter 6). 
LASCA has been widely investigated for detecting velocity using different 
data acquisition and image processing methods. It has been stated to be a 
qualitative instead of a quantitative method because of its dependence on various 
experimental factors, i.e. the change of contrast can come from not only the speed 
of the target (the signal) but also parameters such as the ratio between the speckle 
size and the detector pixel size. Therefore it is important to explore this 
environmental dependence before building the ELASCA and this work was 
presented in Chapter 3. In this chapter, the investigation focused on two 
relationships: the contrast with the flow mode; and the contrast with the mean 
intensity of the speckle pattern. Besides the correlation between the contrast and 
the quantity of stationary scatterers in the light path were also briefly examined. 
In terms of the flow mode the streamline flow and disturbed flow modes were 
generated by injecting a milk suspension into a silicone tube inside which a piece 
of sponge was added to cause chaotic flow. Six quantities of stationary scatterers 
were added above the sample to investigate their influence on the contrast. This 
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experiment was to identify the different flow modes and contribution from 
stationary scatterers which happens often when tumour is progressing and when 
there are plaques on the vessels walls. Using multiple CCD exposure times and a 
specific calculation for the correlation time the two types of flow mode could be 
separated according to the different decorrelation times and the quantities of the 
stationary scatterers by the contrast when the exposure time was longer than 200 
ms.  
The variance of the mean intensity is inevitable during experiments due to the 
uneven illumination and the different optical features in the sample. The intensity 
variance results in contrast bias due to the quantization of the detector (for 
example CCD or CMOS). In this thesis theoretical models were derived for four 
types of speckle patterns, fully developed speckle pattern, gamma distribution 
driven speckle pattern with and without photon noise, based on the relationship 
between the contrast and the probability density function (PDF) of the speckle 
pattern and the quantization effect of CCD. Photon noise following a Poisson 
distribution was considered to simulate the real speckle pattern. The theoretical 
models provided the mathematical relationship between the contrast and the mean 
intensity, from which the correction equations were derived for the four types of 
speckle patterns. Then the four types of speckle patterns and the quantization were 
synthesized using a customized Matlab programme to mimic cameras with 
different bit depths to evaluate the models and the correction equations. The 
results showed that the contrast errors from the intensity variance could be 
decreased 20 times for all the bit depths from 8 to 16. The correction was also 
applied to lab experiments on a stationary rigid target, a moving rigid target and a 
flow phantom based on two speckle images taken before and after a neutral 
density filter (NDF) was inserted in the imaging optical path respectively to 
change the mean intensity. Then the correction parameters were calculated from 
these two images and were applied to correct the contrast in both non-imaging 
domain and imaging domain. The experimental results demonstrated that these 
models and the correction equations could effectively remove the contrast errors 
due to the variation in intensity.  
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After these investigations, ELASCA based on a LFIG was presented in 
Chapter 4. The LFIG can prevent the cross talk between fibre cores which 
changes to the phase distribution in the optical field and affects the contrast 
consequently. The main challenge of LFIG based ELASCA is how to remove the 
contribution to the contrast of the fibre bundle pattern. Therefore Chapter 4 
focused on the data acquisition and image processing methods to remove the fibre 
bundle pattern for two speckle size regimes: multiple fibre cores per speckle and 
multiple speckles per fibre core. The first regime was to satisfy the Nyquist 
sampling frequency and achieve the contrast close to ideal value (refer to Chapter 
3).  In this regime the output end of the LFIG was well imaged on the CCD and a 
Butterworth low pass filter was used to remove the fibre bundle pattern. The cut-
off frequency of the Butterworth filter was chosen according to the frequency of 
the speckles and a Matlab program was made to realize this processing 
automatically. The experimental results showed that the contrast from the free 
space speckle pattern and from the ELASCA system was linear correlated when 
the cut-off frequency of the Butterworth filter was chosen correctly.  The second 
speckle size regime occurs when a bigger FOV is required. In this case the 
frequencies of the speckles contain both the frequencies lower and higher than 
that of the fibre bundle pattern.  Therefore the fibre bundle pattern cannot be 
easily removed by a filter. Alternatively a small defocusing was introduced to the 
image of the LFIG on the CCD so that the fibre bundle pattern was unperceivable 
but the structure of the sample was maintained. Under this experimental 
configuration the fibre bundle pattern was removed and the sensitivity of the 
contrast changes to the flow speed was improved. The spatial resolution of this 
configuration could identify channels of at least 500 µm in the experiment.  
Inspired by multispectral measurement for functional imaging of the blood 
circulation, the ELASCA system was combined with dual-wavelength 
illumination to measure both flow speed and the change of oxygen saturation and 
this work was presented in Chapter 5. The two wavelengths were chosen to be at 
the each side of an isobestic point where oxy-haemoglobin and deoxy-
haemoglobin have the same absorption extinction coefficient but exhibit opposite 
variations in absorption either side of this point.  With the help of a fast filter 
wheel two band-pass filters for these two wavelengths were inserted into the light 
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path alternately so that the detector recorded the speckle images of these two 
wavelengths separately. The concentration change of oxy-haemoglobin and 
deoxy-haemoglobin was calculated using a modified Beer-Lambert law. This 
probe was firstly tested on a human fingertip. The blood flow was blocked by a 
blood pressure cuff so that both the blood flow speed and the oxygen saturation 
were changed. The contrast decreased when the cuff was loosened, which 
demonstrated the recovery of the blood supply. The contrast as a function of time 
also displayed periodic changes at two periods: one was around one second 
corresponding to the heart beat rate and the other was eight seconds corresponding 
to the controlled breath rate. The oxygen saturation was measured from the 
intensity changes of the speckle pattern and the result showed the increase of the 
oxy-haemoglobin and the total haemoglobin after removing the cuff. Then this 
system was used on the uterine vessels in a rabbit. The uterus of the rabbit was 
taken out from the abdomen. The tissue was detached but the uterine artery and 
vein were intact. An occlusion was made to the artery to block the blood flow. 
The contrast values showed the cardiac pulsation and an increase during the 
occlusion compared to the base line. The change of the concentration of oxy-, 
deoxy-, and total haemoglobin as well as the SaO2 indicated that the blood flow in 
the uterine vein was blocked more than that in the uterine artery although the 
signal was noisy due to the movement of the vessels.  
Chapter 6 described the new application of LASCA on imaging US field and 
visualizing the propagation of a shear wave. The coherent optical field and the US 
field were added to the sample from two directions perpendicular to each other. 
The US introduced the density changes and particle vibration in the phantom 
which as a result modulated the optical field in terms of phase variance. Because 
the scale of the modulation was determined by the US pressure, the image contrast 
from the reflected optical field correlated to the US pressure field.  The 
propagation of the shear wave has a similar effect on the optical field but its 
generation requires a US absorber. Therefore in Chapter 6 the phantom consisted 
of two layers: one was pure agar jelly and the other was the mix of agar and 
intralipid for the US absorption. The visualization of US beam was realized by 
calculating the contrast difference before and after the US beam was added. 
Twenty frames were recorded for each status and the contrast difference was 
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averaged over the frames to remove the noise. The contrast difference profile 
displayed a good correlation to the pressure measured with a hydrophone in both 
the lateral and transverse directions and the focus size from these two 
measurements were close. The visualization of shear wave propagation utilized 
US burst lasting 2 ms to generate the shear wave. A sequence of speckle images 
was recorded with different delay time to calculate the contrast difference at 
different time. The result clearly demonstrated the generation and the spreading of 
the shear wave. Compared to other methods LASCA is fast and full-field imaging 
although the spatial resolution is lower.  
As a conclusion, this thesis presented an ELASCA system based on a LFIG to 
monitor the change of blood circulation, including the flow speed, pulsation, 
oxygenation saturation, and also the respiration rate.  
7.2 Challenges remaining for the reliable application in 
vivo  
The ELASCA system is still a prototype for experimental investigation of 
LASCA. There are still some challenges for a reliable application.  
The first challenge is the dependence of contrast value on the environmental 
parameters. Although this relationship has been investigated in many papers as 
well as in this thesis, LASCA is still not able to provide the real velocity although 
the bias of the contrast introduced by the environmental parameters, instead of the 
velocity, can be removed to some extent and the relative change of the velocity 
can be more precisely presented.  
The second challenge is the movement of the LFIG. Although according to 
reference [1] LFIG can maintain the speckle correlation time, it is tested when the 
speckle size was equal to the fibre core size, where the speckle filled the area of 
the fibre core. When the fibres are moving, the intensity distribution across one 
single fibre core does not change or only on a small scale. But in the real 
application, the FOV, spatial resolution and the speckle size will be a trade-off in 
which the speckle size will be smaller than a fibre core. As mentioned in Chapter 
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4, to have a big FOV the speckle size is much smaller than the fibre core and the 
maximum number of speckles transferring through one fibre core is determined 
by the number of modes of the fibre. In this case when the fibre bundle is 
vibrating, the fibre bending changes the phase difference between the modes and 
consequently reallocates the intensity distribution at the output end of the fibre 
core. Therefore the contrast of the final speckle imaged recorded by the camera 
will be different from the original contrast after the both spatial and temporal 
integration of the camera pixels.  
The third challenge is the movement of the sample in vivo or the movement 
of the probe. The sample, organs in vivo, can have movement induced by the 
pulsation, respiration, the contraction and relaxation of the muscles and the forces 
exerted by other organs. For example the border of the uterus in the experiment in 
Chapter 5 kept moving during the operation. These movements may introduce 
contrast changes which decrease the SNR. The probe may also experience 
vibrations during the operation. Some methods have been used to stabilise the 
instrument by using a locking arm to the patient and a sensor to detect any 
movements [2], but other problems were introduced such as lower temporal 
resolution. 
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