Major spin-offs from NASA's multi-and hyperspectral imaging remote sensing technology developed for Earth resources monitoring, are creative techniques that combine and integrate spectral with spatial methods. Such techniques are finding use in medicine, agriculture, manufacturing, forensics, and an ever expanding list of other applications. Many such applications are easier to implement using a sensor design different from the pushbroom or whiskbroom air-or space-borne counterparts. This need is met by using a variety of electronically tunable filters that are mounted in front of a monochrome camera to produce a stack of images at a sequence of wavelengths, forming the familiar "image cube". The combined spectral/spatial analysis offered by such image cubes takes advantage of tools borrowed from spatial image processing, chemometrics and specifically spectroscopy. and new custom exploitation tools developed specifically for these applications. Imaging spectroscopy is particularly useful for non homogeneous samples or scenes. Examples include spatial classification based on spectral signatures, use of spectral libraries for material identification, mixture composition analysis, plume detection, etc. This paper reviews available tunable filters, system design considerations, general analysis techniques for retrieving the intrinsic scene properties from the measurements, and applications and examples.
INTRODUCTION
Spectral image cubes are analogous to a stack of pictures of an object, a sample, or a scene, where each image is acquired at a narrow spectral band. Each pixel in the image cube, therefore, represents the spectrum of the scene at that point, Fig. I . The nature of imagery data is typically multidimensional, spanning three spatial, one spectral, and one temporal dimensions.' Each point in this multidimensional space is described by the intensity of the radiance which is emitted, reflected, or a combination of both (depending on the phenomenology under investigation). Since detector arrays in image capture devices are two dimensional at most, they can only capture two dimensions of the data at one time, and another dimension displaced in time. In mobile applications (e.g., air-or space-borne, or a moving web or a conveyor belt) a sensor builds an image cube (x-y-X dimensions) in a pushbroom fashion, by capturing typically one spatial and the spectral dimensions in each camera frame, while the second spatial dimension is captured displaced in time. In stationary applications (e.g.. a sample under a microscope) it is possible to capture two spatial dimensions in each camera frame, while the spectrum axis is displaced in time2. (For rapid time-varying events, other techniques allow the construction of sensors that capture the three x-y-Xdimensions in a single camera frame.) Capturing image cubes in stationary applications can be accomplished by swapping narrow band pass filters in front of the camera lens, but a more elegant, convenient, and versatile solution is afforded by the use of electronically tunable filters (ETF). Spectral resolution, or band pass. of the LCTF is typically of the order of several nm, although a narrower band pass can also be constructed. This is sufficient for most reflectance/transmittance analysis and even Raman measurements. Typical transmission curves are shown in Fig. 5 . The band width is constant in frequency space (o/u=Const.) A blocking filter (e.g., a low pass with a sharp cutoff at 750 nm, in this case) is used to block the out-of-band transmission of the filter.
A TF is a device whose spectral transmission can be electronically controlled by applying voltage, acoustic signal, etc. An ideal tunable filter would possess the attributes listed in Table I . In practice these attributes are only met to a limited degree and each TF technology presents advantages and disadvantages. Hence, each application should carefully consider the tradeoffs. And as shown below, users must develop working solutions that capture the best attributes of a technology, and overcome other limitations. • Insensitive to environment (e.g., ambient temperature, humidity) • Insensitive to angle of incidence of the incoming light (wide FOV)
• Infinite spectral range • Top hat band pass curve (see Fig. 2 )
Spectral tunability can be achieved in a number of ways. We discuss ETFs using examples of current and upcoming devices. To fully characterize the spectral transmission of the TF, the transmission over the complete spectral range of interest needs to be characterized when the filter is tuned to a series of spectral positions. The TF performance is described by a matrix A = (a)
ofLxK elements, where L transmission curves are measured, each at K wavelengths, where typically K>>L. Further quantitative details are discussed below, after a brief review of some ETFs. Holographically-formed, polymer crystal droplets are randomly dispersed in a solid polymer binder after photo-polymerization. In the zero-voltage state, the symmetry axis ofthe droplets is randomly oriented and there is a mismatch in the index of refraction between the surrounding polymer and liquid crystal droplets. This condition results in a strongly scattering (opaque) appearance.9 By matching the ordinary refractive index ofthe liquid crystal with that of the surrounding polymer matrix, a transparent condition is achieved when a sufficient voltage is applied to reorient the liquid crystal droplets. Fig. 6a shows a two pixel device, where the bottom pixel is in the off-state (scattering condition) and the top pixel is in the on-state (transparent condition).
----dispersed liquid crystal (H-PDLC)6: A different variation on LCTF is illustrated in Fig. 6 periodic array of liquid crystal droplets and solid polymer planes, Figs. 6b and c. H-PDLCs may reflect (Fig. 6b) or diffract ( Fig. 6c ) various wavelengths and upon application of an applied voltage the reflection or diffraction is eliminated to make the materials transparent. The reflection or diffraction wavelengths are determined by the cure conditions, and governed by electrical field controlled birefringence. Response times for H-PDLCs are ofthe order of-lOO j.ts.
Acousto-Optical Tunable Filter (AOTF): An AOTF consists of a crystal in which radio frequencies (RF) acoustic waves are used to separate a single wavelength of light from a broadband source, Fig. 7 . The wavelength of light selected is a function ofthe frequency ofthe RF applied to the crystal. Thus, by varying the frequency, the wavelength of the filtered light can be varied. The most common types of AOTFs that operate from the near UV through the short wave infrared region, use a crystal of Tellurium Dioxide (Te02) or Hg2Cl2 in a so-called non-collinear configuration -the acoustic and optical waves propagate at quite different angles through the crystal. An RF transducer, bonded to one side of the Te02 crystal, emits acoustic waves. As these acoustic waves pass through the Te02, they cause the crystal lattice to be alternately compressed and relaxed. The resultant density changes, produce refractive index variations that act like a transmission diffraction grating or Bragg diffracter. Unlike a classical diffraction grating, however, the AOTF only diffracts one specific wavelength of light, so that it acts more like a filter than a diffraction grating. This is due to the fact that the diffraction takes place over an extended volume, not just at a surface or plane, and that the diffraction pattern is moving in real time. The diffracted light intensity is directed into two first order beams, termed the (+) and (-) beams, orthogonally polarized, both ofwhich are utilized in certain applications.
To use the AOTF as a tunable filter, a beam stop is used to block the undiffracted (zero order), broadband light and the (+) and/or (-) monochromatic light is directed to the camera. The angle between the beams is a function of device design, but is typically a few degrees. The bandwidth of the selected light depends on the device and the wavelength of operation, and can be as narrow as 1 nm FWHM. Transmission efficiencies are high (up to 98%), with the intensity divided between the (+) and (-) beams. AOTFs can also be of collinear type depending on the AO crystal used to fabricate the cell (typically with crystals such as quartz, lithium niobate, etc.). where the incident and diffracted light and acoustic waves travel in the same direction. The polarization of the incident and diffracted beams are orthogonal, and the two beams are separated by using a set of polarizers.
Operations in the long wave infrared (LWIR) require special materials operating at cryogenic temperatures.'5 TAS (Tl3AsSe3) is one material of choice, although difficult to work with due to cryo-cooling requirements.
Interferometers: A number of interferometers have been used as ETF in similar applications. These devices produce an extremely high spectral resolution and may be more appropriate for gas/plume detection tasks a few examples follow. Fourier Transform Spectrometers (FTS) have been used in imaging modes'2'3 often, though, with a small number of spatial pixels. Various forms of Fabry-Perot (F-P)'4'5'6 etalons and liquid crystal F-P (LCFP)'7' have been used in imaging spectrometry. Micro electro manufacturing (MEM) technology promises small scale integration of F-P or FTS filters on a chip, simplifying the overall sensor design. Other application specific imaging techniques worth mentioning, include the Shearing lnterferometer.' pressure modulated gas filtering,20 and gas correlation spectroscopy.2' The linearly variable filter (LVF), although non tunable, is also a useful spectral imaging device.
SYSTEM INTEGRATION CONSIDERATIONS
Successfully employing ETF for spectral imaging requires a "systems" approach in selecting optimal configuration and components. Issues to consider include camera selection, optics, data acquisition, and software integration. The intended application establishes the operating environment and parameters from which performance requirements are derived. Several typical configurations at use at OKSI are shown in Fig. 8 . Figure 8 . LCTF camera configurations: (a) LCTF mounted in front of a CCD with a long back working distance optics. (h) stereo system with apochromatic C-mounted lenses between LCTF and camera, (c) LCTF mounted within a shortened microscope tube to compensate for the optical length of the filter, and (d) a system mounted on a surgical microscope including macro reimaging optics.
The application of course determines the useful spectral range for the phenomenology under investigation. We can conveniently divide all systems into those that operate in the UV and VNIR, based on Si CCD technology, and those in the longer wavelength range. The range up to 1.7 jim may be served by lnGaAs cameras. In the SWIR, HgCdTe or InSb cameras can be used, and in the MWIR and LWIR, lnSb and HgCdTe systems must be used. With the exception of the CCD and InGaAs spectral range, system cost will be significant primarily due to the required customization. In the VNIR range, CMOS cameras can be used but only for the low end applications.
Illumination is almost always a primary issue. Incandescent sources exhibit a spectral output that is low in the "blue" portion of the spectrum, and high in the near infrared (NIR). CCD's quantum efficiency (QE) curves are typically poor in the blue and peak in the red. Throughput properties of an ETF also exhibit a certain spectral curve: for instance, low transmission in the blue and higher in the NIR, for an LCTF. Hence under such conditions we ma suffer from a compound effect of overall low performance in the blue. This situation may be alleviated by selecting a CCD that has higher QE in the blue: for example. a thinned, back illuminated CCD. But there is a cost penalty associated with a high performance camera. If one can control the lighting, e.g.. use a high power Xe source, a sufficient solution may be provided. Another way to improve performance in the blue, is by increasing exposure time, as SNR i'. This, however, requires a cooled CCD with very low dark current performance. Long exposure time may not be appropriate, though, in applications where the scene is changing on a time scale of the acquisition. One should not forget, of course, the polarization considerations when selecting light sources. Most incandescent and gas discharge sources do not emit polarized light: it is the reflection from or transmission through certain materials that may introduce polarization.
The dynamic range is another important consideration. Whereas the illumination in a laboratory environment can be well controlled, natural scenes often contain a wide range of illumination. In most cases 8 bits (256:1) is insufficient for recording the full range of natural scenes. At least 10 or 12 bits are required to cover the range, and although 16 bits would be an overkill, it may be nice to have to avoid saturation and blooming near occasional specular reflections from a scene. A clever use of exposure control, the aperture. and ADC range can overcome higher scene illumination variability.
Optics for a spectral imaging system also require special consideration. The optical thickness of many devices is greater than the back working distance of common lenses (e.g., 17.5 mm for C-mount or 46.5 mm for F-mount). Using a common lens is possible if focusing to infinity is not needed. Otherwise a special optical train is required to relay the image through the ETF. Fig. 8a shows a system with a long back working distance optics. In Fig. 8d , the system uses relay optics between the TF and the camera.
In some cases the TF may be mounted in front of the optics, Fig. 8c , an arrangement that requires a large TF aperture to prevent severe vignetting. Of course the optical system should be chromatically corrected over the spectral range of interest. Finally, to reduce spectral distortion due to wide field of view, fast lenses may be preferred. In that regard, the image side of lenses may be faster than the object side, suggesting mounting the c' in front of the TF. It must be noted that due to the relatively limited selection of off-the-shelf optics for this application, one must be ready to deal with a variety of standards such as T, T2, C, F, and many more types of mechanical lens mounts, including English. and metric threads and other custom mounts.
Software is often the major effort in integrating a functional, user friendly system. The process of acquiring an image cube, should for most applications, be completely automated. This means the software application controls the camera, the TF, and data acquisition.
54 Figure 9 . A portable spectral imaging system uses a laptop with a docking station to accommodate up to 3 PCI boards for frame capture. additional serial card, and an ethernet card.
Often there is a need to synchronize the system to an external event so that each frame is captured in sync with the object under examination.
Finally a word regarding file sizes is in order. The size of an image cube covering the spectral range from 400 nm to 1.000 nm, in 10 nm intervals, with 512x512 pixels spatial dimensions, and digitized to 12 bits (stored as 2 bytes) is 32 Mbytes, excluding header information. Generous disk space must be anticipated when using such applications. These images do not compress very well using lossless techniques. The use of lossy methods must be carefully examined depending on the application.22 Data rate considerations depend on the required frame rate, but ultimately is dictated by the camera interaction with the computer bus. Low SNR often translates to a lower frame rate.
An example of LCTF system integration23 at OKSI is shown in Figs. 9 thru. 11. For portability purposes, the system is hosted in a laptop PC attached to a docking station. The software to operate the system can be run as a stand alone application, or from within a spectral image analysis application (as a DLL). The user can select a palette, a list of colors or wavelength, for the image cube. Each palette entry can have its unique exposure time, to maximize the dynamic range of the images. An exposure time correction is then accomplished as discussed in Section 4. The user can edit the palette and preview the images at each palette entry. Once satisfied, the software loads the palette entries to the LCTF controller, and proceeds with capturing the sequence of images. Ifa new image cube is acquired using the same palette entries, there is no need to reload the data to the LCTF. 
ANALYSIS
The objective of the analysis, supporting the hardware configurations shown above, is to recover the spectral reflectivity at each pixel of the scene at L spectral bands. Typical measurement geometry and sensor configuration are depicted in Fig. 12 .
Typically the sensor collects a sequence of images at L bands, forming an image cube with radiance or intensity value, s, associated with each x-y-X point. Each plane in the cube may have a specific exposure time selected to optimize the dynamic range of the measurement. __J letters to designate vectors, and capital letters for matrices, the spectral signal received at a particular pixel (and each pixel has it's own set ofvalues) can be expressed as: It is noted that in practice not all the terms in Eq. 1 are known so that additional measurements are required. The multiplicative nature ofthe relations allows us to lump several parameters together, as in Eq. 2, since we do not need to know the individual values but only their product.
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Dropping the wavelength in the notations, yet remembering that all parameters are function ofX, we rewrite Eq. lb: s=x••a+dco (3) In order to retrieve the unknown of interest, p, two additional measurements are performed; "bright field cube" (5B) and "dark field cube" (SD). For the former we use a known reflectance reference standard (e.g., Spectralon®) p' (I typically for all A.'s in the VNIR), while for the latter we completely block the incoming light. 
Q=Q (5)
This is the common two-point correction. It is noted that the TF and other sensor properties cancel out and are not required in the solution. The spectral reflectance is simply expressed in terms ofthe spectral measured cubes.
Real Filter Analysis: Eq. 5, derived for an ideal filter, does not account for the TF out-of-band transmission. In practice, as shown in Fig. 5 , because of out-of-band transmission, the target reflectivity at all wavelengths contributes to the total collected signal at X1,. For such cases, the analysis must be extended to include the contribution to the signal from all the wavelengths when the TF is set to a specific wavelength. Eq. 1 is rewritten as: s=t,,,, bQ.iTF.7orc('/)TjLK.dA+dc +of, (6) #t=#tI using finite differences as:
In this case the spectral curves ofthe TF are divided into K intervals, and the quantities with over-bar in Eq. 7 are average quantities in the K intervals. It is important to note that the range over which the TF is characterized should cover the complete spectral sensitivity range of the camera.
The reflected (or transmitted) radiance, s, is measured at L spectral bands (positions ofthe TF), i.e., s =(st SL)T.
The source properties are described at K intervals x (x1 XK)T, and the TF properties are specified at K interval for each ofthe L wavelengths, as indicated at the top of Section 1.2.
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It is noted that all the terms inside the brackets in Eq. 6 are vectors of K elements, whereas in Eq. 1 they were ofL elements only. In Eq. 7b, s*=sdco. Using the above notations we can rewrite Eq. 7 as: s*=A(xOQ) (9) Where C stands for the Hadamard (term by term) product. As before, to retrieve the unknown p = (p,. . . ,PK)T, bright field and dark field image cubes are acquired. The latter produces the dco vector as before. The former is written in terms ofthe reference reflectance spectrum, in a manner similar to Eq. 9.
s*? =A(xOQ?).
Eqs. 9 and 10 can be solved to yield:
The -indicates an SVD inverse ofA as it is a non square LxK matrix where typically K>>L. It is noted that L measurements were performed and the reflectance/transmittance is retrieved at K wavelengths at which the TF properties are specified. 
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Note: the TF properties cancel out of the equation, and the reflectivity at each band is obtained as before:
= Qi SB_SD which is identical to Eq. 5.
Alternate Real IF Analysis 2: The inversion ofnon square matrices, as in the above solution, may occasionally cause problems. The following is an alternative approach. In this approach we first use the reference reflectance cube to retrieve the illumination source properties, x, by minimizing the overall error between measurements and the model. Once known, the illumination properties are used in the model to retrieve the unknown sample reflectance p. Again, the analyses are applied to each image pixel individually.
First, we define the sum square error in all L measurements using the reference reflectance sample as in Eq. 7b:
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Taking the derivatives of c2 w.r.t. each element ofx and equate to zero, produces K equations with the K unknowns x=(x1,. . . ,XK). This system ofequations has only one solution (or none).
for n=l K. 
and where m, n = 1 , . . . ,K.
The A matrix and vector SB are defined as before:
all a12 
The solution for the illumination source and sensor spectral properties parameter is now:
where ly=(l/P,...l/PK). Only a square matrix hat to be inverted in this solution.
We check now for dimensional consistency. Remembering that we have L measurements that depend on reflectance and light properties in K bands: G' is (KxK), A is (LxK) and therefore AT is (KxL); so G'AT is (KxL). S'R is (Lx 1), so that the square brackets in Eq. 23 gives a (Kx 1) vector. This vector is Hadamard-multiplied by the reflectance (Kx 1) vector, so that in the final answer, x is a vector of Kx I elements.
Once we have the x vector, we go back to the image and solve for the unknown reflectance in the K bands.
Rewriting Eq. 17 this time for the image cube (i.e.. replace p' by p. and s* b st).
We solve as:
By substituting Eq. 23 into Eq. 24 we get:
Validation: It can be shown that this solution also degenerates to the trivial one, Eq. 5, by substituting into G and A J a,1*O f: i=j a,1 = 0 eLsewhere Typical calibration results are shown in Fig. 13 where the reflectance spectra of known color standards (Labsphere) are reproduced via the analysis outline above. In order to obtain these spectra, the dark and bright (using white reference Spectralon) image cubes were collected in addition to the sample image cube.
In this section several applications are shown, primarily using an LCTF as an ETF. A number of references are provided for specific details of the domain in which the technology is applied. For a quantitative spectral analysis with an ElF system, one has to conduct spectral! spatial calibration of the system. This is important since each pixel in the image will have different properties due to pixel non uniformity and, more importantly, vignetting. Thus, as indicated in Section 4, the analysis must be applied to each pixel individually. System calibration test is always a prudent step when doing quantitative analysis. In performing calibration runs, or other measurements with an LCTF. attention should be given to the polarization properties of the source and samples,24 the bi-directional reflectivity distribution function (BRDF) of the sample material and its topology. The importance of these issues can not be overstated, since in most cases where results fail to meet the expectations, it is due to these factors.
Agriculture: Agriculture is moving today towards "precision farming25" techniques in which crop management is performed on a local basis, rather than field wide. This requires the ability to detect and identify spatial distribution of crop stress in monoculture plots. Once identified, using multi-or hyper-spectral imaging techniques, local treatment may be applied (e.g., irrigation, fertilization, insecticide or herbicide). The approach has broad implications on production costs and the environment management. Present efforts are directed towards remote sensing 59 Figure 13 . Color calibration samples and derived spectra using an LC. system.
APPLICATIONS
applications.26272829 Ground truth measurements, in support of remote sensing in cotton fields, using an LCTF based camera are shown in Fig. 14a , using the configuration in Fig. 8a , and laboratory spectral analysis of cotton plants, in Fig. 15 . Fig. 14b shows closed up spectral image of cotton leafs in their natural environment. In Fig. 15 , the stressed leafs show reduced chlorophyll production resulting in higher reflectance in the visible than healthy leafs. Images like this allow careful study of the various spatial features of objects that can be then used to support remote sensing of similar objects. Such detailed spatial data distribution are lost when conducting field measurements with a non imaging (e.g., fiber optics) spectrometer. that integrates a significant extent of the scene.
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for all Regions (a) (b) interesting papers32). LCTF based hyperspectral imagery of dental samples (hard tissue) and of human brain during surgery are shown in Figs. 16 and 17 , respectively. The latter were acquired with the system configured as in Fig. 8dwhere the LCTF camera is mounted onto a microscope's C-mount video camera adapter. A macro re-imaging system is attached between the LCTF and the camera. This system transfers the image formed by the microscopy inside the LCTF onto the CCD. The macro system is of a high quality to preserve the microscope performance, including chromaticity, flat field, parfocality, etc. Activity mapping of cryosectioned brain tissue was also studied with a similar system.33
Archaeology & Art: In these applications spectral analysis is used for the detection of artifacts of interest or the enhancement of faded colors or writing.3435 Similarly the analysis of paintings for restoration can be aided by visible and near IR spectral imaging.
True color night vision: Another interesting application is related to generation of true color imagery under low light level (LLL) conditions. Conventional sensors for this application use image intensifiers that operate in the visible and near IR (VNIR) and produce green monochrome images. False color imagery has been generated by fusing visible light imagery from an image intensified camera with thermal infrared imagery. But such images do not help scene/image understanding since the human brain does not adapt well to false color. True color night vision is based on LLL of moonlight or starlight to generate scenes that look as they would during day time. Initial work by OKSI and Orlil produced the images shown in Fig. 18 using an LCTF in conjunction with an I2CCD camera. The true color image in the bottom right corner was generated from the individual bands using an algorithm that emulates the eye spectral sensitivity. Figure 16 . Dental sample in a pilot study for caries (tooth decay) diagnosis using LCTF, and the spectra of various regions on the sample that shows significant differences among the various regions on the tooth. Other applications of imaging spectroscopy include: Human color vision, color perception3 and image understanding, forensics, pharmaceutical, manufacturing, inspection, military target detection based on spectral and polarization properties373394° and much more.
Hyperspectral imaging technology has found many applications beyond Earth remote sensing. The combination of spatial and spectral analysis has a major advantage in applications in which, until now, few tools existed to support such work. Conventional filter wheels are slow, mechanically cumbersome, limited in color palette, and less reliable than their ETF counterparts. We have seen applications ranging from agriculture, to medicine, biology, target detection, pharmaceuticals, forensics, color vision, art restoration, archaeology, and more. ETF based systems open new opportunity for quantitative applications and research.
