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Effort Shifts and Contrast in the Running Wheel (40 pp.)
The present experiment was designed to determine whether 
shifting effort requirements (tangential force) would result 
in successive contrast effects in an automated running 
wheel. Thirty-two male sprague-dawley rats were shaped to 
run exerting either 20g or 80g of tangential force for 8 
trials per day, each trial consisting of running 4.6m for a 
five pellet reward, in a modified running wheel. After 
shaping, the subjects entered the acquisition phase and 
remained there until running speeds were stable. At the 
shift phase, half of the 20g and half of the 80g group were 
shifted to the opposite force requirement while the 
remaining halves stayed at the same force requirement. 
Running speeds were calculated for all groups and examined 
to determine the presence of successive contrast. Results 
indicated that no contrast was present. Results are 
discussed in terms of factors which may account for this 
lack of contrast and in terms of persistence.
Chairperson: Nabil F. Haddad
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Effort Shifts and Contrast in the Running Wheel
Operant and instrumental research procedures vary on 
several points: design, data, trials, and behavior which is
studied are just a few. The behavior studied by operant 
researchers is typically steady-state behavior, while 
instrumental conditioning researchers tend to focus on 
transitional behavior. When a subject has been performing 
some task under specific conditions for a length of time and 
suddenly these conditions change, this shift may trigger 
increases or decreases in performance. These changes in 
performance are collectively called transitional behaviors. 
The partial reinforcement effect, magnitude of reinforcement 
effect, and contrast effects are all transitional behavior 
phenomena.
Partial Reinforcement Effect
The partial reinforcement effect (PRE) occurs when two 
groups of subjects learn the response under different 
percentages of reinforcement and are then tested in 
extinction. For example, one group receives continuous 
(100%) reinforcement which means they are rewarded after 
they complete each trial. The second group receives partial
1
(usually 50%) reinforcement wherein the subjects are 
rewarded after some, but not all, trials. While one might 
expect continuously reinforced subjects to outperform 
partially reinforced subjects this does not appear to be the 
case. Studies have found that not only do partially 
reinforced responses develop almost as fast as continuously 
reinforced responses, partial reinforcement actually 
produces better extinction responding than reinforcement 
after each response. During extinction, partially 
reinforced subjects extinguish their behavior more slowly 
than with continuously reinforced subjects (Goodrich, 1959,; 
Wagner, 1961,; Eisenberger, 1979).
Magnitude of Reinforcement Effect
The magnitude of reinforcement effect occurs when two 
groups of subjects are performing the same response for 
different amounts of reward. Studies have found that 
subjects in a continuous reinforcement paradigm who receive 
a high magnitude of reinforcement perform at a greater 
response level then subject receiving a low magnitude 
reinforcement. However, the subjects receiving the low 
magnitude reinforcement were found to be more resistant to 
extinction (Wagner, 1961).
2
Contrast Effects
Contrast effects are at least conceptually similar to 
the P R E .and magnitude of reinforcement effect. They were 
first reported by Crespi (1942) who found that rats shifted 
from a larger to a smaller reward in a runway showed an 
abrupt decrease in running speed, to a level below that of 
the average speed of unshifted small-reward animals. 
Conversely, rots shifted from a smaller to larger reward 
showed a rapid increase in running speed, to a level above 
that of the average speed of unshifted large-reward animals. 
Crespi termed the undershooting of average speed a 
depression effect and attributed it to the emotional 
response of anger or frustration. The overshooting of the 
average speed was termed an elation effect and Crespi 
attributed this to the emotional response of.joy. These 
findings of Crespi?s led Hull to change his interpretation 
of how reward magnitude influenced behavior (Hull, 1943). 
Hull moved away from the Thorndikian position that different 
amounts of reward led to different habit strengths and 
switched to an incentive motivation interpretation (Hull, 
1952) that stated that different amounts of reward produced 
different levels of "anticipation" or "eagerness" and that 
reward magnitude influenced "performance" rather than
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learning. Spence (1956) agreed with Crespi that a decrease 
in reward led to frustration but he argued that the elation 
effect did not exist per se. Spence argued that Crespi*s 
demonstration of an apparent elation effect was due to the 
failure to use an unshifted control group that was continued 
in testing throughout the postshift period.
Contrast refers to an exaggeration of apparent stimulus 
differences produced by close juxtaposition of two or more 
stimuli (Helson, 1964; Woodworth & Schlosberg, 1954; Zeaman, 
1949). Since the studies of Bower (1961), Spear and 
Spitzner (1966), and Zeaman (1949), there has been a general 
agreement as to the terminology applied to the various 
reward relativity paradigms. The term "contrast" is most 
frequently applied to demonstrations of reward relativity 
(Flaherty, 1982). The term "negative contrast effect" or NCE 
has replaced the use of Crespi's depression effect.
Likewise, the term "positive contrast effect" or PCE has 
replaced elation effect.
While earlier evidence had indicated that the positive 
contrast effect does not exist per se or is much more 
elusive than the negative contrast effect, there has been 
the realization that Spence's control condition might have 
obscured the occurrence of the positive contrast due to a 
ceiling effect. If subjects in a large-reward control group
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are already running as fast as possible, then there will be 
no room for improvement. A  number of researchers have found 
that a delay in reward avoids this ceiling effect and they 
have demonstrated a reliable PCE under these conditions 
(Lehr, 1974; Mellgren, 1971; Mellgren, Seybert, Wrather, & 
Dyck, 1973; Shanab & Biller, 1972; Shanab & Cavallaro, 1975; 
Shanab & Spencer, 1978; Spencer & Shanab, 1979).
Incentive contrast paradigms are composed of two 
categories, successive and simultaneous contrast. A 
successive contrast preparation is characterized by 
presenting a consistent level of reward to subjects and 
subsequently shifting the subjects to a different level of 
reward, either higher or lower, in the same task (Crespi, 
1942). A simultaneous contrast preparation is characterized 
by training subjects in two discriminably different 
apparatuses, each consistently associated with a different 
reinforcement level (Bower, 1961). This review of contrast 
effects will examine the variables influencing discrete- 
trial contrast: Reward disparity, deprivation state,
retention interval, intertrial interval, prior reward 
experience, shifts in delay of reward, and shifts in 
schedule of reward. Whenever possible, the effects of these 
variables will be noted for both successive and simultaneous 
contrast paradigms.
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Reward Disparity
Successive contrast. The greater the difference
between large and small reward, the greater is the contrast. 
Crespi (1942) reported "substantially more disruption of 
behavior" in rats shifted from 256 units of reward to 16 
units than in rats shifted from 64 to 16 units. Gonzalez et 
al. (1962) reported that rats shifted from 32 to 2 pellets 
showed a larger SucNCE than did rats shifted from 8 to 2 
pellets, and both of these groups showed larger contrast 
than animals shifted gradually from 32 to 2 pellets in units 
of 2 pellets. Greater contrast with greater increases in 
quality or quantity of reward have been reported by Marx 
(1969),Mellgren, Sybert, Wrather, and Dyck (1973), and 
Weinstein (1977).
Simultaneous contrast. Studies indicate that the 
effect of reward disparity on SimNCE is similar to its 
effect on SucNCE. ■ Davenport (1962) and Ludvigson and Gay 
(1966) both obtained running speed to an S- reward that 
varied inversely as a function of the magnitude of the S+ 
reward. No studies have reported any tendency towards 
SimPCE. SimNCE vary with reward disparity; SimPCE do not. 
However, the effects of reward disparity on SimPCE using 
procedures that enhance the likelihood of obtaining positive 
contrast effects have not been studied (Flaherty, 1982).
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Deprivation states
Successive contrast. A number of studies have
indicated that a SucNCF, is more likely to occur under high- 
deprivation states rather than low-deprivation states 
(Cleland, Williams, & DiLollo, 1969; Ehrenfreund, 1971; 
Ehrenfreund & Badia, 1962; Flaherty & Kelly, 1973). In 
these studies, high-deprivation states were defined as 7 5- 
85% ad-lib weight and 27-h food deprivation. The low- 
deprivation state was defined as 6-h food deprivation and 
90-98% ad-lib body weight. Capaldi & Singh (1973) failed to 
find an influence of deprivation on SucNCE. They suggested 
that, increased deprivation will enhance SucNCE under 
conditions where it would otherwise be hard to. Studies 
have obtained SucPCE when animals were not extremely 
deprived (Benefield e t . al., 1974; Marx, 1969; Shanab & 
Ferrell, 1970; Weinstock, 1971). Studies have also obtained 
SucPCE when animals were under more severe deprivation 
conditions (Crespi, 1942; Mellgren, 1972; Shanab & Ri11er, 
1972; Shanab & Cavallaro, 1975; Shanab & Ferrell, 1970). 
There is a tendency for the degree of successive contrast to 
vary directly with degree of deprivation.
Simultaneous contrast. So far it seems the effects of 
deprivation on simultaneous contrast effects have not been 
investigated.
Retention Interval
Successive contrast. The longer the interval
between the last experience with the preshift reward and the 
first experience with the postshift reward, the smaller is 
the contrast (Flaherty, 1982). This is generalized only to 
data for the SucNCE paradigm. In the runway, SucNCE were 
found when there was shift from 20 to 2 pellets, this effect 
was lost after a 68-day retention interval (Gleitman & 
Steinman, 1964). Gonzalez, Fernhoff, & David (1973) found 
SucNCE in a runway paradigm with an 18 to 2 pellet shift.
The SucNCE was apparent after a 1-day retention interval, 
smaller after 26 days, numerically but not statistically 
present after 42 days, and not present after 68 days. 
Retention of SucPCE has not been investigated.
Simultaneous contrast. There are no studies that have 
investigated retention of SimCEs.
Intertrial Interval
Successive Contrast. Contrast effects seem to vary
inversely with the length of the intertrial interval (ITI). 
Capaldi (1972) compared SucNCEs obtained with ITIs ranging 
from 2 to 5 minutes with a 24 hour ITI and found contrast to 
be considerably greater at the shorter ITI. There seem to 
be no studies that have directly examined the effects of ITI
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on SucPCEs.
Simultaneous Contrast. Although the evidence is 
somewhat incomplete, what there is supports the idea that 
the degree of contrast in all paradigms varies inversely 
with the ITI. Spear and Pavlik (1966) found a SimPCE but no 
SimNCE with a 24 hour ITI. Spear and Spitzer (1966) 
compared 15 second versus 15 min ITIs, a SimNCE was found at 
both ITIs but not a SimPCE. It seems likely that degree of 
SimNCE decreases with increasing ITIs.
Prior Reward'Experience
Successive Contrast. The greater the reward
disparity, the greater the contrast. Studies have shown 
that prior experience with the small reward in a SucNCE 
paradigm with a 24 hour ITI eliminates contrast and with 
shorter ITIs substantially reduces it (Capaldi & Singh,
1973; Capaldi, 1972; Capaldi, 1972; Spencer & Shanab, 1979) . 
SucNCE is reduced by prior experience with partial 
reinforcement. Mikulka, Lehr, & Pavlik (1967) reported that 
prior experience with a 50% reward eliminated SucNC when the 
animals were shifted from 10 pellets to 1 pellet. Later 
studies have found that prior experience with partial 
reinforcement seems to retard the development of contrast 
after a shift in reward magnitude, but that a reliable
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SucNCE does eventually develop (Gonzalez & Bitterman, 1969; 
Ison, Glass, & Daly, 1969; Peters & McHose, 1974).
Simultaneous contrast. Prior experience with the S- 
reward reduces the degree of SimNCE (Platt & Gay, 1968; 
Spear & Spitzner, 1969a). McHose (1970) and McHose, 
McHewitt, & Peters (1972) showed that partial or varied 
reward in S+ of a differential conditioning study reduced 
the SimNCE occurring in S-.
Shifts in delay of reward
Successive contrast. The evidence concerning the
occurrence of SucCEs with shifts in reward delay is largely 
inconclusive. Several studies have reported a SucNCE 
following an increase in delay (McCain, Lobb, Almand, and 
Leek, 1976; McHose & Tauber, 1972; Shanab & Biller, 1972; 
Shanab, Domino, and Melrose, 1977; Shanab & McCuistion,
1970). A  larger number of studies however have failed to 
find a SucNCE (Ferrell & Shanab, 1975; Harker, 1956; Ishida, 
1978; Logan, 1952; Mackintosh & Lord, 1973; McCain, Boodee, 
and Lobb, 1977; Shanab, 1971; Shanab, Rouse, and Cavallaro, 
1973). Examination of the parameters of these experiments 
failed to yield any differentiation between successes and 
failures in regard to any single factor (Flaherty, 1982).
The only study to find a SucPCE used water as the
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reward and removed the slowest animals as subjects from the 
experiment (Sgro & Weinstock, 1963). Several studies have 
failed to find a SucPCE after decreasing the delay of reward 
(Ferrell & Shanab, 1975; Harker, 1956; Logan, 1952; McCain 
et al., 1976, 1977; McHose & Tauber, 1972; Shanab & Biller, 
1972; Shanab & Cavallaro, 1975; Shanab & McCuistion, 1970; 
Shanab et al., 1977, 1973). There is no substantial 
evidence for a SucPCE with shifts in delay.
Simultaneous. Several studies reported finding a 
SimNCE (Beery, 1968; Chechile & Fowler, 1973; Gavelek & 
McHose, 1970; Mackintosh & Lord, 1973; Sgro, Glotfelty, & 
Podlesni, 1969). With the exception Mackintosh & Lord, all 
of these studies failed to find a SimPCE. Logan (1952) 
failed to find a SimNCE nor a SimPCE. Thus, with 
differences in delay, it seems that SimNCE is a robust 
phenomena, while evidence for SimPCE remains elusive.
Shifts in Schedule of Reward
Successive. SucCEs apparently occur much more readily 
when the schedule is shifted than when the delay is shifted 
(Flaherty, 1982). A substantial number of studies have 
found SucPCE with a schedule shift (Dyck, Dresel, Thiessen, 
and DiLollo, 1977; Fox, 1972; Harris, Smith, and Weinstock, 
1962; Leung & Jensen, 1968; Leur, 197 4; McHose & Moore.
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1978; Seybert, 1979; Shanab, Birnbaum, and Cavallaro, 1974; 
Shanab & Cavallaro, 1975). Roop & Nation (1976) and McCain 
Lobb, and Newberry (1976) failed to find a SucPCE. All of 
the studies that controlled for SucNCE by leaning out 
schedules found evidence for it (Dyck et al., 1977; Fox, 
1972; McCain et al., 1976; McHose & Peters, 1975; Seybert, 
1979) .
Simultaneous. There is no definitive evidence 
regarding the occurrence of SimCEs with variation in 
percentage reward (Flaherty, 1982).
The Running Wheel
The PRE, magnitude of reinforcement effect, and 
contrast effects are all robust runway findings. If one 
were to change the apparatus from the runway to another 
apparatus, would these phenomena still be easily attainable 
The running wheel is a unique apparatus which can be easily 
programmed to function as an operant chamber, or 
alternatively, as a runway. By using it in either 
tradition, one can investigate phenomena typically obtained 
in both traditions while holding the response systems being
studied constant (Haddad et al., 1994). The question is, do 
behaviors studied in the runway and the running wheel belong 
to conceptually different paradigms or not? Furthermore, is 
the behavior of running qualitatively comparable in the two 
apparatuses?
Pilot studies in our lab that have employed the running 
wheel have found that unlike runway findings, reduced reward 
somewhat decreases the rate of acquisition and reduces 
resistance to extinction. Furthermore, our studies have 
failed to produce successive contrast effects when varying 
magnitude of reward for wheel-running. The PRE has not yet 
been demonstrated in the running wheel either. Based on 
these studies, the argument could be made that wheel-running 
is qualitatively different from straight alley running. On 
the other hand, it may be that the magnitude or percentage 
of reinforcement is less important in the running wheel 
paradigm that it is in runway paradigms. It is our belief 
that most important factor affecting running in the wheel is 
the effort required and that by varying effort) we can 
produce transitional behaviors in the running wheel akin to 
those obtained in the runway.
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Effort
There are so many definitions of effort that it is 
difficult to clarify how effort affects the acquisition of 
some required response. It may be that response rates are 
affected in different ways by different types of effort 
manipulation. There are two common ways of defining effort: 
1) the effort needed to overcome a force requirement and 2) 
effort as the number of responses required per 
reinforcement. This second definition of effort is also 
defined as a response cost.
The lack of a solid consensus on the effects of effort 
(force exertion) on rate of responding is easy to comprehend 
when one takes into account the wide variety of procedures 
used to study effort. Collier et al.(1973)lend support to 
the idea that effort is aversive. In their study, 
spontaneous running in a running wheel or on a treadmill 
decreased as the required effort increased. They concluded 
that increasing the required effort makes the response less 
reinforcing and more aversive.
Research regarding the effects of effort to overcome a 
force requirement have not yielded conclusive results. The 
general consensus regarding effort is that as effort 
requirements increase, overall response rates will decrease.
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A notable exception to this is Eisenberger's theory of how 
effort may effect persistence.
Persistence
Amsel (1958) proposed that learning to approach a goal 
while frustrated due to some aversive event (nonreward, 
punishment, delay of reward, tail pinch) increases the 
animal's subsequent persistence during an extinction testing 
phase. Persistence, as obtained in the PRE for example, is 
an enduring phenomenon, in comparison to the rather short­
lived contrast effect. Amsel did not believe that 
persistence acquired in any set of circumstances readily 
transfers to any other, he felt it was simply an interesting 
possibility. Eisenberger felt that this interesting 
possiblity was indeed a reality. He decided to add high 
effort to the list of aversive stimuli and test for 
persistence. Eisenberger, Terborg, & Carlson (1979) found 
that rats who had to complete five runway shuttles for a 
single pellet reward produced a greater subsequent rate of 
bar pressing than rats who received a reward for each 
shuttle, who, in turn, show more bar pressing than rats that 
received free food. Eisenberger explained this increased 
rate of bar pressing as increased persistence due to the
15
rats becoming habituated to the frustration-producing 
responses of the higher effort level. Eisenberger then 
theorized that learning to respond under high effort 
requirements always results in increased persistence.
To test the possibility that these results were due to 
general rate of activity and not persistence, Eisenberger et 
al. (1979) measured general activity levels by measuring the 
number of grid crossings after bar pressing and found that 
rats who had just bar pressed did not display more 
generalized activity than rats who had not bar pressed.
They also varied the effort the rats would have to exert to 
bar press (either 70g or touch) and then had the rats 
shuttle for food rewards. The rats were trained to bar 
press using a fixed-ratio schedule which increased to a 
final schedule of FR 9. When the rats were trained to 
shuttle however, they were trained under a variable interval 
schedule which decreased to a final schedule of VI 7'. The 
results were that the rats who bar pressed at the higher 
effort level shuttled at a greater rate than the rats who 
bar pressed at the lowest level.
Some observations arise out of Eisenberger's work. His 
subjects are always trained on one kind of task and then 
shifted to another to test for persistence. The two tasks 
always have significantly different schedules of
16
reinforcement. Eisenberger's definition of effort use two 
different categories of responding. Eisenberger et al.
(1979) state that effort can be varied by either shifting 
the number of responses required or by shifting the force of 
the response required.
In our lab, using the running wheel, it was found that 
increased levels of effort did not increase persistence nor 
increase resistance to extinction. How do we account for 
this lack of frustration/persistence? We do not vary the 
training task from the testing task. We use the same task at 
varied effort levels where effort is not the same as 
response cost. We do not shift our magnitude of 
reinforcement dramatically.
It is our contention that Eisenberger's defining high 
effort as an aversive event may have been with fault and his 
definition of effort may be limited to the procedures he has 
used. When Eisenberger, Carlson, Guile, and & Shapiro 
(1979) and Eisenberger, Terborg, & Carlson (1979) defined 
effort as the number of responses that had to be completed 
before receiving reinforcement, what they were actually 
manipulating was response cost, not effort. Effort in our 
procedure is defined as the physical expenditure of energy 
needed to perform some response, not some quantity of 
responses that need to be completed before reward can be
17
obtained. What Eisenberger has termed persistence may 
therefor simply be transient contrast effects due to:
Shifts in the quality of the training and testing tasks, 
shifts in the schedule of reinforcement between the training 
and testing tasks, or shifts in response cost rather than 
physical effort.
The following study investigated these questions by 
keeping the training and testing task consistent, holding 
the magnitude of reinforcement constant while varying only 
the level of effort in an attempt to procure successive 
contrast effects and/or evidence of persistence.
Purpose
This study investigated the effects of varied levels of 
effort on the running response of rats in a running wheel 
and the shift of said levels in order to discern whether 
such shifts produced negative and positive successive 
contrast effects. Since magnitude of reinforcement and 
percentage of reinforcement do not affect the resulting 
resistance to extinction in the running wheel, it was 
hypothesized that the effort level required of the animal in 
the running wheel may well be the most important variable 
that governs the animal's behavior in the wheel. Further,
18
contrast effects due to shifts in effort level would have 
confirmed this hypothesis since similar shifts in magnitude 
of reinforcement do not result in contrast effects in the 
wheel. Effort was defined as the tangential force the 
subjects needed to exert to turn the running wheel. The 
effort levels were set at 20 and 80 g of weight while the 
magnitude of reward was held constant. Pilot work has 
indicated that these levels of effort are reasonable as well 
as quantitatively significant to the subjects (i.e. they can 
easily distinguish the difference between the two force 
levels).
Method
Subjects. Thirty-two naive, male, albino, Sprague- 
Dawley rats, approximately 90 days old at the onset of the 
experiment were used. The rats were randomly divided into 
four groups of eight rats each. Upon arrival the rats were 
provided with ad lib food and water for seven days. After 
that time, they were maintained on 85% of their pre­
deprivation individual body weight for the duration of the 
experiment. Water was continuously available in the home 
cage and the animals were fed daily the appropriate amount 
of Purina Rat Chow approximately one hour after the last 
animal had finished its session.
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Apparatus. Four modified, automated Wahmann running 
wheels, 36 cm in diameter, were used. Parts of the solid 
metal moveable portion of the wheel had been replaced with 
plastic screen in order to reduce the weight of this portion 
from 1150 g to 700 g, thereby reducing considerably the 
inertia of the apparatus. The other nonmoveable side of the 
wheel had a hinged 8 x 25 cm Plexiglass door slightly above 
the bottom of the wheel. Attached to the inside of the door 
was a food cup which in turn was attached via a plastic tube 
to the pellet dispenser. A 7.62 cm aluminum disc 
approximately 1.3 cm thick was attached to the wheel axle 
protruding from the nonmoveable side. Three disc brakes 
were mounted on the wall and were in contact with the disc 
as needed. One disc brake was controlled via a tension bar 
which could be loosened or tightened so that a minimum 
weight of 20 or 80 g was necessary to initiate wheel 
rotation. The other disc brakes were electromagnetically 
controlled so that, when signalled, they would apply a total 
of 2.2 Kg of force onto opposite sides of the disc thereby 
stopping the wheel during the intertrial interval (ITI).
Each wheel was housed in a sound-attenuating box, and 
ventilation and masking noise were provided by exhaust fans 
mounted on the outside of the boxes. During ITI, the brakes 
would lock the wheel and the house light would shut off.
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Initiation of each trial was signalled by releasing the 
brakes and illuminating the house light. A  computer mouse 
attached to the axle via pulleys recorded the time for each 
1/36 of a revolution and the computer recorded these times 
in terms of the first quartile (start time), second and 
third quartile (run time), and fourth quartile (goal time) 
of the required distance. For more information on how the 
computer mouse measured and recorded these data, see Petree, 
Haddad, and Berger (1992), Haddad et al.(1994).
Procedure
The experiment consisted of four phases: nonreinforced 
running, shaping, acquisition, and shift of effort level.
The subjects were trained in either a low (20g) or high 
effort (80g) condition. Effort was defined as the weight 
(in grams) of tangential force required to turn the running 
wheel. The animals were shaped in the wheel for 24 days 
with distance, tension levels, and number of trials 
increased gradually. A  braked ITI was used between trials. 
All the subjects completed their trials daily.
The acquisition phase consisted of eight trials per day 
for 20 days. The required distance was 4.6m, the ITI was 
60s and the reinforcement consisted of five 45-mg Noyes 
pellets per trial. When stable running rates were achieved,
21
half of the subjects were shifted to the opposite effort 
level while the other half remained at the training level, 
yielding four groups: Low-Low (LL), Low-High (LH), High-High 
(HH), and High-Low (HL). The shift phase lasted 16 days.
All' subjects completed their 8 trials during the shift 
phase.
Results
Acquisition
A 2 (preforce) x 2 (postforce) x 5 (day) repeated measures 
analysis of variance was conducted on the mean running times 
for the eight daily trials of the last five days of 
acquisition. The analysis revealed significant differences 
for the main effect of preforce [F (1,30) = 24.66, p. < .05] 
indicating that the 20g group was running faster than the 
80g group (see figure 1). This finding coupled with the 
lack of any other significant main effects or interactions 
(see table 1), indicates that the animal's terminal 
acquisition behavior was stable prior to the shift.
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Figure 1: Phase I (Acquisition)
Shi ft
A 2 (preforce) x 2 (postforce) x 1 2 (day) repeated 
measures analysis of variance was conducted on the mean 
running speeds for the eight daily trials of the first 
twelve days of the shift phase. The analysis revealed no 
significant contrast effects but there was a main effect of 
postforce [F (1,30) = 9.66, £ < .05] (refer table 2), 
indicating that the 20g postforce groups were running faster 
than the 80g postforce groups (see figure 2).
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Figure 2: Phase II (Shift)
However, when the running speeds for the first day of phase 
were examined for the first 8 trials, a slight negative 
contrast was present in the L-H group. This contrast lasted 
approximately three trials and then the subjects increased 
their speed to roughly the same as the H-H and H-L groups, 
(see figure 3).
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Discus s ion
■These results suggest that the running wheel and the 
runway are incomparable apparatuses in terms of appetitive 
contrast. Perhaps the behavior of running is qualitatively 
different between the two apparatuses. Tt is still clear 
that effort is a viable variable that the subject attends 
to, but why was there no evidence of persistence in the HL 
group?
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Eisenberger, Terborg, & Carlson (1979) acknowledged 
that bar pressing is topographically different from runway 
shuttling but state that the transfer of persistence across 
tasks would not require common cues, merely that both tasks 
involved sufficient frustration. This statement is of 
course in opposition to Amsel's theory that persistence is 
not readily tranferable from one behavioral system to 
another. If sufficient frustration is all that is needed to 
produce persistence, why must the task always change and why 
was persistence not obtained in the running wheel when the 
effort levels were shown to be significantly frustrating to 
the subjects?
If Eisenberger's preparation was measuring effort as we 
measured effort, we should have seen persistence in the HL 
group. This lack of persistence leads us to believe that 
Eisenberger was not manipulating effort, but rather response 
cost. Having rats shuttle five vs. one times for a 
reinforcer is shifting response cost, not effort. The next 
step in our lab should be to test for persistence by 
manipulating response cost. This preparation would have two 
groups of rats running in running wheels at some minimum 
tangential force requirement with magnitude and schedule of 
reinforcement held constant. To vary the response cost we 
would have to manipulate the behavior of running in terms of
26
distance. One group could run 2m for reinforcement and the 
other group run 8m for reinforcement. When running speeds 
become stable, we would shift half of each group to the 
other distance requirement and test for persistence in the 
8m-2m shift group.
If we were to find evidence of persistence in the above 
mentioned preparation, it would lend support to our argument 
that Eisenberger was manipulating response cost and not 
effort. If we did not find evidence of persistence, it 
would lend even greater support to the idea that the runway 
and the running wheel are incomparable apparatuses and the 
running behaviors exhibited in them are basically different. 
Lack of persistence would also call into question whether 
Eisenberger was really finding persistence in the transfer 
of behavioral systems or whether he was seeing a simple 
contrast effect due to shifting the schedules of 
reinforcement.
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Table 1
Repeated Measures ANQVA for the average daily running speeds 
in acquisition
SOURCE SS df MS F P
Between
Within+Residual 16663.95 30 555.47
Postforce ' 1.20 1 1.20 .00 .963
Preforce 13696.95 1 13696.95 24.66 .000
Postforce x Preforce 342.73 1 342.73 .62 .438
Within
Within+Residual 4809.53 120 40.08
Days 233.58 4 58.39 1.46 .220
Postforce x Days 97.44 4 24.36 . 61 . 658
Preforce x Days 204.60 4 51.15 1.28 .283
Postforce x Preforce 101.65 4 25.41 .63 . 639
x Days
40
Table 2
Repeated Measures ANQVA for the average daily running speeds
in shift 
SOURCE SS df MS F D
Between
Within+Residual 36417.55 30 1213.92
Postforce 11723.19 1 11723.19 9.66 .004
Preforce 4310.88 1 4310.88 3.55 .069
Postforce x Preforce 3230.81 1 3230.81 2. 66 .113
Within
Within+Residual 11501.47 330 34.85
Days 646.70 11 58.79 1.69 .075
Postforce x Days 565.41 11 51.40 1.47 .139
Preforce x Days 288.89 11 26.26 .75 . 686
Postforce x Preforce 420.72 11 38.25 1.10 .362
x Days
41
