The Hubble constant (H 0 ) measures the current expansion rate of the Universe, and plays a fundamental role in cosmology. Tremendous effort has been dedicated over the past decades to measure H 0 1-10 . Notably, Planck cosmic microwave background (CMB) and the local Cepheid-supernovae distance ladder measurements determine H 0 with a precision of ∼ 1%
summary of their results. find that the model which best fits the observations is that of a successful jet. We define θ j as the jet opening angle, θ obs as the observing angle, and the difference between them as δ θ = θ obs − θ j . 19 show that the light curve and the small image size imply that the jet must be very narrow, i.e., θ j δ θ . This implies that the superluminal motion of the jet image can be approximated as that of a point source, where δ θ ≈ 1/Γ at the time of the observations (near the peak of the light curve). This implies δ θ ≈ 1/β app ≈ 0.25 rad and θ j 0.25 rad, where a source distance of 41 Mpc is assumed. In order to verify this conclusion and to quantify the allowed region for δ θ and θ j 0.25 rad, they then carried out a set of numerical simulations varying both the opening angle of the jet and the viewing angle allowing for a systematic check of which models can fit both the light curve and the images. They find that only models with 1/5 < δ θ < 1/3 rad and θ j < 0.1 rad are consistent with observations. They conclude that the combination of the VLBI measurements and the light curve dictates 0.25 < θ obs < 0.45 rad (15 • < θ obs < 25 • ). This constraint is derived assuming that the distance to the source, d, is known (41 Mpc). However, in our analysis the distance is unknown and since the main constraint on the observing angle is derived from the the apparent velocity, β app ∝ d, the observing angle is constrained to 0.25 < θ obs
In order to obtain the probability distribution of θ obs and d, and to estimate the effect of the jet modelling on the observational constraints on the opening angle, we run also Markov chain Monte Carlo simulations with two synthetic jet models: a Power-Law Jet (PLJ) and a Gaussian Jet (GJ; see Method). While the hydrodynamics of the jet is not fully taken into account in the synthetic models, unlike the numerical simulations, they allow us to scan the entire parameter space. with the synthetic models are smaller by ∼ 0.05 rad than the median based on the hydrodynamic simulations (but still within the errors). We consider this difference as a systematic uncertainty of our analysis (elaborated below), which is most likely attributed to the partial treatment of the hydrodynamic evolution.
We now turn to the combined GW-EM analysis of the Hubble constant (H 0 ). Namely, we combine the 2-dimensional marginalized GW likelihood distribution (high spin PhenomPNRT) 28 for d and θ obs with that determined from the afterglow light curve and centroid motion (see Methods). The posterior distribution for H 0 is then computed from the combined likelihood for d and the information about the host galaxy NGC4993 (see Methods) 15 . Figure 2 depicts the posterior distribution for H 0 for a PLJ model and that of the GW-only analysis 15, 28 . The constraint is improved from the GW-only analysis, 74 −4.3 km/s/Mpc, respectively, corresponding to a precision of 6-7% at 1-σ level. The sources of errors in our analysis are the GW data, the shape of the light curve, the centroid motion, and the peculiar velocity of the host galaxy. While the constraint on θ obs is slightly different between the three models, the systematic error in H 0 due to this difference is much smaller than 7%. This is because the uncertainty in H 0 of our analysis is dominated by both the GW data and the peculiar motion of NGC 4993 (contrary to the GW-only analysis, where the uncertainty in the observing angle is a major source of error). Finally, it is important to bear in mind that our result does not depend on the spin prior in the GW analysis 28 (see Methods).
Our new analysis, which is based on this single event, improves the H 0 measurement to a precision of ∼ 7%. We expect that the precision of the measurement will improve by observing more merger events similar to GW170817, i.e, mergers with detectable jet afterglows. In the coming years, several to tens of neutron star binary mergers (including neutron star-black hole binary systems) per year may be observable in GWs as the LIGO and Virgo detectors improve their sensitivity due to instrument upgrades, and as additional detectors join the GW network 29 .
In addition, radio afterglow fluxes of merger events at further distances are not necessarily fainter than GW170817 because of the wide variation in the circum-merger densities. For instance, the superluminal motion of a jet can be measured for events taking place out to ∼ 100 Mpc if the density is about the typical value inferred from short GRB observations 30 (and the other afterglow parameters are assumed to be the same as GW170817). We note however that a favorable viewing angle is a likely prerequisite for detection. For events at greater d, while the error due to the radio observations increases, the error due to the peculiar motion decreases. Furthermore, inferring the binary inclination from GW-alone relies on the measurement of the GW polarization, which was particularly challenging in the case of GW170817 because of the low signal-to-noise ratio in the Virgo detector and the two LIGO detectors being nearly co-aligned 15, 16 . For future GW radio jet events with similar signal-to-noise, the H 0 uncertainty would thus remain comparable or better to that of this analysis because of the addition of GW detectors and of improved instrument sensitivity 20, 21, 31 . To achieve a measurement of H 0 with a high precision using more events, the systematic uncertainty resulting from jet modeling should also be reduced. and SH0ES data is of particular interest given the degree of precision in both measurements and the possible implication of the requirement of new physics beyond Λ-CDM models if the discrepancy turns out to be true (rather then a result of systematic errors) 32 . Gaia DR2 data on Galactic Cepheids, together with dedicated HST observations on the latter sample, will likely reduce systematic uncertainties sufficiently to improve the standard candle/distance ladder measurements of is the same, but also combined with the GW analysis for a PLJ model. Also shown as an orange dashed (solid) contour is the 68 (95%) contour of the posterior distribution of the GW-only analysis (high spin PhenomPNRT posterior samples) 28 . We note that the VLBI and light curve data alone provide a distance estimate independent of all other means. Cepheid-SN distance ladder surveys 4 (orange) are also depicted as vertical bands.
Methods
Light curve and centroid motion modeling In the case of the afterglow of GW170817, the observed light curve rules out the simple top-hat jet model and support structured jet models 22-24, 26, 33-40 , of which the structure is likely composed of the jet core and surrounding cocoon 19, [40] [41] [42] . We use two different structured jet models: (1) a Power-Law Jet (PLJ) and (2) a Gaussian Jet (GJ) model, which can mimic the jet-cocoon structure obtained from numerical simulations 19, [40] [41] [42] . The isotropic-equivalent energy and initial Lorentz factor vary with the polar angle for a PLJ model:
where E iso,c , θ c , α E , and α g are free parameters and we fix Γ i,c to be 600. For a GJ model:
where E iso,c , θ c are free parameters and we fix Γ i,c to be 100.
For a given set of the model parameters and circum-merger density, n, we evolve the jet adiabatically and neglect the lateral expansion 37 . This assumption is valid until the jet slows down sufficiently. For the core of the jet, the lateral expansion occurs on a time scale much longer than what we have considered here, and indeed, we find lack of significant lateral expansion also the hydrodynamical simulations 19 . For the wing of the jet, however, the lateral expansion is important on the time scales considered here 19 . Therefore, our approximation here is expected to slightly underestimate the observing angle.
Given a jet evolution, we calculate the afterglow light curve and the motion of the flux center by using the standard synchrotron afterglow model 43 . The code is described in Hotokezaka and Piran (2015) 44 . In the case of GW170817, the afterglow has a single power-law spectrum with a spectral index of 0.588 ± 0.005 from radio to X-ray band 25, 26, 34 , which is consistent with optically thin synchrotron emission in the slow cooling regime. Thus, here we consider only this regime. The synchrotron modeling involves three microphysics parameters (p, e , b ), where e and b are the conversion efficiency from the internal energy to the energy of accelerated electrons and magnetic field, and p is the power-law index of the number distribution of accelerated electrons. Since the power-law index, p, is related to the observed spectrum as F ν ∝ ν −(p−1)/2 , we adopt p = 2.16. We also fix e to be 0.1.
Assuming the above models, we run Markov-Chain Monte Carlo (MCMC) simulations by using an open code emcee 45 . For the modelling, we use E iso,c /n, which determines the deceleration time scale of the jet, instead of using E iso,c and n separately to reduce the number of free parameters. Furthermore, instead of using b , we introduce an auxiliary parameter, e b , which controls the overall amplitude of the light curve. Therefore, in total, we have 7 parameters (E iso,c /n, θ c , α E , α g , e b , θ obs , d) for PLJ model and 5 parameters (E iso,c /n, θ c , e b , θ obs , d) for GJ model. We adopt a log flat prior for E iso,c /n and e b , and uniform prior for θ c , α E , α g , an isotropic prior for θ obs , and a volumetric prior for d. 
We adopt the same information on v r and v p as in (Abbott et al 2017) 15 :
where v r = 3327 km/s, σ vr = 72 km/s, v p = 310 km/s, and σ vp = 150 km/s.
The posterior distribution for H 0 generally depends on the prior in the GW analysis 28 , i.e., the high or low spin prior. Figure 6 compares the H 0 posterior of the high spin prior with that of the low spin prior 28 . In the case of the GW-only analysis, they depend on the prior as 78
km/s/Mpc (low spin) and 74 
