In the article, some bilinear evolution equations in Hilbert space driven by paths of low regularity are considered and solved explicitly. The driving paths are scalar-valued and continuous, and they are assumed to have a finite p-th variation along a given sequence of partitions in the sense given by Cont and Perkowski [7] (p being an even positive integer). Typical functions that satisfy this condition are trajectories of the fractional Brownian motion of the Hurst parameter H = 1 /p. A strong solution to the bilinear problem is shown to exist if there is a solution to a certain temporally inhomogeneous initial value problem. Subsequently, sufficient conditions for the existence of the solution to this initial value problem are given. The abstract results are applied to several stochastic partial differential equations with multiplicative fractional noise, both of the parabolic and hyperbolic type, that are solved explicitly in a pathwise sense.
Introduction
In the article, the evolution equation dX t = AX t dt + BX t d π ω t , s < t ≤ T,
in a Hilbert space V is studied. Here, A : V ⊇ Dom A → V and B : V ⊇ Dom B → V are (possibly unbounded) linear operators and ω : [0, T ] → R is a continuous function that has finite p-th variation along a sequence of partitions {π n } n∈N of the interval [0, T ] in the sense of [7] for some positive even integer p. This means that the sequence of measures {µ n } n∈N on the measurable space ([0, T ], B([0, T ])) defined by µ n := [tj,tj+1]∈πn δ tj |ω tj+1 − ω tj | p converges weakly to a non-atomic measure µ (δ u denotes the Dirac measure at the point u ∈ R). The p-th variation is then defined as the function [ω] π p (t) := µ([0, t]). The notion of p-th variation along a sequence of partitions first appeared in Föllmer's seminal paper [18] where the case p = 2 is considered. The concept is generalized to p > 2 by Cont and Perkowski in the paper [7] .
Functions that have a finite p-th variation along a sequence of partitions very often arise as trajectories of stochastic processes. For example, it is well-known that almost every path of the Wiener process (W t ) t∈[0,1] has finite quadratic variation [W ] π 2 (t) = t along every non-random sequence of partitions π = {π n } n∈N of the interval [0, T ] whose mesh tends to zero, see the remark on p. 149 of [18] or the remark following Theorem 7.4 in the recent paper [11] . However, it is also possible to consider processes of lower regularity. For example, almost every path of the fractional Brownian motion W H with the Hurst parameter H = 1 /2k, k ∈ N, has a finite 2k-th variation along a subsequence of the sequence E n := { i /n | i = 0, 1, . . . , n} (this in fact holds for any H ∈ (0, 1) with p = 1 /H, see e.g. [17, 27, 43, 45, 50] , but the non-integer case is not considered in this paper).
The term BX t d π ω in equation (1) formally corresponds to the linear multiplicative noise term BX tω . It is natural to interpret equation (1) as the integral equation X t = x 0 + t s AX r dr + t s BX r d π ω r , s < t ≤ T ; (2) however, the path ω is not of bounded variation (as p is assumed to be larger than one) and therefore, the second integral above has to be given a rigorous meaning. It is a key observation of Föllmer in [18] that the integral can be defined with respect to a path ω that has a finite quadratic variation along a sequence of partitions π as a pointwise limit of Riemann sums for the case when the integrand is a C 2 functional of the path itself. As shown by Cont and Perkowski in [7] , this remains true even when ω is a path of finite p-th variation with p being a positive even integer and the functional is of the class C p .
Following [7, 18] , in the setting of the present paper, a function h : [0, T ] → V is said to be integrable with respect to the path ω if there exists a function f ∈ C 1,p ([0, T ] × R; V ) such that h t = (∂ 2 f )(t, ω t ) for every t ∈ [0, T ] and its integral is defined by the limit (in the topology of the space V ) of the compensated Riemann sums (∂ k 2 f )(t j , ω tj )
As shown in Lemma 2.6 below, this limit exists and its value can be explicitly computed via a certain change-of-variable formula. Lemma 2.6 is a modification of [7, Theorem 1.5 and Theorem 1.10] that is more suitable for our purposes.
Having given a rigorous meaning to equation (1), a main result of the present paper is that if v s,x0 is a solution to the temporally inhomogeneous initial value problem
for s ∈ [0, T ) and a sufficiently regular initial state x 0 ∈ V whereC s is the family of linear operators defined byC
with G B being the strongly continuous group of linear operators generated by B and[ω] π p being the derivative of the p-th variation of ω along π (that is assumed to exist), then the path X ω s,x0 defined by
is a solution to the bilinear problem (1) (see Proposition 3.9 for the precise statement). It therefore follows that in order to find a solution to (1) , it suffices to find a solution to problem (4) . This is done in Proposition 3.12 and Proposition 3. 16 where two sets of sufficient conditions for the familyC s to generate a strongly continuous evolution system of operators are given (see e.g. [40] or [49] ). These two sets of conditions are usually referred to as the parabolic and the hyperbolic case and, roughly speaking, they correspond to sectoriality of the operatorC s (t) for a fixed t. It should be noted however that even though the solution to the initial value problem (4) found in Proposition 3.12 and Proposition 3.16 is unique, uniqueness of the solution to the bilinear equation (1) is still an open problem.
Literature and related approaches. Stochastic evolution equations with multiplicative noise have been investigated by many authors in various settings. A main source of inspiration for the work in the present paper is the article [8] where a correspondence between a linear stochastic evolution equation with linear multiplicative scalar white noise and a random evolution equation was discovered. In fact, it is a main purpose of the present paper to show that the technique from [8] can be employed even if the stochastic bilinear equation is reinterpreted in the setting of the Itô-Föllmer calculus. Moreover, it turns out that by considering the p-th variation instead of the quadratic variation, a much larger variety of driving processes can be considered.
Explicit solutions to stochastic bilinear evolution equations driven by scalar processes that are different from the Wiener process have already been given in the literature. For example, in the articles [15] and [37] , the driving process is a fractional Brownian motion with the Hurst parameter H > 1 /2 and the stochastic integral is interpreted in the Skorokhod sense, i.e. as the Skorokhod integral composed with a suitable fractional transfer operator, see e.g. [2] . Moreover, in the case of H > 1 /2, the stochastic integral can also be defined pathwise due to high regularity of the driving path as a generalized Young integral that is given in terms of fractional derivatives, see e.g. [52] , and stochastic bilinear problems with this pathwise interpretation are studied in [24] . On the other hand, the literature on stochastic bilinear problems driven by fractional Brownian motions with the Hurst parameter H < 1 /2 is much more scarce. In this case, explicit solutions to the bilinear problem interpreted in the Skorokhod sense are analysed in [47] but the pathwise approach of [24] cannot be used.
The problem of existence and uniqueness of pathwise solutions to more general (semi-)linear stochastic evolution equations with general multiplicative noise of the type G(X t ) dZ t has also been treated in several papers. For example, in the article [36] , the driving noise dZ is fractional with H > 1 /2 in time and correlated in space and the authors prove existence and uniqueness of a pathwise mild solution by employing the generalized Young integration theory of [52] . The case H < 1 /2 has been also treated. Specifically, in [31] , the authors considered the notion of compensated fractional derivatives and investigated the existence of solutions to stochastic differential equations driven by a scalar β-Hölder continuous path Z with β ∈ ( 1 /3, 1 /2) by transforming the original equation into a system of two equations, one for the path component and the other for the area component, which are connected through the algebraic Chen relation. The results in [31] were extended to evolution equations in [22] and [23] which can be applied to the situation where Z is a Hilbert-space-valued fractional Brownian motion with the Hurst index H ∈ ( 1 /3, 1 /2]. See also the recent paper [29] that combines the rough evolution equation approach of [13, 25, 26] with the techniques of [23] . Generally speaking, rough path theory can be applied to solve stochastic differential equations path by path and the interested reader is referred to, for example, the excellent monographs [20] and [21] and the references therein.
In the present article, instead of the rough path theory, Föllmer's pathwise stochastic calculus (or more precisely its generalization due to [7] ) is used to find explicit pathwise solutions to the bilinear equation (1) but it is well-known that these two approaches are closely connected. In particular, it follows by [7, Lemma 4.7] , that the p-tuple X = (X 0 , X 1 , . . . , X p ) that is given by
is a reduced rough path of finite p-th variation (as defined in [7, Definition 4.6] ). If it is assumed that f is a real-valued function on only one variable, i.e. f (t, x) ≡ f (x), then it follows by [7, Corollary 4.11 ] that the integral defined by formula (3) coincides with the rough path integral with respect to X (whose definition can be found in [7, Proposition 4.10] ). The interested reader can find a very thorough discussion of this connection in [20, section 5.3] for p = 2 and in [7, section 4.2] for p ≥ 2. It should be noted however that as opposed to the rough path theory, the construction of the integral in (3) and the subsequent use of Föllmer's change-of-variable formula is relatively simple.
Föllmer's pathwise calculus has been developed by many authors, see e.g. [3, 5, 6, 11, 18, 33, 41, 51] . Moreover, this calculus has already been used to solve some differential equations that are usually considered in the framework of Itô's integration theory without relying on any probabilistic structure, see [30] , and its importance has been recognized in mathematical finance see e.g. [10, 19, 35, 41] and the references therein. In all these reference, the case p = 2 is considered. For p > 2, see the very recent papers [7, 32, 46] .
Organization of the paper. In section 2, the notion of the p-th variation along a sequence of partitions is recalled (Definition 2.1) and two examples are given. Moreover, the integral with respect to paths with finite p-th variation along a sequence of partitions is defined via a change-of-variable formula (Lemma 2.6 and Definition 2.7).
The bilinear equation (1) is treated in section 3. Initially, the notion of a solution is defined and then, the reasoning is split into two parts -the first part in subsection 3.1 contains the important case when A and G B commute on a suitable domain and the second part in subsection 3.2 contains the general non-commutative case.
The main result of subsection 3.1 is Proposition 3.5. This is followed by three examples of stochastic (partial) differential equations with a multiplicative singular fractional noise. In Example 3.6, the equation is studied in dimension one. In particular, the example shows that the solution to the bilinear problem (1) can be viewed as a generalized geometric fractional Brownian motion. The example is then extended in Example 3.7 to infinite dimensions by assuming that the operator A generates an analytic semigroup and B is essentially the identity operator and the example of a heat equation is given. Finally, the subsection is concluded by Example 3.8 where both A and B are unbounded operators.
The main result of subsection 3.2 is Proposition 3.9 which links problem (1) to problem (4) without assuming that the operator A commutes with the group G B and thus generalizes Proposition 3.5. Then, the two cases when the family of operators (C s (t), t ∈ [0, T ]) is parabolic and hyperbolic are treated separately in Proposition 3.12 and Proposition 3.16 where two sets of sufficient conditions for the existence of the unique solution to problem (4) are given. Each of these two results are followed by an example. In particular, Example 3.15 features a heat-type equation while in Example 3.18, a Schrödinger-type equation is given.
Preliminaries
In the first section, we recall the notion of the p-th variation of a continuous function along a sequence of partitions and some of its properties. A change of variable formula that is the central tool used in the following sections is also given.
where [t j , t j+1 ] ∈ P means that both t j and t j+1 belong to P and they are immediate successors.
Recall the definition of p-th variation along a sequence of partitions that is given in [ If S has a finite p-th variation along the sequence π, the notation S ∈ V p (π) is used and the function
is called the p-th variation of S along π. Remark 2.2. The concept of p-th variation defined above is extremely dependent on the sequence of partitions. In the case p = 2, that is usually called the quadratic variation, this phenomenon is thoroughly investigated in [11, section 7] where the following result is given in Theorem 7.4 (see also Scholium A.1). Let (Ω, F , P) be a probability space. It is understood that all the following random processes and variables are defined on this space. Let (W t , t ∈ [0, 1]) be a Wiener process and let (F t ) t∈[0,T ] be the filtration generated by W . Then for every continuous non-negative increasing stochastic process (A t , t ∈ [0, 1]) that starts at zero, there exists a sequence π = {π n } n of refining random partitions of the interval [0, 1] such that {k2 −N | k = 0, 1, . . . , 2 n } ⊆ π n holds for every n ∈ N P-almost surely and for which W ∈ V 2 (π) P-almost surely with [W ] π 2 (t) = A t , t ∈ [0, 1]. In other words, any continuous non-negative increasing stochastic process can be viewed as a quadratic variation of the Wiener process along a suitable sequence of random partitions. On the other hand, as long as we restrict ourselves to sequences of partitions that consist of stopping times, the quadratic variation along such sequences is independent of the chosen partition. More precisely, it follows by [11, Proposition 2.3 ] that if τ = {τ n } n is a sequence of random partitions that consist of F W t -stopping times and that satisfies lim n→∞ osc (W, τ n ) = 0 P-almost surely, then there exists a subsequenceτ ⊆ τ such that W ∈ V 2 (τ ) with [W ]τ 2 (t) = t, t ∈ [0, 1], P-almost surely. △ Remark 2.3. Let us also stress that the concept of p-th variation along a sequence is very different from the usual notion of p-variation. In particular, it is well-known (see e.g. [ 
holds P-almost surely while, given a refining deterministic sequence of partitions π = {π n } n∈N , there exists a subsequenceπ ⊆ π such that W has a finite quadratic variation alongπ P-almost surely. △ Example 2.4. This example, that can be found in [38] , shows that not only sample paths of random processes have finite p-th variation, but there are also some purely deterministic functions with this property. Define the Faber-Schauder functions by e 0,0 (t) := max{0, min{t, 1 − t}} e n,k (t) := 2 − n 2 e 0,0 (2 n t − k), n ∈ N, k ∈ Z, for t ∈ R and consider the Takagi-Landsberg function τ H with H ∈ (0, 1) defined by 
for a sequence {Y n } n∈N0 that consists of independent, identically distributed random variables with the discrete uniform distribution on the set {−1, 1} defined on some probability space (Ω, F , P). 
It can be shown that the space H consists of real-valued functions (since it is assumed that H ≤ 1 /2) and there exists its characterisation as an image of the space L 2 (0, 1) under a certain fractional integral, see [12, Theorem 3.3] and [42, section 4] for the details. On the space H , an isonormal Gaussian process, denoted again by W H , is given by the Wiener integral with respect to the process W H that is defined defined as an extension of the map 1 [0,t] → W H t . This means that a notion of a stochastic integral as well as that of a stochastic derivative for W H can be defined using the Malliavin calculus, see [39] . In particular, the stochastic derivative D H (with respect to W H ) is defined by
⊂ H , and f : R n → R that is infinitely differentiable and such that f and all its partial derivatives are bounded (the space of such f is denoted by S b in the sequel). It turns out that the operator D H : S b → L 2 (Ω; H ) is closable and its domain is the Sobolev-Watanabe space (with respect to W H ) D 1,2 H that is defined as the closure of S b with respect to the norm
Similarly as in the above case of real-valued random variables F , this space as well as the stochastic derivative can be defined for H -valued random variables (or even general Hilbert-space-valued random variables) in which case, the space is denoted by D 1,2 H (H ). The stochastic integral is defined as the L 2adjoint of the stochastic derivative. More precisely, its domain Dom δ H is the set of all u ∈ L 2 (Ω; H ) for which there exists a constant c > 0 such that the inequality
is satisfied for every F ∈ S b . For u ∈ Dom δ H , the symbol δ H (u) denotes the unique element of the space L 2 (Ω), whose existence is ensured by the Riesz representation theorem, for which the equality
and
are satisfied for every s, t ∈ [0, 1]. Assume, moreover, that there exist constants 0 ≤ α < 2H and L > 0 such that the inequality sup
is satisfied for every t ∈ (0, 1] and denote
Then it follows by slightly modifying the proof of [17, Theorem 4.1] that for every t ∈ [0, 1], the convergence j=0,1,...,n i /n≤t
where c 1
H , holds in the space L 1 (Ω). Consequently, it follows by [7, Lemma 1.3] that P-almost every sample path of the integral process (i t (u), t ∈ [0, 1]) has a finite 1 /H-th variation along
We finish the example with two remarks. First, we remark that the convergence (9) holds even under weaker conditions on the process u than conditions (6) -(8) but we do not state them here in full generality for simplicity of the exposition. The interested reader is referred to [17, Theorem 4.1] . Second, note that the process u ≡ 1 satisfies conditions (6) -(8) and thus it follows, as a special case of the convergence (9) , that the fractional Brownian motion W H has a finite 1 /H-th variation along the sequenceẼ. The 1 /H-th variation of W H along the sequence E is also investigated in [43, 50] . Additionally, it can also be shown that W H has a finite 1 /H-th variation along a subsequenceD of the sequence D = {D n } n∈N0 of dyadic partitions of the interval [0, 1]. This follows by using the result of [45, section 2] together with self-similarity of the fractional Brownian motion to obtain the convergence k=0,1,...,
in L 1 (Ω) for every dyadic rational t = L /2 N , N ∈ N and L ∈ {0, 1, . . . , 2 N }. By a density argument, this convergence is subsequently extended to every t ∈ [0, 1]. The following change-of-variable formula will be needed in the sequel. It is proved in a similar manner as [7, Theorem 1.5].
Lemma 2.6. Let −∞ < a < b < ∞ and p ∈ N be even and let (V, ·, · V , · V ) be a Hilbert space. Let ω be a path such that ω ∈ V p (π) for a sequence of partitions π = {π n } n∈N ⊂ P[a, b] whose mesh size
tends to zero as n → ∞. Assume further that f is a function that belongs to the space
Then the formula
is satisfied for every t ∈ (a, b] with the last integral defined as the limit of compensated Riemann sums
Proof. Write
In order to treat the first sum notice that there is the estimate
by [14, (8.6 .2) on p. 162]. The right-hand side of the above expression tends to zero as n → ∞ since π n → 0 as n → ∞ and the convergence of the first sum on the right-hand side of equation (12) to the first integral on the right-hand side of (10) follows. The second sum in (12) is treated in the same manner as in [7, Theorem 1.5]. Lemma 2.6 motivates the following definition of admissible integrands for a process with finite p-th variation along a sequence of partitions.
Bilinear evolution equations
Throughout this section, (V, · , · V , · V ) is a Hilbert space, and A : Dom A ⊆ V → V and B : Dom B ⊆ V → V be two (not necessarily bounded) linear operators. Moreover, ω is a function such that ω ∈ V p (π) for an even positive integer p and a sequence of partitions π = {π n } n∈N ⊂ P[0, T ], T > 0, whose mesh size tends to zero. The bilinear problem 
is satisfied for every t ∈ (s, T ]. The second integral in the above equation is defined as the limit of compensated Riemann sums given by formula (11) .
and v satisfies both equations in (13) . A solution v to problem (13) is calledṼ -valued if there exists a setṼ contained in each Dom
Consider the following assumption. • The operator B is an infinitesimal generator of a strongly continuous group of bounded linear operators acting on the space V that is denoted by G B .
If Assumption 3.3 is satisfied by ω and B, set
and consider the family of linear operators C(t) : Dom C → V that are defined by
Remark 3.4. Note that the assumption of continuous differentiability of the function [ω] π p is not too restrictive. Example 2.5 already provides many examples that satisfy this condition. In particular, let p be an even positive integer and let u : [0, 1] → R be a deterministic function that belongs to the Hölder space C β ([0, 1]) with some β > 1 /2 − 1 /p. Then u clearly satisfies conditions (6) - (8) , so that we have, for every t ∈ [0, 1] P-almost surely,
which is continuously differentiable in t since u is continuous. △
The commutative case
In this section, a strong solution to (BLP) is found under the assumption that the operator A commutes with the group G B (on an appropriate domain). Consider the homogeneous initial value problem
The next proposition connects the solution to problem (CP) to the solution to problem (BLP).
Proposition 3.5. Let Assumption 3.3 be verified. Assume furthermore that there exists aṼ -valued solution v s,x0 to the problem (CP) withṼ being a subset of Dom C that is closed under the action of the group G B , i.e. G BṼ ⊆Ṽ , and such that the following condition is satisfied:
The operator A commutes with the group G B onṼ , i.e. the equation
is satisfied for every y ∈Ṽ and t ∈ R.
is a strong solution to the problem (BLP).
Proof
and its partial derivatives are given by
T ] × R and k = 1, 2, . . . , p. Therefore, by Lemma 2.6 we have that
By using the fact that v s,x0 satisfies equation (CP), we have that
where we successively used the assumptions of commutativity of A and G B on the setṼ , continuous differentiability of [ω] π p ; and the fact that the operator B p commutes with the group G B on the set Dom B p , see [40, Theorem 2.4 ]. The claim follows.
) be the fractional Brownian motion with Hurst parameter H ∈ (0, 1) defined on a probability space (Ω, F , P). By Example 2.5 we have that P-almost every sample path of W H has a finite 1 /H-th variation along the sequenceD (recall thatD is a subsequence of the sequence D of dyadic partitions of the interval [0, 1]). By Proposition 3.5, we obtain that for every k ∈ N, the process (Y k,1 (t), t ∈ [0, 1]) defined by the formula
where c 2k = E |W 1 2k
1 | 2k as before, satisfies the equation
r for every t ∈ [0, 1] P-almost surely (the second index is used to distinguish between the solutions that are obtained in this and in the following two examples). The formula for the process Y 1,1 is well-known from classical (Itô's) stochastic calculus. In fact, if k = 1, we have that W 1 2 is the Wiener process (that we denote by W everywhere in the paper) and the process satisfies the equation 
where A : Dom A ⊆ V → V is an infinitesimal generator of a strongly continuous semigroup S A of bounded linear operators acting on the space V and b ∈ R \ {0}.
As in the above Example 3.6, the 1 /2k-th variation of almost every sample path of the fractional Brownian motion W 1 /2k alongD is continuously differentiable. The operator B := b Id V generates a strongly continuous group G bIdV given by G bIdV (t) = e bt Id V for t ∈ R so that Assumption 3.3 is satisfied. The space Dom C that is defined by (14) equals Dom A and we will show that the remaining assumptions of Proposition 3.5 are satisfied withṼ = Dom A. We have that Dom A is closed under the action of the group G bIdV since the action of this group is only a multiplication by e bt . By the same argument, it follows that condition (AB) is satisfied as well. The system of operators C(t) that is defined by (15) is independent of t and it is given by C(t) = C where C is given by
on Dom A. The operator C generates a strongly continuous semigroup S C by [40, Theorem 1.1 in chapter 3] that is given by 
that is given by v 0,x0 (t) = S C (t)x 0 . Consequently, for every x 0 ∈ Dom A, it follows by Proposition 3.5 that the process
r for every t ∈ [0, 1] P-almost surely. An example to which this result can be applied is the initial-boundary value problem for the heat equation that is formally described by 
Here again, the processẆ 1 /2k is the formal time derivative of the fractional Brownian motion with the Hurst parameter H = 1 /2k for some k ∈ N that is defined on a probability space (Ω, F , P). As in Example 2.5, we have that [W 1 /2k ]D 2k (t) = c 2k t which is a continuously differentiable function. The operator b∂ generates a strongly continuous group G b∂ on the space L 2 (R) that is given by
for t, x ∈ R and f ∈ L 2 (R), see e.g. [16, Proposition 1 on p. 66], and hence, Assumption 3.3 is satisfied. The operators C(t) defined by (15) are independent of t and they are given by
on the space Dom C = W 2k,2 (R) and since G b∂ (t) is simply a shift operator for every t ∈ R, it maps W 2k,2 (R) back into itself. We may therefore setṼ := W 2k,2 (R). We have that the equality
holds for every f ∈ W 2k,2 (R) and every t, x ∈ R so that condition (AB) is satisfied as well. It remains to show that the corresponding homogeneous initial value problem (CP) has aṼ -valued solution. Below, we split the reasoning into two cases that will be treated separately.
The Wiener case (k = 1). If k = 1, we have that the operator C 1 is given by C 1 = c∂ 2 with c := a − b 2 2 and it is defined on the domain Dom C 1 = W 2,2 (R). If c > 0, then the operator −c∂ 2 is strongly elliptic, see [40, Definition 2.1], and hence, by [40, Theorem 2.7 and Remark 2.9 in chapter 7] it follows that the operator c∂ 2 generates an analytic semigroup S c∂ 2 of bounded linear operators on the space L 2 (R). This is of course the scaled heat semigroup given by
for t > 0, x ∈ R, and f ∈ L 2 (R). Hence, we have that for every f ∈ W 2,2 (R), there is a
that is given by v 0,f (t) = S c∂ 2 (t)f . Consequently, by Proposition 3.5, we obtain that the process
for every t ∈ [0, 1] P-almost surely. Moreover, in this case, there is the explicit formula
The singular fractional Brownian motion case (k > 1). In this case, the operator −C k that is given by (17) is strongly elliptic if k is an even integer. For k = 2m, m ∈ N, it follows by [40, Theorem 2.7 and Remark 2.9 in chapter 7] that the operator C 2m generates an analytic semigroup S C2m of bounded linear operators acting on the space L 2 (R). Therefore, as in the Wiener case above, we have by Proposition 3.5 that for every f ∈ W 4m,2 (R), the W 4m,2 (R)-valued process r for every t ∈ [0, 1] P-almost surely.
The non-commutative case
In what follows, we show that the commutativity assumption (AB) in Proposition 3.5 can be weakend in the spirit of [8] (see also [9, section 6.5]). Set z s,ω (t) := G B (ω t − ω s ) for t ∈ [s, T ] and note that for
Similarly as in Proposition 3.5 it is now shown that if problem (NCP) has a solution, then the bilinear problem (BLP) also has a solution; however, without assuming that A and G B commute. More precisely, we have the following result: As in the proof of Proposition 3.5, we apply Lemma 2.6 to obtain
By using the fact that v s,x0 satisfies equation (NCP), we have that
which proves the claim.
Remark 3.11. In Proposition 3.9, the solution X ω s,x0 belongs to the space C ([s, T ]; V ). △
In the following two subsections, we give sufficient conditions for existence of a strong solution to the problem (BLP) by solving the equation (NCP) in two cases: in the parabolic case and in the hyperbolic case.
The parabolic non-commutative case
In what follows we give some sufficient conditions for the solvability of the system (NCP) in what is usually called the parabolic case. Recall that for any linear operator K : Dom K ⊆ V → V , the symbol ρ(K) denotes the resolvent set, i.e. the set of all λ ∈ C such that the operator (λId V − K) has bounded inverse, and the operator R(λ : K) := (λId V − K) −1 defined for λ ∈ ρ(K) is the resolvent operator. We say that a family of operators (K(t), t ∈ [0, T ]) is parabolic 1 if the following three conditions are satisfied:
(P1) The family (K(t), t ∈ [0, T ]) consists of closed linear operators on the space V that are defined on a common domain D which is independent of t and dense in V .
(P2) There exists λ K ∈ R such that, for every t ∈ [0, T ], the resolvent set of the operator K(t) contains the half-plane C + λK := {λ ∈ C | ℜ[λ] ≥ λ K } and there exists a constant M > 0 such that the inequality
is satisfied for every λ ∈ C + λK and t ∈ [0, T ]. (P3) There exist constants L > 0 and 0 < α ≤ 1 such that inequality
Proposition 3.12. Assume that ω satisfies the following two regularity conditions:
(p1) There exists constants k 1 > 0 and 0 < γ 1 < 1 such that
holds for every u, v ∈ [0, T ].
(p2) The p-th variation of the path ω is continuously differentiable on the interval [0, T ] with the derivative being denoted by[ω] π p . Moreover, there exist constants k 2 > 0 and 0 < γ 2 ≤ 1 such that
Assume further, that the operator B satisfies the following two conditions:
(p3) The operator B is an infinitesimal generator of a strongly continuous group of bounded linear operators G B acting on the space V .
(p4) The operator B p is closed.
Assume that the space Dom C defined by formula (14) and the family (C(t), t ∈ [0, T ]) defined by formula (15) satisfy the following two conditions:
(p5) The set Dom C is dense in the space V and for every t ∈ [0, T ], the operator C(t) is closed.
(p6) There exists λ 0 ∈ R such that the resolvent set ρ(C(t)) contains the half-plane C + λ0 for every t ∈ [0, T ] and there exists a constant k 3 > 0 such that the inequality • The first difference is that Proposition 3.12 allows for a large number of driving paths ω while [8, Proposition 1] only deals with the case when ω is a path of the Wiener process.
• The second difference is that in [8, Proposition 1] , the operator C(t) does not depend on t since the usual quadratic variation of the Wiener process has constant derivative. As it is seen from the following proof, the dependence of C(t) on t causes some technical difficulties.
• Finally, in [8, Proposition 1], it could be assumed that Dom A ⊆ Dom B 2 since typically, the operator A exhibits "worse" behaviour than B 2 ; however, in our case, the situation is in many cases reversed. This is already seen in Example 3.8 where B is a first-order differential operator so that B p is p-th order differential operator (recall that p is a positive even integer so that p ≥ 2) and A is a second-order differential operator so that Dom B p ⊆ Dom A. Because of this, the roles of Dom A and Dom B p are symmetric in Proposition 3.12.
△
Proof of Proposition 3.9. Without loss of generality, it is assumed that λ 0 = 0. Moreover, in order to simplify the exposition, only the case θ = 0 shall be proved. We divide the proof into several steps.
Step 1: Let s ∈ [0, T ) be fixed for the rest of the proof. First it is shown that the space Dom C is closed under the action of the group G B so that the operator
on DomC s (t) = Dom C is well-defined for every t ∈ [0, T ]. Indeed, note that the equality
holds for every t ∈ [0, T ] and λ ∈ ρ(B) ∩ ρ(B + L(t)). This is proved in the same manner as [8, formula (5) ] by using assumption (p7). By [40, Theorem 1.1 in section 3.1], we have that for every t ∈ [0, T ], the operator B + L(t) is the infinitesimal generator of a strongly continuous group of bounded linear operators acting on the space V that we denote by G B+L(t) and that satisfies
for every x ∈ R where M ≥ 1 and m ≥ 0 are constants such that the inequality
holds for every x ∈ R. This follows by the fact that the operator B generates a strongly continuous group G B by assumption (p3). It follows from (18) that the space Dom C is closed under the action of the group G B and that for every x ∈ R and t ∈ [0, T ], the equality
is satisfied.
Before we continue, let us fix the following notation that will simplify the exposition. Set
and note that this set is compact since the path ω is continuous. In particular, the number sup Ω 0,T is finite. Moreover, for fixed u, v ∈ [0, T ], we have
Step 2: In the second step, it is shown that the family (C s (t), t ∈ [0, T ]) is parabolic. Indeed, it is clear by assumptions (p5) and (p6) that the family (C s (t), t ∈ [0, T ]) satisfies conditions (P1) and (P2). We will show that the condition (P3) is satisfied as well. To this end, let u, v ∈ [0, T ] be arbitrary. We have that the inequality
is satisfied and adding and subtracting the term
where the expressions (I) and (II) are defined by
For the term (I) we have by using the definition (15) of the family (C(t), t ∈ [0, T ]) that (20) where we have used the fact that B p and G B commute on Dom B p , Hölder continuity of the derivativė [ω] π p from assumption (p2) and also the fact that B p C −1 (v) is a bounded linear operator on V . This last claim follows by the closed graph theorem since we have that Dom B p ⊃ Dom C which implies that the operator B p C −1 (v), that is closed by assumption (p4), is defined on the whole space V . In order to treat the term (II) note first that by [40, equality (1.2) in chapter 3] there is the equality
which holds for every x > 0 and z ∈ Dom B. Consequently, there is the estimate
for x ∈ R. Denote k L := sup r∈[0,T ] L(r) L (V ) . By using equality (19) , estimate (21) , and Hölder continuity of the path ω from assumption (p1) successively, we obtain the following:
Altogether, we obtain from inequalities (20) and (22) that there are constants κ 1 , κ 2 > 0 such that the inequality
holds. This proves that the system (C s (t), t ∈ [0, T ]) satisfies (P3).
Before continuing with the next step note thatC s (s) = C(s) so that this operator is an infinitesimal generator of an analytic semigroup SC s(s) = S C(s) of bounded linear operators acting on the space V . Moreover, for α ≥ 0 we have (−C s (s)) α = (−C(s)) α with the domain Dom (−C s (s)) α = D α (s). In particular, we have that Dom (−C s (s)) = D 1 (s) = Dom C. Endow the space D 1 (s) with the graph norm of the operator −C(s). We denote this norm by · D1(s) . Fix x 0 ∈ V and assume that there exists ε > 0 is such that x 0 ∈ D 1+ε (s). These will be fixed for the rest of the proof. Define a function f s,x0 : [s, T ] → V by Step 3: In this step it will show that f s,x0 belongs to the space C γ ([s, T ]; V ) where γ =: min{ε, γ 1 , γ 2 }. To this end, let u, v ∈ [s, T ] be such that u > v. We have the inequality
Denote the first and the second term on the left-hand side of the above inequality by I 1 and I 2 , respectively. For I 1 , we have that there exit constantsκ 1 ,κ 2 > 0 such that
by Hölder continuity of the family (C s (t), t ∈ [0, T ]) proved in Step 2 and by continuity of the function τ → SC s(r) (τ − r)x 0 on the interval [r, T ] in the norm · D1(s) . Similarly, we have the following estimate for I 2 :
The term C s (v) −C s (s) L (D1(s);V ) is bounded by κ 1 T γ1 + κ 2 T γ2 by Hölder continuity of the family (C s (t), t ∈ [0, T ]) and for the second term, we obtain with its generatorC s (s) on D 1+ε ensured by [40, Theorem 6.13, b) , in chapter 2]. Thus it is seen that there exist constants c 1 , c 2 > 0 such that
It follows from the inequalities (23) and (24) that
which shows that indeed f s,x0 ∈ C γ ([s, T ]; V ).
Step 4: We have shown that the family (C s (t), t ∈ [0, T ]) satisfies conditions (P1) -(P3) and that the function f s,x0 is such that it belongs to the space C γ ([s, T ]; V ). Moreover, since it clearly satisfies f s,x0 (s) = 0, it follows by [40, Theorem 7.1 and Remark 7.2 in chapter 5] that there is a (unique) function
(we can include the point s in the interval since 0 ∈ Dom C); and such that it satisfies the equation
If we now define a function v s,x0 :
so that v s,x0 is the Dom C-valued solution to problem (NCP). The proof is concluded by appealing to Proposition 3.9. 
is strongly continuous, i.e. for every v ∈ V the function U s (·, ·)v : ∆(T ) → V is continuous; and such that it corresponds to the family (C s (t), t ∈ [0, T ]), i.e. the following holds:
(i) There exists a constant c s > 0 such that U s (t, r) L (V ) ≤ c s is satisfied for every (t, r) ∈ ∆(T ).
(ii) For every 0 ≤ r < t ≤ T , the range of U s (t, r) is the space Dom C.
(iii) For every 0 ≤ r < t ≤ T , the derivative (∂ 1 U s )(t, r) is a bounded linear operator on the space V , it is strongly continuous on 0 ≤ s < t ≤ T and satisfies
(iv) For every v ∈ Dom C and t ∈ (0, T ], the function U s (t, ·)v : [0, t] → V is differentiable and satisfies
It is immediate (or by [40, Theorem 6.8 in chapter 5]) that for every x 0 ∈ V , the functionṽ s,x0 defined byṽ s,x0 (t) := U s (t, s)x 0 is the unique function that belongs to the space C 1 ((s, T ]; V ) ∩ C ([s, T ]; V ) and satisfies equation (NCP). This function also satisfiesṽ s,x0 (t) ∈ Dom C for every t ∈ (s, T ] and if we assume that x 0 ∈ Dom C then we also have that v s,x0 (s) ∈ Dom C. The argument in Step 4 of the proof of Proposition 3.12 was needed in order to find a function v s,x0 that satisfies equation (NCP) and that belongs to the space C 1 ([s, T ]; V ). Such function exists under the stronger assumption that x 0 ∈ D 1+ε (s) for some ε > 0 and it is given by formula (26) . However, by uniqueness of the solution to the problem (NCP), we have thatṽ s,x0 ≡ v s,x0 . This means that the strong solution X ω s,x0 to the problem (BLP) is in fact given by
Consider the formal equation
b (R) is a given function. Assume further that g is such that 0 < c 1 ≤ g(x) ≤ c 2 < ∞ holds for every x ∈ R and some constants c 1 , c 2 . It is moreover assumed that ω is a function that belongs to the space C γ1 ([0, 1]) and that has finite 4-th variation along some sequence of partitions π ∈ P[0, 1] whose mesh size tends to zero. It is also assumed that [ω] π 4 ∈ C 1,γ2 ([0, 1]) for some γ 2 ∈ (0, 1) so that the function ω satisfies conditions (p1) and (p2). Additionally, we assume that the derivative satisfies[ω] π 4 (t) > 0 for every t ∈ [0, 1] (recall that such functions ω naturally arise as paths of Wiener integrals with respect to a singular fractional Brownian motion, cf. Example 2.5 and Remark 3.4).
The formal equation can be given rigorous meaning in our framework as follows.
The operator g∂ generates a strongly continuous group G g∂ of bounded linear operators on the space L 2 (R) by Lemma A.1 and Lemma A.2 so that (p3) is satisfied. Moreover, we have that the operator B 4 = (g∂) 4 has the domain Dom B 4 = W 4,2 (R) and is given by
for x ∈ R. This operator is closed so that (p4) is satisfied. We have that Dom C = W 4,2 (R) and
for every t ∈ [0, 1]. Since W 4,2 (R) is dense in L 2 (R) and C(t) is closed for every t ∈ [0, 1], we have that condition (p5) is satisfied. Since we have that[ω] π 4 > 0 and 0 < c 1 ≤ g ≤ c 2 < ∞, we obtain that −C(t) is a strongly elliptic operator and, consequently, C(t) generates an analytic semigroup on the space L 2 (R). Hence, by [40, Theorem 5.2 in chapter 2], it follows that there exists δ(t) ∈ (0, π /2) and λ 0 (t) ∈ R such that the resolvent ρ(C(t)) contains the sector Σ(t) ∪ {λ 0 (t)} where
and, moreover, there exists a constant m(t) > 0 such that the inequality
is satisfied. Hence, by [49, Remark 3.3.2] , we have that the half-plane C + λ0(t) is contained in ρ(C(t)) and the inequality
is satisfied for every λ ∈ C + λ0(t) . Hence, assumption (p6) is satisfied with
(t) and λ 0 := max t∈[0,T ] λ 0 (t).
It remains to show that assumption (p7) is satisfied as well. Consider the operator T g :
). It is straightforward to check that the equality
holds for every t ∈ [0, 1], λ ∈ ρ(C(t)) and v ∈ W 5,2 (R). Let ϑ ∈ R be such that ϑ > λ 0 . Then we have that for every t ∈ [0, 1] and everyṽ ∈ W 1,2 (R), (ϑ − C(t)) −1ṽ belongs to the space W 5,2 (R) and the equality
holds. Consequently, assumption (p7) is satisfied with θ := ϑ, K := W 1,2 (R) and the family of operators (L(t), t ∈ [0, 1]) defined by L(t) := −T g (ϑ− C(t)) −1 for t ∈ [0, 1]. Thus the conditions of Proposition 3.12 are verified and therefore, if x 0 ∈ D 1+ε (0) for some ε > 0, then there is a strong solution to the problem
The hyperbolic case
In what follows, we give some sufficient conditions for the solvability of the system (NCP) in what is usually called the hyperbolic case. For the purposes of the following lines, assume that there exists a Hilbert space Y that is continuously and densely embedded in the Hilbert space V . We say that a family (K(t), t ∈ [0, T ]) of infinitesimal generators of strongly continuous semigroups is hyperbolic if the following three conditions are satisfied:
(H1) The family (K(t), t ∈ [0, T ]) is (M K , ω K )-stable in V , i.e. there exists constants M K ≥ 1 and ω k ∈ R such that (ω k , ∞) ⊂ ρ(K(t)) holds for every t ∈ [0, T ] and the inequality
is satisfied for every λ > ω K and every finite sequence 0 ≤ t 1 ≤ t 2 ≤ . . . ≤ t k ≤ T , k = 1, 2, . . ..
(H2) There exists a family (Q(t), t ∈ [0, T ]) of isomorphic mappings from Y onto V such that for every v ∈ Y , the function Q(·)v is continuously differentiable in the space V on the interval [0, T ] and there exists a strongly continuous function k : [0, T ] → L (V ) such that
holds for every v ∈ Dom (K(t)) and t ∈ [0, T ].
(H3) For every t ∈ [0, T ], it holds that Y ⊆ Dom K(t). Moreover, the map K : Assume further that there exists a Hilbert space Y that is continuously and densely embedded in V such that the operator B satisfies the condition
Moreover, it is assumed that the family (C(t), t ∈ [0, T ]) defined by (15) satisfies the conditions (h6) Y ⊆ Dom C and the operator C(t) is closed for every t ∈ [0, T ].
(h7) There exists a constant λ 1 such that the resolvent set ρ(C(t)) contains the ray R + λ1 for every t ∈ [0, T ] and such that the inequality
is satisfied for every λ > λ 1 and every t ∈ [0, T ]. Step 1: It is shown first that the family (C s (t), t ∈ [0, T ]) is stable in V , i.e. that this family satisfies condition (H1). Indeed, it follows that for every t ∈ [0, T ], the space DomC s (t) is dense in V since Y is dense in V and Y ⊆ Dom C ⊆ DomC s (t) by assumption (h6). Moreover, the operatorC s (t) is closed because C(t) is closed by the same assumption. Furthermore, as in the proof of Proposition 3.12, there is the inclusion ρ(C(t)) ⊆ ρ(C s (t)) and the equality
is satisfied for every λ ∈ ρ(C(t)). Hence, it follows by assumptions (h3) and (h7) that R + λ1 ⊂ ρ(C s (t)) and, moreover, there is the estimate
for every λ > λ 1 . Therefore, by the Hille-Yosida theorem [ Step 2: It is shown that there exists a strongly continuous mapL :
holds for every t ∈ [0, T ] and every v ∈ DomC s (t), i.e. that the family (C s (t), t ∈ [0, T ]) satisfies condition (H2). To this end, let t ∈ [0, T ] and v ∈ DomC s (t) be arbitrary. Then, there exists a ṽ ∈ Dom C such that v = G −1 B (ω t − ω s )ṽ and we have that
by using assumption (h8).
Step 3: Finally, it is shown that there exists a constant K > 0 such that C s (t) L (Y ;V ) ≤ K holds for every t ∈ [0, T ], i.e. that the family satisfies condition (H3). For v ∈ Y , we have
by appealing to assumption (h5). The supremum is finite by the closed graph theorem since for every t ∈ [0, T ], the operator C(t) is closed and defined on the whole space Y .
Step 4: (ii) For every 0 ≤ r < t ≤ T , it holds that U s (t, r)Y ⊆ Y and U s (t, r) is strongly continuous in Y .
(iii) For every v ∈ Y and r ∈ [0, T ), the function U s (t, r)v is strongly continuously differentiable in the first variable and it holds that
(iv) For every v ∈ Y and t ∈ (0, T ], the function U s (t, r)v is strongly continuously differentiable in the second variable and it holds that to the problem (BLP) constructed in Proposition 3.16 is in fact given by As before, if we take the sequence of partitions π to be either the sequence of dyadic partitionsD or the sequenceẼ, we have by Remark 3.4 that [W 1 4 ] π 4 (t) = 3t which is continuously differentiable so that assumption (h1) is satisfied. Moreover, as before, we have that B = ∂ generates a strongly continuous group G ∂ of left-shift operators on L 2 (R; C) so that assumption (h2) is also satisfied and assumption (h3) is easily verified.
Set
Y := W 6,2 (R; C).
Clearly, we have that this space is continuously and densely embedded in L 2 (R; C) and closed under the action of the group G ∂ so that assumption (h5) is satisfied and assumption (h4) is also be easily verified.
For the family of operators (C(t), t ∈ [0, 1]), we have for every t ∈ [0, 1] that C(t) = C where the operator C is defined on Dom C = W defined for v ∈ Dom T g = W 5,2 (R; C). It is straightforward to verify that the equality (ϑ − ∂ 6 )Cv = C(ϑ − ∂ 6 )v + T g v holds for every v ∈ W 10,2 (R; C). Consequently, we have that forṽ ∈ W 4,2 (R; C) = Dom C, (ϑ−∂ 6 ) −1ṽ ∈ W 10,2 (R; C) and the equality
is satisfied. Thus, the conditions of Proposition 3.16 are verified and therefore, if u 0 ∈ W 6,2 (R; C), then there is a strong solution to the problem
A. Strongly continuous group generated by g∂ Assume that g ∈ C (R) for which there exists two constants c 1 , c 2 such that 0 < c 1 ≤ g(x) ≤ c 2 < ∞ holds for every x ∈ R. In this appendix, it is shown that the operator g∂ : W dr, x ∈ R, for arbitrary fixed c ∈ R.
Although this fact seems to be well-known, cf. e.g. [8, page 113], we were unable to find the proof in our (operator semigroup) setting so we decided to include it here for the sake of completeness. It should be noted that this group of operators is closely connected to the translation equation (see e.g. [1, section 1, chapter 6]), one-parameter Lie groups (see e.g. [28, section 6 of chapter 8, p. 293 -299]), and the theory of generalized shift operators (see e.g. [34] and the many references therein).
The proof is split into two lemmas.
Lemma A.1. The family of operators (G g∂ (t), t ∈ R) is a strongly continuous group of bounded linear operators acting on the space L 2 (R).
Proof. We begin with some easy observations. Fix c ∈ R. Since g is continuous and bounded from below by the positive constant c 1 , the function h is well-defined and continuously differentiable with positive derivative, it is also increasing, and therefore injective. By the mean value theorem and the intermediate value theorem, h is also surjective and, consequently, invertible on the whole real line and we denote its inverse by h −1 . Moreover, since h is strictly monotone, the inverse h −1 is continuous. Now, for every t ∈ R, the operator G g∂ (t) is linear and bounded on L 2 (R) by the following estimate:
It is straightforward to verify that the system of bounded linear operators (G g∂ (t), t ∈ R) is a group. Moreover, by estimate (28), we have that the function G g∂ : R → L (L 2 (R)) is uniformly bounded and hence, in order to show its strong continuity, it is enough to show that G g∂ (t)f tends to f as t ↓ 0 in the topology of L 2 (R) for f from a dense subset of L 2 (R), cf. [16, Exercise I.5.9 (5) ]. Let f ∈ C c (R). We have that lim 
