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Chapter 1
Correlated Electrons
The importance of electron correlations in solids was recognized in the
early 1940’s when the insulating state of a number of transition metal ox-
ides (TMO) was pointed out. Magnetite was historically the first TMO
in which a metal-insulator transition was reported by Verwey [1]. At this
transition, a decrease of two orders of magnitude in the electrical conductiv-
ity occurs in such a way that at low temperature magnetite is an insulator
and above the transition it is a metallic conductor. This observation was
in direct contradiction with the single particle band structure description.
These results combined with the difficulties in explaining the insulating
state of other TMO (in particular, NiO) in the framework of band theory
was the origin of Mott’s theory of the metal insulator phase transition [2].
Later on it was realized that the electron-electron interaction determines
the correlations that are responsible for a variety of remarkable properties
in TMO. The most notable class of correlated TMOs are the high temper-
ature superconductors.
In the sixties Hubbard [3] formulated the concept that it is the Coulomb
repulsion localizes the electrons. His model accounts for the complexity
of the interplay between the Coulomb repulsion and the kinetic energy.
The model explains in a natural way the insulating state obtained at half-
filling in the limit of large on-site repulsion (large U). Although simple in
appearance the model can be solved exactly only in one dimension [4]. In
more then one dimension the model is not exactly solvable and a variety of
approximate techniques have been used to study it. The numerical solution
of the half-filled two dimensional case was given by Hirsch [5], using a finite
lattice Monte Carlo simulation. As a consequence the problem of correlated
electrons is still open because of the difficulties in the analysis of the physical
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properties away from the half filling and arbitrary repulsion U.
At the center of the complexity of the Hubbard model is the intimate mix-
ture of local and itinerant aspects in the presence of the local interaction
between the fermions. Itinerant electrons situated in a single band might
interact with a localized moment. This interaction leads to the Kondo ef-
fect which is one of the outstanding examples of electronic correlation. In
the dilute limit the local moments are shielded by a spin cloud of itiner-
ant moments forming a so-called Kondo-singlet. When the moments are
packed dense on the lattice, the system may be described by the periodic
Anderson model. In this case these singlets may form a Fermi-liquid at low
temperature, which is characterized by a very narrow band, corresponding
to a large effective mass. This large effective mass is specific to the heavy
fermion systems where the enhancement factor is of the order of hundreds.
The Hubbard model [3] is defined by the lattice Hamiltonian:
H = −
∑
ij,σ
tij(c
†
iσcjσ + c
†
jσciσ) + U
∑
i
ni↑ni↓ − µ
∑
i
(ni↑ + ni↓) (1.1)
where i, j are site indicies, σ the spin index, c†iσ and cjσ are the creation
and anihilation operators for the sites i, j and spin σ. The number of par-
ticles operator is niσ = c
†
iσciσ and µ represents the chemical potential. The
Hubbard model starts from a band structure (hoping integrals-t) and the
local interaction between the fermions (U), but an exact solution which is
able to treat both on a common systematic basis has not yet been devel-
oped. The first successful attempt to make significant progress in solving
non-pertubatively the Hubbard model eqn. (1.1), was the introduction of
the infinite dimensional limit of the model by Metzner and Vollhardt [6].
The second step was the introduction of the self-consistency maping of the
Hubbard model to a quantum impurity model in an effective electronic
bath of non-interacting excitations A.Georges et all. [7]. This construction
provides the basis of the dynamical mean field theory (DMFT).
DMFT describes the action of the surrounding medium on a given site by
an effective field, similar in philosophy to Weiss’s molecular field theory
for spins obeying the classical statistics in magnetism. The theory is local,
with a complicated many-body impurity problem which must be solved
self-consistently. The resulting molecular field is time dependent due to
the quantum nature of the impurity problem. As a matter of fact the
theory is well suited to solve the Hubbard and the Kondo-lattice problems
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because the local problem in both cases is the magnetic impurity in the
electronic bath.
It is expected that DMFT would describe some experimentally observed
complex temperature dependence of the physical properties [7]. In this
context the combination of the many-body DMFT theory with the ab-
initio approach will play an important role. Band structure calculation in
the framework of Density Functional Theory (DFT) offers a realistic start-
ing point in which the DMFT will reconstruct the band structure for a
characteristic temperature giving a rise to a peak in the DOS at the Fermi
level and a complicated temperature dependence of the thermodynamic
properties at the same time. The quasiparticle peak at the Fermi level and
the presence of the upper and lower Hubbard bands are the signatures of
a strongly correlated state. It is important to underline the fact that the
temperature dependence of the physical quantities is brought in through
the scale of the correlation effects which is much more realistic than the
temperature dependence introduced by the Fermi function in conventional
theory. The former describes the microscopic low energy elementary exci-
tations while the latter is introduced simply as an occupation function in
one-electron theory.
While the qualitative features emerging from the DMFT are very promising,
its application to realistic systems is just at the beginning. The DFT in the
Local Spin Density Aproximation (LSDA) proved to be the most succesfull
first-principles method in calculating the electronic strcuture of extended
systems like the molecules and the solids. But as an approximation the
LSDA fails in the proper description of strongly correlated materials. Such
systems usualy contain transition metals, rare-earth or actinide atoms in-
volving localized and open shell d, f electrons manifesting some of the most
dramatic consequences of the electron-electron interaction. The strength
of correlations in these systems is quantified in terms of the value of the
intra-atomic energy U in relation with the width W of the tight-binding
band.
To underline the necesity of LSDA+DMFT approach it is important to
mention the successful attempt of Savrasov and Kotliar [8,9] in discussing
the long-standing problem of the phase diagram and localization in f -
electron systems. In a similar approach, the finite temperature magnetism
of Fe and Ni was investigated by Lichtenstein, Katsnelson and Kotliar [10].
Another interesting application of LSDA+DMFT is related to the spin-
tronic materials, based on the half-metallic ferromagnets. At finite tem-
perature low energy excitations come into play and these determine the
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room temperature properties. According to the classical mean-field theory
in magnetic systems it is expected that the absence of the low energy spa-
tial fluctuations like spin waves will lead to some discrepancies between
theory and experiment at low temperatures. Even though the DMFT
is a local approach, it was proven [7] that it can capture generic q = 0
or q = (pi, pi, ...) magnetic excitations which allows us to investigate the
electron-virtual magnon interactions in NiMnSb [11].
In the following I present a short description of the different ab-initio meth-
ods which include correlation effects at different levels of approximation.
Our LSDA+DMFT approach will be presented in detail later on. At the
end of this chapter the organization and the scope of the thesis is presented.
1.1 Density Functional Theory
The ground state (GS) density-functional theory (DFT) due to Hohenberg
and Kohn [12], provides a rigorous foundation for determining properties
of many-electron systems in their ground state. The central position in
the theory is taken by the total energy functional E[ρσ(r)] which owing
to its absolute minimum at the GS electronic density ρσ(r), can be used
to obtain not only the GS energy but also the GS charge density. The
explicit dependence of the functional E[ρσ(r)] on ρσ(r) is unknown, so any
application of DFT should rely on some approximation scheme.
The formalism of W. Kohn has proved to be an ideal framework where
E[ρσ(r)] is decomposed into physical transparent contributions in which
the exchange-correlation energy functional part Exc[ρ
σ(r)] is the subject of
DFT approximations.
The Kohn-Sham (KS) equation for anN -electron system is the Schro¨dinger-
like equation for N independent fictitious particles and has the form [13],
written in atomic units:
{−∇2 + Veff (r; [ρσ(r)])}Ψσi (r) = iΨσi (r) (1.2)
The potential Veff (r; [ρ
σ(r)]) which is a functional of the density ρσ(r), can
be written as:
Veff (r; [ρ
σ(r)]) = Vext(r) + VH(r; [ρ
σ(r)]) + Vxc(r; [ρ
σ(r)]) (1.3)
Terms in the right hand side are functional derivatives with respect to
ρσ(r) of: Eext[ρ
σ(r)] =
∫
d3r′Vext(r
′)ρσ(r′) -the energy due to the external
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potential- EH [ρ
σ(r)] = 1/2
∫
d3r′VH(r
′, [ρσ(r)])ρσ(r′) - electrostatic Hartree
energy, in which VH(r, [ρ
σ(r)]) =
∫
d3r′Vc(r− r′)ρ(r′) is the Hartree poten-
tial, Vc(r − r′) = 1/|r − r′| the unscreened Coulomb interaction and Vxc
the exchange correlation energy potential. The charge density required to
evaluate these functionals is determined from the selfconsistent solution
{Ψσi (r)} of the KS equation eqn. (1.2):
ρσ(r) =
N∑
i=1
|Ψσi (r)|2 (1.4)
The total energy: ELSDA([ρσ(r)]) of the N electron system is determined
from:
ELSDA[ρσ(r)] = Eext[ρ
σ(r)] + F [ρσ(r)] (1.5)
(the interionic energy is left out) in which F [ρσ(r)] is a universal functional
of the charge density. Kohn and Sham (1965) have suggested the following
decomposition F [ρσ(r)] = Ts[ρ
σ(r)] +EH [ρ
σ(r)] +Exc[ρ
σ(r)], with
Ts[ρ
σ(r)] =
N∑
i=1
i −
∫
d3rVeff (r; [ρ
σ(r)])ρσ(r)
the kinetic energy of the N fictitious non-interacting particles that con-
tribute to the charge density according to eqn. (1.4).
It is important to mention that the one-particle nature of eqn. (1.2) does
not mean that the DFT is a mean-field theory. The significance of eqn.
(1.2) lies in the fact that its selfconsistent solution yields the exact ground
state charge density (provided that Vxc(r; [ρ
σ(r)]) is known).
The most familiar approximation applied to Exc[ρ
σ(r)] is the local density
approximation (LDA). There have been many attempts to improve upon
LSDA, but none has succeed to remove its shortcomings to describe the
correlated systems. In the following we present briefly the LSDA approach
and give some flavor of its applicability for the correlation problem.
1.1.1 The exchange correlation energy and the LSDA
The crucial simplification in the DFT is the relation between the interacting
system, whose energy and density we seek and the fictitious non-interacting
system for which we solve the one-particle equation (1.2). We have to note
however, that the exchange correlation energy is defined as a difference
between the exact energy and other contributions that may be evaluated
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numerically exactly [14]. In practice this last term is subject to the ap-
proximations. As was pointed put by Gunnarsson and Lundqvist [15] the
success of the LSDA approximation resides in the isotropic nature of the
exchange correlation hole. For a homogeneous system the exchange corre-
lation energy Exc is evaluated by the integration over the coupling constant
method [16]. The central quantity in this discussion is the interaction en-
ergy between an electron and its exchange correlation hole [15]:
Exc =
1
2
∫
drρσ(r)
∫
dr′
1
|r− r′|ρ
σ
xc(r, r
′ − r) (1.6)
The exchange correlation hole ρσxc(r, r
′ − r) describes the effect of the inter-
electronic repulsion, i.e. the fact that an electron present at point r reduces
the probability of finding one at r′ close to r. It was shown [14] that the
energy (1.6) is rather insensitive to the details of the hole. The energy con-
tains certain averages over the hole and this implies a systematic partial
cancellation of errors in the LSDA approximation. A variable substitution
R = r′ − r in eqn. (1.6) yields:
Exc =
1
2
∫
drρσ(r)
∫ ∞
0
dRR2
1
R
∫
dΩρσxc(r,R) (1.7)
Thus only the spherical symmetric part of the exchange correlation hole
contributes to the energy. Although the hole in general may be strongly
aspherical, it is necessary to describe only the spherical parts. The proper
description of the spherical part requires the sum rule:∫
dr′ρσxc(r, r
′ − r) = 1
expressing the fact that the hole should contain one charge unit |e|. Using
the sum rule it is possible to define locally the radius of the exchange
correlation hole: < 1/R >xc= −
∫
drρσxc(r,R)/|R|, so the energy becomes:
Exc =
1
2
∫
drρσ(r) <
1
R
>xc (1.8)
This is the quantity which is described approximately in the LSDA ap-
proximation. The simplest form of arguments uses the fact that the size of
exchange correlation hole in the homogeneous electron liquid decrease as
the density increases. As the density is highest at the nucleus the LSDA
approximation over-estimates the density surrounding an electron there,
and the hole will be too small. The integral (1.8) will be too negative. For
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large distances, on the contrary, the exchange-correlation hole will be too
extended. This will give a contribution which is not negative enough. The
size of the exchange-correlation hole varies with the density in a physical
way, and it is this cancellation between small positive errors from the outer
region and small negative errors from the inner region that makes that the
Exc energy agree so well in many cases. Thus the LSDA approximation
may give good results also for systems where the density variations are so
strong and rapid that this approximation has little formal justification [15].
1.1.2 Mean field approximation: LSDA+U
The LSDA+U [17] scheme, introduces a simple mean-field Hubbard like
term to the LSDA functional. This approach can be viewed as a density
functional approach since the U term depends on the occupation number for
localized electrons and is determined by the total density. So the LSDA+U
brings in the orbital dependence of the potential, describes the upper and
lower Hubbard bands, but neglects completely the dynamics.
As in the Anderson model the electrons are separated into two subsys-
tems: localized d or f electrons for which the Coulomb electron-electron
interaction should be taken into account by a term 1/2U
∑
i6=j ninj (ni
are d(f)-orbital occupancies) in a mean field, Hartree-Fock approximation
and the delocalized s, p electrons which could be described by using an
orbital-independent one-electron LSDA potential. Qualitatively speaking,
the LSDA+U total energy is chosen in such a way that the first varia-
tion of it with respect to the orbital occupancy will produce an orbital
dependent potential able to describe the upper and lower Hubbard bands:
Vi(r) = VLSDA(r) + U(1/2 − ni). A quantitative calculation scheme needs
the definition of an orbital basis set that takes into account properly the
direct and exchange interaction inside a partially filled d(f) orbitals. In a
localized orthonormal basis set |inlmσ > (i denotes the site, n the main
quantum number, l the orbital quantum number, m the magnetic quantum
number and σ the spin index) the density matrix nσmm′ is defined through
the matrix elements of the Green function in the localized representation:
Gσinlm,inlm′(E):
nσmm′ = −
1
pi
∫ EF
−∞
Im Gσinlm,inlm′(E)dE (1.9)
The expression of the Green function is obtained through the inversion of
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the Hamiltonian matrix elements:
Gσinlm,inlm′(E) =< inlmσ|(E −Hσ)−1|inlm′σ >
Hσ = HσLSDA +
∑
m,m′
|inlmσ > V σm,m′ < inlm′σ|
where in addition to the LSDA potential an effective single particle poten-
tial is introduced V σm,m′ :
V σm,m′ = 1/2
∑
{m}
{< m,m′′|Vee|m′,m′′′ > n−σm′′,m′′′ +(
< m,m′′|Vee|m′,m′′′ > − < m,m′′|Vee|m′′′,m′ >
)
nσm′′,m′′′ −
−U(N − 1
2
) + J(Nσ − 1
2
)
In terms of the density matrix {nσ} the generalized LSDA+U functional
is:
ELSDA+U [ρσ(r), {nσ}] = ELSDA[ρσ(r)] +EU [{nσ}]−Edc[{nσ}] (1.10)
where ρσ(r) is the spin resolved charge density and ELSDA[ρσ(r)] is the
standard local spin density functional eqn. (1.5). The U dependent func-
tional is given by:
EU [{nσ}] = 1/2
∑
{m},σ
{< m,m′′|Vee|m′,m′′′ > nσm,m′n−σm′′,m′′′ +(
< m,m′′|Vee|m′,m′′′ > − < m,m′′|Vee|m′′′,m′ >
)
nσm,m′n
σ
m′′,m′′′ (1.11)
where Vee is the screened Coulomb interaction among the nl-electrons, and
the summation is performed over the magnetic quantum number, the m
index. Finally the last term in the eqn. (1.10) corrects the double count-
ing (in the absence of orbital polarization, eqn. (1.10) should reduce to
ELSDA[ρσ(r)]) and is given by [17]:
Edc[{nσ}] = 1/2UN(N − 1)− 1/2J
∑
σ
Nσ(Nσ − 1) (1.12)
where Nσ = Tr(nσmm′) and N = N
↑ + N↓, U and J being the average
screened Coulomb and exchange parameters.
Many interesting effects, such as orbital and charge ordering in transi-
tion metal oxides were successfully described by the LSDA+U method [17].
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While the LSDA+U method is well established for strongly correlated tran-
sition metal oxides with well localized orbitals, its application to weakly cor-
related metals is questionable. In a recent paper [18] we showed that the
LSDA+U enhances the Stoner factor while reducing the density of states.
It is arguable that the most important correlation effects in metals, fluc-
tuation induced mass-renormalization and suppression of the Stoner factor
are missing in the LSDA+U. For this materials the static mean-field type
approximation is too crude and a more sophisticated approach is needed.
1.1.3 Beyond the mean field approximation: LSDA+DMFT
It is well known that that the most interesting correlation effects in quasi-
particle spectra such as mass enhancement, damping, and life times, are
connected with the energy dependence of the self-energy Σ(ω), so one needs
to generalize the LSDA+U approach to include dynamical effects.
One of the first LSDA+DMFT attempts [19] proved to be a successful
starting point in the development of the realistic band structure calcula-
tions for materials with different strengths of the electronic correlation.
However, this method and the later LDA++ aproach [20] omits charge
selfconsistency. It consists of calculating the LDA Hamiltonian which is
used in the next step for generating the Green’s function and solving self-
consistently the many-body problem. A more ambitious goal is to build
a general method which fulfills both charge and self-energy selfconsistency
which would offer both the energetics and the spectra of correlated mate-
rials.
The latest emerged idea is based on the effective action approach introduced
by Chitra and Kotliar [21], in which a Baym-Kadanoff type functional of
the local Green function is formulated. Thus, a Spectral Density Functional
Theory is constructed [21].
The implementation of the LSDA+DMFT approach presented in this the-
sis is based on an energy dependent wave function approach, the so-called
Exact Muffin-tin orbitals (EMTO) method [22,23], a screened KKR-type of
method within the LDA. The correlation effects are treated in the frame-
work of DMFT [6,7], with a spin-polarized T-matrix Fluctuation Exchange
(T-FLEX) type of many-body solver [24,25]. The SPT-FLEX approxima-
tion is a multiband spin-polarized generalization of the fluctuation exchange
approximation (FLEX) of Bickers and Scalapino [26], but with a differ-
ent treatment of particle-hole (PH) and particle-particle (PP) channels.
Particle-particle (PP) channel is described by a T -matrix approach [27]
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giving a renormalization of the effective interaction. This effective interac-
tion is used explicitly in the particle-hole channel. Justifications, further
developments and details of this scheme can be found in Ref. [24,25].
1.2 The aim of the present Thesis
In this work we put forward an ab-initio charge and many-body selfcon-
sistent LSDA+DMFT approach, in which the local single particle Green
function plays the central role, the information contained in it is sufficient
for determining the ground state charge density and the ground state total
energy for the systems subject to the strong/medium electronic correla-
tions.
In the chapters to come the following subjects will be treated:
• Chapter 2 discusses the methodology of multiple scattering approach
to the calculation of the electronic structure of solids, the DMFT
and two of its solvers: the Quantum Monte Carlo (QMC) and the
spin polarized SPT-FLEX [24,25]. The chapter is closed with the
presentation of our LSDA+DMFT approach.
• The next chapter, 3, presents finite temperature magnetism, magneto-
optics in some transition metals like Fe, Co, Ni, Cr, together with the
calculations on Fe/Cr and Co/Cu magnetic multilayers.
• A comparison between the correlation effects captured by LSDA+U
and LSDA+DMFT are presented in Chapter 4. The dynamical nature
of the LSDA+DMFT approach proves to describe properly the ground
state of some transition metal alloys in the B2 structure.
• In chapter 5 we present the correlation effects in half-metallic ferro-
magnetic NiMnSb. The “spin-polaron” processes [28,29] turn out to
be possible as superpositions of spin-up electron excitations and vir-
tual magnons producing nonquasiparticle states just above the Fermi
level. These states might play an important role in spin-injection and
related processes. In the same chapter the role of magnetic impurities
is discussed.
A list of published papers is presented at the end of the Thesis.
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Chapter 2
Methodology
2.1 Multiple Scattering Theory
Multiple scattering theory (MST) is, in essence, an extension of Huygens’s
principle to the field of quantum mechanics. In classical physics it was
introduced by Rayleigh to study propagation of heat and electricity in in-
homogeneous media. In quantum theory it has been used to study a number
of different phenomena including among others disorder, transport, photoe-
mission spectroscopy and electronic structure calculations.
2.1.1 Korringa-Kohn-Rostoker method
The application of MST to calculate the electronic structure of solids origi-
nates in the work of Korringa (1947) which provided an efficient technique
for solving Schro¨dinger equation. Later Kohn and Rostoker derived the
same equations from a different approach, so the MST theory applied to
solids came to be known as the Korringa-Kohn-Rostoker or KKR method
of band theory.
According to the KKR [1] the scattering process is modeled by:
• Atomic scattering at site R specified by the single site scattering,
tRl (ε) or the phase shifts,:
ηRl (ε) = arccot
(
− t
−1
Rl (ε)√
ε− Vmtz
)
where the kintic energies are calculated κ =
√
ε− Vmtz with respect
to the ”muffin-tin zero”potential Vmtz ,
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• Scattering due to the structure of the solid specified by a Hermitian
matrix BRL,R′L′ (κ), called structure constants.
Note that L = (lm), l being the orbital quantum number and m the mag-
netic quantum number and in the following we use the common practice of
setting Vmtz = 0.
The wave-function coefficients, cRL,i, are the solutions of the homogeneous,
linear equations, one for each R′L′ :∑
R′L′
[
t−1R′l′ (εi) δR′L′,RL −BR′L′,RL (κ)
]
cR′L′,i = 0, (2.1)
and the energies, εi, for which solutions can be found, i.e. the determinant
of t−1 (ε) − B (κ) vanishes. Several problems of the KKR method were
discovered later on: the non-overlapping MT potential is a poor represen-
tation of the full-potential, and the structure constants have long range and
strong energy dependence. It was shown [2] that there exists a whole set of
screening transformations which may be used to remove the long-range and
the energy dependence of the structure constant. It was also realized that
the screening transformations could be used to downfold inactive channels
and produce minimal basis sets [2,3].
2.1.2 Exact Muffin-Tin Orbitals
In the followings we review the basic concepts of the EMTO theory devel-
oped by Andersen and coworkers [2,3].
Screened spherical waves
Screened spherical wave(SSW) sets, {ψaRL (ε, r−R)} , will serve as intersti-
tial (envelope) functions for the basis used for solving Schro¨dinger equation:[
∇2 + ε
]
ψaRL (ε, r) = 0 (2.2)
with inhomogeneous bounday conditions [2,3]. Concentric with each MT
sphere, R′, we imagine a series of coinciding ”hard” spheres with radii
aR′L′ . ψ
a
RL (ε, rR) is that solution of the wave equation whose YR′L′ (rˆR′)
projection on the R′L′ sphere equals δRL,R′L′ , that is 1 on its own sphere
and 0 on all other spheres. This function may be expressed in terms of the
value faRl and slope g
a
Rl functions whose radial part satisfy the the following
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boundary conditions:
faRl|aRl = 1 and
∂faRl (κ, rR)
∂r
|aRl = 0
gaRl|aRl = 0 and
∂faRl (κ, rR)
∂r
|aRl =
1
aRl
Generation of the SSW set: The spherical-harmonics expansion around any
site, R′, of any member, ψaRL
(
κ2, rR
)
, of the set is given by radial functions
and the function for the L′ channel:
ψaRL (ε, rR′) = fRl (κ, rR) YL (rˆR) δR′L′,RL
+
∑
L′
gR′l′ (κ, rR′)YR′L′ (rˆR′) S
a
R′L′,RL (ε) . (2.3)
Slope and structure matrices
The slope matrix elements SaR′L′,RL (ε) are defined as aR′L′ times the L
′-
component of the radial derivative at the aR′L′ -sphere, with the positive
direction taken outwards from R′, of ψaRL (ε, rR) . The slope matrix are the
expansion coeficients of eqn. (2.3). They can be derived from the bare
KKR strcuture constant matrix by matrix inversion [2,3]: using eqn. (2.3),
Sa (ε) is expressed in terms of ψa (ε, 0) , which is computed as the inverse of
ψ0 (ε, a) . The latter follows from the local, spherical-harmonics expansion
about R′ of the Neuman function centered at R ( 6= R′):
κnl (κrR)YL (rˆR) =
∑
L′
jl′ (κrR′) YL′ (rˆR′)BR′L′,RL (κ)
where
BR′L′,RL (κ) ≡
∑
l′′
i−l+l
′−l′′CLL′l′′ κnl′′
(
κ
∣∣R−R′∣∣) Y ∗l′′,m′−m ( ̂R−R′)
(2.4)
is the KKR structure matrix, which is Hermitian. The summation runs
over l′′ = |l′ − l| , |l′ − l| + 2, ..., l′ + l, and BR′L′,RL is real because the
symmetry of the Gaunt coeficient CLL′L′′ ≡
∫
YL(rˆ)Y
∗
L′(rˆ)YL′′(rˆ)drˆ. The
structure constant matrix presents no on-site elements due to the multi-
ple scattering construction. In the EMTO formalism, one can obtain the
following relation [2,3]:
D {j (κa)} − Sa (ε) ≡ 1
j (κa)
[
t−1 (ε)−B (κ)
]−1 1
j (κa)
, (2.5)
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where j (κa) , D {j (κa)} and t−1 (ε) are diagonal matrices with elements
of jl (κaRL), D {jl (κaRL)} = κaRLj′ (κa) /j (κa) , and t−1RL (ε). The quan-
tity aR′L′S
a
R′L′,RL (ε) , which is a
2
R′L′ times the L
′-component of the radial
derivative of ψaRL (ε) at the aR′L′ -sphere, form the elements of a matrix
which is Hermitian. This matrix is called the structure matrix.
Kinked partial waves
The kinked partial wave (KPW):
ΦaRL (ε, rR) ≡ [φaRL (ε, rR)− ϕaRL (ε, rR)] YL (rˆR) + ψaRL (ε, rR) , (2.6)
is everywhere continuous, but has kinks of size
D {ϕRl (ε, aRL)} δR′L′,RL − SaR′L′,RL (ε)
at the hard aR′L′ -spheres. The kink of the linear combination of KPWs,∑
RL
ΦaRL (ε, rR) c
a
RL (ε)
is therefore∑
RL
[
D {ϕRl (ε, aRL)} δR′L′,RL − SaR′L′,RL (ε)
]
caRL (ε)
If we can now find an energy, εi, and coefficients, c
a
RL,i, such that∑
RL
[
D {ϕRl (εi, aRL)} δR′L′,RL − SaR′L′,RL (εi)
]
caRL,i = 0 for all R
′L′,
(2.7)
then the corresponding linear combination is smooth and therefore solves
Schro¨dinger’s equation with εi as an energy eigenvalue. The statement that
the ”kink-cancellation condition” (2.7) leads to a solution of Schro¨dinger’s
equation is exact only for a non-overlapping MT potential. Like the slope
matrix, the kink matrix is not Hermitian, but the matrix
KaR′L′,RL (ε) ≡
[
D {ϕRl (ε, aRL)} δR′L′,RL − SaR′L′,RL (ε)
]
(2.8)
is [3].This matrix is the screened KKR matrix. Just as the first energy
derivative of the structure matrix is the overlap matrix for the set of SSWs,
so the first energy derivative of the KKR matrix is the overlap matrix for
the set of KPWs[3].
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The above theory was developed further by O.K. Andersen [3] in the third
generation TB-LMTO form, which is the starting point for most of the
realistic many-body calculations. In our current implementation of the
LSDA+DMFT approach, presented in following section we used the pro-
gram developed by L.Vitos [4].
2.2 Dynamical Mean Field Theory
This section introduces the Dynamical mean-field theory (DMFT), a me-
thod that was developed to investigate strongly correlated electron systems.
These are systems in which strength of the electron-electron interaction is
comparable to the kinetic energy and therefore there seems to be no nat-
ural small parameter which allows an expansion around a solvable limit.
However, Metzner and Vollhardt [5a] realized that on the lattice with coor-
dination number z (i.e. the number of the nearest neighbors) an expansion
in its reciprocal value 1/z can be performed leading to a nontrivial limit of
the model. Later on A.Georges et all. [5b] introduced the self-consistency
maping to a quantum impurity model in an effective electronic bath of
non-interacting excitations, providing in this way the basis of the dynami-
cal mean field theory.
The most serious limitation of the DMFT is that it ignores spatial fluctu-
ations (the wave number dependence of the self-energy) and includes only
magnetic fluctuations of Kondo type while it neglects Ruderman-Kittel-
Kasuya-Yosida (RKKY) interaction beyond the Hartree level. The exten-
sion of the method to clusters in k space [6] and clusters in real space [7]
has been proposed recently to include spatial fluctuations. Magnetic fluc-
tuations of RKKY type can also be included in the theory in this way [8,9].
On the other hand, it should be stressed that DMFT does not suffer from
the finite-size effects since the thermodynamic limit is built in from the
beginning in this approach.
Let us briefly mention a few other approaches to lattice models of strongly
correlated electron systems which have been developed over the last couple
of decades. Several simple models, in particular the Hubbard model can
be solved exactly in one spatial dimension using Bethe Ansatz method
[10,11]. While these solutions have given invaluable insights, the extraction
of important physical information, in particular of dynamicalal correlation
functions, is still not possible. Additionally, not many features of one-
dimensional solutions survive in higher spatial dimensions. Among the first
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serious attacks on the strong correlation problem in more than one spatial
dimension were the original papers by Hubbard [12,13,14] on the Hubbard
model. He introduced various expansions around the atomic limit, which
are decoupled in an uncontrolled way. While these approximations capture
the high-energy features of the Hubbard model correctly, they cannot be
trusted to adequately describe the low energy physics of the metallic regime.
Numerical approaches based on exact diagonalization of small clusters and
Monte Carlo methods have led to important insights into the complicated
physics of strong correlations, but are seriously limited by the size of the
clusters since the Hilbert space grows exponentially with the number of
lattice sites.
The essential idea of the presented method is to replace a lattice model by
a single-site quantum impurity problem embedded in an effective medium
determined self-consistently [15]. The impurity model offers an intuitive
picture of the local dynamics of a quantum many-body system while the
self-consistency condition captures the translation invariance and coherence
effects of the lattice.
The DMFT is the natural generalization to quantum many-body problems
of the Weiss mean-field theory familiar from classical statistical mechanics.
The term ”mean-field theory”should be taken with caution however since
the present approach does not assume that all fluctuations are frozen (this
would lead to the Hartree-Fock approximation). Rather, it freezes spatial
fluctuations but takes full account of local quantum fluctuations - or tem-
poral fluctuations between the possible quantum states at a given lattice
site. The main difference with the classical case is that the on-site quantum
problem remains a many-body problem.
As in classical statistical mechanics, this dynamical mean-field theory be-
comes exact in the limit of large spatial dimensions d→∞, or more appro-
priately in the limit of large lattice coordination number z . Note that this
number is already quite large for several three dimensional lattices: z = 6
for simple cubic lattice or z = 12 for a face-centered-cubic lattice. This
ensures the internal consistency of the approach and establishes 1/z as a
control parameter. However, this approach may be viewed in a broader
context, as a starting point for the investigation of many finite-dimensional
strongly correlated systems, in the same sense that the Weiss mean field
theory is the starting point of most investigations in the classical statistical
mechanics.
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2.2.1 Derivation of DMFT effective action
The derivation presented here will
Figure 2.1: Cavity created in
the lattice by removing a single site
and its adjacent bonds.
be borrowed from classical statistical
mechanics, where it is known under
the name ”cavity method”. The un-
derlying idea is to focus on a given
site of the lattice, say i = o, and to
explicitly integrate out the degrees of
freedom on all other lattice sites in
order to define an effective dynamics
for the selected site. It will be as-
sumed in this section, for simplicity,
that no symmetry breaking occurs
and we are dealing with translational
invariant paramagnetic phase.
First we will focus on the simplest theoretical model capturing the com-
petition between itinerant and strong local correlations, the single band
Hubbard model
H = −
∑
ij,σ
tijc
†
iσcjσ +
∑
i
Uni↑ni↓. (2.9)
It is convenient to write the partition function of eqn. (2.9) as a functional
integral over Grassmann variables
Z =
∫ ∏
i
Dc†iσDciσ exp(−S) (2.10)
where ths action S is expressed as follows:
S =
∫ β
0
dτ
[∑
i,σ
c†iσ(τ)(
∂
∂τ
− µ)ciσ(τ)−
∑
ij,σ
tijc
†
iσ(τ)cjσ(τ) +
∑
i
Uni↑(τ)ni↓(τ)
]
.(2.11)
The action can be divided into three parts: the on-site part for the chosen
site (So), the inter-site interaction between the site and the rest of the
system (∆S) and the lattice action in the presence of the cavity (S (0)) (i.e.
with site o and its adjacent bonds removed - see Fig. 2.1)
S0 =
∫ β
0
dτ
[∑
σ
c†oσ(τ)(
∂
∂τ
− µ)coσ(τ) + Uno↑(τ)no↓(τ)
]
(2.12)
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∆S = −
∫ β
0
dτ
[∑
i,σ
tioc
†
iσ(τ)coσ(τ) + toic
†
oσ(τ)ciσ(τ)
]
(2.13)
S(0) =
∫ β
0
dτ
[ ∑
i6=0,σ
c†iσ(τ)(
∂
∂τ
− µ)ciσ(τ)−
∑
i6=0j 6=0,σ
tijc
†
iσ(τ)cjσ(τ)+
∑
i6=0
Uni↑(τ)ni↓(τ)
]
. (2.14)
With the definition ∆S =
∫ β
0 ∆S(τ) the partition function can be written
as
Z =
∫
Dc†oσDcoσ exp(−S0)
∫ ∏
i6=0
Dc†iσDciσ exp(−S(0) −
∫ β
0
∆S(τ)dτ) =
=
∫
Dc†oσDcoσ exp(−S0)
∫ ∏
i6=0
Dc†iσDciσ exp(−S(0))
(
1−
∫ β
0
∆S(τ)dτ+
1
2!
∫ β
0
dτ1
∫ β
0
dτ2∆S(τ1)∆S(τ2) + ...
)
=
=
∫
Dc†oσDcoσ exp(−S0)Z(0)
(
1−
∫ β
0
〈∆S(τ)〉(0)dτ+
1
2!
∫ β
0
dτ1
∫ β
0
dτ2〈∆S(τ1)∆S(τ2)〉(0) + ...
)
, (2.15)
where 〈〉(0) means average over cavity action and Tτ is the usual imagi-
nary time ordering operator. All the odd terms in the expansion are zero
therefore the lowest order contribution reads
1
2!
∫ β
0
dτ1
∫ β
0
dτ2
∑
σ
c†oσ(τ1)
∑
ij
tiotoj〈Tτ ciσ(τ1)c†jσ(τ2)〉(0)coσ(τ2) =
1
2!
∫ β
0
dτ1
∫ β
0
dτ2
∑
σ
c†oσ(τ1)
∑
ij
tiotojG
(0)
ij (τ1 − τ2)coσ(τ2) (2.16)
Similarly, the n-th order term contains the 2n-point unconnected Green’s
function of the cavity problem with n incoming and n outgoing propagators.
Due to the Linked Cluster Theorem the effective action
e−Seff /Zeff =
∫ ∏
i6=0
Dc†iσDciσe
−S/Z (2.17)
can now be expressed with the connected n-point Green’s function with an
infinite series
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Seff = S0 +
∞∑
n=1
∑
i1,...jn
∫
ti1o...tojnc
†
oσ(τi1)...c
†
oσ(τin)coσ(τj1)...coσ(τjn)
×G(0)i1...jn(τi1 ...τin , τj1τjn) + const.(2.18)
Remarkable simplification occurs in the limit of large dimensions, namely,
only the first term containing the one particle Green’s function survives.
In order for the large d limit to be well defined hopping amplitude t has
to be scaled as tij = t/
√
2d. Only in that case the kinetic and interaction
energies remain of the same order of magnitude. The Fourier transform of
the εk or tij , which for a generic vector k involves
∑d
n=1 cos(kn), a sum of
d numbers with essentially random signs is of order
√
d. More important,
this scaling ensures that the density of states has a well defined limit form,
which for cubic lattice with nearest-neighbor hopping reads
D() =
1√
2pizt2
exp(− 
2
2zt2
) (2.19)
The one particle Green’s function (i.e. connected two-point function) Gij is
proportional to t|i−j| therefore it scales as 1/d|i−j|/2. Similarly two particle
Green’s function Gijkl falls off as 1/d
|i−j|/2d|i−k|/2d|i−l|/2 . With that scal-
ing in mind it is easy to see that higher order terms in eqn. (2.10) indeed
vanish in d → ∞ limit. The first term has a prefactor t2 and one particle
cavity Green’s function G
(0)
ij gives another t
2, since i and j are both nearest
neighbors of o and therefore are at least two lattice sites apart (in Man-
hattan distance). The double sum over i and j gives d2 so the first term
is of order 1. The second term has a prefactor t4 and involves two particle
cavity Green’s function giving t|i−j|t|i−k|t|i−l|, where all differences are at
least two. When i, j, k and l are all different, there are four sums which
give d4, but at the same time the cavity Green’s function is proportional to
t6 so that the net results is at least of order 1/d . Similarly, the terms where
i = j (distinct from k and l with k 6= l) contain three sums, which give d3.
The Green’s function is proportional to t4 in that case. The net result is
again of order 1/d. Since only the term involving the one-particle Green’s
function survives the large d limit, the effective action can be reduced to
Seff = −
∫ β
0
dτ1
∫ β
0
dτ2 c
†
oσ(τ1)G−10 (τ1 − τ2)coσ(τ2) +
∫ β
0
dτUno↑(τ)no↓(τ)
(2.20)
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where the Weiss field G−10 is
G−10 (τ1 − τ2) = −(
∂
∂τ1
− µ)δτ1τ2 −
∑
ij
tiotojG
(0)
ij (τ1 − τ2). (2.21)
The last equation relates the Weiss field ( G−10 ) with the cavity Green’s
function of the Hubbard model. To obtain a closed set of equations one still
needs to express the cavity Green’s function with the exact Green’s function
of the original lattice. In the limit of infinite dimensions this relation reads
G
(0)
ij = Gij −
GioGoj
Goo
. (2.22)
The expression was derived already by Hubbard [13] in the early 70s. To
understand it we need to recognize that the additional paths contributing
to Gij and not to G
(o)
ij are those which connect sites i and j through site
o. Their contribution is proportional to GioGoj , but this quantity has to
be divided by Goo in order to count the contribution of paths leaving and
returning to the intermediate site o only once.
Equivalence of cavity construction with the impurity model
In the limit of large dimensions, the lattice self-energy becomes a local quan-
tity (i.e. k independent) that can be determined from other local quantities
(local Green’s function and Weiss field) alone. This important fact can be
shown explicitly with the diagrammatic technique within the perturbation
theory in the interaction strength U [5].
The key point is to determine the relationship between the Weiss field, the
local Green’s function and self-energy. The proof will follow the description
by Lichtenstein and Katsnelson [16]. We start with the expression of the
Green-function matrix on the zero site in the cavity method eqn. (2.21) or
it’s Fourier transformed version:
G−10 (iω) = iω + µ− hat −R (2.23)
where:
R =
∑
ij
toiG
(0)
ij tjo (2.24)
with hat being the one-electron part of the intra-atomic Hamiltonian. All of
these quantities are matrix elements with respect to the orbital indicies and
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diagonal in the spin space. Note that G
(0)
ij is the Green function between
sites i and j on the lattice with the site zero being eliminated,
G
(0)
ij = Gij −GioG−1oo Goj (2.25)
Using the Fourier expansion of all over the Brillouin zone we introduce the
quantities:
L =
∑
i
toiGij =
∑
k
t(k)G(k)
M =
∑
ij
toiGijtjo =
∑
k
t(k)G(k)t(k) (2.26)
in which the Fourier transformed Green function is:
G(k) = [Λ− t(k)]
Λ = iω + µ− hat − Σ(iω) (2.27)
and express eqn. (2.24):
R = M − LG−1oo LT (2.28)
Taking into account that
∑
k t(k) = 0 the expression for L can be rewritten
in the form:
L =
∑
k
[t(k)− Λ + Λ] [Λ− t(k)]−1 = −1 + ΛGoo (2.29)
and the transposed of eqn. (2.29) is: LT = −1 + GooΛ. Adding and
subtracting Λ from the eqn.(2.26) and using again
∑
k t(k) = 0 we get:
M =
∑
k
[t(k)− Λ + Λ] [Λ− t(k)]−1 [t(k)− Λ + Λ]
= Λ{−1 +
∑
k
Λ [Λ− t(k)]−1} = Λ(−1 +GooΛ) = ΛLT (2.30)
Adding and subtracting Σ(iω) in (2.23) and substituting all the above re-
sults into eqn. (2.23) we have:
G−10 (iω) = iω + µ− hat − Σ(iω) + Σ(iω)−R
= Σ(iω) + Λ− ΛLT + LG−1oo LT
and the Weiss field finally reads
G−10 = G−1oo + Σ . (2.31)
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It means that G−10 is the Green function of the impurity problem with the
on-site one-electron Hamiltonian hat + Σ at each nonzero site and hat for
the zero site. This is the central equation of the DMFT and together with
the expression for the local Green’s function:
Goo =
∑
k
1
ıω + µ− εk − Σ (2.32)
and the solution of the Anderson impurity problem
Goo = Gimp(G−10 ) (2.33)
forms a closed set of equations. The εk is the eigen value of the zero site
hamiltonian hat on a suitable choosed basis set.
The above equations were derived for the Hubbard model in infinite dimen-
sions. In the same way it is possible to write down the closed set of DMFT
equations for many other models of strongly correlated electron systems,
i.e. periodic Anderson model, Kondo lattice model, etc.
Selfconsistent solvers of the many-body problem
As explained in the previous section, lattice models of correlated fermions
can be mapped, in the limit of large coordination number, onto a single
impurity model which has to satisfy a self-consistency condition. This con-
dition specifies, for a given lattice, the relation between the Weiss functions
(entering the impurity model effective action) and the local Green’s func-
tion and local susceptibility. In this approximation, the lattice is entirely
described with its density of states, since this is the only lattice quantity
that enters the self-consistency condition.
In practice, this coupled problem may be solved in an iterative manner:
the local Green’s function and local susceptibility are obtained by solving
the impurity problem given particular Weiss fields (in the first step a guess
for the Weiss fields is used). Then the calculated Green’s function and
susceptibility are used as an input into the self-consistency condition to
produce new Weiss functions. The process is iterated until a converged
solution is reached.
The most difficult step in the iterative procedure is the repeated solution
of the impurity model, for an essentially arbitrary fermionic and bosonic
baths. Even though spatial degrees of freedom have been eliminated, the
impurity model remains a true many-body problem. In contrast to the
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solution of the impurity problem, the implementation of the self-consistency
condition is relatively straightforward. Even though no rigorous proof exists
concerning the convergence of the iterative process, practice has shown that
it is usually not difficult to reach a self-consistent solution. Convergence is
usually attained after a few iterations.
The solvers of the many-body problem can be divided in two classes: nu-
merical solvers and analytical ones. In the following sections we will review
two techniques which were used to obtain the results in the present thesis:
the numerical Quantum Monte-Carlo technique and the analytical Spin-
polarized T-matrix Fluctuation approach.
2.2.2 QMC investigation of the Hubbard model
Before the detailed description of the QMC technique is prsented it is in-
teresting to briefly mention its history. The Monte Carlo Method was
introduced by Metropolis [17] fifty years ago. M. Suzuki [18] introduced the
Trotter decomposition and performed the first Quantum Monte Carlo sim-
ulation on a quantum spin system in 1977. The first algorithm for fermionic
simulation was presented by Hirsch [19]. The grand canonical algorithm
was introduced by Scalapino and Sugar [20], and was adapted for Hubbard
model by Hirsch in 1985 [19].
Depending on the physical phenomena we are interested in, different ob-
servables can be computed using QMC simulations. Several examples could
be: (a) correlation functions in real space indicating whether the interac-
tion is repulsive or attractive and whether there is any ordering in the
system; (b) magnetic structure factors, indicating the magnetic ordering of
the system; (c) distribution n(k) gives the Fermi surface and indicates how
important many-particle effects are; (d) dependence of the filling on the
chemical potential and the interaction strength; (e) density of states using
Green functions in imaginary time; etc.
Quantum Simulations
A general problem in the simulation of quantum systems is the treatment
of the problem in such a way that instead of handling operators one deals
with matrix elements which are real numbers. To set up a Monte Carlo
simulation we need:
1. A procedure to deal with noncomuting parts of Hamiltonian (Trotter-
Suzuki decomposition),
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2. A procedure to decouple the interaction, to obtain single particle
states for fixed configuration (Hubbard-Stratonovich transformation),
3. Boltzmann weight obtained from partition function,
4. A method to evaluate matrix elements (single particle Green func-
tions).
If the Boltzmann weight is computed by a determinant of matrices the
algorithm is called Determinantal QMC algorithm.
Trotter-Suzuki transformation
The Hubbard Hamiltonian (2.9) consists of a kinetic term and an inter-
action term (with chemical potential). The computation of the partition
function at finite temperature
Z = Tr(e−βH) (2.34)
involves the computation of an operator. In quantum physics we deal with
operators of the form: exp(−β(A + B)), where A and B are hermitian
matrices, β could be real or complex. Typical examples are the partition
function or Green functions. Usually it is easy to find a basis where A or
B are diagonal, but if A and B do not commute the difficulty is increased.
The Trotter-Suzuki (TS) transformation, also called Trotter formula or
Lie-Trotter decomposition is a method of decomposition for the above ex-
ponential operators. It was introduced in simulations by Suzuki [18], for
arbitrary bounded operators A,B.
eA+B = lim
L→∞
(eA/LeB/L)L (2.35)
For numerical implementation the limit (L → ∞) in (2.35) must be ap-
proximated by a finite discretization. The exponent with the prefactor β
is decomposed into a product with small dτ , the factors are called slices:
e−β(A+B) ≈ (e−dτAe−dτB)L (2.36)
where dτ = β/L. A detailed way of writing eqn. (2.36) is:
e−ndτ(A+B) ≈ e−dτAe−dτB︸ ︷︷ ︸
first slice
e−dτAe−dτB︸ ︷︷ ︸
second slice
· · · e−dτAe−dτB︸ ︷︷ ︸
L−th slice
(2.37)
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Hubbard-Stratonovich transformations
In determinantal QMC the Hubbard-Stratonovich transformation (HS) is
used to decouple the interaction and thereby to transform the many-particle
system with interactions into a problem without interaction. The transfor-
mation is also called auxiliary field transformation, because auxiliary po-
tentials are built in the lattice in such a way that the fluctuating potential
is able to model the interaction U for the many particle problem.
Figure 2.2: The Hubbard-Stratonovich transformation: particles with
spin-up/spin-down move in the fluctuating potential represented by a grid
corresponding to the a particular time slice.
To find a solution for the interacting electrons, we transfer the problem to
independent electron in an effective fluctuating field. One has to sum over
several configurations of the potential to obtain the effect of the interaction:∑
s
edτV↑(s)n↑edτV↓(s)n↓ instead of edτUn↑n↓ (2.38)
Following Hyrisch [5] we will derive the discrete version of Hubbard -
Stratonovich transformation for a single site problem. We will show that:
e−dτUn↑ =
1
2
∑
s=±1
eλs(n↑−n↓)e−dτU/2(n↑+n↓) (2.39)
where λ need to be determined. We compare both expressions in the fol-
lowing table for all different values for the electronic densities n↑, n↓ = 1, 0
one obtains:
λ = arc cosh edτU/2 (2.40)
For more sites, a site index i should be introduced, the exponential of an
operator becomes the exponential of diagonal matrix operators.
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e−dτUn↑n↓ 12
∑
s=±1 e
λs(n↑−n↓)e−dτU/2(n↑+n↓)
n↑ = 1, n↓ = 1 e
−dτU e−dτU
n↑ = 0, n↓ = 1 1 cosh(λ)e
−dτU/2
n↑ = 1, n↓ = 0 1 cosh(−λ)e−dτU/2
n↑ = 0, n↓ = 0 1 1
Table 2.1: The proof of eqn. (2.39) for different values of the nσ.
Advantages of the decoupling strategy are:
• The interacting system is reduced to a noninteracting system with
potential for a fixed configuration of s, so that the Wick theorem
can be applied. This can be seen by separating the right-hand side
expression in (2.39) for spin-up and spin-down particles:
1
2
∑
s=±1
eλs(n↑−n↓)e−dτU/2(n↑+n↓) =
1
2
∑
s=±1
e(λs−dτU/2)n↑e(−λs−dτU/2)n↓
• It is not necessary to sum over all s configurations, but it is suffi-
cient to sum over the ones obtained through the ”importance sam-
pling”technique.
HS spins are often called ”Ising spins”or ”Ising fields”. The terminology is
slightly misleading because the Dynamics of Determinantal QMC is com-
pletely different from that of the Ising simulation. Although the config-
urations of the Ising-spins are ±1 the resulting fluctuating potentials are
elements of a diagonal matrix which enter in a matrix product.
The HS transformation may only be applied after the TS decomposition, so
that every slice has its own spin configuration. The fluctuating potentials
correspond to a field which represents the interaction so that HS transfor-
mation in the QMC algorithms is also called auxiliary field method.
Partition function
The Boltzmann weight for a fixed configuration of HS spins can be deter-
mined (derived) from the partition function. Notation used is 1 for identity
matrix and K for hoping matrix.
First the exponential of the Hamiltonian is written as a product of slices
which is just the definition of the exponential. Then the slices are decom-
posed using the Trotter-Suzuki decomposition. The interaction is decou-
pled using Hubbard-Stratonovich transformation and the decomposition is
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separated for spin up and spin down:
Z = Tr(e−βH) = Tr(
∏
l
e−dτH) (2.41)
= Tr(
∏
l
e−dτKe−dτ(U
∑
i
ni↑ni↓−µ
∑
i
(ni↑+ni↓))
= Trs(Tr(
∏
l
e−dτKeλsi,l(ni↑−ni↓)−dτ(µ−U/2)(ni↑+ni↓)))
= Trs(Tr(
∏
l
e−dτK↑eni↑(+λsi,j−dτ(µ−U/2))
∏
l
e−dτK↓eni↓(−λsi,j−dτ(µ−U/2))))
Introducing the variable B↑l , B↓l which are living on the slices:
B↑l = e−dτKeV
↑
V ↑ij(l) = δij(+λσi,j − dτ(µ− U/2))
B↓l = e−dτKeV
↓
V ↓ij(l) = δij(−λσi,j − dτ(µ− U/2))
One can define the operator:
D↑l = edτc
†
i
Kijcjec
†
i
V ↑
ii
(l)ci D↓l = edτc
†
i
Kijcjec
†
i
V ↓
ii
(l)ci (2.42)
So that the partition function can be written as:
Z = TrsTr(
∏
l
D↑l )(
∏
l
D↓l ) (2.43)
Finally, one can compute the partition function by computing the determi-
nant of the matrices Bσl instead of computing the trace of operator expo-
nentials Dσl , (L being the number of time slices).
Z = TrsTr(
∏
l
D↑l )(
∏
l
D↓l )
= Trs(
∏
l
det(1 + B↑L...B↑1))(
∏
l
det(1 + B↓L...B↓1)) (2.44)
= Trs(detO↑)(detO↓)
Monte Carlo weight
The product of the determinants may be negative therefore the Boltzmann
weight for HS configuration σ is defined using the absolute value:
P (s) = |detO↑detO↓|
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In order to compute an observable one has to compute separately 〈A+〉 and
〈A−〉 for positive and negative statistical weights 〈Sign+〉 and 〈Sign−〉 one
can compute an observable as:
〈A〉 = 〈A
+〉 − 〈A−〉
〈Sign+〉 − 〈Sign−〉
Classical Monte Carlo Quantum Monte Carlo
States to sample Classical state s HS spins
Partition function
∑
i e
βEi Trs(detO↑)(detO↓)
Boltzmann weight e−βEi (detO↑)(detO↓)
MC simulation on i→ i′ s→ s′
Relative probabilities Pi→i′ = e
−β(Ei′−Ei) Ps→s′ =
(detO↑,s
′
)(detO↓,s
′
)
(detO↑,s)(detO↓,s)
Heat bath algorithm P =
Pi→i′
1+Pi→i′
P =
Ps→s′
1+Ps→s′
Table 2.2: A comparison between the quantities computed in classical
respective quantum Monte-Carlo methods.
DMFT(QMC): Half-field Hubbard model on a Bethe lattice
In the above sections the lattice Qunatum Monte-Carlo technique was in-
troduced. In the framework of DMFT the impurity Qunatum Monte-Carlo
scheme is used. In the followings we will breifly describe the Exact Enumer-
ation procedure of the impurity Quantum Monte-Carlo scheme. Its main
idea the use of the impurity QMC scheme is the utlization of the local
(impurity) green function instead of the lattice Green function used in the
lattice QMC.
Starting from the imaginary time action corresponding to Hamiltonian of
the problem:
Seff = −
∫ β
0
dτ
∫ β
0
dτ ′c†σ(τ)G−1σ (τ − τ ′)cσ(τ ′)+
∫ β
0
dτUn↑(τ)n↓(τ) (2.45)
the Green function of the impurity QMC is:
Gσ(τ−τ ′) = − < Tτ cσ(τ)c†σ(τ ′) >Seff = −
1
Z
∫ β
0
dτ
∫ β
0
dτ ′cσ(τ)c
†
σ(τ
′)e−Seff
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The auxiliary Ising fields introduced by the Hirsch transformation s are
used as parameters in the evaluation of the Green function:
G =
1
Z
1
2L
∑
s=±1
G(s)det[G−1(s)] (2.46)
coresponding to the weights det[G−1(s)]. Where the partition function is
evalauted from the Monte-Carlo weights:
Z =
1
2L
∑
s=±1
det[G−1(s)] (2.47)
L = Nl, where N represents the number of Ising fileds and the acceptance
ratio is given by the Metropolis algorithm.
In the followings we present results for the Bethe lattice (Cayley tree) with
coordination z → ∞ and nearest-neighbor hoping tij = t/
√
z. In this case
a semicircular density of state is obtained:
D(ε) =
1
2pit2
√
4t2 − ε2 |ε| < 2t (2.48)
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Figure 2.3: The Bethe lattice, or Cayley tree (left) and the local spectral
density for several values of U .
The effective medium Green function Gσ (Weiss function) is connected with
the local Green function Gσ through the sefconsistency condition:
G−1σ = iωn + µ− t2Gσ (2.49)
42 CHAPTER 2. METHODOLOGY
where ωn = (2n + 1)piT, n = 0,±1,±2, ... represents the Matsubara fre-
quencies corresponding to a temperature T and τ is the imaginary time.
Starting from a guess of the bath Green function the effective action allows
the calculation of the impurity Green function 2.46 which is connected back
to the effective medium Green function through Eq. 2.49.
A plot of the local spectral function:
ρ(ω) = − 1
pi
∑
k
ImG(k, ω + i0+) (2.50)
is shown in Fig. (2.3). For small U the spectral function is featureless and
similar to the bare lattice density of states. For larger value of U , a narrow
quasiparticle peack is formed at the Fermi level. This is the Abrikosov-
Suhl resonance in the impurity model language. Two aditional features at
frequencies ±U/2 are associated with the upper and lower Hubbard bands,
coresponding to the empty and the doubly occupied site. The local spectral
density shown in Fig. (2.3) corresponds to a correlated metallic state (top)
and an insulating state for large U at the bottom.
2.2.3 Spin polarized T-matrix FLEX approximation
In this section we will show how to build a non-conserving approximation
for an impurity problem and how to calculate local quantities (local sus-
ceptibility and local Green’s function) within a particular approximation.
Before presenting the SPT-FLEX approximation it is important to briefly
introduce the FLEX formalism.
Fluctuation Exchange Approximation (FLEX)
The FLEX formalism was developed as an alternative approach to systems
with strong and intermediate correlations. This approach is based on a se-
ries of papers by Baym and Kadanoff [21] on conserving approximations for
the electron gas. Examples of such approximations which obeys the con-
servation laws of particle number, momentum and energy are: the mean
field or Hartree-Fock theory and the T-matrix approach which goes beyond
Hartree or Hartree-Fock by taking into account the correlations produced
by interparticle collisions. Approximations based on such collective excita-
tions allow the analysis of the charge and spin fluctuations which is essential
for the study of the competing transition orderings.
Since the FLEX approach captures both instantaneous and time dependent
two-particle interactions, the theory is expressed in terms of an effective
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action [22]:
S = S0 + SV
S0 =
∑
x,x′,σ
c†σ(x)(
∂
∂τ
+H0)x,x′cσ(x
′) (2.51)
SV =
1
2
∑
x,x′,σ,σ′
v(x− x′)c†σ(x)c†σ′(x′)cσ′(x′)cσ(x)
Here, x = (x, τ) with x a discrete lattice point and
∑
x =
∫ β
0 dτ
∑
x. The
space time variable x1 = (x1, τ1) will be abbreviated as 1. The c and
c† are the anticommuting c-numbers and v is a general interaction which
depend on the coordinate difference. In the case of the Hubbard model
v(x− x′) = Uδx−x′ or in the abbreviated notation v(1− 2) = Uδ12. In the
one-band case the action can be rewritten using the Fourier transformed
quantities:
cσ(x) =
1√
N
∑
k
cσ(k)e
ikx
c†σ(x) =
1√
N
∑
k
c†σ(k)e
−ikx (2.52)
v(x) =
∑
q
v(q)eikq
where N is the number of lattice points, momentum sums being restricted
to the Brillouin zone and:
k = (k, ωn)
ωn =
{
(2n+ 1)piT Fermi
2npiT Bose
(2.53)
The resulting expression is:
S0 =
∑
k,σ
(−iωn + k)c†σ(k)cσ(k) (2.54)
SV =
1
2
∑
k,k′,q,σ,σ′
v(q)c†σ(k + q)c
†
σ′(k
′ − q)cσ′(k′)cσ(k)
with k the single particle energy determined by H0.
In a general self-consistent (but not necessarily conserving) approximation,
the two-particle interaction v is replaced by one particle term describing
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propagation in an external field, which may vary in space and time. This
field is represented by the one-particle self-energy Σσ(x, x
′) evaluated in
some approximation.
According to Baym [21], a sufficient condition that an approximation for
the single-particle Green’s function be conserving is that the self-energy
Σσ(x, x
′) take the form of a perfect functional derivative, i.e. that there
exist a generating functional Φ(G, v) such that:
Σσ(x, x
′) =
δΦ
δG(x′, x)
The differentiation with respect to G means just to take out a line from
the diagrams presented in Fig. 2.4.
Figure 2.4: Diagrams for Σ and the corresponding Φ’s. On the left is
the set of the Φ diagrams and the right the corresponding terms of Σ. Dif-
ferent level of approximations are presented: (a) the Hartree approxiamtion,
(b) the exchange term in the Hartree-Fock approximation, (c) second order
and (d) is the T-matrix approximation [21].
The one-particle Green’s function, in addition to giving the single particle
excitations of a many-body system, contains information about the equi-
librium statistical mechanics of the system. The formula for the partition
function was derived by Luttinger and Ward [23]:
F = −trln(−G) + tr(ΣG)− Φ (2.55)
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If one interprets the self-energy Σ to be G−10 −G−1 then according to Lut-
tinger and Ward [23] the partition function is stationary under variations
of G at the point:
Σ = G−10 −G−1 =
δΦ
δG
The above equation proves the stationarity of the approximation in which
the self-energy is calculated.
Luttinger theorem for Φ derivable approximations
About fifty years ago Landau formulated a concept of the Fermi liquid (FL)
claiming that thermodynamic and kinetic properties of a system of (bare)
fermions in FL state are fundamentally the same as those of a weakly
interacting gas of Fermi excitations (dressed Fermions). The Luttinger
theorem might be viewed as a justification of the most fundamental of
Landau’s claims, namely that the number of bare particles in FL, at a
given chemical potential µ, is equal to the number of Fermi excitations,
a statement which remains true in Φ derivable approximations at zero-
temperature. Luttinger proved that at zero temperature: The volume of the
Fermi sea of the interacting system is equal to the volume of the Fermi sea
of a non-interacting system with the same expectation value of the number
of particles as the interacting system. In passing we mention that DMFT
calculations using the Iterative Perturbation Theory (IPT) scheme at T =
0K fulfils the Luttinger theorem for the momentum independent self-energy
(Fig. 30 in Ref.[15]).
Spin Polarized T-FLEX
The presentation of the multiband spin-polarized T-matrix FLEX follows
the description presented in the papers by Katsnelson and Lichtenstein
[16,24,30]. As we saw in the previous section the FLEX description uses
the effective action formalism. But, in order to construct an approach
which can be easily included into an ab-initio LSDA+DMFT framework
the hamiltonian formulation is preferred. The instantaneous interactions
are captured by the LDA hamiltonian, while the time dependent two par-
ticle interactions are built in by the DMFT approach. Subsections that
follow introduce the Hamitonian, the Green’s functions and the general-
ized susceptibilities which determine the fluctuating effective potentials in
the interacting channels.
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Model Hamiltonian
The starting point is the same as in the LDA+U approach [25]. We start
from the many-body Hamiltonian:
H =
∑
ijσ{m}
tijm1m2c
+
im1σ
cjm2σ +
1
2
∑
i{σm}
U im1m2m′1m′2
c+im1σc
+
im2σ′
cim′
2
σ′cim′
1
σ
(2.56)
where (ij) represents different crystal sites, {m} label different orbitals,
{σ} are spin indices and tijm1m2 are the hoping parameters. Coulomb matrix
elements are defined:
U im1m2m′1m′2
=
∫ ∫
drdr′Ψ+im1(r)Ψ
+
im2
(r′)Vee(r − r′)Ψim′
1
(r)Ψim′
2
(r′)
(2.57)
where Vee(r − r′) is the screened Coulomb interaction. Including a double
counting term the Hamiltonian of the system becomes:
HdcLDA =
∑
ijσ{m}
hijm1m2c
+
im1σ
cjm2σ −Edc
H = HdcLDA +
1
2
∑
i{σm}
U im1m2m′1m′2
c+im1σc
+
im2σ′
cim′
2
σ′cim′
1
σ (2.58)
HdcLDA represents the LDA Hamiltonian corrected by double counting. The
index i for the U i has a meaning only for the correlated sites, the same
as the orbital indices {m} contrary to the LDA term hijm1m2 (one particle
Hamiltonian parameters) where we have the contribution of the all sites
and orbitals in the unit cell.
Multiband FLEX
Contrary to the FLEX approach here we will not take into account the k
dependence in the self-energy, Σ(ωn), due to the local nature of the cor-
relation effects described by DMFT. In addition there is an improvement
on the original formulation of FLEX [22] namely a different treatment of
particle-hole and particle-particle channels. Particle-particle channel is bet-
ter described by a T-matrix approach giving a renormalization of the ef-
fective interaction, the latter one being used explicitly in the particle-hole
channel.
2.2. DYNAMICAL MEAN FIELD THEORY 47
Coulomb matrix
The symetrization of bare U matrix is done over particle-hole and particle-
particle channels:
Udm1m′1m2m′2
= 2U im1m2m′1m′2
− U im1m2m′2m′1
Umm1m′1m2m
′
2
= −U im1m2m′2m′1
U sm1m′1m2m
′
2
=
1
2
(U im1m′1m2m
′
2
+ U im1m′1m
′
2
m2
)
U tm1m′1m
′
2
m2
=
1
2
(U im1m′1m
′
2
m2
− U im1m′1m2m′2)
The above expressions are the matrix elements of the bare interaction which
can be obtained with the help of the pairwise operators corresponding to
different channels:
• particle-hole density
d12 =
1√
2
(c+1↑c2↑ + c
+
1↓c2↓) (2.59)
• particle-hole magnetic
m012 =
1√
2
(c+1↑c2↑ − c+1↓c2↓)
m+12 = c
+
1↑c2↓ (2.60)
m+12 = c
+
1↓c2↑
• particle-particle singlet
s12 =
1√
2
(c1↓c2↑ − c1↑c2↓)
s+12 =
1√
2
(c+1↓c
+
2↑ − c+1↑c+2↓) (2.61)
• particle-particle triplet
t012 =
1√
2
(c1↓c2↑ − c1↑c2↓)
t+012 =
1√
2
(c+1↓c
+
2↑ − c+1↑c+2↓)
t±12 = c1↑,↓c2↓,↑
t±12 = c
+
1↑,↓c
+
2↓,↑ (2.62)
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These operator describes the correlated movements of the electrons and
holes below and above the Fermi level and they play an important role in
defining the spin dependent effective potentials W σσ
′
m1m2m3m4 .
Green function
First of all we should define our one electron Green function containing the
many-body interaction, described by the self-energy. As in all many-body
techniques, to produce the self-energy it is not possible to sum over all the
diagrams and you should choose which are the most important ones. The
straight forward method is to start from Hartree-Fock type approximation
which gives tractable diagrams resulting in the Hartree-Fock type self-
energy: ΣU . All the other diagrams contribution will enter in a self-energy
Σ(iωn) which will be calculated self consistently. In the present approach
Σ(iωn) is chosen as a GW type. In this way the Green function has the
following form:
G−1mm′σ(iωn) = (iωn + µ)δmm′ − hmm′σ −ΣUmm′σ − Σmm′σ(iωn) (2.63)
here µ is the chemical potential, ωn = (2n+1)pi/β are Matsubara frequen-
cies and β = 1/T is the inverse temperature.
Effective potentials
In the spirit of Kanamori approximation we take the ladder contribution
for the Coulomb matrix elements. For getting the self-energy we use a two
step FLEX approximation. It means that first of all the bare matrix vertex
is replaced by T matrix approach which will be used in the calculation of
the particle hole channel. In the Kanamori T-matrix approach the sum
over the ladder graphs may be carried out with the aid of the so called
T-matrix which obeys the Dyson-like integral equation:
< 13|T σσ′ (iΩ)|24 >=< 13|v|24 >
− 1
β
∑
ω
∑
5678
Giσ56(iω)G
iσ′
78 (iω)G(iΩ− iω) < 68|T σσ
′
(iΩ)|24 >
The Hartree and Fock contributions are obtained replacing the bare inter-
action by a T-matrix:
Σ
(TH)
12,σ (iω) =
1
β
∑
Ω
∑
34σ′
< 13|T σσ′ (iΩ)|24 > Gσ′43(iΩ− iω) (2.64)
Σ
(TF )
12,σ (iω) = −
1
β
∑
Ω
∑
34σ′
< 14|T σσ(iΩ)|32 > Giσ34(iΩ− iω) (2.65)
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The attractive feature of the present approach is that it leads to an exact
expression for the self-energy in the limit of a small number of holes in the
d band. These conditions are satisfied in case of Ni.
In low-density limit self-energy is the summation over diagrams for repul-
sion of two holes below EF (ladder approximation). Going beyond the low
density limit means the inclusion of excitations of electrons from states
below Fermi level into unoccupied part of the d band. This process renor-
malizes the hole states below EF and puts new poles in Green’s function.
Combining the density and the magnetic parts of the particle-hole channel
we can write the expression for the interaction part of the Hamiltonian
[16,24,30].
HU = D ∗HU ∗D+
HU =
1
2
Tr(D+ ∗ V ‖ ∗D +m+ ∗ V ⊥m ∗m− +m− ∗ V ⊥m ∗m+) (2.66)
where D is a line matrix with elements (d,m0), and D+ is a column matrix
with elements (d+m+0 ). We denote by ∗ matrix multiplication with respect
to the pairs of orbital indices. The expression of the effective potential is:
V ‖(iω) =
1
2
(
V dd V dm
V md V mm
)
(2.67)
(V ⊥m )1234 = < 13|T ↑↓|42 > (2.68)
The matrix elements of the effective interaction for z or longitudinal spin-
fluctuations are:
Vdd =
1
2
∑
σ
(
∑
σ′
< 13|T σσ′ |42 > − < 13|T σ′σ′ |42 >)
Vdm = Vmd =
1
2
∑
σσ′
σ(< 13|T σσ |42 > − < 13|T σσ |24 > + < 13|T σ′σ|42 >)
Vmm =
1
2
∑
σ
(
∑
σ′
σσ′ < 13|T σσ′ |42 > − < 13|T σ′σ′ |42 >)
For finite temperature the definition for the spin dependent Green function
is:
Giσ12(τ) = − < Tτ c1σ(τ)c+2σ(0) >
Giσ12(iωn) =
∫ β
0
eiωnτGiσ12(τ)dτ
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We will write the expressions for the generalized susceptibilities both for
the longitudinal χ‖ and the transverse cases χ⊥
χ⊥(iω) = [1 + V ⊥m Γ
↑↓(iω)]−1 ∗ Γ↑↓(iω) (2.69)
χ‖(iω) = [1 + V ‖ ∗ χ‖0(iω)]−1 ∗ χ‖0(iω) (2.70)
where Γ(iω) represents the Fourier transform of the empty loop:
Γσσ
′
m1m2m3m4(τ) = −Giσm2m3(τ)Giσm4m1(−τ) (2.71)
and the matrix of bare longitudinal susceptibility is:
χ
‖
0(iω) =
1
2
(
Γ↑↑ + Γ↓↓ Γ↑↑ − Γ↓↓
Γ↑↑ − Γ↓↓ Γ↑↑ + Γ↓↓
)
(2.72)
The four matrix elements of the bare longitudinal susceptibility represent
the density-density (dd), density-magnetic (dm0), magnetic-density (m0d)
and magnetic-magnetic channels (m0m0). The matrix elements couple lon-
gitudinal magnetic fluctuations with density magnetic fluctuations. In this
case the particle hole contribution to the self-energy is:
Σ
(ph)
12σ (τ) =
∑
34σ′
W σσ
′
1342(τ)G
σ′
34 (2.73)
with the particle-hole fluctuation potential matrix
W σσ
′
(iω) =
(
W↑↑ W↑↓
W↓↑ W↓↓
)
(2.74)
and the spin-dependent effective potentials are defined as:
W↑↑ =
1
2
V ‖ ∗ (χ‖ − χ‖0) ∗ V ‖
W↓↓ =
1
2
V ‖ ∗ (χ˜‖ − χ˜‖0) ∗ V ‖
W↑↓ =
1
2
V ⊥m ∗ (χ+− − χ+−0 ) ∗ V ⊥m
W↓↑ =
1
2
V ⊥m ∗ (χ−+ − χ−+0 ) ∗ V ⊥m (2.75)
Where χ˜‖, χ˜
‖
0 differ from the values of χ
‖, χ
‖
0 by the replacement Γ
↑↑ ↔ Γ↓↓
in equation (2.72). The complete expression for the self-energy is given by:
Σ = Σ(TH) + Σ(TF ) + Σ(ph) (2.76)
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2.3 The LSDA+DMFT approach
In the ab initio description of the electronic properties of materials the most
widely used methods are based on the density functional theory (DFT) [26]
implemented within the local spin density approximation (LSDA) [27,28] to
the exchange and correlation energy. Ground state properties of the most
metals, semiconductors, ionic compounds, etc., are quantitatively well de-
scribed by the DFT-LSDA approach. Attempts to apply these first prin-
ciples methods to strongly correlated systems, however, encountered many
fundamental difficulties [25]. Even for elemental transition metals, such as
Mn, Fe, or Ni, the impact of the correlation effects on the electronic struc-
ture turns out to be essential [30]. Therefore, one of the most challenging
problems in the physics of transition metals, their alloys and compounds is
to develop simple and efficient electronic structure methods that go beyond
the LSDA by including important many-body effects.
It has proved a fruitful approach to combine the simple Hubbard model
with the LSDA technique, providing a DFT scheme ”beyond LSDA” [25].
Unfortunately, the simplest realization of such an approach, the LSDA+U
scheme [25], cannot describe the many-body effects beyond the Hartree-
Fock approximation. These effects are connected with the frequency de-
pendence of the electron self-energy. In order to include dynamical effects
the LSDA+U scheme was combined with the dynamical mean field the-
ory (DMFT) [16,29,31]. The DMFT maps lattice models onto quantum
impurity models subject to a self-consistent condition in such a way that
the many-body problem for a crystal splits into a one-body impurity prob-
lem for the crystal and a many-body problem for an effective atom. In
fact, the DMFT, due to numerical and analytical techniques developed to
solve the effective impurity problem [30], is a very efficient and extensively
used approximation for energy dependent self-energy Σ(ω). The resulting
LSDA+DMFT method can be used for calculating a large number of sys-
tems with different strength of the electronic correlations [30-32]. To under-
line the importance of complete LSDA+DMFT self-consistency we mention
that the first successful attempt to combine the DMFT with LSDA charge
self-consistency gave an important insight into a long-standing problem of
phase diagrams and localization in f-electron systems [33].
To incorporate the dynamical mean field approach in the band structure cal-
culation we adopt the exact muffin-tin orbitals (EMTO) density functional
method. The EMTO theory can be considered as a screened Korringa-
Kohn-Rostoker (KKR) muffin-tin method, where large overlapping poten-
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tial spheres are used for accurate representation of the LSDA one-electron
potential. A comprehensive description of the EMTO theory and its im-
plementation within the LSDA may be found in Refs.[3-4] respectively.
Formulation of the problem
The density functional theory reformulates the N electron problem into
one electron problem by considering a non-interacting system, where each
electron feels an effective potential vσeff (r) created by the rest of the elec-
trons and external fields. Thus, within the DFT the solution of the original
inhomogeneous system is constructed from the one-electron Kohn-Sham
equations [27] [
−∇2 + vσeff (r)
]
Ψσ(, r) =  Ψσ(, r), (2.77)
where σ stands for spin. The many-body part of the effective potential
µσxc(r) is an unknown functional of the spin densities n
σ(r) =
∑
 |Ψσ(, r)|2.
The most commonly adopted approach for µσxc(r) is the local spin density
approximation (LSDA), where the effect of interactions between electrons
is taken into account by substituting locally the real system by the uniform
electron gas with the density equal to the actual density at point r. In the
followings we will not distinguish between different specific forms of the
LSDA.
In order to include the many-body correlation effects beyond the LSDA we
substitute the Kohn-Sham equation (2.77) by the quasiparticle equation
[
−∇2 + vσeff (r)
]
Φσ(ε, r) +
+
∑
Rl mm′
|Rlmσ〉 ΣσRlm,Rlm′(ε)〈Rlm′σ|Φσ(ε)〉 = ε Φσ(ε, r),(2.78)
where R, l and m denote the lattice sites, the orbital and the magnetic
quantum numbers, respectively. |Rlmσ〉 are localized orthonormal basis
functions, e.g. the partial waves for the correlated l−channels. In eqn.
(2.78) the correlation effects are treated at the DMFT level, where the
essential many-body self-energy, ΣσRlm,Rlm′(ε), is a local, energy dependent
and multi-orbital potential.
Note that eqns. (2.77) and (2.78) are formulated in terms of wave functions.
Consequently, the DMFT method has already been implemented in several
techniques based on wave function formalism, like the linear muffin-tin
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orbital method [29-31]. At the same time, accurate self-consistent meth-
ods for solving the local Kohn-Sham equation (2.77) in terms of Green’s
function have been developed within the multiple scattering theory [34-37].
The aim is to include the many-body correlation effects, approximated by
means of the DMFT, in the above mentioned multiple scattering approach.
We note that for a general non-local energy dependent potential the mul-
tiple scattering theory offers a solution known as the optical potential [38].
However, the optical potential is far too complicated to be used in realistic
computation. Nevertheless, it is proved that the non-local potential could
be transformed into an one particle energy-dependent operator such that it
satisfies a similar one-particle equation with a local and energy independent
potential.
2.3.1 The one-electron Green’s function
Within the multiple-scattering formalism, the one-electron Green’s function
is defined for an arbitrary complex energy z as[
z +∇2r − vσeff (r)
]
Gσ(r, r′, z) = δ(r− r′). (2.79)
For most of the applications, e.g. standard KKR or LMTO methods, the
LSDA effective potential from eqn. (2.79) is approximated by spherical
muffin-tin (MT) wells centered at lattice sites R. Within a particular basis
set, the one-electron Green’s function is expressed in terms of the so-called
scattering path operator, gσ,LSDARL,R′L′(z), as well as the regular, Z
σ
RL(z, rR),
and irregular, JσRL(z, rR), solutions to the single site scattering problem for
the cell potential at lattice site R, viz.
Gσ,LSDA(rR + R, rR′ + R
′, z) =
∑
L,L′
ZσRL(z, rR)g
σ,LSDA
RL,R′L′(z)Z
σ
R′L′(z, rR′) −
− δRR′
∑
L
JσRL(z, rR)Z
σ
RL(z, rR), (2.80)
where L ≡ (l,m) with l < lmax (usually lmax = 3) and rR ≡ r−R denotes
a point around site R. The real space representation for the scattering path
operator for the muffin-tin potential is given by
gσ,LSDARL,R′L′(z) = [t
σ−1
RL(z)δRR′δLL′ −BRL,R′L′(z)]−1, (2.81)
where tσRL(z) stands for the single scattering t-matrix and BRL,R′L′(z) are
the elements of the structure constant matrix for the complex energy mesh
z.
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Unfortunately, the MT based KKR or LMTO methods have limited ac-
curacy. The former method uses non-overlapping spherical muffin-tin po-
tentials and constant potential in the interstitial, while the latter method
approximates the system with overlapping atomic sphere and neglects com-
pletely the interstitial and the overlap between individual spheres. Recent
progress in the field of muffin-tin orbitals theory [3] shows that the best
possible representation of the full potential in terms of spherical wells may
be obtained by using large overlapping muffin-tin wells with exactly treated
overlaps. Within this so-called exact muffin-tin orbitals method [3-4], the
scattering path operator is calculated as the inverse of the kink matrix
defined by
KσRL,R′L′(z) ≡ DσRL(z)δRR′δLL′ − SRL,R′L′(z), (2.82)
where DσRL(z) denotes the EMTO logarithmic derivative function [3,4] and
SRL,R′L′(z) is the slope matrix [3]. The corresponding KKR quantities are
the single-site t-matrix t−1Rl (z) representing the EMTO logarithmic deriva-
tive and the structure constant matrix BRL,R′L′(z) representing the EMTO
slope matrix.
Since the energy derivative of the kink matrix, K˙σRL,R′L′(z), gives the over-
lap matrix for the EMTO basis set [3], the matrix elements of the properly
normalized LSDA Green’s function become [3,4]
Gσ,LSDARL,R′L′(z) =
∑
R′′L′′
gσ,LSDARL,R′′L′′(z)K˙
σ
R′′L′′,R′L′(z)− IσRL(z)δRR′δLL′ , (2.83)
where IσRL(z) accounts for the unphysical poles of K˙
σ
RL,R′L′(z). In the case
of translation invariance eqn. (2.82) and (2.83) can be transformed to the
reciprocal space, so that the lattice index R runs over the atoms in the
primitive cell only, and the slope matrix, the kink matrix, and the path
operator depend on the Bloch wave vector k. In this case the total number
of states at the Fermi level EF is obtained as
N(EF ) =
1
2pii
∑
RL,R′L′
∮ ∫
BZ
Gσ,LSDARL,R′L′(k, z) dk dz, (2.84)
where the energy integral includes the Fermi distribution. The k-integral
is performed over the first Brillouin zone, while the z-integral is carried out
on a semicircular complex contour (Fig. 2.5) that starts below the bottom
of the valence band and ends at EF .
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2.3.2 DMFT and effective medium Green’s function
To incorporate the many-body effects into the Green’s function technique
we start with the LSDA Green’s function matrix (2.83) expressed on the
EMTO basis set. The LSDA+DMFT Green’s function, GσRL,R′L′(k, z),
defined for Bloch vector k and energy z, is connected to the one-electron
LSDA Green’s function trough the Dyson equation[
GσRL,R′L′(k, z)
]−1
=
[
Gσ,LSDARL,R′L′(k, z)
]−1 − Σ˜σRL,RL′(z)δRR′ . (2.85)
The local self-energy Σ˜σRL,RL′(z) in eqn. (2.85) depends on the so-called ef-
fective medium or bath Green’s function GσRL,R′L′(z). This, in turn, is calcu-
lated from the k−integrated LSDA+DMFT Green’s function, GσRL,R′L′(z) =∫
BZ G
σ
RL,R′L′(k, z)dk, as[
GσRL,R′L′(z)
]−1
=
[
GσRL,R′L′(z)
]−1
+ Σ˜σRL,RL′(z)δRR′ . (2.86)
To find the local self-energy we use a spin polarized T -matrix plus fluctu-
ation exchange (SPTF) approximation [24,39]. The many body problem
is solved on the Matsubara contour, defined by the fermionic frequencies
ωn = (2n + 1)piT , where n = 0,±1, ..., and T is the temperature. A Pade´
analytical continuation [40] is used to map between the complex energies z,
used in the EMTO iterations, and the complex energies iωn, corresponding
to the Matsubara frequencies and expressed relative to the Fermi level EF .
2.3.3 The self-consistency within the LSDA+DMFT scheme
After the self-energy Σ˜σRL,RL′(z) is determined as the self-consistent solution
of the effective impurity problem, the many-body LSDA+DMFT Green’s
function, GσRL,R′L′(k, z), is calculated using eqn. (2.85). The EMTO num-
ber of states at the Fermi level is given by the multi center expression (2.84),
written for the LSDA+DMFT Green’s function.
The charge and spin densities in the EMTO formalism are represented in
one center form around each lattice site R, i.e.
nσ(r) =
∑
RL
nσRL(rR)YL(rR), (2.87)
where YL(rR) are the real harmonics. Inside the Wigner-Seitz cell the
partial components nσRL(rR) are expressed in terms of the density matrix
DσRL′L(z) as
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nσRL(rR) =
1
2pii
∮
EF
∑
L′′L′
CLL′′L′Z
σ
Rl′′(z, rR) DσRL′′L′(z) ZσRl′(z, rR)dz, (2.88)
where CLL′′L′ are the real harmonic Gaunt coefficients. The density matrix
is obtained from the path operator as described in, e.g., Ref. [4]. Within the
present scheme the LSDA+DMFT path operator, gσRL,R′L′(k, z), is deter-
mined according to eqn. (2.83) using the LSDA+DMFT Green’s function
and the LSDA overlap matrix.
( )ω∑
( )ωG
( ) ( )[ ] ( )zGzzkG loc
k
=Σ−∑
−
−
11
,
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Figure 2.5: The complex countour Green function G(κ, z) of the one-
electron LDA problem is used to construct the local and energy dependent
Green function Gloc(z). Pade´ analytical continuation is used to map the
local Green function on the Matsubara axis where the many-body problem is
solved. The many-body self-energy is mapped back on the complex contour
Σ(z), in such a way the self-consistency loop in the LSDA+DMFT scheme
can be constructued.
Here we implicitly make the assumption that the LSDA+DMFT Green’s
function can be expanded on the same basis set as the one-electron Green’s
function. In other words, instead of the solutions of eqn. (2.78) for a single
scatterer, we use the LSDA single-site solutions of eqn. (2.77) for a single
scatterer to express the LSDA+DMFT Green’s function in the same form,
as we express the one-electron Green’s function in eqn. (2.80).
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Finally, for charge self-consistent calculation we construct the new LSDA
effective potential from the spin and charge densities, n(r) = n↑(r)+n↓(r).
The Poisson’s equation is solved using the spherical cell approximation [4],
and the exchange and correlation term is calculated within the LSDA.
At the end a description of the selfconsistent LSDA+DMFT [42] flow dia-
gram is presented in Fig. (2.5). The L(S)DA Green function GσRL,R′L′(k, z)
calculated on the complex contour which encloses the valence band one
electron energy poles. The Pade´ analitical continuation is used to map
the complex plane local Green’s function Gloc(z) on the Matsubara axis
where the many-body problem is solved. In the current implementation
the perturbative SPT-FLEX solver of the DMFT problem is used. In fact
any DMFT solver could be included which will offer the self-energy as a
solution of the many-body problem Σ(ω). To connect back to the complex
contour Pade´ analytical continuation is used once more to map back the
self-energy from the Matsubara axis to the complex plane, where the new
local Green function is calculated. As was decribed in the previous sections,
the key role is played by the scattering path operator gσRL,R′L′(k, z), which
allows us to calculate the charge at each iteration, and the new potentials
that are used to generate the new LSDA Green’s function. When the self-
consistency is reached the charge and total energies are calculated from
the scattering path operator. In practice the convergence of the itterative
process has shown that the self-energy converges faster in comparison with
the charge.
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Chapter 3
3d Metals at Finite
Temperature
ABSTRACT
We present results on the electronic structure calculations for bulk 3d tran-
sition metals (Cr, Fe Co and Ni) combined with optics and magneto-optics
calculations on Fe and Ni. For Fe/Cr and Co/Cu magnetic multilay-
ers(MML) our calculation shows an enhanced density of states at the Fermi
level, suggesting that electronic correlations might play an important role
in the transport properties of multilayers.
This chapter is based on the papers:
• Ab initio electronic structure calculation of correlated systems: EMTO-
DMFT approach, L. Chioncel, L. Vitos, I. A. Abrikosov, J. Kolla´r, M.
I. Katsnelson, and A. I. Lichtenstein, Phys. Rev. B 67, 235106 (2003)
• Correlation effects in Fe/Cr and Co/Cu magnetic multilayers, L.
Chioncel and A. I. Lichtenstein, submitted to Phys. Rev. B , cond-
mat/0403685.
• Ab-initio calculations of the optical and magneto-optical properties of
moderately correlated systems: accounting for correlation effects A.
Perlov, S. Chadov, H. Ebert, L. Chioncel, A.I. Lichtenstein, M.I. Kat-
snelson, J. Mag. Mag. Matter, 272-276, 523 (2004), cond-mat/0401545.
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3.1 Simple metals: Fe,Co,Ni,Cr
The role of the correlation effects in the electronic structure of 3d transi-
tion metal series is far from being completely understood [1]. In general,
spin-polarized band structure calculations provide an adequate description
of the ferromagnetic ground state for the most of the metals. At the same
time, there is obvious evidence of essentially many-body features in the
photoemission spectra of Fe [2], Co [3], and Ni [4]. A few examples are
the 6 eV satellite in Ni density of states, broadening of the angle-resolved
photoelectron spectroscopy (ARPES) features due to quasiparticle damp-
ing, narrowing of the d-band, essential changes of spin polarization near
the Fermi level, etc. Although, there is no direct experimental informa-
tion yet, one can assume that the many-body effects will also be important
in the case of magnetic multilayers and other heterostructures containing
transition metals. The importance of correlation effects on transition metal
surfaces has already been demonstrated by the STM observation of an or-
bital Kondo resonance in Cr [5]. Here we will present results obtained using
the LSDA+DMFT method in the case of bulk Fe, Co, Ni and Cr 3d tran-
sition metals together with the Fe/Cr and Co/Cu multilayer structures.
The self-consistent LSDA+DMFT calculations were carried out for the ex-
perimental ground state crystal structures, i.e. fcc for Ni, Co and bcc for
Fe and Cr. The lattice parameters were fixed at the experimental values.
The LSDA Green’s function was calculated for 16 − 32 complex energy
points distributed exponentially on a semi-circular contour. The k-point
sampling was performed on a uniform grid in the Brillouin zone. For the
LSDA energy functional we used the Perdew-Wang parameterization [6] of
the results by Ceperley and Alder [7]. The DMFT parameters, average
Coulomb interaction U , exchange energy J = 0.9eV and temperature T ,
used in the present calculation are listed in the Table 3.1.
From the self-consistent density of states (DOS) we have determined the
magnetic moment µ and the electronic specific heat coefficient γ. The latter
is given by relation
γ = pi2k2BN(EF )(1 + λ)/3, (3.1)
where N(EF ) is the electronic DOS at the Fermi level, (1 + λ) is the mass
enhancement factor caused by the electron-phonon interaction. This factor
in the case of Ni was estimated to be 1.24 [8].
3.1. SIMPLE METALS: FE,CO,NI,CR 63
Ni
It has been shown that the main peculiarities of the experimental Ni photoe-
mission spectra can be described within the framework of the LSDA+DMFT
approach [4]. An exact quantum Monte-Carlo (QMC) solution of the ef-
fective impurity problem [4] gives impressive quantitative agreement be-
tween the experimental and computational data, both for photoemission
spectra and for temperature dependent magnetic properties. Here we will
show that the perturbative SPT-FLEX approach, employed in the present
LSDA+DMFT method, also reproduces the main correlation effects in Ni,
e.g. the narrowing of the band, reduction of the exchange splitting and the
appearance of the 6 eV satellite.
The LSDA+DMFT density of states for fcc Ni is shown on Fig. 3.1. For the
present choice of the average Coulomb interaction U = 3eV , the position
of the 6 eV satellite is shifted to a lower energy. This shift and the large
broadening of the resonance is due to the perturbative approach of the
solver of the effective impurity problem [9,10].
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Figure 3.1: Left: The LSDA (dashed line) and LSDA+DMFT (solid
line) T = 500K densities of states for fcc Ni. A significant reduction of the
exchange splitting can be noted. Right: Spin up (open symbols) and down
(closed symbols) self energies for Ni for t2g (upper panel) and eg (lower
panel) orbitals.
The energy dependence of the self-energy for Ni is plotted on right side of
Fig. 3.1. Near the Fermi level it shows the typical Fermi liquid behavior.
For the imaginary part we have −Im Σ(E) ∝ E2, meanwhile the real part
of the self-energy has a negative slope ∂Re Σ(E)/∂E < 0, where E is the
electron energy relative to the Fermi level. According to the present result,
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at T = 500 K, i.e. at T/Tc ≈ 0.8, the reduction of the exchange splitting
relative to the LSDA value is 43%. This is in good agreement with 40%
estimated from experimental data corresponding to the same temperature.
Our results are also in agreement with ARPES measurements [11,12]. The
LSDA+DMFT magnetic moment of 0.42µB , see Table 3.1, represents a
reduction of 30% from the LSDA value. This reduction is comparable with
25% evidenced from experimental magnetic moments.
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Figure 3.2: Magnetic moment densities of Ni along the nearest-neighbor
distance in fcc lattice, calculated within the LSDA (dashed line) and the
LSDA+DMFT (solid line).
Apart from the many-body self-consistency, the present implementation
fulfills also the charge self-consistency. This allows us to monitor the effect
of DMFT on the LSDA charge and magnetic moment densities in real space.
The four panels of Fig. 3.2 show the real space charge distribution along
with the LSDA and LSDA+DMFT magnetic moment densities in Ni in the
〈001〉 and 〈110〉 directions. The charge contour plots are presented along
the z axis, meanwhile the magnetic density is presented along the nearest-
neighbor distance in the fcc unit cell. Comparing the two densities one
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can interpret the reduction of the magnetic moment in the LSDA+DMFT
approach as a slight narrowing of the real space extension of the d wave
functions.
Within the LSDA for the electronic specific heat coefficient we obtain 5.43
mJ/K2mol, which underestimates the experimental value from Ref. [13] by
more than 20%. This LSDA value is in good agreement with previous cal-
culations [14,15]. On the other hand, within the LSDA+DMFT approach
the electronic specific heat coefficient is 6.78 mJ/K2mol, which reduces the
discrepancy between theory and experiment by 19%.
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Figure 3.3: Left: The LSDA (dashed line) and LSDA+DMFT (solid
line) T = 325K densities of states for bcc Fe. Right:Spin up (open symbols)
and down (closed symbols) self energies for Fe for t2g (upper panel) and eg
(lower panel) orbitals.
In Fig 3.3 we compare the LSDA and the LSDA+DMFT density of states
for bcc Fe. The present LSDA magnetic moment 2.25µB is reduced to
2.23µB within the LSDA+DMFT approach. We note that our LSDA mag-
netic moment is in excellent agreement with the one obtained in former ab
initio calculation [16]. The electronic specific heat coefficient increase from
the LSDA value of 2.43 mJ/K2mol to 2.53 mJ/K2mol in the LSDA+DMFT
calculation. These values can be compared with the experimental data in
the range of 3.11 − 3.69 mJ/K2mol [17]. We can see that in bcc Fe the
correlation effects are much less pronounced than in fcc Ni. This is due
to the large spin splitting in Fe and the bcc-structural dip in the density
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of states [4]. The energy dependence of the self-energy of Fe, see Fig. 3.3,
corresponds again to typical Fermi liquid behavior, similar to the case of
Ni.
The d band exchange splitting in Fe in the LSDA+DMFT is slightly de-
creased in comparison with the LSDA result. The temperature dependence
of the exchange splitting in Fe was determined by spin-resolved photoemis-
sion spectroscopy [38]. The experimental results show a very weak tem-
perature dependence of the exchange splitting in the temperature range
0.3 − 0.85Tc, where Tc = 1043 K. Our calculations for three different
temperatures T/Tc = 0.3, 0.6 and 0.8 show almost constant d band ex-
change splitting, in perfect agreement with experiment [18] and previous
DMFT(QMC) calculations [4].
Fe LDA
0
0.5
1
1.5
2
2.5
3
Fe DMFT
0
0.5
1
1.5
2
2.5
3
Figure 3.4: Real space selfconsistent atomic potentials coresponding to
the LSDA (left) and the LSDA+DMFT (right) T = 325K calculations.
In Fig. 3.4, the LSDA and the LSDA+DMFT potential are presented. The
spin down channel is seen in the internal surface, meanwhile the external
surface is the spin-up potential. There is no significant difference between
the two potentials, which is expected since the self-energy is at least one
order of magnitude weaker then the potential.
3.1.1 Finite temperature magnetism: Fe,Ni
The debate on the relation between the electronic structure and finite tem-
perature magnetic properties in metallic systems continues to be of interest
to solid state physics. The basic feature of the electronic structure of 3d
transition metals Fe and Ni, can be understood on the basis of their two
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types of valence electron orbitals. On the one hand extended 4s and 4p
orbitals overlap to form free-electron like bands whereas the 3d orbitals
are fairly localized forming a relatively narrow bands. These 3d states are
pinned at the Fermi energy and hybridize weakly with the 4s and 4p bands.
Because of the localized nature of these 3d states, the interaction between
the electrons in such orbitals give rise to important dynamic correlation
effects.
Within the Stoner model for the itin-
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Figure 3.5: Ni and Fe calculated
local magnetic moments as function
of temeprature.
erant electron magnetism there is a
spin moment which develops signal-
ing that the gain in the exchange en-
ergy is larger than the loss in kinetic
energy. The appearance of the spin
moment leads to a nearly filled and
nearly empty set of orbitals, the 3d
band filling increasing across the 3d
transition metal series passing from
Fe to Ni. Being a static mean field
approch the Stoner model cannot de-
scribe dynamical effects such as quan-
tum fluctuations at finite tempera-
tures. As a consequence the critical
temperature evaluated in the mean
field approach is overestimated substantialy. Since DMFT includes local
quantum fluctuations capturing essential many-body features, so one can
assume improvements in evaluating Tc beyond the mean filed approxima-
tion.
In order to investigate the temperature dependence of the magnetic moment
several self-consistent calculations were carried out for different tempera-
tures. We evaluated the critical temperatures for Ni T Nic,cal = 680K and
Fe TFec,cal = 1450K as the temperatures at which the local magnetic mag-
neti moment is smaller than 10−2µB . The results presented in Fig. 3.5
have a remarkable agreement with the experimental values of the critical
temperature TNic,exp = 631K and T
Fe
c,exp = 1043K [47]. In Fig. 3.5 normal-
ization of the magnetic moment is done with respect to the LSDA values:
M(0)NiLSDA = 0.62µB , M(0)
Fe
LSDA = 2.25µB and the Tc coresponds to the
calculated values T Fe,Nic,cal . Further investigations are carried out to evalaute
the susceptibilities above the Curie point in order to get precise values of
the effective magnetic moments in the paramagnetic phase and Tc.
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3.1.2 Optics and Magneto-optics: Fe,Ni
Much information on the electronic structure of magnetic solids is gained
by optical and magneto-optical measurements, being useful tools for ana-
lyzing the dispersion of (quasi-particle) bands. However, measured optical
and magneto-optical spectra can hardly be interpreted without accompa-
nying theoretical calculations. In the actual calculations we use the Green
function representation. Such a representation has been already derived
[20] and successfully applied for calculation in the framework of Korringa-
Kohn-Rostoker (KKR) Green-function method for LSDA calculations. The
only drawback of such an approach is that it is highly demanding as to both
computational resources and computational time.
Formalism
The optical properties of solids are conventionally described in terms of
either the dielectric function or the optical conductivity tensor being con-
nected via the simple relationship:
σαβ(ω) = − iω
4pi
(εαβ(ω)− δαβ) (3.2)
The optical conductivity is connected to other optical properties, for ex-
ample, the Kerr rotation θK(ω) and the so-called Kerr ellipticity εK(ω) for
small angles and for | εxy || εxx | can be calculated as follows:
θK(ω) + iεK(ω) =
− σxy(ω)
σxx(ω)
[
1 + 4piω σxx(ω)
]1/2 (3.3)
The reflectivity coefficient r is:
r =
(n− 1)2 + k2
(n+ 1)2 + k2
(3.4)
with n and k being the components of the complex refractive index, namely
the refractive and the absorptive indices, respectively. The connection with
the dielectric function is realized through the relation:
n+ ik = (εxx + iεxy)
1/2 (3.5)
The microscopic formulation of the optical conductivity tensor is based on
the Kubo linear response theory [21]:
σαβ(ω) = − 1
h¯ωV
∫ 0
−∞
dτe−i(ω+iη)τ 〈 [Jβ(τ), Jα(0)] 〉 (3.6)
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involving the expectation value of the correlator of the electric current
operator Jα(τ). In the framework of the quasiparticle description of the
excitation spectra of solids the formula can be rewritten in the spirit of the
Greenwood approach and involves the one particle Green function G(E):
σαβ(ω) =
ih¯
pi2V
∫ ∞
−∞
dE
∫ ∞
−∞
dE′f(E − µ)f(µ−E ′)[
Tr
{
jˆα=G(E′)jˆβ =G(E)
}
(E′ −E + iη)(h¯ω +E −E ′ + iη)
Tr
{
jˆβ=G(E′)jˆα =G(E)
}
(E′ −E + iη)(h¯ω +E ′ −E + iη)
]
, (3.7)
where =G(E) stands for the anti-hermitian part of the Green function,
f(E) is the Fermi function and V is the volume of a sample. Taking the
zero temperature limit and making use of the analytical properties of the
Green function one can get a simpler expression for the absorptive (anti-
hermitian) part of the conductivity tensor:
σ
(1)
αβ (ω) =
1
piω
∫ EF
EF−ω
dE tr
[
jˆα=G(E)jˆβ=G(E + h¯ω)
]
. (3.8)
The dispersive part of σαβ(ω) is connected to the absorptive one via a
Kramers-Kronig relationship. The central quantity entering expression
Eq.(3.8) is the one-particle Green function defined as a solution of the
equation:
(E − Hˆ0 − Σˆ(E))Gˆ(E) = Iˆ , (3.9)
where Hˆ0 is one particle Hamiltonian including the kinetic energy, the
electron-ion Coulomb interaction and the Hartree potential, while the self-
energy Σˆ(E) describes all static and dynamic effects of electron-electron
exchange and correlations. The L(S)DA introduces the self-energy as a
local, energy independent exchange-correlation potential Vxc(r). As the
introduction of such an additional potential does not change the proper-
ties of Hˆ0 we will incorporate this potential to HˆLSDA and subtract this
term from the self-energy operator. This means that the self energy Σ
used in the following is meant to describe exchange- and correlation ef-
fects not accounted for within LSDA. For moderately correlated systems a
rather good approximation for Σˆ(E) can be obtained in the framework of
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LSDA+DMFT method, where an exact many-body problem for a crystal is
split into a one-particle impurity problem for the crystal and a many-body
problem for one site in an effective medium (effective impurity method, see
Refs. [22]). To solve the impurity problem and to find the self-energy Σ
as a functional of the bath Green function G we used the spin-polarized
FLEX+T-matrix approach [9,10].
Within our approach to deal with Eq.(3.9) the Green function is represented
as a sum over energy independent basis functions |i〉:
G(E) =
∑
ij
|i〉〈i|(E − Hˆ0 − Σˆ(E))−1|j〉〈j| . (3.10)
This leads to a computationally manageable formula for the conductivity,
as the corresponding matrix elements of the current operator 〈j|J |j〉 are
energy independent.
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Figure 3.6: Calculated and measured optical and magneto-optical prop-
erties of Fe (T=325K) and Ni (T=500K) solid line - LSDA+DMFT cal-
culations, dashed line - LDA calculations, symbols - experiments [20].
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In Fig. 3.6 we present results of our calculations of the optical conductivity
and polar Kerr rotation spectra for Fe and Ni. As one can see for Fe already
LSDA gives reasonable agreement with experimental data though the ap-
plication of DMFT makes agreement even better. A somewhat different
situation takes place for Ni. The high energy peak in the diagonal part of
the optical conductivity calculated within LSDA is shifted approximately
1 eV with respect to experiment. This shift is due to the well known over-
estimation by LSDA of the d-bandwidth for Ni. Applying DMFT cures the
situation completely giving practically perfect agreement with measured
spectra. At the same time changes in the calculated Kerr rotation spectra
are not so pronounced although they are in the required directions.
To summarize, we have developed and realized an efficient approach to
calculate optical and magneto-optical properties of the moderately corre-
lated systems where correlation effects are taken into account via DMFT
formalism. This allowed us to improve the description of the optical and
magneto-optical properties of Fe and Ni crystals.
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Figure 3.7: The LSDA (dashed line) and LSDA+DMFT (solid line)
T = 250K densities of states for bcc Cr. Right: The effect of DMFT on
the LSDA charge density of bcc Cr.
The effect of correlations in the case of bcc Cr is manifested through a small
enhancement of the density of states at the Fermi level, as shown in Fig.
3.7. The value of electronic specific heat coefficient is 2.88 mJ/K2mol, which
represents an improvement of about 40% relative to the LSDA value of 2.07
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mJ/K2mol. Our LSDA+DMFT result still underestimates the experimen-
tal non-magnetic data of 3.5 mJ/K2mol Ref. [19] by 15%. Although, for
the bulk Cr the correlation effects are not very important, one can expect
strong correlation effects at Cr surfaces, in the light of the observation of es-
sentially many-body phenomenon, the orbital Kondo resonance at Cr(001)
surface [5].
To demonstrate the correlation effect on the real space charge distribution
in Fig. 3.7 we have plotted the difference of the LSDA+DMFT and LSDA
charge densities in the bcc (110) plan. As one can see the main effect of
the DMFT charge self-consistency is a redistribution of charge density, sug-
gesting a suplimentary accumulation of d electrons due to correlation effects
inside the muffin-tin spheres and a depletion of density in the interstitial
region.
The present theoretical results for the self-consistent magnetic moments
and electronic specific heats, along with the available experimental data are
listed in Table 3.1. The experimental values for γ include the enhancement
due to electron-phonon coupling, but this enhancement is not included for
the calculated band structure values for Fe and Cr. The theoretical γ
values for Ni are corrected with 1 + λ = 1.24 according to Eq. (3.1) and
Ref. 30. In the last three columns the parameters used in the self-consistent
LSDA+DMFT calculations are listed.
µLSDA µDMFT γLSDA γDMFT γexpt. T U
(µB) (µB) (mJ/K
2 mol) (K) (eV)
Ni 0.63 0.42 5.43 6.78 7.02a 500 3
Fe 2.25 2.23 2.43 2.61 3.11,3.69b 325 2
Cr - - 2.07 2.88 3.5c 250 2
a Ref. 33, b Ref. 37, c Non-magnetic Cr, Ref. 39.
Table 3.1: Theoretical magnetic moments, µ, and electronic specific
heat coefficients, γ, calculated at LSDA and LSDA+DMFT levels. For
comparison some experimental electronic specific heat coefficients are also
listed.
3.2 Magnetic multilayers
Magnetic multilayers (MML) heterostructures of alternating ferromagnetic
layers and non-magnetic spacers have attracted attention in the last decades
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because of their implications both for fundamental research and technolog-
ical applications. The most remarkable property of these systems is the
giant magnetoresistance (GMR) measured for a parallel/antiparallel con-
figuration of the magnetic moments belonging to different layers in the
presence of an external magnetic filed [23]. The GMR effect is related
to the spin dependent scattering but the detailed mechanism is still the
subject of intense investigations.
One of the first attempts to explain the GMR effect was based on the
ballistic approach [24]. Soon it became obvious that the band structure
description is very important for the realistic description of GMR. A con-
siderable number of attempts have been made to include the electronic
structure in diffusive regime [25-26]. In order to consider the spin depen-
dent scattering due to the interface, these calculations were based on the
coherent potential approximation. However, all these calculations overes-
timate the experimental values for the GMR effect. On the other hand
band structure calculations allows the evaluation of the Fermi velocities
wich can be used to estimate the spin dependent relaxation-times [27]. The
semiclassical approach used in the calculation of the conductivity was also
found to overestimate the experimental GMR values [28]. One of the most
advanced techniques in the ab initio theories of electric transport in solid
systems, is offered by the Kubo-Greenwood formalism. A comprehensive
overview of this technique applied for systems with reduced dimension is
discussed by Weinberger [29].
3.2.1 Fe in Cr: embedding
Experimentally was found that the magnetic multilayers grown epitaxially
shows an enhancement of the electronic contribution to the low temperature
specific heat [30]. Standard electronic band structure calculations could
not reproduce this enhancement [31], which can be seen as evidence of
the correlation effects. Our aim is to check whether the correlation effects
considered in the DMFT approach can lead to an essential renormalization
of the density of state at the Fermi level N(EF ).
In the LSDA+DMFT calculations for Fe/Cr multilayer we have chosen
different values for the average Coulomb interaction and exchange energy
for Fe and the two types of Cr atoms. These values are listed in Table 3.1.
Although this choice is motivated by the fact that correlation effects for
these atoms could be similar in this structure, the present results are more
qualitative than quantitative.
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The studied Fe/Cr multilayer system has tetragonal (001) structure with
one type of Fe atoms and two different types of Cr atoms. This structural
setup describes the situation of one Fe layer embedded in few Cr layers.
The atoms in the tetragonal unit cell were fixed in the ideal positions, and
for the lattice parameters we used the bulk Cr lattice constant.
The layer resolved LSDA and LSDA+DMFT densities of states for Fe/Cr
multilayer are plotted in Fig. 3.8. Comparing the LSDA and LSDA+DMFT
DOS one can see that the correlation effects produce a strong peak at the
Fermi level. This can give a qualitative explanation of the heat capacity
data discussed above.
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Figure 3.8: Left: The layer resolved LSDA (dashed line)
and LSDA+DMFT (solid line) T=300K densities of states for
Fe/Cr1/Cr2/Cr1/Fe multilayers. Right: The LSDA (open symbols)
and LSDA+DMFT (closed symbols) magnetic moments per atom for
Fe/Cr1/Cr2/Cr1/Fe multilayers.
The calculated LSDA and LSDA+DMFT magnetic moments are shown in
Fig. 3.8. Our LSDA result is in agreement with previous electronic structure
calculations of Fe impurities in a Cr environment [32]. We have found that
within the LSDA the magnetic multilayer structure consist of ferromagnet-
ically coupled Fe layers with the magnetic moments of 1.72µB per atom.
The Cr spacers have very small magnetic moments per atom, −0.05µB and
0.09µB , respectively, and they are oriented antiferromagnetically. This re-
sult is in accordance with previous ab initio study on Fe/Cr superlattices
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[33]. The LSDA Fe magnetic moment is drastically reduced compared with
its value in bulk, which is attributed to d − d band hybridization between
the Fe and Cr states.
The results of the LSDA+DMFT calculations are essentially different from
that in LSDA. In particular, the correlation effects result in a slightly in-
crease of the Fe layer magnetic moment and a significant polarization of
the Cr spacers, see Table 3.1. In the case when the correlation effects are
considered for all the atoms the self-consistent calculation shows the same
trend for the magnetic moments: 1.85µB per Fe atom, 0.42µB per Cr1 and
−0.19µB per Cr2 respectively. These results leads us to the conclusion that
the correlation effects induce a strong polarization on the first Cr layer,
which is almost non-magnetic according to the LSDA calculations.
The appearance of the Cr magnetic moments can be attributed to the
correlation induced narrowing of the d band, together with the Fe-Cr d− d
hybridization mechanisms. In the presence of the correlations the Fe-Cr d−
d hybridization is much stronger than the Cr1-Cr2 d−d hybridization. This
can be seen from majority spin channel of the DOS in Fig. 3.8, where Fe d
and Cr1 d have pronounced peaks at the Fermi level. Due to this significant
change in the spin up d-channel of DOS of Fe Fig. 3.8, the spectral weight
is transfered close to Fermi level and the effective exchange interaction
between the Fe and the first Cr layer becomes ferromagnetic. Further
investigation of this magnetic ordering as function of different parameters
U, T is important for the nature of the magnetic coupling in multilayer
systems.
µLSDA µDMFT γLSDA γDMFT γexpt. U
(µB) (µB) (mJ/K
2 mol) (eV)
Fe(Fe/Cr) 1.72 1.75 2
Cr1(Fe/Cr) -0.05 0.15 6.90
∗ 7.84∗ 8.7± 0.7∗,a 0
Cr2(Fe/Cr) 0.09 -0.11 0
a Ref. 41, ∗ Values corresponding to the magnetic multilayer.
Table 3.2: Theoretical magnetic moments, µ, and electronic specific
heat coefficients, γ, calculated at LSDA and LSDA+DMFT, T=300K. The
experimental electronic specific heat coeficient is also listed.
The calculated electronic specific heat coefficients are listed in Table 3.1.
The present LSDA+DMFT value of 7.84 mJ/K2mol is in good agreement
with recent experimental study [30].
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Several theoretical approaches have been used to explain the magnetic prop-
erties of such superlattice structures. Many of these approaches are based
on the RKKY-like model [45,46], tight-binding models [47] and, recently, on
the results of ab initio electronic structure calculations [44]. The magnetic
coupling studied in the framework of these models was shown to result form
the interplay between the direct d − d hybridization of Fe and Cr atoms
and indirect exchange through the sp electrons. The sp − d coupling [44]
was found to be reminiscent of the RKKY interaction only for superlattices
with more than four Cr layers.
Finally, it is worthwhile to emphasize that the enhanced DOS at the Fermi
level, having a many-body correlation origin, can play an important role
in the GMR, since this DOS enhancement is strongly spin-dependent. It
is more effective for the majority electrons of Fe and Cr1 (Cr1 is the one
closer to the Fe layer), giving the result of a quasiparticle peak centered
at the Fermi level. Our finding is in good agreement with the tendency
of the enhancement of electronic contribution to the specific heat in Fe/Cr
magnetic multilayers [30].
3.2.2 Co/Cu and Fe/Cr
We focus on the band structure of the perfect (001) fcc Co11/Cu5 and (001)
bcc Fe3/Cr5 supercells. It was found experimentally that values of GMR
are 220% in Fe/Cr multilaters [63] and 120% in Co/Cu multilayers [64].
One of the reasons why the above multilayers are highly magnetorezistve is
that they contain ferromagnetic 3d metals which should have a pronounced
spin asymmetry in their conductivity due to the presence of the exchange
split d-bands. Perhaps the crucial factors for obtaining high values of GMR
are the band matching and the lattice matching between the ferromagnetic
and non-magnetic metals [28,36]. These two conditions are almost perfectly
satisfied in Co/Cu and Fe/Cr multilayers. Thin films of Co grow in the fcc
structure with the lattice parameter of 3.56A˚, which is only 2% less than
the lattice parameter of 3.61% in fcc Cu. Both Fe and Cr have the bcc
structure and their lattice parameters are almost identical: 2.87A˚ for Fe
and 2.77A˚ for Cr.
On the other hand it was experimentally demonstrated that the magnetic
multilayers grown epitaxially show an enhancement of the electronic contri-
bution to the low temperature specific heat [30] which can be an evidence
of correlation effects. Indeed, this enhancement cannot be reproduced in
the standard electronic band structure calculations [31], probably due to
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the absence of important many-body effects in the calculations. It is our
aim to check whether the correlation effects considered in the Dynamical
Mean Field Theory (DMFT) [22] approach can lead to an essential renor-
malisation of the density of state at the Fermi level N(EF ).
Figure 3.9: The superlattice structure of Fe3/Cr5 having an equidistant
distribution of atomic layers. Fe and Co atoms are denoted by dark and
light gray, in the following order: Fe1/Fe2/Fe1/ Cr1/Cr2/Cr3/Cr2/Cr1/
Fe1/Fe2/Fe1. The tetragonal supercell is formed by the first 8 atomic
layers (3Fe+5Cr) aligned along the z direction.
In the calculations for the Co/Cu system we considered a tetragonal super-
cell formed by 16 layers, each layer contains one atom, with an interlayer
distance corresponding to the fcc Cu lattice constant 3.61A˚. The supercell
structure used for the study of the Fe3/Cr5 system is presented in Fig.
3.9. As can be seen the optimization (relaxation) of the atomic layers is
neglected, the interlayer distances correspond to the value of the bulk bcc
Fe 2.88A˚. Each atom type is located on one layer, magnetically symmetric
atoms are represented by the same colored spheres. Fe1 atoms, or interface
atoms, are denoted by gray sphere. The central, Fe2 atoms are indicated
by a light gray color. In the picture representing the structure Fig. 3.9
three extra Fe layers: Fe1/Fe2/Fe1 belonging to the next unit cell were
introduced. Interface Cr1,2 layers are indicated by green, respectively yel-
low color spheres, meanwhile the central Cr3 layer is denoted by red sphere.
In the calculations the same atomic sphere radius was used for Fe and Cr
in the Fe/Cr, and similarly the radii for Co and Cu atoms were chosen the
same for the Co/Cu system.
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fcc Co and Co/Cu multilayers
We will first discuss the correlation effects on bulk fcc Co, and afterwards
investigate the Co/Cu multilayer. The LSDA and LSDA+DMFT density
of states for fcc Co is shown in Fig. 3.10. The LSDA electronic structure
of fcc cobalt is different for the majority and minority spin electrons, due
to it’s ferromagnetism µLSDA = 1.69µB . The DOS can be characterized
qualitatively by a shift of the minority and majority d-bands relative to each
other. Due to this asymmetry the contributions of the two spin channels
to the density of states at the Fermi level will be different, therefore the
conductivities are different. This asymmetry in the DOS is the source of
GMR in magnetic Co/Cu multilayers. The most important feature of the
cobalt DOS is that the Fermi level lies above the top of the d-band for
the majority spin electrons. For the LSDA+DMFT calculations a value
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Figure 3.10: The LSDA (dashed line) and LSDA+DMFT (solid line)
densities of states for fcc Co, T=250K. A significant reduction of the ex-
change splitting can be seen. Spin up (open) and down (closed) symbols
self-energies for Ni for t2g (upper panel) and eg (lower panel) orbitals.
of the average Coulomb interaction U = 2 eV was chosen. Correlation
effects related with spin-flip excitations at non-zero temperature reduce the
magnetic moment, µDMFT = 1.42µB in comparison with the corresponding
LSDA value. The asymmetry between the majority/minority spin channels
is kept and an increasing of 12% of DOS at the Fermi level N(EF ) is
evidenced. At low energies the majority spin channel presents a satellite
structure similar to the one found in the Ni. Due to the perturbation nature
of our approach the satellite is shifted towards lower energies.
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The energy dependence of the self-energy for Co is plotted in Fig. 3.10.
Near the Fermi level a typical Fermi liquid behavior can be seen. For the
imaginary part −Im Σ(E) ∝ E2, meanwhile the real part of the self-energy
has a negative slope ∂Re Σ(E)/∂E < 0, where E is the electron energy
relative to the Fermi level. Due to the fcc structure Co self-energy shows
a considerable similarity to the self-energies of Ni [37]. The high value of
the imaginary part of self-energy seen around −7eV in the majority spin
channel for both t2g and eg orbitals produce the satellite visible in DOS
Fig. 3.10.
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Figure 3.11: Total DOS and the interface layers Co6/Cu1 LSDA
(dashed line) and LSDA+DMFT (solid line) densities of states. Distribu-
tion of the layer resolved magnetic moment at T=0K (LSDA) and T=250K
(LSDA+DMFT) in 6Co+5Cu superlattice.
The Co11/Cu5 multilayer, total and the interface layers DOS, in the fer-
romagnetic orientation are presented in Fig.3.11. As we seen in Fig. 3.11,
the DOS is asymmetric between the majority and minority spins. In com-
parison with the bulk fcc Co, Fig 3.10, a qualitative description of DOS of
Co11/Cu5 can be made, on the base of a ”rigid”shift due to the presence of
the Cu layers. The magnetic moment of the Co layers increases as we ap-
proach the interface, meanwhile the Cu layers are non-magnetic; the values
of the magnetic moment are presented in table 3.3.
The calculated LSDA+DMFT magnetic moments in the Co11/Cu5 super-
lattice are shown in Fig. 3.11, where for comparison we also plot the cor-
responding quantities obtained using the LSDA. We note that at finite
temperatures the Cu layers remain non-magnetic, whereas the value of
the magnetic moment on the Co layers diminish in comparison with the
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µLDA(µB) µDMFT (µB) U(eV ) J(eV )
Co1(Co/Cu) 1.44 1.12 2.0 0.9
Co2(Co/Cu) 1.44 1.02 2.0 0.9
Co3(Co/Cu) 1.37 1.04 2.0 0.9
Co4(Co/Cu) 1.31 1.06 2.0 0.9
Co5(Co/Cu) 1.31 1.09 2.0 0.9
Co6(Co/Cu) 1.35 1.20 2.0 0.9
Cu1(Co/Cu) 0.00 0.02 0.0 0.0
Cu2(Co/Cu) 0.00 0.00 0.0 0.0
Cu3(Co/Cu) 0.00 0.00 0.0 0.0
Table 3.3: The calculated magnetic moments in the LSDA (T=0K) and
LSDA+DMFT (T=250K) for the Co11/Cu5 superlatice.
LSDA one. Even at finite temperatures (250K) the Co moments couple
ferromagnetically across the Co/Cu interfaces. The energy dependence of
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Figure 3.12: Layer resolved self-energies: Co6-interface layer and Co1
- central layer at temperature T = 250.
the self-energy for the Co interface and central layers are ploted in Fig.
3.12. Near the Fermi level a typical Fermi liquid behavior is evidenced for
both the interface and central layers. As can be seen the selfenergies and
implicitly the correlation effects are different for the distinct Co layers.
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bcc Fe, bcc Cr and Fe/Cr multilayers
The correlation effects on bulk bcc Fe, bcc Cr and (001) surface of bcc Fe
covered by a trilayer of Cr were described in a previous paper [37]. The
present calculations address the finite temperature and correlations effects
in an eight-layer (3Fe+5Cr) bcc superlattice. In Fig. 3.13 the bcc bulk
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Figure 3.13: Bulk bcc iron and chromium DOS, LSDA (dashed line)
and LSDA+DMFT (solid line), T=250K. The similarities of DOS in the
minority spin channel determines the minority spin channel behaviors of
Fe3/Cr5 multilayers.
Fe and Cr DOS are presented. As we can see due to the bcc structure
the DOS exhibits a pronounced valley in the middle of the d-bands for
both spins. Fermi level lies within the d band for both spin orientations
which provides dominance of the d-character. Iron is magnetic µ = 2.25µB ,
whereas chromium is nonmagnetic.
Similarly to the bulk DOS, as it is evident from Fig 3.14, the Fermi level
in the Fe/Cr system lies within the d-band for both spin orientations. The
DOS exhibits a pronounced valley for the minority spins with the Fermi
level lying almost at the bottom of this valley. This feature of the band is a
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consequence of the similarity of the DOS of minority spin electrons of iron
and the DOS of chromium Fig. 3.13.
Many-body effects, described in the framework of the LSDA+DMFT, were
investigated for two different temperatures: T = 250, 500K. Since we
expect similar correlation effects in the Fe/Cr system the same value of the
average Coulomb interaction U = 2eV and the same exchange correlation
energy J = 0.9eV was chosen. The DOS for the Fe layers and Cr layers
are presented in Fig. 3.14 and Fig. 3.16 respectively. In the case of Fe,
Fig. 3.14 the correlation effects are manifested in a slightly different way for
central and interface Fe layers. One can see that for the interface (Fe1) layer
the LSDA peak of the unoccupied DOS close to the Fermi level, is pinned
at the Fermi level producing an enhancement of N(EF ). The spectral
weight of the main peak in the occupied part (−1eV ) of spin up channel,
is transfered closer to the Fermi level, as temperature is increased. In the
same time finite temperature effects smear out the low energy features of
DOS, situated in the energy range of −4,−2 eV. In the spin down channel,
as the correlation effects are switched on, a peak at the Fermi level appears.
The spectral weight of the 1eV spin down LSDA peak is transfered towards
the Fermi level and a new peak appears around 0.25eV .
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Figure 3.14: Total DOS for both types of Fe layers: Fe1-interface layer
and Fe2 - central layer. The temperature dependence of DOS is presented
for T = 0, 250 and 500K respectively.
At T = 250K, Fig. 3.14, the weight of the former 1eV peak dominates the
weight of the 0.25eV peak, but as the temperature increases, T = 500K,
more spectral weight is transfered to the 0.25eV peak. Similarly to the
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interface Fe1 layer, the spin down density of states of the central Fe2 layer
show the appearance of the peak at the Fermi level, and the temperature
dependence of the spectral weight transfer towards the Fermi level. Due to
the correlation effects, the narrowing of the width of the −1eV peak in the
spin up channel is evidenced. As the temperature is increased, the −1eV
peak shows a slight shift towards the Fermi energy, but it’s width is not
significantly changed.
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Figure 3.15: Layer resolved self-energies: Fe1-interface layer and Fe2 -
central layer at temperature T = 500.
The energy dependence of the self-energy for the Fe layers are plotted in
Fig. 3.15. Near the Fermi level a typical Fermi liquid behavior is evidenced
for both the interface and central Fe layers.
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Figure 3.16: Total DOS for the Cr1, Cr2 - interface and Cr3 - central
layers at temperatures T = 0, 250 and 500K respectively.
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According to the LSDA calculation the density of states of the central Cr
layer (Cr3) is almost the same as that of the bcc Cr bulk Fig.3.13. Upon
going from the interface Cr layers (Cr1, Cr2) towards the central layer (Cr3)
the spin up channel density of states show the formation of a valley in the
DOS near the Fermi level characteristic to the bulk behavior Fig. 3.16.
The interface, Cr1 layer, DOS is
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Fe2 Fe1
Fe2
Figure 3.17: The distribution of the
local magnetic moments at T=0, 250 and
500K in 3Fe+5Cr superlattice.
modified appreciably because of the
presence of the nearby strongly fer-
romagnetic Fe layer. It is impor-
tant to note, however that the spin
down channel of all Cr layers is not
significantly affected by the prox-
imity to the magnetic Fe layer. All
the above correlation effects can be
recognized in the Cr layers as well
Fig. 3.16.
In particular the formation of the
peak at the Fermi level being a sig-
nificant feature for the spin down
channel. The spectral weight trans-
fer is also present, but for the in-
terface Cr1 layer is not that evident since hybridization with the nearby
strongly ferromagnetic Fe layer is present. In Fig. 3.17 we notice that the
magnetic moments of Cr layers alternate from layer to layer and the Fe
moments couple ferromagnetically across the Fe/Cr interfaces. According
to our calculation the Fe/Cr antiferromagnetic solution across the inter-
face was estimated to be stable compared to the ferromagnetic solution.
The temperature dependence of the Fe magnetic moment on each layer is
presented in Fig. 3.18.
The central Fe2 layer follows approximately the behavior of the bulk values,
while the interface layer Fe1 has a faster temperature decrease. On the
other hand the Cr layers show a very peculiar temperature dependence of
the magnetic moment due to the couplings across the Fe/Cr layers. Fig.
3.18 display the Cr layers temperature dependence of the magnetic moment
which shows a deviation from the Brillouin function.
The Cr layers being nonmagnetic the majority and minority spin self-
energies Fig.3.19 are identical. However correlation effects seems to be
more important for the central Cr3 layer.
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Figure 3.18: Temperature dependence of the magnetic moment on the
Fe layers (left) and Cr layers (right). Comparison with the bulk bcc Fe
magnetic moment is visible in the left pannel.
The mechanism of giant magnetoresistence in magnetic multilayers is usu-
ally related to the spin-dependence of the scattering process. The spin
dependent scattering is assumed to arise from spin-dependent random po-
tentials produced by magnetic impurities at the interface or in the bulk of
the ferromagnetic layers [38-39]. Recently an improved prediction of the
GMR was obtained by combining the disorder effects with the accurate
spin-dependent electronic structure calculations [36]. However finite tem-
perature properties and correlations effects were not taken into account.
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Figure 3.19: Layer resolved self-energies for Cr layers: Cr1, Cr2 -
interface layers and Cr3 - central layer for for T = 500 .
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Several theoretical approaches have been used to explain the magnetic prop-
erties of such superlattice structures. Many of these approaches are based
on the RKKY-like model [40-41], tight-binding models [42] and, recently, on
the results of ab initio electronic structure calculations [33]. The magnetic
coupling studied in the framework of these models was shown to result from
the interplay between the direct d − d hybridization of Fe and Cr atoms
and indirect exchange through the sp electrons. The sp − d coupling [33]
was found to be reminiscent of the RKKY interaction only for superlattices
with more than four Cr layers. However, for the case of three Cr layers
the sp− d coupling model cannot explain the ferromagnetic ordering of Fe
atoms.
Based on the theory of spin-fluctuations developed by Moriya [43] and
applied by Hubbard [44] for the case of several transition metals, Hasegawa
[45] showed that spin-fluctuations play an important role in discussing the
temperature dependence of the GMR. Due to the static approximation
employed in the model [45], dynamical effects of the spin-fluctuations were
neglected, therefore any definite conclusion on the temperature dependence
of GMR could not be drawn. Although the explicit calculation of the
resistivity and GMR is not the purpose of the present work, our results
include dynamical correlations described in the framework of DMFT [22],
provide a promising starting point for a direct evaluation of the GMR in
multilayer systems.
µLDA µ(T = 250K) µ(T = 500K) U J
(µB) (µB) (µB) (eV ) (eV )
Fe(bulk) 2.25 2.24 2.21 2.0 0.9
Fe1(Fe/Cr) 1.97 1.78 1.70 2.0 0.9
Fe2(Fe/Cr) 2.54 2.38 2.42 2.0 0.9
Cr1(Fe/Cr) -0.54 -0.04 -0.08 2.0 0.9
Cr2(Fe/Cr) 0.43 0.05 0.04 2.0 0.9
Cr3(Fe/Cr) -0.45 -0.18 -0.16 2.0 0.9
Table 3.4: Temperature dependence of layer resolved magnetic mo-
ments. The bulk values of the magnetic moment for the same temperatures,
and the parameters used in DMFT calculations are presented in the table.
Using an first principle LSDA+DMFT approach [38] we examined the corre-
lation effects and the finite temperature magnetic properties of some Fe/Cr
and Co/Cu superlattices. Our calculations evidenced a peculiar tempera-
ture dependence of the magnetic moments near the interface. The correla-
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tion effects proved to be different for different atomic layers. Based on the
DMFT with the spin polarized T-matrix FLEX as the solver, the correla-
tion effects capture the spin fluctuations that plays primary roles at finite
temperatures. Recent experiments on Fe/Cr trilayers showed the existence
of magnetic fluctuations [46]. Even though the magnetic excitations were
attributed to structural and magnetic disorder in the vicinity of both Fe/Cr
interface [46], results presented in this work suggest that electron-electron
interactions give rise to magnetic excitations, which are common features
in 3d transition metals systems.
It is worthwhile to emphasize that the enhanced DOS at the Fermi level,
having a many-body correlation origin, can play an important role in the
GMR, since this DOS enhancement is strongly spin-dependent. It is more
effective for the majority electrons of Fe,Cr1 (Cr1 that are the one closer
to the Fe layer), giving the result of a quasiparticle peak centered at the
Fermi level. Our calculation is in good agreement with the tendency of
the enhancement of electronic contribution in Fe/Cr magnetic multilayers
[30].
Correlations effects in multilayer systems are important for transport prop-
erties, giving rise to an enhancement of density of states at the Fermi level.
We have studied a simple magnetic multilayer system, and have shown that
the effect of correlation is to induce magnetism in non magnetic spacers.
We attribute this structure and temperature dependent polarization mech-
anism to simultaneous: (i) Fe-Cr d − d hybridization and (ii) narrowing
of electronic d bands due to many-body correlation effects. We note that
the latter mechanism, narrowing of the Cr d band, is significantly stronger
than the former one.
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Chapter 4
Correlated Metals and the
LDA+U
ABSTRACT
While the LDA+U method is well established for Mott insualtors with well
localized orbitals, its application to weakly correlated metals is question-
able. By extending the Stoner approach to LDA+U, we show that LDA+U
enhances the Stoner factor, while reducing the density of states. The most
important correlation effects in metals, fluctuation induced mass renormal-
ization, and suppression of the Stoner factor are missing from LDA+U.
For moderately correlated metals we derive a version of LDA+U which can
be formulated as a constrained density functional theory. We compare the
LDA+U and LDA+DMFT on concrete examples, including the controver-
sial case of magnetism in FeAl.
This chapter is based on the paper:
• Correlated metals and the LDA+U method, A. G. Pethukov, I. I.
Mazin, L. Chioncel and A. I. Lichtenstein, Phys. Rev. B 67, 153106
(2003)
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4.1 Introduction
One of the most influential developments, from practical point of view,
in the Density Functional Theory (DFT) in the last two decades was the
LDA+U method (see, e.g., Ref. [1]). This method includes the orbital
dependence of the self-energy operators, missing from the Kohn-Sham po-
tential, in a relatively crude, pseudo-atomic way, neglecting the fine details
of the spatial variations of the Coulomb potential. The standard Local
Density Approximation, LDA (for the purpose of this paper the difference
between LDA and gradient-corrected functionals is unimportant) accounts
for the spatial variation of the Hartree potential exceedingly well, but ne-
glects the orbital dependence of the Coulomb interaction. Importantly,
both approaches are static; dynamic fluctuations are partially accounted
for in the dynamic mean field theory (DMFT), which we will discuss later.
There is one inherent ambiguity in the LDA+U method: In LDA, all
electron-electron interactions have already been taken into account in a
mean field way. The Hubbard Hamiltonian, which represents the underly-
ing physics of the LDA+U method, also incorporates a large part of the
total Coulomb energy of the system. Simple combination of the LDA and
Hubbard Hamiltonian thus leads to a double counting (DC) of the Coulomb
energy, so one needs to identify those parts of the DFT expression for the
total energy that correspond to the interaction included in the Hubbard
Hamiltonian, added in the LDA+U formalism, and subtract them. How-
ever, since the DFT Hamiltonian is written in terms of the total density,
and the Hubbard Hamiltonian in the orbital representation, it appears im-
possible to built a direct link between the two. Second, even if it were
possible, that would be undesirable. Spatial variation of the Hartree po-
tential (and, to a lesser extent, the exchange-correlation potential) is very
important. It would be unreasonable to subtract that out just because it is
already taken into account in a primitive way (roughly speaking, UN 2/2).
Rather, one wants to identify the mean-field part of the Hubbard Hamilto-
nian, and subtract that, leaving only the correction to the LDA-type mean
field solution.
This is not a uniquely defined procedure. Several recipes exist, and it has
been appreciated lately [2] that the results of LDA+U calculations may
depend crucially on the choice of the DC recipe. It should be noticed that
while in case of strongly correlated systems the LDA+U ideology is at least
practically established, there is a relatively new area of applying LDA+U
to moderately-correlated, metallic systems [2-4], where the situation is very
far from clear.
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4.2 Double counting prescriptions
In this section we will discuss the effect of different DC prescriptions on the
LDA+U results in correlated metals. Our goal is to find out which problems
associated with this class of materials can, in principle, be solved within
LDA+U, and which cannot. We will also present a systematic approach to
the DC problem, of which the existing recipes are special cases.
We shall use for our analysis the spherically averaged form of the rotationally-
invariant LDA+U [5], due to Dudarev et al. [6]:
∆H0LDA+U =
U¯
2
∑
mσ 6=m′σ′
nmσnm′σ′− J¯
2
∑
m6=m′,σ
nmσnm′σ
=
1
2
U¯N2 − 1
2
J¯
∑
σ
N2σ −
1
2
(U¯ − J¯)
∑
σ
Tr(ρσ · ρσ) (4.1)
∆V 0LDA+U = U¯N − J¯Nσ − (U¯ − J¯)nmσ (4.2)
Here U¯ and J¯ are spherically averaged Hubbard repulsion and intraatomic
exchange for electrons with the given angular momentum (usually, l = 2 or
3), nmσ is the occupation number of the m-th orbital, σ = ±1 is the spin
index, and the superscript 0 means that the double counting terms have
not been subtracted yet. The orbital occupation matrix matrix ρσmm′ =
−pi−1Im ∫ EF Gmm′(E)dE, where Gmm′ the one-electron Green’s function;
Nσ = Tr(ρ
σ) and N =
∑
σ Nσ.
Now we need to subtract from Eq. (4.1) the DC term, starting with the
Hartree part of the Hubbard energy EHartreeLDA+U = U¯N
2/2. The second term
in Eq. (4.1) is also an explicit functional of the spin density only, and is also
likely to be better described by LDA, so one can subtract it as well. What
part of the remaining last term of the Eq. (4.1) is also included in LDA?
Czyz˙yk and Sawatzky [7] suggested applying the LDA directly to this term,
by assuming the uniform occupancy, ρσ,LDAmm′ = δmm′nσ, and writing down
the corresponding DC term as
ED.C. =
1
2
(U¯ − J¯)(2l + 1)
∑
σ
n2σ, (4.3)
where nσ = Nσ/(2l+ 1). Eq. (4.3) leads to the following corrections to the
total electronic energy and the effective potential:
∆EAMFLDA+U = −
U¯ − J¯
2
∑
σ
(
Tr (ρσ · ρσ)− (2l + 1)n2σ
)
(4.4)
∆V AMFLDA+U = −(U¯ − J¯) (ρσmm′ − nσ) . (4.5)
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Here AMF stands for “Around Mean Field” [7].
For strongly correlated systems the limit of the uniform occupancy is not
correct (in fact, it is not correct even in weakly correlated system due to
the crystal field; it is easy to show that AMF therefore leads to an artificial
enhancement of the crystal field splitting). Thus, it not surprising that
for strongly localized electrons the AMF functional behaves pathologically.
Consider, for example, Gd metal, with 7 occupied spin-up and 7 empty
spin-down orbitals. The potential (4.5) has zero effect, as in this case
nmσ = nσ. In reality, of course, the spin-up and spin-down bands form the
lower and the upper Hubbard bands, respectively, and should be separated
by a gap of the order of U . This observation led [7,8] to another functional,
∆EFLLLDA+U = −
U¯ − J¯
2
∑
σ
(Tr(ρσ · ρσ)− (2l + 1)nσ) (4.6)
∆V FLLLDA+U = −(U¯ − J¯)
(
ρσmm′ −
1
2
)
, (4.7)
which produces the correct limiting behavior in the strongly localized, limit,
where ρσ · ρσ = ρσ, and FLL stands for “Fully Localized Limit”. This
functional can be obtained from the Eq. (4.1) by subtracting the following
DC term:
1
2
U¯N(N − 1)− 1
2
J¯
∑
σ
Nσ(Nσ − 1), (4.8)
which is the Hartree energy without the self-interaction, and the Stoner
energy without the self-exchange. Most of the modern LDA+U calcula-
tions utilize one of these two functionals, although the real materials the
occupation numbers lie between these two limiting cases.
Before analyzing further the behavior of the LDA+U functionals, let us
briefly discuss what kind of corrections, qualitatively, we expect in a weakly-
correlated metal (as opposed to an uncorrelated metal, on one hand, and
a strongly-correlated insulator, on the other hand). We start from the
Dyson’s equation,∫
dr′[Hˆ0 + Σ(r, r
′, εkα)]ψkα(r
′) = εkαψkα(r), (4.9)
where εkα and ψkα are the energies and the amplitudes of the poles of the
one-particle Green’s function. The Kohn-Sham DFT approximates the self-
energy operator Σ by the local, energy-independent potential, Σ(r, r′, ω) ≈
VKS(r)δ(r− r′). In the lowest order in the screened interaction (the “GW”
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approximation), the correction to this appears to be a combination of two
terms coming from the pole in the Green’s function (“dynamically screened
exchange”) and the pole in the frequency-dependent interaction (”Coulomb
hole”). The principal physics of this correction are thus the nonlocal and
the dynamic (“fluctuating”) effects.
+ +...=
   
(a)
↑                           ↑                                  ↑
↑                                                        ↑                          ↓                         ↑
    ↑                            ↓                          ↑
(b)
Figure 4.1: Left: Examples of the self-energy diagrams including
exchange of virtual longitudinal (a) and transverse (b) paramagnons.
Right:Band structure of Sr2RuO4 in LDA (dots in the left panel, solid line
in the right panel) and in two flavors of LDA+U (right), and in the DMFT
(left) [13].
The LDA+U approach also corrects the Kohn-Sham equations, but in a
different way: in addition to the local potential VKS(r)) a non-local op-
erator is introduced which projects the state ψkα onto a set of mσ local
orbitals. The goal is to remove or reduce orbital degeneracy at the Fermi
level, in spirit of the unrestricted Hartree-Fock theory, rather than to ac-
count for fluctuations. The physics that is missing from the LDA+U and
LDA equations can be described as exchange of virtual electronic excita-
tions (cf. Fig. 4.1, left), roughly speaking, plasmons or (para)magnons.
This leads to “dressing” of the one-particle excitations in the same way as
the electron-phonon coupling “dresses” electrons near the Fermi surface,
although in a correlated metal such mass renormalization effects occur on
a large energy scale (of the order of U or J).
LDA calculations cannot reproduce such a dressing, which has been ob-
served in many different ways experimentally. To give examples, LDA cal-
culations do not explain large mass renormalizations in Sr2RuO4 [12], and
large specific heat renormalization in many correlated metals, produce too
large plasma frequencies, e.g., in YBa2Cu3O7, yield an optical absorption
spectrum in CrO2 shifted by about 20% to higher frequency, as compared
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with experiment [9], and overestimate the exchange splitting in Ni by a fac-
tor of 2 [10]. In all these cases the total width of the d-bands is decreased,
as opposed to broadening inherent to LDA+U. Here the essential physics
is missing from the LDA+U as well as in LDA, while the spatial variation
of the mean-field Coulomb interaction is treated better by the LDA. The
missing physics is associated, to a large degree, with dynamic fluctuations.
Indeed, the dynamic version of the LDA+U method, the Dynamic Mean
Field Theory (DMFT) [11] resolves many of these problems.
For instance, the de Haas-van Alphen mass renormalization in Sr2RuO4
is 3-4 [12], far greater than possible renormalization due to the phonons.
Eliashberg-type calculations [13] of the renormalization due to spin fluctu-
ations, using a spectrum deduced from the LDA band structure, give mass
renormalizations of the right order. Alternatively, when DMFT was applied
to Sr2RuO4, it was shown that the dynamic effects near the Fermi level nar-
row the bands and increase their mass, in agreement with the experiment
[14]. On the other hand, neither flavor of LDA+U has any interesting effect
on these states (Fig. 4.1, right).
Another common problem is due to a quantum critical point, that is, to
a magnetic instability at zero temperature. Fluctuations become increas-
ingly important near such a point, effectively reducing the tendency to mag-
netism. Examples include FeAl (MLDA ≈ 0.6 µB , Mexp = 0), Sr3Ru2O7
(MLDA ≈ 0.8 µB, Mexp = 0), ZrZn2 (MLDA ≈ 0.7 µB, Mexp = 0.2 µB),
and others. LDA+U broadens the bands, and thus potentially reduces the
tendency to magnetism. However, even when this happens, it happens for
the wrong reason.
A metal becomes unstable against a ferromagnetic transition if its density
of states at the Fermi level, DF is larger than the so-called inverse Stoner
parameter, 1/I, where I is defined as I = ∂2Exc/∂M
2, the second deriva-
tive of the exchange-correlation energy with respect to the total magnetic
moment. In this language, the spin fluctuations near the quantum critical
point effectively reduce I. This reduction overcomes some increase in the
density of states.
In the LDA+U, the Stoner factor, DF I, changes, not only because bands
broaden and DF decreases, but also because the newly added interaction
energy depends on M . To get a better insight, let us use Eqs. (4.5, 4.7)
when a metallic system is at the onset of the ferromagnetic phase transition.
The force theorem, applied to the functionals in Eqs. (4.5) and (4.7), calls
for a changes in ρσmm′ , namely δρ
σ
mm′ = bσDmm′ , assuming a rigid shift
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of the bands by ±b = ±M/2DF , and a density of states (DOS) matrix
Dmm′ = −pi−1Im Gmm′(EF ). This generates a change in the interaction
energy, which results in an additional contribution to the Stoner parameter,
∆IAMF = (U − J)
(
Tr(D ·D)− (TrD)2/(2l + 1)
)
/D2F
∆IFLL = (U − J)Tr (D ·D) /D2F . (4.10)
In the limit of the uniform occupancy the latter expression reduces to (U −
J)/(2l+1). Given that the LDA Stoner parameter, I, is of the same order as
J, we obtain for the total Stoner parameter IFLL ≈ (U+2lJ)/(2l+1), which
the well known expression for the Stoner factor in the Hubbard model. On
the contrary, ∆IAMF in this limit is zero. In real metals Dmm′ is more
complicated due to crystal field effects. Let us consider, for illustration,
d-electrons in a cubic environment, and introduce the difference ∆D =
Deg − Dt2g , where Deg and Dt2g are eg and t2g DOS per one orbital at
EF , as a measure of the crystal field. This gives rise to a contribution
to ∆IAMF =
5
24(U − J)(∆D/DF )2. In some cases this contribution is not
large enough to overcome a decrease in DF , so that LDA+U may stabilize
the paramagnetic state, as, for instance, observed for a very narrow range
of unrealistically large U ’s for FeAl by Mohn et al. [2] (of course, only in
the AMF functional; the FLL functional produces a large ∆I ≈ (U −J)/5,
always increasing the tendency to magnetism).
In reality, the ferromagnetic instability near a quantum critical point is
suppressed by the fluctuations, and not due to an artificial enhancement of
the crystal field (cf., also, Ref. [15]). Indeed, using DMFT, (which accounts
for dynamic spin fluctuations [16]) with a realistic U = 2 eV, we found the
paramagnetic state to be perfectly stable, while the density of states was
not reduced at all (Fig. 4.2).
We conclude that neither of the two available LDA+U functionals correctly
describes the essential physics of the correlated metals: (i) reducing the
band dispersion by dressing of the one-particle excitation, and (ii) spin
fluctuations near the quantum critical point. One functional, labeled FLL
here, correctly describes the important physics in the limit of well localized
electrons (usually in insulators, but cf. the example of the Cu metal above),
and can be recommended in this case. The other functional, labeled AMF,
is exact in a hypothetical material with the uniform electron occupancies.
Neither functional accounts for the fluctuation effects, but even in the static
limit, the question arises, which functional is better in an intermediate,
not-fully-localized limit? Below we suggest a recipe that accounts for an
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Figure 4.2: FeAl density of states, D(E), in DMFT (solid line) com-
pared with the nonmagnetic LDA. The DMFT solution is stable, the LDA
is not (a ferromagnetic solution is stable), despite the same D(EF ).
incomplete localization and reduces to AMF or FLL in the appropriate
limits.
4.3 Constreined double counting procedure
To determine the appropriate DC term, we need a mean field approximation
to the last term in Eq. (4.1), (U¯− J¯)nmσ . This can be written as (U¯− J¯)xσ,
where x is some function of nσ. The AMF corresponds to xσ = nσ, while in
the FLL xσ = 1/2. Note that in the AMF the LDA+U potential, Eq. (4.5),
averaged over all occupied states, is zero. This is a possible way to define
a mean field (cf. the Slater approximation to the Fock potential), but not
the way used in the DFT. The latter is a mean field theory that produces
correct total energy, not the correct average potential. Thus AMF and
FLL represent the “DFT” mean field if all occupation numbers are all the
same, or are all 0 or 1, respectively. It is easy to show that (2l + 1)n2σ ≤
Tr (ρσ · ρσ) ≤ (2l + 1)nσ, so that AMF always gives a negative, and FLL a
positive correction to the total energy, while the right (in the DFT sense)
DC subtraction should give zero correction to the total energy. Thus the
“DFT” xσ = ασnσ + (1− ασ)(1/2), and
∆EDFTLDA+U = −
U¯ − J¯
2
∑
σ
[Tr(ρσ · ρσ)
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− (2l + 1)
[
ασn
2
σ + (1− ασ)nσ
]
]
∆V DFTLDA+U = −(U¯ − J¯)[ρσmm′ − ασnσ −
1− ασ
2
].
Here
0 ≤ ασ = Tr(δρ
σ · δρσ)
(2l + 1)nσ(1− nσ) ≤ 1. (4.11)
We emphasize that ασ is not an adjustable parameter, and not a formal
functional of the charge density, but a system-dependent constant, defined
by the self-consistent occupation matrix and δρσmm′ = ρ
σ
mm′−nσ. In practi-
cal calculations it needs to be recomputed at each iteration, as the current
value of ρσmm′ changes. Note that the total energy is given by the regular
LDA expression that only implicitly depends on U¯ and J¯ via the changing
density distribution; it is variational with respect to the charge density at
the fixed ασ, but not variational with respect to ασ themselves.
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Chapter 5
Ferromagnetism in NiMnSb
ABSTRACT
Nonquasiparticle states above the Fermi energy are studied by first-principle
dynamical mean field calculations for a prototype half-metallic ferromag-
net, NiMnSb. We present a quantitative evaluation of the spectral weight
of this characteristic feature and discuss possible experimental investigation
(BIS, NMR, STM and Andreev reflection) to clarify the existence of these
states. The origin of these states is connected to many-body interactions
in which magnons play an important role. In order to minimize depolar-
ization at finite temperatures a detrimental effect on magnonic excitations
is required. A qualitative change of the magnonic branch can be obtained
due to the presence of lanthanide impurities. Total energy calculations al-
low to evaluate the strength of the coupling between the rare-earth (4f)
impurity spin and the manganese (3d) conduction electron spin. The cal-
culated RE(4f)-Mn(3d) couplings indicate that rare-earths impurities are
favorable candidates to minimize the finite temperature effects induced by
the presence of magnonic excitations.
This chapter is based on the papers:
• Non-quasiparticle states in half-metallic ferromagnet NiMnSb,
L. Chioncel, M. I. Katsnelson, R. A. de Groot and A. I. Lichtenstein,
Phys. Rev. B 67, 144425 (2003)
• Lanthanide impurities in NiMnSb: implications on the magnon spec-
trum and related finite temperature properties, L. Chioncel, G. A. de
Wijs, R.A. de Groot and A. I. Lichtenstein, to be submitted to Phys.
Rev. B
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5.1 Non-quasiparticle states in NiMnSb
Half-metallic ferromagnets (HMF) [1] are now a subject of growing interest
[2-3], first of all because of their possible applications to “spintronics”, that
is, spin-dependent electronics [4]. Being metals for one spin projection
and semiconductors for the opposite one [1] they have order-in-magnitude
different spin contributions to electronic transport properties which can
result in a huge magnetoresistance for heterostructures containing HMF
[2]. In addition to heterostructure systems, bulk materials such as the
La1−xSrxMnO3 [5] compound, combining half-metallic ferromagnetism and
colossal magnetoresistance, has also attracted more attention to this topic.
As a result, numerous first-principle electronic structure calculations of
HMF have been carried out, starting from Ref. [1] (see, e.g., recent pa-
pers [6,7] and a review of early works in Ref. [2]). All of them are based
on a standard local density approximation (LDA) or generalized gradient
approximation (GGA) of density functional theory or, sometimes, on the
LDA+U approximation (Ref. [8] for CrO2). All of these approaches com-
pletely neglect the effects of dynamical spin fluctuations on the electronic
structure which can be of crucial importance for HMF.
Our study focuses on the prototype half-metallic ferromagnet NiMnSb in
which the gap is situated in the spin-down/minority channel. The appear-
ance of nonquasiparticle states in the energy gap just above the Fermi level
[9,10] is one of the most interesting correlation effects typical for HMF. The
origin of these states is connected with “spin-polaron” processes: the spin-
down low-energy electron excitations, which are forbidden for HMF in the
one-particle picture, turn out to be possible as superpositions of spin-up
electron excitations and virtual magnons. The density of these nonquasi-
particle states vanishes at the Fermi level but increases drastically at the
energy scale of the order of a characteristic magnon frequency ωm, giving
an important contribution in the temperature dependence of the conductiv-
ity due to the interference with impurity scattering [2]. It is worthwhile to
mention that the existence of such a nonquasiparticle state is important for
spin-polarized electron spectroscopy [10,11], NMR [12], and subgap trans-
port in ferromagnet-superconductor junctions (Andreev reflection) [13].
The temperature dependence of the HMF electronic structure and stabil-
ity of half-metallicity against different spin-excitations is crucial for prac-
tical applications in spintronics. A simple attempt to incorporate finite-
temperature effects [14], leading to static non-collinear spin-configurations,
shows a mixture of spin up and spin down density of states that destroys
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the half-metallic behavior. In our work we use a different more natural
approach to investigate the proper dynamical spin fluctuations effect on
the electronic structure at temperatures T < Tc, within the half-metallic
ferromagnetic state.
In this chapter we present the first quantitative theory of nonquasiparti-
cle states in HMF based on realistic electronic structure calculations in
NiMnSb. The combination of the local density approximation to density
functional theory with a many-body technique allowed us to estimate the
spectral weight of the nonquasiparticle states. Various possibilities of ex-
perimental manifestations of such a states are discussed.
5.1.1 Nonquasiparticle states: an illustrative example
Before investigating, ab initio, real NiMnSb it is worthwhile to illustrate
the correlation effects on the electronic structures of HMFs using a simple
“toy” model. The one-band Hubbard model of a saturated ferromagnet
can provide us the simplest model of a half-metallic state:
H = −
∑
i,j,σ
tij(c
†
iσcjσ + c
†
jσciσ) + U
∑
i
ni↑ni↓ (5.1)
Difficulties in solving the Hubbard model of Eq. (5.1) are well known [9].
Fortunately there is an exact numerical solution in the limit of infinite
dimensionality or large connectivity called Dynamical Mean Field Theory
(DMFT) [15]. Following this approach we will consider the Bethe lattice
with coordination z →∞ and nearest neighbor hoping tij = t/
√
z. In this
case a semicircular density of states is obtained as function of the effective
hopping t: N() = 12pit2
√
4t2 − 2.
To stabilize the ferromagnetic solution within the Hubbard model is yet
another difficult problem. It was proved recently, that the necessary con-
ditions for ferromagnetism is a density of state with large spectral weight
near the band edges [16] and Hund’s rule coupling for the degenerate case
[17]. In order to stabilize our ”toy”model in the HMF state, we add an
external magnetic spin splitting term ∆ = 0.5 eV, which mimics the local
Hund polarization originating from other orbitals in real NiMnSb. This
HMF state corresponds to a mean-field (HF) solution with an LSDA-like
DOS, denoted in Fig. 5.1 as a dashed line.
DMFT maps the many-body system, Eq.(5.1), onto a self-consistent quan-
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tum impurity model with the effective action [15]:
Seff = −
∫ β
0
dτ
∫ β
0
dτ ′c†σ(τ)G−1σ (τ − τ ′)cσ(τ ′) +
∫ β
0
dτUn↑(τ)n↓(τ) (5.2)
The effective medium Green function Gσ (Weiss function) is connected with
the local Green function Gσ through the selfconsistency condition:
G−1σ = iωn + µ− t2Gσ − 1/2σ∆ (5.3)
where ωn = (2n + 1)piT, n = 0,±1,±2, ... represent the Matsubara fre-
quencies corresponding to a temperature T and τ is the imaginary time.
The Green function corresponding to the DMFT effective action, Eq.(5.2):
Gσ(τ− τ ′) = − < Tτ cσ(τ)c†σ(τ ′) >Seff has been calculated using the Quan-
tum Monte Carlo scheme within the so-called exact enumeration technique,
using the time discretization parameter L = 25 (see section 2.2.2). Tτ rep-
resents the time ordering operator. We would like to emphasize that due
to the symmetry of the ferromagnetic state the local Gσ and the effective
medium Gσ Green functions are diagonal in spin space, even in the pres-
ence of the interaction part of the effective action Eq.5.2 which describes
the spin-flip scattering process.
The applicability of the local approximation to the problem of the exis-
tence of the nonquasiparticle states has been discussed in Ref. [18]. In this
limit it is possible to capture some features of the magnetic excitations,
namely those which can be described by the spin susceptibility χ(q, iω) for
q = 0 and q = pi (ferromagnetic and antiferroagnetic long-range order, cor-
respondingly) [19]. As for the case of a generic q it is worthwhile to stress
that the accurate description of the magnon spectrum is not important
for the existence of the nonquasiparticle states and for the proper estima-
tion of their spectral weight, but can be important to describe an explicit
shape of the density of states ”tail”in a very close vicinity of the Fermi
energy. The DMFT, being an optimal local approximation for the electron
self-energy [15], should be adequate for the description of nonquasiparticle
states, because of the weak momentum dependence of the corresponding
contributions to the electron Green function.
Our model allows the study the magnon spectrum through the two-particle
correlation function which is obtained using the QMC procedure [19]. We
calculate the local spin-flip susceptibility:
χ+−loc (τ − τ ′) =< S+(τ)S−(τ ′) >=< Tτ c†↑(τ)c↓(τ)c†↓(τ ′)c↑(τ ′) >Seff (5.4)
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which gives us information about the integrated magnon spectrum [10,20].
The DMFT results are presented in Fig. 5.1. In comparison with a simple
Hartree-Fock solution one can see an additional well-pronounced feature
appearing in the spin-down gap region, just above the Fermi level. This
new many-body feature corresponds to the so-called nonquasiparticle states
in HMF’s (Ref. [9,10]) and represents the spin-polaron process [9,10]: the
spin-down electron excitations forbidden in the one electron description of
HMF are possible due to the superposition of spin-up electron excitations
and virtual magnons. In addition to this nonquasiparticle states visible in
both spin channels of DOS around 0.5 eV, a many-body satellite appears
at 3.5 eV.
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Figure 5.1: Density of states for HMF in the Hartree-Fock (HF) ap-
proximation (dashed line) and in QMC solution of DMFT problem for semi-
circular model (solid line) with the band-width W = 2 eV,Coulomb interac-
tion U = 2 eV, ∆=0.5 eV, chemical potential µ=-1.5 eV and temperature
T=0.25 eV. Insets: imaginary part of the the spin-flip susceptibility (left)
and imaginary part of self energy (right).
The left inset of Fig. 5.1, represents the imaginary part of the local spin-flip
susceptibility. One can see a well pronounced shoulder (' 0.5 eV), which
is related to a characteristic magnon excitation [10]. In addition there is a
broad maximum (' 1 eV) corresponding to the Stoner excitation energy.
106 CHAPTER 5. FERROMAGNETISM IN NIMNSB
The right inset of Fig. 5.1, represents the imaginary part of self-energy.
The spin up channel can be described by a Fermi-liquid type behavior,
with a parabolic energy dependence −ImΣ↑ ' (E − EF )2, whereas in
the spin down channel, of Σ↓, the non-quasiparticle shoulder at 0.5 eV, is
visible. Due to the relatively high temperature (T = 0.25eV) in our QMC
calculation the nonquasiparticle tail extends below the Fermi level. At zero
temperature (T =0) the tail should end exactly at the Fermi level [10]. In
order that the exact enumeration technique not suffer from QMC noise,
Pade analytical continuation was used to extract spectral functions and
density of states [21].
The existence of the nonquasiparticle states for this model has been proven
by perturbation-theory arguments [9] (i.e. for a broad-band case) and in
the opposite, infinite-U limit [10]. Physically, the appearance of these states
can be considered as a kind of spin-polaron effect. According to the conser-
vation laws, in the many-body theory the spin-down state with the quasi-
momentum k can form a superposition with the spin-up states with the
qausimomentum k− q plus a magnon with the quasimomentum q, q run-
ning through the whole Brillouin zone. Taking into account the restrictions
from the Pauli principle (an impossibility to scatter into occupied states)
one can prove that this superposition can form only above the Fermi energy
(here we consider the case where the spin-up electronic structure is metal-
lic and the spin-down is semiconducting; oppositely, the nonquasiparticle
states form only below the Fermi energy) [2,10]. If we neglect the magnon
energy in comparison with the typical electron one, the density of non-
quasiparticle states will vanish abruptly right at the Fermi energy; more
accurate treatment shows that it vanishes continuously in the interval of the
order of the magnon energy according to a law which is dependent on the
magnon dispersion [9]. As a consequence the nonquasiparticle states are al-
most currentless [2,10]. Recently, some evidence of the existence of almost
currentless states near the Fermi energy in the half-metallic ferromagnet
CrO2 have been obtained by X-ray spectroscopy [22].
5.1.2 Results: NiMnSb
In the previous section we ilustrated the effect of many-body interactions on
the Hubbard model for a half-metallic ferromagnet. In this section we show
that the same many-body effects are captured in the realistic LDA+DMFT
electronic structure calculation for NiMnSb.
In our LDA calculations we considered the standard representation of the
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Heusler C1b structure with an fcc unit cell containing three atoms: Ni(0, 0, 0),
Mn(1/4, 1/4, 1/4), Sb(3/4, 3/4, 3/4) and a vacant site E(1/2, 1/2, 1/2). We
used the experimental lattice constant of NiMnSb (a = 5.927A˚) for all the
calculations. To calculate the charge density we integrate along a contour
in the complex energy plane which extends from the bottom of the band
up to the Fermi level [23], using 30 energy points. For Brillouin zone inte-
gration we sum up a k-space grid of 512 points in the irreducible part of
the Brillouin zone. A cutoff of lmax = 8 for the multipole expansion of the
charge density and a cutoff of lmax = 3 for the wave functions was used. The
Perdew-Wang [24] parameterization of the Local Density Approximation to
the exchange correlation potential was used.
atom x/a y/b z/c
Ni 0 0 0
Mn 1/4 1/4 1/4
Sb 3/4 3/4 3/4
E 1/2 1/2 1/2
Figure 5.2: Crystal structure and atomic positions in cubic NiMnSb.
In order to carry out the LDA+DMFT realistic electronic structure calcu-
lation we need to evaluate the average on-site Coulomb repulsion energy U
and the exchange interaction energy J . We used a constrained LDA calcula-
tion [25] which gives the value of the average Coulomb interaction between
the Mn d electrons equal to U = 4.8 eV and the exchange interaction en-
ergy equal to J = 0.9 eV. Because the 3d orbitals of Ni are fully occupied,
correlation effects are not so important. The insulating screening used in
the constrained LDA-calculation [25] should be generalized to a metallic
one such as for the case of HMF. Such a generalization will lead to addi-
tional reduction of the value of U . Therefore, we performed LDA+DMFT
calculations for different values of U between 0.5 and 4.8 eV. On the other
hand, the results of constrained LDA calculations for the Hund exchange
parameter J are not sensitive to the metallic screening [26].
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Fig. 5.3 represents the typical results for density of states using LDA and
LDA+DMFT for the values of U = 3 eV, and J = 0.9 eV. In comparison
with the LDA the LDA+DMFT density of states shows the existence of
non-quasiparticle states in the LDA gap of the spin down channel just
above the Fermi level.
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Figure 5.3: Density of states for HMF NiMnSb in the LSDA scheme
(dashed line) and in LDA+DMFT scheme (solid line) with effective
Coulomb interaction U=3 eV, exchange parameter J=0.9 eV and temper-
ature T=300 K. The NQP state is evidenced just above the Fermi level.
The imaginary part of self-energies ImΣ↓d for t2g (solid line) and eg (dotted
line), ImΣ↑d for t2g (dashed line) and eg (dashed dotted line) respectively.
It is important to mention that the magnetic moment per formula unit
is not sensitive to the U values. For a temperature equal to T = 300K
the calculated magnetic moment, µ = 3.96µB , is close to the integer LDA-
value µ = 4.00µB , which suggests that the half-metallic state is stable
with respect to the introduction of the correlation effects. In addition,
the DMFT gap in the spin down channel, defined as the distance between
the occupied part and starting point of nonquasiparticle states’ ”tail”, is
also not very sensitive to the U values. For different U the slope of the
“tail” is slightly changed, but the total DOS is weakly U -dependent due
to the T -matrix renormalization effects. Thus different values of U , do not
effect too strongly on a general picture of the LDA+DMFT electron energy
spectrum (except the smearing of the density of states features which is due
to different temperatures in our calculations).
In comparison with the LDA result, a strong spectral weight transfer is
present for the hole occupied part of the valence band. The most interesting
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new effect is the appearance of the nonquasiparticle states in the energy
gap above the Fermi energy. Their spectral weight for realistic values of
the parameters are not too small which means that they should be well-
pronounced in the corresponding experimental data. A relatively weak
dependence of the nonquasiparticle spectral weight on the U value (Fig.
5.4) is also a consequence of the T -matrix renormalization [27].
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Figure 5.4: Spectral weight of the nonquasiparticle state, calculated as
function of average on-site Coulomb repulsion U at temperature T=300 K.
For spin-up states we have a normal Fermi-liquid behavior −ImΣ↑d(E) ∝
(E − EF )2, with a typical energy scale of the order of several eV. The
spin-down self energy behaves in a similar way below the Fermi energy,
with a slightly smaller energy scale (which is still larger than 1 eV). At the
same time, a significant increase in ImΣ↓d(E) with a much smaller energy
scale (tenths of eV) is evidenced right above the Fermi level which is more
pronounced for t2g states (Fig. 5.3). The nonquasiparticle states are visible
in the spin ↓ DOS Fig. 5.3, as well as in the spin ↓ channel of the imaginary
part of Σ↓, at the same energy. A similar behavior is evidenced in the model
calculation of Fig. 5.1.
According to the model consideration [2,9,10] the width of this “jump”
should be of the order of characteristic magnon energy which is much
smaller than a typical electron band energy scale. In the simplest case
of neglecting the dispersion of the magnon frequency, ωq ≈ ωm with re-
spect to the electron hopping energy tk the electronic self-energy becomes
local [9]:
Σk,↓(E) =
U2m
N
∑
k′
1− f(k′ ↑)
E − tk′↑ + ωk−k′ + iδ
'
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' U
2m
N
∑
k′
1− f(k′ ↑)
E − tk′↑ + ωm + iδ
= Σloc↓ (E)
where f(k′σ) is the Fermi distribution function. Therefore our main results:
(i) the existence of the nonquasiparticle states in real electronic structure
of a specific compound, and (ii) estimation of their spectral weight, can be
obtained in the local LDA+DMFT approximation. The nonquasiparticle
spectral weight in the density of states (Fig. 5.3) is proportional to the
imaginary part of the self-energy (Fig. 5.3), therefore it is determined by the
processes of quasiparticle decay (which justifies the term “nonquasiparticle”
itself).
5.1.3 The nature of non-quasiparticle states
From the point of view of the many-body theory, the general approach in
DMFT is to neglect the momentum-dependence in the electron self-energy.
In many cases, such as the Kondo effect, the Mott metal-insulator transi-
tion, etc. the energy dependence of the self-energy is obviously much more
important than the momentum dependence and, therefore, the DMFT is
adequate to consider these problems [15]. As for itinerant electron ferro-
magnetism, the situation is not completely clear. Note, however, that the
LDA+DMFT treatment of finite temperature magnetism and electronic
structure in Fe and Ni appeared to be quite successful [28]. Experimen-
tally, even in itinerant electron paramagnets close to ferromagnetic instabil-
ity, such as Pd, the momentum dependence of the self-energy does not look
to be essential [29]. One can expect that in magnets with well defined local
magnetic moments such as half-metallic ferromagnets the local approxima-
tion for the self-energy (i.e., the DMFT) should be even more accurate.
In particular, as we discussed above, it can be used for the calculations of
spin-polaronic (nonquasiparticle) effects in these materials.
Several experiments could be performed in order to clarify the impact
of these nonquasiparticle states on spintronics. Direct ways of observing
the nonquasiparticle states would imply the technique of Bremsstrahlung
Isohromat Spectroscopy (BIS) [30] or spin-polarized scanning tunneling
microscopy [31]. In contrast with the photoelectron spectroscopy (spec-
troscopy of the occupied states) which shows a complete spin polarization
in HMF [5], BIS spectra should demonstrate an essential depolarization of
the states above EF , on the other hand Spin Polarized Scanning Tuneling
Microscopy (SP-STM) should also be able to probe these states which give
the minority-spin contribution to the differential tunneling conductivity
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dI/dV [32,33]. Another way to observe the nonquasiparticle states is the
low-temperature measurement of the longitudinal nuclear magnetic relax-
ation rate 1/T1. Since the Korringa contribution due to the Fermi contact
hyperfine interaction, 1/T1 ∝ TN↓(EF )N↑(EF ) vanishes for HMF a spe-
cific dependence, 1/T1 ∝ T 5/2 [10] should take place [34]. Andreev reflec-
tion spectroscopy using the tunneling junction superconductor - HFM [13]
can also be used in searching experimental evidence of the nonquasiparticle
states. The spin-polarized scanning tunneling spectroscopy with positive
bias voltage can in principle detect the opposite-spin state just above the
Fermi level for surfaces of HMF such as CrO2. This experimental mea-
surements will be of crucial importance for the theory of spintronics in any
tunneling devices with half-metallic ferromagnets. In particular, I−V char-
acteristics of half-metallic tunnel junctions for the case of antiparallel spins
are completely determined by the nonquasiparticle states [35]. Keeping in
mind that ferromagnetic semiconductors can be considered as a peculiar
case of HFM [2], an account of these states can be important for proper
description of spin diodes and transistors [36,13].
5.2 Lanthanides in NiMnSb
The temperature dependence of the HMF electronic structure and stability
of half-metallicity against different spin-excitations are crucial for practical
applications in spintronics. In other words it is the main issue to understand
the parameters that control the finite temperature magnetic properties of
the half-metallic ferromagnetic state. At finite temperature low-lying spin
excitations, or spin collective modes play an important role. In order to
study the finite temperature effects the investigation of the spectrum of
the spin collective modes, i.e. magnon spectrum is required. A simple
theoretical attempt to incorporate finite-temperature effects [14], leading
to static non-collinear spin-configurations, shows a mixture of spin up and
spin down density of states and thus a reduction of the T = 0K, 100%
spin-polarization. This reduction of the spin-polarization is quite general
and is detrimental in applications of half-metals in those spintronic devices
which require a degree of spin polarization as high as possible.
Given a finite temperature, the reduction of spin polarization dependends
on the energy of the low-lying spin excitations with respect of the thermal
energy, in other words, by the details of the magnonic band structure at the
Γ point. An important parameter here is the magnetic anisotropy which
is very small in a cubic system like NiMnSb. An increase in the magnetic
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Figure 5.5: Pictorial way of viewing finite temperature effects in the
half-metallic NiMnSb. Left: the effect of a noncolinear spin state is to fill
in the minority spin gap. Right: the effect of the many-body interaction
that creates non-quasiparticle states just above the Fermi level.
anisotropy could reduce the thermally available number of magnon states
substantially, but there is a price to be paid. The dominant mechanism
leading to the magnetic anisotropy is the spin-orbit interaction. But the
spin-orbit interaction involving states at the Fermi energy leads to a reduc-
tion of the spin-polarization already at T = 0, in other words, in general
no beneficial effect is guaranteed. For this reason we study here the effect
of rare-earth impurities in a half-metal, NiMnSb. The motivation of this
choice is because:
• The spin-orbit interaction in the rare-earth is substantial, but takes
place in a localized f-shell, separated in energy from states at the
Fermi energy and with wave functions localized enough to show van-
ishing interactions with the electrons responsible for the conduction.
• Since the origin of the bandgap in NiMnSb is closely related with the
band-gap in III-V semiconductors, it is expected that a substitution of
some of the tetravalent element in NiMnSb by a lanthanide preserves
the essential feature of the half-metal: the band gap for one spin
direction.
• These systems can be synthesised in reality since compounds like
RNiSb exist many of them (the heavier ones) in exactly the same
crystal structure as NiMnSb. Although the lattice constants of the
lanthanide Heusler alloys are somewhat larger then that of NiMnSb
it is plausible that some Mn can be replaced by lanthanide atoms.
In determining which lanthanide atoms should be considered, it is clear
that those rare-earth atoms which show both a large spin and orbital mo-
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ment can be expected to introduce a large spin-orbit interaction, in other
words around 1/4 (Nd) and 3/4 (Er) in the lanthanides series. In this sec-
tion we study the electronic structure of lanthanide impurities in NiMnSb
substituting the Mn. The issues being addressed are:
• Are the half metallic properties in these systems maintained at T = 0?
• The spin orbit interaction on the lanthanide will couple the spin mo-
ment of the lanthanide to the lattice. Is the magnetic interaction
of the rare-earth spin moment with the host magnetization strong
enough to introduce the required magnetic anisotropy?
The RNiSb compounds are known since 1974 [37]. Containing light rare-
earths RNiSb crystallize in the hexagonal structure (P63/mmc), whereas
with the heavy rare-earths they crystallize in the cubic (F 4¯3m) structure.
The face centered lattice structure belongs to the family of Heusler struc-
tures (C1b). The crystallographic [38], magnetic and crystal field proper-
ties [39] have been previously described. These rare-earth compounds have
larger lattice constants, situated around the value of 6.1 − 6.3A˚, so the
lattice mismatch with respect to NiMnSb is around 4%.
Total energy calculations allow the evaluation of the strength of the cou-
pling between the rare-earth (4f) impurity spins and the manganese (3d)
conduction electron spins. For a substantial coupling the fluctuations of the
Mn (3d) conduction electron spins, i.e. the spin wave, might be blocked,
thus the magnonic branch is qualitatively changed.
In contrast with the clean limit (pure NiMnSb), the magnon spectra of
NiMn1−xRxSb presents a fragmented structure with several gaps in the
Brillouin zone. This fragmentation implies that the finite temperature ef-
fects are diminished for a suitably chosen rare-earth Fig. 5.6.
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Figure 5.6: Schematic picture of the magnon spectra in NiMn1−xRxSb.
The presence of the rare-earth impurities introduce gaps in the magnon
spectra.
114 CHAPTER 5. FERROMAGNETISM IN NIMNSB
The ab-initio electronic structure calculations were carried out using the
scalar relativistic linear muffin-tin orbital (LMTO) method within the atomic-
sphere approximation in two flavors: LDA and LDA+U [40,26]. The basis
set includes 4s, 4p, 3d functions for Ni and Mn, 5s, 5p functions for Sb,
6s, 6p, 5d, 4f functions for the rare-earth atoms. The frozen core approxi-
mation was employed in the generation of the potential and the parameter-
ization of von Barth-Hedin [41] was used for the exchange correlation part
of the effective one-electron potential, obtained within the local spin den-
sity approximation of the density functional theory. Convergence of charge
density was achieved within 10−5Ry. The integration over the Brillouin
zone has been caried out by the tetrahedron method with 512 k points for
the selfconsistent field (SCF) calculation.
The calculations reported here involve a cubic supercell geometry contain-
ing an 8 times larger unit cell with 24 atoms and 8 unoccupied sites. The
rare-earth atoms are introduced substitutionally and break the symmetry
between the Mn atoms. One class corresponds to the fcc positions denoted
by Mn1 and the second class Mn2 atoms are situated in the shifted origin
of the unit cell, along the diagonal of the cube. The SCF results for the
values of the magnetic moments are presented in table 5.1. To evaluate the
coupling between the rare-earth and the Mn sublattices, ferro and ferri -
magnetic structures were taken as the initial state of the calculation and
they were preserved after the self-consistent calculation.
5.2.1 Simplified model: Mn(3d)-R(4f) spins coupling
In this section we develop a simplified model that captures the complex
interplay of the Mn (3d) itinerant conduction band electrons and the lo-
calized 4f electrons, the latter carrying a strong magnetic moment. We
imagine a d-f model type of description with a mean-field decoupling, in
which the Mn 3d and the RE f states are described by the LDA+U whereas
the 3d − f interaction is treated as perturbation. The simplest mean-field
Hamiltonian can be written in the form:
H ≈ HLDA+U − J
∑
i
σ3di S
f
i+δ (5.5)
where the spin of the conduction electron at site Ri is denoted by σ
3d
i and
Sfi+δ represents the spin of the 4f shell at the Ri+δ site. Below the critical
temperature the conduction band is split due to the exchange interactions,
and collective modes, magnons, are excited. The Mn-d local moment fluc-
tuations could be quenched by a strong f − d coupling, which affects the
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magnon excitations. We evaluate the strength of such a coupling by calcu-
lating in an ab-initio fashion the total energy of NiMn1−xRxSb compounds
for a parallel/antiparallel f − d coupling. Given the geometry of the cell
the lanthanide substitution is realized in the fcc- Mn sublattice, so 12 pairs
of RE(4f) −Mn(3d) are formed. As a consequnce the f − d coupling is
calculated as the E↑↑ −E↓↑ energy correponding to a pair. The results are
presented in table 5.1.
compound Uf µf µMn1 µMn2 µfu |E↑↑ −E↓↑| J
NiMn1−xRxSb (eV ) (µB) (µB) (µB) (µB) (K) (K)
Ni8Mn7NdSb8 5 3.00 3.71 3.65 31.00 48000(F) 4000
Ni8Mn7PmSb8 6 -4.14 3.72 3.66 24.00 560(AF) -46.6
Ni8Mn7HoSb8 9 -4.09 3.73 3.80 24.00 52(AF) -4.3
Ni8Mn7USb8 5 3.00 3.69 3.61 31.00 3000(F) 250
Table 5.1: The 3d − 4f coupling J evaluated from total energy cal-
culations within the LDA+U method coresponding to the average on-site
Coulomb interaction Uf . (F)/(AF) denotes the parallel/anti-parallel 3d−4f
coupling.
5.2.2 A case study on Ni8Mn7RSb8
Adopting a two sublattices model described by the Hamiltonian (5.5), i.e.
the sublattice of lathanides R(4f) ferri-/ferro- magnetically oriented with
respect to the Mn(3d) sublattice, the J values Tab. 5.1, correspond to
the inter-sublattice couplings. In pure NiMnSb the ferromagnetic Curie
temperature Tc = 740K represents the strength of the intra- Mn(3d − 3d)
sublattice interactions. Given the small lathanide content we expect that
the strength of intra- Mn(3d−3d) sublattice interactions in NiMn1−xRxSb
compounds is on the same scale as in pure NiMnSb. So the substitution
introduces the competition between the intra- and inter- sublattice inter-
actions. For any practical applications the relation between the intra- and
inter- sublattice interactions is the crucial parameter. To illustrate all the
above we will discuss the examples presented in Tab. 5.1. As we can see in
the case of Nd there is a large 3d− 4f inter- coupling which will dominate
the 3d− 3d intra- coupling. For a temperature lower than the Curie tem-
perature corresponding to the Ni8Mn7NdSb8 compound (T
Nd
c ) the inter-
coupling interaction will lock the Mn(3d) magnetic moment fluctuations
decreasing the available number of magnon states. For temperatures larger
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than TNdc the thermal fluctuations already took away the long range order
of the Mn(3d) sublattice so there are no available magnon states at all. As
a consequence the Nd substitution can be attractive for the high tempera-
ture applications where the 3d−4f inter- coupling might play an important
role.
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Figure 5.7: Density of states for the half-metallic ferromagnet
Ni8Mn7HoSb8 in the case of anti-parallel 3d−4f coupling left, and parallel
coupling right.
The Pm substitution introduces a lower 3d − 4f inter- coupling so in the
temperature range below 80K less magnon states are available, while above
this temperature Mn(3d − 3d) sublattice interactions dominates. It is im-
portant to mention that the mechanism for the strong/medium 3d − 4f
inter- coupling present in the case of Nd/Pm is different from the case of
permanent magnets like NdFeB where there is a high uniaxial anisotropy
[42]. In the cubic structure of NiMnSb the uniaxial anisotropy is completely
missing nevertheless the 4f impurity spin-orbit coupling lifts the degener-
acy in the Γ point. Even though the Pm might be a good candidate to
capture the competition between the intra- and inter- sublattice interac-
tions such an impurity substitution is not likely to be realized practically
due to its high cost and radioactivity. The lowest 3d− 4f inter- coupling is
realized in the case of Ho. Low temperature applications might be suitable
for this type of substitution.
Fig. (5.7) represents the LDA+U density of states for HoNi8Mn7Sb8 for
3d−4f anti-parallel and parallel couplings and Uf = 9eV for the value of the
on site Coulomb interaction. On one hand for the anti-parallel coupling the
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magnetic moments are µAFHo = −4.09µB , µAFMn1 = 3.73µB , µAFMn2 = 3.80µB
and the gap of 0.55eV is situated in the majority spin channel. On the other
hand for parallel coupling the magnetic moments have almost the same
magnitude µFHo = 3.96µB , µ
F
Mn1 = 3.72µB , µ
F
Mn2 = 3.80µB with a similar
gap situated in the minority spin channel. It is important to mention that
in the case of Ni8Mn7HoSb8 the Ho(4f) orbitals do not hibridyze with
the Mn(3d) orbitals close to the Fermi level. As can be seen in Fig. (5.7)
the behavior of DOS near the Fermi level is very much the same, so the
nature of carriers around EF is not changed.
To make the case of the Ho substi-
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Figure 5.8: Density of states of
semiconducting HoNiSb.
tution even stronger we performed
electronic structure calculations for
the anti-ferromagnetic HoNiSb com-
pound. This compound is known to
be a semiconducting material with
interesting transport properties such
as giant magnetoresistance effect [39].
Concerning magnetic properties, the
inverse susceptibility curves show a
Curie Weiss behavior down to 10K
[39]. The onset of the antiferromag-
netic ordering was estimated from sus-
ceptibility measurements between 1.5
and 2.5K and the neutron diffrac-
tion data indicated an antiferromagnetic propagation vector (1/2, 1/2, 1/2)
[39]. In order to describe the antiferromagnetic ground state we used a
rhombohedral description of the Ho2Ni2Sb2 unit cell. The two Ho atoms
situated in the origin Ho1(0, 0, 0) and respectively along the diagonal of
the cube Ho2(1, 1, 1) acquired a magnetic moment of µHo1 = 4.0µB and
µFHo2 = −4.0µB respectively. The antiferoamgnetic insulating state shows a
gap of 0.29eV in agreement with the experimental results. The same value
of the on site Coulomb interaction Uf = 9eV is used as for Ni8Mn7HoSb8.
There are some qualitativly similar features between the antiferromagnetic
Ho2Ni2Sb2 and the HoNi8Mn7Sb8 compounds: the almost identical µHo
magnetic moment and positions of occupied and unoccupied Ho(4f) peaks
in DOS. But perhaps the most important observation is that the spin down
channel of Ho2Ni2Sb2 is isoelectronic to the minority spin down channel
of NiMnSb, so the Ho substitution would preserve the half-metallicity of
HoNi8Mn7Sb8 in the minority spin channel.
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The lanthanide impurities calculations in NiMnSb can be seen as a com-
plementary study to the investigation of the many-body correlations in the
framework of LDA+DMFT approach [43]. On one hand the LDA+DMFT
result puts forward the non-quasiparticle states (NQP) that are situated
just above the Fermi level in the minority spin channel. On the other hand
the lanthanide impurities in NiMnSb diminish the magnonic excitations re-
sponsible for the existence of NQPs. While the NQP states play a detrimen-
tal effect on the finite temperature spin polarization, lanthanide impurities
influence the local moment fluctuations (collective modes). To investigate
the interplay between these two effects will lead to the understanding of
the parameters that control finite temperature magnetic properties of half-
metallic ferromagnetic materials.
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Summary
This thesis is devoted to the development of a new method in electronic
structure calculations which captures in a realistic way the electron-electron
interaction in the correlated electron systems. In the last decades we have
witnessed an increase in research and understanding of electronic structure
methods beyond the Local Spin Density Approximation (LSDA). Much
information on the electronic structure and magnetic properties of materials
is gained using these methods which have become central to what is known
as ”condensed-matter”physics.
On the other hand the theory of interacting electrons has been a clarifying
concept in modern physics, and has served as a ”valuable”tool for theo-
retical work. To combine the one-electron description of the LSDA with
the many-body technique offered by the Dynamical Mean Field Theory
(DMFT) is a ”profitable”marriage of the useful and fanciful which cap-
tured my attention and work in the last four years.
In the first chapter, which is to a large extent an overview of the thesis,
introduces the notion of correlated electrons and review the ”history”of
the attempts to go beyond the LSDA. The aim of this first chapter is to
offer a flavor of the contemporary work which makes the ab-initio study of
cooperative phenomena in solids exciting.
Chapter two presents our new electronic strcuture approach. I review the
essential idea in the multiple scattering approach applied to solids, which
came to be known as Korringa-Kohn-Rostoker or KKR method of band
theory. A particular version of it, the so called Exact Muffin-tin Orbitals
(EMTO) approach, is discussed. The DMFT technique that enables one to
tackle the many-body problem is presented. The numerically exact Quan-
tum Monte-Carlo (QMC) and the perturbative Spin-polarized T-matrix
Fluctuation Exchange solvers are detailed. The LSDA+DMFT section pro-
vides practical information concerning the implementation.
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Chapter three deals with some applications of the developed LSDA+DMFT
method to systems containing transition metals: simple bulk materials,
Cr, Fe, Co, Ni, superlattices and magnetic multilayers of Fe/Cr and
Co/Cu. Optics and magneto-optics calculations are presented for Fe and
Ni, together with temperature dependence of their magnetic properties.
These calculations support most of the experimental evidence of many-
body features in the photoemision spectra, which cannot be assessed using
the traditional LSDA approach. Concerning the magnetic multilayers we
studied the perfect (001) fcc Co11/Cu5, and bcc Fe3/Cr5 supercells. We
found that correlation effects considered in the DMFT lead to an essential
renormalization of the density of states at the Fermi level which can not be
reproduced in standard band structure calculations.
In chapter four we focus on the applicability of the LSDA+U method to
weak and medium correlated systems. We argue that important correlation
effects like fluctuation induced mass renormalization which leads to the
suppression of the Stoner factor is missing in LSDA+U. We illustrate this
with the controversial case of FeAl.
In chapter five we study the finite temperature ferromagnetism of the half-
metallic ferromagnet NiMnSb. We describe for the first time in an ab-
initio approach the “spin-polaron” processes. This consists of the super-
positions of spin-up electron excitations and virtual magnons producing
non-quasiparticle states (NQP) just above the Fermi level. These states
might play an important role in spin-injection and related processes. In
order to keep the polarization, at finite temperature, as high as possible
the detrimental effect of NQPs should be diminished. It turns out that a
suitably chosen Lanthanide impurity stabilizes the ferromagnetic ground
state and couples to the Mn(3d) electron spin in such a way to reduce the
thermally available number of magnon states.
Solid-state theorists have always known the benefits of the LSDA approach,
but also know as well the necessity of going beyond LSDA for a certain
types of interesting materials. To have a realistic description of strongly
correlated systems field theorists joined with solid state physicists to fill
in the gap between the many-body and electronic structure communities.
This work is a contribution in developing these joint efforts.
Samenvatting
Deze proefschrift is gebaseerd op het ontwikkelen van een nieuwe methode
voor het berekenen van electronen-structuren. Deze methode berekent op
een meer realistische manier de electron-electron interacties in gecorreleer-
de systemen. In de afgelopen decennia is het begrip van electronen struc-
tuur berekeningen voorbij de Local Spin Density Approximation (LSDA)
sterk toegenomen. Veel informatie over de electronische en magnetische
eigenschappen van materialen is met dergelijke methodes berekend, en de-
ze methodes vormen de kern van wat tegenwoordig bekend staat onder de
naam vaste-stof fysica.
Aan de andere kant kan de theorie van interacterende electronen een verhel-
derend beeld geven, wat vaak tot nieuwe fysische inzichten heeft geleid. Dit
maakt deze theorie tot een waardevol gereedschap voor theoretisch werk.
Het combineren van de bruikbare en succesvolle LSDA met zijn beschrijving
in termen van losse electronen, met de inzichtelijke veel-deeltjes theorie in
de vorm van de dynamical mean field theory (DMFT) was het doel van
mijn werk van de afgelopen vier jaar.
In het eerste hoofdstuk introduceer ik gecorreleerde electronen en geef ik
een overzicht van de pogingen om verbeteringen aan te brengen in LSDA.
Het doel van het eerste hoofdstuk is kennis te maken met het eigentijdse
onderzoek en te laten zien waarom ab-initio onderzoek naar coo¨peratieve
effecten zo interessant is.
In hoofdstuk twee wordt de theorie uitgewerkt. De multiple scattering ap-
proach toegepast op vaste stoffen, wat bekend staat als de Korringa-Kohn-
Rostoker (KKR) methode, wordt beschreven, en een versie daarvan, de
exact muffin-tin orbitals (EMTO), wordt kort besproken. Daarna beschrijf
ik het DMFT probleem. Technieken om dit probleem om te lossen, de
numeriek exacte Quantum Monte-Carlo (QMC) en de perturbative spin-
polarised T-matrix fluctuation exchange methode komen vervolgens aan
bod. Tenslotte bespreek ik het praktische probleem van de LSDA+DMFT
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implementatie.
In het derde hoofdstuk pas ik de ontwikkelde methode toe op verschillende
systemen van overgangsmetalen, eerst op de eenvoudige bulk metalen Cr,
Fe, Co en Ni, en vervolgens op superstructuren en multilagen van Fe/Cr
en Co/Cu. De multilagen bestaan uit perfecte (001) fcc Co11/Cu5 en bcc
Fe3/Cr5 supercellen. De correlatie effecten in de DMFT methode gaven een
essentie¨le renormalisatie van de toestandsdichtheid aan het Fermi-niveau,
dit in tegenstelling tot de standaard bandenstructuur berekeningen. Ver-
volgens komen optische en magneto-optische berekeningen voor Fe en Ni,
samen met de temperatuur afhankelijkheid van hun magnetische eigen-
schappen. De meeste experimentele aanwijzingen voor veel-deeltjes effec-
ten in foto-emissie spectra, die niet door de traditionele LSDA methode
verklaard kunnen worden, zijn in overeenstemming met deze berekeningen.
In hoofdstuk vier richt ik mij op de toepasbaarheid van de LSDA+U me-
thode op zwak en middelmatig gecorreleerde systemen. Aan de hand van
het controversie¨le FeAl laat ik zien dat belangrijke correlatie effecten, zoals
fluctuation induced mass renormalisation, die leiden tot een verkleining van
de Stoner-factor, ontbreken in LSDA+U.
In het vijfde hoofdstuk bestuderen we het ferromagnetisme van de half-
metallische ferromagneet NiMnSb bij eindige temperatuur, en we beschrij-
ven voor het eerst spin-polaron processen m.b.v. een ab-initio methode.
Een spin-polaron proces bestaat uit een superpositie van een spin-up elec-
tron excitatie en een virtueel magnon. Hierdoor ontstaan non-quasi-particle
(NQP) toestanden net boven het Fermi-niveau, die een belangrijke rol kun-
nen spelen bij spin-injectie en gerelateerde processen. Om een hoge polari-
satie bij eindige temperaturen te houden moeten de NQPs, die een negatief
effect op de polarisatie hebben, in de hand worden gehouden. Het blijkt
dat een goed gekozen lanthanide verontreiniging de ferromagnetische toe-
stand stabiliseert, en daarnaast zodanig aan de Mn(3d) spins koppelt dat
het aantal thermisch beschikbare magnonen afneemt.
Vaste-stof fysici kennen de bruikbaarheid van de LSDA methodes, maar zijn
zich ook bewust van de noodzaak om voor sommige interessante materialen
meer geavanceerde methodes te gebruiken. Om een realistische beschrijving
van sterk gecorreleerde systemen te krijgen, werken velden-theoretici samen
met vaste stof fysici om het gat tussen de veel-deeltjes en de electronen-
structuur gemeenschappen te dichten. Dit werk is een bijdrage aan deze
gezamenlijke inspanning.
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