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There seems to be a widespread misperception that high order accuracy and implicitness (which often confers unconditional stability) implies that numerical solutions will be accurate approximations to solutions of the original differential equations. In this report we demonstrate that this article of faith is often violated in practice, and that the real situation is fiu more complex and subtle than is often appreciated. We shall show simple examples where stable solutions can be quite inaccurate, possibly including pathological features. In some examples, the lower order method is shown to be more accurate.
We consider three cases to illustrate the point. The first is a comparison of Euler's method (first order) and the Adams-Bashforth method (second order) for a pair of simple ordinary differential equations. Conventional wisdom would have it that the former method is inferior in accuracy. The second example is a simple diffusion equation solved by an implicit method that is second order in space and either first or second order in time depending on the value of a time centering parameter. A special case is Crank-Nicholson differencing, which is second order. We demonstrate that this method has undesirable features at sufficiently large time step in spite of its formal unconditional stability. The third case is a demonstration of unconditional instability in two approximations to the first order wave equation.
The next section presents a discussion of the Adams-Bashforth method applied to ordinary differential equations. Section 111 explores the accuracy and stability of some common differencing methods for the diffusion equation. Section IV illustrates instabilities in the solution of the first order wave equation. Section V contains the summary and conclusions.
ORDINARY DIFFERENTIAL EQUATIONS
Let us consider the Adams-Bashforth method for integrating ordinary differential equations. Consider the equation
(1)
The Adams-Bashforth method is (2) h ~j + l = yj + [3f(~j,xj) -f(~j-1, ~j -l ) l > where h is the step size in x, and gj is the numerical approximation to y(q) = 
ydj x h).
This method is second-order. We shall compare this method with the simple fast-order Euler met hod, V j + l = 1 J j + h f ( Y j 7 Xj).
(3)
First we perform a stability analysis on both methods. We apply both difference approximations to the linear equation and Yj+1 = Yj -hKYj.
(7)
Next we look for solutions of the form yj = r j . Making this substitution into Eq. 6 and letting H = hK, we find r2 + (1.5H -1)' -0.5H = 0, This equation has 2 solutions, 1 -1.5H f [(l -1.5H)2 + 2H]1'2 2 rf = In the limit H << 1, T& M 1 -H , -0.5 H.
The general solution of Eq. 6 in this limit is yj = A ( l -H ) j + B(-0.5 H ) j ,
where A and B are constants of integration. For H < 1, the first term decays monotonically, just as the solution of the differential equation does. The second solution introduces nonphysical oscillatory behavior into the numerical solution, even for small H , which is an undesirable feature of the Adams-Bashforth method. A more careful examination of Eq. 9
shows that the exact formal stability limit is H = 1; for larger H , r-< -1 and the numerical solution grows without bound. The analogous analysis of Eq. 7 shows that the difference equation has only one solution with (12) T = I -H . The solution becomes oscillatory for H > 1, and the method becomes unstable for H > 2. We see the Euler method is qualitatively well-behaved for H < 1, whereas the AdamsBashforth method has a nonphysical oscillatory parasitic solution for all H, no matter how close to zero. Now we consider a nonlinear example, the logistic equation. This equation is widely used as a particularly simple population dynamics model. It can also be used as a simple surrogate for a nonlinear chemical rate equation.
K -N
where N is the population, and K: = a/P is the carrying capacity of the environment. The first, term on the right hand side represents the familiar exponential growth of the population via a constant difference between birth and mortality rates. The nonlinear term is one plausible representation of an increase in mortality or decrease in fertility due to crowding.
The logistic equation has a simple general solution. At first glance this equation applears to have two free parameters, but it has a self-similar solution with no parameters.
Let us make the linear changes of variables N = N / K and r = at + to, where to is a constant adjusted to make r = 0 at the start of the problem. Then Eq. 13 becomes
We assume that at r = 0 we know the value of N(0). Equation 14 is easily solved by separation of variables, which gives This solution is valid provided the interval of integration of Eq. 14 over N does not include either zero or unity, where the integrand has singularities. These singularities are related to two constant equilibrium solutions, N = 0 and 1.
The ecologically interesting case is 0 < N(0) < 1. In this case, the solution rises monotonically to unity at late times. The solution does not overshoot the carrying capacity.
The equilibrium solution N ( r ) = 1 is stable. If the equilibrium is perturbed by decreasing the population, N grows monotonically back to unity. If the perturbation causes the population to exceed the carrying capacity, it decays monotonically back to equilibrium.
The equilibrium solution at N = 0 is unstable. For a positive perturbation (that is, the creation of a new species), the solution follows Eq. 15 to unity. For a negative perturbation, the formal solution diverges to -m in a finite time. The negative perturbation is not realizable physically for either chemistry or population dynamics. To illustrate these theoretical results, we now show some simple numerical examples. We isolve both Eqs. 4 and 14 using both Eqs. 2 and 3. The listing of the Fortran computer prog;ram is given in Table 1 , and selected numerical results are shown in Table 2 . The listing shows the code as used to solve the differential equations with the Adams-Bashforth method, Eq. 2. The complete listing is provided for the purpose of completely, precisely, and concisely documenting how the calculations were performed. It is trivial to change the calculations of the variables yjp and zjp to use Euler's method, Eq. 3, simply by using the statements that have been commmented out.
The output in Table 2 shows four cases. The first is the Adams-Bashforth method with H = delx = 0.9, which should be stable according to the linear stability analysis. The Adams-Bashforth with H = 0.9. The logistic solutions are far more interesting. The Euler solution has a slight oscillation around J = 13, but is otherwise well-behaved. The AdamsBashforth solution is initially well-behaved, but it develops a growing oscillatory mode that can be seen starting around J = 12. However, the oscillation saturates around J = 100, whereas the linear stability analysis predicts that it should grow without bound. This unanticipated behavior is easily explained. These two finite difference methods are nonlinear iterated maps. Furthermore, they are related to the well-studied logistic map. It is well known that as one increases the parameter in the logistic map, the long-term solution changes from a steady state to a set of periodic solutions (that exhibit period doubling) to chaotic solutions to an unbounded solution. We hypothesize that what we have seen here is the first periodic solution on the route to chaotic solutions, and finally unbounded solutions, as H is increased ( Yee et al. 1991) . This question will be examined in more detail in a future report.
THE DIFFUSION EQUATION
The diffusion equation is where K is the constant thermal difisivity. Consider the finite difference approximation where is the value of T at grid point j and time step n, bt is the time step, 6x is the space step, and 0 5 4 5 1 is the time-centering parameter. For 4 = 0.5, the method is second order in both space and time. Stability analysis is performed by considering solutions of the form
where i = -11/2 and k is the wavenumber of the mode. Substituting Eq. 18 into Eq. 17, we
where 5 = K6t/6$. We have made use of the fact that the most unstable mode is for cos(k bz) = -1. There are three interesting special cases. First, the explicit case with # = 0, which is unstable if 5 > 0.5. Second, the implicit case with # = 1, which is unconditionally stable. Furthermore, the worst mode decays monotonically for all 5. Third, the Crank-
I I
Nicholson method with = 0.5, which is formally unconditionally stable. However, its ~ solutions can contain a nonphysical oscillatory component for > 1. j Table 3 lists the Fortran code that was used to produce the numerical examples given in Table 4 . The boundary conditions are zero gradient on the left boundary (J = 1.5) and T = 100 on the right boundary (J = 46.5). The initial condition is T = 100 in zones 1-15 and T = 300 elsewhere. This problem has two discontinuities, one a t J = 15 and the other at the right boundary. Zones 1 and 47 are fictitious zones used for imposing boundary conditions. The column labels indicate the numerical parameters used in the calculation. For example, T(CNJ0.0) means that the column contains values of T calculated with Crank-Nicholson (6 =-0.5) and < = 10.0. The indicator IM means the solution was computed with the fully implicit method, q5 = 1.0. Solutions are shown for < = 0.5 and 10.0 at times of 0, 50, 100, and 500. Both methods get about the same answers for 5 = 0.5, which is the explicit stability limit. This is not too surprising, even though one method is first order and the other is second order, since the explicit stability limit is also a reasonable accuracy criterion for time marching. At TIME = 50, the Crank-Nicholson solution with = 10.0 shows large nonphysical oscillations in the vicinity of both initial discontinuities. Taking the two solutions with = 0.5 to be correct to the extent that they agree with one another, we see that in the neighborhood of the initial discontinuities, the first-order implicit method is more accurate. In the smooth part of the solution, the Crank Nicholson method is excellent, but the errors in the implicit method are only a couple of percent. As expected, the oscillations slowly damp out at late times. However, the first order implicit scheme never develops either large errors or nonphysical behavior. The slow damping of the every-other zone mode is unacceptable for large eddy simulations (LES) or direct numerical simulations (DNS) of turbulent flows because, physically, the diffusion operator for the eddy viscosity terms will damp the highest wavenumbers the fastest, and that property of the differential equation does not carry over to the Crank-Nicholson difference operator at time steps significantly larger than the explicit stability limit.
IV. THE FIRST ORDER WAVE EQUATION
The Adams-Bashforth method is sometimes advocated for treating advection terms in fluid dynamics codes. A simple surrogate problem is the linear wave equation
where c > 0 is the constant advection speed and T is the dependent variable, for example, the fluid temperature. Any differentiable function f(x -ct) is a solution to this equation.
We wish to point out that spatiaIly centered differencing of Eq. 20 has some severe stability problems and should never be used without a careful stability analysis. So, let us consider both the Euler method and AdamsBashforth for time marching and centered differences in space. Then the difference equations are and
dt 2 62 Again, stability analysis is performed by considering solutions of the form 2 ' ' = rn exp(ij kdx), where i = -11i2 and k is the wavenumber of the mode. Substituting Eq. 23 into Eq. 21, we
where p = cdt/Sz. Clearly, this method is unconditionally unstable. No matter how small we make the time step, the numerical solution will eventually blow up. The most unstable mode has a wavelength of 4 Sz. Interestingly, the every-other-zone mode is neutrally stable. If we apply the same analysis to Q. 22, we obtain a quadratic equation for two growth rates,
L
If we take sin(k6z) = 0 (the wavelength of the mode is either infinite or equal to twice the zonle size), then the values of T are zero and unity, and the method is neutrally stable. If we take sin(k6z) = 1, then Table 5 shows values of r and rT* for various values of ,8. These were evaluated numerically with a short Fortran program using complex arithmetic (also presented in Table 5 ) , so they are accurate to about 6 digits. The method is neutrally stable for ,6 = 0. For larger values of p, the method is weakly unstable. For computational efficiency, we want to run fluid dynamical calculations with ,8 around 0.2. So let us look at a simple test problem with Table 6 lists a simple Fortran code that calculates the numerical examples given in Table 7 . The solution is a sine wave of wavelength 4 6x and amplitude 1.0. Periodic boundary conditions are used, so the analytic solution simply propagates the sine wave to the right with c = 1.0 without a change of shape or amplitude. The analytic solution is constrained to have values between -1.0 and +1.0 at all grid points at all times. Table 7 shows solutions for the 12 zone solutions using both Euler's method and the Adams-Bashforth method at several different times. Both solutions develop nonphysical numerical oscillations during the first few cycles. The Euler's method solution has a growth rate of 1.01, and it blows up very quickly. The Adams-Bashforth solution has a theoretical growth rate of 1.000051, which is consistent with what we observe in this example. For thousands of cycles, we see no clear evidence of the unbounded growth because it is masked by numerical oscillations caused by dispersive truncation errors. However, by cycle 100,000, the amplitude is clearly outside the phyical limit of unity and is growing.
There is a clear warning here. Consider Lax's Equivalence Theorem: Given a prop erly posed initial-value problem and a hite-difference approximation to it that satisfies the consistency condition, stability is the necessary and sufficient condition for convergence p = 0.1. 3 (Richtmyer 1957) . Both the Euler method and the Adams-Bashforth method satisfy the consistency condition, but they are unstable. Therefore, they are not convergent. There is little danger of the Euler time marching being used due to its strong instability. However, the weak instability of Adams-Bashforth may be overlooked if problems are run for too short a time for the instability to manifest itself. The real danger is that a nonconvergent solution may be accepted as an approximate solution to the differential equation. Since this problem will carry over to numerical solution of the Euler equations, Adams-Bashforth time marching and centered differencing of the advection terms should be avoided.
V. CONCLUSIONS
The purpose of this study is to show that some elementary finite difference methods have some undesirable properties that should preclude their use in computational fluid dynamics. This is especially true for LES and DNS, which make severe demands on numerical methods. In both cases, we are trying to obtain significant results near the grid scale. Since small scale oscillatory flow features (vortices) are continuously driven by the turbulence, we cannot recommend the use of Adams-Bashforth differencing because it can produce unphysical oscillations in time that switch sign on alternate time steps.
We also recommend prudence in use of the Crank-Nicholson method for treating the diffusion terms. This method has spurious oscillations unless the time step is kept below twice the explicit stability limit (which is also a good accuracy limit). Given the increased amount of arithmetic needed to implement implicit methods, it may in fact be more efficient to use the explicit method. One could eliminate the oscillation problem by going fully implicit, but accuracy will suffer if large time steps are used unless the solution is nearly steady. (12,201 j, x, yjp, yex, zjp, zex 20 format (ix, i4, lp, 5d14.6) do j = 1, npts c +++ dy/dh = -y ccc yjp = yj -delx * yj yjp = yj -delx * (1.5d+00 * yj -0.5d+00 * yjm) zjp = zj + delx * (zj -zj**2) zjp = zj + delx * (1.5d+00 * (zj -zj**2) c +++ dddh = z -2**2 ccc 1 -0.5d+00 * (zjm -zjm**2)) c +++ exact solutions 285213D-02 1.316989D-02  1.499558D-02 3.070544D-02  5.247518D-03 7.075843D-02  1.836305D-03 1.586919D-01  6.425924D-04 3.344487D- 271184D-01 9.732276D-01 9.904654D-01 9.966427D-01 9.988226D-01 9.995877D-01 9.998557D-01 9.999495D-01 9.999823D-01 9.999938D-0 1 9.999978D-01 9.999992D-01 9.999997D-01 9.9999991)-01 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 .3729220-01 9 -406692D-01 9.992704D-01 1.000036D+00 9.999982D-01 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 l.OOOOOOD+OO 1.OOOOOOD+OO 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.OOOOOOD+OO 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 exact 1.000000D-03 2.852352D-03 8.1080661)-03 2.282622D-02 6.257595D-02 1.60198lD-01 3.527998D-0 1 6.09032OD-0 1 8.165649D-01 9.271 184D-0 1 9.732276D-0 1 9.904654D-0 1 9.966427D-01 9.9882261)-0 1 9.99587711-0 1 9.9985571)-01 9.999495D-01 9.999823D-01 9.999938D-0 1 9.999978D-0 1 9.999992D-0 1 9.999997D-01 9.999999D-01 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 l.OOOOOOD+OO 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 1.000000D+00 Table 3 .
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