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CONSTRUCTIBLE SHEAVES ON NILPOTENT CONES
IN RATHER GOOD CHARACTERISTIC
PRAMOD N. ACHAR, ANTHONY HENDERSON, DANIEL JUTEAU, AND SIMON RICHE
Abstract. We study some aspects of modular generalized Springer theory for a complex reductive group
G with coefficients in a field k under the assumption that the characteristic ℓ of k is rather good for G, i.e.,
ℓ is good and does not divide the order of the component group of the centre of G. We prove a comparison
theorem relating the characteristic-ℓ generalized Springer correspondence to the characteristic-0 version. We
also consider Mautner’s characteristic-ℓ ‘cleanness conjecture’; we prove it in some cases; and we deduce
several consequences, including a classification of supercuspidal sheaves and an orthogonal decomposition
of the equivariant derived category of the nilpotent cone.
1. Introduction
1.1. Modular generalized Springer correspondence. Let G be a connected complex reductive group.
Let Z(G) denote its centre, and let Z(G)◦ ⊂ Z(G) be the identity component. A prime number ℓ is said to
be rather good for G if it is good for G and does not divide the order of the finite group Z(G)/Z(G)◦.
In this paper, which follows the series [AHJR2, AHJR3, AHJR4] on the modular generalized Springer
correspondence, we consider G-equivariant constructible sheaves on the nilpotent cone NG of G with co-
efficients in a field k of rather good characteristic. We will study not only the category of G-equivariant
perverse sheaves PervG(NG, k), as in [AHJR2, AHJR3, AHJR4], but also the G-equivariant bounded derived
category DbG(NG, k). The main idea is that in rather good characteristic, it is possible to make meaningful
comparisons with characteristic-0 generalized Springer theory, a subject that has been extensively studied
for over thirty years since the work of Lusztig [Lu1]. (In contrast, many of the statements in this paper are
meaningless or false when the characteristic is not rather good.)
Let us briefly review the statement of the modular generalized Springer correspondence. Let k be a field
of any characteristic that is ‘big enough’ in the sense of (2.1) below. (Algebraically closed fields are always
big enough.) Let NG,k be the set of pairs (O, E) where O ⊂ NG is a nilpotent orbit and E is an irreducible
G-equivariant k-local system on O (up to isomorphism). Recall that (O, E) is said to be cuspidal if the
corresponding simple perverse sheaf IC(O, E) does not occur as a quotient of any perverse sheaf induced
from a proper Levi subgroup. According to [AHJR4, Theorem 1.1], if L is a system of representatives for
the G-conjugacy classes of Levi subgroups of G, there is a partition
(1.1) NG,k =
⊔
L ∈ L
(OL, EL) ∈ NL,k a cuspidal pair
N
(L,OL,EL)
G,k
into subsets called induction series. Moreover, for each induction series, there is a natural bijection
(1.2) N
(L,OL,EL)
G,k
∼
←→ Irr(k[NG(L)/L]).
1.2. ℓ-cuspidal pairs and induction ℓ-series. The observation that gets us started is that when the
characteristic ℓ of k is rather good for G, there is a canonical bijection (see §2.3)
(1.3) NG,k
∼
←→ NG,C.
Thus, the left-hand side of (1.1) is ‘independent of k’. In the introduction, for brevity, we will identify the
two sides of (1.3), and simply write NG. The set of cuspidal pairs only depends on ℓ; therefore we call the
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corresponding elements of NG ℓ-cuspidal pairs. Similarly, the partition of NG given by (1.1) depends only
on ℓ [AHJR4, Remark 1.2]; we call the subsets on the right-hand side of (1.1) induction ℓ-series.
A natural question is: how are the induction ℓ-series related to the induction 0-series? The first half of
the paper is devoted to the proof of the following result.
Theorem 1.1. Let ℓ be a rather good prime for G. The partition of NG into induction ℓ-series is a
refinement of the partition into induction 0-series. In other words, each induction 0-series is a union of
induction ℓ-series.
The proof of Theorem 1.1 uses some observations obtained from the explicit classification of cuspidal
pairs, but no explicit description of the partition (1.1) (which is unknown in many cases).
1.3. Cleanness conjecture. The second half of the paper is devoted to the study of cleanness. A pair
(O, E) ∈ NG is called ℓ-clean if the corresponding simple perverse sheaf IC(O, E) has vanishing stalks
on O r O. An important feature of characteristic-0 generalized Springer theory is that all cuspidal pairs
are 0-clean. (This was first proved by Lusztig [Lu3]; see also [RR].) The following is part of a series of
(unpublished) conjectures by C. Mautner.
Conjecture 1.2 (Mautner’s cleanness conjecture). Let ℓ be a rather good prime for G. Then every 0-cuspidal
pair (O, E) ∈ NG is ℓ-clean.
So far, we have been able to prove the cleanness conjecture in the following cases. (Here, W denotes the
Weyl group of G.)
Theorem 1.3. Conjecture 1.2 holds if ℓ ∤ |W |, or if every irreducible factor of the root system of G is either
of type A, of type B4, of type C3, of type D5, or of exceptional type.
The ranks in types B/C/D mentioned here are the smallest for which there exist 0-cuspidal pairs (see
Remark 5.3); of course, the conjecture is vacuously true if there are no 0-cuspidal pairs for G.
Remark 1.4. Conjecture 1.2 was also independently checked by Mautner in type A and in types B4 and C3
(using arguments different from ours, although also based on some explicit computations).
Remark 1.5. Conjecture 1.2 would be false in general if we replaced ‘0-cuspidal pair’ with ‘ℓ-cuspidal pair’.
For example, when G = GL(2) and ℓ = 2 (which is rather good for GL(2)), the unique 2-cuspidal pair is
not 2-clean; see [AHJR2, Remark 2.5]. This 2-cuspidal pair is not 0-cuspidal for GL(2). (It is the modular
reduction of the unique characteristic-0 cuspidal pair for SL(2), but note that 2 is not rather good for SL(2).)
However, Theorem 1.3 and Lemma 2.5 below reduce the proof of Conjecture 1.2 to the case where G is quasi-
simple and simply connected of type B, C, or D. For such G, ℓ is rather good for G if and only if ℓ > 2, and
in this case the ℓ-cuspidal pairs and the 0-cuspidal pairs coincide by [AHJR3, Theorems 7.2, 8.3 and 8.4].
1.4. Consequences. The cleanness conjecture has a number of consequences for the structure of the equi-
variant derived category DbG(NG, k), recorded below. In this statement, a pair (O, E) ∈ NG is said to be
ℓ-supercuspidal if the corresponding simple perverse sheaf does not occur as a composition factor of any in-
duced sheaf in characteristic ℓ. (In characteristic 0, the induction functor takes semisimple perverse sheaves
to semisimple perverse sheaves, so a pair is 0-supercuspidal if and only if it is 0-cuspidal; but when ℓ > 0
the two notions differ.) If P ⊂ G is a parabolic subgroup of G with Levi factor L and if (OL, EL) is an
ℓ-supercuspidal pair for L, the corresponding induction ℓ-superseries is the subset of NG consisting of pairs
(O ′, E ′) such that IC(O ′, E ′) is a composition factor of IGL⊂PIC(OL, EL). (One can show that this subset
does not depend on the choice of P ; see §2.2 below.)
Theorem 1.6. Let ℓ be a rather good prime for G, and assume that the cleanness conjecture holds for all
Levi subgroups of G. Then
(1) A pair (O, E) ∈ NG is ℓ-supercuspidal if and only if it is 0-cuspidal.
(2) The induction ℓ-superseries coincide with the induction 0-series. In particular, the induction ℓ-
superseries are disjoint and give a partition of NG.
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(3) There is an orthogonal decomposition
DbG(NG, k)
∼=
⊕
L ∈ L
(OL, EL) ∈ NL an ℓ-supercuspidal pair
DbG(NG, k)
super-(L,OL,EL),
where DbG(NG, k)
super-(L,OL,EL) is the full triangulated subcategory of DbG(NG, k) generated by simple
perverse sheaves in the induction ℓ-superseries associated to (L,OL, EL).
Remark 1.7. Mautner also proved that a decomposition similar to that in Theorem 1.6(3) follows from
Conjecture 1.2 together with some other conjectures of his that we do not consider in this paper.
The decomposition of DbG(NG, k) in the last part of this theorem implies a corresponding decomposition of
the abelian category PervG(NG, k). (In fact, the proof is structured in such a way that we obtain the abelian
category version first.) The analogous decomposition of DbG(NG,C) was proved by Rider and Russell [RR,
Theorem 3.5] following arguments of Lusztig.
Remark 1.8. Thanks to Theorem 1.3, the assumption in the statement of Theorem 1.6 certainly holds if
ℓ ∤ |W |, or if every irreducible factor of the root system of G is either of type A, of type Bn for n < 7, of
type Cn for n < 6, of type Dn for n < 8, or of exceptional type (see Remark 5.3).
1.5. Organization of the paper. The paper is organized as follows. Section 2 contains a review of relevant
terminology, notation, and results from [AHJR2, AHJR3, AHJR4], along with a few easy lemmas. Section 3
concerns a certain partial order on the set of cuspidal data, defined using the Lusztig stratification of the
Lie algebra g. Theorem 1.1 is proved in Section 4.
The remainder of the paper is devoted to cleanness. Section 5 introduces the cleanness conjecture and
proves all but two cases of Theorem 1.3. The remaining cases, those of a group of type E8 with ℓ = 7 and of
a group of type B4 with ℓ = 3, are handled in Section 6. Finally, Section 7 contains the proof of Theorem 1.6,
along with a number of ancillary results.
1.6. Acknowledgements. We thank Carl Mautner for discussions concerning his conjectures, which moti-
vated some of the results in the second half of the paper. We used the development version [Mi] of the GAP
Chevie package [Chevie].
2. Conventions and preliminaries
2.1. Coefficients. We retain the meanings of G, NG, and NG,k from the introduction. (However, the
notation ‘NG’ with the coefficients suppressed will not be used again.) Let D
b
G(NG, k) be the G-equivariant
bounded derived category of NG with coefficients in k, and let PervG(NG, k) ⊂ D
b
G(NG, k) be the abelian
category of G-equivariant perverse sheaves on NG. The set of isomorphism classes of simple objects in
PervG(NG, k) is naturally in bijection with NG,k.
Let ℓ denote the characteristic of k. Throughout the paper (unless otherwise specified), we assume that
ℓ is a rather good prime for G. As in [AHJR4], we also assume that k satisfies the following condition:
(2.1)
for every Levi subgroup L of G and pair (OL, EL) ∈ NL,k,
the irreducible L-equivariant local system EL is absolutely irreducible.
See [AHJR4, Proposition 3.2] for a more explicit translation of this condition. Furthermore, we assume
throughout that there exists a finite extension K of Qℓ that satisfies (2.1), and such that k is the residue
field of the ring O of integers of K. Thus, the triple (K,O, k) constitutes an ℓ-modular system. With this
set-up, we can invoke the machinery of modular reduction from [AHJR2, §2.7].
The lemmas below, which are restatements of [AHJR4, Lemmas 6.2–6.4], collect some basic facts about
rather good primes. Here, AG(x) denotes the component group of the stabilizer of a point x ∈ NG.
Lemma 2.1. The following conditions on a prime ℓ are equivalent:
(1) ℓ does not divide |AG(x)| for any x ∈ NG.
(2) ℓ is good for G and does not divide |Z(G)/Z(G)◦|.
(In [AHJR4], part (1) was taken to be the definition of rather good, rather than part (2).)
Lemma 2.2. Let ℓ be a prime.
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(1) If ℓ is rather good for G, it is rather good for every Levi subgroup of G.
(2) If ℓ does not divide |W |, then it is rather good for G.
(3) If G is quasi-simple and not of type A, then ℓ is rather good for G if and only if it is good for G.
2.2. Cuspidal and supercuspidal data. Recall that for a parabolic subgroup P ⊂ G with Levi factor L,
we have an induction functor [AHJR2, §2.1]
IGL⊂P : PervL(NL, k)→ PervG(NG, k).
A pair (O, E) ∈ NG,k is said to be cuspidal (resp. supercuspidal) if the simple perverse sheaf IC(O, E) does
not occur as a quotient (resp. composition factor) of any induced perverse sheaf IGL⊂P (F) with L ( G. The
set of cuspidal, resp. supercuspidal, pairs in NG,k is denoted
N
cusp
G,k , resp. N
s-cusp
G,k .
Obviously, every supercuspidal pair is cuspidal.
A cuspidal datum (resp. supercuspidal datum) is a triple (L,OL, EL), where L ⊂ G is a Levi subgroup,
and (OL, EL) belongs to N
cusp
L,k (resp. N
s-cusp
L,k ). Let MG,k denote the set of G-orbits of cuspidal data. Let
M
sup
G,k ⊂ MG,k be the subset consisting of G-orbits of supercuspidal data. In a minor abuse of language, we
will often call elements of MG,k ‘cuspidal data’, omitting any mention of the G-action.
Recall that the induction series associated to a cuspidal datum (L,OL, EL) is the set
N
(L,OL,EL)
G,k = {(O
′, E ′) ∈ NG,k | IC(O
′, E ′) is a quotient of IGL⊂PIC(OL, EL)}.
Here P is a parabolic subgroup of G with Levi factor L; the set N
(L,OL,EL)
G,k does not depend on the choice
of P (see [AHJR3, §2.2]), and depends only on the G-conjugacy class of (L,OL, EL).
Similarly, if (L,OL, EL) is a supercuspidal datum, we define the corresponding induction superseries to
be the set
N
super-(L,OL,EL)
G,k = {(O
′, E ′) ∈ NG,k | IC(O
′, E ′) is a composition factor of IGL⊂PIC(OL, EL)}.
Here again P is a parabolic subgroup of G with Levi factor L; it follows from Lemma 2.3 below (and [AHJR3,
§2.2] again) that the set N
super-(L,OL,EL)
G,k does not depend on the choice of P , and depends only on the G-
conjugacy class of (L,OL, EL).
With characteristic-0 coefficients, the Decomposition Theorem implies that the induction fuctor IGL⊂P
takes semisimple perverse sheaves to semisimple perverse sheaves, so in that case, the notions of ‘cuspidal’
and ‘supercuspidal’ coincide, as do the notions of ‘induction series’ and ‘induction superseries.’ These
properties no longer hold in positive characteristic; see [AHJR2, Remark 3.2].
2.3. 0-cuspidal pairs and 0-series. By Lemma 2.1(1), if ℓ is rather good, then there is a canonical bijection
Irr(k[AG(x)]) ∼= Irr(K[AG(x)]) for each x ∈ NG, and hence a canonical bijection
(2.2) θG : NG,K
∼
−→ NG,k,
of which we saw an incarnation in (1.3). (Although it was convenient in the introduction to identify the two
sides of (1.3), the proofs in this paper are clearer when we retain the distinction.) Furthermore, because K
satisfies (2.1), Lusztig’s results [Lu1] on the generalized Springer correspondence with coefficients in Qℓ hold
over K as well. We will freely make use of this observation throughout the paper.
By Lemma 2.2(1), there are also similar bijections
θL : NL,K
∼
−→ NL,k
for any Levi subgroup L ⊂ G.
A pair (O, E) ∈ NG,k is 0-cuspidal if it lies in θG(N
cusp
G,K ). The set of 0-cuspidal pairs is denoted by
N
0-cusp
G,k = θG(N
cusp
G,K ).
A 0-cuspidal datum is a triple (L,OL, EL) where L ⊂ G is a Levi subgroup, and (OL, EL) belongs to N
0-cusp
L,k .
Let M0G,k denote the set of G-orbits of 0-cuspidal data. The induction 0-series associated to a 0-cuspidal
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datum (L,OL, EL) is the subset N
0-(L,OL,EL)
G,k ⊂ NG,k given by
N
0-(L,OL,EL)
G,k = θG
(
N
(L,θ−1
L
(OL,EL))
G,K
)
.
In other words, an induction 0-series is simply the image under (2.2) of a characteristic-0 induction series.
Finally, the notion of 0-cuspidal pairs gives rise to another kind of series, but in MG,k rather than in NG,k.
Given (L,OL, EL) ∈M
0
G,k, let
(2.3) M
0-(L,OL,EL)
G,k = {(M,OM , EM ) | L ⊂M ⊂ G and (OM , EM ) ∈ N
cusp
M,k ∩N
0-(L,OL,EL)
M,k }/(G-conjugacy).
A set of this form is called a 0-series of cuspidal data. It is manifestly a subset of MG,k.
Lemma 2.3. We have Ns-cuspG,k ⊂ N
0-cusp
G,k ⊂ N
cusp
G,k .
This lemma implies that we have natural embeddings MsupG,k ⊂M
0
G,k ⊂MG,k.
Proof. We begin with the second inclusion. Let (O, E) ∈ N0-cuspG,k , and let E
K be the equivariant K-local
system on O such that θG(O, E
K) = (O, E). Then IC(O, E) occurs in the modular reduction of IC(O, EK),
so it is cuspidal by [AHJR2, Proposition 2.22].
On the other hand, suppose that (O, E) ∈ NG,k is not 0-cuspidal. As above, let E
K be the equivariant
K-local system on O such that θG(O, E
K) = (O, E), so that IC(O, E) occurs in the modular reduction of
IC(O, EK). Since (O, E) is not 0-cuspidal, IC(O, EK) occurs as a direct summand of some IGL⊂P (IC(OL, E
K
L ))
with L 6= G. Since induction commutes with modular reduction (see [AHJR2, Remark 2.23]), IC(O, E)
occurs as a composition factor in the perverse sheaf IGL⊂P (k⊗
L
O
IC(OL, E
O
L )), where E
O
L is any O-form of E
K
L .
In particular, (O, E) is not supercuspidal. 
In [AHJR4, Theorem 1.5] we classified cuspidal pairs in good characteristic. As an immediate consequence
of this classification, we have the following result in our current setting of rather good characteristic:
Proposition 2.4. If G is semisimple and simply connected, then every cuspidal pair is 0-cuspidal, so
N
0-cusp
G,k = N
cusp
G,k in this case.
Of course, the property of being semisimple and simply connected is not inherited by Levi subgroups, so we
cannot conclude that M0G,k = MG,k for such G (and indeed this is false in general).
2.4. A ‘reduction lemma’. The following lemma will be used below to reduce the proof of some statements
to the case where G is semisimple of type A, or simply connected and quasi-simple not of type A. (Here and
throughout this section, a ‘semisimple group of type A’ means a semisimple group whose root system is a
product of root systems of type A.)
Lemma 2.5. Given a reductive group G, there exists a semisimple group G′ with the following properties:
(1) There is an isogeny G′ ։ G/Z(G)◦. Thus, NG can be identified with NG′ , and there is a fully
faithful functor PervG(NG, k)→ PervG′(NG′ , k).
(2) We have G′ ∼= G′1 × G
′
2, where G
′
1 is a semisimple group of type A, and G
′
2 is a product of quasi-
simple, simply connected groups that are not of type A.
(3) A prime number ℓ is rather good for G if and only if it is rather good for G′. If it is rather good for
both, we have
PervG′(NG′ , k) ∼= PervG(NG, k)⊕ PervG(NG, k)
⊥,
where PervG(NG, k)
⊥ denotes the full subcategory of PervG′(NG′ , k) consisting of objects with no
quotient or subobject in PervG(NG, k).
Proof. First we claim that, for any field k, the natural functor PervG/Z(G)◦(NG, k) → PervG(NG, k) is an
equivalence of categories. Indeed the category PervG/Z(G)◦(NG, k), resp. PervG(NG, k), is equivalent to the
full subcategory of the category Perv(NG, k) whose objects are the perverse sheaves F such that the pullbacks
of F to G/Z(G)◦ × NG, resp. to G × NG, under the morphisms given the action and the projection are
isomorphic. Now, since the projectionG×NG → G/Z(G)
◦×NG is smooth with connected fibres, the (shifted)
pullback functor Perv(G/Z(G)◦ ×NG) → Perv(G ×NG) is fully faithful (see [BBD, Proposition 4.2.5]), so
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that an object of Perv(NG, k) belongs to PervG/Z(G)◦(NG, k) iff it belongs to PervG(NG, k). Using this claim,
we can (and will) assume that G is semisimple.
Let G˜ be the universal cover of G, and let K0 be the kernel of G˜ ։ G. Define a subgroup K ⊂ K0 as
follows:
(2.4) K =

K0 if G˜ is a product of groups of type A,
(K0)2′ if G˜ contains factors of type B, C, or D,
but not of exceptional type,
(K0)2′,3′ if G˜ contains factors of exceptional type.
Here, (K0)2′ (resp. (K0)2′,3′) denotes the subgroup of K0 consisting of elements of order coprime to 2
(resp. coprime to 2 and 3). Let G′ = G˜/K. Also, let G˜1 (resp. G
′
2) be the product of all quasi-simple factors
of G˜ of type A (resp. not of type A). Thus, G˜ ∼= G˜1 ×G
′
2.
Now, the centre of a quasi-simple group of type B, C, or D is a 2-group, and the center of a quasi-simple
exceptional group may have order 1, 2, or 3. Therefore, the subgroup K ⊂ Z(G˜) = Z(G˜1) × Z(G
′
2) must
be of the form K1 × {1} for some K1 ⊂ Z(G˜1). Then we have G
′ ∼= (G˜1/K1) × G
′
2. Let G
′
1 = G˜1/K1;
this is a semisimple group of type A. Since G is a quotient of G′, there is a natural fully faithful functor
PervG(NG, k) →֒ PervG′(NG′ , k).
We now show that G and G′ have the same set of rather good primes. If G˜ = G˜1, then G
′ = G and there
is nothing to prove. If G˜ contains factors of type B, C, or D, but not of exceptional type, then G and G′
have the same good primes, and Z(G) is a quotient of Z(G′) by a 2-group. Thus, |Z(G)| and |Z(G′)| have
the same odd prime divisors, so G and G′ have the same rather good primes. Similar reasoning applies when
G˜ has exceptional factors.
Finally, assume that ℓ is rather good for G and G′, and let Z ∼= K0/K be the kernel of the projection G
′
։
G. Then by Lemma A.3 the fully faithful functor PervG(NG, k) → PervG′(NG′ , k) identifies PervG(NG, k)
with the subcategory of PervG′(NG′ , k) whose objects have trivial Z-character. Then the direct sum in
part (3) comes from Lemma A.4; PervG(NG, k)
⊥ is the direct sum of all PervG′(NG, k)χ where χ is not
trivial on K. 
2.5. Central characters. As explained in Appendix A, for any pair (O, E) ∈ NG,k, the local system E
determines a central character χ : Z(G)/Z(G)◦ → k×. If L is a Levi subgroup of G and (OL, EL) ∈ NL,k,
then EL has a central character Z(L)/Z(L)
◦ → k×. In a slight abuse of language (following [AHJR3, §5.1]),
we will also refer to the composition Z(G)/Z(G)◦ ։ Z(L)/Z(L)◦ → k× as the ‘central character’ of EL.
The following proposition is contained in [AHJR4, Theorem 1.5].
Proposition 2.6. Any two distinct cuspidal pairs for G have distinct central characters.
Recall (see [AHJR2, Corollary 2.12]) that if (O, E) ∈ NcuspG,k , then there exists a unique pair (O
′, E ′) ∈ NcuspG,k
such that Tg(IC(O, E)) ∼= IC(O
′+ zG, E
′
⊠k), where Tg is the Fourier–Sato transform and zG is the center of
g. The map NcuspG,k → N
cusp
G,k sending (O, E) to (O
′, E ′) is an involution, which is often the identity. (In fact,
we don’t know any example where (O ′, E ′) 6= (O, E).) In particular this is the case under our assumption
that ℓ is rather good.
Corollary 2.7. For any (O, E) ∈ NcuspG,k we have (O
′, E ′) = (O, E).
Proof. As in [AHJR3, Corollary 6.6], the claim is a consequence of Proposition 2.6. 
Corollary 2.8. Let (L,OL, EL) be a supercuspidal datum. Then we have
N
0-(L,OL,EL)
G,k ⊂ N
super-(L,OL,EL)
G,k .
Proof. First we note that (L,OL, EL) is a 0-cuspidal datum by Lemma 2.3, so that the notation N
0-(L,OL,EL)
G,k
makes sense. Let EKL be the equivariant K-local system on OL such that θL(OL, E
K
L ) = (OL, EL), and let E
O
L
be an O-form of EKL . We claim that
(2.5) k
L
⊗O IC(OL, E
O
L )
∼= IC(OL, EL).
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Indeed, by [AHJR2, Proposition 2.22], all the composition factors of the perverse sheaf k⊗L
O
IC(OL, E
O
L ) are
cuspidal. Since they have the same central character as EL, Proposition 2.6 implies that the only possible
composition factor is IC(OL, EL), proving (2.5).
Now, let (O, E) ∈ N
0-(L,OL,EL)
G,k , and let E
K be the equivariant K-local system on O such that θG(O, E
K) =
(O, E). By assumption, IC(O, EK) is a composition factor of IGL⊂P (IC(OL, E
K
L )) (where P ⊂ G is any
parabolic subgroup with Levi factor L). Since IC(O, E) appears in the modular reduction of IC(O, EK), this
perverse sheaf is a composition factor of the perverse sheaf
k
L
⊗O I
G
L⊂P (IC(OL, E
O
L ))
∼= IGL⊂P (k
L
⊗O IC(OL, E
O
L ))
(2.5)
∼= IGL⊂P (IC(OL, EL)).
This proves that (O, E) ∈ N
super-(L,OL,EL)
G,k , finishing the proof. 
Finally, we will need the following result about the type-A case.
Proposition 2.9. Let G be a semisimple group of type A.
(1) If (L,OL, EL) and (L
′,OL′ , EL′) are 0-cuspidal data which are not G-conjugate, then EL and EL′ have
distinct central characters.
(2) A pair (O, E) ∈ NG,k lies in N
0-(L,O,EL)
G,k if and only if E has the same central character as EL.
(3) We have
PervG(NG, k) ∼=
⊕
(L,OL,EL)∈M0G,k
S(N
0-(L,OL,EL)
G,k ),
where S(N
0-(L,OL,EL)
G,k ) denotes the Serre subcategory of PervG(NG, k) generated by the simple objects
IC(O, E) with (O, E) ∈ N
0-(L,OL,EL)
G,k .
Proof. By our assumptions on ℓ and k, the k-characters of Z(G) are in natural bijection with the Qℓ-
characters of Z(G). Therefore, statements (1) and (2) are equivalent to their counterpart for the Qℓ-
generalized Springer correspondence. These counterparts are well known; see [Lu1, §10.3]. The decomposi-
tion in (3) then follows from Lemmas A.2 and A.4. 
3. The partial order on cuspidal data
3.1. Definition of the order. There is a natural partial order on the set MG,k, defined as follows:
(L,OL, EL) G (M,OM , EM ) if
EL and EM have the same central
character, and Y(M,OM ) ⊂ Y(L,OL).
Here Y(L,OL) is the Lusztig stratum associated to (L,OL); see [AHJR2, §2.6] or [AHJR3, §2.1]. (When
necessary, below we will add a superscript ‘G’ to the notation.) Note that if (L,OL, EL) G (M,OM , EM )
and (M,OM , EM ) G (L,OL, EL), then Y(M,OM ) = Y(L,OL), so that M and L are G-conjugate. Since,
under our assumptions, these groups have at most one cuspidal pair with a given central character (see
Proposition 2.6), this implies that (L,OL, EL) and (M,OM , EM ) are G-conjugate, so that G is indeed an
order. The following alternative description of this order is due to Lusztig. (Note that  has a different
meaning in [Lu4]: it is a refinement of the opposite of the partial order denoted G here.)
Proposition 3.1 ([Lu4, Proposition 6.5]). Let (L,OL, EL) and (M,OM , EM ) be two cuspidal data. We have
(L,OL, EL) G (M,OM , EM ) if and only if the following three conditions all hold:
(1) EL and EM have the same central character.
(2) There exists an element g ∈ G such that gLg−1 ⊂M .
(3) The orbit OM is contained in the closure of the induced orbit Ind
M
gLg−1(g · OL).
An immediate consequence is that if M ⊂ G is a Levi subgroup that contains both L and L′, then
(3.1) (L,OL, EL) M (L
′,OL′ , EL′) implies (L,OL, EL) G (L
′,OL′ , EL′).
(This can also be deduced from the description of Y(L,OL) recalled in [AHJR2, §2.6].) The opposite implication
is certainly false in general; for example, it can happen that L and L′ are G-conjugate but notM -conjugate.
Nevertheless, we will see a partial converse in Corollary 3.6 below.
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3.2. Induction series and the order G.
Lemma 3.2. If (O, E) ∈ NG,k lies in the induction series N
(M,OM ,EM)
G,k and in the induction 0-series
N
0-(L,OL,EL)
G,k , then (L,OL, EL) G (M,OM , EM ).
Proof. Let EK be the equivariant K-local system on O such that θG(O, E
K) = (O, E), and let EO be an
O-form of EK. Then we have
(3.2) K⊗O T
O
g (IC(O, E
O)) ∼= TKg (IC(O, E
K)) ∼= IC(Y(L,OL),D
K)
for some local system DK on Y(L,OL), where T
K
g , resp. T
O
g , is the Fourier–Sato transform on g with coefficients
K, resp. O. Indeed, the first isomorphism follows from the compatibility of Fourier–Sato transform with
extension of scalars (and the fact that K ⊗O IC(O, E
O) ∼= IC(O, EK)), and the second isomorphism follows
from [AHJR3, Lemma 2.1] and Corollary 2.7.
From (3.2) we deduce, using [Ju, Proposition 2.8], that the perverse sheaf TOg (IC(O, E
O)) is supported on
Y(L,OL). Therefore, the same property holds for
k
L
⊗O T
O
g (IC(O, E
O)) ∼= Tkg(k
L
⊗O IC(O, E
O)).
Now IC(O, E) is a composition factor of k ⊗L
O
IC(O, EO), and hence Tkg(IC(O, E)) is a composition factor
of Tkg(k ⊗
L
O
IC(O, EO)). In particular, we deduce that this perverse sheaf is supported on Y(L,OL). Using
again [AHJR3, Lemma 2.1] and Corollary 2.7 (now with coefficients k) it follows that Y(M,OM) ⊂ Y(L,OL),
proving that (L,OL, EL) G (M,OM , EM ). (The condition on central characters is clear by [AHJR3,
Lemma 5.1].) 
Lemma 3.3. Let L ⊂ M ⊂ G be Levi subgroups, and let P ⊂ Q ⊂ G be corresponding parabolic subgroups.
If (O, E) ∈ N
(L,OL,EL)
M,k , then every composition factor of I
G
M⊂Q(IC(O, E)) lies in some series N
(N,ON ,EN)
G,k with
(N,ON , EN) G (L,OL, EL).
Proof. Let R =M∩P ; then by assumption IC(O, E) is a quotient of IML⊂R(IC(OL, EL)). Since I
G
M⊂Q is exact
([AHJR2, §2.1]) and kills no nonzero perverse sheaf ([AHJR2, Corollary 2.15]), and since IGM⊂QI
M
L⊂R
∼= IGL⊂P
([AHJR2, Lemma 2.6]), it suffices to prove that all composition factors of IGL⊂P (IC(OL, EL)) lie in series
obeying the desired inequality. This fact follows from [AHJR3, Eq. (2.2) and Lemmas 2.1 and 5.1]. 
3.3. 0-cuspidal data dominated by a cuspidal datum.
Lemma 3.4. Assume that G is semisimple of type A, or that G is quasi-simple, simply connected, and
not of type A. Fix a central character χ. On the set M0G,k,χ of 0-cuspidal data with central character χ,
the partial order G is a total order. Moreover, this total order can be described simply as follows: for
(L,OL, EL), (M,OM , EM ) ∈M
0
G,k,χ, we have (L,OL, EL) G (M,OM , EM ) if and only if there is an element
g ∈ G such that gLg−1 ⊂M .
Proof. If G is semisimple of type A, then Proposition 2.9(1) tells us that M0G,k,χ is a singleton, so the lemma
is trivial in this case.
If G is quasi-simple, simply connected, and of exceptional type, then, from the classification in [Lu1, §15],
we see that M0G,k,χ contains one or two elements, and that when it contains two elements, one of them
is of the form (G,OG, EG); i.e., it is actually a 0-cuspidal pair for G itself. Let (L,OL, EL) be the other
0-cuspidal datum with the same central character. In every case, the classification shows that OL is the
regular nilpotent orbit in L, so the induced orbit IndGLOL is the regular orbit Oreg for G. By Proposition 3.1
this implies that (L,OL, EL) G (G,OG, EG), as desired.
Suppose now that G = Sp(2n). The pairs (L,OL) admitting cuspidal local systems are of the form
(Lk,Ok) where
Lk = GL(1)
n−k(k+1)/2 × Sp(k(k + 1)), Ok = O0 × O(2k,2(k−1),··· ,4,2),
and k is a nonnegative integer such that n ≥ k(k + 1)/2. So to prove the claim in this case, it suffices to
show that if k < k′ then Ok′ is contained in the closure of Ind
Lk′
Lk
(Ok). We can assume that n = k
′(k′+1)/2,
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so that Lk′ = G. According to [CM, Theorem 7.3.3], the induced orbit Ind
G
Lk
Ok corresponds to the partition
(2n− k(k + 1) + 2k, 2(k − 1), 2(k − 2), · · · , 4, 2),
which does indeed dominate the partition (2k′, 2(k′ − 1), 2(k′ − 2), · · · , 4, 2).
Finally, suppose G = Spin(n). For any Levi subgroup L ⊂ G, let L be its image in SO(n). Note that L
is determined by L. Consider first the case where χ is trivial. The pairs (L,OL) admitting cuspidal local
systems with trivial central character are of the form (Lk,Ok) where
Lk = GL(1)
(n−k2)/2 × SO(k2), Ok = O0 × O(2k−1,2k−3,··· ,3,1),
and k is a nonnegative integer such that n ≥ k2. So to prove the claim in this case, it suffices to show that
if k < k′ then Ok′ is contained in the closure of Ind
Lk′
Lk
(Ok). We can assume that n = (k
′)2, so that Lk′ = G.
According to [CM, Theorem 7.3.3], the induced orbit IndGLkOk corresponds to the partition
(n− k2 + 2k − 1, 2k − 3, 2k − 5, · · · , 3, 1),
which does indeed dominate the partition (2k′−1, 2k′−3, 2k′−5, · · · , 3, 1). For the case where χ is nontrivial,
we must look at the pairs (Lj ,Oj) where
Lj = GL(1)
(2n−j(j+1))/4 × SO(j(j + 1)/2), Oj = O0 × O(2j−1,2j−5,··· ),
and j is a nonnegative integer such that n ≥ j(j + 1)/2. The argument in this case is entirely similar. 
Now we revert to considering a general connected reductive group G.
Lemma 3.5. Let (L,OL, EL) and (M,OM , EM ) be two 0-cuspidal data. Then (L,OL, EL) G (M,OM , EM )
if and only if the following conditions both hold:
(1) EL and EM have the same central character.
(2) There exists an element g ∈ G such that gLg−1 ⊂M .
Proof. In view of Proposition 3.1, it suffices to show that for 0-cuspidal data, the two conditions above imply
that OM ⊂ Ind
M
gLg−1(g ·OL). As usual, we may reduce to the case where G is either semisimple of type A,
or quasi-simple, simply connected, and not of type A. Then the claim follows from Lemma 3.4. 
Corollary 3.6. Let M ⊂ G be a Levi subgroup, and let (L,OL, EL) and (L
′,OL′ , EL′) be two 0-cuspidal data
for G. If M contains both L and L′, then
(3.3) (L,OL, EL) M (L
′,OL′ , EL′) if and only if (L,OL, EL) G (L
′,OL′ , EL′).
Proof. The ‘only if’ direction was discussed in (3.1). By Lemma 3.5, the ‘if’ direction reduces to the claim
that if L is G-conjugate to a subgroup of L′, then it is M -conjugate to a subgroup of L′. Recall that a Levi
subgroup that admits a 0-cuspidal pair is self-opposed in the sense of [Bo1, §1.E], by [Lu1, Theorem 9.2(a)].
The claim about M -conjugacy then follows from [Bo1, Proposition 1.12(d)]. 
Corollary 3.7. For each cuspidal datum (M,OM , EM ), there is (up to conjugacy) a unique maximal 0-
cuspidal datum (L,OL, EL) such that (L,OL, EL) G (M,OM , EM ).
Proof. Lemma 3.2 implies that there exists at least one 0-cuspidal datum (L,OL, EL) such that (L,OL, EL) G
(M,OM , EM ). If G is semisimple of type A or quasi-simple, simply connected, and not of type A, then the
existence of a unique maximal such 0-cuspidal datum follows from Lemma 3.4. We then deduce the result
for general G using Lemma 2.5. 
4. Comparing induction series with induction 0-series
In this section, we prove the first main result of the paper: that each induction 0-series is a union of
induction series.
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4.1. Disjointness of 0-series of cuspidal data. A step towards this result is the following lemma, which
says that 0-series of cuspidal data (defined in (2.3)) form a partition of the set of all cuspidal data.
Lemma 4.1. We have
(4.1) MG,k =
⊔
(L,OL,EL)∈M0G,k
M
0-(L,OL,EL)
G,k .
Proof. It is immediate from the definitions that every cuspidal datum (M,OM , EM ) lies in some series
M
0-(L,OL,EL)
G,k ; our task is to show that the variousM
0-(L,OL,EL)
G,k are disjoint. Let (L,OL, EL) and (L
′,OL′ , EL′)
be two 0-cuspidal data. Let (M,OM , EM ) and (M
′,OM ′ , EM ′) be two cuspidal data such that
L ⊂M, (OM , EM ) ∈ N
0-(L,OL,EL)
M,k and L
′ ⊂M ′, (OM ′ , EM ′) ∈ N
0-(L,OL′ ,EL′)
M ′,k .
In other words, we have
(M,OM , EM ) ∈M
0-(L,OL,EL)
G,k and (M
′,OM ′ , EM ′) ∈M
0-(L′,OL′ ,EL′)
G,k .
Assume that (M,OM , EM ) and (M
′,OM ′ , EM ′) are G-conjugate. We must show that (L,OL, EL) and
(L′,OL′ , EL′) are G-conjugate as well.
Let g ∈ G be such that g · (M,OM , EM ) = (M
′,OM ′ , EM ′). Then g · (L,OL, EL) and (L
′,OL′ , EL′) are 0-
cuspidal data for M ′, and the pair (OM ′ , EM ′) belongs to both N
0-(g·(L,OL,EL))
M ′,k and N
0-(L′,OL′ ,EL′)
M ′,k . It follows
that g · (L,OL, EL) and (L
′,OL′ , EL′) are M
′-conjugate, and hence that (L,OL, EL) and (L
′,OL′ , EL′) are
G-conjugate, as desired. 
4.2. Induction 0-series are unions of induction series.
Theorem 4.2. Each induction 0-series for G is a union of induction series. Specifically, for (L,OL, EL) ∈
M0G,k we have
N
0-(L,OL,EL)
G,k =
⊔
(M,OM ,EM)∈M
0-(L,OL,EL)
G,k
N
(M,OM ,EM)
G,k .
Moreover, we have
M
0-(L,OL,EL)
G,k =
{
(M,OM , EM ) ∈MG,k
∣∣∣ (L,OL, EL) is the unique maximal 0-cuspidal
datum such that (L,OL, EL) G (M,OM , EM )
}
,
where the uniqueness was shown in Corollary 3.7.
Proof. In view of Lemma 2.5, it suffices to consider the cases where G is either semisimple of type A, or else
quasi-simple, simply connected, and not of type A.
We introduce some notation for the sets appearing in the statement:
B(L,OL,EL) :=
⊔
(M,OM ,EM )∈M
0-(L,OL,EL)
G,k
N
(M,OM ,EM )
G,k ,
C(L,OL,EL) :=
{
(M,OM , EM ) ∈MG,k
∣∣∣ (L,OL, EL) is the unique maximal 0-cuspidal
datum such that (L,OL, EL) G (M,OM , EM )
}
.
Thus, the theorem asserts that
(4.2) N
0-(L,OL,EL)
G,k = B
(L,OL,EL) and M
0-(L,OL,EL)
G,k = C
(L,OL,EL).
By the generalized Springer correspondence (1.1) and Lemma 4.1 we have
(4.3)
⊔
(L,OL,EL)∈M0G,k
N
0-(L,OL,EL)
G,k = NG,k =
⊔
(L,OL,EL)∈M0G,k
B(L,OL,EL),
⊔
(L,OL,EL)∈M0G,k
M
0-(L,OL,EL)
G,k = MG,k =
⊔
(L,OL,EL)∈M0G,k
C(L,OL,EL),
so it suffices to show the inclusions
(4.4) N
0-(L,OL,EL)
G,k ⊂ B
(L,OL,EL) and M
0-(L,OL,EL)
G,k ⊂ C
(L,OL,EL).
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Let us also define
(4.5)
N
0-(L,OL,EL)
G,k,+ :=
⊔
(L′,OL′ ,EL′)∈M
0
G,k
(L,OL,EL)G(L
′,OL′ ,EL′)
N
0-(L′,OL′ ,EL′)
G,k , B
(L,OL,EL)
+ :=
⊔
(L′,OL′ ,EL′)∈M
0
G,k
(L,OL,EL)G(L
′,OL′ ,EL′)
B(L
′,OL′ ,EL′),
M
0-(L,OL,EL)
G,k,+ :=
⊔
(L′,OL′ ,EL′)∈M
0
G,k
(L,OL,EL)G(L
′,OL′ ,EL′)
M
0-(L′,OL′ ,EL′)
G,k , C
(L,OL,EL)
+ :=
⊔
(L′,OL′ ,EL′)∈M
0
G,k
(L,OL,EL)G(L
′,OL′ ,EL′)
C(L
′,OL′ ,EL′).
Note that
C
(L,OL,EL)
+ = {(M,OM , EM ) ∈MG,k | (L,OL, EL) G (M,OM , EM )}.
Lemma 3.2 and (3.1) imply that
(4.6) N
0-(L,OL,EL)
G,k,+ ⊂ B
(L,OL,EL)
+ and M
0-(L,OL,EL)
G,k,+ ⊂ C
(L,OL,EL)
+ .
Suppose first that G is semisimple of type A. By Proposition 2.9(1), any two 0-cuspidal data are incom-
parable, so the disjoint unions in (4.5) each contain a single term, and (4.6) reduces to the desired (4.4).
Suppose now that G is quasi-simple, simply connected, and of exceptional type. From the classification
of 0-cuspidal data in [Lu1, §15], we observe that if we fix a central character χ, then there are at most
two induction 0-series with central character χ. If (L,OL, EL) ∈ M
0
G,k is the sole 0-cuspidal datum with its
central character, then it satisfies (4.4) as in type A. On the other hand, if there are two 0-cuspidal data
with a given central character, then one of them consists only of a (0-)cuspidal pair, so (4.6) has the form
N
0-(L,OL,EL)
G,k ⊔N
0-(G,OG,EG)
G,k ⊂ B
(L,OL,EL) ⊔B(G,OG,EG),
M
0-(L,OL,EL)
G,k ⊔M
0-(G,OG,EG)
G,k ⊂ C
(L,OL,EL) ⊔ C(G,OG,EG).
By Lemma 2.3, an induction 0-series consisting only of a 0-cuspidal pair is also an induction series. As a
consequence, we have N
0-(G,OG,EG)
G,k = B
(G,OG,EG) and M
0-(G,OG,EG)
G,k = C
(G,OG,EG). We conclude that (4.4)
holds for all (L,OL, EL) ∈M
0
G,k.
Suppose next that G = Sp(2n). In the proof of Lemma 3.4, we recalled the explicit list of Levi subgroups
admitting a 0-cuspidal pair: each such Levi subgroup is of the form
Lk = GL(1)
n−k(k+1)/2 × Sp(k(k + 1)) for k such that 0 ≤ k(k + 1) ≤ 2n,
and for each Lk, there is a unique 0-cuspidal datum (Lk,Ok, Ek). We also saw that (Lj,Oj , Ej) G
(Lk,Ok, Ek) if and only if j ≤ k. Recall that NG(Lk)/Lk is isomorphic to the wreath product (Z/2Z) ≀
Sn−k(k+1)/2, i.e., a Coxeter group of type Cn−k(k+1)/2. The irreducible complex representations of (Z/2Z) ≀
Sn−k(k+1)/2 are parametrized by the set Bipart(n − k(k + 1)/2) of bipartitions of n − k(k + 1)/2. By the
characteristic-0 generalized Springer correspondence, we have
|N
0-(Lk,Ok,Ek)
G,k | = | Irr(C[(Z/2Z) ≀Sn−k(k+1)/2])| = |Bipart(n− k(k + 1)/2)|.
We now describe M
0-(Lk,Ok,Ek)
G,k . The possibilities for cuspidal data are described in the proofs of [AHJR3,
Theorems 7.1 and 7.2]: each cuspidal datum involves a Levi subgroup of the form
Mν = GL(ν1)× · · · ×GL(νs)× Sp(k(k + 1))
where ν = (ν1, · · · , νs) is a partition of n− k(k+1)/2 in which each νi is a power of ℓ. (In [AHJR3], the set
of such partitions was denoted by Part(n− k(k+1)/2, ℓ).) Such a Levi subgroup supports a unique cuspidal
datum: (Mν ,Oν ×Ok, k⊠ Ek), where Oν denotes the regular orbit for GL(ν1)× · · · ×GL(νs). Since (Oν , k)
is part of the principal 0-series for GL(ν1)× · · · ×GL(νs), we see that in NMν ,k, the pair (Oν × Ok, k⊠ Ek)
belongs to the 0-series of (Lk,Ok, Ek). So
(4.7) M
0-(Lk,Ok,Ek)
G,k = {(Mν ,Oν × Ok, k⊠ Ek) | ν ∈ Part(n− k(k + 1)/2, ℓ)}.
For (Mν ,Oν × Ok, k ⊠ Ek) ∈ M
0-(Lk,Ok,Ek)
G,k , we have (Lk,Ok, Ek) G (Mν ,Oν × Ok, k ⊠ Ek) by Lemma 3.2.
On the other hand, (Lk+1,Ok+1, Ek+1) 6G (Mν ,Oν × Ok, k ⊠ Ek) because Lk+1 is not conjugate to a Levi
subgroup of Mν . This shows the second inclusion in (4.4).
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Given ν ∈ Part(n−k(k+1)/2, ℓ), we have NG(Mν)/Mν ∼= (Z/2Z)≀Sm(ν), where Sm(ν) is a certain product
of symmetric groups defined in [AHJR3, §5.4]. The irreducible k-representations of this group are labelled
by a certain combinatorial set of tuples of ℓ-regular bipartitions, denoted Bipart
ℓ
(m(ν)). The generalized
Springer correspondence for G gives us that
|N
(Mν ,Oν×Ok,k⊠Ek)
G,k | = | Irr(k[NG(Mν)/Mν ])| = |Bipartℓ(m(ν))|.
It follows that
|B(Lk,Ok,Ek)| =
∑
ν∈Part(n−k(k+1)/2,ℓ)
|N
(Mν ,Oν×Ok,k⊠Ek)
G,k |
=
∑
ν∈Part(n−k(k+1)/2,ℓ)
|Bipart
ℓ
(m(ν))| = |Bipart(n− k(k + 1)/2)|,
where the last equality comes from [AHJR3, Eq. (7.4)]. In particular, we have shown that |N
0-(Lk,Ok,Ek)
G,k | =
|B(Lk,Ok,Ek)|. An immediate consequence is that |N
0-(Lk,Ok,Ek)
G,k,+ | = |B
(Lk,Ok,Ek)
+ |, so the first inclusion in (4.6)
must be an equality, and hence (by downward induction on k) we have the desired first equality in (4.2).
Finally, suppose that G = Spin(n). The proof is similar to the case of Sp(2n), using the descriptions of
Levi subgroups admitting cuspidal pairs from [AHJR3, §8] and explicit formulas for the number of elements
in each series. We omit further details. 
4.3. Induction and 0-cuspidal data. Using Theorem 4.2 one can prove the following counterpart of
Lemma 3.3, to be used later.
Corollary 4.3. Let L ⊂ M ⊂ G be Levi subgroups, and let P ⊂ Q ⊂ G be corresponding parabolic
subgroups. If (O, E) ∈ N
0-(L,OL,EL)
M,k , then every composition factor of I
G
M⊂Q(IC(O, E)) lies in some 0-series
N
0-(L′,OL′ ,EL′)
G,k with (L
′,OL′ , EL′) G (L,OL, EL).
Proof. Let (N,ON , EN) be a cuspidal datum for M such that (O, E) ∈ N
(N,ON ,EN)
M,k . By Lemma 3.2 we
have (L,OL, EL) M (N,ON , EN ). Using (3.1) we deduce that (L,OL, EL) G (N,ON , EN). Consider
now a composition factor F of IGM⊂Q(IC(O, E)), and let (K,OK , EK) be a cuspidal datum such that the pair
associated to F belongs toN
(K,OK ,EK)
G,k . By Lemma 3.3 we have (N,ON , EN ) G (K,OK , EK), hence a fortiori
(L,OL, EL) G (K,OK , EK). Now if the pair associated to F belongs to N
0-(L′,OL′ ,EL′)
G,k , then by Theorem 4.2,
(L′,OL′ , EL′) is characterized by the property that it is the unique (up to G-conjugation) maximal 0-cuspidal
datum which is smaller than (K,OK , EK) for G. Hence we must have (L,OL, EL) G (L
′,OL′ , EL′). 
5. Cleanness conjecture
5.1. Cleanness. Following [Lu2, Definition 7.7], we say that a simple object IC(O, E) in PervG(NG, k) is
clean if its restriction to OrO vanishes. In characteristic 0, all simple perverse sheaves associated to cuspidal
pairs are clean [Lu3, §23]. This fact plays a key role in the theory of character sheaves. It is known that this
property does not hold in general when ℓ > 0 (for example, see [AHJR2, Remark 2.5]). However, C. Mautner
conjectured that it holds for 0-cuspidal pairs in rather good characteristic.
Conjecture 5.1 (Mautner’s cleanness conjecture). If ℓ is rather good for G, then for every pair (O, E) ∈
N
0-cusp
G,k , the simple perverse sheaf IC(O, E) is clean.
In other words, this conjecture asserts that for (O, E) ∈ N0-cuspG,k we have IC(O, E)
∼= jO!E [dimO], where
jO : O →֒ NG is the inclusion map. Since the class of 0-cuspidal perverse sheaves is stable under Verdier
duality [AHJR2, Remark 2.3], the conjecture is equivalent to the apparently stronger assertion that for any
(O, E) ∈ N0-cuspG,k we have
(5.1) IC(O, E) ∼= jO∗E [dimO] ∼= jO!E [dimO].
It will be useful to restate the cleanness condition in terms of Hom-vanishing. Let i : OrO →֒ NG denote
the inclusion map. By adjunction, IC(O, E) is clean if and only if
(5.2) HomDb
G
(NG,k)(IC(O, E), i∗F) = 0 for all F ∈ D
b
G(O r O, k).
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It clearly suffices to verify the vanishing in (5.2) for a set of objects F that generate DbG(O r O, k) as a
triangulated category. For instance, IC(O, E) is clean if and only if
(5.3) HomkDb
G
(NG,k)
(IC(O, E), IC(O ′, E ′)) = 0 for all k ∈ Z and all (O ′, E ′) ∈ NG,k with O
′ ⊂ O,O ′ 6= O.
Here, as usual, HomkDb
G
(NG,k)
(A,B) denotes HomDb
G
(NG,k)(A,B[k]).
5.2. Verification of the cleanness conjecture in some cases. In this section and the following one, we
will show that the cleanness conjecture holds in the following cases.
Theorem 5.2. Conjecture 5.1 holds in the following cases:
(1) ℓ ∤ |W |;
(2) G/Z(G)◦ is semisimple of type A;
(3) G is quasi-simple and simply connected of type B4, C3 or D5;
(4) G is quasi-simple and simply connected of exceptional type.
Of course, by the principle of Lemma 2.5, the conjecture also holds for any reductive group whose root
system only contains factors of the types indicated above. The conjecture also holds vacuously if there are
no 0-cuspidal pairs.
Remark 5.3. Recall from [Lu1, Introduction] that a quasi-simple and simply connected group of type B/C/D
has a 0-cuspidal pair only in the following circumstances:
• Bn: when 2n+ 1 is either a triangular number or a square;
• Cn: when n is a triangular number;
• Dn: when 2n is either a triangular number or a square.
So the cases of these types listed in Theorem 5.2 represent the smallest ranks for which the conjecture is not
vacuously true, and the next-smallest such ranks would be B7, C6, D8.
Proof of Theorem 5.2 in case (2). For any (O, E) ∈ NG,k, any local system occurring in any cohomology
sheafHi(IC(O, E)|O′) must have the same central character as E . In type A, if (O, E) is a 0-cuspidal pair, then
in fact (O, E) is the unique element of NG,k with its central character (a special case of Proposition 2.9(2)),
so the sheaves Hi(IC(O, E)|O′) must vanish for all O
′ 6= O. In other words, IC(O, E) is clean. 
Another important case is provided by the following proposition.
Proposition 5.4. Let (O, E) be a 0-cuspidal pair with central character χ. Assume that for any cuspidal
datum (L,OL, EL) where EL has central character χ, ℓ does not divide |NG(L)/L|. Then IC(O, E) is clean.
Proof. The proof is essentially the same as one of Lusztig’s arguments in the setting of character sheaves
with ℓ = 0 (see the proof of [Lu2, Proposition 7.9]), but we will express it in a form which is closer to the
proof of [RR, Proposition 4.2].
We must prove the Hom-vanishing statement (5.3) for every pair (O ′, E ′) ∈ NG,k with O
′ ⊂ O and O ′ 6= O.
In fact we will prove that for all pairs (O ′, E ′) ∈ NG,k distinct from (O, E) we have
HomkDb
G
(NG,k)
(IC(O, E), IC(O ′, E ′)) = 0 for all k ∈ Z.
By Lemma A.1, we need only consider pairs with the same central character χ as (O, E).
By Proposition 2.6, a pair (O ′, E ′) with central character χ and distinct from (O, E) cannot be cuspidal,
so it must belong to the induction series associated to a cuspidal datum (L,OL, EL) where L 6= G and EL
has central character χ. Since ℓ does not divide |NG(L)/L|, the induced perverse sheaf I
G
L⊂P (IC(OL, EL)) is
semisimple by [AHJR4, Remark 7.2]. (Here, as usual, P denotes a parabolic subgroup with Levi factor L.)
Hence IC(O ′, E ′) is a direct summand of IGL⊂P (IC(OL, EL)), and it suffices to prove that
HomkDb
G
(NG,k)
(IC(O, E), IGL⊂P (IC(OL, EL))) = 0 for all k.
But this is immediate from adjunction, since ′RGL⊂P (IC(O, E)) = 0 by definition of cuspidality. 
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Proof of Theorem 5.2 in case (1) and most of cases (3) and (4). We can now prove the cleanness conjecture
in the remaining cases in the theorem, excluding type E8 in characteristic 7 and type B4 in characteristic 3.
In case (1), the fact that ℓ ∤ |W | implies that for any Levi subgroup L ⊂ G, ℓ does not divide the cardinality
of the group NG(L)/L, since the latter is a subquotient of W (see, for instance, [AHJR4, Eq. (4.1)]). The
conjecture then follows from Proposition 5.4.
If G is of type G2 or F4 and ℓ is rather good, then ℓ does not divide |W |, and so the conjecture holds.
If G is simply connected of type C3, resp. D5, E6, E7, and ℓ is rather good, there is one 0-cuspidal pair for
each faithful central character χ, and there are no other cuspidal pairs. Moreover there is (up to conjugacy)
only one other cuspidal datum (L,OL, EL) with central character χ, namely the minimal one described
in [AHJR4, Proposition 5.1], in which the Levi subgroup L is of type A1, resp. A1 +A3, 2A2, (3A1)
′′. The
associated group NG(L)/L is isomorphic to W (C2), resp. W (A1), W (G2), W (F4). The rather good prime ℓ
does not divide the cardinality of this group, so once again the result follows from Proposition 5.4.
Finally, if G is of type B4 and ℓ > 3, or if G is of type E8 and ℓ > 7, then ℓ does not divide |W |, and we
can conclude as before. 
6. Proof of the cleanness conjecture in types E8 and B4
The only two remaining cases in Theorem 5.2 are that in which G is quasi-simple of type E8 and ℓ = 7,
and that in which G is quasi-simple of type B4 and ℓ = 3. This section is devoted to the proof of these
cases. The key property they share is that, if (O, E) denotes the unique 0-cuspidal pair, all (or, in the
latter case, almost all) the pairs (O ′, E ′) ∈ NG,k with O
′ ⊂ O and O ′ 6= O belong to the modular Springer
correspondence.
6.1. Image of the Springer correspondence. We begin with some results that apply to arbitrary con-
nected reductive groups and arbitrary rather good primes. Let grs ⊂ g be the open subset consisting of
regular semisimple elements. This set coincides with the Lusztig stratum Y(T,{0}), where T is a maximal
torus in G. Recall that over grs, the Grothendieck–Springer simultaneous resolution of g restricts to a Galois
covering map with Galois group W . Thus, if E is any member of the ℓ-modular triple (K,O, k), then any
E[W ]-module V determines an E-local system LV on grs (see, for instance, [AHJR2, Eq. (2.16)]). We define
a functor
ΨE : Rep(E[W ])→ PervG(NG,E) by ΨE(V ) = (Tg)
−1(IC(grs,LV )),
where Tg is the Fourier–Sato transform on g. By construction, if E is a field and V is irreducible, then ΨE(V )
is the simple perverse sheaf that corresponds to V under the bijection (1.2) in the special case of the ‘principal’
cuspidal datum (L,OL, EL) = (T, {0},E), in other words under the Springer correspondence. We denote by
Perv
Spr
G (NG,E) the essential image of this functor. Since ΨE is fully faithful (because all of the functors
V 7→ LV , IC(grs,−) and (Tg)
−1 are fully faithful), it induces an equivalence Rep(E[W ]) ∼= Perv
Spr
G (NG,E).
Lemma 6.1. For E ∈ {K,O, k}, define PervSprG (NG,E) as above.
(1) Let F ∈ PervG(NG,O) be torsion-free. Assume that K ⊗O F belongs to Perv
Spr
G (NG,K) and that
k⊗L
O
F belongs to PervSprG (NG, k). Then F belongs to Perv
Spr
G (NG,O).
(2) If E = K or k, an object F of PervG(NG,E) belongs to Perv
Spr
G (NG,E) if and only if it has no
subobject or quotient of the form IC(O, E) with (O, E) /∈ N
(T,{0},E)
G,E .
Proof. (1) We consider the torsion-freeO-perverse sheaf G := Tg(F). Since k⊗
L
O
F belongs to PervSprG (NG, k),
the perverse sheaf k ⊗L
O
G is the IC-extension of a local system on grs. Therefore, if i : g r grs →֒ g is the
inclusion, we have
k
L
⊗O i
∗(G) ∈ pD≤−1G (NG, k) and k
L
⊗O i
!(G) ∈ pD≥1G (NG, k).
It follows that we also have
i∗(G) ∈ pD≤−1G (NG,O) and i
!(G) ∈ pD≥1G (NG,O),
so G is also an IC-extension of a perverse sheaf Grs on grs. From the fact that k ⊗
L
O
Grs is a local system,
one can easily deduce that Grs is an O-free local system. And since the monodromy action on K ⊗O Grs
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factors through an action W (because K ⊗O F belongs to Perv
Spr
G (NG,K)), the same must be true for Grs.
We deduce that F belongs to PervSprG (NG,O).
(2) If (L,OL, EL) is any cuspidal datum other than (T, {0},E), then the corresponding Lusztig stratum
Y(L,OL) (see Section 3 or [AHJR3, §2.1]) is contained in gr grs. By [AHJR3, Lemma 2.1], a simple perverse
sheaf IC(O, E) ∈ PervG(NG,E) has (O, E) /∈ N
(T,{0},E)
G,k if and only if Tg(IC(O, E)) is supported on gr grs.
Thus, part (2) is equivalent to the assertion that F belongs to PervSprG (NG,E) if and only if Tg(F) has
no subobject or quotient supported on g r grs. For any F ∈ PervG(NG,E), we know by [Ma, Lemma 6.1]
that Tg(F)|grs [− dim grs] is a local system (possibly 0) with monodromy action factoring through W . Hence
Tg(F) has no subobject or quotient supported on gr grs if and only if Tg(F) is isomorphic to IC(grs,L) for
some local system L on grs arising from a representation of W . This proves the claim. 
Lemma 6.1 has the following consequences, which we will use crucially in §§6.3–6.4.
Corollary 6.2. Let X ⊂ NG be a closed union of G-orbits.
(1) Let E = K or k, and assume that any (O, E) ∈ NG,E with O ⊂ X belongs to the principal series
N
(T,{0},E)
G,E . Then any F in PervG(NG,E) supported on X belongs to Perv
Spr
G (NG,E).
(2) Assume that for both K and k, any pair (O, E) with O ⊂ X belongs to the principal series. Then
any torsion-free F in PervG(NG,O) supported on X belongs to Perv
Spr
G (NG,O).
Proof. Part (1) follows from Lemma 6.1(2), since in this setting any simple quotient or subobject of F must
be supported on X , hence must correspond to a pair in the principal series. Then Part (2) is an immediate
application of Lemma 6.1(1). 
Remark 6.3. More generally, when E = K or k, Lemma 6.1(2) implies that the category PervSprG (NG,E) is
stable under extensions. However, in general it is not stable under taking subobjects or quotients.
Below we will also use the following result.
Lemma 6.4. Let V ∈ Rep(O[W ]) be torsion-free, and assume that k ⊗L
O
ΨO(V ) belongs to Perv
Spr
G (NG, k).
Then we have k⊗L
O
ΨO(V ) ∼= Ψk(k⊗O V ).
Proof. We have
k
L
⊗O ΨO(V ) = k
L
⊗O (Tg)
−1(IC(grs,LV )) ∼= (Tg)
−1(k
L
⊗O IC(grs,LV ))
since Fourier transform commutes with modular reduction, see [AHJR2, Remark 2.23]. Now the assumption
that k ⊗L
O
ΨO(V ) belongs to Perv
Spr
G (NG, k) implies that k ⊗
L
O
IC(grs,LV ) is the IC-extension of a local
system on grs. This local system must be the appropriate shift of the restriction of this perverse sheaf to grs,
i.e. k⊗O LV ∼= Lk⊗OV . It follows that we have
k
L
⊗O ΨO(V ) ∼= (Tg)
−1(IC(grs,Lk⊗OV )),
which finishes the proof. 
6.2. Blocks. Let us consider the decomposition 1 =
∑s
i=1 ei of 1 as a sum of orthogonal primitive idempo-
tents in the center Z(O[W ]) of the group algebraO[W ]. This decomposition determines the decompositions of
Irr(K[W ]) and Irr(k[W ]) into ℓ-blocks, see [CR, §56.B]: an irreducible representation of W over K, resp. over
k, belongs to the block Bi if and only if it is a composition factor of the representationK[W ]·ei, resp. k[W ]·ei,
where ei ∈ k[W ] is the image of ei in k[W ] (a primitive central idempotent). Equivalently, the irreducible
representation V over K, resp. k, belongs to Bi iff ei, resp. ei, acts as the identity on V .
Recall (see [CR, Proposition 56.31]) that if V is an irreducible K-representation of W such that dimV is
divisible by the largest power of ℓ dividing |W |, then V is the unique irreducible K-representation belonging
to its block; such blocks are said to be of defect 0. If Bi is a block of defect 0, we write E
K
i for its unique
irreducible K-representation. If EOi is an O-form of E
K
i , then E
O
i is a projective O[W ]-module, E
k
i := k⊗OE
O
i
is a simple and projective k[W ]-module, and Eki is the unique irreducible k-representation belonging to Bi.
Recall also (see [CR, §56.26]) that the decomposition matrix is block-diagonal if irreducible representations
are ordered by ℓ-blocks; in particular, if Bi is a block of defect 0, with the notation above E
K
i is the only
irreducible K-representation whose modular reduction has Eki as a composition factor.
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Lemma 6.5. Let Bi be a block of defect 0, and let (O, E
K), resp. (O ′, Ek), be the pair corresponding to
EKi , resp. E
k
i , under the Springer correspondence. Then θG(O, E
K) = (O ′, Ek) (in particular, O ′ = O), and
IC(O ′, Ek) is a direct summand of the Springer sheaf Ψk(k[W ]).
Proof. The first assertion follows from [Ju, Theorem 5.3]. In fact, as recalled above, EKi is the only ir-
reducible K-representation whose modular reduction has Eki as a composition factor so that, using the
notation of that result, we must have βS(E
k
i ) = E
K
i . Similarly, the ‘rather good’ assumption forces the
choice βN (θG(O, E
K)) = (O, EK).
For the second assertion, we simply remark that since Eki is a direct summand of k[W ], the perverse sheaf
IC(O ′, Ek) = Ψk(E
k
i ) is a direct summand of Ψk(k[W ]). 
Using the equivalence Rep(E[W ]) ∼= Perv
Spr
G (NG,E) induced by ΨE, we obtain an action of the centre
Z(E[W ]) on PervSprG (NG,E). So if F belongs to Perv
Spr
G (NG,O) or to Perv
Spr
G (NG,K), then it makes sense to
consider the object ei · F , a direct summand of F . Similarly, if F belongs to Perv
Spr
G (NG, k), then it makes
sense to consider the direct summand ei · F of F .
Lemma 6.6. If F ∈ PervSprG (NG,O) is torsion-free and if k⊗
L
O
F belongs to PervSprG (NG, k), then we have
ei · (k
L
⊗O F) ∼= k
L
⊗O (ei · F).
Proof. Let V ∈ Rep(O[W ]) be such that F ∼= ΨO(V ). Then by Lemma 6.4 (applied twice) we have
ei · (k
L
⊗O F) ∼= ei ·Ψk(k
L
⊗O V ) = Ψk(ei · (k
L
⊗O V )) ∼= Ψk(k
L
⊗O (ei · V )) ∼= k
L
⊗O ΨO(ei · V ) = k
L
⊗O (ei · F),
which proves the claim. 
6.3. Proof of Theorem 5.2 for G of type E8 and ℓ = 7. In this proof, for brevity, we will denote nilpotent
orbits and Levi subgroups by their Bala–Carter labels, see [CM] (except for the trivial orbit, denoted {0}),
and we will follow the notation of [Ju] for nontrivial local systems, with a superscript indicating the coefficient
ring. Thus, the unique 0-cuspidal pair inNG,k is the pair (E8(a7), 11111
k). The corresponding simple perverse
sheaf is denoted IC(E8(a7), 11111
k).
Let X be the union of all nilpotent orbits for G that are contained in the closure of E8(a7) but different
from it. It suffices to prove the following claim: The category DbG(X, k) is generated as a triangulated
category by direct summands of perverse sheaves induced from proper Levi subgroups. Indeed, the Hom-
vanishing statement (5.2) holds whenever F is a direct summand of a perverse sheaf induced from a proper
Levi subgroup, by adjunction. In contrast to the proof of Proposition 5.4, the set of direct summands of
induced perverse sheaves we will use to generateDbG(X, k) will not consist entirely of simple perverse sheaves.
We use the determination of the modular Springer correspondence and its decomposition into blocks given
in [Ju, §9.5.4]. There are fifty-nine pairs (O, E) with O ⊂ X , all of which are in the principal series N
(T,{0},E)
G,E
for both E = K and E = k. So Corollary 6.2 guarantees that any perverse sheaf supported on X is in
Perv
Spr
G (NG,E) for E ∈ {K,O, k}, provided F is torsion-free in case E = O. Among the fifty-nine pairs in
NG,k supported on X , forty-five correspond to k[W ]-representations in blocks of defect 0:
(E7(a5), k) (A4 +A3, k) (D5(a1), k) (D4(a1) +A1, 21
k) (2A2 +A1, k)
(E7(a5), 21
k) (D5, k) (D5(a1), 11
k) (D4(a1) + A1, 111
k) (2A2, k)
(E7(a5), 111
k) (E6(a3), k) (2A3, k) (A3 + 2A1, k) (A3, k)
(E6(a3) +A1, k) (D4 +A2, k) (D4(a1) +A2, k) (2A2 + 2A1, k) (A2 + 2A1, k)
(E6(a3) +A1, 11
k) (D4 +A2, 11
k) (D4(a1) +A2, 11
k) (D4, k) (A2 +A1, k)
(D6(a2), k) (A4 +A2 +A1, k) (D4 +A1, k) (D4(a1), k) (A2, k)
(D6(a2), 11
k) (A4 +A2, k) (A3 +A2 +A1, k) (D4(a1), 21
k) (A2, 11
k)
(D5(a1) +A2, k) (A4 + 2A1, k) (A4, k) (D4(a1), 111
k) (3A1, k)
(A5 +A1, k) (A4 + 2A1, 11
k) (D4(a1) +A1, k) (A3 +A1, k) (2A1, k)
The corresponding simple perverse sheaves IC(O, E) are direct summands of the Springer sheaf (which, of
course, is induced from a maximal torus) by Lemma 6.5.
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Pair K-perverse sheaf on NE7 Idempotent
({0}, k) IC({0},K) e1
(A1, k) IC({0},K) e3
(2A2, 11
k) IC(2A1,K) e1
(A2 +A1, 11
k) IC(2A1,K) e3
(A3 +A2, 11
k) IC(3A′1,K) e2
(A3 +A2, k) IC(3A
′
1,K) e4
(4A1, k) IC(4A1,K) e2
(A2 + 3A1, k) IC(4A1,K) e4
(A4 +A1, k) IC(A2 +A1,K) e1
(A4, 11
k) IC(A2 +A1,K) e3
(A4 +A1, 11
k) IC(A2 +A1,K) e4
(A5, k) IC(2A2,K) e2
(D5(a1) +A1, k) IC(A3,K) e1
(E6(a3), 11
k) IC(A3,K) e3
Table 1. Calculations for type E8 and ℓ = 7
The remaining fourteen pairs (or more precisely the corresponding W -representations) are organized in
four blocks as follows:
(6.1)
B1 : (0, k), (2A2, 11
k), (A4 +A1, k), (D5(a1) +A1, k)
B2 : (4A1, k), (A3 +A2, 11
k), (A5, k)
B3 : (A1, k), (A2 +A1, 11
k), (A4, 11
k), (E6(a3), 11
k)
B4 : (A2 + 3A1, k), (A3 +A2, k), (A4 +A1, 11
k)
(The blocks Bi also contain other W -representations corresponding to pairs not supported on X , which we
have not listed.) For each pair (O, E) in this list, we will exhibit a direct summand of an induced perverse
sheaf which is supported on O and whose restriction to O is E [dimO]; this will prove the claim.
The calculation relies on knowledge of inductions of W -representations over K. For instance, we have
Ind
W (E8)
W (E7)
χ1,0 ∼= χ1,0 ⊕ χ35,2 ⊕ χ84,4 ⊕ χ8,1 ⊕ χ112,3.
By compatibility of the (ordinary) Springer correspondence with induction (which follows e.g. from [AHJR3,
Theorem 4.5]), we deduce that
IE8E7(IC({0},K))
∼= IC({0},K)⊕ IC(2A1,K)⊕ IC(3A1,K)⊕ IC(A1,K)⊕ IC(A2,K).
Here, we write IE8E7 for the functor I
G
L⊂P where L is a Levi subgroup of type E7 and P is a parabolic subgroup
containing L as a Levi factor.
Observe that IE8E7(IC({0},K)) is supported on X and hence belongs to Perv
Spr
G (NG,K) by Corollary 6.2.
Similarly for IE8E7(IC({0},O)) and I
E8
E7
(k ⊗L
O
(IC({0},O))); since induction commutes with modular reduc-
tion [AHJR2, Remark 2.23], the latter is a modular reduction of IE8E7(IC({0},K)). So it makes sense to apply
block idempotents to all these perverse sheaves.
Consulting (6.1), we see that e3 · I
E8
E7
(IC({0},K)) = IC(A1,K). Therefore e3 · I
E8
E7
(IC({0},O)) is an O-
form of IC(A1,K). Using [Ju, Proposition 2.8] and Lemma 6.6, it follows that e3 · I
E8
E7
(k ⊗L
O
(IC({0},O)))
is supported on the closure of A1 and its restriction to A1 is the appropriate shift of k. Thus, e3 · I
E8
E7
(k⊗L
O
(IC({0},O))) is our desired direct summand of an induced perverse sheaf for the pair (A1, k).
Similar calculations apply to each of the other pairs appearing in (6.1). For each such pair, Table 1
lists a K-perverse sheaf on NE7 and a block idempotent that can be used to produce an appropriate direct
summand of an induced perverse sheaf.
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Pair K-perverse sheaf on NB3 Idempotent
(111111111, k) IC(1111111,K) e1
(22221, k) IC(22111,K) e1
(3111111, k) IC(1111111,K) e2
(33111, k) IC(22111,K) e2
(32211, εk) IC(31111, εK) e3
(522, k) IC(322,K) e3
(3111111, εk) IC(31111, εK) e4
Table 2. Calculations for type B4 and ℓ = 3
6.4. Proof of Theorem 5.2 for G of type B4 and ℓ = 3. In this proof, we will denote nilpotent orbits
by partitions of 9. Let E531 be the local system on the orbit 531 described in [AHJR3, Theorem 8.3]. Then
(531, E531) is the unique 0-cuspidal pair in NG,k. Since this cuspidal pair has trivial central character, we
need only consider pairs with trivial central character; equivalently, we can and will redefine G to be the
adjoint group of type B4, namely SO(9).
Let X be the union of all nilpotent orbits for G that are contained in the closure of 531 but different from
it. It turns out that for all x ∈ X , the group AG(x) is either trivial or of order 2. When it is of order 2, we
will denote the nontrivial irreducible local system on the orbit of x by εk or εK. The trivial local system will
still be denoted by k or K. The orbit 441 is open in X ; let X ′ be its complement in X .
As in the preceding subsection, it suffices to prove the following claim: The category DbG(X, k) is generated
as a triangulated category by direct summands of perverse sheaves induced from proper Levi subgroups. As
in §6.3, to prove this claim we will exhibit, for any pair (O, E) with O ⊂ X , a direct summand of a perverse
sheaf induced from a proper Levi subgroup which is supported on O and whose restriction to O is E [dimO].
There are fourteen pairs (O, E) with O ⊂ X , thirteen of which actually satisfy O ⊂ X ′. The modular
Springer correspondence in this case is known from [JLS]. It turns out that all thirteen pairs supported on
X ′ are in the principal series N
(T,{0},E)
G,E for both E = K and E = k.
The pair (441, k) is not in the principal series N
(T,{0},k)
G,k . In fact, this pair must belong to the series
N
(A2,Oreg,k)
(G,k) , as that is the only non-principal, non-cuspidal induction series that has trivial central character
(see [AHJR3]). The Levi subgroup A2 belongs to the 3-Sylow class of G (see [AHJR4, §4.3]), and so
by [AHJR4, Remark 7.2] the induced perverse sheaf IB4A2(IC(Oreg, k)) is semisimple. In particular, IC(441, k)
is a direct summand of IB4A2(IC(Oreg, k)), which takes care of the pair (441, k).
We now turn our attention to the thirteen pairs on X ′, with a strategy very much like that employed in
the preceding subsection. Six of these thirteen pairs correspond to k[W ]-representations in blocks of defect 0:
(51111, k) (51111, εk) (333, k) (33111, εk) (32211, k) (2211111, k)
The corresponding perverse sheaves are direct summands of the Springer sheaf by Lemma 6.5. The remaining
seven pairs are organized in four 3-blocks:
B1 : (111111111, k), (22221, k)
B2 : (3111111, k), (33111, k)
B3 : (32211, ε
k), (522, k)
B4 : (3111111, ε
k)
(Again, we have omitted pairs in these blocks that are not supported on X ′.) For each pair (O, E) in this
list, there exists a direct summand of a perverse sheaf induced from a Levi subgroup of type B3 that is
supported on O and whose restriction to O is isomorphic to E [dimO]. Table 2 gives a list of K-perverse
sheaves on NB3 and block idempotents that can be used to produce these objects.
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7. Consequences of the cleanness conjecture
In this section, we prove that the cleanness conjecture implies that PervG(NG, k) and D
b
G(NG, k) admit
direct-sum decompositions indexed by 0-cuspidal data. Along the way, we study the behaviour of the
induction and restriction functors with respect to 0-series, and we prove that the notions of ‘supercuspidal’
and ‘0-cuspidal’ coincide (assuming the cleanness conjecture). In Section 7.5, we give a semisimplicity
criterion for PervG(NG, k). Apart from that final section, we continue to assume that ℓ is rather good for
G. Note that we do not make Conjecture 5.1 a blanket assumption, but rather we will assume it (or its
equivalent form (5.1)) where it is needed.
7.1. 0-cuspidal pairs and projectivity.
Lemma 7.1. Assume that G is semisimple. If O is a distinguished nilpotent orbit, then DbG(O, k) is
semisimple. That is, for any two irreducible G-equivariant local systems E , E ′ on O, we have
HomkDb
G
(O,k)(E , E
′) ∼=
{
k if E ∼= E ′ and k = 0,
0 otherwise.
Proof. Choose a point x ∈ O, and consider its stabilizer Gx. Since O ∼= G/Gx, we have an equivalence of
categories DbG(O, k)
∼= DbGx(pt, k). Since O is distinguished and G is semisimple, the identity component
G◦x is a unipotent group. By [Mo, Theorem 6.1], there exists a subgroup H ⊂ Gx such that multiplication
induces an isomorphism Gx ∼= H ⋉G
◦
x; in particular, this implies that H
∼= AG(x). By [BL, Theorem 3.7.3],
restriction induces a fully faithful functor DGx(pt, k)→ DH(pt, k). Since H is a finite group, the equivariant
derived category DH(pt, k) is just the derived category of H-representations, see [BL, Theorem 8.3.1]. Since
ℓ does not divide the order of H ∼= AG(x), the category of H-representations is semisimple, which implies
our claim. 
Proposition 7.2. Let (O, E) ∈ N0-cuspG,k , and assume that (5.1) holds for (O, E). Then for all (O
′, E ′) ∈ NG,k
we have
Ext1PervG(NG,k)(IC(O, E), IC(O
′, E ′)) = Ext1PervG(NG,k)(IC(O
′, E ′), IC(O, E)) = 0.
In particular, IC(O, E) is a projective and injective object of PervG(NG, k).
Proof. We prove the vanishing of Ext1PervG(NG,k)(IC(O, E), IC(O
′, E ′)); the other statement can be proved
by similar arguments. As noted in the proof of Lemma 2.5, we have an equivalence PervG(NG, k) ∼=
PervG/Z(G)◦(NG/Z(G)◦ , k), so we can assume that G is semisimple. In this case, we will prove that
(7.1) HomkDb
G
(NG,k)
(IC(O, E), IC(O ′, E ′)) = 0 for k > 0.
By [BBD, Remarque 3.1.17(ii)], this will imply the proposition. Note that, by [AHJR3, Proposition 2.6], O
is a distinguished nilpotent orbit. For brevity, we write simply Homk instead of HomkDb
G
(NG,k)
.
If (O ′, E ′) = (O, E), then by (5.1) and adjunction, we have Homk(IC(O, E), IC(O, E)) ∼= Homk(E , E). The
latter vanishes for k > 0 by Lemma 7.1.
Assume henceforth that (O ′, E ′) 6= (O, E). We proceed by downward induction (with respect to G) on
the induction series to which (O ′, E ′) belongs. The base case is that in which (O ′, E ′) is cuspidal. Since
(O, E) is cuspidal (see Lemma 2.3), (O, E) and (O ′, E ′) have distinct central characters by Proposition 2.6.
Then Lemma A.4 implies that Homk(IC(O, E), IC(O ′, E ′)) = 0 for all k, as desired.
Next, consider a series N
(L,OL,EL)
G,k with L 6= G. Let F denote the head of I
G
L⊂P (IC(OL, EL)), and let F
′
denote the kernel of the surjection IGL⊂P (IC(OL, EL))։ F . Using (5.1) and adjunction, we have
Homk(IC(O, E),F) ∼= Homk(E [dimO], j!OF),
where as above jO : O →֒ N is the inclusion map. By Lemma 7.1, the latter Hom-group vanishes for all
but finitely many values of k. Suppose that it is not always zero, and let m be the largest integer such that
Homm(IC(O, E),F) 6= 0. Of course, F is a semisimple object that does not contain IC(O, E) as a summand
(by Lemma 2.3), so Hom0(IC(O, E),F) = 0. In other words, we must have m > 0.
By Lemma 3.3, each composition factor G of F ′ is either in the series associated to (L,OL, EL)—in which
case it is isomorphic to a direct summand of F—or in a larger series, for which the conclusion of the
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proposition is already known to hold. In either case, we have that Homm+1(IC(O, E),G) = 0, and hence
Homm+1(IC(O, E),F ′) = 0. Now consider the long exact sequence
· · · → Homm(IC(O, E), IGL⊂P (IC(OL, EL)))→ Hom
m(IC(O, E),F)→ Homm+1(IC(O, E),F ′)→ · · ·
The first term vanishes by adjunction and Lemma 2.3, and we have already seen that the last term vanishes.
But then the middle term vanishes as well, contradicting our assumption.
Thus, Homk(IC(O, E),F) = 0 for all k > 0. Objects of the form IC(O ′, E ′) with (O ′, E ′) ∈ N
(L,OL,EL)
G,k are
precisely the direct summands of F , so we conclude that Homk(IC(O, E), IC(O ′, E ′)) = 0 for all k > 0 and
all (O ′, E ′) ∈ N
(L,OL,EL)
G,k . 
7.2. Decomposition of PervG(NG, k) according to induction 0-series. Note that, under our assumption
that ℓ is rather good for G, the category of G-equivariant k-local systems on O is semisimple for any G-orbit
O ⊂ NG. Using [BGS, Remark 3 after Theorem 3.2.1], it follows that the category PervG(NG, k) has enough
projective objects. By standard arguments this implies that PervG(NG, k) is equivalent to the category of
finite dimensional modules over some finite dimensional k-algebra; in particular, it makes sense to consider
projective covers and injective hulls in this category.
Proposition 7.3. Assume that Conjecture 5.1 is true for all Levi subgroups of G. If (O, E) ∈ N
0-(L,OL,EL)
G,k ,
then every composition factor of the projective cover or the injective hull of IC(O, E) is of the form IC(O ′, E ′)
for some (O ′, E ′) ∈ N
0-(L,OL,EL)
G,k .
Proof. We proceed by induction on the semisimple rank of G. We can assume G is a semisimple group of
the form described in Lemma 2.5. If G is a product of proper subgroups, then the proposition holds for its
factors by induction, and hence for G. Thus, it suffices to treat the cases where G is semisimple of type A,
or quasi-simple, simply connected, and not of type A.
If G is semisimple of type A, then the direct sum decomposition in Proposition 2.9(3) implies the result.
Assume henceforth that G is quasi-simple, simply connected, and not of type A. We proceed by downward
induction with respect to G on the triple (L,OL, EL). If L = G, so that (O, E) ∈ N
0-cusp
G,k , then we saw
in Proposition 7.2 that IC(O, E) is its own projective cover and injective hull. Otherwise, suppose the
proposition has already been established for all (L′,OL′ , EL′) ≻G (L,OL, EL). Let (O, E) ∈ N
0-(L,OL,EL)
G,k .
Here, L 6= G, so by Proposition 2.4, (O, E) cannot be cuspidal.
We first claim that the projective cover P of IC(O, E) cannot contain any composition factor lying in a
0-series N
0-(L′,OL′ ,EL′)
G,k with (L
′,OL′ , EL′) ≻G (L,OL, EL). Indeed, if it contained such a composition factor,
say IC(O ′, E ′), then there would be a nonzero map P → I ′, where I ′ is the injective envelope of IC(O ′, E ′).
But the existence of such a map would imply that IC(O, E) occurs as a composition factor in I ′, contradicting
the fact (known inductively) that all its composition factors lie in N
0-(L′,OL′ ,EL′)
G,k .
Since (O, E) is not cuspidal, it lies in some induction series N
(M,OM ,EM )
G,k with M 6= G. By Theorem 4.2,
replacing (M,OM , EM ) by a G-conjugate if necessary, we can assume that L ⊂ M and that (OM , EM )
lies in N
0-(L,OL,EL)
M,k . Let F be the projective cover of IC(OM , EM ) in PervM (NM , k). By induction, all
composition factors of F lie in N
0-(L,OL,EL)
M,k . Since I
G
M⊂Q has an exact right adjoint, it takes projectives
to projectives. Since IGM⊂Q is itself exact, I
G
M⊂Q(F) is a projective perverse sheaf that has IC(O, E) as a
quotient. In particular, the projective cover P of IC(O, E) occurs as a direct summand of IGM⊂Q(F). By
Corollary 4.3, this implies that all composition factors of P lie in induction 0-series N
0-(L′,OL′ ,EL′)
G,k with
(L′,OL′ , EL′) G (L,OL, EL). But we saw above that (L
′,OL′ , EL′) ≻G (L,OL, EL) cannot occur, so all
composition factors of P must indeed lie in N
0-(L,OL,EL)
G,k .
The argument for injective hulls is similar. 
Theorem 7.4. Assume that Conjecture 5.1 is true for all Levi subgroups of G. Then we have
PervG(NG, k) ∼=
⊕
(L,OL,EL)∈M0G,k
S(N
0-(L,OL,EL)
G,k ),
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where S(N
0-(L,OL,EL)
G,k ) denotes the Serre subcategory generated by the simple perverse sheaves IC(O, E) with
(O, E) ∈ N
0-(L,OL,EL)
G,k .
Proof. Such a decomposition follows from the claim that
Ext1PervG(NG,k)(IC(O, E), IC(O
′, E ′)) = 0
whenever (O, E) and (O ′, E ′) belong to different 0-series. This Ext1-vanishing is immediate from the infor-
mation on projectives (or injectives) provided by Proposition 7.3. 
7.3. Some consequences of the decomposition. We can now refine Corollary 4.3.
Corollary 7.5. Assume that Conjecture 5.1 is true for all Levi subgroups of G. Let L ⊂ M ⊂ G be Levi
subgroups, and let P ⊂ Q ⊂ G be corresponding parabolic subgroups.
(1) If (O, E) ∈ N
0-(L,OL,EL)
M,k , then every composition factor of I
G
M⊂Q(IC(O, E)) lies in N
0-(L,OL,EL)
G,k .
(2) If (O, E) ∈ N
0-(L,OL,EL)
G,k , then every composition factor of R
G
M⊂Q(IC(O, E)) lies in N
0-(L,OL,EL)
M,k .
Proof. (1) Suppose (O, E) belongs to the seriesN
(N,ON ,EN )
M,k . From Theorem 4.2, we know that (L,OL, EL) M
(N,ON , EN), so we may assume that L ⊂ N ⊂M . Let R ⊂ G be a parabolic subgroup with Levi factor N ,
and such that P ⊂ R ⊂ Q. Our assumptions imply that IC(O, E) is a quotient of IMN⊂R∩MIC(ON , EN).
Now, let (L′,OL′ , EL′) be a 0-cuspidal datum for G such that I
G
M⊂QIC(O, E) contains a composition
factor in the Serre subcategory S(N
0-(L′,OL′ ,EL′)
G,k ). By Theorem 7.4, it must also have a simple quotient,
say IC(O ′, E ′), belonging to S(N
0-(L′,OL′ ,EL′)
G,k ). By exactness and transitivity of induction (see [AHJR2,
Lemma 2.6]), IC(O ′, E ′) is also a quotient of IGN⊂RIC(ON , EN ). In other words, we have
(O ′, E ′) ∈ N
(N,ON ,EN )
G,k ∩N
0-(L′,OL′ ,EL′)
G,k .
Theorem 4.2 tells us that (L′,OL′ , EL′) is the unique maximal 0-cuspidal datum such that (L
′,OL′ , EL′) G
(N,ON , EN). In particular, the 0-cuspidal datum (L
′,OL′ , EL′) is uniquely determined; all composition
factors of IGM⊂QIC(O, E) belong to the same 0-series.
Thus, to finish the proof, it suffices to show that IGM⊂QIC(O, E) has at least one composition factor in
N
0-(L,OL,EL)
G,k . Let E
K be the K-local system on O such that θM (O, E
K) = (O, E). Let O ′′ be the induced
nilpotent orbit IndGMO. Recall that I
G
M⊂QIC(O, E) and I
G
M⊂QIC(O, E
K) are both supported on O ′′, so that
the complexes
L := IGM⊂QIC(O, E)|O′′ [− dimO
′′] and LK := IGM⊂QIC(O, E
K)|O′′ [− dimO
′′],
are in fact both local systems. It is easy to see from the proof of [AHJR2, Corollary 2.15] that these local
systems are nonzero, and that L is none other than the modular reduction of LK.
Both L and LK are semisimple since ℓ is rather good. If E ′′ is a simple direct summand of L, then
there is a corresponding direct summand EK′′ of LK, with θG(O
′′, EK′′) = (O ′′, E ′′). The K-version of
the corollary (which is obvious by semisimplicity of all perverse sheaves under consideration) implies that
(O ′′, E ′′) ∈ N
0-(L,OL,EL)
G,k . Since IC(O
′′, E ′′) is a composition factor of IGM⊂QIC(O, E), we are done.
(2) If RGM⊂Q(IC(O, E)) has a composition factor in N
0-(L′,OL′ ,EL′)
M,k , then Theorem 7.4 implies that it has
a simple subobject IC(O ′, E ′) in N
0-(L′,OL′ ,EL′)
M,k . By adjunction (see [AHJR2, §2.1]), there is a nonzero map
IGM⊂QIC(O
′, E ′)→ IC(O, E),
which must be surjective since its codomain is simple. Part (1) of the corollary tells us that the first
term must lie in S(N
0-(L′,OL′ ,EL′)
G,k ), so that (L,OL, EL) and (L
′,OL′ , EL′) must be G-conjugate. Finally,
Corollary 3.6 tells us that these two 0-cuspidal data are also M -conjugate. Thus, every composition factor
of RGM⊂Q(IC(O, E)) lies in N
0-(L,OL,EL)
M,k , as desired. 
Proposition 7.6. Assume that Conjecture 5.1 is true for all Levi subgroups of G.
(1) A pair (O, E) ∈ NG,k is supercuspidal if and only if it is 0-cuspidal.
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(2) Let (L,OL, EL) be a supercuspidal datum. Then we have
N
super-(L,OL,EL)
G,k = N
0-(L,OL,EL)
G,k .
Proof. (1) By Lemma 2.3, a supercuspidal pair is necessarily 0-cuspidal. On the other hand, if (O, E) is
not supercuspidal, then it is a composition factor of a perverse sheaf of the form IGL⊂P (IC(OL, EL)) with
L 6= G. The pair (OL, EL) ∈ NL,k belongs to some induction 0-series N
0-(M,OM ,EM)
L,k with M ⊂ L. Then by
Corollary 7.5(1) we have (O, E) ∈ N
0-(M,OM ,EM)
G,k , with M 6= G, so that this pair is not 0-cuspidal.
(2) The inclusion N
0-(L,OL,EL)
G,k ⊂ N
super-(L,OL,EL)
G,k was proved in Corollary 2.8. The other inclusion follows
from Corollary 7.5(1) (applied to M = L). 
7.4. Decomposition of DbG(NG, k) according to induction 0-series.
Theorem 7.7. Assume that Conjecture 5.1 is true for all Levi subgroups of G. Then we have
DbG(NG, k)
∼=
⊕
(L,OL,EL)∈M0G,k
DbG(NG, k)
0-(L,OL,EL),
where DbG(NG, k)
0-(L,OL,EL) is the full triangulated subcategory of DbG(NG, k) generated by the perverse
sheaves IC(O, E) with (O, E) ∈ N
0-(L,OL,EL)
G,k .
For the proof of the theorem we will need the following lemma, whose proof (which does not require
Conjecture 5.1) is a variant of the proof of [AHJR4, Theorem 2.5].
Lemma 7.8. If (L,OL, EL) and (M,OM , EM ) are non-conjugate cuspidal data, and if P,Q ⊂ G are parabolic
subgroup with respective Levi subgroups L and M , then we have
HomkDb
G
(NG,k)
(IGL⊂P (IC(OL, EL)), I
G
M⊂Q(IC(OM , EM ))) = 0
for any k ∈ Z.
Proof. Using the fact that induction commutes with Verdier duality, it suffices to prove the lemma under
the assumption that the semisimple rank of M is less than or equal to the semisimple rank of L.
First, if L and M are G-conjugate, then Proposition 2.6 implies that EL and EM have distinct central
characters, and the vanishing follows from Lemma A.1. Now we assume that L and M are not G-conjugate.
By adjunction we have
HomkDb
G
(NG,k)
(IGL⊂P (IC(OL, EL)), I
G
M⊂Q(IC(OM , EM )))
∼=
HomkDb
M
(NM ,k)
(′RGM⊂Q ◦ I
G
L⊂P (IC(OL, EL)), IC(OM , EM )).
Now we apply the ‘Mackey formula’ for perverse sheaves on NG, as stated in [AHJR4, Theorem 2.2]. With
the notation of that theorem, for any i ∈ {1, · · · , s} the inclusion M ∩ giL ⊂ giL is strict: in fact if it
is was not we would have giL ⊂ M , hence giL = M by our assumption on semisimple ranks, which is
impossible. Since (OL, EL) is cuspidal, this implies that all the subquotients in the filtration vanish, hence
that ′RGM⊂Q ◦ I
G
L⊂P (IC(OL, EL)) = 0. In turn, this clearly implies the desired vanishing. 
Proof of Theorem 7.7. What we have to prove is that if (L,OL, EL) and (L
′,OL′ , EL′) are non-conjugate
0-cuspidal data, then for any (O, E) ∈ N
0-(L,OL,EL)
G,k and (O
′, E ′) ∈ N
0-(L′,OL′ ,EL′)
G,k and any k ∈ Z we have
(7.2) HomkDb
G
(NG,k)
(IC(O, E), IC(O ′, E ′)) = 0.
We will fix the non-conjugate 0-cuspidal data (L,OL, EL) and (L
′,OL′ , EM ′), and prove (7.2) by downward
induction on the induction series to which (O, E) and (O ′, E ′) belong (using in particular Theorem 4.2). For
brevity, we write simply Homk instead of HomkDb
G
(NG,k)
.
We consider series N
(M,OM ,EM)
G,k ⊂ N
0-(L,OL,EL)
G,k and N
(M ′,OM′ ,EM′)
G,k ⊂ N
0-(L′,OL′ ,EL′)
G,k , and assume that
property (7.2) is known for pairs which belong to series N
(N,ON ,EN )
G,k ⊂ N
0-(L,OL,EL)
G,k and N
(N ′,ON′ ,EN′)
G,k ⊂
N
0-(L′,OL′ ,EL′)
G,k such that either (N,ON , EN ) ≻G (M,OM , EM ) or (N
′,ON ′ , EN ′) ≻G (M
′,OM ′ , EM ′) and
any k ∈ Z. (This assumption holds automatically in the case when the cuspidal datum (M,OM , EM ),
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resp. (M ′,OM ′ , EM ′), is maximal with the property that N
(M,OM ,EM)
G,k ⊂ N
0-(L,OL,EL)
G,k , resp. N
(M ′,OM′ ,EM′)
G,k ⊂
N
0-(L′,OL′ ,EL′)
G,k , which is the initial step of the induction.) We also assume for a contradiction that (7.2) does
not hold for some (O, E) ∈ N
(M,OM ,EM)
G,k , (O
′, E ′) ∈ N
(M ′,OM′ ,EM′)
G,k and k ∈ Z, and choose such a triple which
satisfies
Homk−1(IC(O˜, E˜), IC(O˜ ′, E˜ ′)) = 0
for any (O˜, E˜) ∈ N
(M,OM ,EM )
G,k and (O˜
′, E˜ ′) ∈ N
(M ′,OM′ ,EM′)
G,k . Choose also parabolic subgroups P, P
′ ⊂ G with
respective Levi subgroupsM andM ′. By definition of induction series and [AHJR3, Lemma 2.3], there exist
short exact sequences of perverse sheaves
(7.3) Ker →֒ IGM⊂P (IC(OM , EM ))։ IC(O, E) and IC(O
′, E ′) →֒ IGM ′⊂P ′(IC(OM ′ , EM ′))։ Coker.
Consider the following part of the long exact sequence obtained by applying Hom(−, IGM ′⊂P ′(IC(OM ′ , EM ′)))
to the first exact sequence in (7.3):
Homk−1(Ker, IGM ′⊂P ′(IC(OM ′ , EM ′)))→ Hom
k(IC(O, E), IGM ′⊂P ′(IC(OM ′ , EM ′)))
→ Homk(IGM⊂P (IC(OM , EM )), I
G
M ′⊂P ′(IC(OM ′ , EM ′))).
Lemma 7.8 implies that the third term vanishes. Lemma 3.3 and Corollary 7.5(1), together with our as-
sumption and our choice of k, imply that Homk−1(F ,G) = 0 for any composition factor F of Ker and G of
IGM ′⊂P ′(IC(OM ′ , EM ′)), so that the first term also vanishes. We deduce that
Homk(IC(O, E), IGM ′⊂P ′(IC(OM ′ , EM ′))) = 0.
Now we consider the following part of the long exact sequence obtained by applying Hom(IC(O, E),−) to
the second exact sequence in (7.3):
Homk−1(IC(O, E),Coker)→ Homk(IC(O, E), IC(O ′, E ′))→ Homk(IC(O, E), IGM ′⊂P ′(IC(OM ′ , EM ′))).
We have seen that the third term vanishes, and the same arguments as above imply that the first term also
vanishes. But the middle term is non-zero by assumption, which provides a contradiction and concludes the
proof. 
7.5. Semisimplicity criterion. We conclude with the following semisimplicity criterion.
Proposition 7.9. Let k be any field satisfying (2.1). The category PervG(NG, k) is semisimple if and only
if ℓ ∤ |W |.
Proof. If ℓ divides |W |, then the abelian category of k-representations of W is not semisimple. Since this
category is a quotient of PervG(NG, k) by a Serre subcategory (see [AHJR1, Corollary 5.2]), it follows that
PervG(NG, k) is not semisimple either.
Now, assume that ℓ does not divide |W |. Then ℓ is rather good by [AHJR4, Lemma 6.3], and Conjecture 5.1
is true for G and its Levi subgroups by Proposition 5.4. What we have to prove is that
(7.4) Ext1
PervG(NG,k)(IC(O, E), IC(O
′, E ′)) = 0
for all pairs (O, E) and (O ′, E ′) in NG,k. Let (L,OL, EL), resp. (L
′,OL′ , EL′) be a 0-cuspidal datum such
that (O, E) ∈ N
0-(L,OL,EL)
G,k , resp. (O
′, E ′) ∈ N
0-(L′,OL′ ,EL′)
G,k , and let P , resp. P
′, be a parabolic subgroup of
G with Levi factor L, resp. L′. By Proposition 7.6, IC(O, E) is a composition factor of IGL⊂P (IC(OL, EL)).
Since ℓ ∤ |NG(L)/L| (as follows e.g. from [AHJR4, Eq. (4.1)]), this perverse sheaf is semisimple by [AHJR4,
Remark 7.2], so that IC(O, E) is in fact a direct summand of IGL⊂P (IC(OL, EL)). Similarly, IC(O
′, E ′) is a
direct summand of IGL′⊂P ′(IC(OL′ , EL′)). Hence to prove (7.4) we only have to prove that
(7.5) Ext1
PervG(NG,k)(I
G
L⊂P (IC(OL, EL)), I
G
L′⊂P ′(IC(OL′ , EL′))) = 0.
Now by Proposition 7.2 the perverse sheaf IC(OL, EL) is projective in PervL(NL, k). Hence
Ext1PervG(NG,k)(I
G
L⊂P (IC(OL, EL)), I
G
L′⊂P ′(IC(OL′ , EL′)))
∼= Ext1PervL(NL,k)(IC(OL, EL),R
G
L⊂P ◦ I
G
L′⊂P ′(IC(OL′ , EL′))) = 0,
which finishes the proof. 
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Appendix A. Central characters
In this appendix we collect some standard facts concerning central characters of objects in an equivariant
derived category. Some of these facts are well known and were used in [AHJR3], but since we could not
find a convenient reference for the versions needed in the present paper, we include proofs. See also [RR,
Appendix A] for related results.
Let F be an arbitrary field. Let H be a connected algebraic group, and let X be an H-variety. Let
For : DbH(X,F) → D
b(X,F) be the forgetful functor. Then if a, p : H × X → X are the action and the
projection, for any F in DbH(X,F) there exists a canonical isomorphism
(A.1) a∗For(F)
∼
−→ p∗For(F).
Indeed, the inverse image p∗ induces an equivalence of categories ϕp : D
b(X,F)
∼
−→ DbH(H ×X,F). Hence
the object a∗F is isomorphic to ϕp(G) for a unique object G of D
b(X,F). Taking the restriction to {1}×X
we see that G = For(F), and taking the image under the forgetful functor DbH(H ×X,F)→ D
b(H ×X,F)
we deduce (A.1).
Now, let Z ⊂ H be a closed subgroup, and assume that Z acts trivially on X . Again let F be an object
of DbH(X,F). Taking the restriction of (A.1) to {z} ×X
∼= X for all z ∈ Z, we obtain a (functorial) action
of Z on the object For(F). By standard arguments, this action factors through Z/Z◦. If χ : Z/Z◦ → F× is
a character, we say that F has Z-character χ if Z acts on For(F) via χ. When Z is the center of H , we will
rather say that F has central character χ.
Lemma A.1. Let χ, χ′ be distinct characters of Z/Z◦, and let F , G be objects of DbH(X,F). If F has
Z-character χ and G has Z-character χ′, then Hom•Db
H
(X,F)(F ,G) = 0.
Proof. By standard arguments, there exists a spectral sequence converging to Hom•Db
H
(X,F)(F ,G), and with
E2-term
H•H(pt)⊗F Hom
•
Db(X,F)(ForF ,ForG).
Therefore, it is enough to prove that Hom•Db(X,F)(ForF ,ForG) = 0. However, the Z-actions on ForF and
ForG induce an action on Hom•Db(X,F)(ForF ,ForG), for which Z acts via the character χ
′/χ. On the other
hand this action can be extended to H , as follows. For any h ∈ H , restricting isomorphism (A.1) to {h}×X
we obtain an isomorphism φFh : ι
∗
h(ForF)
∼
−→ ForF , where ιh : X
∼
−→ X is the action of h. We also have
similar isomorphisms for G. Then we can define the action of H on Hom•Db(X,F)(ForF ,ForG) by declaring
that h acts via the composition
Hom•Db(X,F)(ForF ,ForG)
ι∗
h−1−−−→ Hom•Db(X,F)(ι
∗
h−1ForF , ι
∗
h−1ForG)
φG
h−1
◦(−)◦(φF
h−1
)−1
−−−−−−−−−−−−−→ Hom•Db(X,F)(For(F),For(G)).
Since H is connected this action is trivial, and we deduce that the Z-action considered above is also trivial.
It follows that necessarily Hom•Db(X,F)(ForF ,ForG) = 0, which finishes the proof. 
Lemma A.2. Let χ be a character of Z/Z◦.
(1) If F is an object of PervH(X,F) with Z-character χ, then any subquotient of F has Z-character χ.
(2) Assume that the characteristic of F does not divide |Z/Z◦|. Let F , G be objects of PervH(X,F) with
Z-character χ, and consider an exact sequence
0→ F → H → G → 0
in PervH(X,F). Then H has Z-character χ.
Proof. (1) is obvious. Let us consider (2). For z ∈ Z, let us denote by φz : H
∼
−→ H the action of z on
H. Since z acts on F and G via χ(z), the morphism χ(z)−1φz − idH : H → H factors through a morphism
ψz : G → F . For any n ≥ 1, using the factorization X
n − 1 = (1 +X + · · ·+Xn−1)(X − 1) we obtain that
ψzn = nψz. Since ψz′ = 0 for all z
′ ∈ Z◦ and the order of zZ◦ in Z/Z◦ is invertible in F, it follows that
ψz = 0, which proves that H has Z-character χ. 
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Lemma A.3. Assume that Z is finite and central, that the characteristic of F does not divide |Z|, and that
F is a splitting field for Z. Then the forgetful functor PervH/Z(X,F)→ PervH(X,F) identifies PervH/Z(X,F)
with the full subcategory of PervH(X,F) consisting of objects with trivial Z-character.
Proof. Since the forgetful functors PervH/Z(X,F) → Perv(X,F) and PervH(X,F) → Perv(X,F) are fully
faithful, our functor PervH/Z(X,F) → PervH(X,F) is also fully faithful. Clearly, all the objects in its
essential image have trivial Z-character. Conversely, let F be an object of PervH(X,F) with trivial Z-
character. For simplicity, we denote similarly its image in Perv(X,F). Let a, p : H ×X → X be the action
and the projection respectively, and let a′, p′ : H/Z ×X → X be the similar morphisms for H/Z. Let also
ξ : H×X → H/Z×X be the projection, so that a = a′◦ξ and p = p′◦ξ. To show that F is H/Z-equivariant,
we have to show that the objects (a′)∗F and (p′)∗F of Db(H/Z ×X,F) are isomorphic. Consider the space
HomDb(H×X,F)(a
∗F , p∗F) ∼= HomDb(H×X,F)(ξ
∗(a′)∗F , ξ∗(p′)∗F)
∼= HomDb(H/Z×X,F)((a
′)∗F , ξ∗ξ
∗(p′)∗F) ∼= HomDb(H/Z×X,F)((a
′)∗F , (p′)∗F ⊗ ξ∗FH×X).
Our assumptions on F imply that we have a decomposition ξ∗FH×X
∼=
⊕
χ Lχ, where χ runs over the
characters Z → F×, and each Lχ is a rank-1 H-equivariant local system with Z-character χ. We deduce an
isomorphism
HomDb(H×X,F)(a
∗F , p∗F) ∼=
⊕
χ
HomDb(H/Z×X,F)((a
′)∗F , (p′)∗F ⊗ Lχ).
Now, since a′ is an H-equivariant morphism (where H acts on H/Z ×X via its action on the first factor),
(a′)∗F , considered as an object of DbH(H/Z ×X,F), has trivial Z-character, and it is clear that (p
′)∗F also
has trivial Z-character. We deduce that
HomDb(H/Z×X,F)((a
′)∗F , (p′)∗F ⊗ Lχ) = 0 if χ 6= 1
(see the proof of Lemma A.1), and then that
HomDb(H×X,F)(a
∗F , p∗F) ∼= HomDb(H/Z×X,F)((a
′)∗F , (p′)∗F ⊗ L1) = HomDb(H/Z×X,F)((a
′)∗F , (p′)∗F).
Since F is H-equivariant, there exists an isomorphism a∗F
∼
−→ p∗F . The image of this morphism under
the isomorphism constructed above provides a morphism (a′)∗F → (p′)∗F , which is easily shown to be an
isomorphism. Thus, F is H/Z-equivariant. 
Finally, we consider the setting of the body of the paper, namely the case of the G-action on the nilpotent
cone NG, with Z = Z(G), and with coefficient field k satisfying (2.1). In particular, since Z(G)/Z(G)
◦ is
isomorphic to AG(x) if x is a regular nilpotent element, this implies that all the irreducible k-representations
of Z(G)/Z(G)◦ are characters. For any χ ∈ Irr(k[Z(G)/Z(G)◦]), we denote by PervG(NG, k)χ the full
subcategory of PervG(NG, k) whose objects have central character χ. We also denote by D
b
G(NG, k)χ the full
subcategory of DbG(NG, k) whose objects are the complexes F such that
pHn(F) belongs to PervG(NG, k)χ
for any n ∈ Z. It follows from Lemma A.2 that PervG(NG, k)χ is a Serre subcategory of PervG(NG, k), and
that DbG(NG, k)χ is a triangulated subcategory of D
b
G(NG, k).
If F is a simple object in PervG(NG, k), then End(F) = k under our assumption (2.1), so that F has a
central character. This central character can be described more explicitly as follows (see [AHJR3, §5.1]). Let
(O, E) ∈ NG,k, and let x ∈ O. Then E corresponds to an absolutely irreducible representation V of AG(x).
Consider the composition Z(G)→ Gx → AG(x). This morphism is trivial on Z(G)
◦, and its image is central
in AG(x). Hence, by Schur’s lemma, Z(G) acts on V via a character χ of Z(G)/Z(G)
◦. Then IC(O, E) has
central character χ.
Lemma A.4. Suppose that ℓ ∤ |Z(G)/Z(G)◦|. Then we have
PervG(NG, k) =
⊕
χ∈Irr(k[Z(G)/Z(G)◦])
PervG(NG, k)χ and D
b
G(NG, k) =
⊕
χ∈Irr(k[Z(G)/Z(G)◦])
DbG(NG, k)χ.
Proof. Let us first consider the category PervG(NG, k). Lemma A.1 implies that any morphism and any
extension between objects with distinct central characters is trivial. Since any simple object has a central
character, we deduce the decomposition as stated.
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To prove the decomposition for the category DbG(NG, k), since this category is generated by PervG(NG, k)
(as a triangulated subcategory), it suffices to prove that if χ 6= χ′, for F inDbG(NG, k)χ and G inD
b
G(NG, k)χ′
we have Hom(F ,G) = 0. This follows again from Lemma A.1, using an induction on the number of nonzero
perverse cohomology objects of F and G. 
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