Because of the advantages of finger-vein recognition systems such as live detection and usage as bio-cryptography systems, they can be used to authenticate individual people. However, images of finger-vein patterns are typically unclear because of light scattering by the skin, optical blurring, and motion blurring, which can degrade the performance of finger-vein recognition systems. In response to these issues, a new enhancement method for finger-vein images is proposed. Our method is novel compared with previous approaches in four respects. First, the local and global features of the vein lines of an input image are amplified using Gabor filters in four directions and Retinex filtering, respectively. Second, the means and standard deviations in the local windows of the images produced after Gabor and Retinex filtering are used as inputs for the fuzzy rule and fuzzy membership function, respectively. Third, the optimal weights required to combine the two Gabor and Retinex filtered images are determined using a defuzzification method. Fourth, the use of a fuzzy-based method means that image enhancement does not require additional training data to determine the optimal weights. Experimental results using two finger-vein databases showed that the proposed method enhanced the accuracy of finger-vein recognition compared with previous methods.
Method
Restoration-based on optical blur caused by camera lens, and skin scattering blur by the skin layer [7] .
Restoration method based on de-hazing and skin scattering blur [8] .
Method using gray-level grouping and a circular Gabor filter for contrast and image enhancement [10] . Method using edge-preserving and elliptical high-pass filters, and histogram equalization [11] . Fuzzy-based multi-threshold algorithm [12] . Method using multi-channel Gabor and image reconstruction [13] .
Method using optimal Gabor filter based on the direction and thickness of the vein line [6] . Method using coarse veinwidth variation field and primary orientation field [14] . Method using vein line tracking and adaptive Gabor filtering [15] .
Combination of Gabor and Retinex filters based on fuzzy theory (proposed method)
Strength
Various vein-patterns can be distinguished by removing blur effects.
The contrast between vein patterns and skin regions is increased. The proposed method is straightforward in terms of image enhancement.
Information related to the orientation and width of the vein line is considered during image enhancement.
Local and global features of a fingervein are considered. The performance is not affected by detection errors in the orientation and thickness of a vein line.
Weakness
The direction and width of the vein are not considered during restoration. The performance can be affected by the detection of the scattering parameter.
No enhancement of the recognition accuracy was demonstrated.
The direction and width of the vein are not considered. No enhancement of the recognition accuracy was demonstrated.
Detection errors in the orientation and thickness of a vein line can affect the performance.
The processing time is increased by the use of both Gabor and Retinex filters.
The width of a finger-vein is obtained using the gray profiling of the original image that corresponds to the finger-vein line. However, the image enhancement performance could be degraded by inaccurate detection of the vein orientation and width in all previous studies [6, 14, 15] . Kumar et al. proposed a system that combined finger-vein and fingerprint recognition results using a novel score-level fusion method [16] . The finger-vein image is enhanced based on the average background image and local histogram equalization. However, skin areas become uneven with this method, despite the distinctiveness of the vein line. Thus, vein line detection is required based on further processing by matched filtering, repeated line tracking, maximum curvature detection, Gabor filtering, and morphological operations. However, our method has the advantage that the image produced after image enhancement can be used for recognition without further processing.
In [17] , the authors proposed a quality assessment method for finger-vein images, but they did not consider quality enhancement. Miura et al. proposed a robust method for extracting the centerlines of veins by calculating the local maximum curvatures in cross-sectional profiles of vein images [18] . However, this study aimed to locate an accurate vein line and it did not focus on vein image enhancement, which differs from our method for enhancing finger-vein images. Yang et al. proposed a method for evaluating the finger-vein image quality using a trained support vector machine (SVM), which was based on the gradient, image contrast, and information capacity of the image [19] . However, this method was used for quality evaluation rather than finger-vein image enhancement, which differs from our method for enhancing the finger-vein image.
Nguyen et al. [20] proposed a method for detecting fake finger-vein images, which combined the features of the Fourier transform, and Haar and Daubechies wavelet transforms based on a SVM. However, their method was used for detecting fake finger-vein images rather than finger-vein image enhancement, which differs from our method.
In this study, we propose a novel finger-vein image enhancement method to overcome the problems of previous methods. Four directional Gabor filters and Retinex filtering are used to amplify the local and global features of the vein lines in an input image. The two images produced by Gabor and Retinex filtering are combined to obtain an enhanced image based on a fuzzy-based fusion method. Gabor and Retinex filtering are both common image enhancement methods, but the main novelty of our approach is the fuzzy-based combination method for Gabor and Retinex filtering. The fuzzy system can be designed heuristically without a training procedure to obtain the optimal weights for the combination of Gabor and Retinex filtering. Therefore, this system has the advantage that it does not need to be redesigned for different finger-vein databases whereas a neural network-based system must be trained to suit specific databases. The means and standard deviations in the local windows of the images produced after Gabor and Retinex filtering are used as the inputs for the fuzzy rule and fuzzy membership function, respectively. The optimal weights used to combine the Gabor and Retinex filtered images are determined using a defuzzification method.
The remainder of this paper is organized as follows: in Section 2, the proposed method is described, including the detection of a finger-vein region, Gabor filtering in four directions, Retinex filtering, the proposed image-fusion method based on fuzzy theory, and a finger-vein recognition method. The experimental results and some concluding remarks are given in Sections 3 and 4, respectively. Figure 1 shows a flowchart of the proposed fuzzy-based fusion method for finger-vein image enhancement. After inputting a finger-vein image, the finger-vein region is detected using detection masks that are applied to the upper and lower finger boundaries [6, 17, 20] , which eliminates the allocation of unnecessary processing time to an enhancement procedure for the background region (see Step 2 in Figure 1 and Section 2.2). To amplify the local and global features of the vein lines in an input image, Gabor filtering in four directions and Retinex filtering are employed to generate two images (see Step 3 in Figure 1 and Sections 2.3 and 2.4). The optimal weight values for combining the Gabor and Retinex images are obtained using a fuzzy rule, fuzzy membership function, and defuzzification method based on the means and standard deviations (STDs) measured in the local windows of the two resulting images (see Step 4 in Figure 1 and Section 2.5). The Gabor and Retinex images are combined using the determined optimal weights (see Step 5 in Figure 1 and Section 2.5). Finger-vein recognition is conducted using the combined image, including size normalization based on stretching and sub-sampling, feature extraction, and code matching to identify whether the subject is genuine or an imposter (see Step 6 in Figure 1 and Section 2.6). 
Overview of the Proposed Approach

Finger Region Detection
A captured finger-vein image is separated into finger-vein and background regions because the latter do not contain the vein patterns used for finger-vein recognition. The background region appears as dark pixels whereas the finger-vein region appears as bright pixels, which means that detection masks over the upper and lower finger boundaries can be used to find the finger-vein region, as shown in Figure 2 [6, 17, 20] . The mask size was determined empirically as 20 × 4 pixels. The y-positions indicate where the maximum values for template matching are obtained (at each x-position) using the detection masks shown in Figure 2 , which are considered the upper and lower edge boundaries [6, 17, 20] . A thick finger area (for example, the left part of Figure 3a ) usually lacks a vein pattern because the NIR light has difficulty penetrating the thick finger to be captured by the camera. In addition, the thin vein pattern information is not visible in the fingertip region of a captured finger-vein image. To consider these conditions, we define the left (X 1 ) and right (X 2 ) boundaries in the horizontal direction, as shown in Figures 3a and 4a . The values of X 1 and X 2 were defined empirically (a) (b) based on the characteristics of the finger-vein database used in the experiments. In database I, with a 640 × 480 image size [6, 17, 20] , the values of X 1 and X 2 are 220 and 169, respectively. In database II, with a 320 × 240 image size [21] , the values of X 1 and X 2 are set to 20 and 51, respectively (detailed explanations of databases I and II are provided in Section 3). The values of X 1 and X 2 are larger in database I than those in database II for the following reasons. Database I was collected using a device produced in our laboratory. The device includes a hole where the finger that needs to be recognized is placed. The hole is small but a small area of the finger, i.e., the region between the 1st and 2nd knuckles, can be observed through the hole by the camera in the device. Therefore, the unseen (dark) areas from the left and right boundaries of the image are larger in database I than those in the database II, as shown in Figures 3 and 4 . Consequently, we used the larger values for X 1 and X 2 in database I. Figures 3 and 4 show examples of finger region detection using detection masks. Because of the noise in the upper and lower boundaries of the finger region of database II, the region of interest used for finger-vein recognition is reduced in the vertical direction compared with the detected finger region, as shown in Figure 4 . 
Finger-Vein Image Enhancement Method Based on Four-Directional Gabor Filtering Algorithm
In general, a two-dimensional (2D) Gabor filter is defined as a Gaussian function that comprises a complex sinusoidal signal. The Gaussian function can be expressed as Equations (1) and (2) [6, 13, 22] : (1) where: The parameters x  and y  determine the space-domain envelope of the Gaussian function on the x-and y-coordinates in 2D [6, 13, 22] , respectively,  x and  y indicate the rotated x-and y-coordinates of a 2D Gabor filter based on a  rotation rate, respectively [6, 13, 22] , and ĵ and 0 f represent 1  and the spatial center frequency of the filter, respectively [6, 13, 22] . In this method, the real part of the Gabor filter is employed only to increase the effectiveness of the processing time by eliminating the imaginary part of the Gabor filter. An even-symmetric Gabor filter without an imaginary part can be expressed as [6, 13, 22] (a)
As shown in Figures 3 and 4 , the finger-veins follow various directions, such as horizontal, vertical, and diagonal. Therefore, we use four Gabor filters in four directions, i.e., 45, 90, 135, and 180, as shown in Equation (3), to increase the amplitudes of the vein lines in various directions. For each channel, the filtered image (O i (x i ,y i )) is obtained by convoluting the original image (I(x,y)) using the corresponding Gabor kernel (
), as follows [6, 13, 22] :
where  is the convolution operator. Using Equations (3) and (4), the four resulting images are generated according to the four directions (-45, 0, 45, and 90) of the Gabor filter. To combine the four resulting images and produce the final image, the lowest gray-level value among the four resulting images at the same position is chosen as the best match for the Gabor filter because the finger-vein line is darker than the skin region [6, 13] . Figures 5 and 6 show images produced using four directional Gabor filtering for database I and database II, respectively. As shown in these figures, the finger-vein lines are more distinct than those in the original image. 
Finger-Vein Image Enhancement Using Retinex Filtering Algorithm
To enhance the distinctiveness of the image, the Retinex algorithm is introduced by reducing the variance in the image illumination to normalize the image illumination [23, 24] . The intensity of the captured image ( 
From Equation (5), we can obtain Equation (6) [23]:
The illumination (
) is assumed to be a convolution of the Gaussian filtering ( ) , ( y x F ) and the image (
), as shown in Equations (7) and (8) [24] :
where F(x,y) and ) , ( log y x r indicate the Gaussian filter and the image produced after Retinex filtering.
Retinex images obtained using various sigma values ( = 10, 15, 20, 25, 50) for Gaussian filtering are shown in Figures 7 and 8 . The vein patterns in the images produced after Retinex filtering are more distinct, and the contrast between the vein patterns and the skin regions is higher than that in the original images. 
Finger-Vein Image Enhancement Method with a Fuzzy-based Fusion Approach
The enhancement of thick vein lines is limited by the four-directional Gabor filter, whereas the thin vein lines become more distinct, as shown in Figures 9b and 10b . However, the thick vein lines are more distinct with Retinex filtering, as shown in Figures 9 and 10 . Therefore, we can estimate that the local and global features of the vein lines are enhanced by the Gabor and Retinex filters, respectively. To enhance both the local and global features, we propose a fuzzy-based image fusion method for combining the Gabor and Retinex filtered images. (
(g) 2.5.1. Definition of the Membership Function Figure 11 illustrates the proposed fuzzy-based image fusion method. The mean (μ(x,y)) and STD (std(x,y)) values in the local windows of the images produced by Gabor and Retinex filtering are used as the inputs for the fuzzy logic system, as shown in Figure 11 . We apply the local window by overlapping with a 1-pixel step. The STD value in a local window that includes a vein line is usually larger than that of a window that includes only the skin area. In addition, a vein line is included in the local window and the mean value of the local window is lower because the vein line is darker than the skin area. Therefore, we can obtain the following relationships. If the mean and STD values in the local window are low and high, respectively, the possibility that the local window contains a vein line is high. By contrast, if the mean and STD values in the local window are high and low, respectively, the possibility that the local window contains a vein line is low. Based on this relationship, we determine the fuzzy rules, which have four inputs, i.e., the mean ( ) , ) for the Retinex filtered image, in the local window, as shown in Table 2 . A detailed explanation of Table 2 is given in Section 2.5.2. Figure 12a -d shows the membership functions for the input values. As shown in these figures, each of the four inputs is categorized as low (L) and high (H) based on a linear membership function. A membership function usually represents the distributions of the input or output values for a fuzzy system. Thus, we define the two distributions (L and H) for the mean in the local window of the Gabor image shown in Figure 12a . In general, two distributions can share some common areas, and therefore, we define the two distributions of L and H that include an overlapping region, as shown in Figure 12a . The number of input values is as high as four in Figure 12a -d, and therefore, we only use two membership functions (L and H) for each input value to reduce the number of fuzzy rules in Table 2 . However, the optimal output weight needs to be represented in detail; therefore, we use three membership functions for L, M, and H, as shown in Figure 12e . Consequently, the optimal weight (w) of the fuzzy output used to combine the Gabor and Retinex images is obtained using the membership function for the output value, as shown in Figure 12e . (e)
Fuzzy Rules that Consider the Characteristics of Gabor and Retinex Images
As described in Section 2.5.1, if the mean and STD values in the local window are low (L) and high (H), respectively, the possibility that the local window contains a vein line is high (H). Conversely, if the mean and STD values in the local window are high (H) and low (L), respectively, the possibility that the local window contains a vein line is low (L). Based on these relationships, 16 types of fuzzy rules are determined using four (L) or (H) inputs to obtain the optimum weighting value required for image fusion, as shown in Table 2 . The weighting value of a Retinex filtered image is determined as 1-w, as shown in Figure 11 . As shown in Table 2 , if u 1 and std 1 for a Gabor filtered image are L and H, respectively, and u 2 and std 2 for a Retinex filtered image are H and L, respectively, we assign the larger weighting value (H) to the Gabor filtered image because the possibility that the local window of this image contains a vein line is larger. If u 1 and std 1 for the Gabor filtered image, and u 2 and std 2 for the Retinex filtered image are L or H, we assign the same weighting value (M) to the Gabor and Retinex filtered images, respectively, because it is difficult to determine the local windows of the Gabor and Retinex filtered images that has a higher possibility of containing a vein line.
For a high (H) µ 1 , high (H) std 1 , high (H) µ 2 , and low (L) std 2 , although the high (H) mean value of the local window indicates that this window region contains more skin area than vein lines, we assign the larger weighting value (H) to the Gabor filtered image because the STD value of the local window of this image is higher than that of the Retinex filtered image (the possibility that the local window of the Gabor filtered image contains a vein line is larger).
Determination of the Optimal Weights Using Defuzzification
Using the four input values (µ 1 , std 1 , µ 2 , and std 2 ) obtained in the local window, the eight corresponding output values are calculated as f 1 (L) and f 1 (H) for µ 1 , f 2 (L) and f 2 (H) for std 1 , f 3 (L) and f 3 (H) for µ 2 , and f 4 (L) and f 4 (H) for std 2 using four linear membership functions, as shown in Figure 13 , where, f 1 (·), f 2 (·), f 3 (·), and f 4 (·) are the membership functions that correspond to µ 1 , std 1 , µ 2 , and std 2 , respectively. Therefore, 16 combination pairs of the above output values are obtained as In general, the Min and Max rules are used to determine the deduced value from a combination pair [24, 25] . Therefore, we can choose the minimum and maximum of the four values in a combination pair using the Min and Max rules, respectively. For example, if the four values of a combination pair are 0.39(L), 0.55(L), 0.67(L), and 0.27(L), the values of 0.27 and 0.67 are selected using Min and Max rules, respectively. In addition, if all four values are L, the corresponding output is M, as shown in the fuzzy rules defined in Table 2 . Consequently, the values of 0.27(M) and 0.67(M) are selected using Min and Max rules, respectively, with the fuzzy rules in Table 2 . Thus, the 16 types of deduced values based on the Min and Max rules, and the values listed in Table 2 are determined in this manner. In the present study, the deduced value is called the inference value (IV) for convenience [24] .
Using these 16 IVs, we can obtain the final optimal weightings based on the defuzzification step. Figure 14 shows an example of defuzzification using the IVs and the membership function for the output value (weight). With each IV, we can obtain the output values (w 1 , w 2 , w 3 , w 4 , and w 5 in Figure 14) . Various defuzzification operators are introduced, i.e., the first of maxima (FOM), last of maxima (LOM), middle of maxima (MOM), mean of maxima (MeOM), and center of gravity (COG) [24, 26] . In Figure 14a , the FOM method selects the minimum value (w 2 ) among the weight values calculated using the maximum IV (IV 1 (M) and IV 3 (H)) as the output weight. The LOM method selects the maximum value (w 4 ) among the weight values calculated using the maximum IV (IV 1 (M) and IV 3 (H)) as the output weight. The MOM method selects the middle value ((w 2 + w 4 )/2) among the weight values calculated using the maximum IV (IV 1 (M) and IV 3 (H)) as the output weight. Finally, the MeOM method selects the mean value ((w 2 + w 3 + w 4 )/3) among the weight values calculated using the maximum IV (IV 1 (M) and IV 3 (H)) as the output weight. The output (score) calculated by the COG is w 5 , as shown in Figure 14b , which is the geometrical center (GC) of the union area of three regions (R 1 , R 2 , and R 3 ). Using various defuzzification methods, the output weights are determined for the Gabor filtered image (w in Figure 11 ) and for the Retinex filtered image (1-w of Figure 11 ). Table 2 shows that the number of fuzzy rules is 16 (2 × 2 × 2 × 2). If we use three distributions of L, M, and H as the input membership function, the number of fuzzy rules becomes 81 (3 × 3 × 3 × 3), which is considerably high and complex for use in a fuzzy system. Therefore, we simply use an input membership function based on the two distributions of L and H. However, the three distributions of L, M, and H are used as the output membership function to obtain more detailed values for the fuzzy system output.
Finger-Vein Recognition Method
Finger-vein recognition is performed after obtaining the enhanced image using the fuzzy-based fusion method, including size normalization, code extraction, and code matching [6, 17, 20] . Size normalization using linear stretching based on the detected finger boundaries (see Step 2 in Figure 1 and Section 2.2) is performed to reduce the variations in the shape and size of each finger. The finger-vein image is transformed into a rectangular 150  60 pixel image, as shown in Figure 15b [6, 17, 20 ]. This rectangular image is then downsampled to a 50  20 pixel image by taking the average gray-level value in each 3 × 3 pixel sub-block to enhance the processing speed for code extraction and matching, as shown in Figure 15c [6, 17, 20] .
Various feature extraction methods, such as the local binary pattern (LBP) and discrete wavelet transform (DWT) based on Daubechies and Haar wavelets [6, 20] , are used to evaluate the performance of the proposed finger-vein image enhancement method. First, the binary codes of the local features in the finger-vein image are extracted using an LBP operator [6, 20] . Figure 16 shows an example of 8-bit binary code extraction using the LBP method. Because 8-binary bits are produced for each pixel position ( ) , ( 
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The Hamming distance (HD) is used to obtain the matching score (distance) between enrolled and input binary codes using an LBP operator, as shown in Equation (9) [6, 17, 20] :
where BCE and BCI denote the enrolled and input binary codes, respectively, and  and N represent the Boolean exclusive OR operator and the total number of bits (6,912) of the binary codes, respectively. During iris recognition, non-iris areas such as eyelashes and eyelids are generally not used for recognition. The iris codes extracted from the non-iris areas are designated as invalid codes and they are not used to calculate the HD. However, all of the texture areas, including finger-veins and skin regions of the finger, are used for matching in our method. Therefore, a scheme that only uses valid codes is not adopted in Equation (9) . The input image is decomposed into four sub-band regions (LL, LH, HL, and HH) using Daubechies and Haar wavelets. The global features used for finger-vein recognition are extracted from these regions [6, 20, 27] : the LL and HH sub-bands are characterized as low-and high-frequency components, respectively, according to the vertical and horizontal directions; the LH sub-band is characterized as a conjoined low-frequency component in the vertical direction by a scaling function and a high-frequency component in the horizontal direction by a wavelet function; the HL sub-band is characterized as a conjoined high-frequency component in the vertical direction and a low-frequency component in the horizontal direction by wavelet and scaling functions, respectively [6, 27] . Using the DWT with three-level decomposition, 64 sub-space regions are obtained, and the mean and STD values in each sub-space region are extracted as global features. From the DWT image, 128 features (2 (mean and STD in each sub-space region)  64 (sub-space regions)) are obtained, which are normalized by min-max scaling. To determine the matching score based on the global features of the enrolled and input finger-vein images, the matching score of the Euclidean distance (ED) can be calculated as follows:
where i p , i q , and M indicate the enrolled and input global features, and the number of global features (128), respectively.
Experimental Results
Two finger-vein image databases were used to verify the accuracy of finger-vein recognition using the proposed algorithm. Database I contained images captured by a device made in our laboratory, which comprised images of 33 people and the total number of images was 3,300 (33 people × 10 classes (10 fingers per person) × 10 images (10 per finger)). The image resolution was 640 × 480 pixels [6, 17, 20] . Figure 17 shows the finger-vein image-capture device used to produce database I, which comprised six NIR illuminators at 850 nm and a webcam. The width, height, and depth of the device were 43 mm, 100 mm, and 42 mm, respectively. The NIR illuminators were positioned on opposite sides of the camera for the following reasons. If the NIR illuminators were positioned at the sides of the finger, the camera could capture the finger-vein image while the finger is illuminated from the side. In this case, however, the uniformity of illumination would be degraded throughout the entire finger area. Thus, the image quality would be worse than that obtained when positioning the NIR illuminators above the finger's dorsal side, which was the position used for our device (Figure 17) . Figure 17 . The image capture device made in the laboratory, which was used to obtain the finger-vein images in database I.
Database II comprised 3,816 finger-vein images (106 people × 6 classes (index, middle, and ring fingers of both hands) × 6 images (per finger)) and the image resolution was 320 × 240 pixels [21] . The equal error rate (EER) was measured to compare the accuracy of finger-vein recognition using the proposed quality enhancement method and a previous method. The EER is the error rate when the false acceptance rate (FAR) is most similar to the false rejection rate (FRR). The FAR indicates the error rate of non-enrolled people being incorrectly recognized as enrolled persons. The FRR denotes the error rate of enrolled people being rejected incorrectly as non-enrolled people [6, 17, 20] . For database I, the numbers of authentic and imposter matches were 14,850 ( 10 C 2 × 330) and 5,428,500 ( 3300 C 2 − 14,850), respectively. For database II, there were 9,540 ( 6 C 2 × 636) authentic matches and 7,269,480 ( 3816 C 2 − 9,540) imposter matches. In database I, the number of images in each class (finger) was 10. The number of images used for enrollment was changed in the 10 images, and therefore, the number of authentic matches with these 10 images was 10 C 2 . In addition, because the number of classes was 330 (33 people × 10 classes (10 fingers per person)), the total number of authentic comparisons was 14,850 ( 10 C 2 × 330). The imposter comparisons were performed using entire images, Sensors 2014, 14 3116 excluding the authentic comparisons, and therefore, the number of imposter comparisons was calculated as 5,428,500 ( 3300 C 2 − 14,850).
For database II, the number of image per class (finger) was 6. The number of images used for enrollment was changed in the six images, and therefore, the number of authentic matches with these six images was 6 C 2 . In addition, because the number of classes was 636 (106 people × 6 classes (index, middle, and ring fingers of both hands)), the total number of authentic comparisons was 9,540 ( 6 C 2 × 636). The imposter comparisons were performed using entire images, excluding the authentic comparisons, and therefore, the number of imposter comparisons was calculated as 7,269,480 ( 3816 C 2 -9,540). Figures 18 and 19 show the mean and STD values for vein lines and skin regions using the proposed method with images from database I and database II, respectively. The mean values of the vein line regions of the Gabor filtered images are lower than those in the original images, whereas the STD values of the vein line regions of the Gabor filtered images are higher than those in the original images. In addition, the mean and STD values for the skin regions of the Gabor filtered images are similar to those of the original images. This indicates that the vein lines in the Gabor filtered images are more distinct than those in the skin regions. For the Retinex filtered image, both the mean and STD values of the vein line regions are higher than those in the original image. This shows that the contrast between the vein lines and skin regions in the Retinex filtered images is much higher than that in the original images. However, the Retinex filtered image has a problem because the noise is increased in the skin region, which is confirmed by the increase in the STD for the skin area of the Retinex filtered image compared with the original image. Figures 18d and  19d show enhanced images obtained with the fuzzy-based fusion method using LOM and the Min rule. A comparison of the means and STDs of the vein and skin areas in these images confirms that the proposed method reduces the noise in the skin region and enhances the contrast between the vein line and skin region. Figure 20d , the noise was reduced more in the skin region compared with the other enhanced images because the LOM defuzzification method selects the last output weight value (among all output values), which is relatively close to 1. 
Experimental Results with
Therefore, the weight value of the Gabor filtered image is larger than that of the Retinex filtered image, as shown in Figure 11 , and the noise is reduced by Gabor filtering. However, the contrast of the vein line was increased more in the images shown in Figure 20c compared with the other enhanced images by FOM defuzzification because the FOM method selects the first output weight value (among all output values), which is relatively close to 0. Therefore, the weight value for a Retinex filtered image is larger than that of a Gabor filtered image, as shown in Figure 11 , and the contrast of the vein line is increased. The sigma value of Retinex filtering determines the size of the Gaussian filter. It was confirmed that the noise was reduced in a Retinex filtered image with a sigma value of 50 (Figure 20e ) compared with a sigma value of 20 (Figure 20b ). In addition, the image quality of the image produced was increased compared with the original and the Gabor and Retinex filtered images, as shown in Figure 20 . The lowest EER was obtained with Fuzzy LOM based on the Min rule and we illustrate this in Figure 20d . The highest recognition accuracy with database I was obtained using the LBP method and Retinex filtering with a sigma value of 20, as shown in the following tables and figures, and therefore, we illustrate the image produced by Retinex filtering with a sigma value of 20.
Comparison of the Accuracy of Finger-Vein Recognition Using the LBP Method
As shown in Table 4 , the recognition accuracy of the proposed method based on a four-directional Gabor filtered image and Retinex filtered image with sigma values of 10, 15, 20, 25, and 50 was compared using images from database I. The recognition accuracy is expressed in terms of EER based on an LBP operator. The recognition accuracy of Retinex filtered images with sigma values of 15-50 were enhanced by reducing the noise in the skin region compared with the Retinex filtered image with a sigma value of 10.
As shown in Table 4 ; the lowest EER (1.6561%) was obtained by combining Gabor and Retinex filtered images with a sigma value of 20 and using fuzzy-based fusion (Min + LOM method); which was lower than that for the original; Gabor; or Retinex filtered images. In addition; the recognition accuracy with the proposed method was increased with all sigma values for Retinex images compared with the original; Gabor; or Retinex filtered images; as shown in Table 4 . Figure 21 shows the receiver operational characteristic (ROC) curves for the proposed method using a Gabor filtered image and a Retinex filtered image with a sigma value of 20; which demonstrates that the proposed method outperformed other methods. The genuine acceptance rate (GAR) was calculated as 100 − FRR (%). Figure 21 . ROC curves obtained using the proposed method with Gabor filtering and Retinex filtering, with a sigma value of 20, and a LBP operator for images from database I.
Comparison of the Finger-vein Recognition Accuracy Using Daubechies Wavelet Method
To demonstrate that the proposed method can enhance the recognition accuracy regardless of the type of recognition algorithm used, additional experiments were conducted using finger-vein recognition based on a Daubechies wavelet. Table 5 shows the finger-vein recognition accuracy for an original image, Gabor filtering, Retinex filtering, and the proposed method based on images from database I. As shown in Table 5 , fuzzy-based fusion using the proposed method increased the recognition accuracy compared with the original image and both Gabor and Retinex filtering. In addition, the accuracy comparison shown in Table 5 indicates that the lowest EER obtained was 17.1340%, which was achieved by the proposed fuzzy-based fusion method with Gabor and Retinex filtering (sigma value of 10) using FOM and the Max rule, as shown in Table 5 and Figure 22 . To demonstrate that the proposed method can enhance the recognition accuracy regardless of the type of recognition algorithm used, additional experiments were conducted using finger-vein recognition based on a Haar wavelet. Table 6 shows the accuracy of finger-vein recognition for the original image, Gabor filtering, Retinex filtering, and the proposed method using images from database I. Table 6 confirms that fuzzy-based fusion using the proposed method increased the recognition accuracy compared with the original image and both Gabor and Retinex filtering. A comparison of the accuracies in Table 6 shows that the lowest EER was 17.2472%, which was achieved using the proposed fuzzy-based fusion of Gabor and Retinex filtering (sigma value of 10) based on MeOM and the Max rule, as shown in Table 6 and Figure 23 . To demonstrate the increased recognition accuracy with the proposed method regardless of the type of database used, additional experiments were conducted with images from database II. Figure 24 shows the images produced with the proposed method using Gabor filtered images and Retinex filtered images with sigma values of 15 for images from database II. 
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The images produced using the proposed method were enhanced compared with the original and the Gabor and Retinex filtered images, as shown in Figure 24 . The lowest EER was obtained with Fuzzy FOM based on the Max rule, as shown in Table 7 ; thus, we illustrate this case in Figure 24c . In addition, the highest recognition accuracy obtained by the LBP method was with Retinex filtering and a sigma value of 15 for images from database II, as shown in Table 7 and Figure 25 , and therefore, we only show an image produced by Retinex filtering with a sigma value of 15. Figure 25 . ROC curves obtained using the proposed method with Gabor filtering and Retinex filtering, with a sigma value of 15, and a LBP operator for images from database II.
Comparison of Finger-vein Recognition Accuracy Using the LBP Method
As shown in Table 7 , the recognition accuracy of the proposed method based on a four-directional Gabor filtered image and Retinex filtered images was compared with sigma values of 10, 15, 20, 25, and 50 using images from database II. Table 7 confirms that fuzzy-based fusion using the proposed method increased the recognition accuracy compared with the original image and both Gabor and Retinex filtering. In addition, the comparison of the accuracy shown in Table 7 demonstrates that the lowest EER was 3.0846%, which was achieved using the proposed fuzzy-based fusion of Gabor and Retinex filtering (sigma value of 15) based on FOM and the Max rule, as shown in Table 7 and Figure 25 . The EER was higher with database II than that with database I (Table 4 ) because the image resolution of database II (320 × 240 pixels) was lower than that of database I (640 × 480 pixels). In addition, the noise and blurring were higher in images from database II compared with those from database I, which reduced the distinctiveness of the vein line.
Two types of matching schemes are used in biometrics: identification and verification. In identification methods, one input data item is matched with multiple enrolled data without supplementary ID information such as usernames (1 to N matching). In verification methods, one input data item is matched with only one enrolled item, which is determined using additional ID information (1 to 1 matching). The recognition accuracy is usually measured in terms of rank during identification (rank 1, rank 10, etc.), whereas it is measured in terms of the EER and ROC curves during verification. Our study aimed to develop a finger-vein verification system, so the accuracy was measured in terms of the EER and ROC curves.
Processing Time of the Proposed Method
Finally, the processing time of the proposed method was measured on a desktop computer with an Intel Core i7 processor at 3.33 GHz and 4 GB of RAM, as shown in Table 8 . For database I, we used LOM and the Min rule because the accuracy of finger-vein recognition using LOM and the Min rule with the LBP method was higher than that with other methods, as shown in Table 4 . In addition, we used FOM and the Max rule for database II because the accuracy of finger-vein recognition using FOM and the Max rule with the LBP method was higher than that with other methods, as shown in Table 7 . As shown in Table 8 , the total processing times for each image from databases I and II were 523.733 ms and 209.233 ms, respectively, which shows that our method can be used as a real-time finger-vein recognition system. The processing time for each image from database II was less than that for images from database I because the image size used in database II (320 × 240) was smaller than that in database I (640 × 480).
In our method, image enhancement is achieved using a combination of both Gabor and Retinex filtering based on a fuzzy system. The fuzzy system can be designed heuristically without a training procedure (which is required for neural network systems) to obtain the optimal weights for the combination of Gabor filtering and Retinex filtering. Therefore, this fuzzy-based system has the advantage that it does not need to be redesigned for different types of finger-vein databases, whereas a neural network-based system must be trained to suit specific databases.
In this study, we demonstrated an image enhancement method for finger-vein recognition but our system does not have the function for template protection. However, a previous study [5] proposed a cancellable and non-invertible finger-vein recognition system based on bio-hashing, fuzzy commitment and fuzzy vault sketches, and a fusion method. Our finger-vein features based on Haar and Daubechies wavelets are real values, similar to those used by their method based on Gabor filter and linear discriminant analysis (LDA) [5] , thus our finger-vein features can be transformed into cancellable and non-invertible features using their method [5] . The finger-vein features used by the LBP operator are binary bits, but they can also be transformed into cancellable and non-invertible features using their method if the binary bit features are first represented as real values via additional processing by clustering, etc. [28] . In future research, we plan to implement this method for template protection [5] in our finger-vein recognition system, which will make the template of our system cancellable and more secure.
Conclusions
In this study, we developed a fuzzy-based image fusion algorithm for enhancing the quality of a finger-vein images, which can be degraded by various factors such as the light scattering from the skin and the finger thickness. Gabor filters in four directions and Retinex filtering were used to amplify the local and global features of the vein lines in the input image. The optimal weights for the fuzzy-based fusion method were determined using the mean and STD values in the local windows of the images produced by Gabor filtering and Retinex filtering, which were employed as the inputs for the fuzzy rule and fuzzy membership function. Based on the optimal weights obtained, finger-vein image enhancement was achieved by combining the Gabor and Retinex filtered images. The experimental results showed that the finger-vein recognition accuracy was enhanced using the proposed method compared with other methods based on images from two finger-vein databases. Further, this was confirmed using various finger-vein recognition algorithms such as LBP and DWT based on Daubechies and Haar wavelets. In future research, we plan to apply the proposed method to hand vein or palm vein images. In addition, we will test the possibility of applying our method to other biometric modalities such as face, iris, and fingerprint images.
