Abstract. We prove a stronger version of Jarden's Theorem on recurrence for product of recursive functions.
Generalised Binomial Coefficients
Let {x 0 , x 1 , x 2 , · · · } be a sequence defined by the following three term recurrence (x 0 = a, x 1 = b for some a, b, p, q ∈ C)
x r = px r−1 − qx r−2 .
(1.1)
In the case x 0 = 0 and x 1 = 1, we shall denote this sequence by {u r }. Equivalently, {u r } is given by u 0 = 0, u 1 = 1, u r = pu r−1 − qu r−2 .
(1.2)
Let σ and τ be roots of x 2 − px + q = 0 (known as the characteristic polynomial of (1.1)). It is well known that
where f r (x, y) is the polynomial x r−1−i y i = (x r − y r )/(x − y). Let G(z) be the following.
G(z) is known as the Gaussian binomial coefficient and is a polynomial in z (a more powerful result actually implies that (1.4) can be written as product of cyclotomic polynomials). One may apply this fact to show that that (
is a polynomial in x and y. Denoted by F (r, k, x, y) this polynomial. Define
In the case k = 0, we define (r|0) u = 1. Note that p and q are arbitrary. It is clear that if 6) where the right hand side of (1.6) is the generalised binomial coefficients of {u r }. Note that (r|k) u is well defined for any sequence {u r } but u r u r−1 · · · u r−k+1 /u k u k−1 · · · u 1 is well defined only if u k u k−1 · · · u 1 = 0. Hence, we may treat (r|k) u as a generalisation of the generalised binomial coefficients of {u r }. However, as identity (1.6) suggested, we propose to call the more general expression (r|k) u the generalised binomial coefficient as well. To ensure this is not just another generalisation of no significance, we will prove, in the following section, a stronger version of Jarden's Theorem [6] which plays a very important role in the study of recurrence relations. We shall also take this opportunity to report (in Appendix A) our generalisations as well as an alternative proof (which uses (r|k) u ) of a result by Bachmann [1] , Carmichael [3] , and Jarden and Motzkin (see [6] ). Application of Jarden's Theorem can be found in Section 3.
2.
Recurrence for product of recurrence functions Theorem 2.1. (Jarden) Let n ∈ N be fixed and let X(m) be a product of n functions, each of which satisfies (1.1). Suppose that u 1 u 2 · · · u n+1 = 0. Then X(m) satisfies the following recurrence.
The polynomial
Proof. See [4] , [6] .
With our generalisation (1.5), the assumption u 1 u 2 · · · u n+1 = 0 in Theorem 2.1 can be removed. As a consequence, we have the following stronger version of Jarden's Theorem. Note that Theorem 2.2 works for all sequences {u m } while Theorem 2.1 fails for sequence such as u n = pu n−1 − qu n−2 , where p 4 − 4p 2 q + 3q 2 = 0 (u 6 = 0).
To the best of our knowledge, the known proof of Theorem 2.1 in the literature requires the fact that u 1 u 2 · · · u n+1 = 0 Consequently, the proof of Theorem 2.1 (in the literature) cannot be used directly without adjustment to prove Theorem 2.2. Theorem 2.2. (Jarden) Let n ∈ N be fixed and let X(m) be a product of n functions, each of which satisfies (1.1). Then X(m) satisfies the following recurrence.
Proof. Similarly to (1.1), we define the sequence {v r } by v 0 = 0, v 1 = 1,
where z is a variable. One sees easily that v r is a polynomial in z for all r. We now define the following rational function (in z)
Let {s j } ⊂ I q be a sequence converges to q and let X j (m) be a product of n functions, each of which satisfies (2.3) (with z = s j ). Further, the initial conditions for these n functions (whose product is X j (m)) are the same as the initial conditions for those n functions (whose product is X(m)). Applying Theorem 2.1, the characteristic polynomial of X j (m) is given by
Let m be given. Since {s j } → q, one must have {C(s j , i)} → (n + 1|i) u (see (A2) of Appendix A) and {X j (w)} → X(w). Hence for every ǫ ∈ (0, 1/2), there exists some t such that if j ≥ t, then
for every i, where 1 ≤ i ≤ n+1 (note that n is fixed). It is clear that {X(m−i) : 1 ≤ i ≤ n+1} is bounded. By (1.5), (n + 1|i) i is a polynomial in σ and τ . Hence {(n + 1|i) u : 1 ≤ i ≤ n + 1} is bounded. Hence there exists M > 1 such that for all j ≥ t, 1 ≤ i ≤ n + 1,
Applying the three inequalities we have in (2.6), we may rewrite A in (2.8) into the following.
where 0 < |ǫ ki | < ǫ < 1. Since Φ ps j (x) is the characteristic polynomial of X j (m) (see (2.5)), one has
Multiply through the terms to the right of (2.9) (which gives all together eight terms) and applying (2.7), (2.9), (2.10) and the fact that 0 < |ǫ ki | < ǫ < 1, M > 1, we conclude that
Hence A = 0. This implies that X(m) admits a recurrence relation described by the polynomial
Let n ∈ N be fixed and let X(m) be a product of n functions, each of which satisfies (1.1). Suppose that u k = 0, for some k, where 1 ≤ k ≤ n + 1. Then X(m) satisfies the following recurrence.
Proof. Suppose that x m satisfies (1.1). One can show easily by mathematical induction that (Theorem 2.1 of [5] )
Since u k = 0, Identity (2.13) now becomes x k+r+1 = u k+1 x r+1 . Since X(m) is a product of n functions, each of which satisfies x k+r+1 = u k+1 x r+1 , one has X(k + r + 1) = u n k+1 X(r + 1). Since this holds for every r ∈ Z and k is fixed, one has just obtained a recurrence for X(m). Let u 0 = 0, u 1 = 1 and u n = u n−1 − u n−2 . Then (7|3) u = 2 and X(m) = u 6 m satisfies the relation
(2.15) Discussion 2.5. A setback for Theorem 2.2 is that (r|k) u is not easy to determine by its definition (1.5). We will show in Appendix A that this can be saved (see (A2)).
application
Jarden's Theorem makes the verification of many identities trivial. Take H-635 of [10] for instance, the readers are asked to prove the following identity.
The identity is proved by J. A. Sellers [10] . Alternatively, one may apply Jarden's Theorem and conclude that both the left and right hand side of (3.1) satisfy the same recurrence.
Denoted by A(n) and B(n) the left and right hand side of (3.1) respectively. Since A(n) and B(n) satisfy the same recurrence, one has A(n) = B(n) if and only if A(n) = B(n) for n = 1, 2, 3, 4 which makes the verification of (3. [7] , [8] ). Note that the following elementary facts is needed while various identities are verified.
(i) Let k, r ∈ Z be fixed. Then A(n) and kA(n + r) satisfy the same recurrence.
(ii) Suppose that A(n) and B(n) satisfy the same recurrence. Then A(n) ± B(n) satisfies the same recurrence. Let k ∈ N be fixed and let x n and u n be given as in (1.1) and (1.2). Applying (2.13), (i) and (ii) of the above and induction, one has (iii) x kn and x k n satisfy the same recurrence. In particular,
n satisfy the same recurrence.
Appendix A : Properties of (n|k) u
Recall that v r is defined by v 0 = 0, v 1 = 1 and v r = pv r−1 − zv r−2 . Let σ z and τ z be roots of x 2 − px + zx = 0. Applying (1.3), (2.3) and (2.4)
Lemma A1. C(z, i) ∈ C[z] is a polynomial in z.
Proof. Since C(z, i) = v n+1 v n · · · v n−i+2 /v i v i−1 · · · v k , C(z, i) is a rational function in z. By (A1), C(z, i) = F (n + 1, i, σ z , τ z ) is a polynomial in σ z , τ z . Hence C(z, i) must be a polynomial in z.
It is clear that if z → q, then σ z → σ and τ z → τ . Applying (1.5) and (A1) of the above, one has lim z→q C(z, i) = (n + 1|i) u .
Bachmann [1] , Carmichael [3] , and Jarden and Motzkin [6] have shown that the generalised binomial coefficient x n x n−1 · · · x n+1−k /x k x k−1 · · · x 1 is an integer, where x 0 = 0, x 1 = 1 and x m = ax m−1 + bx m−2 , gcd (a, b) = 1. Lemma A.1 can be viewed as an analogue of their result.
The following is a generalisation of their result.
