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Abstract
Duality plays an important role in population genetics. It can relate re-
sults from forwards-in-time models of allele frequency evolution with those
of backwards-in-time genealogical models; a well known example is the dual-
ity between the Wright-Fisher diffusion for genetic drift and its genealogical
counterpart, the coalescent. There have been a number of articles extending
this relationship to include other evolutionary processes such as mutation and
selection, but little has been explored for models also incorporating crossover
recombination. Here, we derive from first principles a new genealogical pro-
cess which is dual to a Wright-Fisher diffusion model of drift, mutation, and
recombination. The process is reminiscent of the ancestral recombination
graph, a widely-used multilocus genealogical model, but here ancestral lin-
eages are typed and transition rates are regarded as being conditioned on
an observed configuration at the leaves of the genealogy. Our approach is
based on expressing a putative duality relationship between two models via
their infinitesimal generators, and then seeking an appropriate test function
to ensure the validity of the duality equation. This approach is quite general,
and we use it to find dualities for several important variants, including both
a discrete L-locus model of a gene and a continuous model in which mu-
tation and recombination events are scattered along the gene according to
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continuous distributions. As an application of our results, we derive a series
expansion for the transition function of the diffusion. Finally, we study in
further detail the case in which mutation is absent. Then the dual process
describes the dispersal of ancestral genetic material across the ancestors of a
sample. The stationary distribution of this process is of particular interest;
we show how duality relates this distribution to haplotype fixation proba-
bilities. We develop an efficient method for computing such probabilities in
multilocus models.
Keywords: coalescent, Wright-Fisher diffusion, recombination, duality
1. Introduction
The concept of duality is a powerful technique for inferring the proper-
ties of one Markov process by looking at another related process, usually
(as in this paper) discovered by considering the dynamics of the former in
reverse time (see Jansen and Kurt, 2014, for recent review). The idea has
found many applications in population genetics, playing for example a cen-
tral role in the constructions of the ancestral selection graph (Krone and
Neuhauser, 1997; Neuhauser and Krone, 1997) and the ancestral influence
graph (Donnelly and Kurtz, 1999). One particularly well known duality is
between the Wright-Fisher diffusion describing pure genetic drift and King-
man’s coalescent (Kingman, 1982). To illustrate the idea, consider a single
neutral locus with two alleles. The Wright-Fisher diffusion (Xt)t≥0 is the
process on [0, 1] describing the evolution of the frequency of one allele, with
infinitesimal generator
L f(x) =
1
2
x(1− x)f ′′(x) (1)
and domain D(L ) = C2([0, 1]). The corresponding dual is the pure death
process (Lt)t≥0 on N = {0, 1, . . . } with infinitesimal generator
K f(n) =
(
n
2
)
[f(n− 1)− f(n)], (2)
which describes the dynamics of the ancestral, or block-counting, process of
Kingman’s coalescent.
The two processes are dual with respect to the function F : [0, 1]×N→ R
defined by F (x, n) = xn (i.e. moment duals): for each x ∈ [0, 1], n ∈ N and
2
t ≥ 0,
E[F (Xt, n) | X0 = x] = E[F (x, Lt) | L0 = n]. (3)
We note for later use that this implies
L F (·, n)(x) = K F (x, ·)(n), x ∈ [0, 1], n ∈ N, (4)
and for general L , K , and F , the converse is also true under certain con-
ditions on F (Jansen and Kurt, 2014). We also emphasise that, in this
example and all others encountered in this paper, this duality is obtained via
time-reversal, so that the time indices in the two processes run in different
directions. Were we to run the two processes on a joint probability space,
running Xt from time 0 to T would correspond to running Lt backwards from
time T to 0.
There have been numerous extensions to the models captured by (4). For
example, Ethier and Griffiths (1990a) describe a birth-death process which
is dual to a two-locus Wright-Fisher diffusion with recombination between
the two loci, and use it to prove an ergodic theorem for the diffusion. Mano
(2013) uses the same process to derive a method to compute the transient
moments of the diffusion. Generalising further, Ethier and Kurtz (1993)
describe a duality relationship between a Fleming-Viot process with very
general mutation, selection, and recombination operators and a function-
valued dual process analogous to the block-counting process of the coalescent.
Here, the function changes state as a jump process reminiscent of (2) due
to genetic drift, selection, and recombination, while mutation contributes a
deterministic component evolving the function continuously between jumps.
Dualities in which mutation is either deterministic or absent can be used
to compute some quantities of interest in the two models, but they are not
the most general available. In this paper our purpose is different: it is to
develop a coalescent dual for the Wright-Fisher diffusion in which mutation
contributes to the random evolution of the dual process. This type of duality
is important because the dual process describes the posterior genealogical
dynamics of a sample, conditional on the allelic configuration observed in
the present day. This is precisely the process of interest when one wishes
to perform statistical inference under a coalescent model given some sample
of genetic variation taken from a contemporary population (see Stephens,
2007, for an introduction). For example, a careful approximation of these
dynamics provides a suitable proposal process in an importance sampling
algorithm (examples for multilocus models include Griffiths and Marjoram,
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1996; Fearnhead and Donnelly, 2001; Larribe et al., 2002; Griffiths et al.,
2008; Larribe and Lessard, 2008; Jenkins and Griffiths, 2011; Kamm et al.,
2016). This duality is also important because it provides a way of obtaining
an expression for the transition function of the underlying diffusion (Griffiths,
1979; Donnelly and Tavare´, 1987; Ethier and Griffiths, 1993).
Dualities of this latter form have been developed for a number of models
extending (1) and (2). These include models of mutation (Griffiths, 1980;
Donnelly and Tavare´, 1987), natural selection (Barbour et al., 2000; Fearn-
head, 2002; Stephens and Donnelly, 2003; Etheridge and Griffiths, 2009), and
Λ-coalescent dynamics (Etheridge et al., 2010), as well as dualities for the
Moran model which is a prelimit of the corresponding diffusion (Etheridge
and Griffiths, 2009; Etheridge et al., 2010). Hitherto, there has not been
described a corresponding dual process for models incorporating both muta-
tion and recombination (by which we mean homologous, meiotic, crossover).
[The existence of one such process is implicit in Fearnhead and Donnelly
(2001) and Griffiths et al. (2008), but there the focus was on inference rather
than any description of the process.] The goal of this paper is to derive such
a duality relationship from first principles: in particular, we identify a ge-
nealogical dual for the Wright-Fisher diffusion with recombination which is
similar to the ancestral recombination graph (arg) of Griffiths and Marjo-
ram (1997); the key differences being that here the lineages are typed, and
jumps in the genealogical process are to be understood in an a posteriori
sense. We obtain results both for a finite-locus model with general muta-
tion structure and for its limit with continuous breakpoint distribution and
infinitely-many-sites mutation. Our key object of study is a generalisation
of the generator L defined in (1) and the duality identity (4). As appli-
cations of our approach we recover systems of recursive equations for the
sampling distribution of the models (usually obtained more toilsomely by
direct coalescent arguments), and we also obtain the first transition func-
tion expansion for a diffusion model incorporating recombination. Finally,
we study the case of no mutation in further detail and develop an efficient
method for computing the distribution of how ancestral genetic material is
dispersed across the ancestors of a contemporary population (the so-called
partitioning process). Using duality, these distributions also yield fixation
probabilities for haplotypes in multilocus models.
The paper is structured as follows. In Section 2 we illustrate our approach
with a known example of a K-allele system at a single locus. We then extend
this in Section 3 to an L-locus model. In Section 4 we apply these results
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to develop a series expansion for the transition function of the diffusion. In
Section 5 we generalise the model further, to a continuous model of a gene
in which mutation and recombination rates are modelled by a probability
density function. In Section 6 we return to the L-locus model and study in
further detail the dual process of a Wright-Fisher diffusion without mutation,
and Section 7 concludes with a brief discussion.
2. Warm up: K-alleles at one locus
To illustrate the main idea and to clarify some notation, we first consider
an extension of (4) to incorporate K-alleles with parent-independent muta-
tion (pim) at one locus. The key step is to make a judicious choice of duality
function F so that, when we apply to it the infinitesimal generator of the
underlying diffusion as an operator on the first variable of F , we recognise
the resulting expression as the action of another generator acting on the sec-
ond variable. Further applications of this idea can be found in Ethier and
Griffiths (1993), Barbour et al. (2000), and Etheridge and Griffiths (2009).
Denote the finite type space of the locus by E = {1, . . . , K} =: [K]. The
mutation model is specified by a rate parameter θ > 0 and a distribution
(Pi)i∈E over the type of a mutant offspring (independent of the parental
allele). Within this framework, the Wright-Fisher diffusion X = (X t)t≥0 has
state space
∆E =
{
x = (xi)i∈E ∈ [0, 1]E :
∑
i∈E
xi = 1
}
(5)
and generator
L f(x) =
1
2
∑
i∈E
∑
j∈E
xi(δij − xj) ∂
2
∂xi∂xj
f(x) +
θ
2
∑
i∈E
(Pi − xi) ∂
∂xi
f(x), (6)
where δij denotes the Kronecker delta, and D(L ) = C2(∆E). Motivated by
the choice of F (x, n) we encountered above, let us evaluate L F (x,n) for
F : ∆E × N|E| → R defined by
F (x,n) =
1
m(n)
∏
i∈E
xnii , (7)
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for somem : N|E| → R yet to be determined (here, n = (n1, n2, . . . , nK) ∈ NK
and |Z| denotes the cardinality of a set Z). We find
L F (·,n)(x) =∑
i∈E
ni(ni + θPi − 1)
2
m(n− ei)
m(n)
F (x,n− ei)− n(n+ θ − 1)
2
F (x,n), (8)
where ei = (δij)j=1,...,K . This can be interpreted as the generator of a pure
jump process evolving n on NK if we can choose m(n) so that (8) is in the
form
L F (·,n)(x) =
∑
n̂
q(n, n̂)[F (x, n̂)− F (x,n)], (9)
whereQ = (q(·, ·)) is a rate matrix; that is, it has negative diagonal elements,
nonnegative off-diagonal elements, and rows summing to 0. Now, take ex-
pectations in (9) with respect to the stationary distribution of X and use
the identity
E[L F (X∞,n)] = 0 (10)
to obtain
0 = Qv, (11)
where v = (E[F (X∞, ·)]) is a column vector. Here we generically use X∞
to denote the process at stationarity. Equation (11) can be ensured if v
has identical entries. In other words, we should choose m(n) in (7) so that
E[F (X∞,n)] is a constant (and without loss of generality, 1). Using that
X∞ ∼ Dirichlet(θP1, θP2, . . . , θPK) (Wright, 1949), we find by taking expec-
tation in (7) that we require
m(n) = E
[∏
i∈E
(X∞)
ni
i
]
=
∏
i∈E(θPi)ni
(θ)n
, (12)
where, for φ ∈ R≥0, (φ)n := φ(φ+1) . . . (φ+n−1) denotes the nth ascending
factorial of φ (and (φ)0 := 1). Then (8) becomes
L F (·,n)(x) =
∑
i∈E
ni(n+ θ − 1)
2
F (x,n− ei)− n(n+ θ − 1)
2
F (x,n),
which is of the required form. (Perhaps surprisingly, this result suggests that
the generator of the dual process does not depend on the Pi. However, the
Pi do appear in the function F , which is not just an arbitrary function.)
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In summary, the diffusion with generator (6) is dual to a pure death
process on NK with transition rate matrix
q(n, n̂) =
n+ θ − 1
2
×
{
ni if n̂ = n− ei,
−n, if n̂ = n, (13)
and the duality function is
F (x,n) =
(θ)n∏
i∈E(θPi)ni
∏
i∈E
xnii . (14)
From (13), an interpretation of the dual process is as follows: at rate n(n+
θ− 1)/2, choose a gene to coalesce or mutate. At the chosen event, the gene
involved is of type i with probability ni/n. It is well known that, under a pim
model, the posterior probability that any particular lineage was involved in
the most recent event is independent of its type. At either type of event, the
lineage involved is lost, which is reminiscent of coalescent simulation under
the prior : (only) under a pim model, lineages undergoing mutation can be
killed, so a simulated coalescent history becomes a random forest with each
tree describing the genealogy of the sampled descendants of a single mutant.
Inspection of (14) might lead one to suspect that the duality between the
two processes is really about equivalence of sampling distributions. Let us
unpick this further by plugging (14) into the duality equation (3) and compar-
ing the two sides. We contend that we have obtained two ways of addressing
the following: What is the ratio of (i) the probability that a random sample
of size n results in an ordered allelic configuration which, when unordered,
yields the vector n, given that the population allele frequencies a time t ago
were x; and (ii) the same probability without this extra information about
the population? Using (12), the left of (3) is
E[F (X t,n) |X0 = x] =
E
[∏
i∈E(X t)
ni
i |X0 = x
]
E
[∏
i∈E(X∞)
ni
i
] . (15)
If our random sample is interpreted as an independent and identically dis-
tributed (iid) set of n draws with replacement at time t from an infinite
population evolving as a Wright-Fisher diffusion, then the quantity (15) is
our claimed ratio of probabilities. Next, to interpret the right of (3), we must
be able to assign a prior on L0. The appropriate choice is of course the sam-
pling distribution of the coalescent, which can be shown under a pim model
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to be given by m(n) in (12) (this is possible solely by coalescent arguments,
without having to invoke the diffusion). Now, the right of (3) is
E[F (x,Lt) | L0 = n] = E
[∏
i∈E x
(Lt)i
i
m(Lt)
∣∣∣∣∣L0 = n
]
.
The quantity inside the expectation is a ratio of: the probability of obtaining
an ordered random sample with configuration Lt from a population in state
x to the same probability under the coalescent prior. Two applications of
Bayes’ theorem then gives
E
[∏
i∈E x
(Lt)i
i
m(Lt)
∣∣∣∣∣L0 = n
]
= E
[
P(X0 ∈ dx | Lt)
P(X0 ∈ dx)
∣∣∣∣∣L0 = n
]
=
P(X0 ∈ dx | L0 = n)
P(X0 ∈ dx) =
P(L0 = n |X0 = x)
P(L0 = n)
, (16)
which is again the claimed ratio (recalling that time 0 is different for L and
X). The right of (3) is therefore a ratio of coalescent sampling probabilities.
The numerator is the probability for a random sample with configuration n
given that the lineages ancestral to this sample a time t ago were typed by
iid sampling from a population in state x, while the denominator is the same
probability without this additional information. Under this interpretation,
the duality function (14) is also a ratio of sampling distributions, now without
any offset of time:
F (x,n) =
P(L0 = n |X t = x)
P(L0 = n)
.
3. An L-locus model
In this section we extend the above ideas to a multilocus model in which
recombination can occur between each locus. We allow for more general
mutation models than in Section 2, though for convenience we continue to
assume that the type space at each locus is finite. We first introduce some
notation. Suppose a haplotype is determined by the alleles at each of L loci.
The set of possible alleles at locus l is denoted El, so that the set of all possible
haplotypes is E =×Ll=1 El. The frequency of haplotype i = (i1, . . . , iL) ∈ E
will be denoted by xi. The mutation parameter at locus l is θl and mutation
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occurs at that locus according to a transition matrix P (l) = (P
(l)
ij )i,j∈El ; in
other words, when a mutation occurs to a haplotype with allele i at locus l, its
offspring has allele j at that locus with probability P
(l)
ij . We will denote the
resulting haplotype by i−l,j := (i1, . . . , il−1, j, il+1, . . . , iL). Mutation occurs
independently at each locus, so we may define mutation parameters across
all loci as:
θ =
L∑
l=1
θl, P =
L∑
l=1
θl
θ
I |E1|⊗· · ·⊗I |El−1|⊗P (l)⊗I |El+1|⊗· · ·⊗I |EL|, (17)
where ⊗ denotes outer product, Id is the d × d identity matrix, and P (l)
appears in the lth term in the product. Notice that if mutation is parent-
independent at each locus (so P
(l)
ij = P
(l)
j for each l ∈ [L], i, j ∈ El), then
the allele frequencies at each locus, (X
{l}
il
)il∈El with X
{l}
il
=
∑
j∈E: jl=il Xj ,
evolve marginally according to the one-locus model of Section 2. For each
l = 1, . . . , L − 1, the rate of recombination between locus l and l + 1 is
parametrised by ρl, and we let ρ =
∑L−1
l=1 ρl.
For a nonempty subset A ⊆ [L], denote the projection of E onto the
co-ordinates in A by EA, i.e. EA =×l∈AEl. Denote the marginal frequency
of the alleles i ∈ EA by
xAi =
∑
j∈E: j|A=i
xj .
Sometimes we will also write xAi for i ∈ EB and B ⊃ A, by which it is implied
that we mean
xAi|A =
∑
j∈E: j|A=i|A
xj . (18)
Finally, for A ⊆ [L] we also define the sets
A≤l = A ∩ {1, . . . , l}, A>l = A ∩ {l + 1, . . . , L}.
With this new definition for E, the multilocus Wright-Fisher diffusion process
with recombination has state space ∆E as in (5). Its generator is given by
L =
1
2
∑
i∈E
[∑
j∈E
xi(δij − xj) ∂
∂xj
+
L∑
l=1
θl
[∑
j∈El
P
(l)
jil
xi−l,j − xi
]
+
L−1∑
l=1
ρl(x
[L]≤l
i x
[L]>l
i − xi)
]
∂
∂xi
(19)
and D(L ) = C2(∆E).
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3.1. An ‘unreduced’ dual
To obtain the dual process of (19), we follow the strategy outlined in
Section 2. First consider the test function corresponding to the unordered
sampling distribution of n:
S(x,n) =
(
n
n
)∏
i∈E
xnii , (20)
where
(
n
n
)
= n!/
∏
i∈E ni! is the multinomial coefficient. We know from
Section 2 that, as a function of x, our duality function will be proportional
to S(x,n). In fact, rather than consider S(x,n) directly, we can work with
the probability generating function (pgf)
Gn(s;x) =
∑
n∈∇E,n
[∏
i∈E
snii
]
S(x,n) =
[∑
i∈E
sixi
]n
, (21)
where s = (si)i∈E and
∇E,n =
{
n = (ni)i∈E ∈ N|E| :
∑
i∈E
ni = n
}
,
and then recover S(x,n) from this later. (Here and throughout, define
S(x,n) = 0 if x 6∈ ∆E or n 6∈ ∇E,n for any n.) For other examples of
the use of generating functions in the context of population genetics mod-
els with recombination, see Griffiths (1981), Ethier and Griffiths (1990b),
Griffiths (1991), and Lohse et al. (2011, 2016).
A simple calculation yields
LGn(s;x) =
∑
i∈E
[(
n
2
)
s2ixiGn−2(s;x) +
L∑
l=1
θln
2
∑
j∈El
siP
(l)
jil
xi−l,jGn−1(s;x)
+
L−1∑
l=1
ρln
2
six
[L]≤l
i x
[L]>l
i Gn−1(s;x)
]
− n(n− 1 + θ + ρ)
2
Gn(s;x). (22)
The remainder of the strategy would be (i) to extract the an equation for
L S(x,n) from (22), (ii) rearrange this equation into the required dual form,
and (iii) read off a rate matrix for the dual process. However, we can see from
10
(20)–(22) that no distinction has been made between loci that are ancestral
and those that are non-ancestral with respect to an ‘initial’ (present-day)
sample. Consequently, the dual process would track both types of loci. This
is the posterior analogue of the arg of Griffiths and Marjoram (1997), in
which the total number of lineages can grow unboundedly backwards in time.
It would be preferable to construct an analogue of the ‘reduced’ version of
the arg in which only lineages ancestral to the initial sample are traced
back in time (see, e.g. Hudson, 1983; Golding, 1984; Ethier and Griffiths,
1990b; Griffiths, 1991; Griffiths et al., 2008). We therefore move straight
to the following subsection in which we construct a correspondingly reduced
version of the dual process.
3.2. A ‘reduced’ dual
The state space for our reduced dual process will be
ΞE,n =
n = (nAi )∅6=A⊆[L],i∈EA : nAi ∈ N, ∑∅6=A⊆[L]
∑
i∈EA
nAi = n
 .
The set A records those loci at which the haplotype i ∈ EA is ancestral to an
initial (present-day) sample, and the alleles at only those loci are recorded.
The notation nAi is then the number of times the haplotype i is observed, and
we will also let nA =
∑
i∈EA n
A
i . By analogy with the previous subsection,
we define the test function
S˜(x,n) =
(
n
n
) ∏
∅6=A⊆[L]
∏
i∈EA
(xAi )
nAi . (23)
for x ∈ ∆E, n ∈ ∪∞n=1ΞE,n (and S˜(x,n) = 0 otherwise); and the generating
function
G˜n(t;x) =
∑
n∈ΞE,n
∏
∅6=A⊆[L]
∏
i∈EA
(tAi )
nAi S˜(x,n)
=
 ∑
∅6=A⊆[L]
∑
i∈EA
tAi x
A
i
n =
∑
j∈E
 ∑
∅6=A⊆[L]
tAj|A
xj
n , (24)
with dummy variables t = (tAi )∅6=A⊆[L],i∈EA , where the last equality follows
from (18) and reordering the summations.
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Now our use of generating functions pays off. Comparing the right-hand
expression in (24) with (21) shows that to evaluate L G˜n(t;x) we simply
need to apply the mapping
si 7→
∑
∅6=A⊆[L]
tAi|A
in (22). After some rearrangement we obtain
L G˜n(t;x) =
∑
∅6=A⊆[L]
(n
2
) ∑
∅6=B⊆[L]
∑
i∈EA∪B
tAi t
B
i x
A∪B
i G˜n−2(t;x)
+
∑
i∈EA
∑
l∈A
θl
2
tAi
∑
j∈El
P
(l)
jil
xAi−l,jG˜n−1(t;x)
+
∑
i∈EA
maxA−1∑
l=minA
ρln
2
tAi x
A≤l
i x
A>l
i G˜n−1(t;x)
]
−
n(n− 1 + θ)2 +
L−1∑
l=1
ρl
2
∑
A⊆[L]:
A≤l 6=∅6=A>l
nA
 G˜n(t;x). (25)
Now we can continue the strategy outlined in the previous subsection. Noting
that
L G˜n(t;x) =
∑
n∈ΞE,n
∏
∅6=A⊆[L]
∏
i∈EA
(tAi )
nAi L S˜(x,n),
we can compare coefficients of
∏
∅6=A⊆[L]
∏
i∈EA(t
A
i )
nAi in (25) to obtain
L S˜(x,n) =
∑
∅6=A⊆[L]
(n
2
) ∑
∅6=B⊆[L]
∑
i∈EA∪B
xA∪Bi S˜(x,n− eAi − eBi )
+
∑
i∈EA
∑
l∈A
θl
2
∑
j∈El
P
(l)
jil
xAi−l,j S˜(x,n− eAi )
+
∑
i∈EA
maxA−1∑
l=minA
ρln
2
x
A≤l
i x
A>l
i S˜(x,n− eAi )
]
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−n(n− 1 + θ)2 +
L−1∑
l=1
ρl
2
∑
A⊆[L]:
A≤l 6=∅6=A>l
nA
 S˜(x,n). (26)
To manipulate this into dual form, we further rearrange the right-hand side
in order to remove the explicit instances of x outside of S(x, ·). Using (A.1)–
(A.3) of Appendix A together with (26), we obtain
L S˜(x,n) =
1
2
∑
∅6=A⊆[L]
 ∑
∅6=B⊆[L]
∑
i∈EA∪B
n(nA∪Bi + 1− δA,A∪B − δB,A∪B)
×S˜(x,n− eAi − eBi + eA∪Bi )
+
∑
i∈EA
∑
l∈A
θl
∑
j∈El
P
(l)
jil
(nAi−l,j + 1− δilj)S˜(x,n− eAi + eAi−l,j)
+
∑
i∈EA
maxA−1∑
l=minA
ρl
(n
A≤l
i + 1)(n
A>l
i + 1)
n+ 1
S˜(x,n− eAi + eA≤li + eA>li )
]
−
n(n+ θ − 1)2 +
L−1∑
l=1
ρl
2
∑
A⊆[L]:
A≤l 6=∅6=A>l
nA
 S˜(x,n). (27)
If we divide (27) by E[S˜(X∞,n)] then, after a little rearrangement, we have
succeeded in writing L F (x,n) in the form of (9) for the duality function
F˜ (x,n) =
S˜(x,n)
E[S˜(X∞,n)]
, (28)
from which we can read off the rate matrix for the dual process on ∪∞n=1ΞE,n.
We have therefore shown the following.
Theorem 1. Let
m˜(n) = E
 ∏
∅6=A⊆[L]
∏
i∈EA
(XAi )
nAi
 (29)
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(for n ∈ ∪∞n=1ΞE,n and 0 otherwise), where expectation is taken with re-
spect to the stationary distribution of X. The Wright-Fisher diffusion X =
(X t)t≥0 on ∆E with generator (19) is dual to a pure jump process L˜ = (L˜t)t≥0
on ∪∞n=1ΞE,n with transitions given by the following description.
Coalescence. For each nonempty A,B ⊆ [L] and each i ∈ EA∪B, the
process jumps to n− eAi − eBi + eA∪Bi at rate
1
2
m˜(n− eAi − eBi + eA∪Bi )
m˜(n)
nAi (n
B
i − δAB).
Mutation. For each nonempty A ⊆ [L], l ∈ A, i ∈ EA, and j ∈ El, the
process jumps to n− eAi + eAi−l,j at rate
1
2
m˜(n− eAi + eAi−l,j)
m˜(n)
nAi θlP
(l)
jil
.
Recombination. For each nonempty A ⊆ [L], i ∈ EA, and l = minA, . . . ,
maxA− 1, the process jumps to n− eAi + eA≤li + eA>li at rate
1
2
m˜(n− eAi + eA≤li + eA>li )
m˜(n)
nAi ρl.
The duality function relating the two processes is F˜ (x,n), given by (28) and
(23).
Remark 1. It is straightforward, though notationally cumbersome, to con-
struct Q from the description given in Theorem 1. A given transition rate
q(n, n̂) is obtained by summing over the rates in Theorem 1 that correspond
to a particular destination state n̂.
Corollary 1. The transient sampling distributions of X and L˜ are related
by
E[S˜(X t,n) |X0 = x] = E
[
E[S˜(X∞,n)]
E[S˜(X∞, L˜t) | L˜t]
S˜(x, L˜t) | L˜0 = n
]
.
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Proof. This follows immediately from the duality equation
E
[
F˜ (X t,n) |X0 = x
]
= E
[
F˜ (x, L˜t) | L˜0 = n
]
and (28).
It is possible to provide a genealogical interpretation of Theorem 1 in
a spirit similar to that given in Section 2, the main differences being that
here we account for recombination between multiple loci and construct the
dual process so that it tracks only lineages ancestral to the initial sample. In
summary, the duality function (28) is proportional to the ordered sampling
distribution
∏
∅6=A⊆[L]
∏
i∈EA(X
A
i )
nAi of a haplotype configuration n, when
sampling is performed iid from a population with haplotype frequencies x. In
this interpretation, the set of loci A at which a sampled haplotype is actually
observed is nonrandom. The normalisation constant of (28) is then m˜(n), the
sampling distribution for n when the population haplotype frequencies are
at stationarity; this ensures both that equation (27) can easily be identified
as the generator of a process acting on n, and that the duality equation (3)
has a straightforward interpretation as two ways of looking at (a ratio of)
sampling probabilities. In this duality equation it is necessary to consider
the genealogy of the present-day configuration n conditioned on the past
state of the population, which gives rise to the posterior coalescent dynamics
captured by the process L˜ described in Theorem 1. The ratios of terms in
m˜(·) in the transition rates of L˜ appear naturally as a time-reversal of the
coalescent process.
Of course, a major complication of the dual process here compared to
that of Section 2 is that there is no closed-form expression for the stationary
moments m˜(n) of X [eq. (29)]. However, we can show that they satisfy a
simple linear system.
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Proposition 1. For n ∈ ΞE,n, the stationary moments m˜(n) of (29) satisfyn(n− 1) + L∑
l=1
θl
∑
A⊆[L]:
l∈A
nA +
L−1∑
l=1
ρl
∑
A⊆[L]:
A≤l 6=∅6=A>l
nA
 m˜(n) =
∑
∅6=A⊆[L]
 ∑
∅6=B⊆[L]
∑
i∈EA∪B
nAi (n
B
i − δAB)m˜(n− eAi − eBi + eA∪Bi )
+
∑
i∈EA
∑
l∈A
θl
∑
j∈EA
P
(l)
jil
nAi m˜(n− eAi + eAi−l,j)
+
∑
i∈EA
maxA−1∑
l=minA
ρln
A
i m˜(n− eAi + eA≤li + eA>li )
]
. (30)
A boundary condition is
m˜(e
[1]
i1
+ e
[2]
i2
+ · · ·+ e[L]iL ) =
L∏
l=1
µ
(l)
il
, il ∈ El,
where µ(l) = (µ
(l)
1 , µ
(l)
2 , . . . , µ
(l)
|El|) is the stationary distribution of P
(l).
Proof. Take expectation with respect to the stationary distribution of X in
(27) and apply the identity E[L S˜(X∞,n)] = 0 to get (30). The boundary
condition follows by the argument of Fearnhead (2003, Theorem 1).
The advantage of a reduced dual is now apparent. If we define the degree
of n by
degree(n) =
∑
∅6=A⊆[L]
|A|nA,
the total length of all ancestral material in the sample, then the system (30)
is closed in the sense that terms on the right of (30) have degree less than
or equal to that of n, and so it can in principle be solved (e.g. by matrix
inversion). The process L˜ evolves on a finite state space. This is not true of
the unreduced dual.
Recursive systems similar to (30) have been studied by Griffiths (1981),
Golding (1984), Ethier and Griffiths (1990b), Larribe et al. (2002), Fearn-
head (2003), Griffiths et al. (2008), Jenkins and Song (2009), Larribe and
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Lessard (2008), and Jenkins and Griffiths (2011), among others. With the
exception of Larribe and Lessard (2008), whose eq. (1) is equal to (30) up to
a combinatorial factor, typically these studies focus on special cases such as
two loci or parameters uniform across loci. It is common in studying systems
of this form to derive them by a probabilistic argument; in particular, by
describing the associated coalescent process and partitioning on each of the
most recent possible events going back in time. This approach can be combi-
natorially involving, and we emphasise the cleanliness of the method taken in
this paper: once we have the generator (19), the rest follows mechanistically.
3.3. A closed-form solution
One special case of the above model permits a closed-form solution: mu-
tation within each locus is parent-independent (P
(l)
ij = P
(l)
j for each l ∈ [L],
i, j ∈ El), and ρl = ∞ for each l ∈ [L]. Then each locus evolves indepen-
dently, and the dual process is projected onto the subspace Ξ∞E,n ⊆ ΞE,n given
by
Ξ∞E,n =
{
n ∈ ΞE,n : nA = 0 ∀A /∈ {{1}, {2}, . . . , {L}}
}
;
that is, one in which any haplotype is ancestral at precisely one locus. The
projection is achieved by mapping a haplotype i ∈ EA with A = {a1, . . . , a|A|}
to |A| different haplotypes of type i1 ∈ Ea1 , i2 ∈ Ea2 , . . . , i|A| ∈ Ea|A| ; re-
combination instantaneously breaks apart each locus. The generator for this
model is a sum of L generators acting independently on each locus (see Ethier
and Griffiths, 1990a, for further details), from which we can write down the
transition rates of the dual process on ∪Lnm=1Ξ∞E,n:
q˜(n, n̂) =
1
2
×

n
{l}
i (n
{l} + θl − 1) if n̂ = n− e{l}i
where l ∈ [L], i ∈ El,
−
L∑
l=1
n{l}(n{l} + θl − 1) if n̂ = n.
The duality function in this case is
F˜ (x,n) =
L∏
l=1
 (θl)n{l}∏
i∈El(θlP
(l)
i )n{l}i
∏
i∈El
(x
{l}
i )
n
{l}
i
 ,
which is simply the product of L copies of the one-locus duality function
encountered in Section 2, as it must be under free recombination.
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4. A transition function expansion
Duality can be used to obtain an expression for the transition function
of the Wright-Fisher diffusion. Here we tackle the diffusion with genera-
tor (19), whose transition density with respect to Lebesgue measure, after
evolving from x for a time t, we denote by f(x, ·; t), and whose stationary
distribution we denote by pi(·). To our knowledge this is the first time an
expression for the transition function of a Wright-Fisher diffusion has incor-
porated recombination.
For simplicity we restrict our attention to ‘completely specified’ samples:
those for which nAi = 0 if A 6= [L], and we write ni for n[L]i , and so on. Then
the sampling distribution of n can be written in the simpler form of (20).
Our result will be expressed in terms of the transitions of the dual process,
which we denote pnl(t) := P(L˜t = l | L˜0 = n). In particular, we let n→∞
in such a way that n/n→ y ∈ ∆E (this idea is formalised by Barbour et al.,
2000, p125) and write
pyl(t) := lim
n→∞:n
n
→y
pnl(t). (31)
The existence of this limit ensures that our typed, reduced, coalescent process
L˜ can be initiated from infinitely many lineages.
Theorem 2. Suppose that (31) defines a probability distribution on
⋃∞
n=1 ΞE,n
for each t > 0, y ∈ ∆E. Then the transition density function of the Wright-
Fisher diffusion with generator (19) is given by
f(x,y; t) = pi(y)
∑
l∈⋃l∈N ΞE,l
pyl(t)
m˜(l)
∏
∅6=A⊆[L]
∏
i∈EA
(xAi )
lAi , (32)
with m˜(·) as in (29).
Proof. The proof is similar to the rigorous treatment given in Barbour et al.
(2000) and so we give only a summary. Corollary 1 easily leads to
E [S(X t,n)|X0 = x] =
(
n
n
)
m(n)E

∏
∅6=A⊆[L]
∏
i∈EA
(xAi )
L˜Ai (t)
m˜(L˜t)
∣∣∣∣∣ L˜0 = n

=
(
n
n
)
m(n)
∑
l∈⋃l≤Ln ΞE,l
pnl(t)
m˜(l)
∏
∅6=A⊆[L]
∏
i∈EA
(xAi )
lAi . (33)
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Our aim is to let n → ∞ and n/n → y in (33). Letting n → ∞ on the
left-hand side is tantamount to identifying a distribution from its moments.
Etheridge and Griffiths (2009) note that this is an application of ‘sample
inversion’: for a continuous function u : ∆E → R and a random sample
N ∼ Multinomial(n, z),
E
[
u
(
N
n
)]
=
∑
k∈∇E,n
u
(
k
n
)
S(z,k)→ u(z), n→∞,
uniformly in z ∈ ∆E. To use this result we multiply both sides of (33) by
u(n/n). If u is a function such that u(k/n) = 0 if k 6= n then the left-hand
side of the resulting equation is
E [u(n/n)S(X t,n)|X0 = x] = E [E[u(N/n)|X t]|X0 = x]
→ E[u(X t)|X0 = x]
as n→∞, where N ∼ Multinomial(n,X t) and the interchange of limit and
integral is justified by Barbour et al. (2000). Similarly,∑
k∈∇E,n
(
n
n
)
m(n)u
(
k
n
)
→ E[u(X∞)], n→∞.
These arguments can be shown still to hold if u is replaced by a delta function
at y (Barbour et al., 2000), and then E[u(X t)|X0 = x] = f(x,y; t) and
E[u(X∞)] = pi(y). Put all this together and let n→∞ to yield (32).
Equation (32) has an intuitive interpretation via Bayes’ theorem (Fig-
ure 1), similar to the one given in Section 2. The conditional density of
y|x is proportional to its prior density pi(y) times the conditional density of
x|y. The information that y transfers to the conditional density of x flows
through the dual process L˜, which evolves back from an initial state y to a
state l a time t ago (with probability pyl(t)). Given L˜t = l, the density of x
is proportional to the likelihood of the type configuration associated with l
given x (contributing the multinomial term). The normalisation of this con-
ditional likelihood is the marginal likelihood m˜(l) of l when x is integrated
over its (prior) stationary distribution.
Remark 2. For reversible diffusions one can obtain a version of the tran-
sition density more flexible than (32), expressed in terms of pxl(t) rather
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Figure 1: Illustration of the transition density in an L = 3 locus model, with two alleles
at each locus (shown in dark and light grey). The diffusion X evolves from X0 = x
to Xt = y (only the first co-ordinate is plotted). The dual jump process, L˜, shown
here as a typed arg, evolves back in time from infinitely many lineages at time t with
configuration L˜0 = y to a configuration L˜t of size 4 at time 0 (note the time index now
runs backwards). The haplotype associated with each lineage is shown as three shaded
segments, and non-ancestral loci are shown with a dotted outline. Mutations in the graph
are shown as circles and are labelled by the locus they affect. Denoting the dark and
light alleles by 0 and 1 respectively, the four types (i, A) of L˜t are, from top to bottom,
((1, 0, 1), {1, 2, 3}), ((1), {1}), ((0), {2}), ((1), {3}).
than pyl(t). Despite the interchange of x and y, it is still possible to inter-
pret the alternative form for the transition density in terms of a dual process
running backwards in time (Donnelly and Tavare´, 1987; Etheridge and Grif-
fiths, 2009). However, the Wright-Fisher diffusion with recombination is not
reversible (Handa, 2002).
Remark 3. The existence of pyl(t) in a model incorporating selection rather
than recombination is proven rigorously by Barbour et al. (2000). It may be
possible to adapt their approach here; we leave this for future work.
5. A continuous model
Before studying the L-locus model further, we illustrate how the above
strategy can also be applied to a continuous model of recombination. For
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this to make sense the mutation model should also be continuous, and an
appropriate choice is the infinitely-many-sites model. One way to achieve
the appropriate duality result is first to write down the relevant diffusion
model and then to pursue the strategy above, for example by recasting it
as a Fleming-Viot measure-valued diffusion along the lines of Ethier and
Griffiths (1987). Here we take a more direct approach by taking the formal
limit in the L-locus model as L → ∞. To take this limit painlessly we will
reformulate our L-locus model somewhat.
First consider a representation for the continuous limit. Here a chro-
mosome is idealised as the interval [0, 1], and the model is specified by two
probability measures on [0, 1], which we assume to admit densities η and
ν with respect to Lebesgue measure, respectively modelling the distribu-
tion of mutation and recombination events along a chromosome. (The usual
infinitely-many-sites model of mutation is recovered by letting η(x) ≡ 1. This
is also a typical choice for ν.) A haplotype in this model can be specified by
a set ξ ⊆ [0, 1] of positions at which it differs from some reference haplotype.
If the reference haplotype is chosen to be that of the grand most recent com-
mon ancestor of a sample of n haplotypes, then |ξ| is finite (Griffiths and
Marjoram, 1997). The state space for this model is
Ξ[0,1],n :=
n = (nAi )∅6=A⊆[0,1],ξ⊆A : |ξ| <∞, nAξ ∈ N, ∑∅6=A⊆[0,1]
∑
ξ⊆A
nAξ = n
 ,
with each A Borel measurable.
We embed the L-locus model in this continuous description by the map-
ping [L] 7→ { 1
L
, 2
L
, . . . , 1
}
. Then a mutation at locus l, or a recombination
between locus l and l + 1, occurs at position l/L, and we choose
El = {1, 2}, P (l) =
(
0 1
1 0
)
, θl = θ
∫ l
L
l−1
L
ν(x)dx, ρl = ρ
∫ l
L
l−1
L
η(x)dx,
for each l ∈ [L]. In Appendix B we show that if we let L → ∞ then
this embedding recovers a well-defined limiting process for the dual, with
state space Ξ[0,1],n, and with a mixture of diffuse and atomic jump kernels.
It can be described as follows. Given that the process is currently in state
n ∈ Ξ[0,1],n:
Coalescence. For each A,B ⊆ [0, 1] and ξ ⊆ A ∪ B, the process jumps to
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n− eAξ − eBξ + eA∪Bξ at rate
1
2
nAξ (n
B
ξ − δAB)
m˜(n− eAξ − eBξ + eA∪Bξ )
m˜(n)
.
Mutation. For each A ⊆ [0, 1] and ξ ⊆ A, the process jumps at rate
θ
2
nAξ
∫
A
m˜(n− eAξ + eAξ¯(x))
m˜(n)
η(x)dx, (34)
where
ξ¯(x) =
ξ \ {x} if x ∈ ξ,
ξ ∪ {x} if x /∈ ξ.
(35)
The resulting state is n−eAξ +eξ\{x}, where the position x ∈ ξ is chosen
by the probability distribution proportional to
m˜(n−eAξ +eAξ\{x})
m˜(n)
η(x)dx.
Recombination. For each A ⊆ [0, 1] and ξ ⊆ A, the process jumps at rate
ρ
2
nAξ
∫ supA
inf A
m˜(n− eAξ + eA≤xξ + eA>xξ )
m˜(n)
ν(x)dx,
where A≤x = A ∩ [0, x] and A>x = A ∩ (x, 1]. The resulting state is
n−eAξ +eA≤xξ +eA>xξ , with x ∈ [inf A, supA] chosen by the probability
distribution proportional to
m˜(n−eAξ +e
A≤x
ξ +e
A>x
ξ )
m˜(n)
ν(x)dx.
In this description, m˜(·) is the limit as L → ∞ of (29), in a sense made
more precise in Appendix B. Since |ξ| is finite, the jump distribution due
to mutation has finite support. As is shown in Appendix B, it is further
concentrated on transitions to states of the form n̂ = n − eAξ + eAξ\{x} such
that x /∈ ζ for any ζ and B with n̂Bζ > 0 (i.e. if a mutation occurs at x then
in the resulting configuration no haplotype carries the mutant allele at site
x—the process obeys the infinitely-many-sites assumption).
6. The case of no mutation
As noted in the Introduction, it is possible to make further progress in the
absence of mutation. Here we study in further detail the (reduced) L-locus
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model with θ = 0. One must take care; the diffusion is no longer ergodic and
the stationary distribution is not unique. In fact any distribution placing all
its mass at δj for some j ∈ E is an invariant distribution forX; one haplotype
j ultimately becomes fixed in the population, and once the diffusion hits this
state it stays there. Nevertheless, for each invariant distribution we can find
a non-trivial dual process. Here we adapt the results of Section 3.2. In order
to normalise the duality function of (28) with respect to X∞ ∼ δj , it is clear
that nAi can be nonzero only if i = j|A, and then (28) simplifies to
F˜ (x,n) =
∏
∅6=A⊆[L]
(xAj )
nA .
From this one immediately obtains the transition rates of the dual process:
Coalescence. For each nonempty A,B ⊆ [L], the process jumps to n −
eAj − eBj + eA∪Bj at rate
1
2
nA(nB − δAB).
Recombination. For each nonempty A ⊆ [L] and l = minA, . . . ,maxA−1,
the process jumps to n− eAj + eA≤lj + eA>lj at rate
1
2
nAρl.
The state space is {n ∈ ΞE,n : nAi = 0 if i 6= j|A}. This process describes the
way that ancestral material is dispersed across the ancestors of a sample. It is
the number of lineages in a (reduced, L-locus) arg. For L = 2, the dynamics
of this process are studied by, for example, Griffiths (1991) and Simonsen
and Churchill (1997). Note that the degree of n is non-increasing, and,
assuming that each locus is represented at least once in the initial sample, the
process reaches a stationary state with support {degree(n) = L} (each locus
has precisely one ancestor), with {n = 1} a recurrent set (one individual
is simultaneously ancestral at all loci). Starting from a single individual,
ancestral material fragments back in time across many different individuals,
before almost surely reconvening again within a single ancestor. Esser et al.
(2016) call this the partitioning process in the context of the Moran model.
In the same context, Bobrowski et al. (2010) study its rate of convergence
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to stationarity and provide a computer program to compute its transient
distribution. Wiuf and Hein (1997) study the process in the context of the
continuous model of Section 5, where they use it to address the question of
how many genetic ancestors there are to a contemporary human chromosome.
It is convenient to denote the partitions directly. That is, if L˜ evolves as
a partitioning process (with degree(L˜0) = L), then let Θt = {A ⊆ [L] : L˜At =
1}. Further writing
xΘj =
∏
A∈Θ
xAj ,
for a partition Θ, the duality equation can be written concisely as
E
[
(XΦj )t |X0 = x
]
= E
[
xΘtj | Θ0 = Φ
]
. (36)
It relates two particularly important quantities. Expectation on the left-hand
side is with respect toX evolving forward in time according to (19) (with θ =
0). The left-hand side is therefore a transient moment of the Wright-Fisher
diffusion involving combinations of the alleles comprising the haplotype j,
where the combinations of interest are specified by a partition Φ. Expectation
on the right-hand side is with respect to Θ = (Θt)t≥0 evolving backward in
time from Φ. The right-hand side is therefore the pgf for the configuration
of lineages in a reduced arg. Mano (2013) uses the relationship between
these quantities to find, among other things, the probability distribution of
Θt for L = 2. Via a change of co-ordinate system, Esser et al. (2016) find
the distribution of Θt for L = 3.
Letting t→∞ in (36) is also instructive. We find
E
[
(XΦj )∞ |X0 = x
]
= E
[
xΘ∞j | Θ0 = Φ
]
. (37)
The left-hand side of (37) is
E
[
(XΦj )∞ |X0 = x
]
= P[(XAj )∞ = 1, ∀A ∈ Φ |X0 = x]
= P[X∞ = ej |X0 = x],
the probability that the haplotype j ultimately fixes in the population, start-
ing from initial frequencies x. The right-hand side of (37) is the pgf of Θ∞,
the stationary distribution of the partitioning process. Notice that both sides
of (37) are independent of Φ. Notice also that, although the left-hand side is
conditioned on the initial frequencies x of all haplotypes, it is only terms of
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the form xAj which are needed—the marginal frequency of haplotypes agree-
ing with j at a subset A of loci. Frequencies of alleles not appearing in j are
immaterial (except through their aggregate frequency, which is expressible in
terms of xAj ). Thus, for the purpose of computing (37), at each given locus l
one could aggregate all alleles not equal to jl and treat them as a single type
with frequency 1− x{l}jl .
The above reasoning motivates our interest in Θ∞ in providing multilocus
fixation probabilities. Let us spell this out further. First note that the
fixation probability can be expressed as
P[X∞ = ej |X0 = x] =
∑
Φ
F(Φ)xΦj ,
where F(Φ) is the probability that there are |Φ| single individuals whose
descendents cause the haplotype j to fix according to the partition Φ; that
is, if φk is the kth block of Φ then the kth of the |Φ| individuals is the ancestor
to the whole population at the loci in φk, and this individual has haplotype
in agreement with j at these loci. Writing out both sides of (37),∑
Φ
F(Φ)xΦj =
∑
Φ
P(Θ∞ = Φ)xΦj , (38)
and therefore
F(Φ) = P(Θ∞ = Φ). (39)
We emphasise that (39) is a nice consequence of duality. In words, the
stationary probability that the ancestors of the population partition the loci
according to Φ is equal to the probability that |Φ| individuals fix according
to the partition Φ. This argument could be extended to a continuous model
of a gene as in Section 5, in which case Φ is a partition of [0, 1].
Consider as a simple example the case of L = 2 loci. There are two
possible partitions, {{1, 2}} and {{1}, {2}}. Numbering these states as 1
and 2, the transition rate matrix of Θ is
Q˜ =
(−ρ1/2 ρ1/2
1 −1
)
.
The distribution of Θ∞ is the unit solution pi to piQ˜ = 0, which is easily
verified to be
pi =
(
2
2 + ρ1
,
ρ1
2 + ρ1
)
.
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The right-hand side of (37) is
2
2 + ρ1
xj +
ρ1
2 + ρ1
x
{1}
j x
{2}
j ,
and by duality this is the probability of fixation of j when initial frequencies
are x. If the population is initially at linkage equilibrium, so that xj =
x
{1}
j x
{2}
j , then (36) becomes
E[(XΦj )t |X0 = x] = x{1}j x{2}j ,
because xΘtj = x
{1}
j x
{2}
j for all Θt. This agrees with our intuition that fixation
probabilities of the two loci are independent when the initial state is one of
linkage equilibrium. Of course, a similar statement can be made for more
than two loci.
The stationary distribution of Θ for L = 3 loci is given by Wiuf and Hein
(1997), and its transient dynamics are studied by Esser et al. (2016), who
also found an analogue of (39) for a two-locus Moran model.
6.1. The stationary distribution of the partitioning process
While the stationary distribution pi of Θ∞ is of interest, solving piQ˜ =
0 may not be straightforward because the size of this linear system grows
rapidly with L. More precisely, the state space for Θt is the set of partitions
of [L]. The number of such partitions is BL, the Lth Bell number, which
grows at least exponentially with L. In this subsection we show how one
can compute the stationary distribution of Θ∞ by solving a much smaller
system, provided one has already computed the corresponding solution for
an (L − 1)-locus system. In this subsection we will use the superscript (L)
to denote the dependence on L.
The key idea is to consider the collection of indicators (L) := (ij)i,j∈[L]
defined by
ij =
{
1 if i and j are in the same block of Θ∞,
0 otherwise.
Then pi(L) is expressible as a vector of joint moments of (L). For example,
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if L = 2 then pi(2) = E(12, 1− 12). If L = 3 then
pi(3)
′
=

P(Θ∞ = {{1, 2, 3}})
P(Θ∞ = {{1, 2}, {3}})
P(Θ∞ = {{1, 3}, {2}})
P(Θ∞ = {{1}, {2, 3}})
P(Θ∞ = {{1}, {2}, {3}})
 = E

1223
12(1− 23)
13(1− 12)
(1− 12)23
(1− 12)(1− 13)(1− 23)

= E

1223
12 − 1223
13 − 1223
23 − 1223
1− 12 − 13 − 23 + 21223
 . (40)
Some of the terms on the right-hand side of (40) are known from the two-
locus solution:
E[12] =
2
2 + ρ1
, E[23] =
2
2 + ρ2
, E[13] =
2
2 + ρ1 + ρ2
. (41)
Substituting these results into pi(3)Q˜
(3)
= 0, the number of unknowns is
reduced from B3 = 5 down to just one, E[1223].
This idea extends to L loci. Suppose we have found pi(L−1); then we
know all required joint moments of (L−1). The sequence ((L))L=1,2,... has an
important consistency property: the marginal joint moments of (L) involving
only the indices 1, 2, . . . , L − 1 coincide with those of (L−1). Furthermore,
by rescaling the recombination rate across any missing loci, we also know
all the necessary joint moments of (L) involving indices with at most L− 1
distinct entries in 1, 2, . . . , L. For example, by “forgetting” locus 2 we obtain
E[13] in (41) by treating loci 1 and 3 as conforming to a two-locus model
with recombination parameter (ρ1 + ρ2)/2. After exploiting this consistency
property, the number of remaining unknown terms in pi(L)Q˜
(L)
= 0 is, we
claim, equal to
SL := (−1)L +
L∑
k=1
(−1)k−1BL−k. (42)
To see this, note that each unknown moment is of the form E[i1j1i2j2 · · · idjd ]
in which each index 1, 2, . . . , L appears at least once (otherwise we could ap-
peal to the (L − 1)-locus solution). Since each index is represented at least
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Table 1: The number BL of partitions of [L], and the number SL of partitions of [L]
containing no singleton blocks.
L BL SL
1 1 0
2 2 1
3 5 1
4 15 4
5 52 11
6 203 41
7 877 162
8 4140 715
9 21147 3425
10 115975 17722
once, i1j1i2j2 · · · idjd defines a partition on [L]; that is, E[i1j1i2j2 · · · idjd ]
corresponds uniquely to one entry in pi(L) (for example, when L = 3 we
see from (40) that E[1223] is the first entry of pi(3)). Moreover, this parti-
tion contains no singleton blocks, because any index ik is paired in a block
with some jk. Thus, the number of unknown moments is equal to the num-
ber of partitions of [L] containing no singleton blocks, which is given by
(42) (A000296 of OEIS Foundation Inc., 2011, and references therein). By
substituting known results from the (L − 1)-locus solution for (L−1) into
pi(L)Q˜
(L)
= 0 written in terms of moments of (L), the system is reduced
from BL to SL equations, though SL still exhibits exponential growth in L.
The first few of these numbers are given in Table 1.
The above argument allows for the efficient computation of pi(L) succes-
sively for each L. The stationary distribution pi(L) is shown in Figure 2 for
L = 1, 2, . . . , 6, summarised by the stationary number of blocks |Θ∞| of Θ∞.
The complete solution for pi(6) is plotted in Figure 3 for a symmetric recom-
bination model with ρ1 = ρ2 = · · · = ρ5. (Interestingly, the mode of pi(6)
appears to be either {{1, 2, 3, 4, 5, 6}} or {{1}, {2}, {3}, {4}, {5}, {6}} for any
value of ρl.) We note that these observations are consistent with similar ones
made by Bobrowski et al. (2010, Section 4.1), who investigated Θ∞ for a
discrete-time Moran model by numerically iterating the partitioning process
over generations until convergence to a chosen precision.
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Duality tells us that fixation probabilities can be obtained as certain linear
combinations of the curves in Figure 3. For example, suppose the population
is fixed for a wild-type allele at each of the six loci. At each locus a mutant ap-
pears on the wild-type background and its haplotype drifts to frequency 1/6
(this might be thought of as a haplotype frequency configuration of maximal
Hill-Robertson-type interference, though here everything is neutral). What
is the probability that all six mutant alleles ultimately fix? Letting j denote
the haplotype comprised of all six mutant alleles, from (38) the only parti-
tion Φ for which xΦj is nonzero is Φ = {{1}, {2}, {3}, {4}, {5}, {6}}. Thus,
(38) tells us that the fixation probability for j is given by the stationary
probability of Φ (the dashed line in Figure 3) times xΦj =
(
1
6
)6
. So in this
example, the dashed curve in Figure 3 also provides the fixation probability
of j relative to the completely unlinked case, ρl =∞.
7. Discussion
This paper makes three main contributions. First, we constructed the first
duality relationships for population genetics models involving all of genetic
drift, mutation, and recombination. They make precise the link between
two individually well studied objects; namely, the Wright-Fisher diffusion
with recombination and the arg. This is done first for a discrete model of
recombination and mutation and later on for a continuous limit model. Sec-
ond, we emphasise the methods underlying our approach: it is particularly
algebraically efficient to express the duality of two processes through their
infinitesimal generators and to apply those generators to appropriate gener-
ating functions. Furthermore, this method is fairly automatic and avoids the
pitfalls of the probabilistic arguments that are often invoked to address these
types of questions. The price for this, one might argue, is that a biological in-
terpretation of the results may be obscured. In this paper we have attempted
to spell out how such biological interpretations can be recovered, by distilling
mathematical expressions where possible to simple interpretable statements
about conditional evolution. Third, we have highlighted the usefulness of
our results via two applications: we obtained an expression for the transition
function of the diffusion, and we showed how the partitioning process that
arises when mutation is ignored can be related to predictions for haplotype
fixation probabilities.
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Figure 2: Stationary distribution of the number of fragments, |Θ∞|, in an L-locus model.
(a): Fixed per-locus recombination rate, ρl = 5. (b): Fixed total recombination rate,
ρ =
∑L−1
l=1 ρl = 5.
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Appendix A. Useful identitites
For the function S˜(x,n) defined by (23) and for l = minA, . . . ,maxA−1,
note that
xA∪Bi S˜(x,n− eAi − eBi ) =
(
n−2
n−eAi −eBi
)(
n−1
n−eAi −eBi +eA∪Bi
) S˜(x,n− eAi − eBi + eA∪Bi )
=
nA∪Bi + 1− δA,A∪B − δB,A∪B
n− 1 S˜(x,n− e
A
i − eBi + eA∪Bi ), (A.1)
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A {{1, 2, 3, 4, 5}, {6}}, {{1}, {2, 3, 4, 5, 6}}.
B {{1, 2, 3, 4}, {5, 6}}, {{1, 2}, {3, 4, 5, 6}}, {{1, 2, 3}, {4, 5, 6}}.
C {{1}, {2}, {3, 4}, {5}, {6}}, {{1}, {2, 3}, {4}, {5}, {6}},
{{1}, {2}, {3}, {4, 5}, {6}}.
D {{1, 2}, {3}, {4}, {5}, {6}}, {{1}, {2}, {3}, {4}, {5, 6}}.
E {{1}, {2, 3, 4, 5}, {6}}.
F {{1}, {2}, {3}, {4, 6}, {5}}, {{1, 3}, {2}, {4}, {5}, {6}},
{{1}, {2, 4}, {3}, {5}, {6}}, {{1}, {2}, {3, 5}, {4}, {6}}.
G {{1}, {2, 3, 4}, {5}, {6}}, {{1}, {2}, {3, 4, 5}, {6}}.
H {{1, 4}, {2}, {3}, {5}, {6}}, {{1}, {2}, {3, 6}, {4}, {5}},
{{1}, {2, 5}, {3}, {4}, {6}}.
I {{1, 5}, {2}, {3}, {4}, {6}}, {{1}, {2, 6}, {3}, {4}, {5}}.
(c)
0 10 20 30
; l
0
0.25
0.5
0.75
1
1
2
3 4
5 6
(d)
Figure 3: (a): Stationary fragment distribution, pi(L), of Θ∞ for an L = 6 locus model
with recombination parameter ρl at each breakpoint. (b): A detailed region of (a), with
(c): a selection of partitions annotated. (d): The stationary distribution of the number of
fragments, |Θ∞|.
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xi−l,j S˜(x,n− eAi ) =
(
n−1
n−eAi
)(
n
n−eAi +eAi−l,j
) S˜(x,n− eAi + eAi−l,j)
=
nAi−l,j + 1− δilj
n
S˜(x,n− eAi + eAi−l,j), (A.2)
x
A≤l
i x
A>l
i S˜(x,n− eAi ) =
(
n−1
n−eAi
)( n+1
n−eAi +e
A≤l
i +e
A>l
i
) S˜(x,n− eAi + eA≤li + eA>li )
=
(n
A≤l
i + 1)(n
A>l
i + 1)
n(n+ 1)
S˜(x,n− eAi + eA≤li + eA>li ). (A.3)
Appendix B. The continuous limit
In this appendix we show how to recover the continuous dual process
described in Section 5 when the L-locus model is embedded in it; El, P
(l),
θl, and ρl are defined as in that section, and we let L → ∞. To emphasise
the dependence on L, in this appendix we will write n(L), Ξ
(L)
E,n, and L
(L) for
n, ΞE,n, and L . In order to identify the limiting behaviour of the process
L˜ of Theorem 1, we proceed by fixing n ∈ Ξ[0,1],n, constructing a sequence
n(L) ∈ Ξ(L)E,n converging to n (in a manner to be defined precisely below), and
then seeking the limit of L (L)F˜ (x,n(L)) as L→∞.
To construct a sequence (n(L))L∈N converging to some n ∈ Ξ[0,1],n, we
define n(L) as:
nA
(L)
ξ(L)
=
∑
A⊆[0,1]:
A(L)=LA∩[L]
∑
ξ⊆A: |ξ|<∞,
ξ
(L)
i L=dξiLe, i=0,1,...
nAξ . (B.1)
Equation (B.1) defines an obvious ‘coarsening’ for representing a sample from
the continuous model in its L-locus counterpart: the position of each mutant
site is rounded up to the nearest multiple of 1
L
, and the segment A over which
a haplotype is ancestral is represented by the collection {l ∈ [L] : l
L
∈ A} =:
A(L). Given a sample n, for sufficiently large L we have
nA
(L)
ξ(L)
= nAξ , for each ξ ⊆ A ⊆ [0, 1], (B.2)
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and we write n(L) → n as L → ∞. Similarly, we can fix the role of x by
choosing xA
(L)
ξ(L)
= xAξ for each ξ and A with n
A
ξ > 0.
In this formulation, for sufficiently large L equation (27) becomes:
L (L)S˜(x,n(L)) =
1
2
∑
∅6=A⊆[0,1]
[ ∑
∅6=B⊆[0,1]
∑
ξ⊆(A∪B)
n(nA∪Bξ + 1− δA,A∪B − δB,A∪B)
×S˜(x,n− eAξ − eBξ + eA∪Bξ )
+ θ
∑
ξ⊆A
∫
⋃
l∈A(L) [
l−1
L
, l
L
]
(nAξ¯(x) + 1)S˜(x,n− eAξ + eAξ¯(x))η(x)dx
+ ρ
∑
ξ⊆A
∫ 1
L
maxA(L)
1
L
(minA(L)−1)
(n
A≤x
ξ + 1)(n
A>x
ξ + 1)
n+ 1
×S˜(x,n− eAξ + eA≤xξ + eA>xξ )ν(x)dx
]
−
n(n− 1) + ∑
A⊆[0,1]
nA
(
θ
∫
⋃
l∈A(L) [
l−1
L
, l
L
]
η(x)dx
+ ρ
∫ 1
L
maxA(L)
1
L
(minA(L)−1)
ν(x)dx
)]
S˜(x,n),(B.3)
where A≤x = A∩ [0, x], A>x = A∩ (x, 1], and ξ¯(x) is given by (35). [Super-
scripts illustrating the dependence of n(L) on L can be dropped, by virtue
of (B.2).] We can now take the limit as L→∞ in (B.3); simply replace the
range of integration for the mutation terms with A, and replace the range
of integration for the recombination terms with [inf A, supA]. In a similar
manner, one can reformulate L (L)F˜ (x,n(L)) and let L→∞ to find
L F˜ (x,n) =
1
2
∑
∅6=A⊆[0,1]
[ ∑
∅6=B⊆[0,1]
∑
ξ⊆(A∪B)
nAξ (n
B
ξ − δAB)
m˜(n− eAξ − eBξ + eA∪Bξ )
m˜(n)
×F˜ (x,n− eAξ − eBξ + eA∪Bξ )
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+ θ
∑
ξ⊆A
nAξ
∫
A
m˜(n− eAξ + eAξ¯(x))
m˜(n)
F˜ (x,n− eAξ + eAξ¯(x))η(x)dx
+ ρ
∑
ξ⊆A
nAξ
∫ supA
inf A
m˜(n− eAξ + eA≤xξ + eA>xξ )
m˜(n)
×F˜ (x,n− eAξ + eA≤xξ + eA>xξ )ν(x)dx
]
−
n(n− 1) + ∑
A⊆[0,1]
nA
(
θ
∫
A
η(x)dx+ ρ
∫ supA
inf A
ν(x)dx
) F˜ (x,n), (B.4)
where m˜(n̂)/m˜(n) is defined as the weak limit satisfying∫
C
m˜(n̂)
m˜(n)
F˜ (x, n̂)λ(x)dx = lim
L→∞
∫
C
m˜(n̂(L))
m˜(n(L))
F˜ (x, n̂(L))λ(x)dx,
for C ⊆ [0, 1] and λ a probability density on [0, 1]. (We refrain from passing
the limit through the integral, since in some instances it is necessary to in-
terpret the limit in a Dirac sense; see below.) The interpretation of (B.4) as
the generator of a pure jump Markov process is clear, and the terms corre-
sponding to coalescence and recombination events agree with the description
given in Section 5. The mutation term, however, reads as:
Mutation. For each A ⊆ [0, 1] and ξ ⊆ A, the process jumps at rate
θ
2
nAξ
∫
A
m˜(n− eAξ + eAξ¯(x))
m˜(n)
η(x)dx.
The resulting state is n − eAξ + eAξ¯(x), with the position x ∈ A chosen
by the probability distribution proportional to
m˜(n−eAξ +eAξ¯(x))
m˜(n)
η(x)dx.
It remains to reconcile this with the description for mutation given in Sec-
tion 5, which follows if we can show that the infinitely-many-sites assumption
holds in the limit. More precisely, we should see transitions only to states of
the form n̂ = n− eAξ + eAξ\{x} such that x ∈ ξ, and such that x /∈ ζ for any
ζ and B with n̂Bζ > 0. This holds by the following lemma, from which we
deduce that if n̂ is not of this form then m˜(n̂(L))/m˜(n(L))→ 0 as L→∞.
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Lemma 1. Let
s(n(L)) =
∣∣∣∣∣∣∣∣
⋃
ξ(L)⊆A(L):nA(L)
ξ(L)
>0
ξ(L)
∣∣∣∣∣∣∣∣
denote the total number of segregating sites in a sample n(L) ∈ Ξ(L)E,n. If
s(n(L)) = O(1) then m˜(n(L)) = O(L−s(n
(L))) as L→∞.
Proof. m˜(n(L)) satisfies the finite system (30), whose solution is unique. (The
boundary condition is adjusted to account for our definition of ξ with respect
to a reference haplotype: m˜(eξ(L)) = δξ(L)∅.) It is straightforward to check
that m˜(n(L)) = O(L−s(n
(L))) satisfies this system: The left-hand side, and
the first and third terms on the right are all clearly O(L−s(n
(L))). The second
term on the right, corresponding to mutation events, has three contributions:
First, there are O(1) summands for which (in the notation of this section)
n̂ = n − eA(L)
ξ(L)
+ eA
(L)
ξ¯
(L)
( l
L
)
has one fewer segregating site; these terms con-
tribute θl× m˜(n̂) = O(L−1×L−(s(n(L))−1)) = O(L−s(n(L))). Second, there are
O(1) summands for which n̂ has the same number of segregating sites (par-
allel mutations); these terms contribute θl × m˜(n̂) = O(L−1 × L−s(n(L))) =
O(L−(s(n
(L))+1)) and vanish in the limit. Third, there are O(L) summands for
which n̂ has one extra segregating site (back mutations); these terms each
contribute O(L−1 × L−s(n(L))+1) and also vanish in the limit.
Thus, back mutations are not seen in the limit because the integrand in
(34) vanishes, while parallel mutation are not seen because the integrand
is O(1) but the range of integration for such events has Lebesgue measure
zero. The integral (34) is recognised retrospectively as a sum over at most
|ξ| atoms.
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