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Re´sume´
Diffe´rents formalismes sont utilise´s en me´canique quantique pour la description des e´tats
et des observables : la me´canique ondulatoire, la me´canique matricielle et le formalisme
invariant. Nous discutons les proble`mes et inconve´nients du formalisme invariant ainsi que
ceux de la notation des bras et kets introduite par Dirac dans ce contexte. Nous indiquons
comment tous les proble`mes peuvent eˆtre re´solus ou du moins e´vite´s. Une se´rie d’exemples
illustre les points souleve´s et montre comment l’insouciance mathe´matique peut aise´ment
conduire a` des contradictions mathe´matiques surprenantes.
1Ceci est la traduction franc¸aise du preprint LYCEN 9960a. Ce travail a e´te´ soutenu par la Fondation
Alexander von Humboldt lors d’un se´jour de l’auteur a` l’Institut fu¨r Theoretische Physik de l’Universite´
de Go¨ttingen.
2Je de´die ces notes a` la me´moire de Tanguy Altherr qui nous a quitte´ de manie`re tre`s brutale dans les
montagnes qu’il aimait tant (et ou` j’ai pu faire de belles courses avec lui). Pour ce qui est du sujet de ces
notes (sujet duquel j’ai eu le plaisir de discuter avec lui), Tanguy appre´ciait bien le formalisme de Dirac
et savait certainement l’appliquer a` de vrais proble`mes physiques (comme ceux sur lesquels il travaillait
avec un enthousiasme, une e´nergie et une productivite´ impressionnantes). Meˆme s’il ne partageait pas mes
pre´occupations a` ce sujet, il aimait bien discuter des proble`mes concernant le formalisme ge´ne´ral de la
physique quantique.
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1 Introduction
Les diffe´rentes formulations ou ‘repre´sentations’ utilise´es en me´canique quantique pour
la description des e´tats d’une particule (ou d’un syste`me de particules) sont essentiellement
au nombre de trois : la me´canique ondulatoire, la me´canique matricielle et le formalisme
invariant. Les deux premie`res utilisent des espaces de Hilbert concrets et la troisie`me un
espace de Hilbert abstrait. En ge´ne´ral la dernie`re formulation est pre´sente´e moyennant
la notation des bras et kets de Dirac [1], notation qui va d’habitude de pair avec une
certaine interpre´tation des ope´rations mathe´matiques donne´e par Dirac. Rappelons-en les
principaux ingre´dients :
• |Ψ〉 et 〈Ψ|
• A|Ψ〉 et 〈Ψ|A†
• 〈Φ|A|Ψ〉
• {|n〉}n∈N et {|x〉}x∈R
• |n1, n2, ...〉 associe´ a` un ECOC {A1, A2, ...} .
Dans la section prochaine et dans l’annexe A, nous pre´ciserons ces notations tout en rap-
pelant quelques notions mathe´matiques importantes. Dans les sections 3 et 4, nous dis-
cuterons successivement les questions suivantes :
1. Est-ce qu’une repre´sentation est pre´fe´rable a` une autre du point de vue mathe´matique
ou pratique ? En particulier, nous discuterons le statut du formalisme invariant
auquel la pre´fe´rence est donne´e dans la plupart des ouvrages re´cents.
2. Quels sont les avantages, inconve´nients et proble`mes des notations de Dirac et de leur
interpre´tation ? (Les re`gles de calcul de´duites de ces notations et de leur interpre´tation
sont d’habitude applique´es dans le cadre du formalisme invariant et repre´sentent alors
un calcul symbolique.)
Pour anticiper nos re´ponses a` ces questions, nous signalons d’ores et de´ja` que nous
aboutirons a` la conclusion que l’application syste´matique du formalisme invariant et l’usage
rigide des notations de Dirac - formalisme et usage proˆne´s dans la majorite´ des traite´s
modernes de la me´canique quantique - ne sont pas recommandables ni du point de vue
mathe´matique ni du point de vue pratique. Des compromis qui retiennent les avantages de
ces formalismes tout en e´vitant leurs inconve´nients seront indique´s. Les conclusions qu’on
peut en tirer pour la pratique et pour l’enseignement de la the´orie quantique sont re´sume´es
dans la section finale.
Dans ce contexte, il est peut-eˆtre utile de mentionner que la monographie classique de
Dirac [1] (et donc la majorite´ des ouvrages modernes qu’elle a inspire´s) contient un bon
nombre d’affirmations qui sont ambigue¨s ou incorrectes du point de vue mathe´matique :
ces points ont e´te´ souleve´s et discute´s par Jauch [2]. L’e´tat des choses peut eˆtre de´crit de
la manie`re suivante [3] : “L’e´le´gance, la clarte´ apparente et la force percutante du formal-
isme de Dirac sont malheureusement acquises au de´triment de l’introduction de fictions
mathe´matiques. [...] On a une ‘machinerie’ formelle dont la signification est impe´ne´trable,
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surtout pour le de´butant, et dont celui-ci ne peut pas reconnaˆıtre la proble´matique.” Aussi
le verdict de mathe´maticiens majeurs comme J.Dieudonne´ est foudroyant [4] : “Mais c’est
lorsqu’on aborde les the´ories mathe´matiques qui sont a` la base de la me´canique quan-
tique que l’attitude de certains physiciens dans le maniement de ces the´ories confine
ve´ritablement au de´lire. [...] On se demande ce qui peut rester dans l’esprit d’un e´tudiant
lorsqu’il a absorbe´ cette invraisemblable accumulation de non-sens, une ve´ritable ‘bouillie
pour les chats’ ! Ce serait a` croire que les physiciens d’aujourd’hui ne sont a` l’aise que
dans le flou, l’obscur et le contradictoire.” Certes nous pouvons reprocher a` beaucoup de
mathe´maticiens leur intransigeance et leur refus de faire le moindre effort pour comprendre
des formulations manquant de rigueur, mais leur jugement devrait quand meˆme nous don-
ner a` re´fle´chir, une re´flexion a` laquelle nous espe´rons contribuer de manie`re constructive
par le pre´sent travail.
En fait, on ne peut pas nier que l’insouciance mathe´matique (qui est pratiquement
inhe´rente au calcul symbolique de Dirac) conduit souvent et vite a` des contradictions ap-
parentes qui sont parfois tre`s e´tonnantes : nous allons illustrer ceci par une se´rie d’exemples
simples qui sont pre´sente´s dans l’annexe B. Dans la litte´rature, de telles contradictions se
sont manifeste´es dans l’e´tude de phe´nome`nes physiques plus complique´s et elles ont meˆme
conduit a` la mise en question d’effets physiques comme par exemple l’effet d’Aharonov
et Bohm [5]. Les contradictions peuvent seulement eˆtre e´carte´es en faisant appel a` une
formulation mathe´matique plus pre´cise des proble`mes, formulation qui va souvent de pair
avec une compre´hension physique plus profonde des phe´nome`nes e´tudie´s. Dans les annexes
A et C, nous introduisons les outils mathe´matiques approprie´s (qui sont bien connus en
physique mathe´matique, mais ne pas e´voque´s dans la plupart des ouvrages de me´canique
quantique) et nous montrons comment ils permettent de re´soudre de manie`re efficace tous
les proble`mes pose´s.
2 Me´canique quantique et espaces de Hilbert
Les diffe´rentes repre´sentations utilise´es en me´canique quantique sont discute´es dans de
nombreux ouvrages [6] et nous les re´sumerons dans la suite pour fixer les notations. La
the´orie mathe´matique sous-jacente est expose´e dans les livres d’analyse fonctionnelle [7].
Parmi ceux-ci il existe d’excellentes monographies qui pre´sentent la the´orie ge´ne´rale avec
ses applications a` la me´canique quantique [8, 9, 10] (voir aussi [11, 12, 13, 14]).
2.1 Les diffe´rents espaces de Hilbert
Nous conside´rons le mouvement d’une particule sur une droite parame´tre´e par x ∈ R.
(La ge´ne´ralisation a` un intervalle borne´, a` 3 dimensions, au spin ou a` un syste`me de
particules ne pose pas de proble`mes notables.) Les espaces de Hilbert utilise´s pour la
description des e´tats de la particule sont essentiellement au nombre de trois.
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(1) “Me´canique ondulatoire” : [de Broglie, Schro¨dinger, 1923 - 1926]
On conside`re l’espace des fonctions de carre´ sommable (fonctions d’onde),
L2(R, dx) = {f : R→ C |
∫
R
dx |f(x)|2 <∞} ,
avec le produit scalaire3
〈f, g〉L2 =
∫
R
dx f(x) g(x) pour f, g ∈ L2(R, dx) .
Cet espace est relie´ par la transformation de Fourier a` l’espace de Hilbert L2(R, dp) des
fonctions d’onde de´pendant de l’impulsion p :
F : L2(R, dx) −→ L2(R, dp) (1)
f 7−→ Ff avec (Ff) (p) = 1√
2πh¯
∫
R
dx f(x) exp(− i
h¯
px) .
(2) “Me´canique matricielle” : [Heisenberg, Born, Jordan, Dirac, 1925 - 1926]
On travaille avec l’espace des suites infinies de carre´ sommable,
l2 = {~x = (x1, x2, ...) | xk ∈ C et
∞∑
k=1
|xk|2 <∞} ,
avec le produit scalaire
〈~x, ~y 〉l2 =
∞∑
k=1
xk yk .
L’e´quivalence entre la me´canique ondulatoire et la me´canique matricielle a e´te´
de´montre´e en 1926 par Schro¨dinger. Elle repre´sentait le point de de´part pour la recherche
d’une version “invariante” de la me´canique quantique, recherche qui conduisit, par l’in-
terme´diaire des travaux de Dirac et Jordan, a` l’e´tude des ope´rateurs line´aires agissant sur
un espace de Hilbert abstrait [15, 16].
Au fait, l’espace l2 a e´te´ introduit en 1912 par D.Hilbert dans ses travaux sur les
e´quations inte´grales, mais une de´finition axiomatique de l’espace de Hilbert a seulement
e´te´ donne´e en 1927 par J.von Neumann dans un travail sur le fondement mathe´matique
de la me´canique quantique [14]. C’est une co¨ıncidence remarquable que la monographie
de Courant et Hilbert [17] de´veloppant les mathe´matiques de l’espace de Hilbert ait paru
en 1924 et qu’elle semble avoir e´te´ e´crite expresse´ment pour les physiciens de l’e´poque4.
Dans la suite, cette the´orie a trouve´ des raffinements qui sont principalement duˆs a` von
Neumann [16], a` Schwartz [19] et a` Gelfand [20] et qui permettent de de´crire d’une manie`re
pre´cise toutes les observables et e´tats en me´canique quantique.
3Le complexe conjugue´ de z ∈ C est note´ par z¯ ou z∗.
4D.Hilbert : “I developed my theory of infinitely many variables from purely mathematical interests
and even called it ‘spectral analysis’ without any pressentiment that it would later find an application to
the actual spectrum of physics.” [18]
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(3) “Formalisme invariant” : [Dirac, Jordan, von Neumann, 1926 - 1931]
On utilise un espace de Hilbert complexe abstrait H qui est se´parable (ce qui veut dire
qu’il admet une base orthonorme´e constitue´e d’une famille de´nombrable de vecteurs) et de
dimension infinie.
Dans l’annexe A, nous avons re´sume´ les notions fondamentales de la the´orie des espaces
de Hilbert ainsi que la notation des bras et kets de´veloppe´e par Dirac dans ce cadre a` partir
de 1939 [1]. Dirac a invente´ ces notations astucieuses suite a` une interpre´tation particulie`re
des expressions faisant intervenir les vecteurs et ope´rateurs. L’interpre´tation qu’il en a
donne´ et les avantages et inconve´nients qui en re´sultent seront discute´s dans la section 4.
2.2 Liens entre les espaces de Hilbert
Pour de´crire les liens entre les espaces de Hilbert introduits dans la section pre´ce´dente,
nous avons besoin des concepts d’ope´rateur unitaire et d’isomorphisme [8].
De´finition 1 Pour i = 1, 2, soit Hi un espace de Hilbert complexe se´parable avec produit
scalaire 〈 , 〉Hi. Un ope´rateur line´aire U : H1 → H2 est dit unitaire si
(i) U est partout de´fini sur H1.
(ii) L’image de H1 par U est H2 tout entier.
(iii) U pre´serve le produit scalaire :
〈Uf, Ug〉H2 = 〈f, g〉H1 pour tout f, g ∈ H1 . (2)
Deux espaces de Hilbert H1 et H2 qui sont relie´s par un ope´rateur unitaire sont dits
isomorphes et on e´crit H1 ≃ H2.
Concernant les espaces de Hilbert intervenant en me´canique quantique, nous disposons
d’un re´sultat classique de l’analyse fonctionnelle :
The´ore`me 1 (i) Les espaces de Hilbert complexes l2, L
2(R, dx) et L2(R, dp) sont se´pa-
rables et de dimension infinie.
(ii) Tout espace de Hilbert complexe qui est se´parable et de dimension infinie est isomorphe
a` l2.
Il suit de ce re´sultat que tous les espaces de Hilbert introduits ci-dessus sont isomorphes :
H ≃ l2 ≃ L2(R, dx) ≃ L2(R, dp) . (3)
En particulier, le the´ore`me de Parseval et Plancherel dit que la transformation de Fourier
(1) re´alise l’isomorphisme entre L2(R, dx) et L2(R, dp) :
〈Ff,Fg〉 = 〈f, g〉 pour tout f, g ∈ L2(R, dx) .
D’une manie`re ge´ne´rale, le passage entre H et les autres espaces se fait en choisissant
une base orthonorme´e {|n〉}n∈N (ou une base orthonorme´e ge´ne´ralise´e {|x〉}x∈R) de H et
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en associant a` tout vecteur |Ψ〉 ∈ H l’ensemble de ses composantes par rapport a` cette
base :
ψn := 〈n|Ψ〉 pour n ∈ N , ~ψ ≡ (ψ0, ψ1, ...) ∈ l2
ψ(x) := 〈x|Ψ〉 pour x ∈ R , ψ ∈ L2(R, dx) .
Dans la deuxie`me expression, l’action de 〈x| sur |Ψ〉 est a` comprendre au sens d’une action
de distribution - voir annexe A.3.
Le passage entre L2(R, dx) et l2 se fait de manie`re analogue : a` la fonction ψ ∈ L2(R, dx)
on associe la suite (ψ0, ψ1, ...) ∈ l2 constitue´e des composantes ψn := 〈ϕn, ψ〉L2 de ψ par
rapport a` une base orthonorme´e {ϕn}n∈N de L2(R, dx).
3 Discussion du formalisme invariant
Comme les diffe´rents espaces de Hilbert utilise´s en me´canique quantique sont tous
isomorphes, ils sont comple`tement e´quivalents du point de vue mathe´matique. (Ils
repre´sentent des re´alisations diffe´rentes d’une meˆme structure abstraite.) Cependant, du
point de vue pratique, certains espaces sont plus approprie´s que d’autres5.
1. Le calcul matriciel base´ sur l’espace l2 n’est pas facilement maniable et ce formalisme
n’a gue`re e´te´ utilise´ apre`s les de´buts de la me´canique quantique (1926) ou` il a joue´
un roˆle important [21].
2. L’are`ne des phe´nome`nes physiques est l’espace dit de configuration parame´tre´ par x et
les conditions aux limites ou de re´gularite´ concernent directement les fonctions d’onde
de´finies sur cet espace, ce qui favorise l’utilisation de l’espace de Hilbert L2(R, dx).
3. Le choix d’un espace de Hilbert abstrait H est d’habitude motive´ par l’analogie
avec la ge´ome´trie dans l’espace euclidien Rn (ou Cn) : l’utilisation de “vecteurs
abstraits” est plus ge´ome´trique que celle de leurs composantes. Ainsi il est tentant
de travailler avec des vecteurs |Ψ〉 ∈ H tout en interpre´tant les suites de l2 ou
les fonctions de L2(R, dx) comme les composantes des vecteurs |Ψ〉 par rapport a`
diffe´rentes bases de H. Dans cet esprit, l’utilisation d’un espace de Hilbert abstrait
en me´canique quantique est souvent pre´sente´e comme e´tant plus ge´ne´rale que la
me´canique ondulatoire ou matricielle [6]. Cependant il y a des diffe´rences importantes
entre les espaces vectoriels de dimension finie et ceux de dimension infinie qui font
en sorte que l’analogie avec la ge´ome´trie ordinaire est tre`s de´licate et douteuse. Nous
allons maintenant discuter les proble`mes re´sultants qui montrent que le choix d’un
espace de Hilbert abstrait en me´canique quantique obscurcit et complique des points
importants de la the´orie.
5G.Orwell : “All animals are equal, but some animals are more equal than others.”
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3.1 Proble`mes
– Pour l’e´tude de proble`mes simples comme par exemple la de´termination du spectre
d’e´nergie de l’oscillateur harmonique (pour lequel les fonctions propres de l’hamil-
tonien sont des e´le´ments bien de´finis de L2(R, dx)), il faut commencer par introduire
les distributions propres |x〉 de l’ope´rateur de position qui n’appartiennent pas a`
l’espace de Hilbert H (annexe A.3).
– Comme nous l’avons souligne´ dans l’annexe A et illustre´ dans l’annexe C, la de´finition
d’un ope´rateur line´aire sur un espace de Hilbert de dimension infinie ne´cessite
la donne´e d’une prescription d’ope´ration et d’un domaine de de´finition de cette
ope´ration. Cet aspect ne constitue pas simplement un point de de´tail mathe´matique,
puisque le spectre de l’ope´rateur est tre`s sensible au domaine de de´finition (conditions
aux limites, ...). Par exemple, suivant le choix du domaine de de´finition, le spectre
de l’ope´rateur d’impulsion
h¯
i
d
dx
sur un intervalle compact [a, b] ⊂ R peut eˆtre vide,
tout C ou un sous-ensemble de R (voir annexe C et re´fe´rence [9]). Alors que ce
proble`me est bien pose´ de`s le de´part pour les fonctions d’onde de´finies sur l’espace
de configuration, il ne l’est pas de la meˆme fac¸on pour un espace de Hilbert abstrait.
Cette proble´matique se retrouve en me´canique statistique quantique : par exemple,
la de´finition de la pression associe´e a` un ensemble de particules confine´es dans un
re´servoir fait intervenir les conditions aux limites [22].
– Dans le formalisme invariant de la me´canique quantique, une observable est de´finie
comme e´tant un “ope´rateur hermitien dont les vecteurs propres orthonorme´s
de´finissent une base de l’espace de Hilbert” [6]. Partant de cette de´finition, on peut
alors montrer d’une manie`re formelle que les ope´rateurs de position et d’impulsion
sur R sont des observables. Des complications notables apparaissent de´ja` dans R2 ou
R3, si l’on conside`re des coordonne´es non-Carte´siennes ; par exemple, la composante
radiale Pr de l’ope´rateur d’impulsion dans R
3 est hermitien, mais elle ne repre´sente
pas une observable - voir Messiah [6] chap.9. Et il existe des ope´rateurs nettement
plus complique´s comme par exemple des hamiltoniens avec des potentiels ale´atoires,
des potentiels du type 1/xn ou δx0(x) ou encore des hamiltoniens sur des espaces
de configuration qui ne sont pas topologiquement triviaux comme pour l’effet de
Aharonov et Bohm ou pour les anyons [8, 23, 24]. La de´finition d’une observable rap-
pele´e plus haut ne´cessite alors d’imposer des conditions ad hoc sur les fonctions d’onde
associe´es aux e´tats propres (conditions de re´gularite´, de finitude, d’univaluation, ...) ;
par ailleurs, elle ne´cessite la de´termination explicite d’un syste`me orthonorme´ de
vecteurs propres et la ve´rification de la relation de fermeture pour ce syste`me.
Dans une approche qui tient compte des domaines de de´finition, une observable
est simplement donne´e par un ope´rateur qui est auto-adjoint (annexe A.2). Cette
condition assure que le spectre de l’ope´rateur est re´el et que ses vecteurs propres
(ge´ne´ralise´s) engendrent une base (ge´ne´ralise´e) de l’espace de Hilbert (“the´ore`me
spectral de Hilbert”). Par ailleurs, il existe des crite`res simples pour de´cider quand
un ope´rateur donne´ est auto-adjoint ou pour classifier les diffe´rentes manie`res suivant
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lesquelles on peut le rendre auto-adjoint - voir [8, 9, 25] et annexe C. (En ge´ne´ral, si
un ope´rateur admet plusieurs extensions auto-adjointes, alors ces dernie`res de´crivent
diffe´rentes situations physiques [26, 8].) En particulier, il n’est pas ne´cessaire de
faire appel a` des proprie´te´s ad hoc de la fonction d’onde comme celles mentionne´es
plus haut ou d’essayer de de´terminer un syste`me complet de vecteurs propres or-
thonorme´s. L’inte´reˆt d’une approche simple et pre´cise apparaˆıt aussi dans la the´orie
des perturbations [25] ou la the´orie de la diffusion [27].
– Une notion importante de la me´canique quantique est celle d’un ECOC (ensem-
ble complet d’observables qui commutent). Elle fait intervenir la commutativite´
d’ope´rateurs auto-adjoints qui repre´sente un point de´licat pour les ope´rateurs non
borne´s. En effet, deux ope´rateurs auto-adjoints A et B commutent si et seulement
si tous les projecteurs intervenant dans leurs de´compositions spectrales respectives
commutent [8]. Malheureusement des contre-exemples montrent que pour la com-
mutativite´ de A et B il n’est pas suffisant que [A,B] = 0 sur un sous-espace dense
de H sur lequel cette relation est bien de´finie [8]. Certes ces exemples n’apparais-
sent gue`re en pratique, mais dans une approche qui tient compte des domaines de
de´finition, on dispose de tous les e´le´ments auxquels il faut faire appel si une compli-
cation mathe´matique se pre´sente.
Concernant les points mathe´matiques souleve´s, nous soulignons qu’en me´canique quantique
une formulation pre´cise n’est pas seulement ne´cessaire pour de´cider de l’existence ou de
la non-existence d’effets physiques (comme par exemple l’effet de Aharonov et Bohm [5]),
mais aussi pour discuter les proble`mes difficiles de l’interpre´tation (the´orie de la mesure,
objectivite´ et re´alite´, ...) [28]. Par ailleurs, une telle formulation s’applique directement a`
d’autres domaines de la physique, un exemple e´tant le chaos dans les syste`mes dynamiques
classiques [29].
3.2 “Solution” des proble`mes
Certains des proble`mes souleve´s dans la section pre´ce´dente sont tellement profonds
qu’il semble plus opportun de les e´viter que d’y reme´dier. Les complications proviennent
surtout du fait que l’on veut - pour des raisons conceptuelles - mettre en avant la structure
ge´ome´trique d’espace de Hilbert qui est sous-jacente a` la the´orie. Or celle-ci est e´galement
implicite en me´canique ondulatoire ou` les proble`mes souleve´s sont absents ou du moins
bien pose´s de`s le de´part. Il est donc facile d’e´viter les ennuis mathe´matiques ou du moins
de les rendre plus transparents.
En particulier, pour l’enseignement de la me´canique quantique, une “solution” e´vidente
des proble`mes est de donner une introduction a` la me´canique ondulatoire qui souligne
les structures ge´ome´triques sous-jacentes et d’indiquer l’arbitraire de cette formulation
en passant a` d’autres repre´sentations comme la me´canique matricielle. En modifiant la
de´finition explicite de l’espace de Hilbert et de son produit scalaire, le formalisme de la
me´canique ondulatoire sur R se ge´ne´ralise aise´ment a` plusieurs dimensions spatiales, au
spin ou a` des syste`mes de particules. (L’arbitraire de la repre´sentation peut aussi eˆtre
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mis en e´vidence en discutant le passage entre H et L2(R, dx) tout en travaillant avec les
fonctions d’onde pour le reste.)
4 Discussion des notations de Dirac
Comme il a e´te´ mentionne´ dans l’introduction, le formalisme des bras et kets de Dirac
se re´sume d’une part dans une certaine e´criture des vecteurs, formes line´aires, ... et d’autre
part dans une interpre´tation particulie`re des ope´rations mathe´matiques qui font intervenir
ces quantite´s.
4.1 Inconve´nients
Cette e´criture, ou plutoˆt son interpre´tation, pre´sente un certain nombre d’inconve´nients
plus ou moins geˆnants. Parmi ceux-ci le plus grave est le fait qu’il est impossible de donner
un sens pre´cis a` l’adjoint A† (d’un ope´rateur non borne´ A), si l’on adhe`re strictement a` l’in-
terpre´tation de Dirac (voir [3] et aussi [30]). Rappelons a` ce sujet la de´finition fondamentale
de Dirac (voir par exemple les e´quations (B.45) et (B.51) du chap.II de Cohen-Tannoudji
et al. [6]) :
(〈Φ|A) |Ψ〉 = 〈Φ| (A|Ψ〉) ≡ 〈Φ|A|Ψ〉 avec 〈Φ|A = 〈A†Φ| . (4)
D’apre`s ces relations, on ne sait pas s’il faut interpre´ter l’expression 〈Φ|A|Ψ〉 comme6
〈A†Φ|Ψ〉 ( dans quel cas |Φ〉 ∈ D(A†) et |Ψ〉 ∈ H )
ou comme
〈Φ|AΨ〉 ( dans quel cas |Ψ〉 ∈ D(A) et |Φ〉 ∈ H ),
sauf si l’on re´introduit les parenthe`ses (ce qui enle`ve e´videmment la simplicite´ et e´le´gance
du calcul). He´las [8], il se peut que D(A†) = {0} pour un ope´rateur A de´fini sur un sous-
espace dense de H. Meˆme si ce cas de figure ne se pre´sente gue`re en pratique, les exemples
3 et 7 pre´sente´s dans l’annexe B montrent que l’ignorance des domaines de de´finition
peut aise´ment conduire a` des contradictions et re´sultats incorrects : le traitement correct
d’un proble`me faisant intervenir des ope´rateurs qui ne peuvent pas eˆtre partout de´finis
(ope´rateurs non borne´s) est donc de´licat.
Si l’on convient que 〈Φ|A|Ψ〉 est a` interpre´ter comme 〈Φ| (A|Ψ〉) de sorte que 〈Φ|A ne
repre´sente pas 〈A†Φ|, mais simplement une composition d’applications (selon l’e´quation
(17)), alors les ambigu¨ıte´s mathe´matiques concernant les e´le´ments matriciels sont e´carte´es.
Cependant il reste encore des inconve´nients : nous allons discuter ceux-ci dans le cas
habituel ou` l’on applique strictement la notation des bras et kets dans un espace de Hilbert
abstrait H qui est de dimension infinie.
6D(A) de´note le domaine de de´finition de l’ope´rateur A (annexe A.1).
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– Notation rigide : Rappelons d’abord la de´finition standard de l’adjoint A† d’un
ope´rateur line´aire7 A : H → H :
〈 |Φ〉 , A|Ψ〉 〉H = 〈A†|Φ〉 , |Ψ〉 〉H pour tout |Φ〉, |Ψ〉 ∈ H . (5)
Si l’on adhe`re rigidement a` la notation de Dirac, alors l’expression sur la droite doit
eˆtre re´e´crite en utilisant l’antisyme´trie du produit scalaire, 〈Φ|Ψ〉 = 〈Ψ|Φ〉∗ ; ainsi la
relation (5) qui de´finit l’adjoint de A devient
〈Φ|A|Ψ〉 = 〈Ψ|A†|Φ〉∗ pour tout |Φ〉, |Ψ〉 ∈ H . (6)
En conse´quence, l’e´le´ment matriciel 〈A|Φ〉, |Ψ〉 〉H peut seulement eˆtre repre´sente´ par
〈Ψ|A|Φ〉∗ ou par 〈Φ|A†|Ψ〉. Un exemple fre´quemment utilise´ est donne´e par
‖A|Ψ〉‖2 = 〈A|Ψ〉, A|Ψ〉〉H = 〈 |Ψ〉, A†A|Ψ〉〉H ≡ 〈Ψ|A†A|Ψ〉 ,
ou` la dernie`re expression est la seule e´criture admissible suivant Dirac.
– Manque de naturel et de simplicite´ : Comme indique´ dans l’annexe A, on peut se
passer de la discussion de l’espace dual H∗ (l’espace des bras), puisque celui-ci est
isome´trique a` H. Or le formalisme de Dirac fait un usage syste´matique de H∗. Alors
que l’on est habitue´ a` des ope´rateurs et matrices agissant sur “tout ce qui vient
apre`s”, il faut distinguer dans ce formalisme entre l’action des ope´rateurs line´aires a`
droite et a` gauche [6],
A (λ|Φ〉+ µ|Ψ〉) = λA|Φ〉+ µA|Ψ〉 (λ, µ ∈ C)
(λ〈Φ|+ µ〈Ψ|)A = λ〈Φ|A+ µ〈Ψ|A , (7)
ce qui entraˆıne des ambigu¨ıte´s potentielles concernant les domaines de de´finition.
Par ailleurs, il faut changer l’ordre naturel des vecteurs dans certaines expressions
qui sont souvent utilise´es (comparer les e´quations (5) et (6)).
– Re`gles de calcul changeantes : Quand on passe de H a` L2(R, dx) (ce que l’on est
pratiquement toujours oblige´ de faire a` un certain moment, puisque la physique a
lieu dans l’espace des configurations), alors une partie des re`gles de calcul changent :
les ope´rateurs de diffe´rentiation sur L2(R, dx) agissent uniquement vers la droite,
leurs e´le´ments matriciels peuvent s’e´crire comme 〈Aϕ, ψ〉L2, ... etc.
– Interpre´tation mathe´matique difficile dans un espace de Hilbert abstrait H : Si l’on
suppose (comme nous l’avons fait) que les vecteurs appartiennent a` un espace de
Hilbert abstrait de dimension infinie, alors on retrouve tous les proble`mes mentionne´s
dans la section 3. Dans ce cas, le formalisme des bras et kets de Dirac repre´sente un
calcul purement symbolique et ce n’est certainement pas un hasard que von
7Pour e´viter la discussion des domaines de de´finition, nous supposons que A est un ope´rateur borne´ :
A et A† peuvent alors eˆtre de´finis sur tout l’espace H.
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Neumann n’a pas cherche´ une explication ou formulation mathe´matique de cette ap-
proche en e´laborant les bases mathe´matiques de la me´canique quantique [16]. Les
introductions modernes a` ce formalisme essaient d’en pre´ciser un peu le contenu
mathe´matique, mais il existe tre`s peu de tentatives se´rieuses essayant de traduire l’ap-
proche de Dirac dans une the´orie mathe´matique rigoureuse suite a` une interpre´tation
approprie´e de celle-ci [31, 32, 33, 2]. La the´orie re´sultante (qui fait intervenir de`s le
de´part des triplets de Gelfand abstraits et des familles spectrales) est tre`s complique´e
et difficilement maniable.
– Approche non pe´dagogique : Les concepts de base de l’alge`bre line´aire (applications
line´aires, produits scalaires, ...) sont abondamment utilise´s dans tous les domaines
de la physique (me´canique rationnelle, e´lectromagne´tisme, relativite´, ...) avec les no-
tations mathe´matiques standard et non pas avec le formalisme de Dirac. L’analyse
fonctionnelle base´e sur l’espace L2(R, dx) (ou sur l2) est une synthe`se naturelle de
l’alge`bre line´aire et de l’analyse re´elle et des notions de cette the´orie font partie de
la formation mathe´matique de tout physicien (par exemple par le biais de l’analyse
de Fourier). Par contre le calcul symbolique de Dirac donne parfois l’impression de
repre´senter quelque chose de qualitativement nouveau et pratiquement incontourn-
able pour le de´veloppement de la me´canique quantique8.
Pour les espaces de Hilbert de dimension finie qui interviennent dans la description
du spin (ou du moment angulaire) des particules, on a H ≃ Cn et la notation de Dirac
repre´sente alors une re´e´criture des vecteurs et une interpre´tation particulie`re des ope´rations
de l’alge`bre line´aire standard [30]. Dans ce cas, tout est mathe´matiquement bien de´fini,
mais les autres inconve´nients mentionne´s ne sont pas tous e´carte´s.
4.2 Avantages
La grande puissance des notations de Dirac consiste dans le fait qu’elles permettent
de faire des calculs formels donnant automatiquement la forme correcte des re´sultats. Par
exemple, l’insertion de l’ope´rateur identite´ (13) entre deux ope´rateurs line´aires A et B,
〈Φ|AB|Ψ〉 (13)= 〈Φ|A
(
∞∑
n=1
|n〉〈n|
)
B|Ψ〉 =
∞∑
n=1
〈Φ|A|n〉〈n|B|Ψ〉 , (8)
donne tout de suite le bon re´sultat final sans qu’on ait besoin de contempler l’action suc-
cessive des applications |n〉 et 〈n| de´crite dans l’e´quation (14). Similairement, le projecteur
P|Φ〉 sur l’e´tat |Φ〉 ∈ H s’e´crit simplement
P|Φ〉 = |Φ〉〈Φ|
et pour ses e´le´ments de matrice on obtient imme´diatement
〈Ψ|P|Φ〉|Ψ′〉 = 〈Ψ|Φ〉〈Φ|Ψ′〉 . (9)
8Il est peut-eˆtre bon de rappeler que la the´orie quantique a e´te´ de´veloppe´e sans l’utilisation de ce
formalisme [21] et de noter que son enseignement peut s’en passer largement ou comple`tement comme en
te´moigne un bon nombre d’excellents ouvrages [34, 35, 36].
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4.3 “Solution” des proble`mes
Comme nous venons de le souligner, la notation |Ψ〉 pour les vecteurs et 〈Ψ| pour les
formes line´aires est tre`s utile a` des fins mne´motechniques et calculatoires. Aussi serait-
il de´place´ d’e´viter ces notations et de se priver de leurs avantages. Un bon compromis
que nous re´sumerons maintenant est celui adopte´ ou mentionne´ dans un certain nombre
d’ouvrages [34, 35, 36, 25].
Si nous “identifions” les diffe´rents espaces de Hilbert discute´s dans la section 2,
nous pouvons e´crire H = L2(R, dx) et dans ce cas nous e´vitons de´ja` les complications
mathe´matiques du formalisme invariant (section 3). Dans tous les cas - que l’on fasse cette
identification ou pas - il est souvent commode de noter les fonctions d’onde par |ψ〉 au lieu
de ψ (ou par ψ〉 comme sugge´re´ par Dirac [1]) pour me´moriser les relations suivantes qui
sont valables pour toute base orthonorme´e {|ϕn〉}n∈N de L2(R, dx) :
〈 |ϕn〉 , |ϕm〉 〉L2 ≡ 〈ϕn|ϕm〉 = δnm∑
n∈N
|ϕn〉〈ϕn| = 1L2 .
Ici, la dernie`re relation veut dire que
|ψ〉 = ∑
n∈N
|ϕn〉〈ϕn|ψ〉 pour tout |ψ〉 ∈ L2(R, dx)
ou |ψ(x)〉 = ∑
n∈N
|ϕn(x)〉〈ϕn|ψ〉 pour tout x ∈ R .
Dans le meˆme esprit, le projecteur Pψ sur |ψ〉 ∈ L2(R, dx) peut s’e´crire comme Pψ = |ψ〉〈ψ|.
Pour les ope´rateurs, il est commode d’utiliser la notation [6]
|Aψ〉 ≡ A|ψ〉
tout en e´vitant l’interpre´tation (4) des e´le´ments matriciels qui est source d’ambigu¨ıte´s ; un
e´le´ment matriciel peut alors eˆtre mis sous une des formes suivantes :
〈ϕ|A|ψ〉 = 〈ϕ|Aψ〉 = 〈A†ϕ|ψ〉 = 〈ψ|A†ϕ〉∗ = 〈ψ|A†|ϕ〉∗ .
Les insertions d’ope´rateurs sont re´alise´es comme dans les expressions (8) et (9).
Finalement, la notation |n..m〉 au lieu de ϕn..m pour les vecteurs d’une base de l’espace
de Hilbert, indexe´e par n, ..,m, est bien utile pour e´crire les e´le´ments matriciels9,
an..m,n′..m′ = 〈n..m|A|n′..m′〉 .
Ainsi, avec un peu de flexibilite´, on peut be´ne´ficier des avantages de la notation de Dirac
tout en e´vitant ses inconve´nients.
9Il faut prendre garde au fait que la matrice re´sultante repre´sente un ope´rateur line´aire sur l’espace de
Hilbert l2 qui est de dimension infinie, ce qui implique qu’il faut se soucier de son domaine de de´finition :
l’existence de repre´sentations matricielles et leurs pie`ges mathe´matiques sont discute´s dans la re´fe´rence [9].
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5 Conclusion
Essayons de tirer quelques conclusions des discussions pre´ce´dentes, en particulier pour
l’enseignement de la me´canique quantique.
Physique et mathe´matique sont deux sciences diffe´rentes et on peut tre`s bien justi-
fier qu’une pre´sentation de physicien ne tienne pas compte d’une rigueur mathe´matique
parfaite meˆme si l’auteur maˆıtrise comple`tement celle-ci. En physique c’est probablement
un art d’utiliser un minimum de mathe´matiques tout en restant tellement pre´cis dans le
raisonnement et dans la pre´sentation que le physicien mathe´maticien puisse comple´ter tous
les de´tails techniques sans ambigu¨ıte´ et ainsi e´tablir les re´sultats et leur domaine de validite´
d’une manie`re irre´futable. En me´canique quantique, une telle de´marche correspondrait a`
donner des de´finitions pre´cises au de´part (pour les ope´rateurs line´aires sur L2(R, dx)) tout
en e´vitant de discuter syste´matiquement les de´tails mathe´matiques (domaines de de´finition,
distributions, ...) dans la suite. Par contre, toute approche base´e sur un calcul symbolique
qui est tre`s difficile a` rendre rigoureux (et donc apte a` des conclusions pre´cises) paraˆıt con-
testable. Ceci est d’autant plus vrai que la premie`re approche n’est pas plus complique´e
et qu’elle est base´e sur une the´orie mathe´matique standard, bien de´veloppe´e et trouvant
des applications dans beaucoup d’autres domaines de la physique (syste`mes dynamiques,
relativite´, optique, ...).
Les ouvrages de physique qui ne suivent pas l’approche du calcul symbolique (et qui
mentionnent les domaines de de´finition ainsi que la diffe´rence entre ope´rateurs hermitiens
et auto-adjoints) ne sont pas tre`s nombreux : citons les monographies [34] qui ne sont
pas base´es sur le formalisme invariant et qui font un usage libe´ral des notations de Dirac
chaque fois que cela paraˆıt utile (voir aussi [37]). Une pre´sentation comparable, mais plus
mathe´matique et s’orientant vers les fondements conceptuels est donne´e dans [38], alors
que les traite´s [39, 24, 25, 33] peuvent eˆtre qualifie´s de relevant du domaine de la physique
mathe´matique. Parmi les ouvrages [6], ceux de Messiah, Peebles et Schwabl discutent en
de´tail la me´canique ondulatoire et sa structure ge´ome´trique avant de pre´senter le for-
malisme invariant et les notations de Dirac. Finalement nous mentionnons aussi quelques
ouvrages qui e´vitent le formalisme invariant et l’usage rigide des notations de Dirac, mais
qui ne discutent pas les de´tails mathe´matiques concernant les ope´rateurs sur L2(R, dx) :
a` part les ‘classiques’ [35], il s’agit des introductions e´le´mentaires et modernes [36] qui
pre´sentent clairement tous les principes de la the´orie tout en appliquant un strict mini-
mum de mathe´matiques utiles.
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A Le formalisme mathe´matique
A.1 Les notations de Dirac
Un vecteur |Ψ〉 ∈ H est appele´ ket et a` ce vecteur nous pouvons associer une
forme line´aire ω|Ψ〉 ≡ 〈Ψ| appele´e bra et de´finie par l’interme´diaire du produit scalaire
(“bracket” ) :
ω|Ψ〉 ≡ 〈Ψ| : H lin.−→ C (10)
|Φ〉 7−→ ω|Ψ〉 (|Φ〉) = 〈 |Ψ〉 , |Φ〉 〉H ≡ 〈Ψ|Φ〉 .
D’apre`s l’ine´galite´ de Cauchy et Schwarz reliant le produit scalaire et la norme ‖Ψ‖ ≡
‖|Ψ〉‖ =
√
〈Ψ|Ψ〉 dans H,
|〈Ψ|Φ〉| ≤ ‖Ψ‖ · ‖Φ‖ ,
la forme line´aire ω|Ψ〉 est continue : ceci veut dire que pour tout |Φ〉 ∈ H il existe une
constante c ≥ 0 telle que |ω|Ψ〉(|Φ〉)| ≤ c ‖Φ‖. Par conse´quent, le bra 〈Ψ| est un e´le´ment de
l’espace de Hilbert dual
H∗ = {ω : H −→ C line´aire et continu} .
Inversement, a` tout bra 〈Ψ| ∈ H∗ nous pouvons associer un ket |Ψ〉 ∈ H ; en effet,
d’apre`s le lemme de Riesz [8], chaque e´le´ment ω ∈ H∗ de´termine de manie`re unique un
vecteur |Ψω〉 ∈ H tel que
ω (|Φ〉) = 〈Ψω|Φ〉 pour tout |Φ〉 ∈ H .
(Le vecteur |Ψω〉 “re´alise” l’application ω par l’interme´diaire du produit scalaire.) Le
vecteur associe´ a` la forme line´aire 〈Ψ| est note´ par |Ψ〉 et nous avons donc une corre-
spondance biunivoque entre |Ψ〉 ∈ H et 〈Ψ| ∈ H∗ :
H ∋ |Ψ〉 1−1←→ 〈Ψ| ∈ H∗ . (11)
Ainsi nous pouvons identifier10 H etH∗ et nous passer comple`tement de H∗. L’introduction
d’un espace vectoriel dual est seulement ne´cessaire pour de´finir les vecteurs ge´ne´ralise´s, voir
section A.3 ci-dessous.
Une base hilbertienne {|Φn〉 ≡ |n〉}n∈N de H est un ensemble de vecteurs satisfaisant la
relation d’orthonormalite´
〈n|m〉 = δnm pour tout n,m ∈ N (12)
10Si on de´finit la norme de ω ∈ H∗ par ‖ω‖ = sup |ω(f)| (ou` le supremum est pris sur tous les vecteurs
f ∈ H de norme 1), alors on peut montrer que la bijection H → H∗ est antiline´aire et qu’elle pre´serve les
normes, c’est-a`-dire qu’elle repre´sente une isome´trie.
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et la relation de fermeture
∞∑
n=0
|n〉〈n| = 1H . (13)
Cette relation fait intervenir la somme des ope´rateurs |n〉〈n| qui sont obtenus par compo-
sition de deux applications :
H 〈n|−→ C |n〉−→ H (14)
|Φ〉 7−→ 〈n|Φ〉 7−→ 〈n|Φ〉 |n〉 .
Ici, la premie`re application est la forme line´aire (10) et la deuxie`me repre´sente la multipli-
cation d’un nombre complexe par le vecteur |n〉 ∈ H.
Un ope´rateur sur H est une application line´aire
A : D(A) −→ H (15)
|Ψ〉 7−→ A|Ψ〉 ,
ou` D(A) (domaine de de´finition de A) est un sous-espace vectoriel dense de H. (On peut
ge´ne´raliser cette de´finition en supprimant les hypothe`ses que D(A) soit dense et que l’ap-
plication A soit line´aire, mais ces ge´ne´ralisations n’interviennent gue`re en me´canique quan-
tique.)
Avant de discuter quelques exemples d’ope´rateurs, nous rappelons que le produit
scalaire des vecteurs |Φ〉 et A|Ψ〉 est note´ suivant Dirac par
〈 |Φ〉 , A|Ψ〉 〉H ≡ 〈Φ|A|Ψ〉 . (16)
L’expression 〈Φ|A|Ψ〉 peut donc eˆtre conside´re´ comme re´sultant de la composition de deux
applications line´aires,
D(A) A−→ H 〈Φ|−→ C (17)
|Ψ〉 7−→ A|Ψ〉 7−→ 〈Φ|A|Ψ〉 ,
ou` la composition est de´finie comme d’habitude par (〈Φ| ◦ A) |Ψ〉 := 〈Φ| (A|Ψ〉). Cepen-
dant Dirac ne s’est pas limite´ a` cette interpre´tation sans e´quivoque des notations qu’il a
introduites - voir section 4.1.
A.2 Ope´rateurs line´aires
Pour simplifier l’e´criture et e´viter toute ambigu¨ıte´, nous n’utilisons pas les notations de
Dirac dans la suite. Nous encourageons fortement le lecteur qui n’est pas familier avec les
de´finitions et re´sultats e´nonce´s au de´but de cette section de continuer la lecture avec les
nombreuses illustrations qui suivront.
Pour un ope´rateur A sur H, le domaine de de´finition de A† est de´fini par
D(A†) = {ϕ ∈ H | ∃ ϕ˜(A;ϕ) ∈ H tel que
〈ϕ,Aψ〉 = 〈 ϕ˜(A;ϕ) , ψ 〉 pour tout ψ ∈ D(A)} .
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(La notation ϕ˜(A;ϕ) indique que le vecteur ϕ˜ de´pend de A et de ϕ.) Pour ϕ ∈ D(A†), on
de´finit A†ϕ = ϕ˜(A;ϕ), c’est-a`-dire
〈ϕ,Aψ〉 = 〈A†ϕ, ψ〉 pour tout ψ ∈ D(A) . (18)
En the´orie quantique, les observables physiques sont de´crites par des ope´rateurs A
sur H qui ont la proprie´te´ d’eˆtre auto-adjoint : ceci veut dire que A = A†, c’est-a`-dire
D(A) = D(A†) et Aϕ = A†ϕ pour tout ϕ ∈ D(A). Cette condition assure que le spectre
de A est re´el et que les vecteurs propres (ge´ne´ralise´s) de A forment un syste`me complet de
vecteurs orthonormaux.
Le spectre d’un ope´rateur auto-adjoint est l’union du spectre discret (ensemble des
valeurs propres de A) et du spectre continu (ensemble des valeurs propres ge´ne´ralise´es de
A, c’est-a`-dire des valeurs propres pour lesquelles les vecteurs propres n’appartiennent pas
a` H) : ces notions seront pre´cise´es et illustre´es dans la suite (ainsi que dans l’annexe C
ou` nous mentionnerons aussi le soi-disant spectre re´siduel qui peut apparaˆıtre pour un
ope´rateur non auto-adjoint).
Deux complications techniques apparaissent lors de l’e´tude d’une observable A en
me´canique quantique :
(i) Si le spectre de A n’est pas borne´, alors le domaine de de´finition de A ne peut pas eˆtre
H tout entier.
(ii) Si le spectre de A contient une partie continue, alors les vecteurs propres correspondants
n’appartiennent pas a` H, mais a` un espace plus large contenant H.
Dans cette section et dans la suivante, nous discuterons tour a` tour ces deux proble`mes.
La classe la plus simple d’ope´rateurs est celle des ope´rateurs qui sont borne´s, c’est-a`-dire
pour tout vecteur ψ ∈ D(A), on a
‖Aψ‖ ≤ c ‖ψ‖ ou` c ≥ 0 est une constante . (19)
Cette condition revient a` dire que le spectre de A est borne´. Les ope´rateurs borne´s peuvent
toujours eˆtre de´finis sur tout l’espace de Hilbert, c’est-a`-dire que D(A) = H. Un exemple
important est celui d’un ope´rateur unitaire U : H → H ; un tel ope´rateur est borne´, car la
relation (2) implique ‖Uψ‖ = ‖ψ‖ pour tout ψ ∈ H et la condition (19) est donc satisfaite.
(Le spectre de U est borne´, puisqu’il appartient au cercle unite´ du plan complexe.)
Une grande partie des subtilite´s mathe´matiques de la me´canique quantique provient du
re´sultat suivant [9, 8].
The´ore`me 2 (Hellinger et Toeplitz) Soit A un ope´rateur sur H qui est partout de´fini
et qui satisfait a` la condition d’hermicite´
〈ϕ,Aψ〉 = 〈Aϕ, ψ〉 (20)
pour tous les vecteurs ϕ, ψ ∈ H. Alors A est borne´.
En the´orie quantique, on a souvent des ope´rateurs comme ceux de position, d’impulsion
ou d’e´nergie qui obe´issent a` la condition d’hermicite´ (20) sur leur domaine de de´finition,
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mais pour lesquels le spectre n’est pas borne´. (En fait, la relation structurelle de base de
la me´canique quantique, c’est-a`-dire la relation de commutation canonique, exige meˆme
que certains des ope´rateurs fondamentaux qu’elle fait intervenir soient non borne´s - voir
annexe C.) Le the´ore`me pre´ce´dent indique alors qu’il n’est pas possible de de´finir ces
ope´rateurs hermitiens sur tout l’espace de Hilbert H et que leur domaine de de´finition doit
ne´cessairement eˆtre un vrai sous-espace de H. Parmi tous les choix de sous-espace qui sont
mathe´matiquement possibles, certains sont privile´gie´s en pratique par des conside´rations
physiques (conditions aux limites, ...) [26, 8, 9, 24, 25].
A titre d’exemple, conside´rons l’ope´rateur de position Q, c’est-a`-dire l’ope´rateur ‘mul-
tiplication par x’ sur l’espace de Hilbert L2(R, dx) :
(Qψ) (x) = xψ(x) pour tout x ∈ R . (21)
Le domaine de de´finition maximal de Q est celui qui assure que la fonction Qψ existe et
qu’elle appartient encore a` L2(R, dx) :
Dmax(Q) = {ψ ∈ L2(R, dx) | ‖xψ‖2 ≡
∫
R
dx x2|ψ(x)|2 <∞} . (22)
Pour tous les vecteurs de cet espace (qui est un sous-espace non-trivial et dense de
L2(R, dx)), la condition (20) est satisfaite ce qui implique que le spectre de Q est re´el.
En fait, le spectre de cet ope´rateur est constitue´ de tout l’axe re´el et il n’est donc pas
borne´.
Nous notons que pour certaines conside´rations il est commode de disposer d’un domaine
de de´finition qui est laisse´ invariant par l’ope´rateur. Pour l’ope´rateur Q, un tel domaine
est donne´ par l’espace de Schwartz S(R) des fonctions a` de´croissance rapide. Rappelons
qu’une fonction f : R → C appartient a` S(R) si elle est de´rivable une infinite´ de fois
et si cette fonction et toutes ses de´rive´es de´croissent plus vite a` l’infini que l’inverse d’un
polynoˆme quelconque). On peut en de´duire que S(R) ⊂ Dmax(Q) et
Q : S(R) −→ S(R) .
L’espace de Schwartz est aussi un domaine de de´finition invariant pour l’ope´rateur d’im-
pulsion P =
h¯
i
d
dx
sur L2(R, dx), c’est-a`-dire P : S(R)→ S(R).
A.3 Triplets de Gelfand (vecteurs ge´ne´ralise´s)
L’ope´rateur de position (21) de´fini sur S(R) illustre aussi le fait que les vecteurs propres
associe´s au spectre continu d’un ope´rateur auto-adjoint n’appartiennent pas a` l’espace de
Hilbert11. En effet, la fonction propre ψx0 associe´e a` la valeur propre x0 ∈ R est de´finie par
la relation
(Qψx0) (x) = x0 ψx0(x) (x0 ∈ R , ψx0 ∈ S(R) , ψx0 6≡ 0) (23)
11Pour eˆtre pre´cis, l’ope´rateur (21) de´fini sur S(R) est essentiellement auto-adjoint, ce qui implique
qu’on peut le rendre auto-adjoint d’une seule fac¸on en e´largissant son domaine de de´finition de manie`re
naturelle (voir [8, 9] pour des de´tails).
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ou encore, d’apre`s (21), par
(x− x0)ψx0(x) = 0 pour tout x ∈ R .
Cette condition implique ψx0(x) = 0 pour x 6= x0. En conse´quence, la fonction ψx0 est
nulle presque partout et repre´sente donc l’e´le´ment nul de L2(R, dx) [9, 7, 8]. L’ope´rateur
Q n’admet donc aucune valeur propre.
Notons que la situation est la meˆme pour l’ope´rateur P de´fini sur S(R) qui est aussi
essentiellement auto-adjoint : l’e´quation aux valeurs propres
(Pψp) (x) = p ψp(x) (p ∈ R , ψp ∈ S(R) , ψp 6≡ 0), ,
est re´solue par ψp(x) = 1/
√
2πh¯ exp(ipx/h¯), mais ψp 6∈ S(R). Donc P n’admet aucune
valeur propre.
Par contre, les e´quations aux valeurs propres pourQ et P admettent des solutions faibles
(solutions distributives). Par exemple, la fonction ge´ne´ralise´e (distribution) de Dirac avec
support en x0, δx0(x) ≡ δ(x−x0), est une solution faible de l’e´quation aux valeurs propres
(23) : pour ve´rifier que x δx0(x) = x0 δx0(x) au sens des distributions, il faut e´taler cette
relation avec une fonction test ϕ ∈ S(R) :
∫
R
dx x δx0(x)ϕ(x) = x0 ϕ(x0) =
∫
R
dx x0 δx0(x)ϕ(x) . (24)
La fonction ge´ne´ralise´e de Dirac et la fonction ge´ne´ralise´e xδx0 n’appartiennent pas au
domaine de de´finition S(R) de Q, mais a` l’espace dual
S ′(R) = {ω : S(R)→ C line´aire et continu} ,
c’est-a`-dire a` l’espace des distributions tempe´re´es sur R [8, 9, 10, 19, 20]. Elles sont de´finies
d’une manie`re abstraite et pre´cise par
δx0 : S(R) −→ C (25)
ϕ 7−→ δx0(ϕ) = ϕ(x0)
et
x δx0 : S(R) −→ C
ϕ 7−→ (x δx0) (ϕ) = δx0(xϕ)
(25)
= x0 ϕ(x0) .
Avec ces de´finitions, l’e´criture formelle (24) prend la forme exacte
(x δx0) (ϕ) = (x0 δx0) (ϕ) pour tout ϕ ∈ S(R) .
Ainsi l’e´quation aux valeurs propres Qψx0 = x0 ψx0 admet une solution distributive ψx0
pour tout nombre x0 ∈ R. Comme le spectre de l’ope´rateur (essentiellement auto-adjoint)
Q est l’ensemble des nombres re´els pour lesquels l’e´quation aux valeurs propres admet
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comme solution une fonction ψ ∈ D(Q) = S(R) (spectre discret) ou bien une fonction
ge´ne´ralise´e ψ ∈ S ′(R) (spectre continu), nous pouvons conclure que SpQ = R et que le
spectre de Q est purement continu.
De manie`re analogue, la fonction ψp(x) = 1/
√
2πh¯ exp(ipx/h¯) de´finit une distribution
lp selon
lp : S(R) −→ C (26)
ϕ 7−→ lp(ϕ) =
∫
R
dxψp(x)ϕ(x)
(1)
= (Fϕ)(p) ,
ou` Fϕ de´note la transforme´e de Fourier (1). La distribution lp repre´sente une solution
de l’e´quation aux valeurs propres P lp = p lp, car d’apre`s les re`gles de calcul pour les
distributions et la transformation de Fourier [9, 20] et d’apre`s la de´finition (26), nous
avons
(P lp) (ϕ) =
(
h¯
i
dlp
dx
)
(ϕ) = lp
(
h¯
i
dϕ
dx
)
(26)
= (F
(
h¯
i
dϕ
dx
)
)(p) = p (Fϕ)(p) (26)= p lp(ϕ).
Il s’ensuit que SpP = R (spectre purement continu).
Le proble`me aux valeurs propres pour des ope´rateurs avec spectre continu nous ame`ne
donc a` conside´rer le triplet de Gelfand (“rigged Hilbert space” ou triade hilbertienne)12
S(R) ⊂ L2(R, dx) ⊂ S ′(R) . (27)
Ici, S(R) est un sous-espace dense de L2(R, dx) [8] et toute fonction ψ ∈ L2(R, dx) de´finit
une distribution ωψ ∈ S ′(R) selon
ωψ : S(R) −→ C
ϕ 7−→ ωψ(ϕ) =
∫
R
dxψ(x)ϕ(x) . (28)
Mais S ′(R) contient aussi des distributions comme la distribution δx0 de Dirac ou la distri-
bution lp qui ne peuvent pas eˆtre repre´sente´es a` l’aide d’une fonction ψ ∈ L2(R, dx) selon
(28). La proce´dure d’e´talement avec une fonction test ϕ ∈ S(R) correspond a` la formation
de paquets d’onde et la the´orie des distributions donne un sens bien pre´cis a` cette proce´dure
ainsi qu’aux fonctions ge´ne´ralise´es qu’elle fait intervenir.
La de´finition abstraite du triplet (27) peut eˆtre pre´cise´e (topologie de S(R),...) et par
ailleurs S(R) peut eˆtre ge´ne´ralise´ a` d’autres sous-espaces (associe´s avec Q ou avec d’autres
ope´rateurs de´finis sur L2(R, dx)). A ces de´tails pre`s, nous pouvons dire :
12Les triplets de Gelfand sont discute´s en de´tail dans l’ouvrage [20] (voir aussi [31] pour une de´finition
le´ge`rement modifie´e). Une introduction courte et excellente aux de´finitions et applications en me´canique
quantique est donne´e dans les re´fe´rences [40, 9, 24]. Concernant l’importance des triplets de Gelfand, nous
citons leurs inventeurs [20] : “Nous estimons que cette notion est, au moins, aussi importante, sinon plus,
que la notion d’espace de Hilbert.”
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Le triplet (27) de´crit d’une manie`re exacte et simple la nature
mathe´matique de tous les kets et bras utilise´s en me´canique quan-
tique.
En effet, d’apre`s le lemme de Riesz mentionne´ dans la section A.1, l’espace de Hilbert
L2(R, dx) est e´quivalent a` son dual : a` tout ket appartenant a` L2(R, dx) correspond donc
un bra et inversement. Par ailleurs, un ket appartenant au sous-espace S(R) de´finit toujours
un bra appartenant a` S ′(R) selon la de´finition (28). Mais il existe des e´le´ments de S ′(R),
des bras ge´ne´ralise´s, auxquels on ne peut pas associer un ket appartenant a` S(R) ou
L2(R, dx). Nous notons que la transparence de ce re´sultat mathe´matique se perd, si l’on
proce`de comme d’habitude et que l’on e´crit l’action d’une distribution sur une fonction test
ϕ d’une manie`re purement formelle comme un produit scalaire entre ϕ ∈ S(R) ⊂ L2(R, dx)
et une fonction qui n’appartient pas a` L2(R, dx) :
lp(ϕ) = 〈ψp, ϕ〉L2 ≡
∫
R
dxψp(x)ϕ(x)
δx0(ϕ) = 〈δx0 , ϕ〉L2 ≡
∫
R
dx δx0(x)ϕ(x) .
D’une manie`re ge´ne´rale, conside´rons un ope´rateur auto-adjoint A sur l’espace de Hilbert
H. Les fonctions propres associe´es aux e´le´ments du spectre continu de A n’appartiennent
pas a` l’espace de Hilbert H : il faut munir H avec un sous-espace dense approprie´ Ω et son
dual Ω′ qui contient les vecteurs propres ge´ne´ralise´s de A,
Ω ⊂ H ⊂ Ω′ .
Le choix du sous-espace Ω est e´troitement lie´ au domaine de de´finition de l’ope´rateur A que
l’on souhaite e´tudier. Alors que l’introduction de l’espace Ω est ne´cessaire pour avoir un
proble`me mathe´matique bien pose´, celle de Ω′ est tre`s commode, mais elle n’est pas indis-
pensable pour la de´termination du spectre de A. En effet, il existe plusieurs caracte´risations
du spectre qui ne font pas appel a` une extension de l’espace de Hilbert13. Citons trois exem-
ples. Les diffe´rentes parties du spectre de A peuvent eˆtre de´crites par diffe´rentes proprie´te´s
de la re´solvante RA(z) = (A − z1)−1 (ou` z ∈ C) [9, 10] ou bien (dans le cas ou` A est
auto-adjoint) par les proprie´te´s des projecteurs spectraux EA(λ) (ou` λ ∈ R) associe´s a` A
[16, 9, 8] ou encore en remplac¸ant la notion de fonction propre distributive de A par celle
de fonction propre approxime´e [10]. (Cette dernie`re approche refle`te le fait bien connu que
les distributions telles δx0 peuvent eˆtre approxime´es arbitrairement bien par des fonctions
ordinaires et continues.)
Comme indique´ en haut, les exemples discute´s dans cette section illustrent a` la fois les
proble`mes pose´s par un spectre non borne´ et ceux pose´s par une partie continue du spectre.
Nous soulignons que ces proble`mes ne sont pas relie´s entre eux et conside´rons a` ce sujet
l’exemple d’une particule a` une dimension avec conditions aux limites pe´riodiques, c’est-a`-
dire des fonctions d’onde appartenant a` l’espace de Hilbert L2([a, b], dx) avec −∞ < a <
13Citons a` ce sujet les auteurs de la re´fe´rence [8] : “We only recommend the abstract rigged space
approach to readers with a strong emotional attachment to the Dirac formalism.” Cette affirmation un
peu provocatrice refle`te assez bien l’approche suivie dans la plupart des ouvrages d’analyse fonctionnelle.
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b < +∞ et satisfaisant aux conditions aux limites ψ(a) = ψ(b). Dans ce cas, l’ope´rateur
de position (21) admet un spectre continu et borne´, donne´ par l’intervalle [a, b], alors
que le spectre de l’ope´rateur d’impulsion
h¯
i
d
dx
est discret et non borne´ (ce qui veut dire
que l’impulsion peut seulement prendre certaines valeurs discre`tes, mais arbitrairement
grandes).
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B Surprises mathe´matiques en me´canique quantique
Des exemples mathe´matiquement simples seront suivis d’exemples plus sophistique´s et
plus inte´ressants du point de vue de la physique. Tous ces exemples seront formule´s dans le
cadre de la me´canique ondulatoire. Cette the´orie e´tant e´quivalente aux autres formulations
de la me´canique quantique, les proble`mes mentionne´s sont aussi pre´sents dans les autres
formulations, mais e´ventuellement ils y sont moins apparents. Nous utilisons le langage
mathe´matique standard des ouvrages de me´canique quantique. La solution des proble`mes
souleve´s est implicite dans l’annexe pre´ce´dente, mais pour eˆtre complet, nous la de´taillerons
dans l’annexe suivante tout en faisant appel aux notions mathe´matiques approprie´es.
(1) Pour une particule a` une dimension, les ope´rateurs d’impulsion et de position P et
Q satisfont a` la relation de commutation canonique de Heisenberg,
[P,Q] =
h¯
i
1 . (29)
En prenant la trace de cette relation, on trouve un re´sultat nul pour le membre de gauche,
Tr [P,Q] = 0, alors que Tr (
h¯
i
1) 6= 0. Conclusion ?
(2) Conside´rons des fonctions d’onde ϕ et ψ de carre´ sommable sur R ainsi que
l’ope´rateur d’impulsion P =
h¯
i
d
dx
. Une inte´gration par parties donne
∫ +∞
−∞
dxϕ(x) (Pψ)(x) =
∫ +∞
−∞
dx (Pϕ)(x)ψ(x) +
h¯
i
[(ϕψ) (x)]+∞−∞ .
Comme ϕ et ψ sont de carre´ sommable, on conclut d’habitude que ces fonctions s’annulent
pour x→ ±∞. Ainsi le dernier terme dans l’e´quation pre´ce´dente est ze´ro et l’ope´rateur P
est donc hermitien.
Cependant les ouvrages de mathe´matiques nous apprennent que les fonctions de carre´
sommable n’admettent en ge´ne´ral pas de limite pour x→ ±∞ et qu’elles ne s’annulent donc
pas ne´cessairement a` l’infini. (Pour illustrer la proble´matique, nous donnons un exemple
[41] d’une fonction qui est continue, positive et sommable sur R sans pour autant s’annuler
pour x→ ±∞ : conside´rons f(x) = ∑∞n=1 fn(x) ou` fn est ze´ro sur R, sauf sur un intervalle
de largeur
2
n2
centre´ en n, ou` le graphe de fn est un triangle syme´trique par rapport a` n
et de hauteur 1. L’aire de ce triangle e´tant e´gale a`
1
n2
, on a
∫ +∞
−∞
dx f(x) =
∞∑
n=1
1
n2
<∞ ,
mais la fonction f ne s’annule pas pour x → +∞.) On peut meˆme trouver des fonctions
de carre´ sommable sur R qui ne sont pas borne´es a` l’infini [11] : un exemple d’une telle
fonction est donne´ par f(x) = x2 exp (−x8 sin2 x), ce qui correspond essentiellement a` un
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raffinement de l’exemple pre´ce´dent. Est-ce que l’ope´rateur P est quand meˆme hermitien et
pourquoi ?
(3) Conside´rons les ope´rateurs P =
h¯
i
d
dx
et ‘Q = multiplication par x’ agissant sur
les fonctions d’onde de´pendant de x ∈ R. Comme P et Q sont des ope´rateurs hermitiens,
l’ope´rateur A = PQ3 +Q3P l’est aussi, car son adjoint est donne´ par
A† = (PQ3 +Q3P )† = Q3P + PQ3 = A .
En conse´quence, toutes les valeurs propres de A sont re´elles. Pourtant, on ve´rifie aise´ment
que
Af =
h¯
i
f avec f(x) =


1√
2
|x|−3/2 exp
(−1
4x2
)
pour x 6= 0
0 pour x = 0 ,
(30)
ce qui veut dire que A admet la valeur propre complexe h¯/i. Notons que la fonction f est
de´rivable une infinite´ de fois sur R et qu’elle est de carre´ sommable, car
∫ ∞
−∞
dx |f(x)|2 = 2
∫ ∞
0
dx |f(x)|2 =
∫ ∞
0
dx x−3e−1/(2x
2) =
[
e−1/(2x
2)
]∞
0
= 1 .
Ou` est l’erreur ?
(4) Nous conside´rons une particule enferme´e dans l’intervalle [0, 1] et de´crite par une
fonction d’onde ψ satisfaisant aux conditions aux limites ψ(0) = 0 = ψ(1). L’ope´rateur
d’impulsion P =
h¯
i
d
dx
est alors hermitien, car le terme de surface intervenant dans
l’inte´gration par parties s’annule :
∫ 1
0
dx
(
ϕ (Pψ)− (Pϕ)ψ
)
(x) =
h¯
i
[(ϕψ) (x)]10 = 0 . (31)
Comme P est hermitien, ses valeurs propres sont re´elles. Pour de´terminer celles-ci, nous
notons que l’e´quation aux valeurs propres,
(Pψp)(x) = p ψp(x) (p ∈ R , ψp 6≡ 0) ,
est re´solue par ψp(x) = cp exp (
i
h¯
px) avec cp ∈ C−{0}. La condition aux limites ψp(0) = 0
implique alors ψp ≡ 0 et P n’admet donc pas de valeurs propres. Ne´anmoins le spectre de
P est le plan complexe entier et P ne repre´sente pas une observable [9]. Comment peut-on
comprendre ce re´sultat qui paraˆıt e´tonnant ?
(5) Si l’on introduit les coordonne´es polaires dans le plan ou les coordonne´es sphe´riques
dans l’espace, alors l’angle polaire ϕ et la composante Lz du moment angulaire sont des
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variables canoniquement conjugue´es en me´canique classique. En the´orie quantique, la vari-
able ϕ devient l’ope´rateur de multiplication de la fonction d’onde ψ(ϕ) par ϕ et Lz =
h¯
i
∂
∂ϕ
,
ce qui implique la relation de commutation
[Lz, ϕ] =
h¯
i
1 . (32)
Ces ope´rateurs agissant sur des fonctions d’onde pe´riodiques (ψ(0) = ψ(2π)) sont her-
mitiens. Par ailleurs, Lz admet un syste`me complet de fonctions propres orthonorme´es
ψm,
Lzψm = mh¯ψm avec ψm(ϕ) =
1√
2π
exp (imϕ) et m ∈ Z . (33)
(Pour les fonctions d’onde ψ, nous spe´cifions seulement la de´pendance de la variable angu-
laire ϕ et pour l’orthonormalisation, nous nous re´fe´rons au produit scalaire standard des
fonctions de carre´ sommable sur l’intervalle [0, 2π) :
〈ψ1, ψ2〉 =
∫ 2pi
0
dϕ ψ1(ϕ)ψ2(ϕ) .)
En prenant la valeur moyenne de l’ope´rateur [Lz, ϕ] dans l’e´tat ψm [42, 3] et en tenant
compte du fait que Lz est hermitien, on trouve que
h¯
i
= 〈ψm, h¯
i
1ψm〉 (32)= 〈ψm, Lzϕψm〉 − 〈ψm, ϕLz ψm〉
= 〈L†z ψm, ϕ ψm〉 −mh¯ 〈ψm, ϕ ψm〉 (34)
= (mh¯−mh¯) 〈ψm, ϕ ψm〉 = 0 .
Il doit y avoir un petit proble`me quelque part...
(6) Rajoutons un peu a` la confusion de l’exemple pre´ce´dent ! En 1927, Pauli a note´ que
la relation de commutation canonique (29) implique la relation d’incertitude de Heisenberg
∆P · ∆Q ≥ h¯
2
en vertu de l’ine´galite´ de Cauchy et Schwarz. Comme la relation de com-
mutation (32) a la meˆme forme que (29), on peut de´duire de la meˆme manie`re la relation
d’incertitude
∆Lz ·∆ϕ ≥ h¯
2
. (35)
Le raisonnement physique suivant montre que cette ine´galite´ ne peut pas eˆtre correcte
[43, 42, 34]. On peut toujours trouver un e´tat pour lequel ∆Lz < h¯/4π et alors l’incertitude
sur l’angle ϕ devrait eˆtre plus grande que 2π, ce qui n’a pas de sens physique, puisque
ϕ prend des valeurs dans l’intervalle [0, 2π). Comment se fait-il que la relation (32) est
correcte, mais que la conclusion (35) ne l’est pas ?
D’ailleurs cet exemple montre que la relation d’incertitude ∆A · ∆B ≥ 1
2
| 〈[A,B]〉 |
pour deux observables quelconques A et B (dont on trouve la de´rivation dans la plupart
des livres de me´canique quantique) n’est pas valable dans cette ge´ne´ralite´.
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(7) Conside´rons une particule de masse m dans le puits de potentiel infini
V (x) =
{
0 si |x| ≤ a (a > 0)
∞ sinon .
L’hamiltonien pour la particule enferme´e dans le puits est simplement H =
−h¯2
2m
d2
dx2
. Soit
ψ(x) =
√
15
4a5/2
(a2 − x2) pour |x| ≤ a ( et ψ(x) = 0 autrement ) (36)
la fonction d’onde norme´e de la particule a` un instant donne´. Comme H2ψ =
h¯4
4m2
d4ψ
dx4
= 0,
la valeur moyenne de l’ope´rateur H2 dans l’e´tat ψ s’annule :
〈H2〉ψ = 〈ψ,H2ψ〉 =
∫ +a
−a
dx ψ(x) (H2ψ)(x) = 0 . (37)
Cette valeur moyenne peut aussi eˆtre de´termine´e a` partir des valeurs et fonctions propres
de H ,
Hϕn = Enϕn avec En =
π2h¯2
8ma2
n2 (n = 1, 2, ...) , (38)
en appliquant la formule
〈H2〉ψ =
∞∑
n=1
E2n pn avec pn = |〈ϕn, ψ〉|2 . (39)
En proce´dant de cette manie`re, on ne trouve certainement pas un re´sultat nul, car E2n > 0
et 0 ≤ pn ≤ 1, ∑∞n=1 pn = 1. En fait, le calcul donne 〈H2〉ψ = 15h¯
4
8m2a4
. Lequel des deux
re´sultats est correct et d’ou` provient l’incohe´rence ? [3]
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C Il n’y a pas de surprise
La re´solution des proble`mes et contradictions apparentes de l’annexe pre´ce´dente peut
eˆtre paraphrase´e de la manie`re suivante [8] : la the´orie des ope´rateurs line´aires sur des
espaces vectoriels de dimension infinie est plus complique´e et plus inte´ressante que la
the´orie des matrices de dimension finie. Discutons maintenant les proble`mes mentionne´s
tout en appliquant les re´sultats mathe´matiques de l’annexe A.
(1) Supposons que la relation de commutation [P,Q] =
h¯
i
1 soit satisfaite par des
ope´rateurs P et Q agissant sur un espace de Hilbert H de dimension finie n (c’est-a`-dire
H ≃ Cn). Dans ce cas, P et Q peuvent eˆtre re´alise´s par des matrices carre´es n×n, la trace
est une ope´ration bien de´finie et nous obtenons le re´sultat
0 = Tr [P,Q]
(29)
= Tr (
h¯
i
1n) =
h¯
i
n .
On en de´duit que la relation de Heisenberg ne peut pas eˆtre re´alise´e sur un espace de
Hilbert de dimension finie. La me´canique quantique doit donc eˆtre formule´e sur un espace
de Hilbert de dimension infinie : sur un tel espace, la trace n’est plus une ope´ration bien
de´finie pour tous les ope´rateurs (en particulier, la trace de l’ope´rateur 1 n’existe pas) et on
ne peut donc plus de´duire de contradiction de la relation de commutation de Heisenberg
de la manie`re indique´e.
Une incohe´rence peut encore eˆtre de´duite d’une autre fac¸on sur un espace de Hilbert
de dimension infinie en supposant que P et Q sont tous les deux des ope´rateurs borne´s
[8] ; par conse´quence, au moins l’un des deux ope´rateurs P et Q satisfaisant la relation
de Heisenberg doit eˆtre non borne´ et cette relation fondamentale ne peut donc pas eˆtre
discute´e sans se soucier des domaines de de´finition des ope´rateurs.
(2) Le domaine de de´finition maximal de l’ope´rateur P =
h¯
i
d
dx
sur l’espace de Hilbert
L2(R, dx) est14
Dmax(P ) = {ψ ∈ L2(R, dx) |ψ′ ∈ L2(R, dx)} .
Les fonctions appartenant a` Dmax(P ) posse`dent donc certaines proprie´te´s de re´gularite´ et
leur de´rive´e est de carre´ sommable sur R. En particulier, ces fonctions sont continues et
leur limite pour x → ±∞ est ze´ro [11, 10], ce qui implique que l’ope´rateur P agissant
sur Dmax(P ) est hermitien. La fonction non borne´e a` l’infini que nous avons mentionne´e
est de´rivable, mais sa de´rive´e n’est pas de carre´ sommable et elle n’appartient donc pas a`
Dmax(P ).
14Comme l’inte´grale intervenant dans la de´finition de l’espace L2(R, dx) est celle de Lebesgue, il faut
seulement s’assurer que les fonctions conside´re´es se comportent correctement ‘presque partout’ par rapport
a` la mesure de Lebesgue (voir livres d’analyse) : ψ′ ∈ L2(R, dx) veut donc dire que la de´rive´e ψ′ existe
presque partout et qu’elle appartient a` L2(R, dx).
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Un autre domaine de de´finition acceptable pour P est l’espace de Schwartz S(R) ⊂
Dmax(P ). Dans ce cas, les fonctions sur lesquelles agit l’ope´rateur P ont meˆme une
de´croissance rapide a` l’infini.
(3a) L’espace de Schwartz S(R) ⊂ L2(R, dx) est un domaine de de´finition invariant
pour les ope´rateurs P et Q et donc aussi pour A = PQ3 +Q3P :
A : S(R) −→ S(R) .
Une inte´gration par parties montre que l’ope´rateur A ainsi de´fini est hermitien :
〈g, Af〉 = 〈Ag, f〉 pour tout f, g ∈ D(A) = S(R) .
La fonction f donne´e par (30) appartient a` l’espace de Hilbert L2(R, dx), mais elle n’ap-
partient pas au domaine de de´finition de A, puisqu’elle ne de´croˆıt pas plus rapidement que
l’inverse d’un polynoˆme quelconque a` l’infini : par exemple, x3f(x) ∝ x3/2 exp [−1/(4x2)]
n’est pas borne´ pour x→ +∞. En conse´quence, h¯/i n’est pas une valeur propre de A.
Par contre, h¯/i est une valeur propre de A† [40]. Avant de discuter ce point, il est
pre´fe´rable de re´soudre d’abord les autres proble`mes.
(4a) Les re´sultats e´tonnants que nous avons cite´s dans cet exemple indiquent qu’il ne
suffit pas de ve´rifier qu’un ope´rateur est hermitien pour l’identifier comme une observable :
ceci est bien connu [1, 6]. Par ailleurs, ces re´sultats indiquent que le spectre d’un ope´rateur
n’est pas simplement l’ensemble de ses valeurs propres (comme c’est le cas pour les matrices
de dimension finie). Dans la suite, nous explicitons ces deux points.
Le domaine de de´finition que l’on conside`re ici pour l’ope´rateur P sur H = L2([0, 1], dx)
est
D(P ) = {ψ ∈ H |ψ′ ∈ H et ψ(0) = 0 = ψ(1)} . (40)
Sur ce domaine, P est hermitien :
〈ϕ, Pψ〉 = 〈Pϕ, ψ〉 pour tout ϕ, ψ ∈ D(P ) .
Comme il n’existe pas de solution de l’e´quation aux valeurs propres
Pψp = p ψp avec ψp ∈ D(P ) et ψp 6≡ 0 ,
l’ope´rateur P n’admet aucun vecteur propre (et pas non plus de vecteur propre ge´ne´ralise´).
En conse´quence, il n’existe pas de syste`me complet de vecteurs propres de P et l’ope´rateur
P n’est donc pas une observable selon la de´finition habituelle donne´e en me´canique quan-
tique [1, 6]. En effet, l’ope´rateur P avec le domaine de de´finition (40) est hermitien, mais
pas auto-adjoint. Pour ve´rifier ceci, nous rappelons de l’annexe A.2 que le domaine de
de´finition de P † est donne´e par
D(P †) = {ϕ ∈ H | ∃ ϕ˜ ∈ H tel que 〈ϕ, Pψ〉 = 〈ϕ˜, ψ〉 pour tout ψ ∈ D(P )}
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et que la prescription d’ope´ration de P † est de´termine´e par la relation
〈ϕ, Pψ〉 = 〈P †ϕ, ψ〉 pour tout ψ ∈ D(P ) . (41)
L’inte´gration par parties (31) ou, plus pre´cisement,
∫ 1
0
dx (ϕPψ −
(
h¯
i
dϕ
dx
)
ψ)(x) =
h¯
i
[
ϕ(1)ψ(1)− ϕ(0)ψ(0)
]
= 0 pour tout ψ ∈ D(P )
montre que les conditions aux limites satisfaites par ψ ∈ D(P ) suffisent de´ja` pour annuler
le terme de surface et que P † agit de la meˆme manie`re que P . Ainsi
P † = h¯
i
d
dx
, D(P †) = {ϕ ∈ H |ϕ′ ∈ H} .
Le domaine de de´finition de P † est donc plus large que celui de P : D(P ) ⊂ D(P †). Nous
en concluons que P est hermitien , mais pas auto-adjoint : P 6= P †, car D(P ) 6= D(P †).
Le spectre de P sera discute´ plus loin.
(5) L’ope´rateur de multiplication par ϕ sur l’espace de Hilbert H = L2([0, 2π], dϕ) est
partout de´fini et auto-adjoint :
〈g, ϕ f〉 = 〈ϕ g, f〉 pour tout g, f ∈ H .
La discussion pre´ce´dente concernant l’ope´rateur P =
h¯
i
d
dx
sur L2([0, 1], dx) s’applique
verbatim a` l’ope´rateur Lz =
h¯
i
d
dϕ
sur L2([0, 2π], dϕ) : une inte´gration par parties donne
∫ 2pi
0
dϕ (g Lzf −
(
h¯
i
dg
dϕ
)
f)(ϕ) =
h¯
i
[
g(2π)f(2π)− g(0)f(0)
]
pour tout f ∈ D(Lz).
(42)
A cause du caracte`re pe´riodique de l’angle polaire, les fonctions appartenant au domaine
de de´finition de Lz sont pe´riodiques
15 :
Lz =
h¯
i
d
dϕ
, D(Lz) = {f ∈ H | f ′ ∈ H et f(0) = f(2π)} . (43)
Par conse´quent, le terme de surface dans (42) s’annule si et seulement si g(0) = g(2π) : ceci
implique que L
†
z agit de la meˆme manie`re que Lz et admet le meˆme domaine de de´finition,
donc l’ope´rateur (43) est auto-adjoint.
15A ce sujet, nous remarquons que l’utilisation des coordonne´es polaires attribue un roˆle distingue´
au demi-axe polaire ϕ = 0, alors que cet axe n’est pas privile´gie´ si l’on choisit d’autres syste`mes de
coordonne´es comme les coordonne´es carte´siennes : aussi une discontinuite´ des fonctions d’onde sur cet axe
(f(2pi) = eiαf(0) avec α 6= 0) n’a pas de raison d’eˆtre.
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Pour de´terminer le domaine de de´finition du commutateur [Lz , ϕ], nous notons que
pour deux ope´rateurs A et B, on a
D(A+B) = D(A) ∩ D(B) (44)
D(AB) = {f ∈ D(B) |Bf ∈ D(A)} .
Ainsi D([Lz, ϕ]) = D(Lzϕ) ∩ D(ϕLz) avec
D(ϕLz) = {f ∈ D(Lz) |Lzf ∈ D(ϕ) = H} = D(Lz)
D(Lzϕ) = {f ∈ D(ϕ) = H |ϕf ∈ D(Lz)} .
Or la fonction f˜ ≡ ϕf qui intervient dans la dernie`re expression prend les valeurs
f˜(0) = (ϕf)(0) = 0
f˜(2π) = (ϕf)(2π) = 2π f(2π)
et f˜ ∈ D(Lz) implique f˜(0) = f˜(2π), donc f(2π) = 0.
En re´sume´,
D(ϕLz) = D(Lz)
D(Lzϕ) = {f ∈ H | f ′ ∈ H et f(2π) = 0} (45)
D([Lz, ϕ]) = {f ∈ H | f ′ ∈ H et f(0) = 0 = f(2π)} .
Les fonctions propres ψm(ϕ) =
1√
2π
exp (imϕ) de Lz n’appartiennent pas au domaine de
de´finition de [Lz , ϕ], puisqu’elles ne s’annulent pas en 0 et 2π : ainsi la de´rivation (34) n’a
pas de sens.
(6) Conside´rons deux observables A,B (ope´rateurs auto-adjoints sur un espace de
Hilbert H) et un e´tat ψ (vecteur de norme 1 appartenant a` H). La relation d’incertitude
pour A,B est d’habitude e´crite sous la forme [34]
∆ψA ·∆ψB ≥ 1
2
| 〈ψ, i[A,B]ψ〉 | , (46)
ou` (∆ψA)
2 = ‖(A− 〈A〉ψ1)ψ‖2 avec 〈A〉ψ = 〈ψ,Aψ〉 et de meˆme pour B. Ainsi le membre
de gauche de la relation (46) est de´fini pour ψ ∈ D(A) ∩ D(B) (qui est pre´cisement le
sous-espace de H contenant tous les e´tats ψ pour lesquels les incertitudes ∆ψA et ∆ψB ont
toutes les deux une signification physique). Par contre le membre de droite est seulement
de´fini sur le sous-espace D([A,B]) = D(AB) ∩ D(BA) qui est en ge´ne´ral beaucoup plus
petit.
Mais A,B e´tant auto-adjoints, la relation (46) peut eˆtre re´e´crite sous la forme [44]
∆ψA ·∆ψB ≥ 1
2
| i〈Aψ,Bψ〉 − i〈Bψ,Aψ〉 | , (47)
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ou` le domaine de de´finition du membre de droite est maintenant le meˆme que celui de
gauche, c’est-a`-dire D(A) ∩ D(B). Ainsi le produit des incertitudes pour deux observ-
ables A et B n’est pas de´termine´e par leur commutateur, mais par la forme hermitienne
sesquiline´aire16
ΦA,B(f, g) = i〈Af,Bg〉 − i〈Bf,Ag〉 pour tout f, g ∈ D(A) ∩ D(B) .
La de´rivation de l’ine´galite´ (47) est la meˆme que celle de (46) (voir par exemple [7] pour
cette dernie`re) et se fait en quelques lignes : soit ψ ∈ D(A) ∩ D(B) et soit
Aˆ = A− 〈A〉ψ1 , Bˆ = B − 〈B〉ψ1 ;
en utilisant le fait que A et B sont auto-adjoints et en appliquant l’ine´galite´ triangulaire
et celle de Cauchy et Schwarz, nous trouvons l’ine´galite´ (47) :
| i〈Aψ,Bψ〉 − i〈Bψ,Aψ〉 | = | i〈Aˆψ, Bˆψ〉 − i〈Bˆψ, Aˆψ〉 |
≤ | 〈Aˆψ, Bˆψ〉 | + | 〈Bˆψ, Aˆψ〉 | = 2 | 〈Aˆψ, Bˆψ〉 |
≤ 2 ‖Aˆψ‖ · ‖Bˆψ‖ = 2∆ψA ·∆ψB .
Montrons maintenant que cette modification n’est pas purement cosme´tique. Pour A =
P =
h¯
i
d
dx
et B = Q = x sur H = L2(R, dx), le membre de droite de l’ine´galite´ (47) est
facile a` e´valuer par inte´gration par parties et implique la relation d’incertitude bien connu
∆ψP · ∆ψQ ≥ h¯
2
pour ψ ∈ D(P ) ∩ D(Q). Par contre, pour A = Lz = h¯
i
d
dϕ
et B = ϕ
sur H = L2([0, 2π], dϕ), le terme de surface intervenant dans l’inte´gration par parties ne
s’annule pas et conduit a` la relation d’incertitude
∆ψLz ·∆ψϕ ≥ h¯
2
| 1− 2π|ψ(2π)|2 | pour tout ψ ∈ D(Lz) ∩ D(ϕ) = D(Lz). (48)
Ainsi le produit des incertitudes ∆ψLz et ∆ψϕ peut devenir plus petit que h¯/2 - voir Galindo
et Pascual [34] pour un exemple. Si ψ ∈ D([Lz, ϕ]), c’est-a`-dire ψ(2π) = 0, l’ine´galite´ (46)
peut aussi eˆtre applique´e et elle donne le meˆme re´sultat que (48).
Alors que l’ine´galite´ (48) est mathe´matiquement correcte, elle n’est pas acceptable sous
cette forme du point de vue physique : si l’on de´finit la valeur moyenne et l’incertitude de
l’observable ϕ par les formules habituelles, ces expressions n’ont pas les bonnes proprie´te´s
de transformation par rapport aux rotations ψ(ϕ)→ (exp ( i
h¯
αLz))ψ)(ϕ) = ψ(ϕ+α). Nous
renvoyons a` la litte´rature [43, 44] pour une le´ge`re modification de (48) qui tient compte de
ce proble`me ainsi que pour des estimations du produit ∆ψLz ·∆ψϕ qui ne de´pendent pas
explicitement de l’e´tat particulier ψ que l’on conside`re. Des proble`mes similaires concernant
les ope´rateurs de phase et du nombre, qui sont d’inte´reˆt en optique quantique, sont discute´s
dans [42].
16i.e. ΦA,B(f, g) est line´aire en g, antiline´aire en f et ΦA,B(g, f) = ΦA,B(f, g).
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(7) Une solution purement formelle du proble`me peut eˆtre obtenue, si l’on conside`re la
fonction d’onde comme de´finie sur tout l’axe re´el au lieu de se limiter a` l’intervalle [−a,+a].
En effet, pour la fonction ψ de´finie par (36), la discontinuite´ de ψ′′ en x = ±a implique
que ψ′′′′ est donne´ par des de´rive´es de la fonction ge´ne´ralise´e de Dirac :
ψ′′′′(x) = −
√
15
2a5/2
[δ′(x+ a)− δ′(x− a)] pour x ∈ R .
Substitution de cette expression dans 〈ψ,H2ψ〉 conduit alors au meˆme re´sultat non nul
que l’e´valuation de
∑∞
n=1E
2
npn. L’incohe´rence mentionne´e provient donc du fait qu’on n’a
pas correctement tenu compte des conditions aux limites dans le calcul (37).
Dans la suite, nous montrons comment un raisonnement rigoureux limite´ a` l’intervalle
[−a,+a] permet d’incorporer les conditions aux limites et de confirmer le re´sultat non nul
pour 〈H2〉ψ. Pour commencer, nous de´finissons H etH2 en tant qu’ope´rateurs auto-adjoints
sur l’espace de Hilbert H = L2([−a,+a], dx).
Le puits de potentiel infini est une ide´alisation mathe´matique qui est a` interpre´ter
comme la limite V0 → ∞ d’un puits de potentiel fini de hauteur V0. Pour ce dernier, on
trouve qu’en dehors du puits, les fonctions d’onde des e´tats stationnaires tendent vers ze´ro
pour V0 → ∞ et par conse´quent ψ(±a) = 0 est la condition aux limites approprie´e pour
la particule enferme´e dans le puits infini. Analysons maintenant si H est auto-adjoint si
l’on le fait agir sur des fonctions suffisamment de´rivables satisfaisant ψ(±a) = 0 : par deux
inte´grations par parties successives, nous trouvons
〈ϕ,Hψ〉 ≡ −h¯
2
2m
∫ +a
−a
dxϕ(x)ψ′′(x)
=
−h¯2
2m
∫ +a
−a
dxϕ′′(x)ψ(x) +
h¯2
2m
[
(ϕ′ψ − ϕψ′)(x)
]+a
−a
= 〈H†ϕ, ψ〉 − h¯
2
2m
[ϕ(a)ψ′(a)− ϕ(−a)ψ′(−a)] .
Comme nous n’avons pas de contraintes sur ψ′(±a), le terme de surface s’annule si et
seulement si ϕ(±a) = 0. En re´sume´, H† ope`re de la meˆme manie`re que H et les fonctions
ϕ appartenant a` son domaine de de´finition satisfont les meˆmes conditions que celles du
domaine de H . Donc l’ope´rateur H =
−h¯2
2m
d2
dx2
agissant surH avec le domaine de de´finition
D(H) = {ψ ∈ H | ψ′′ ∈ H et ψ(±a) = 0} (49)
est un ope´rateur auto-adjoint (une observable). Son spectre, qui a e´te´ explicite´ dans
l’e´quation (38), est discret et non de´ge´ne´re´ et les fonctions propres associe´es sont donne´es
par
ϕn(x) =


1√
a
sin
(
nπ
2a
x
)
pour n = 2, 4, 6, ...
1√
a
cos
(
nπ
2a
x
)
pour n = 1, 3, 5, ... .
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Par conse´quent, la de´composition spectrale de H s’e´crit H =
∑∞
n=1EnPn ou` Pn est le
projecteur sur l’e´tat normalise´ ϕn : Pnψ = 〈ϕn, ψ〉ϕn.
D’apre`s le the´ore`me spectral [8], l’ope´rateur H2 est de´fini a` partir de la de´composition
spectrale de H ,
H2 =
∞∑
n=1
E2n Pn , (50)
ce qui implique que H2ϕn = E
2
nϕn. Pour de´terminer explicitement le domaine de de´finition
sur lequel cet ope´rateur est auto-adjoint, on fait quatre inte´grations par parties successives :
〈ϕ,H2ψ〉 ≡ h¯
4
4m2
∫ +a
−a
dxϕ(x)ψ′′′′(x)
=
h¯4
4m2
∫ +a
−a
dxϕ′′′′(x)ψ(x) +
h¯4
4m2
[
(ϕψ′′′ − ϕ′ψ′′ + ϕ′′ψ′ − ϕ′′′ψ)(x)
]+a
−a
.
Les conditions aux limites ψ(±a) = 0 = ϕ(±a) du puits infini enle`vent la premie`re et
la dernie`re contribution du terme de surface. Pour annuler les autres, il y a diffe´rentes
possibilite´s, par exemple ψ′(±a) = 0 = ϕ′(±a) ou ψ′′(±a) = 0 = ϕ′′(±a). Or, par suite de
la de´finition (50) de H2, les fonctions propres ϕn de H doivent appartenir au domaine de
H2 : comme ces fonctions satisfont ϕ′′n(±a) = 0, le domaine de de´finition de l’observable
H2 est
D(H2) = {ψ ∈ H | ψ′′′′ ∈ H et ψ(±a) = 0 = ψ′′(±a)} . (51)
Notons que ceci ne repre´sente qu’une manie`re de rendre auto-adjoint l’ope´rateur
h¯4
4m2
d4
dx4
parmi beaucoup d’autres (de´termine´es par d’autres conditions aux limites, par
exemple ψ(±a) = 0 = ψ′(±a)), mais il s’agit de celle qui correspond au syste`me physique
que nous conside´rons.
Venons-en maintenant au paradoxe souleve´ dans notre exemple. Pour ψ ∈ D(H2) ⊂
D(H), la de´composition (50) donne
〈H2〉ψ ≡ 〈ψ,H2ψ〉 (50)=
〈
ψ,
∞∑
n=1
E2n Pnψ
〉
=
∞∑
n=1
E2n〈ψ,Pnψ〉
=
∞∑
n=1
E2n pn (52)
avec pn = |〈ϕn, ψ〉|2. Si ψ ∈ D(H), nous pouvons aboutir d’une autre manie`re au meˆme
re´sultat en utilisant le fait que les projecteurs Pn sont auto-adjoints et orthogonaux (c’est-
a`-dire PnPm = δnmPn) :
‖Hψ‖2 ≡ 〈Hψ,Hψ〉 =
〈
∞∑
n=1
EnPnψ,
∞∑
m=1
EmPmψ
〉
=
∞∑
n,m=1
EnEm〈Pnψ,Pmψ〉
=
∞∑
n,m=1
EnEm〈ψ,PnPmψ〉
=
∞∑
n=1
E2n pn . (53)
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La fonction ψ(x) =
√
15/(4a5/2) (a2 − x2) de notre exemple ne satisfait pas ψ′′(±a) = 0 et
n’appartient donc pas au domaine de de´finition de H2 : l’expression 〈ψ,H2ψ〉 n’est donc
pas de´finie, car la grandeur H2 qui y intervient n’est pas simplement caracte´rise´e par sa
prescription d’ope´ration, mais aussi par son domaine de de´finition. (Autrement dit : quoique
l’inte´grale dans l’e´quation (37) soit correctement e´value´e, elle ne peut pas eˆtre identifie´e
a` 〈ψ,H2ψ〉 = 〈H2〉ψ pour la fonction ψ conside´re´e.) Par contre, nous avons ψ ∈ D(H) et
la valeur moyenne 〈H2〉ψ peut eˆtre e´value´e selon ∑∞n=1E2n pn ou d’une manie`re e´quivalente
selon
‖Hψ‖2 ≡
∫ +a
−a
dx |(Hψ)(x)|2 = h¯
4
4m2
∫ +a
−a
dx |ψ′′(x)|2 = 15h¯
4
8m2a4
.
(4b) Conside´rons maintenant le deuxie`me point mentionne´ dans l’exemple 4, a` savoir le
spectre de P . Comme indique´ dans l’annexe A.2, le spectre d’un ope´rateur non auto-adjoint
P contient en ge´ne´ral une partie appele´e spectre re´siduel : ce sont tous les nombres z ∈ C
qui ne sont pas valeurs propres de P , mais pour lesquels z¯ est valeur propre de P †. Dans
l’exemple pre´sent, le spectre discret et le spectre continu de P sont vides, donc le spectre de
l’ope´rateur P co¨ıncide avec son spectre re´siduel. Comme les fonctions ϕp(x) = exp (
i
h¯
px)
avec p ∈ C sont des solutions de l’e´quation aux valeurs propres pour P †,
(P †ϕp)(x) = p ϕp(x) (p ∈ C , ϕp ∈ D(P †) , ϕp 6≡ 0) , (54)
tous les nombres complexes sont valeurs propres de P †. En conclusion, le spectre re´siduel
(et donc le spectre complet) de P est C. P n’e´tant pas auto-adjoint, ce spectre n’a pas
d’interpre´tation physique directe. Cependant nous allons tout de suite voir qu’il contient
des informations qui sont importantes pour la physique.
Pour e´tudier si le domaine de de´finition de P peut eˆtre e´largi de telle manie`re que
P devienne auto-adjoint, il convient d’appliquer la the´orie de von Neumann [8, 9] selon
laquelle il faut e´tudier les valeurs propres complexes de P †. Comme cas particulier de (54),
nous avons
P †ϕ± = ±iϕ± avec ϕ±(x) = e∓x/h¯ ,
ou encore (P † ∓ i1)ϕ± = 0. Le noyau de l’ope´rateur P † ± i1 est donc un espace vectoriel
unidimensionnel :
n−(P ) ≡ dim Ker (P † + i1) = 1
n+(P ) ≡ dim Ker (P † − i1) = 1 . (55)
Les nombres naturels n+(P ) et n−(P ) s’appellent les indices de de´faut de P . Leur utilite´
est montre´e par le re´sultat suivant :
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The´ore`me 3 (Crite`re pour ‘auto-adjoint’) Soit A un ope´rateur hermitien avec in-
dices de de´faut n+ et n−.
(i) A est auto-adjoint si et seulement si n+ = 0 = n−. Dans ce cas (et uniquement dans
celui-ci), le spectre de A est un sous-ensemble de l’axe re´el.
(ii) A admet des extensions auto-adjointes (c’est-a`-dire il est possible de rendre A auto-
adjoint en e´largissant son domaine de de´finition) si et seulement si n+ = n−. Si n+ > 0 et
n− > 0, le spectre de A est tout le plan complexe.
(iii) Si l’on a n+ = 0 6= n− ou bien n− = 0 6= n+, l’ope´rateur A n’a pas d’extension auto-
adjointe non-triviale. Alors le spectre de A est le demi-plan complexe ferme´ supe´rieur,
respectivement infe´rieur.
Dans le cas (ii), il existe des expressions explicites pour les extensions auto-adjointes pos-
sibles de A [8].
Dans notre exemple, nous avons n+ = n− > 0 ; donc l’ope´rateur P n’est pas auto-
adjoint et son spectre est tout le plan complexe (ce que nous savons de´ja`). Les expressions
explicites pour les extensions auto-adjointes auxquels nous avons fait allusion, impliquent
que pour tout nombre re´el α, l’ope´rateur
Pα =
h¯
i
d
dx
, D(Pα) = {ψ ∈ H |ψ′ ∈ H et ψ(0) = eiαψ(1)} (56)
est auto-adjoint et on a SpPα = R.
Du point de vue physique, la condition aux limites ψ(0) = eiαψ(1) veut dire que tout ce
qui sort de l’intervalle [0, 1] a` droite rentre de nouveau dans l’intervalle a` gauche avec un
certain de´phasage (de´termine´ par α ∈ R) : ceci permet l’existence d’e´tats avec une valeur
bien de´finie de l’impulsion, alors que la condition aux limites ψ(0) = 0 = ψ(1) exclut de
tels e´tats. Pour α = 0, on a des fonctions d’onde pe´riodiques et on retrouve l’extension
auto-adjointe (43).
(3b) Nous revenons a` l’affirmation que h¯/i est une valeur propre de A†. Pour f ∈
D(A) = S(R), une inte´gration par parties donne
〈g, Af〉 = 〈 h¯
i
[
(x3g)′ + x3g′
]
, f〉 + 2 h¯
i
[
x3(g¯f)(x)
]+∞
−∞
. (57)
Le terme de surface dans le membre de droite s’annule si la fonction g ne croˆıt pas plus
vite qu’un polynoˆme a` l’infini. Dans ce cas, l’e´quation pre´ce´dente implique que l’ope´rateur
A† agit de la meˆme manie`re que A,
A†g = h¯
i
[
(x3g)′ + x3g′
]
=
h¯
i
[
3x2g + 2x3g′
]
, (58)
mais que son domaine de de´finition est plus large que S(R) : ce domaine contient toutes
les fonctions g qui sont telles que l’expression (58) existe et est de carre´ sommable. (Pour
toutes ces fonctions, le terme de surface dans l’e´quation (57) s’annule.)
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En re´sume´, le domaine de de´finition de A† est plus grand que celui de A et l’ope´rateur
A n’est donc pas auto-adjoint. Par ailleurs, la fonction (30) n’appartient pas a` D(A), mais
elle appartient a` D(A†) et h¯/i est donc une valeur propre de A†.
Pour conclure, nous e´tudions brie`vement si le domaine de de´finition de A peut eˆtre
e´largi de telle manie`re que A devienne auto-adjoint. Pour cela nous faisons de nouveau
appel a` la the´orie de von Neumann. On ve´rifie facilement que
A†g± = ±i g± avec

 g±(x) = |x|
−3/2 exp
(
± 1
4h¯x2
)
pour x 6= 0
g−(0) = 0 .
Nous avons g− ∈ D(A†), mais g+ 6∈ D(A†) (a` cause de la croissance exponentielle de g+ a`
l’origine), donc
n−(A) ≡ dim Ker (A† + i1) = 1
n+(A) ≡ dimKer (A† − i1) = 0 .
Du point (iii) du dernier the´ore`me, il s’ensuit maintenant qu’il n’y a pas moyen de rendre
auto-adjoint l’ope´rateur hermitien A.
Alors que l’introduction du spectre re´siduel apparaˆıt, de premier abord, comme une
complication non motive´e et non physique, les deux derniers exemples montrent qu’elle est
tre`s inte´ressante du point de la physique. En effet, pour un ope´rateur A, donne´ sur l’espace
de Hilbert, il est d’habitude facile de ve´rifier s’il est hermitien (en inte´grant par parties) ;
les indices de de´faut de A (qui sont e´troitement lie´s au spectre re´siduel de A) donnent alors
une me´thode simple et constructive pour de´terminer toutes les extensions auto-adjointes
possibles de A, c’est-a`-dire ils de´crivent explicitement toutes les manie`res pour transformer
un ope´rateur hermitien en observable.
Une compre´hension plus intuitive des deux derniers exemples peut eˆtre obtenue en
conside´rant les fonctions propres potentielles des ope´rateurs implique´s et leur admissibilite´
pour le proble`me physique que l’on e´tudie. Pour l’ope´rateur d’impulsion P sur l’intervalle
[0, 1], l’onde plane exp (
i
h¯
px) (avec p ∈ R) re´sout formellement l’e´quation aux valeurs pro-
pres pour P , mais elle n’est pas compatible avec les conditions aux limites ψ(0) = 0 = ψ(1)
du puits de potentiel infini ; d’un autre coˆte´, la fonction fλ(x) ∝ |x|−3/2 exp ( −iλ
4h¯x2
) peut
formellement eˆtre associe´e a` la valeur propre re´elle λ de A = PQ3 + Q3P , mais elle n’est
pas de carre´ sommable a` cause de son comportement singulier a` l’origine. Ainsi, les con-
traintes cruciales pour transformer des ope´rateurs hermitiens en observables proviennent,
respectivement, des conditions aux limites pour un proble`me sur un intervalle compact et
de la condition d’inte´grabilite´ du carre´ pour un proble`me sur tout l’espace. (D’ailleurs,
ceci sont exactement les meˆmes conditions qui impliquent la quantification des niveaux
d’e´nergie sur un intervalle fini et sur tout l’espace, respectivement.)
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