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ON THE IWASAWA MAIN CONJECTURE OF
ABELIAN VARIETIES OVER FUNCTION FIELDS
KING FAI LAI, IGNAZIO LONGHI, KI-SENG TAN, AND FABIEN TRIHAN
Abstract. We study a geometric analogue of the Iwasawa Main Conjecture for abelian
varieties introduced by Mazur in the two following cases:
(1) Constant ordinary abelian varieties over Zdp-extensions of function fields ramifying
at a finite set of places.
(2) Semistable abelian varieties over the arithmetic Zp-extension of a function field.
One of the tools we use in our proof is a pseudo-isomorphism relating the duals of the
Selmer groups of A and its dual abelian variety At. This holds as well over number fields
and is a consequence of a quite general algebraic functional equation.
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1. Introduction
1.1. Our main results. We prove in this paper some cases of Iwasawa Main Conjecture
for abelian varieties over function fields and we also prove an algebraic functional equation
for abelian varieties over global fields. We fix a prime number p (p = 2 is allowed). Let K
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be a global field of characteristic 0 or p and let A be an abelian variety over K of dimension
g. Let L be a Zdp-extension of K (d ≥ 1), unramified outside a finite set of places, with
Γ := Gal(L/K), and write Q(Λ) for the fraction field of the Iwasawa algebra Λ := Zp[[Γ]].
Let Xp(A/L) denote the Pontryagin dual of the Selmer group Selp∞(A/L) (the definition
of the latter will be recalled in §4.0.5 below).
We first assume that K is of characteristic p and consider the cases where either
(a) A is a constant ordinary abelian variety,
or
(b) A is an abelian variety with at worst semistable reduction, and L is the arithmetic
Zp-extension (which we shall denote by K
(p)
∞ ).
In both cases Xp(A/L) is finitely generated over Λ, hence we can define the characteristic
ideal χ
(
Xp(A/L)
)
(§2.2.1 below will recall the definition of characteristic ideals). It is a
principal ideal of Λ, and we let cA/L ∈ Λ denote a generator (called a characteristic element
associated with Xp(A/L)), which is of course unique up to elements in Λ
×. Note that
cA/L 6= 0 if and only if Xp(A/L) is torsion.
For ω a continuous character of Γ and T a finite set of places of K, let LT (A,ω, s) denote
the twisted Hasse-Weil L-function of A with the local factors at T taken away. In case
(a), T will be the ramification locus of L/K and in case (b), it will consist of those places
where A has bad reduction (see §7.3 and §9.1.3 for more detail). Note that if the image of
ω is contained in O, the ring of integers of a finite extension of Qp, then ω can be uniquely
extended to a continuous O-algebra homomorphism O[[Γ]] → O. Our first main theorem
is the following:
Theorem 1.1. In both cases (a) and (b) above there exists a “p-adic L-function” LA/L ∈
Q(Λ) such that for any continuous character ω : Γ→ C×, ω(LA/L) is defined and
ω(LA/L) = ∗A,T,ω · LT (A,ω, 1) (1)
for an explicit fudge factor ∗A,T,ω. Furthermore,
LA/L ≡ ⋆A,L · cA/L mod Λ
× (2)
for a precise ⋆A,L ∈ Q(Λ)
×/Λ×.
Theorem 1.1 summarizes the main results of this paper: the interpolation formula (1) is
proven in Theorems 7.3.1 and 9.1.5 (case (a) and (b) respectively), while (2) is the content
of Theorems 1.3 and 1.6. For the precise expression of ∗A,T,ω and ⋆A,L we refer to these
theorems: here we just note that one has ⋆A,L = 1 in case (a) and ∗A,T,ω = 1 in case (b).
Now consider the more general case:
(c) A has potentially ordinary reduction at each ramified place of L/K while K is of char-
acteristic 0 or p.
Obviously, case (c) contains both cases (a) and (b). It is known that in case (c) the module
Xp(A/L) is finitely generated over Λ (see §5.1), so the characteristic ideal χ
(
Xp(A/L)
)
and
the characteristic element cA/L ∈ Λ are defined. Let ·
♯ : Λ → Λ, λ 7→ λ♯, denote the
isomorphism induced by the inversion Γ → Γ, γ 7→ γ−1 (see § 2.1.1). Let At denote the
dual abelian variety of A.
3Theorem 1.2. Suppose A has potentially ordinary reduction at each ramified place of L/K.
Then
χ(Xp(A/L)) = χ(Xp(A/L))
♯ = χ(Xp(A
t/L)).
If Xp(A/L) is not a torsion Λ-module, the statement is obvious (by definition the charac-
teristic ideal of a non-torsion finitely generated Λ-module is 0 and the last equality follows
from the trivial Lemma 5.2.1). So the real content of Theorem 1.2 is that if Xp(A/L) is
torsion we have
Xp(A/L) ∼ Xp(A/L)
♯ ∼ Xp(A
t/L), (3)
(where ∼ denotes pseudo-isomorphism of Λ-modules). In the number field case, results in
this direction were obtained in [Maz72, §7], [Gr89, §8] and [P03] (see also [Zab10] for a
non-commutative generalization).
A key ingredient in the proof of Theorem 1.2 will be a more general duality result,
Theorem 3.1.5, which will also play a crucial role in case (a) of Theorem 1.1.
1.1.1. Motivation: elliptic curves over Q. To put our results in perspective let us review
the first and most studied case in the Iwasawa theory of abelian varieties over global fields,
i.e., when K = Q and A = E is an elliptic curve with good ordinary reduction at p > 2.
The only Zp-extension of Q is the cyclotomic Zp-extension Q∞, which can be viewed as the
analogue of K
(p)
∞ . We have the following statements:
(IMC1) Xp(E/Q∞) is a finitely generated torsion Λ-module;
(IMC2) there exists an element LE/Q∞ ∈ Λ such that for any finite character ω of Γ we have
ω(LE/Q∞) = ∗E,p,ω · L(E, ω¯, 1)
for an explicit fudge factor ∗E,p,ω;
(IMC3) we have an equality of ideals of Λ
(LE/Q∞) = (cE/Q∞).
Here (IMC1) follows from the works of Mazur, Rubin and Kato ([Maz72, Rubin91, Ka04]),
and (IMC2) was proved by Mazur and Swinnerton-Dyer ([MS74]).1 As for (IMC3) (usu-
ally referred to as the Iwasawa Main Conjecture), it was first proved by Rubin ([Rubin91])
when E has complex multiplication. Later Kato ([Ka04]) proved that cE/L divides LE in
Λ[1p ]. In 2002, Skinner and Urban announced that LE divides cE/L assuming a conjecture
on the existence of the Galois representation for automorphic forms on U(2, 2) and under
certain conditions on E (see [SU11, Corollary 3.6.10]).
Note that for general A and K the analogue of (IMC1) is not always true: it can
happen that cA/L = 0, for example if K is a quadratic extension of a number field k and
L/k is dihedral, as may be deduced from [MR07]. In the appendix, we give a family of
similar examples of vanishing cA/L in characteristic p.
2 However, Xp(A/L) is a torsion
Λ-module in “most” cases by [Tan12, Theorem 7] (to which we refer for the precise meaning
of “most”).
1Under the assumption of modularity, but now we know that all elliptic curves defined over Q are modular.
2As in the number field case, this happens in a situation where Heegner points appear; it might however
be interesting to note that in the function field case the tower of extensions generated by Heegner points is
quite bigger: its Galois group contains Z∞p ! See e.g. [Br04].
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1.2. A closer look at our results. In the rest of this introduction we survey the main
ideas used in the paper and provide more precise statements of our results. First we remark
that the methods of our proof of Theorem 1.1 in cases (a) and (b), given in Parts 2 and 3
respectively, are extremely different. One should remember the difference between Iwasawa
theory for CM and not CM elliptic curves in the number field case. Actually, in the function
field setting, the CM abelian varieties are essentially those defined over the constant field
and the existence of the Frobenius endomorphism will provide a key element in our proof in
case (a); as mentioned above, we shall also need the algebraic functional equation of Section
3. As for case (b), our methods will be geometric, based on cohomological techniques. The
two cases have an intersection when A is constant and L is the arithmetic extension: in
Subsection 9.3 we will check that the results coincide.
1.2.1. Part 1: the algebraic functional equation. Here we are in the setting of case (c): in
particular, K is allowed to be a number field. In order to prove Theorem 1.2 we introduce
the notion of Γ-system. Since this formalism can be applied in a wide range of contexts,
we develop it axiomatically, as a means to deal with dualities in Iwasawa towers over any
global field. Basically, a Γ-system consists of two projective systems of finite abelian p-
groups, {an} and {bn}, endowed with an action of Γ and such that an can be identified
with the Pontryagin dual of bn for all n: see §3.1 for the precise axioms. We also ask
that the projective limits a and b are finitely generated torsion Λ-modules. 3 Then the
natural question is if there is any relation between the characteristic ideals of a and b♯: in
Theorem 3.1.5 we will prove that the two modules are actually pseudo-isomorphic under
certain assumptions (one - that is, being pseudo-controlled - quite natural, the rest more
technical).
In Section 5, we prove Theorem 1.2 by reviewing some necessary background about the
Cassels-Tate duality and then applying the Γ-system machinery to compare the p-Selmer
groups of an abelian variety and its dual, when Xp(A/L) is Λ-torsion. Subsection 5.3
enounces some more precise results that can be obtained when the endomorphism algebra
of A is split at p.
1.2.2. Part 2: the constant ordinary case. Here we deal with case (a). In §7.1.1 we shall
define the Stickelberger element θL ∈ Λ as the value at u = 1 of a certain power series
ΘL(u) ∈ Λ[[u]]: by construction θL interpolates Dirichlet L-functions L(ω, s) for all contin-
uous characters ω : Γ −→ C×. Following [Maz72], we associate with A the twist matrix u:
let {αi} be its set of eigenvalues (see §6.4.1 below). It turns out that in case (a) of Theorem
1.1 the p-adic L-function LA/L equals
θA,L :=
∏
ΘL(α
−1
i )ΘL(α
−1
i )
♯ .
As for the fudge factor ∗A,T,ω in the interpolation formula (1), it is somewhat complicated
and will be defined only in section 7.3. Now we just note that here T is the ramification
locus of L/K and ∗A,T,ω comes mostly from the functional equation for L(ω, s) (necessary
in order to deal with ΘL(u)
♯): see Theorem 7.3.1, which gives our analogue of (IMC2)
in this setting. (As for (IMC1), Xp(A/L) will be torsion, and hence cA/L 6= 0, when L
contains K
(p)
∞ , by either [Tan12, Theorem 2] or [OT09, Theorems 1.8 and 1.9]).
Our analogue of the Iwasawa Main Conjecture (IMC3) in case (a) is the following:
3As we learned only after this paper had been essentially completed, our definition of Γ-system is very
similar to the notion of “normic system” introduced in [Vau09, De´finition 2.1]. The main difference is that
Vauclair does not include a duality in his definition.
5Theorem 1.3. Let A be a constant ordinary abelian variety over the function field K. For
any Zdp-extension L/K unramified outside a finite set of places, we have
χ(Xp(A/L)) = (θA,L). (4)
An immediate consequence is the following criterion, which might turn out useful for
computationally verifying when Xp(A/L) is Λ-torsion.
Corollary 1.4. The Selmer group Selp∞(A/L) has positive Λ-corank if and only if Θ(u)
vanishes at some α−1i .
The main ingredient of our proof consists in splitting Xp(A/L) in a Frobenius and Ver-
schiebung part. When L contains the arithmetic extension, the Frobenius part is related to
the Iwasawa module of the trivial motive: by a theorem of Crew, the characteristic ideal of
the latter is generated by the Stickelberger element θL. This will lead us to ”one half” of
the conjecture; the second half is then deduced by means of Theorem 3.1.5, which in this
setting yields a functional equation relating the Verschiebung part of Xp(A/L) with the
Frobenius part of Xp(A
t/L) (Proposition 6.2.5). Finally, the case when L does not contain
the arithmetic extension is obtained by means of the main theorem of [Tan12].
1.2.3. Part 3: the arithmetic extension case. Here we deal with case (b): L is K
(p)
∞ , the
arithmetic Zp-extension (that is, the one obtained by extending only the constant field of
the base field). In order to explain our results, we need first to introduce some cohomology
groups and operators between them (these definitions will be repeated, in more detail, in
section 8.1).
We write C/F for the smooth proper geometrically connected curve which is the model
of the function field K over its field of constants F. Let C∞ := C ×F k
(p)
∞ (where k
(p)
∞
denotes the Zp-extension of F) and π : C∞ → C be the e´tale covering with Galois group
Gal(K
(p)
∞ /K).
Let A denote the Ne´ron model of A over C. Let Z the finite set of points where A has
bad reduction. Denote by Lie(A) the Lie algebra of A. Let Li∞ be the ith cohomology
group of
RΓ
(
C∞, π
∗Lie(A(−Z))
)
⊗L Qp/Zp .
Let D be the covariant log Dieudonne´ crystal associated with A/K as constructed in [KT03,
IV]. The syntomic complex SD is the mapping fibre of “1−Frobenius” in the derived cate-
gory of complexes of sheaves over Ce´t ([KT03, §5.8]). Let N
i
∞ be the ith cohomology group
of
RΓ(C∞, π
∗SD)⊗
L Qp/Zp .
Theorem 1.5. For i = 0, 1, 2 and j = 0, 1, the Pontryagin duals of N i∞ and L
j
∞ are finitely
generated torsion Λ-modules.
The proof shall be given in Corollaries 8.1.4 and 8.1.10. Note that, by [KT03], Xp(A/K
(p)
∞ )
is a submodule of the dual of N1∞, so Theorem 1.5 provides a proof of the analogue of
(IMC1) in case (b). This was already known by [OT09], whose argument is simplified in
the present paper.
Formula (115) in section 8.2 will define f
A/K
(p)
∞
∈ Q(Λ)/Λ× as the alternating product of
the characteristic elements associated with the duals of N i∞ and L
j
∞ (in Part 3 we prefer to
work with characteristic elements rather than characteristic ideals mostly because some of
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these factors come with negative exponent). Because of the relation between Xp(A/K
(p)
∞ )
and N1∞, we can write
f
A/K
(p)
∞
= ⋆
A,K
(p)
∞
· c
A/K
(p)
∞
where ⋆
A,K
(p)
∞
consists of terms whose arithmetic meaning is explained in Proposition 8.2.5.
We define the p-adic L-function L
A/K
(p)
∞
as the alternating product of determinants of
the action of “1−Frobenius” on the log crystalline cohomology of D(−Z) (see §9.1.2 for the
precise expression). In the spirit of (IMC2), Theorem 9.1.5 proves that L
A/K
(p)
∞
satisifies
the interpolation formula (1), with T = Z and ∗A,ω = 1.
Finally, we can state our analogue of the Iwasawa Main Conjecture (IMC3) in case (b).
Theorem 1.6. Let A be an abelian variety with at worst semistable reduction relative to
the arithmetic extension K
(p)
∞ /K. We have the following equality in Q(Λ)×/Λ
×:
L
A/K
(p)
∞
= f
A/K
(p)
∞
.
The proof is based on a generalization of a lemma of σ-linear algebra that was used to
prove the cohomological formula of the Birch and Swinnerton-Dyer conjecture (see [KT03,
Lemma 3.6]).
Subsection 9.2 investigates the consequences of Theorem 1.6 in the direction of a p-adic
Birch and Swinnerton-Dyer conjecture. The following result can be seen as a geometric
analogue of the conjecture of Mazur-Tate-Teitelbaum ([MTT86]):
Theorem 1.7. Assume that A/K has semistable reduction. Then
ord
(
L
A/K
(p)
∞
)
= ords=1
(
LZ(A, s)
)
≥ rankZA(K) .
If moreover A/K verifies the Birch and Swinnerton-Dyer Conjecture, the inequality above
becomes an equality and
|L(L
A/K
(p)
∞
)|−1p ≡ cBSD · |(N
2
∞)Γ| mod Z
×
p ,
where cBSD is the leading coefficient at s = 1 of LZ(A, s).
Here ord denotes the “analytic rank” and L the “leading coefficient” of power series in Λ
(see §9.2.2 for precise definitions). The proof will be provided in Theorems 9.2.7 and 9.2.6.
Proposition 8.2.3 will prove that very often the error term |(N2∞)Γ| is just 1.
We end Part 3 by generalizing the constructions of chapter 9 and 10 to arbitrary log
Dieudonne´ crystals and by considering several open questions.
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72. Settings
In this section we set notations for later use and recall some well-known facts about
Iwasawa algebras and modules.
LetK be a global field. In Parts 2 and 3 we will specifyK to be a characteristic p function
field, but for now we do not impose any restriction, since results in Part 1 hold also in the
number field case. As usual, for v a place of K, we will write Kv for the completion of K
at v.
We fix a Zdp-extension L/K, d ≥ 1, with Galois group Γ := Gal(L/K). We recall that
one important difference between number fields and function fields is that in the latter case
there is room for many more Zp-extensions: actually, if char(K) = p there is no bound on
the Zp-rank of an abelian extension of K. As mentioned in the introduction, a distinguished
one is the arithmetic Zp-extension K
(p)
∞ /K, that is, the one obtained by extending only the
constant field of the base field, which is unramified everywhere. All other Zp-extensions
will ramify at some places (and some can even ramify at infinitely many places).
Let S denote the ramification locus of L/K: a basic assumption throughout this paper
is that S is a finite set. Put Γn := Γ/Γ
pn ≃ (Zp/p
nZp)
d. Let Kn denote the nth layer of
L/K, so that Γn = Gal(Kn/K) and Gal(L/Kn) = Γ
pn =: Γ(n).
We shall be concerned with the complete group ring Λ := Zp[[Γ]]. The choice of a Zp-basis
{γi} for Γ =
⊕d
i=1 γ
Zp
i ≃ Z
d
p yields an isomorphism Λ ≃ Zp[[T1, ..., Td]] where Ti := γi − 1.
It follows that the Iwasawa algebra Λ is indeed a unique factorization domain.
2.1. Iwasawa algebras. Even if our main interest lies in Λ, we are going to need Iwasawa
algebras Λ(Γ′) := Zp[[Γ
′]] for other topologically finitely generated abelian p-adic Lie groups
Γ′. Even more generally, assume that O is the ring of integers of some finite extension of
Qp, and let ΛO(Γ
′) denote the complete group ring O[[Γ′]]. It has the usual topology as
inverse limit
lim←−
∆
O[Γ′/∆]
where ∆ runs through all finite index subgroups and as a topological space O[Γ′/∆] is just
a finite product of copies of O. In the following, by Λ- or ΛO(Γ
′)-module we will always
mean a topological one, with continuous action of the scalar ring.
2.1.1. Any group homomorphism φ : Γ′ → ΛO(Γ
′)× gives rise by linearity to a ring ho-
momorphism O[Γ′] → ΛO(Γ
′); if moreover φ is continuous, the latter map extends to
φ : ΛO(Γ
′)→ ΛO(Γ
′). The most important occurrences in our paper will be the following.
(H1) The inversion Γ′ → Γ′, γ 7→ γ−1, gives rise to the isomorphism
·♯ : ΛO(Γ
′)−→ ΛO(Γ
′) ,
sending an element λ to λ♯.
(H2) Suppose φ : Γ′ → O× is a continuous homomorphism. Let
φ∗ : ΛO(Γ
′) −→ ΛO(Γ
′)
be the ring homomorphism determined by φ∗(γ) := φ(γ)−1 · γ for γ ∈ Γ′. Since on
Γ′ the composition φ∗ ◦(φ−1)∗ is the identity map, we see that φ∗ is an isomorphism
on ΛO(Γ
′).
8 LAI, LONGHI, TAN, AND TRIHAN
The particular importance of the map ·♯ for us stems from the fact that if 〈 , 〉 is a Γ-
invariant pairing between Λ-modules then
〈λ · a, b〉 = 〈a, λ♯ · b〉 (5)
for any λ ∈ Λ.
2.2. Iwasawa modules. Assume that Γ′ is isomorphic to Znp for some n, so that ΛO(Γ
′) ≃
O[[T1, ..., Tn]]. By definition a ΛO(Γ
′)-module M is pseudo-null if and only if no height
one prime ideal contains its annihilator (i.e., if for any height one prime p the localization
Mp = 0 is trivial). A comprehensive reference is [Bou65, §4].
Lemma 2.2.1. A finitely generated ΛO(Γ
′)-module M is pseudo-null if and only if there
exist relatively prime f1, ..., fk ∈ ΛO, k ≥ 2, so that fiM = 0 for every i.
Proof. Since ΛO(Γ
′) is a unique factorization domain, all height one prime ideals are prin-
cipal and the claim follows. 
A pseudo-isomorphism is a homomorphism with pseudo-null kernel and cokernel. We
will write M ∼ N to mean that there exists a pseudo-isomorphism from M to N .
Lemma 2.2.2. A composition of pseudo-injections (resp. pseudo-surjections, resp. pseudo-
isomorphisms) is a pseudo-injection (resp. pseudo-surjection, resp. pseudo-isomorphism).
Pseudo-isomorphism is an equivalence relation in the category of finitely generated torsion
ΛO(Γ
′)-modules.
Proof. Let α : M → N and β : N → P be two morphisms of ΛO(Γ
′)-modules. The first
claim follows observing that there are exact sequences
0 −→ Ker(α)−→ Ker(β ◦ α)−→ Im(α) ∩Ker(β) −→ 0
and
Coker(α)−→ Coker(β ◦ α)−→ Coker(β) −→ 0.
For the second statement, the only thing left to prove is symmetry. Let α : M → N be
a pseudo-isomorphism. Let T be the set of height one primes containing AnnΛO(Γ′)(M)
and put S := (ΛO(Γ
′) − ∪p∈T p). The map α ⊗ 1: S
−1M → S−1N is an isomorphism of
S−1ΛO(Γ
′)-modules: let β be its inverse. Then
HomS−1 ΛO(Γ′)(S
−1N,S−1M) ≃ S−1HomΛO(Γ′)(N,M)
implies sβ ∈ HomΛO(Γ′)(N,M) for some s ∈ S and sβ is the required pseudo-isomorphism.
For more details, the reader is referred to the proof of [Bou65, §4, no. 4, Th. 5]. 
Lemma 2.2.3. Let α : M → N and β : N →M be two pseudo-injections of finitely gener-
ated torsion ΛO(Γ
′)-modules. Then β ◦ α is a pseudo-isomorphism.
Proof. By hypothesis, the localized maps αp and βp are injective for all p of height one.
Besides, Mp and Np are finitely generated torsion ΛO(Γ
′)p-modules. We show that βp ◦ αp
is surjective.
Let r be such that prMp = 0. Also, let κ(p) be the residue field of the discrete valuation
ring ΛO(Γ
′)p. We use induction on r. If r = 1, then the composite map βp ◦ αp is an
injection of the finite dimensional κ(p)-vector space Mp into itself: hence it has to be
surjective. For r > 1, the endomorphism induced by βp ◦αp on mp :=Mp/Mp[p] is injective
and pr−1mp = 0, so the map is surjective on mp (induction hypothesis) and on Mp[p] (by
the first step): hence it is surjective also on Mp. 
92.2.1. We are still assuming Γ′ ≃ Znp . Suppose M is a finitely generated torsion ΛO(Γ
′)-
module. By the general theory of modules over a Krull domain, there is a pseudo-isomorphism
Φ:
m⊕
i=1
ΛO(Γ
′)/ξrii ΛO(Γ
′) −→M, (6)
where each ξi is irreducible. We shall denote [M ] :=
⊕m
i=1 ΛO(Γ
′)/ξrii ΛO(Γ
′). Since a non-
zero element in [M ] cannot be simultaneously annihilated by relatively prime elements of
ΛO(Γ
′), there is no non-trivial pseudo-null submodule of [M ], and hence Φ is an embedding.
We know that [M ] is uniquely determined by M up to isomorphism, but Φ is not uniquely
determined by M . However, we shall fix one such Φ and view [M ] as a submodule of M . 4
For a finitely generated Λ-module M , let χO,Γ′(M) ⊂ ΛO denote its characteristic ideal:
in the notations of (6) it is
χO,Γ′(M) :=
m∏
i=1
(ξrii )
if M is torsion and 0 if not. If O = Zp and Γ
′ = Γ, we write χ := χO,Γ′ .
2.3. Twists. LetM be a ΛO(Γ
′)-module. Any endomorphism α : ΛO(Γ
′)→ ΛO(Γ
′) defines
a twisted ΛO(Γ
′)-module ΛO(Γ
′) α⊗ΛO(Γ′) M , where the action on the copy of ΛO(Γ
′) on
the left is via α (i.e., we have (α(λ)µ) ⊗m = µ ⊗ λm for λ, µ ∈ ΛO(Γ
′) and m ∈ M) and
the module structure is given by
λ · (µ ⊗m) := (λµ)⊗m (7)
(where λµ is the product in ΛO(Γ
′) ). If moreover α is an isomorphism, ΛO(Γ
′) α⊗ΛO(Γ′)M
can be identified with M with the ΛO(Γ
′)-action twisted by α−1, since in this case (7)
becomes
λ · (1⊗m) = 1⊗ α−1(λ)m. (8)
Lemma 2.3.1. Let α be an automorphism of ΛO(Γ
′) ≃ O[[T1, ..., Tn]]. Suppose M is a
finitely generated torsion ΛO(Γ
′)-module with
[M ] =
m⊕
i=1
ΛO(Γ
′)/ξrii ΛO(Γ
′) .
Then
[ΛO(Γ
′) α⊗ΛO(Γ′) M ] = ΛO(Γ
′) α⊗ΛO(Γ′) [M ] =
m⊕
i=1
ΛO(Γ
′)/α(ξi)
ri ΛO(Γ
′),
and hence
χO,Γ′
(
ΛO(Γ
′) α⊗ΛO(Γ′) M
)
= α(χO,Γ′(M)).
Proof. It is immediate from (8) that if a pseudo-null N is annihilated by coprime f1, f2,
then ΛO(Γ
′) α⊗ N is annihilated by coprime α(f1), α(f2), whence pseudo-null. Thus the
functor ΛO(Γ
′) α⊗ − preserves pseudo-isomorphisms. Since it also commutes with direct
sums, we are reduced to check the equality
ΛO(Γ
′) α⊗
(
ΛO(Γ
′)/ξrii ΛO(Γ
′)
)
= ΛO(Γ
′)/α(ξi)
ri ΛO(Γ
′) ,
which is obvious by exactness of ΛO(Γ
′) α⊗−. 
4The notation [ · ] is intentionally reminiscent of the one denoting the integral part of a number.
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We are going to apply the above with the isomorphisms considered in (H1), (H2) of
§2.1.1. In particular, we shall write
M ♯ := ΛO(Γ
′) ♯⊗ΛO(Γ′) M
and, for φ as in (H2),
M(φ) := ΛO(Γ
′) φ∗⊗ΛO(Γ′) M. (9)
Since ·♯ is an involution, (8) shows that the action of ΛO(Γ
′) becomes λ ·m = λ♯m. As for
φ∗, note that, if we endow O with the trivial action of Γ′, then the ΛO-module O(φ) can
be viewed as the free rank one O-module with the action of Γ′ through multiplication by
φ, in the sense that
γ · a = φ(γ)a for all γ ∈ Γ′, a ∈ O(φ) .
Then for a ΛO-module M we have
M(φ) = O(φ)⊗O M,
where Γ′ acts by
γ · (a⊗ x) := (γ · a)⊗ (γ · x) = φ(γ) · (a⊗ γx) .
2.4. Some more notations. In order to lighten the notation, for an O-module M and an
O-algebra R, we will often use the shortening
RM := R⊗O M .
The Pontryagin dual of an abelian group B will be denoted B∨. Since we are going
to deal mostly with finite p-groups and their inductive and projective limits, we generally
won’t distinguish between the Pontryagin dual and the set of continuous homomorphisms
into the group of roots of unity µp∞ := ∪mµpm . Note that we shall usually think of µp∞ as a
subset of Q¯p (hence with the discrete topology), so that for a Λ-moduleM homomorphisms
in M∨ will often take value in Q¯p.
We shall denote the ψ-part of a G-module M (for G a group and ψ ∈ G∨) by
M (ψ) := {x ∈M | g · x = ψ(g)x for all g ∈ G}. (10)
Part 1. The algebraic functional equation
3. Controlled Γ-systems and the algebraic functional equation
3.1. Γ-systems. Consider a collection
A = {an, bn, 〈 , 〉n, r
n
m, k
n
m | n,m ∈ N ∪ {0}, n ≥ m}
such that
(Γ-1) an, bn are finite abelian groups, with an action of Λ factoring through Zp[Γn].
(Γ-2) For n ≥ m,
rnm : am × bm −→ an × bn ,
knm : an × bn −→ am × bm
are Γ-morphisms such that rnm(am) ⊂ an, r
n
m(bm) ⊂ bn, k
n
m(an) ⊂ am, k
n
m(bn) ⊂ bm
and rnn = k
n
n = id. Also, {an×bn, r
n
m}n form an inductive system and {an×bn, k
n
m}n
form a projective system.
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(Γ-3) We have
rnm ◦ k
n
m = NΓn/Γm : an × bn −→ an × bn
(where NΓn/Γm :=
∑
σ∈Ker(Γn→Γm)
σ is the norm associated with Γn ։ Γm) and
knm ◦ r
n
m = p
d(n−m) · id : am × bm −→ am × bm.
(Γ-4) For each n, 〈 , 〉n : an × bn −→ Qp/Zp is a perfect pairing (and hence an and bn are
dual p-groups) respecting Γ-action as well as the morphisms rnm and k
n
m in the sense
that
〈γ · a, γ · b〉n = 〈a, b〉n ∀ γ ∈ Γ,
〈a, rnm(b)〉n = 〈k
n
m(a), b〉m (11)
and
〈rnm(a), b〉n = 〈a, k
n
m(b)〉m.
Write
a := lim
←
n
an and b := lim
←
n
bn .
In the following, we let kn denote the natural map
a× b −→ an × bn .
Definition 3.1.1. We say A as above is a Γ-system if both a and b are finitely generated
torsion Λ-modules.
Definition 3.1.1 can be extended to the notion of a complete Γ-system, for which we
stipulate that for each finite intermediate extension F of L/K there are Gal(F/K)-modules
aF and bF with a pairing 〈 , 〉F , and for any pair F , F
′ of finite intermediate extensions with
F ⊂ F ′, there are Γ-morphisms rF
′
F and k
F ′
F satisfying the obvious analogues of (Γ-1)-(Γ-4).
We say that A is part of a complete Γ-system {aF , bF , 〈 , 〉F , r
F ′
F , k
F ′
F } if an = aKn ,
bn = bKn , r
m
n = r
Km
Kn
and kmn = k
Km
Kn
. Obviously this implies a = lim
←−F
aF and b = lim←−F
bF .
3.1.1. Some more definitions. We say that the Γ-system A is twistable of order k if there
exists an integer k such that pn+kan = 0 for every n (this definition shall be justified in
§3.3.3 below).
Definition 3.1.2. An element f ∈ Λ(Γ) is simple if there exist γ ∈ Γ − Γp and ζ ∈ µp∞
so that
f = fγ,ζ :=
∏
σ∈Gal(Qp(ζ)/Qp)
(γ − σ(ζ)).
It is easy to check that simple elements are irreducible in Λ and that
(fγ′,ζ′) = (fγ,ζ)⇐⇒ (γ
′)Zp = γZp and ζ ′ ∈ Gal(Qp(ζ)/Qp) · ζ . (12)
In particular, we have
(fγ,ζ)
♯ = (fγ−1,ζ) = (fγ,ζ). (13)
Assume that A is a complete Γ-system. Let F be a finite intermediate extension and let
L′/F be an intermediate Zep-extension of L/F . Write
aL′/F = lim←−
F⊂F ′⊂L′
aF ′ , and bL′/F = lim←−
F⊂F ′⊂L′
bF ′ .
They are modules over ΛL′/F := Zp[[Gal(L
′/F )]]. Set the condition
(T): For every finite intermediate extension F and every intermediate Zd−1p -extension L
′/F
of L/F , aL′/F and bL′/F are finitely generated and torsion over ΛL′/F .
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3.1.2. Morphisms. A Γ-system A = {an, bn, 〈 , 〉n, r
n
m, k
n
m} is oriented if we have fixed an
order of the pairs (an, bn). We define a morphism of oriented Γ-systems
A = {an, bn, 〈 , 〉
A
n , r(A)
n
m, k(A)
n
m} −→ C = {cn, dn, 〈 , 〉
C
n, r(C)
n
m, k(C)
n
m}
to be a collection of morphisms of Γ-modules fn : an → cn, gn : dn → bn commuting with
the structure maps and such that 〈fn(a), d〉
C
n = 〈a, gn(d)〉
A
n for all n.
A pseudo-isomorphism of (oriented) Γ-systems is a morphism A → C such that the
induced maps a→ c, d→ b are pseudo-isomorphisms of Γ-modules.
Example 3.1.3. Given an oriented Γ-system A = {an, bn} and λ ∈ Λ, we can define
λ ·A := {λan, λ
♯bn} and A[λ] := {an[λ], bn/λ
♯bn}, with the pairing and the transition maps
induced by those of A. It is easy to check that λ · A and A[λ] are Γ-systems and that
the exact sequences an[λ] →֒ an ։ λan and λ
♯bn →֒ bn ։ bn/λ
♯bn provide morphisms of
oriented Γ-systems A[λ]→ A and A→ λ · A.
3.1.3. The algebraic functional equation. The pairing in (Γ-4) induces for any n an isomor-
phism of Λ-modules between a♯n and b∨n (the twist by the involution
♯ is due to (5)). The
main question we are going to ask about Γ-systems is if the following holds:
b ∼ a♯. (14)
A weaker question is if we have the algebraic functional equation:
χ(b) = χ(a)♯. (15)
Next we give our answers to these questions.
Definition 3.1.4. Given a Γ-system A we put
a0 × b0 := lim
←
n
⋃
n′≥n
Ker(rn
′
n ).
A Γ-system A is pseudo-controlled if a0 × b0 is pseudo-null.
The following, proved in in §3.3, is our theorem on the algebraic functional equation.
Theorem 3.1.5. Let
A = {an, bn, 〈 , 〉n, r
n
m, k
n
m | n,m ∈ N, n ≥ m}
be a pseudo-controlled Γ-system. Then there is a pseudo-isomorphism
a♯ ∼ b
in the following three cases:
(1) there exists ξ ∈ Λ not divisible by any simple element and such that ξb is pseudo-
null;
(2) A is pseudo-isomorphic to a twistable pseudo-controlled Γ-system;
(3) A is part of a complete Γ-system enjoying property (T).
If A is not pseudo-controlled, it seems quite unlikely that the functional equation (15)
holds at all. Indeed, as the modules a/a0, b/b0 come from a Γ-system (see §3.1.5 below),
the theorem yields χ(a/a0)♯ = χ(b/b0), so for (15) to be true we need equality between
χ(a0)♯ and χ(b0). But we see no reason to expect such an equality.
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Remark 3.1.6. In the classical case of d = 1 (i.e., Γ ≃ Zp) the functional equation (15) can
be obtained as a consequence of results by Mazur and Wiles. More precisely, by [MW84,
Appendix] one obtains an equality of Fitting ideals
FittΛ(b) = ∩FittΛ(b
∨
n) = ∩FittΛ(a
♯
n) = FittΛ(a
♯)
(apply loc. cit., Proposition 3 together with Property 10 on page 325). The Fitting ideal
is always contained in the characteristic ideal and they are equal if the former is principal
(see e.g. [BL09a, Lemma 5.10]), so (15) follows in many cases.
For d ≥ 2, Fitting ideals do not seem to yield a promising approach for a proof of (15).
Some ideas for the case d = 2 can be found in [GK08, Appendix] (but note that the dual
they study is not the Pontryagin dual and the need for a reduced R in their Theorem A.3
prevents us from mimicking the proof of their Theorem A.8 in the case of our finite an, bn);
however, [GK08, Remarks A.9 and A.10] suggest that there is no hope for d ≥ 3.
3.1.4. Derived systems. Suppose for each n we are given a Γ-submodule cn ⊂ an such
that rnm(cm) ⊂ cn and k
n
m(cn) ⊂ cm. Using these, we can obtain two derived Γ-systems
from A. Let fn ⊂ bn be the annihilator of cn, via the duality induced from 〈 , 〉n, and
let dn := bn/fn. Then we also have r
n
m(fm) ⊂ fn and k
n
m(fn) ⊂ fm. Hence r
n
m induces a
morphism cm× dm → cn× dn, which, by abuse of notation, we also denote as r
n
m. Similarly,
we have the morphism knm : cn × dn → cm × dm and the pairing 〈 , 〉n on cn × dn. Let C
denote the Γ-system
{cn, dn, 〈 , 〉n, r
n
m, k
n
m | m,n ∈ N, n ≥ m}.
We also write en := an/cn and let E denote the Γ-system
{en, fn, 〈 , 〉n, r
n
m, k
n
m | m,n ∈ N, n ≥ m}.
Then we have the sequences
0 −→ c −→ a −→ e −→ 0 (16)
and
0 −→ f −→ b −→ d −→ 0. (17)
Here c, d, e and f are the obvious projective limits; the systems {cn} and {fn} satisfy the
Mittag-Leffler condition (because all groups are finite), so (16) and (17) are exact.
Lemma 3.1.7. Assume an = kn(a) for all n. Then e ∼ 0 implies f ∼ 0.
Proof. The assumption implies kn(e) = en. Thus f ·e = 0 implies f ·en = 0, and consequently,
by the duality, f ♯ · fn = 0 for all n, yielding f
♯ · f = 0. Now apply Lemma 2.2.1. 
3.1.5. The system A′. In the following case, we apply the above two methods together. We
first get a system {an/a
0
n, b
1
n} by putting
a0n × b
0
n :=
⋃
n′≥n
Ker(rn
′
n ) = Ker
(
an × bn −→ lim
−→
m
am × bm
)
(18)
and letting a1n, b
1
n be respectively the annihilators of b
0
n, a
0
n, via 〈 , 〉n. Then we apply the
C-construction to {an/a
0
n, b
1
n} defining a
′
n ⊂ an/a
0
n via
a′n × b
′
n := Im
(
a1n × b
1
n −→ (an/a
0
n)× (bn/b
0
n)
)
.
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Notice that b′n is dual to a
′
n, as can be seen by dualizing the diagram
0 −−−−→ a1n −−−−→ any y
0 −−−−→ a′n −−−−→ an/a
0
n
(recall that the duals of a1n and an/a
0
n are respectively bn/b
0
n and b
1
n).
Thus we get a Γ-system
A′ := {a′n, b
′
n, 〈 , 〉n, r
n
m, k
n
m | m,n ∈ N, n ≥ m}.
Denote, for i = 0, 1,
ai × bi := lim
←
n
ain × b
i
n,
and
a′ × b′ := lim
←
n
a′n × b
′
n = Im
(
a1 × b1 −→ (a/a0)× (b/b0)
)
.
The pairings 〈 , 〉n allow identifying each an × bn with its own Pontryagin dual and this
identification is compatible with the maps rnm, k
n
m. Then a × b is the dual of lim→
an × bn.
Consider the exact sequence
0 −−−−→ a0n × b
0
n −−−−→ an × bn −−−−→ (an × bn)/(a
0
n × b
0
n) −−−−→ 0. (19)
By construction, a1n×b
1
n is the dual of (an×bn)/(a
0
n×b
0
n). The inductive limit of (19) gets
the identity
lim
→
an × bn = lim
→
(an × bn)/(a
0
n × b
0
n)
(lim
−→
a0n × b
0
n = 0 is immediate from (18)) and hence, taking duals,
a1 × b1 = a× b.
Thus we have an exact sequence
0 −→ a0 × b0 −→ a× b −→ a′ × b′ −→ 0. (20)
3.1.6. Strongly-controlled Γ-systems. In the previous section we saw that, as b = b1 and
a = a1 , the information carried by a0 and b0 does not pass to b and a: this explains
Definition 3.1.8. Here we consider a condition stronger than being pseudo-controlled.
Definition 3.1.8. A Γ-system A is strongly controlled if a0n × b
0
n = 0 for every n.
Lemma 3.1.9. A Γ-system A is strongly controlled if and only if rnm is injective (resp. k
n
m
is surjective) for n ≥ m.
Proof. The definition and the duality. 
Lemma 3.1.10. Suppose A is a Γ-system. Then the following holds:
(1) the system A′ is strongly controlled;
(2) if A is pseudo-controlled, then a ∼ a′ and b ∼ b′.
Proof. Statement (1) follows from the definition of A′ and (2) is immediate from the exact
sequence (20). 
Lemma 3.1.11. Let A be a pseudo-controlled Γ-system. Then the functional equations
(14) and (15) hold for A if and only if they hold for A′.
Proof. Obvious by Lemma 3.1.10(2). 
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Lemma 3.1.12. Suppose A is strongly controlled. Then ξ · b = 0, for some ξ ∈ Λ, if and
only if ξ♯ · a = 0.
Proof. By Lemma 3.1.9, we have bn = kn(b). Thus ξ · b = 0 implies ξ · bn = 0, and
consequently, by the duality, ξ♯ · an = 0 for all n, yielding ξ
♯ · a = 0. 
3.2. Two maps. For simplicity, in the following we shall use the notations Qn := Qp[Γn]
and Λn := Zp[Γn]. The projections π
n
m : Γn → Γm are canonically extended to ring mor-
phisms : Λn → Λm. Let
Q∞ := lim←−
Qn = Qp[[Γ]] .
Thanks to the inclusions Λn →֒ Qn we can see Λ as a subring of Q∞.
3.2.1. The Fourier map. Let A be a Γ-system as above. In this section, we construct a
Λ-linear map
Φ: a♯−→ HomΛ(b, Q∞/Λ) .
First recall that the pairing in (Γ-4) induces for any n an isomorphism of Λ-modules 5
a♯n ≃ HomZp(bn,Qp/Zp),
the twist by the involution ·♯ being due to (5). Equality (11) shows that these isomorphisms
form an isomorphism of projective systems, where the right hand side is endowed with the
transition maps induced by the direct system (bn, r
n
m). Passing to the projective limit, we
deduce a Λ-isomorphism
a♯ ≃ lim
←
n
HomZp(bn,Qp/Zp).
Now the map Φ is obtained as the composed of this isomorphism and the following Λ-linear
maps:
(Φ-1) the homomorphism
lim
←
n
HomZp(bn,Qp/Zp)−→ lim
←
n
HomΛ(bn, Qn/Λn)
obtained by sending (fn)n to
(
fˆn : x 7→
∑
γ∈Γn
fn(γ
−1x)γ
)
n
;
(Φ-2) the homomorphism
lim
←−
HomΛ(bn, Qn/Λn)−→ lim←−
HomΛ(b, Qn/Λn)
induced by kn : b→ bn ;
(Φ-3) the canonical isomorphism
lim
←
n
HomΛ(b, Qn/Λn) ≃ HomΛ(b, lim
←
n
Qn/Λn)
and the identification lim
←−
Qn/Λn = Q∞/Λ (since the maps Λn → Λm are surjec-
tive).
Here as transition maps in lim←−HomΛ(bn, Qn/Λn) we take (for n ≥ m)
HomΛ(bn, Qn/Λn)−→ HomΛ(bm, Qm/Λm)
ϕ 7→ p−d(n−m)(πnm ◦ ϕ ◦ r
n
m) . (21)
We have to check that (Φ-1) and (Φ-2) define maps of projective systems. For (Φ-1), this
means to verify that for any n ≥ m we have
fˆm = p
−d(n−m)(πnm ◦ fˆn ◦ r
n
m) , (22)
5Here HomZp (bn,Qp/Zp) is a Λ-module via (γ · f) : x 7→ f(γx) for γ ∈ Γ.
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where, by definition, fm = fn ◦ r
n
m. For x ∈ bm,
πnm(fˆn(r
n
mx)) = π
n
m
( ∑
γ∈Γn
fn(γ
−1(rnmx))γ
)
=
∑
γ∈Γn
fn(γ
−1rnmx)π
n
m(γ)
(using the fact that, by (Γ-2), rnm is a Γ-morphism)
=
∑
γ∈Γn
fn(r
n
m(γ
−1x))πnm(γ) =
|Γn|
|Γm|
∑
γ∈Γm
fn(r
n
m(γ
−1x))γ = pd(n−m)fˆm(x) ,
so (22) holds. As for (Φ-2), the transition map
HomΛ(b, Qn/Λn)−→ HomΛ(b, Qm/Λm)
is ψ 7→ πnm ◦ ψ and the map defined in (Φ-2) is (ϕn)n 7→ (ϕn ◦ kn)n . By (21),
ϕm ◦ km = p
−d(n−m)(πnm ◦ ϕn ◦ r
n
m) ◦ km = p
−d(n−m)(πnm ◦ ϕn ◦ r
n
m ◦ k
n
m ◦ kn) =
(by property (Γ-3) of Γ-systems)
= p−d(n−m)(πnm ◦ ϕn ◦ NΓn/Γm ◦kn) = π
n
m ◦ ϕn ◦ kn
(since ϕn, being a Λ-morphism, commutes with NΓn/Γm and π
n
m ◦ NΓn/Γm = p
d(n−m)πnm).
So also (Φ-2) is a map of projective systems.
Remark 3.2.1. Actually, one can also check that the maps fn 7→ fˆn used in (Φ-1) are
isomorphisms. The inverse is f 7→ δe ◦ f , where δe : Qn/Λn → Qp/Zp is the function
sending
∑
Γn
aγγ to ae (e being the neutral element in Γn).
If the Γ-system A is strongly controlled then the map Φ is clearly injective (since b
surjects onto bn for all n). In general, we have the following.
Lemma 3.2.2. The kernel of Φ equals (a0)♯.
Proof. The image of a = (an)n ∈ a in lim←−
HomΛ(bn, Qn/Λn) is the map
b = (bn)n 7→
( ∑
γ∈Γn
〈an, γ
−1bn〉nγ
)
n
.
To conclude, observe that an → lim−→ am is dual to b→ bn. Hence 〈an, bn〉n = 0, for every bn
contained in the image of b→ bn, if and only if an ∈ a0n. 
3.2.2. Let b be a finitely generated torsion Λ-module. In §3.2.5 below we shall construct
a map
Ψ: HomΛ(b, Q∞/Λ)→ HomΛ(b, Q(Λ)/Λ),
where Q(Λ) is the field of fractions of Λ. The interest of having such a Ψ comes from the
following lemma.
Lemma 3.2.3. For b a finitely generated torsion Λ-module, we have a pseudo-isomorphism
b ∼ HomΛ(b, Q(Λ)/Λ).
Proof. From the exact sequence
0 −→ [b] −→ b −→ n−→ 0,
where n is pseudo-null, we deduce the exact sequence
HomΛ(n, Q(Λ)/Λ) →֒ HomΛ(b, Q(Λ)/Λ)→ HomΛ([b], Q(Λ)/Λ)→ Ext
1
Λ(n, Q(Λ)/Λ) .
17
The annihilator of n also kills HomΛ(n, ) and its derived functors, so by Lemma 2.2.1, it
follows HomΛ(b, Q(Λ)/Λ) ∼ HomΛ([b], Q(Λ)/Λ), and we can assume that b = [b]. Write
b = Λ/(ξ1)⊕ · · · ⊕ Λ/(ξn) .
Then
HomΛ(b, Q(Λ)/Λ) =
⊕
HomΛ(Λ /(ξi), Q(Λ)/Λ) =
⊕
HomΛ(Λ/(ξi), ξ
−1
i Λ/Λ)
because (Q(Λ)/Λ)[ξi] = ξ
−1
i Λ /Λ . Since
HomΛ(Λ/(ξi), ξ
−1
i Λ/Λ) = Λ/(ξi) ,
we conclude that in this situation, HomΛ(b, Q(Λ)/Λ) = b . 
3.2.3. A theorem of Monsky. Let Γ∨ (resp. Γ∨n ) denote the group of continuous charac-
ters Γ → µp∞ (resp. Γn → µp∞); we view Γ
∨
n as a subgroup of Γ
∨. For each ω ∈ Γ∨,
let Eω := Qp(µpm) ⊂ Q¯p be the subfield generated by the image ω(Γ) = µpm , and write
Oω = Zp[µpm]. Then ω induces a continuous ring homomorphism ω : Λ→ Oω ⊂ Eω.
Let ξ ∈ Λ: we say that ω is a zero of ξ, if and only if ω(ξ) = 0, and denote the zero set
△ξ := {ω ∈ Γ
∨ | ω(ξ) = 0}.
Then we recall a theorem of Monsky ([Mon81, Lemma 1.5 and Theorem 2.6]).
Definition 3.2.4. A subset Ξ ⊂ Γ∨ is called a Zp-flat of codimension k, if there exists
{γ1, ..., γk} ⊂ Γ expandable to a Zp-basis of Γ and ζ1, ..., ζk ∈ µp∞ so that
Ξ = {ω ∈ Γ∨ | ω(γi) = ζi, i = 1, ..., k}.
This definition is due to Monsky: in [Mon81, §1], he proves that Zp-flats generate the closed
sets of a certain (Noetherian) topology on Γ∨. It turns out that in this topology the sets
△ξ are closed, and they are proper subsets (possibly empty) if ξ 6= 0 ([Mon81, Theorem
2.6]). Hence
Theorem 3.2.5 (Monsky). Suppose O is a discrete valuation ring finite over Zp and
ξ ∈ O[[Γ]] is non-zero. Then the zero set △ξ is a proper subset of Γ
∨ and is a finite union
of Zp-flats.
3.2.4. Structure of Q∞. The group Gal(Q¯p/Qp) acts on Γ
∨ by (σ ·ω)(γ) := σ(ω(γ)). Let [ω]
denote the Gal(Q¯p/Qp)-orbit of ω. Attached to any character ω ∈ Γ
∨
n there is an idempotent
eω :=
1
|Γn|
∑
γ∈Γn
ω(γ−1)γ ∈ Q¯p[Γn] . (23)
Accordingly, we get the decomposition
Qp[Γn] = Q¯p[Γn]
Gal(Q¯p/Qp) =
( ∏
ω∈Γ∨n
eωQ¯p[Γn]
)Gal(Q¯p/Qp) = ∏
[ω]⊂Γ∨n
E[ω],
where [ω] runs through all the Gal(Q¯p/Qp)-orbits of Γ
∨
n and
E[ω] := (
∏
χ∈[ω]
eχQ¯p[Γn])
Gal(Q¯p/Qp).
Observe that the homomorphism ω : Qp[Γn]→ Q¯p induces an isomorphism E[ω] ≃ Eω (the
inverse being given by 1 7→
∑
σ∈Gal(Eω/Qp)
σ(eω) = (eχ)χ∈[ω]).
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Since πnm(eω) equals eω′ if ω = ω
′ ◦ πnm and is 0 otherwise, we have the commutative
diagram
Qp[Γn] −−−−→
∏
[ω]⊂Γ∨n
E[ω]yπnm
y
Qp[Γm] −−−−→
∏
[ω]⊂Γ∨m
E[ω]
where the right vertical arrow is the natural projection by the inclusion Γ∨n →֒ Γ
∨
m. It
follows that we have identities
Q∞ = lim
←
n
Qn ≃
∏
[ω]⊂Γ∨
E[ω] (24)
so that
Q∞[λ] =
∏
[ω]⊂△λ
E[ω] (25)
for all λ ∈ Λ (here Q∞[λ] denotes the λ-torsion subgroup).
3.2.5. The map Ψ. Let b be a finitely generated torsion Λ-module: so is HomΛ(b, Q∞/Λ).
We assume that ξ · b = 0, for some non-zero ξ ∈ Λ. Let △cξ := Γ
∨ − △ξ denote the
complement of △ξ. From (24) and (25) one deduces the direct sum decomposition
Q∞ = Q∞[ξ]⊕Q
c
∞ ,
where Qc∞ =
∏
[ω]⊂△cξ
E[ω]. Let ̟ : Q∞ → Q
c
∞ be the natural projection and put Λ
c :=
̟(Λ) (here Λ is thought of as a subset of Q∞ via the maps Zp[Γn] →֒ Qp[Γn]).
Lemma 3.2.6. We have a Λ-isomorphism
HomΛ(b, Q
c
∞/Λ
c) ≃ HomΛ(b, Q(Λ)/Λ).
Proof. Since b is annihilated by ξ, the image of each η ∈ HomΛ(b, Q
c
∞/Λ
c) is contained in
(Qc∞/Λ
c)[ξ] . Note that, since ω(ξ) 6= 0 for every ω ∈ △cξ, the element ̟(ξ) is a unit in Q
c
∞.
Denote
ξ−1 Λc := {x ∈ Qc∞ | ξ · x ∈ Λ
c}.
Then
(Qc∞/Λ
c)[ξ] = ξ−1Λc /Λc
and hence
HomΛ(b, Q
c
∞/Λ
c) = HomΛ(b, ξ
−1 Λc /Λc).
Similarly,
HomΛ(b, Q(Λ)/Λ) = HomΛ(b, ξ
−1 Λ /Λ).
To conclude the proof, it suffices to show that ̟ : Λ→ Λc is an isomorphism, because then
so is the induced map
ξ−1Λ/Λ−→ ξ−1Λc /Λc .
Since Λc = ̟(Λ) by definition, we just need to check injectivity. Suppose ̟(ǫ) = 0 for
some ǫ ∈ Λ. Then ω(ǫ) = 0 for every ω 6∈ △ξ, and hence ω(ξǫ) = 0 for every ω ∈ Γ
∨.
Monsky’s theorem (or, alternatively, the isomorphism (24)) implies that ξǫ = 0 and hence
ǫ = 0. 
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Let
Υ: HomΛ(b, Q∞/Λ)−→ HomΛ(b, Q
c
∞/Λ
c) (26)
be the morphism induced from ̟. By composition of the isomorphism of Lemma 3.2.6 with
Υ, we deduce the Λ-morphism
Ψ: HomΛ(b, Q∞/Λ)−→ HomΛ(b, Q(Λ)/Λ).
3.3. Proof of the algebraic functional equation.
3.3.1. Non-simple annihilator. We start the proof of case (1) of Theorem 3.1.5 by reformu-
lating our hypothesis
(NS): ξ is not divisible by any simple element.
Lemma 3.3.1. Hypothesis (NS) holds if and only if △ξ contains no codimension one
Zp-flat.
Proof. If ξ is divisible by a simple element f = fγ,ζ , then △ξ contains △f which is a union
of the codimension one Zp-flats
{ω ∈ Γ∨ | ω(γ) = σ(ζ)}, σ ∈ Gal(Qp(ζ)/Qp).
Conversely, assume that △ξ contains the codimension one Zp-flat
Ξ = {ω ∈ Γ∨ | ω(γ) = ζ}.
Each ω ∈ Ξ factors through
π : Λ −→ Zp[ζ][[Γ]]/(γ − ζ) = Zp[ζ][[Γ
′]] ,
where Γ′ is the quotient Γ/γZp , and vice versa every continuous character of Γ′ can be
uniquely lifted to a character in Ξ. Thus the zero set of π(ξ) ∈ Zp[ζ][[Γ
′]] equals (Γ′)∨.
Then Monsky’s theorem implies that π(ξ) = 0 and hence is divisible by γ − ζ in Zp[ζ][[Γ]].
This implies that ξ is divisible by fγ,ζ in Λ. 
By Monsky’s theorem, we have either △ξ = ∅ or △ξ = ∪j Ξj , with
Ξj = {ω ∈ Γ
∨ | ω(γ
(j)
i ) = ζ
(j)
i , i = 1, ..., k
(j)}.
In the second case, for all j let Gj be the Zp-submodule of Γ generated by the γ
(j)
i ’s,
i = 1, ..., k(j): if (NS) holds, each Gj has rank at least 2. Hence, since there is just a
finite number of j, it is possible to choose {σ
(j)
1 , σ
(j)
2 }j so that σ
(j)
i ∈ Gj −Γ
p and each pair
(σ
(j)
i , σ
(j′)
i′ ) consists of Zp-independent elements unless (i, j) = (i
′, j′). Let ε
(j)
i denote the
common value that all characters in Ξj take on σ
(j)
i and write ϕi :=
∏
j fσ(j)i ,ε
(j)
i
. Then the
coprimality criterion (12) ensures that ϕ1 and ϕ2 are relatively prime. Moreover ω(ϕi) = 0
for all ω ∈ △ξ, that is △ξ ⊆ △ϕi . By (25) it follows
ϕi ·Q∞[ξ] = 0 for both i. (27)
Remark 3.3.2. The case ∆ξ 6= ∅ can actually occur. For example, let γ1, γ2 be two distinct
elements of a Zp-basis of Γ and consider
ξ = γ1 − 1 + p(γ2 − 1) + p
2(γ1 − 1)(γ2 − 1).
Then ∆ξ = {ω | ω(γ1) = ω(γ2) = 1} as one easily sees comparing p-adic valuations of the
three summands ω(γ1 − 1), ω(p(γ2 − 1)) and ω(p
2(γ1 − 1)(γ2 − 1)).
Lemma 3.3.3. Assume ξb = 0 for some ξ ∈ Λ satisfying hypothesis (NS). Then the
restriction of Ψ to Φ(a♯) is pseudo-injective.
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Proof. We just need to control the kernel of the map Υ of (26). If ∆ξ is empty then Υ is
the identity and we are done. If not, we show that kernel and cokernel of Υ are annihilated
by both ϕ1 and ϕ2. Consider the exact sequence
0−→ Ker(̟)−→ Q∞/Λ−→ Q
c
∞/Λ
c−→ 0
(where by abuse of notation we denote the map induced by ̟ with the same symbol). This
induces the exact sequence
HomΛ(b,Ker(̟)) →֒ HomΛ(b, Q∞/Λ)→ HomΛ(b, Q
c
∞/Λ
c)→ Ext1Λ(b,Ker(̟)).
Since Ker(̟) is a quotient of Q∞[ξ], (27) yields ϕi · Ker(̟) = 0. Therefore both Ker(Υ)
and Coker(Υ) are annihilated by ϕ1 and ϕ2. (Note that we cannot say that Υ is a pseudo-
isomorphism, because HomΛ(b, Q∞/Λ) is not a finitely generated Λ-module: e.g., any group
homomorphism b 7→ Eω for ω ∈ ∆ξ is also a Λ-homomorphism.) 
Now we can complete the proof of Theorem 3.1.5.(1).
Proof of Theorem 3.1.5(1). To start with, assume ξb = 0. Then, by Lemmata 3.2.2,
3.3.3 and 3.2.3, we get a pseudo-injection a♯ → b. Moreover, thanks to Lemma 3.1.11, we
may assume that A is strongly controlled. By Lemma 3.1.12 this implies that a is killed
by ξ♯, which is also not divisible by simple elements. Exchanging the role of a and b, we
deduce a pseudo-injection b♯ → a and therefore a pseudo-injection b → a♯. The Theorem
now follows from Lemma 2.2.3.
In the general case when ξb is pseudo-null but not 0, we can still assume that A is
strongly controlled. Let fn be the kernel of the morphism bn → bn, b 7→ ξb, and construct
two derived systems as in §3.1.4 (but with fn playing the role of cn). We get again the two
exact sequences (16) and (17). By hypothesis d = ξb ∼ 0 and then Lemma 3.1.7 implies
c ∼ 0. Hence
b ∼ f ∼ e♯ ∼ a♯
(where the central pseudo-isomorphism holds because ξf = 0). 
3.3.2. The non-simple part. For any finitely generated torsion Λ-module M , we get a de-
composition in simple and non-simple part
[M ] = [M ]si ⊕ [M ]ns.
in the following way: recalling that [M ] is a direct sum of components Λ /ξrii Λ, we define
[M ]si as the sum over those ξi which are simple and [M ]ns as its complement.
Corollary 3.3.4. For any Γ-system A, we have
[a′]♯ns = [b
′]ns.
Proof. By Lemma 3.1.10(1) we can lighten notation and assume that A is strongly controlled
(replacing A by A′ if necessary). Write χ(b) = (λµ), with χ([b]ns) = (λ) and χ([b]si) = (µ).
Since b/[b] is pseudo-null, there are η1, η2 ∈ Λ, coprime to each other and both coprime to
χ(b), so that η1 · (b/[b]) = η2 · (b/[b]) = 0 . Then λµη1 · b = λµη2 · b = 0. By Lemma 3.1.12
(λµη1)
♯ · a = (λµη2)
♯ · a = 0. (28)
This shows that χ(a) divides sufficiently high powers of both (λµη1)
♯ and (λµη2)
♯. But
since η♯1 and η
♯
2 are coprime, they must be both coprime to χ(a).
Set c = (µη1)
♯ · a, cn = kn(c) for each n, and form the Γ-systems C, E by the construction
in §3.1.4. Let d, e, and f be as in (16) and (17). Since kn(b) = bn, we have kn(d) = dn, and
hence, by Lemma 3.1.9, C is also strongly controlled. By (28), λ♯ · c = 0, whence λ · d = 0
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thanks to Lemma 3.1.12. Then case (1) of Theorem 3.1.5 says c♯ ∼ d. To complete the
proof it is sufficient to show that
[b]ns × [a]ns
ϕ×ψ
// d× c
(where ϕ and ψ are respectively the restrictions to [b]ns and [a]ns of the projection b →
d = b/f and of the multiplication by (µη1)
♯ on a) is a pseudo-isomorphism.
The inclusion µη1 · b ⊂ µ · [b] ⊂ [b]ns implies µη1 · Coker(ϕ) = 0. Furthermore, as
λ ·Coker(ϕ) is a quotient of λ · d = 0, it must be trivial. Thus, by Lemma 2.2.1, Coker(ϕ),
being annihilated by coprime λ and µη1, is pseudo-null. Next, we observe that (µη1)
♯ · e =
(µη1)
♯ · a/c = 0 yields (µη1)
♯ · en = 0. The duality implies that each fn is annihilated by
µη1, and by taking the projective limit we see that f is also annihilated by µη1. It follows
that Ker(ϕ) = [b]ns ∩ f = 0 as no nontrivial element of [b]ns is annihilated by µη1 (because
η1 is coprime to χ(b) while µ is a product of simple elements). Similarly, Ker(ψ) = 0 as
no nontrivial element of [a]ns is annihilated by (µη1)
♯. To show that Coker(ψ) is pseudo-
null, we choose an η3 ∈ Λ, coprime to λη1, so that η
♯
3 · a ⊂ [a]. Then (28) together with
the fact that λ is non-simple imply that (µη1η3)
♯ · a ⊂ (µη1)
♯ · [a] ⊂ [a]ns. This implies
(µη1η3)
♯ ·Coker(ψ) = 0. Since λ♯ ·Coker(ψ), being a quotient of λ♯ · c = 0, is trivial and λ♯,
(µη1η3)
♯ are coprime, the proof is completed. 
3.3.3. Twists of Γ-systems. Recall that associated to a continuous group homomorphism
φ : Γ → Z×p , there is the ring isomorphism φ
∗ : Λ → Λ defined in §2.1.1. Given such a φ
and a Γ-system A, we can form
A(φ) := {an(φ
−1), bn(φ), 〈 , 〉
φ
n, r(φ)
n
m, k(φ)
n
m | n,m ∈ N ∪ {0}, n ≥ m} ,
where an(φ
−1) and bn(φ) are twists as defined in (9),
〈x⊗ an, y ⊗ bn〉
φ
n := 〈φ
∗(x)an, (φ
−1)∗(y)bn〉n
and r(φ)nm, k(φ)
n
m are respectively the maps induced by 1⊗ r
n
m and, 1⊗ k
n
m. In general A(φ)
won’t be a Γ-system, because the action of Γ on an(φ
−1), bn(φ) does not factor through
Γn. However if we take A twistable of order k and φ so that
φ(Γ) ⊆ 1 + pkZp, (29)
then both an(φ
−1) and bn(φ) are still Γn-modules, as φ(Γ
(n)) ⊂ 1 + pn+kZp by (29) and
pn+kan = 0.
Lemma 3.3.5. For any k ∈ N and ξ ∈ Λ−{0}, there exists a continuous group homo-
morphism φ : Γ→ Z×p so that (29) holds and both φ
∗(ξ) and (φ−1)∗(ξ) are not divisible by
simple elements.
Proof. First of all, note that (φ−1)∗(ξ) is not divisible by any simple element if and only if
the same holds for (φ−1)∗(ξ)♯ = φ∗(ξ♯). So we just need to find φ such that φ∗(ξξ♯) has no
simple factor. An abstract proof of the existence of such φ can be obtained by the Baire
category theorem, observing that if λ ∈ Λ−{0} then Hom(Γ,Z×p ) cannot be contained
in ∪ωKer
(
φ 7→ ω(φ∗(λ))
)
, since all these kernels have empty interior. A more concrete
approach is the following.
Call an element λ ∈ Λ a simploid if it has the form λ = u · fγ,β where u ∈ Λ
× and
fγ,β :=
∏
σ∈Gal(Qp(β)/Qp)
(γ − σ(β))
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with γ ∈ Γ − Γp and β a unit in some finite Galois extension of Qp. Simploids are easily
seen to be irreducible, so by unique factorization any principal ideal (λ) ⊂ Λ can be written
as (λ) = (λ)s(λ)n with no simploid dividing (λ)n. Moreover, given any φ : Γ → Z
×
p , the
equality
φ∗(fγ,β) = φ(γ)
−[Qp(β):Qp] · fγ,φ(γ)β
shows that the set of simploids is stable under the action of φ, so that (φ∗(λ))s = φ
∗((λ)s).
Thus, if fγ1,β1 , ..., fγl,βl is a maximal set of coprime simploid factors of ξξ
♯ and if φ is chosen
so that no φ(γi)βi, i = 1, ..., l, is a root of unit, then φ
∗(ξξ♯) is not divisible by any simple
element. 
Proof of Theorem 3.1.5(2). Let ξ be a generator of χ(a)χ(b) and let φ be as in Lemma
3.3.5. Then A(φ) also form a pseudo-controlled Γ-system with a(φ−1) = lim
←−n
an(φ
−1) and
b(φ) = lim
←−n
bn(φ). By Lemma 2.3.1, both χ(a(φ
−1)) and χ(b(φ)) are not divisible by simple
elements, and hence [a(φ−1)]♯ = [a(φ−1)]♯ns and [b(φ)] = [b(φ)]ns. Therefore,
[a]♯ = [a(φ−1)](φ)♯ = [a(φ−1)]♯(φ−1) = [b(φ)](φ−1) = [b],
where the first and the last equality are consequence of Lemma 2.3.1 and the third follows
from Theorem 3.1.5(1) applied to A(φ). 
3.3.4. Complete Γ-systems. Now we assume that our original A is just a part of a complete
Γ-system which we still denote by A. The original A is pseudo-controlled if and only if so is
its complete system. Also, if the original A is strongly controlled, then by replacing aF ×bF
by kF (a× b) we can make the complete system strongly controlled without altering a and
b. So we shall assume that A is strongly controlled.
First we assume that a is annihilated by a simple element ξ = fγ1,ζ and extend γ1 to a
basis γ1, ..., γd of Γ over Zp. Let Ψ and Γ
′ be the subgroups of Γ with topological generators
respectively γ1 and {γ2, ..., γd}. Note that for H ⊂ Γ a closed subgroup we shall write
H(n) for Hp
n
. Let Kn′,n denote the fixed field of the subgroup Ψ
(n) ⊕ (Γ′)(n
′) and write
a∞,n := lim←−n′
an′,n, b∞,n := lim←−n′
bn′,n with the obvious meaning of indexes. They are
Λ-modules. Let K∞,n denote the subfield of L fixed by Ψ
(n). Then the restriction of Galois
action gives rise to a natural isomorphism Γ′ ≃ Gal(K∞,n/K0,n). Write Λ
′ := Λ(Γ′). We
shall view Λ′ as a subring of Λ.
Since A is strongly controlled, a∞,n = k∞,n(a) and b∞,n = k∞,n(b) are finitely generated
over Λ, and hence finitely generated over Λ′, as they are fixed by Ψ(n).
Proposition 3.3.6. Suppose A is a strongly controlled complete Γ-system such that
(1) a and b are annihilated by the simple element ξ = fγ1,ζ defined above, with ζ of
order pl;
(2) a∞,m and b∞,m are torsion over Λ
′ for some m ≥ l.
Then there exists some non-trivial η ∈ Λ′ so that η · A is twistable.
Here η · A is the complete Γ-system as defined in Example 3.1.3. It is also strongly
controlled if so is A.
Proof. Since ζ is of order pl, the action of γp
l
1 is trivial on both a∞,n and b∞,n for all n.
Assume that m ≥ l and suppose both a∞,m and b∞,m are annihilated by some non-zero
η ∈ Λ′. Then η · an′,m = 0 and η · bn′,m = 0 for all n
′. Hence for n ≥ m,
pn−mηan′,n = r
n′,n
n′,m(k
n′,n
n′,m(ηan′,n)) = 0
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as γp
n
1 acts trivially on an′,n. In particular, p
n−mη · an = 0 and by similar argument
pn−mη · bn = 0. Then choose k so that p
kai = p
kbi = 0 for each 1 ≤ i < m. 
Corollary 3.3.7. Suppose A satisfies the condition of Proposition 3.3.6. Then
a♯ ∼ b.
Proof. The morphism A → η · A of Example 3.1.3 in this case is a pseudo-isomorphism,
because a[η] and b/η♯b are both killed by fγ1,ζ and either η or η
♯. Now apply Theorem
3.1.5(2). 
Proof of Theorem 3.1.5(3). We may assume that A is strongly controlled. Suppose a is
annihilated by ξ ∈ Λ, and hence b is annihilated by ξ♯. Write ξ = ξs11 · · · · · ξ
sk
k , where each
ξi is irreducible and si is a positive integer. The proof is by induction on k.
First assume k = 1. If ξ is non-simple, then the theorem has been proved. Thus, we may
assume that ξ1 is simple and we proceed by induction on s1. The case s1 = 1 is Corollary
3.3.7. If s1 > 1 let cF := ξ1 · aF and form the derived systems C and E as in §3.1.4. Note
that both enjoy property (T), as immediate from the sequences (16) and (17). Besides C
is strongly controlled and c is annihilated by ξs1−11 , whence (as ξ1 is simple) [c] = [c]
♯ = [d]
by the induction hypothesis. We still have f0 = 0, but we don’t know if e0 = 0. However,
induction tells us that [e/e0] = [f], or equivalently, there is an injection [f] →֒ [e]. This
actually implies an inclusion [b] →֒ [a]: to see it, write
[a] = (Λ /ξ1 Λ)
a1 ⊕ (Λ /ξ21 Λ)
a2 ⊕ · · · ⊕ (Λ /ξs11 Λ)
as1 ,
and
[b] = (Λ /ξ1 Λ)
b1 ⊕ (Λ /ξ21 Λ)
b2 ⊕ · · · ⊕ (Λ/ξs11 Λ)
bs1 .
Then
[c] = (Λ/ξ1 Λ)
a2 ⊕ · · · ⊕ (Λ/ξs1−11 Λ)
as1 ,
and
[d] = (Λ/ξ1 Λ)
b2 ⊕ · · · ⊕ (Λ/ξs1−11 Λ)
bs1 ,
while
[e] = (Λ/ξ1 Λ)
a1+a2+···+as1 , [f] = (Λ/ξ1 Λ)
b1+b2+···+bs1 .
Thus, we have a1 ≥ b1 and ai = bi for 1 < i ≤ s1. Then by symmetry, we also have
[a] →֒ [b], whence [a] = [b] as desired. This proves the k = 1 case.
For k > 1, form again C and E, this time setting cF := ξ
s1
1 aF . Then induction yields
[c]♯ = [d] and [e]♯ = [f]. To conclude, use the decompositions [a] = [c] ⊕ [e], [b] = [d] ⊕ [f]
which hold because in the sequences (16), (17) the extremes have coprime annihilators. 
4. The pairings
In this section, A and B denote abelian varieties over the global field K.
4.0.5. The Selmer groups. Let i : Apn →֒ A be the group scheme of p
n-torsion of A. The
pn-Selmer group Selpn(A/K) is defined to be the kernel of the composition
H1fl(K,Apn)
i∗
−−−−→ H1fl(K,A)
locK−−−−→
⊕
v H
1
fl(Kv , A) , (30)
where H•fl denotes the flat cohomology and locK is the localization map to the direct sum
of local cohomology groups over all places of K. The same definition works over any finite
extension F/K. Taking the direct limit as n→∞, we get
Selp∞(A/F ) := Ker
(
H1fl(F,Ap∞)−→
⊕
all v
H1fl(Fv , A)
)
(31)
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where Ap∞ is the p-divisible group associated with A. The Selmer group Selp∞(A/L) is
then defined by taking the inductive limit over all finite subextensions. The Galois group
Γ acts on Selp∞(A/L) turning it into a Λ-module.
The Selmer group sits in an exact sequence
0 −→ Qp/Zp ⊗Z A(F ) −→ Selp∞(A/F ) −→X(A/F )[p
∞] −→ 0, (32)
where
X(A/F ) := Ker
(
H1fl(F,A)−→
⊕
v
H1fl(Fv , A)
)
is the Tate-Shafarevich group for A/F .
4.1. The height pairing. Let At denote the dual abelian variety of A. Then we have the
Ne´ron-Tate height pairing
h˜A/K : A(K)×A
t(K)−→ R . (33)
We briefly recall the definition of h˜A/K : for details, see [Lan83, V, §4]. Let
PA −→ A×A
t
denote the Poincare´ line bundle: then h˜A/K is the canonical height on A × A
t associated
with the divisor class corresponding to PA.
Proposition 4.1.1. Let φ : A→ B and φt : Bt → At be an isogeny and its dual. Then the
following diagram is commutative:
h˜A/K : A(K)×A
t(K) −−−−→ Ryφ xφt ∥∥∥
h˜B/K : B(K)×B
t(K) −−−−→ R.
Proof. By definition of the Ne´ron-Tate pairing and functorial properties of the height
([Lan83, Proposition V.3.3]), h˜A/K(·, φ
t(·)) and h˜B/K(φ(·), ·) are the canonical heights on
A×Bt associated with the divisor classes corresponding respectively to (1× φt)∗(PA) and
(φ× 1)∗(PB). But the theorem in [Mum74, §13] implies
(1× φt)∗(PA) ≃ (φ× 1)
∗(PB) (34)
(see [Mum74, p. 130]). 
4.1.1. The p-adic height pairing. We extend (33) to a pairing of Zp-modules.
Lemma 4.1.2. For every finite extension F/K there exists a p-adic height pairing
hA/F :
(
Zp ⊗A(F )
)
×
(
Zp ⊗A
t(F )
)
−→ EF , (35)
where EF is a finite extension of Qp, with the left and right kernels equal to the torsion
parts of Zp ⊗A(F ) and Zp ⊗A
t(F ). If char(K) = p one can choose EF = Qp.
Proof. If char(K) = p, then after scaling by a factor log(p), the pairing h˜A/F takes values
in Q (see for example [Sch82, §3]): in this case we define hA/F by h˜A/F = − log(p)hA/F
and extend it to get (35). In general, the image of the Ne´ron-Tate height h˜A/F generates
a subfield E′F ⊂ R. By the Mordell-Weil Theorem, E
′
F is finitely generated over Q, and
hence can be embedded into a finite extension EF of Qp. Then we have the pairing
h˜A/F : A(F )×A
t(F )−→ E′F ⊂ EF ,
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which is obviously continuous on the p-adic topology, and thus can be extended to a pairing
hA/F as required. Since the left and right kernels of h˜A/F are the torsion parts of A(F )
and At(F ), if x1, ..., xr and y1, ..., yr are respectively Z-basis of the free parts of A(F ) and
At(F ), then
deti,j(hA/F (xi, yj)) = deti,j(h˜A/F (xi, yj)) 6= 0,
which actually means that hA/F is non-degenerate on the free part of its domain. 
4.2. The Weil-Barsotti formula. Let WA denote the canonical bi-extension of A × At
obtained by removing the zero section of PA (see [SGA7I, IX, §1], or [Mum68, p. 311]).
For each a ∈ A (resp. a′ ∈ At), let aW
A (resp. WAa′ ) denote the part of W
A sitting over
{a} ×At (resp. A× {a′}). Then we have exact sequences
0 // Gm // aW
A // // {a} ×At ≃ At,
and
0 // Gm // W
A
a′
// // A× {a′} ≃ A.
Thus, the assignment a′ 7→ “0 −→ Gm −→ W
A
a′ −→ A” gives rise to the isomorphism (the
Weil-Barsotti formula)
At ≃ Ext1K(A,Gm) (36)
of sheaves over the flat topology of K (it might be useful to recall that the functors Exti
can be interpreted as Yoneda extensions: [Mil80, III, 1.6(b)]). Associated with an isogeny
φ ∈ Hom(A,B) there is the “pull-back” φ∗ : Ext1K(B,Gm) → Ext
1
K(A,Gm) induced from
the Yoneda pairing:
Ext1K(B,Gm)×Hom(A,B) −→ Ext
1
K(A,Gm).
The isomorphism (34) implies the commutative diagram
Bt
∼
−−−−→ Ext1K(B,Gm)yφt
yφ∗
At
∼
−−−−→ Ext1K(A,Gm) .
(37)
When K is a number field, let C denote the spectrum of the ring of integers of K, and
when K is a function field with constant field F, let C denote the unique connected smooth
complete curve over F having K as its function field.
Let U = SpecR, where R is a Dedekind domain in K, be an open set of C so that A has
good reduction at every place of U , and let A and At denote the Ne´ron model of A and At
over U . Then W extends uniquely to a bi-extension W of A×At by Gm and we have the
generalized Weil-Barsotti formula for sheaves on the smooth site of U (see [SGA7I, VIII,
7.1b], [Ort66, III.18] or [Mil86a, III.C.12]):
At
∼
−→ Ext1U (A,Gm). (38)
The isogenies φ and φt extend uniquely to φ : A → B and φt : Bt → At ([BLR90, §1.2])
and the Yoneda pairing induces the pull-back
φ∗ : Ext1U (B,Gm) −→ Ext
1
U (A,Gm).
26 LAI, LONGHI, TAN, AND TRIHAN
Lemma 4.2.1. We have the commutative diagram:
Bt
∼
−−−−→ Ext1U (B,Gm)yφt yφ∗
At
∼
−−−−→ Ext1U (A,Gm) .
(39)
Proof. The lemma is local: by [Mil80, Proposition I.3.24(b)] it is enough to show the
commutative diagram
Bt(V )
∼
−−−−→ Ext1V (B,Gm)yφt yφ∗
At(V )
∼
−−−−→ Ext1V (A,Gm)
for the case where V = SpecS and S is e´tale over the polynomial ringR0[X1, ...,Xn] for some
n and some localization R0 of R. Moreover, by [Mil80, Proposition I.3.19] we can assume
that S is a localization of R0[X1, ...,Xn, T ]/(P ), P an irreducible polynomial. Without
loss of generality R0 can be taken a unique factorization domain: then so is R0[X1, ...,Xn]
and it follows that S is an integral domain. Let M be the field of fractions of S: then
At(V ) = At(M), Bt(V ) = Bt(M) ([BLR90, §1.2]) and the diagrams
At(V )
∼
−−−−→ Ext1V (A,Gm)∥∥∥ y
At(M)
∼
−−−−→ Ext1M (A,Gm)
(40)
and
Bt(V )
∼
−−−−→ Ext1V (B,Gm)∥∥∥ y
Bt(M)
∼
−−−−→ Ext1M (B,Gm)
(41)
are commutative. The lemma follows by applying (37). 
4.3. The Cassels-Tate pairing. The main reference of this section is [Mil86a, II.2 and
II.5].
Let
〈 , 〉A/K : X(A/K)×X(A
t/K) −→ Q/Z
denote the Cassels-Tate pairing. (We shall recall its construction below.)
Let A, B be abelian varieties defined over the global field K and let At, Bt be the dual
abelian varieties. Suppose φ : A→ B is an isogeny and φt : Bt → At is its dual.
Proposition 4.3.1. We have the commutative diagram:
〈 , 〉A/K : X(A/K)×X(A
t/K) −−−−→ Q/Zyφ∗ xφt∗
∥∥∥
〈 , 〉B/K : X(B/K)×X(B
t/K) −−−−→ Q/Z.
This result must be well-known. It has been used before (see the proof of [Mil86a, I,
Theorem 7.3]); in the case of elliptic curves over number fields, it is [Cas65, Theorem 1.2].
We will provide a proof below.
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Let U be as in Subsection 4.2 and let us be in the e´tale site of U . For a sheaf F , let
Hrc(U,F) denote the rth cohomology with compact support.
Since HomU(A
t,Gm) = 0, the local-global spectral sequence for Exts (see [Mil80, Theo-
rem III.1.22]) gives rise to a map H1e´t(U,A
t) → Ext2U (A,Gm). Thus, associated with each
element ξ ∈ H1e´t(U,A
t) there is an exact sequence
0 −→ Gm −→ Dξ
αξ
−→ Eξ −→ A −→ 0
which divides into two exact sequences:
0 −→ Im(αξ) −→ Eξ −→ A −→ 0
and
0 −→ Gm −→ Dξ −→ Im(αξ) −→ 0 .
These induce two boundary maps:
∂ξ,1 : H
1
c(U,A) −→ H
2
c(U, Im(αξ))
and
∂ξ,2 : H
2
c(U, Im(αξ)) −→ H
3
c(U,Gm).
Composing these with the isomorphism H3c(U,Gm) ≃ Q/Z (see [Mil86a, II.2.6]), we get the
map
̥ξ : H
1
c(U,A) −→ Q/Z.
Then we define the pairing
〈 , 〉A/U : H
1
c(U,A)×H
1
e´t(U,A
t) −→ Q/Z
(η, ξ) 7→ ̥ξ(η).
Define
D1(U,A) := Im
(
H1c(U,A)−→ H
1
et(U,A)
)
= Ker
(
H1et(U,A)−→
∏
v 6∈U
H1(Kv , A)
)
.
Then we have (see [Mil86a, II.5.5])
D1(U,A) = X(A/K), D1(U,At) = X(At/K)
and the pairing 〈 , 〉A/U induces (see [Mil86a, II.5.3, II.5.6]) the Cassels-Tate pairing
X(A/K) ×X(At/K) −→ Q/Z.
Proof of Proposition 4.3.1. We show that the diagram
〈 , 〉A/U : H
1
c(U,A)×H
1
e´t(U,A
t) −−−−→ Q/Zyφ∗ xφt∗
∥∥∥
〈 , 〉B/U : H
1
c(U,B)×H
1
e´t(U,B
t) −−−−→ Q/Z.
commutes. Suppose ξ ∈ H1e´t(U,B
t) and it is associated with the exact sequence
0 −→ Gm −→ Dξ
βξ
−→ Eξ −→ B −→ 0. (42)
From Lemma 4.2.1 we get the diagram
H1e´t(U,B
t) −−−−→ Ext2U (B,Gm)yφt∗
yφ∗
H1e´t(U,A
t) −−−−→ Ext2U (A,Gm).
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Hence φt∗(ξ) is associated with the pull back of (42), i.e. the exact sequence which is the
composition of the top row of the commutative diagram
0 −−−−→ Im(βξ) −−−−→ Eξ ×B A −−−−→ A −−−−→ 0∥∥∥ y y
0 −−−−→ Im(βξ) −−−−→ Eξ −−−−→ B −−−−→ 0
(43)
with
0 −−−−→ Gm −−−−→ Dξ −−−−→ Im(βξ) −−−−→ 0.
Let φ∗ : H
1
c(U,A)→ H
1
c(U,B) be the map induced from φ. Taking the cohomology of (43)
we have
H1c(U,A)
∂
φt∗(ξ),1−−−−−→ H2c(U, Im(φ
∗βξ))yφ∗ ∥∥∥
H1c(U,B)
∂ξ,1
−−−−→ H2c(U, Im(βξ))
and thus
〈φ∗(η), ξ〉B,U = ∂ξ,2 ◦ ∂ξ,1(φ∗(η)) = ∂ξ,2 ◦ ∂φt∗(ξ),1(η) = 〈η, φ
t
∗(ξ)〉A,U .

The kernels of the Cassels-Tate pairing are the divisible subgroups of X(A/K) and
X(At/K): see [Mil86a, II, Theorem 5.6(a) and III, Corollary 9.5].
5. The algebraic functional equation for abelian varieties
In this section, we apply Theorem 3.1.5 to Selmer groups.
5.1. Selmer groups over Zdp-extensions. Let A be an abelian variety defined over our
global field K. We take the extension L/K as established in Section 2, with layers Kn and
Γ = Gal(L/K). Recall our hypothesis that L/K is unramified outside a finite set of places
S. We also assume that A has potentially ordinary reduction at every place in S: then
Xp(A/L), the Pontryagin dual of Selp∞(A/L), is finitely generated over Λ (if the reduction
is ordinary at all places in S this is [Tan10, Theorem 5]; for passing from potentially ordinary
to ordinary, one can reason similarly to [OT09, Lemma 2.1]).
5.1.1. The divisible limit. For each n, let Selp∞(A/Kn)div denote the p-divisible part of
Selp∞(A/Kn) and let Yp(A/Kn) be its Pontryagin dual. Also, let Yp(A/L) denote the
projective limit of {Yp(A/Kn)}n, so that
Yp(A/L) = Seldiv(A/L)
∨,
where
Seldiv(A/L) := lim−→
n
Selp∞(A/Kn)div .
Theorem 5.1.1 (Tan). Suppose Xp(A/L) is a torsion Λ-module. Then there exist relatively
prime simple elements f1, ..., fm (m ≥ 1) so that
f1 · · · fm · Seldiv(A/L) = 0.
This theorem was originally proved in a first draft of [Tan12] as a consequence of a careful
study of the growth of Selmer groups. But it really is just a special case of the following.
(For a more detailed statement in the Selmer group case, see [Tan12, Theorem 5].)
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Theorem 5.1.2. Let M be a cofinitely generated torsion Λ-module. Then there exist rela-
tively prime simple elements f1, ..., fm (m ≥ 1) so that
f1 · · · fm · (M
Gal(L/F ))div = 0
for any finite intermediate extension K ⊂ F ⊂ L.
Proof. By hypothesis, there is some ξ ∈ Λ−{0} annihilating M . Let f ∈ Λ be such that
ω(f) = 0 for all ω ∈ ∆ξ . Fix a finite intermediate extensions F/K and, to lighten notation,
put G := Gal(F/K) and O the ring of integers of Q(µpd), where p
d is the exponent of G.
Also, let N := O ⊗Zp M
Gal(L/F ). Then defining, as in (23), e′ω :=
∑
g∈G ω(g
−1)g for each
ω ∈ G∨, one finds |G| ·N =
∑
e′ωN and Λ acts on e
′
ωN by λ ·n = ω(λ)n. In particular, one
has f · e′ωN = 0 for all ω ∈ ∆ξ. On the other hand, if ω /∈ ∆ξ then e
′
ωN is finite because
it is a cofinitely generated module over the finite ring ω(Λ)/(ω(ξ)). It follows that f ·N is
finite. Since a finite divisible group must be trivial, this proves that f ·Ndiv = 0, and hence
f · (MGal(L/F ))div = 0.
It remains to prove that one can find a product of distinct simple elements which is killed
by ∆ξ. This is a consequence of Monsky’s theorem: one has ∆ξ = ∪Tj where the Tj ’s are
Zp-flats, and by definition for each Tj there is at least one simple element vanishing on
it. 
5.2. The Cassels-Tate Γ-system. Define
bn := Selp∞(A/Kn)/Selp∞(A/Kn)div (44)
and let an denote its Pontryagin dual. In fact, we can make these more explicit. First, if
Xp∞(A/Kn) denotes the p-primary part of the Tate-Shafarevich group andXp∞(A/Kn)div
is its p-divisible part, then
bn = Xp∞(A/Kn)/Xp∞(A/Kn)div . (45)
Also, if At/K denotes the dual abelian variety of A, then we can identify
an = Xp∞(A
t/Kn)/Xp∞(A
t/Kn)div , (46)
thanks to the duality via the perfect pairing
〈 , 〉n : an × bn−→ Qp/Zp (47)
induced from the Cassels-Tate pairing on X(At/Kn)×X(A/Kn).
Let rnm and k
n
m be the morphisms induced respectively from the restriction
H1(Km, A
t ×A) −→ H1(Kn, A
t ×A)
and the co-restriction
H1(Kn, A
t ×A) −→ H1(Km, A
t ×A).
Then the collection A := {an, bn, 〈 , 〉n, r
n
m, k
n
m} satisfies axioms (Γ-1)-(Γ-4). As in Section
3, write a and b for the projective limits of {an}n and {bn}n. We have the exact sequence
0−→ a−→ Xp(A/L)−→ Yp(A/L)−→ 0. (48)
In particular, if Xp(A/L) is a finitely generated torsion Λ-module, then so are a and, by
the following lemma, b.
Lemma 5.2.1. The Λ-module Xp(A
t/L) is torsion if and only if so is Xp(A/L).
Proof. Any isogeny ϕ : A→ At defined over K gives rise to a homomorphism of Λ-modules
Xp(A
t/L)→ Xp(A/L) with kernel and co-kernel annihilated by deg(ϕ). 
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5.2.1. The module a00. To study a0n, we first consider the small piece a
00
n which is the image
of
s00n := Ker
(
Selp∞(A
t/Kn)−→ Selp∞(A
t/L)
)
under the projection Selp∞(A
t/Kn)։ an. Obviously, s
00
n is a Γn-submodule of
s0n := Ker
(
H1fl(Kn, A
t
p∞)−→ H
1
fl(L,A
t
p∞)
)
= H1(Γ(n), Atp∞(L)) .
Lemma 5.2.2. All the groups H1
(
Γ(n), Atp∞(L)
)
are finite.
Proof. We just prove the d = 1 case, since it is the only one we are going to actually use.
For the general case, see [Gr03, Proposition 3.3].
Write
D := Atp∞(L) = A
t(L)[p∞] (49)
and let Ddiv be its p-divisible part. We have an exact sequence
(D/Ddiv)
Γ(n)−→ H1(Γ(n),Ddiv)−→ H
1(Γ(n),D)−→ H1(Γ(n),D/Ddiv) . (50)
If d = 1 and Γ = γZp , then we observe that
(γp
n
− 1)Ddiv = Ddiv ,
since Ker(D
γp
n
−1
−→ D) = DΓ
(n)
is finite. Therefore, H1(Γ(n),Ddiv) = 0 and hence, as D/Ddiv
is finite, from the exact sequence (50) we deduce (see e.g. [BL09a, Lemma 4.1])
|H1(Γ(n),D)| ≤ |D/Ddiv |. (51)

Lemma 5.2.3. The projective limit
a00 := lim←− a
00
n
is pseudo-null.
Proof. If d = 1, a00 is pseudo-null as it is a finite set: inequality (51) together with the
surjection s00n ։ a
00
n gives a bound on its cardinality.
Let D be as in (49) and let r the Zp-rank of its Pontryagin dual D
∨. Then the action of
Γ gives rise to a representation
ρ : Γ−→ Aut(Ddiv) ≃ GL(r,Zp) . (52)
For each γ, let fγ(x) be the characteristic polynomial of ρ(γ). Then fγ(γ) is an element in
Λ which annihilates Ddiv . Let m0 be large enough so that A
t(Km0)[p
∞] generates D/Ddiv.
Then for every γ, (γp
m0 − 1)fγ(γ) annihilates both s
00
n and a
00
n for n ≥ m0, as we have
(γp
m0 − 1)fγ(γ) ·D = 0.
If d ≥ 2 and Γ =
⊕d
i=1 γ
Zp
i , then each δi := (γ
pm0
i − 1)fγi(γi) lives in a different Zp[Ti]
under the identification Λ = Zp[[T1, ..., Td]], γi − 1 = Ti. Therefore δ1, ..., δd are relatively
prime and a00 is pseudo-null by Lemma 2.2.1. 
Remark 5.2.4. Lemmas 5.2.2 and 5.2.3 become trivial if Ap∞(L) is finite. Actually, it
happens pretty often that Ap∞ has only finitely many points in abelian or p-adic extensions,
and even in the separable closure of K if the latter is a characteristic p function field: for
example, this is always the case with non-isotrivial elliptic curves (see [BLV09, Theorem
4.2] for a proof). In the number field case, the paper [Zar87] provides a thorough discussion
of the torsion of A(F ) for F/K abelian, while results for Gal(F/K) a p-adic Lie group can
be found in [Gr03, Proposition 3.2]; in the function field setting, a sufficient condition for
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general abelian varieties can be found in [Vol95, Section 4]. On the other hand, there are
obvious counterexamples to the finiteness of Ap∞(L) when A/K is CM or isotrivial. See
also [Tan12, Proposition 2.3.8] for necessary conditions to have an infinite Ap∞(L).
Put a¯0n := a
0
n/a
00
n . Applying the snake lemma to the diagram
0 −−−−→ Selp∞(A
t/Kn)div −−−−→ Selp∞(A
t/Kn) −−−−→ an −−−−→ 0y y y
0 −−−−→ Seldiv(A
t/L) −−−−→ Selp∞(A
t/L) −−−−→ lim
−→
an −−−−→ 0
we find an injection
a¯0n →֒ Seldiv(A
t/L)/Selp∞(A
t/Kn)div . (53)
By construction we have an exact sequence
0 −→ a00 −→ a0 −→ a¯0 := lim
←−
n
a¯0n −→ 0. (54)
5.2.2. The functional equation. Suppose M is a finitely generated torsion Λ-module and
[M ] =
⊕m
i=1Λ /ξ
ri
i Λ. Define
[M ]p :=
⊕
(ξi)=(p)
Λ /ξrii Λ ⊂ [M ],
[M ]np :=
⊕
(ξi)6=(p)
Λ /ξrii Λ ⊂ [M ],
so that [M ] = [M ]p ⊕ [M ]np . Then
[M ]♯p =
⊕
(ξi)=(p)
Λ /(ξ♯i )
ri Λ =
⊕
(ξi)=(p)
Λ /ξrii Λ = [M ]p . (55)
Recall the submodules [M ]si and [M ]ns defined in §3.3.2. By (13) we have
[M ]♯si = [M ]si . (56)
With this notation, Theorem 5.1.1 implies the following.
Corollary 5.2.5. Suppose Xp(A/L) is torsion over Λ. Then the following holds:
(a) [Yp(A/L)] = [Yp(A/L)]si.
(b) [Xp(A/L)]ns = [a]ns.
(c) [a′]ns = [a]ns.
Proof. The equality at point (a) follows directly from Theorem 5.1.1 and, together with the
exact sequence (48), it implies (b). Lemma 5.2.3 and the sequence (54) yield a0 ∼ a¯0; by
(53) and Theorem 5.1.1 (applied to At) we have [a¯0]ns = 0, thus [a
0]ns = 0 and (c) follows
by exact sequence (20). 
Now we can prove Theorem 1.2.
Proof of Theorem 1.2. We just need to check (3) when Xp(A/L) is Λ-torsion. Corollar-
ies 5.2.5 and 3.3.4 imply
[Xp(A/L)]
♯
ns = [a]
♯
ns = [a
′]♯ns = [b
′]ns = [b]ns = [Xp(A
t/L)]ns (57)
(where the last passage comes from the fact that Corollary 5.2.5 holds as well replacing A,
a with At, b). By (56) we see that
[Xp(A/L)]si = [Xp(A/L)]
♯
si.
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The proof of Lemma 5.2.1 shows that any isogeny A→ At gives rise to an isomorphism
QpXp(A/L)
∼
−→ QpXp(A
t/L), (58)
and hence [Xp(A
t/L)]si = [Xp(A/L)]si = [Xp(A/L)]
♯
si. Therefore,
Xp(A
t/L) ∼ Xp(A/L)
♯.
This together with (58) implies
[Xp(A/L)]
♯
np = [Xp(A
t/L)]np = [Xp(A/L)]np.
By (55), [Xp(A/L)]
♯
p = [Xp(A/L)]p. Therefore,
Xp(A/L)
♯ ∼ Xp(A/L).

5.2.3. The following proposition shows that the Cassels-Tate system {an, bn} can be a
Γ-system also when Xp(A/L) is not a torsion Λ-module. Note that it also implies that A
enjoys property (T) (just replace L/K with an arbitrary Zd−1p -subextension L
′/F ).
Proposition 5.2.6. If L/K only ramifies at good ordinary places, then a and b are torsion
over Λ.
Proof. Recall that Q(Λ) denotes the fraction field of Λ. Suppose a were non-torsion. Let
r and s denote respectively the dimensions over Q(Λ) of the vector spaces Q(Λ)a and
Q(Λ)Xp(A/L): by (48), the former is contained in the latter. Let e1, ..., er , ..., es ∈ Xp(A/L)
form a basis of Q(Λ)Xp(A/L) such that e1, ..., er are in a.
Write a′ = Λ·e1+· · ·+Λ·er ⊂ a andX
′ = Λ·e1+· · ·+Λ·es ⊂ Xp(A/L). ThenXp(A/L)/X
′
is torsion over Λ, and hence is annihilated by some nonzero η ∈ Λ. Let ω ∈ Γ∨ be a character
not contained in ∆η and, as usual, extend it to a ring homomorphism ω : Λ ։ Oω whose
kernel we denote by K. Then we have the exact sequences
TorΛ(Λ /K,Xp(A/L)/a
′) −−−−→ (Λ/K) ⊗Λ a
′ i∗−−−−→ (Λ /K)⊗Λ Xp(A/L) (59)
and
0 −−−−→ X ′/a′ −−−−→ Xp(A/L)/a
′ −−−−→ Xp(A/L)/X
′ −−−−→ 0 .
The fact that X ′/a′ is free over Λ implies that the natural map
TorΛ(Λ /K,Xp(A/L)/a
′)−→ TorΛ(Λ /K,Xp(A/L)/X
′)
is an injection. Since the residue class of η in Λ /K ≃ Oω, a discrete valuation ring, is
nonzero, the Oω-module TorΛ(Λ /K,Xp(A/L)/X
′) must be finite, and the same holds for
TorΛ(Λ /K,Xp(A/L)/a
′). Thus the homomorphism i∗ in (59) must be injective, because
(Λ/K) ⊗Λ a
′ is a free Oω-module, and hence its image is free of positive rank over Oω.
Let Γω ⊂ Γ denote the kernel of the character ω and write Γω := Γ/Γ
ω, Λω := Zp[Γω],
Kω := L
Γω . Then we have the commutative diagram:
a′ −−−−→ Λω⊗Λa
′ −−−−→ (Λ /K) ⊗Λ a
′y y y
a −−−−→ Λω ⊗Λa −−−−→ (Λ/K) ⊗Λ ay y y
Xp(A/L) −−−−→ Λω ⊗ΛXp(A/L) −−−−→ (Λ /K) ⊗Λ Xp(A/L).
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The diagram together with the duality implies that the image of the composition
(Oω Selp∞(A/L))
(ω−1) →֒ (Oω Selp∞(A/L))
Γω−→ Oω(lim−→
Xp∞(A/F )/Xp∞(A/F )div)
has positive Zp-corank. By the assumption of the proposition, we are allowed to apply the
control theorem [Tan10, Theorem 4], which states that the restriction map
resω : Selp∞(A/Kω) −→ Selp∞(A/L)
Γω
has finite kernel and cokernel. Consequently, the image of
Selp∞(A/Kω) −→Xp∞(A/Kω)/Xp∞(A/Kω)div
must have positive Zp-corank. But this is absurd, as the target of the map is finite.
The proof for b just replaces A with At. 
Remark 5.2.7. Proposition 5.2.6 actually holds under the weaker hypothesis that L/K is
ramified only at ordinary places. The proof first follows the same argument. Then, instead
of using the control theorem, it applies Lemma 5.3.2 and Lemma 5.3.3 of [Tan12] as well as
the argument in their proofs to show that as long as ω is chosen to have nontrivial restric-
tion on the decomposition subgroups at the ramified multiplicative places then the map
resω : (Oω Selp∞(A/Kω))
(ω−1) → (Oω Selp∞(A/L))
(ω−1) will have finite kernel and cokernel.
5.2.4. It is natural to ask if A is pseudo-controlled: we tend to believe that this actually
holds as long as Xp(A/L) is torsion. Propositions 5.2.10 and 5.2.11 below give evidence to
support our belief.
Lemma 5.2.8. For n ≥ m the restriction map
Selp∞(A/Km)div −→ (Selp∞(A/Kn)
Γ(m))div
is surjective.
Proof. The commutative diagram of exact sequences
Selp∞(A/Km)div = Selp∞(A/Km)div


//
j′

j

Selp∞(A/Km) // //
i

bm
rnm

(Selp∞(A/Kn)
Γ(m))div ⊂ (Selp∞(A/Kn)div)
Γ(m)   // Selp∞(A/Kn)
Γ(m) // bΓ
(m)
n
induces the exact sequence
Ker(rnm) −→ Coker(j) −→ Coker(i).
Since Ker(rnm) is finite while Coker(j
′) is p-divisible, it is sufficient to show that Coker(i) is
annihilated by some positive integer. Consider the commutative diagram of exact sequences
Selp∞(A/Km)


//
i

H1fl(Km, Ap∞)
locm
//
resnm

∏
all v H
1(Kmv, A)
rnm

Selp∞(A/Kn)
Γ(m)   // H1fl(Kn, Ap∞)
Γ(m) locn //
∏
all wH
1(Knw, A)
Γ
(m)
w
that induces the exact sequence
Ker
(
Im(locm)
rnm
// Im(locn)
)
−→ Coker(i)−→ Coker(resnm) .
By the Hochschild-Serre spectral sequence, the right-hand term Coker(resnm) is a subgroup
of H2(Kn/Km, Ap∞(Kn)), and hence is annihilated by p
d(n−m) = [Kn : Km]. Similarly,
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the left-hand term, being a subgroup of
∏
v H
1(Knv/Kmv, A(Knv)), is also annihilated by
[Kn : Km]. 
Lemma 5.2.9. If L/K is a Zp-extension and Xp(A/L) is a torsion Λ-module, then there
exists some N so that
Selp∞(A/Kn)div = (Selp∞(A/Kn)div)
Γ(m) = (Selp∞(A/Kn)
Γ(m))div
holds for all n ≥ m ≥ N .
Proof. The second equality is an easy consequence of the first one. The assumption Γ = γZp
implies that if f ∈ Λ is simple then f divides γp
m
− 1 for some m. Therefore, by Theorem
5.1.1, there exists an integer N such that (γp
N
− 1) Seldiv(A/L)
Γ(n) = 0 for every n. By
Lemma 5.2.2 the kernel of the map Selp∞(A/Kn)div → Seldiv(A/L)
Γ(n) is finite. This implies
that (γp
N
− 1) Selp∞(A/Kn)div must be trivial, as it is both finite and p-divisible. 
Proposition 5.2.10. If L/K is a Zp-extension and Xp(A/L) is a torsion Λ-module, then
A is pseudo-controlled.
Proof. We apply Lemmata 5.2.8 and 5.2.9. If we are given an element x ∈ Selp∞(A
t/Kn)
with resln(x) ∈ Selp∞(A
t/Kl)div for some l ≥ n ≥ N , then we can find y ∈ Selp∞(A
t/KN )div
such that reslN(y) = res
l
n(x). Then x − res
n
N (y) ∈ Ker(res
l
n) ⊂ s
00
n . This actually shows
that a0n = a
00
n . Then apply Lemma 5.2.3. 
Proposition 5.2.11. If L/K is a Zdp-extension ramified only at good ordinary places and
Xp(A/L) is a torsion Λ-module, then A is pseudo-controlled.
Proof. Let f1, ..., fm be those simple element described in Theorem 5.1.1. and write gi :=
f−1i f1 . . . fm. Since fi divides γ
pri
i − 1, for some γi and ri, by Theorem 5.1.1 we get
gi · Seldiv(A
t/L) ⊂ Selp∞(A
t/L)Ψ
(ri)
i , (60)
where Ψi ⊂ Γ is the closed subgroup topologically generated by γi and we use the notation
H(i) := Hp
ri for any subgroup H < Γ. In view of Proposition 5.2.10, we may assume that
d ≥ 2. Then we can find δ1, ..., δd as in the proof of Lemma 5.2.3 and such that the elements
δjgi, i = 1, ...,m, j = 1, ..., d, are coprime. By construction each δi annihilates s
0
n for all n.
We are going to show that if a = (an)n, an ∈ a
0
n, is an element in a
0, then for n ≥ ri,
δjgi · an = 0, j = 1, ..., d. (61)
Then it follows that δjgi · a
0 = 0 for every i and j, and hence a0 is pseudo-null.
Fix n ≥ ri. Choose closed subgroups Φi ⊂ Γ, i = 1, ...,m, isomorphic to Z
d−1
p so that
Γ = Ψi⊕Φi, and then set L
(i) = LΦ
(n)
i and let L
(i)
l denote the lth layer of the Zp-extension
L(i)/Kn, so that Gal(L
(i)/L
(i)
l ) is canonically isomorphic to Ψ
(n)
i .
For each l ≥ n, let ξl be a pre-image of al under
Selp∞(A
t/Kl)
πl
// al
and denote by ξ′l the image of ξl under the corestriction map Selp∞(A
t/Kl)→ Selp∞(A
t/L
(i)
l−n).
Note that Kl is an extension of L
(i)
l−n as Γl ⊂ Ψ
(l)
i Φ
(n)
i = Gal(L/L
(i)
l−n). Thus, the restriction
map sends ξ′l to an element θl ∈ Seldiv(A
t/L)Ψ
(l)
i Φ
(n)
i . Then by (60)
gi · θl ∈ Seldiv(A
t/L)Γ
(n)
. (62)
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By the control theorem [Tan10, Theorem 4] the cokernel of the restriction map
Selp∞(A
t/Kn)div
resn
// Seldiv(A
t/L)Γ
(n)
is finite: we denote by pe its order. Choose l ≥ n + e and choose ξn to be the image of
ξl under the corestriction map Selp∞(A
t/Kl) → Selp∞(A
t/Kn). Then (62) implies that
gi · θn = p
egi · θl, which shows that gi · θn = resn(θ
′
n), for some θ
′
n ∈ Seldiv(A
t/Kn). Then
πn(gi ·ξn−θ
′
n) = gi ·an. Since gi ·ξn−θ
′
n ∈ s
0
n which is annihilated by δj, we have δjgi ·an = 0
as desired. 
5.3. Idempotents of the endomorphism rings. Let E denote the ring of endomor-
phisms of A/K and write Zp E := Zp ⊗Z E . For the rest of Section 5, we assume that there
exists a non-trivial idempotent e1 contained in the center of Zp E . Set e2 := 1 − e1. Then
we have the decomposition:
Zp E = e1Zp E × e2Zp E . (63)
Let E t denote the endomorphism ring of At/K. Since the assignment ψ 7→ ψt sending an
endomorphism ψ ∈ E to its dual endomorphism can be uniquely extended to a Zp-algebra
anti-isomorphism ·t : Zp E → Zp E
t, we find idempotents et1, e
t
2 and the analogue of (63). If
E and E t act respectively on p-primary abelian groups M and N , then these actions can be
extended to those of Zp E and Zp E
t. We have the following Zp-version of Proposition 4.3.1.
Lemma 5.3.1. For every a ∈ an, b ∈ bn and ψ ∈ Zp E we have
〈a, ψ∗(b)〉n = 〈ψ
t
∗(a), b〉n . (64)
Proof. First note that any ψ ∈ E can be obtained as a sum of two isogenies (e.g., because
k+ψ is an isogeny for some k ∈ Z). Thus Proposition 4.3.1 and linearity of the Cassels-Tate
pairing imply that (64) holds for such ψ.
In the general case, since Zp E is the p-completion of E , for each positive integer m there
exists ϕm ∈ E such that ψ − ϕm ∈ p
mZp E . Choose m so that p
ma = pmb = 0. Then
〈a, ψ∗(b)〉n = 〈a, ϕm∗(b)〉n = 〈ϕ
t
m∗(a), b〉n = 〈ψ
t
∗(a), b〉n.

If M and N are respectively Zp E and Zp E
t modules, write M (i) for ei ·M and N
(i) for
eti ·N . Then (63) implies M =M
(1) ⊕M (2) and N = N (1) ⊕N (2). In particular,
a = a(1) ⊕ a(2) and b = b(1) ⊕ b(2) ,
with a(i) = lim←−n a
(i)
n and b(i) = lim←−n b
(i)
n .
Corollary 5.3.2. For every n, we have a perfect duality between a
(1)
n , b
(1)
n and one between
a
(2)
n , b
(2)
n .
Proof. We just need to check 〈a
(1)
n , b
(2)
n 〉n = 〈a
(2)
n , b
(1)
n 〉n = 0. If a ∈ a
(1)
n and b ∈ b
(2)
n , then
〈a, b〉n = 〈e
t
1 · a, e2 · b〉n = 〈a, e1e2 · b〉n = 〈a, 0〉n = 0. 
Then A(i) := {a
(i)
n , b
(i)
n , 〈 , 〉, rnm, k
n
m} satisfies conditions (Γ-1) to (Γ-4) and Theorem 3.1.5
implies the following.
Proposition 5.3.3. If Xp(A/L) is a torsion Λ-module and A satisfies the hypotheses of
either Theorem 3.1.5(1) or 3.1.5(3), then
[a(1)] = [b(1)]♯ and [a(2)] = [b(2)]♯.
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This holds because the conditions of being pseudo-controlled, killed by a “non-simple”
element or enjoying property (T) are all preserved by the operators ei. However, a pseudo-
isomorphism between A and another Γ-system need not be compatible with the Zp E-action
and so Theorem 3.1.5(2) cannot be used here.
Applying ei to the exact sequence (48) we get
0−→ a(i)−→ Xp(A/L)
(i)−→ Yp(A/L)
(i)−→ 0 . (65)
Unfortunately in general we are unable to compare either Xp(A/L)
(i) with Xp(A
t/L)(i) or
Yp(A/L)
(i) with Yp(A
t/L)(i), so we fail short of an ei-version of Theorem 1.2. However, we
can get some partial result, which will be explained in §5.3.2.
5.3.1. For each finite extension F/K write M(A/F ) := Zp ⊗ A(F ) and recall the p-adic
height pairing hA/F established in Lemma 4.1.2. The action of E on A(F ) extends to that
Zp E onM(A/F ) and the following results are proven by the same reasoning as in the proofs
of Lemma 5.3.1 and Corollary 5.3.2.
Lemma 5.3.4. For every x ∈M(A/F ), y ∈M(At/F ) and ψ ∈ Zp E we have
hA/F (ψ(x), y) = hA/F (x, ψ
t(y)) . (66)
Corollary 5.3.5. The height pairing gives rise to perfect dualities between Qp⊗ZpM(A/F )
(i)
and Qp ⊗Zp M(A
t/F )(i), for i = 1, 2.
5.3.2. Via (32) we viewM(A/F ) := Qp/Zp⊗Z A(F ) as a subgroup of Selp∞(A/F )div and
also
M∞(A) := lim−→
n
Qp/Zp ⊗Z A(Kn)
as a subgroup of Seldiv(A/L). Denote
Zp(A/L) :=M∞(A)
∨.
If all Tate-Shafarevich groups are finite, then Zp(A/L) = Yp(A/L). In any case, there is a
surjection Yp(A/L) ։ Zp(A/L) and it is fair to say that Zp(A/L) carries a big chunk of
the information on Yp(A/L).
The action of Zp E on M∞(A) extends to its dual as (e · ϕ)(x) := ϕ(ex). Thus we can
write
Zp(A/L) = Zp(A/L)
(1) ⊕ Zp(A/L)
(2). (67)
where Zp(A/L)
(i) = (M∞(A)
(i))∨.
Proposition 5.3.6. If Xp(A/L) is a torsion Λ-module, Xp∞(A/Kn) is finite for every n
and L/K is ramified only at good ordinary places, then
[Zp(A/L)
(1)] = [Zp(A
t/L)(1)]♯ and [Zp(A/L)
(2)] = [Zp(A
t/L)(2)]♯.
Proof. Fix i ∈ {1, 2}. By Theorem 5.1.1, we write
[Zp(A/L)
(i)] =
m⊕
ν=1
(Λ /(fν))
rν , [Zp(A
t/L)(i)] =
m⊕
ν=1
(Λ /(fν))
sν ,
where f1, ..., fm are coprime simple elements and rν , sν are nonnegative integers. We need
to show that rν = sν for every ν, since Λ /(fν) = (Λ /(fν))
♯.
Let P1 denote the quotient Zp(A/L)
(i)/[Zp(A/L)
(i)] and P2 the analogue for A
t. Since
P1, P2 are pseudo-null Λ-modules, there are η1, η2 ∈ Λ coprime to f := f1 · · · fm such that
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ηjPj = 0. Then fν is coprime to η1η2ff
−1
ν . We choose ω ∈ Γ
∨ so that ω(fν) = 0 and
ω(η1η2ff
−1
ν ) 6= 0. Let E be a finite extension of Qp containing the values of ω. We see E
as an E Λ-module via the ring epimorphism E Λ→ E induced by ω. The exact sequence
0 = Tor1E Λ(E,EP1)−→ E ⊗E Λ E[Zp(A/L)
(i)]−→ E ⊗EΛ EZp(A/L)
(i)−→ E ⊗E Λ EP1 = 0
yields
rν = dimE(E ⊗E Λ EZp(A/L)
(i)) .
Let Γω ⊂ Γ denote the kernel of ω and write Wω(A) for the coinvariants EZp(A/L)
(i)
Γω . The
isomorphisms
E ⊗E Λ EZp(A/L)
(i) ≃ E ⊗E Λ EZp(A/L)
(i)
Γω ≃ (EZp(A/L)
(i)
Γω )
(ω)
show that rν = dimEWω(A)
(ω). A similar argument proves sν = dimEWω(A
t)(ω).
Write Kω := L
Γω and Γω := Gal(Kω/K). By our assumption on Tate-Shafarevich
groups, also Xp∞(A/Kω) is finite: then the control theorem [Tan10, Theorem 4] implies
that the restriction map M(A/Kω) →M∞(A)
Γω has finite kernel and cokernel. Thus we
find
rankZp
(
M(A/Kω)
(i)
)∨
= rankZp
(
(M∞(A)
Γω )(i)
)∨
= rankZp Zp(A/L)
(i)
Γω .
Together with the obvious equality rankZp M(A/Kω) = rankZpM(A/Kω)
∨ and Corollary
5.3.5, this yields
rankZp Zp(A/L)
(i)
Γω = rankZp Zp(A
t/L)
(i)
Γω .
Similarly, for the character ̟ = ωp, we have
rankZp Zp(A/L)
(i)
Γ̟ = rankZp Zp(A
t/L)
(i)
Γ̟ .
As in §3.2.4, let [ω] denote the Gal(Q¯p/Qp)-orbit of ω. By Γ
∨
ω = [ω]⊔ Γ
∨
ωp we get the exact
sequence of E[Γω]-modules:
0 //
∏
χ∈[ω](Wω(A))
(χ) // Wω(A) // Wωp(A) // 0 .
Since for all χ ∈ [ω] the eigenspaces (Wω(A))
(χ) have the same dimension over E, the two
equalities and the exact sequence above imply
dimE(Wω(A))
(ω) = dimE(Wω(A
t))(ω) ,
which completes the proof. 
Theorem 5.3.7. If Xp(A/L) is a torsion Λ-module, Xp∞(A/Kn) is finite for every n and
L/K is ramified only at good ordinary places, then
χ(Xp(A/L)) = χ(Xp(A
t/L)(1))♯ · χ(Xp(A/L)
(2)) = χ(Xp(A/L)
(1)) · χ(Xp(A
t/L)(2))♯ .
Proof. Just use the exact sequence (65) (together with its At-analogue with b(i)) and Propo-
sitions 5.2.6, 5.2.11, 5.3.3 and 5.3.6, remembering that Zp(A/L) = Yp(A/L) by the hypoth-
esis on Tate-Shafarevich groups, to get
χ(Xp(A
t/L)(i))♯ = χ(Xp(A/L)
(i)) . (68)

Part 2. The case of a constant ordinary abelian variety
From now on K will be a function field with constant field F of cardinality q a power of
p. In this part we assume that A/K is an ordinary abelian variety of dimension g defined
over the constant field F of K.
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6. The Frobenius Action
Let Ka be a fixed algebraic closure of K. For each positive integer m, let K(1/p
m) ⊂ Ka
denote the unique purely inseparable intermediate extension of degree pm over K, and let
K(1/p
∞) :=
⋃∞
m=1K
(1/pm). Let K¯(1/p
m) ⊂ Ka denote the separable closure of K(1/p
m).
Also, let Frobpm : x 7→ x
pm denote the Frobenius substitution: it induces a morphism
Frobpm : K
(1/pm) −→ K. On Galois groups, Frobpm gives rise to an identification
Gal(K¯/K) = Gal(K¯(1/p
m)/K(1/p
m)).
6.1. Absolute and relative Frobenius. Let G be a commutative finite group scheme
over K and denote G0 its connected component and G
e´t its maximal e´tale factor. Then we
have the connected-e´tale sequence
0−→ G0−→ G −→ G
e´t−→ 0. (69)
We shall view G, G0 and G
e´t as sheaves on the flat topology of K, so that we can consider
their cohomology groups. The base change K−→ K(1/p
m) induces the restriction map:
resm : H
1
fl(K,G)−→ H
1
fl(K
(1/pm),G).
Lemma 6.1.1. The image resm(H
1
fl(K,G)) injects into H
1
fl(K
(1/pm),G e´t) for any m such
that pm ≥ dimK K[G0].
Proof. Suppose ξ ∈ H1fl(K,G0). Since H
1
fl(K,G0) can be computed as the Cˇech cohomology
(see [Mil86a, Proposition III.6.1])
H˘
1
(K,G0) := H˘
1
(Ka/K,G0),
by [Mil80, Corollary III.4.7] the class ξ corresponds to a principal homogeneous space P for
G0 such that P(L), the set of L-points of P, is non-empty for some finite extension L/K.
The field L can be taken as the residue field of the ring K[P] modulo a maximal ideal.
As P(Ka) = G0(K
a) = {id}, the ring K[P] must contain exactly one maximal ideal and
the residue field must be a purely inseparable extension over K. This shows that L can be
taken as K(1/p
n) for some n, and hence G0 ≃ P over K
(1/pn). Also, since K[P] is a finite
algebra over K with dimension the same as dimK K[G0] := d, the degree of L/K is at most
d. Therefore, H1fl(K
(1/pm),G0) = 0 for p
m ≥ d.
To conclude, it is enough to take the cohomology of the sequence (69). 
Remark 6.1.2. If G is defined over a perfect field then (69) splits and the decomposition
G = G0 × G
e´t
holds (see [Wat79, §6.8]). In particular we have
H1fl(K,G) = H
1
fl(K,G0)×H
1
fl(K,G
e´t). (70)
6.1.1. Application to abelian varieties. Assume that B/K is an abelian variety. Again, we
view B as a sheaf on the flat topology of K. Let B e´tpn denote the maximal e´tale factor of
Bpn . Lemma 6.1.1 immediately yields the following.
Corollary 6.1.3. For each n, there exists some m so that resm(H
1
fl(K,Bpn)) injects into
H1fl(K
(1/pm), B e´tpn).
By definition, the abelian variety B(p
m) := B ×K K is the base change over the absolute
Frobenius Frobpm : K → K; as a sheaf on the flat topology of K, B
(pm)/K is identified
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with the inverse image Frob∗pm B ([Mil80, Remark II.3.1.(d)]). As we noticed before, the
absolute Frobenius factors through
K −−−−→ K(1/p
m) Frobp
m
−−−−−→ K.
Therefore we get a commutative diagram
H1fl(K,Bpn)
resm−−−−→ H1fl(K
(1/pm), B e´tpn)∥∥∥
yFrob∗pm
H1fl(K,Bpn)
Frob∗pm
−−−−−→ H1fl(K, (B
e´t
pn)
(pm)).
(71)
Let F
(m)
B : B → B
(pm) denote the relative Frobenius homomorphism: it is the map in-
duced by the commutative diagram
B
Frobpm
−−−−−→ By y
K
Frobpm
−−−−−→ K.
Lemma 6.1.4. As maps of sheaves on the flat topology of K, (F
(m)
B )∗ and Frob
∗
pm coincide.
Proof. Denote by π the projection B(p
m) = B ×K K → B. Let s be a section of B/K:
by definition (F
(m)
B )∗(s) = F
(m)
B ◦ s, while Frob
∗
pm(s) is the unique section such that π ◦
Frob∗pm(s) = s ◦ Frobpm. Since π ◦ F
(m)
B = Frobpm , the claim is reduced to check that
Frobpm ◦s = s ◦Frobpm and this follows from the trivial observation that the map x 7→ x
pm
commutes with every homomorphism of Fp-algebras. 
Together with Corollary 6.1.3 and diagram (71), Lemma 6.1.4 implies the following corol-
lary in an obvious way.
Corollary 6.1.5. For each n, there exists some m so that (F
(m)
B )∗(H
1
fl(K,Bpn)), and hence
(F
(m)
B )∗(Selpn(B/K)), is contained in H
1
fl(K, (B
e´t
pn)
(pm)).
6.2. The Frobenius decomposition. In the case of our constant abelian variety A, the
map FA, q := F
(a)
A (with a such that q = |F| = p
a) is an endomorphism and it satisfies
F
(am)
A = F
m
A, q . In the following we shall generally shorten FA, q to Fq .
Let E = EA denote the ring of endomorphisms of A/K and write Zp E := Zp ⊗Z E . We
have
[qm] = V(m)q ◦ F
m
q
for some V
(m)
q ∈ E . The assumption that A/F is ordinary implies that V
(m)
q is separable
in the sense that its kernel (considered as a group scheme over F¯q) is the maximal e´tale
subgroup of Aqm . We have the following silly lemma.
Lemma 6.2.1. Suppose B,C are abelian varieties defined over F and Φ ∈ HomF(C,B).
Then
F
(m)
B, q ◦ Φ = Φ ◦ F
(m)
C, q ,
V
(m)
B, q ◦Φ = Φ ◦V
(m)
C, q
for all m ≥ 1.
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Proof. Since F is perfect of cardinality q, B and C are identified with B(q
m), C(q
m) and
both F
(m)
•, q with the absolute Frobenius Frobqm ([Mil86a, III §0]). We already observed in
the proof of Lemma 6.1.4 that Frobqm commutes with every algebraic map over F. Then
F
(m)
B, q ◦ (V
(m)
B, q ◦ Φ−Φ ◦V
(m)
C, q) = 0 holds, since
F
(m)
B, q ◦V
(m)
B, q ◦ Φ = [q
m] ◦Φ = Φ ◦ [qm] = Φ ◦ F
(m)
C, q ◦V
(m)
C, q = F
(m)
B, q ◦ Φ ◦V
(m)
C, q.
The second statement follows from the fact that F
(m)
B, q has finite kernel. 
The lemma implies
[qm] = [q] ◦ · · · ◦ [q] = Vmq ◦ F
m
q ,
where Vq = V
(1)
q (i.e., V
(m)
q = V
m
q ).
Lemma 6.2.2. The operator Vmq +F
m
q is invertible in Zp E for all m ≥ 1.
Proof. It is enough to show that C := Ker(Vmq +F
m
q )∩Ker([p]) is trivial: for then Ker(V
m
q +
Fmq ) ⊂ An for some n coprime with p, implying that [n] (which is invertible in Zp E) factors
through Vmq + F
m
q .
Since Vmq ◦ (V
m
q + F
m
q ) = V
2m
q + [q
m], we have C ⊂ Ker(V2mq ). This implies that C
is an e´tale subgroup scheme of Ap, and hence C ⊂ Ker(Vq) ⊂ Ker(V
m
q ). Then we shall
have C ⊂ Ker(Fmq ), too. But since C is e´tale contained in Ker(F
m
q ), which is the connected
component of Aqm , it must be trivial. 
Corollary 6.2.3. We have the decomposition of Zp-algebra:
Zp E = F × V ,
where
F :=
⋂
m≥0
Fmq (Zp E) and V :=
⋂
m≥0
Vmq (Zp E) .
Proof. The ring Zp E has a natural topology as the p-adic completion of E . Since Zp E is
compact, it is possible to find subsequences Fmkq , V
mk
q converging respectively to F∞ ∈ F ,
V∞ ∈ V. Lemma 6.2.1 shows that F∞,V∞ are both in the center of Zp E and that F ,V
are two-sided ideals. By Lemma 6.2.2 and the fact that (Zp E)
× is closed,
F∞ +V∞ = lim
mk→∞
(Fmkq +V
mk
q )
is a unit. To complete the proof, we only need to note that F∞V∞ = 0 as F∞V∞ ∈
Fmq V
m
q (Zp E) = q
mZp E for all m. 
By Corollary 6.2.3, any Zp E-module M decomposes as FM ⊕ VM . In many cases, a
better grasp of the two components can be obtained by the following lemma (and its obvious
V-analogue).
Lemma 6.2.4. Let W be a Zp E-module and W [q
n] its qn-torsion submodule. Then
FW [qn] = Fnq (W [q
n]).
In particular, if W is a p-primary abelian group then FW =
⋂
nF
n
qW .
Proof. By Lemma 6.2.2, for any m ≥ n and any r ≥ 1 we have
Frmq Zp E + q
nZp E = (F
m
q +V
m
q )(F
rm
q Zp E + q
nZp E) = F
(r+1)m
q Zp E + q
nZp E .
Hence the image of F in Zp E/q
nZp E is F
n
q (Zp E/q
nZp E). 
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Before applying the theory of §5.3, we recall that (FA, q)
t = VAt, q and (VA, q)
t = FAt, q .
This should be well-known; a proof can be found in [GM, Proposition 7.34]. As a conse-
quence, we get
(FA)
t = VAt and (VA)
t = FAt . (72)
Proposition 6.2.5. If Xp(A/L) is a torsion Λ-module, then
χ(FAXp(A/L)) = χ(VAtXp(A
t/L))♯ and χ(VAXp(A/L)) = χ(FAtXp(A
t/L))♯.
Proof. By (72) this is just a reformulation of (68). Since A is defined over F and ordinary,
it has good ordinary reduction at every place of K. By [Mil68, Theorem 3] it is known
that Xp∞(A/Kn) is finite for every n. Therefore, the conditions of Theorem 5.3.7 are
satisfied. 
Lemma 6.2.6. If one of the following modules
Xp(A/L), FAXp(A/L), VAXp(A/L),
and
Xp(A
t/L), FAtXp(A
t/L), VAtXp(A
t/L),
is torsion over Λ, then all of them are torsion over Λ.
Proof. Applying any sequence of isogenies
A −→ At −→ A −→ At,
so that the composition of the last (resp. first) two arrows equals some [n] (resp. [n′]), we
see that if any item of the upper (resp. lower) row is annihilated by a non-zero ξ ∈ Λ, then
the corresponding item in the lower (resp. upper) row is annihilated by n′ξ (resp. nξ). In
view of the decomposition
Xp(A/L) = FAXp(A/L) ⊕ VAXp(A/L) , (73)
we only need to show that HAXp(A/L) is torsion if and only if so is KAtXp(A
t/L), with
{H,K} = {F ,V}.
Suppose HAXp(A/L) is annihilated by ξ ∈ Λ. Then ξ
♯ · HA Selp∞(A/L) = 0. Let γ ∈ Γ
be a non-trivial element: as in the proof of Lemma 5.2.3, one finds a polynomial gγ such
that gγ(γ) ·A(L)[p
∞] = 0. Hence δ := gγ(γ) annihilates H
1(Γ(n), Ap∞(L)) for every n. Then
δξ♯ · HA Selp∞(A/Kn) = 0 for every n as we have
ξ♯ · HA Selp∞(A/Kn) ⊂ Ker
(
Selp∞(A/Kn)−→ Selp∞(A/L)
)
= H1(Γ(n), Ap∞(L)).
In particular, δξ♯ annihilates both HAbnand HA Selp∞(A/Kn)div = HA · (Qp/Zp⊗A(Kn)).
This implies that δ♯ξ annihilates both KAt Selp∞(A
t/Kn)div and KAtan, by Corollaries 5.3.2
and 5.3.5. Hence, δ♯ξ · KAt Selp∞(A
t/Kn) = 0 as well. Therefore, δ
♯ξ · KAt Selp∞(A
t/L) = 0
and by duality δξ♯ · KAtXp∞(A
t/L) = 0 as desired. 
Proposition 6.2.7. If A is an ordinary abelian variety over F, then
χ(Xp(A/L)) = χ(FXp(A/L)) · χ(FAtXp(A
t/L))♯.
Proof. If FXp(A/L) is torsion, then the equality follows from Lemma 6.2.6, Proposition
6.2.5 and (73); otherwise, we get 0 = 0. 
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6.3. Selmer groups and class groups. In this section we reduce the computation of
FXp(A/L) to that of Galois cohomology groups.
Lemma 6.2.4 and Corollary 6.1.5 imply that F · Selpn(A/F ) is contained in H
1
fl(F,A
e´t
pn).
The latter can be viewed as Galois cohomology, by [Mil80, III, Theorem 3.9]: since Ae´tpn
is e´tale, in the following we will not distinguish between the sheaf Ae´tpn and the usual p
n-
torsion subgroup Ae´tpn(K¯) = A(K¯)[p
n]. Also, when considering Galois cohomology, we shall
shorten A(K¯)[pn] to A[pn] and Gal(F¯ /F ) to GF . In particular, we shall write
A[p∞] := A(K¯)[p∞] =
⋃
A[pn] .
Let K˜n denote the compositum F(A[p
n])K: it is an abelian extension over K, such that,
for n ≥ 1, Gal(K˜n+1/K˜n) is an abelian p-group annihilated by p. Suppose K˜n ⊂ F : then
we can identify H1Gal(F,A[p
n]) with Hom(GF , A[p
n]). Recall that ϕ ∈ Hom(GF , A[p
n]) is
said to be unramified at a place v if Ker(ϕ) contains the inertia group at v.
Lemma 6.3.1. Suppose F/K is a finite extension with K˜n ⊂ F . Then an element ϕ ∈
Hom(GF , A[p
n]) = H1Gal(F,A[p
n]) is contained in Selpn(A/F ) if and only if ϕ is unramified
everywhere.
Here we use (70) to identify
H1Gal(F,A[p
n]) = H1e´t(F,A
e´t
pn) = H
1
fl(F,A
e´t
pn)
with a subgroup of H1fl(F,Apn).
Proof. For v a place of F , let F unrv denote an unramified closure of the completion Fv.
Consider the diagram (with exact lines)
0 −−−−→ H1Gal(F
unr
v /Fv , A[p
n]) −−−−→ H1Gal(Fv , A[p
n]) −−−−→ H1Gal(F
unr
v , A[p
n])y y y
0 −−−−→ H1Gal(F
unr
v /Fv , A) −−−−→ H
1
Gal(Fv, A) −−−−→ H
1
Gal(F
unr
v , A) .
(74)
The last vertical map is injective: for, if ϕ is contained in the kernel, then there exists a
point Q ∈ A(F¯v) such that ϕ(σ) = σQ−Q for σ in the inertia subgroup. As the latter acts
trivially on the residue field, the reduction ϕ(σ) is 0. But since A = A¯ (the reduction of A at
v), the reduction map induces an isomorphism A[pn] ≃ A¯[pn].6 Then we get ϕ(σ) = 0, and
hence σ ∈ Ker(ϕ); that is, ϕ is unramified. Also, we have H1Gal(F
unr
v /Fv , A) = 0 by [Mil86a,
I, Proposition 3.8] (a consequence of Lang’s theorem and Hensel’s lemma). Therefore, the
kernel of the central vertical map in (74) is exactly H1Gal(F
unr
v /Fv , A[p
n]).
Now it is enough to observe that the cocycles in H1Gal(F,A[p
n]) whose restriction to
H1Gal(Fv, A[p
n]) is contained in H1Gal(F
unr
v /Fv , A[p
n]) are, by definition, the ones unramified
at v. 
Let WF denote the p-completion of the divisor class group of F . Note that the class
group of F consists of degree zero divisor classes: let CF be its Sylow p-subgroup. Then
the degree map induces the exact sequence
0 −−−−→ CF −−−−→ WF
deg
−−−−→ Zp −−−−→ 0 . (75)
6This holds more generally for abelian varieties with good ordinary reduction: see [Tan10, Corollary
2.1.3].
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Lemma 6.3.2. Suppose F/K is a finite extension with K˜n ⊂ F . Then
F · Selpn(A/F ) = Hom(WF , A[p
n]).
Proof. Let V denote the group of homomorphisms Hom(WF , A[p
n]). Class field theory
identifies WF with Gal(F
unr,p/F ), where F unr,p is the maximal everywhere unramified
abelian pro-p-extension of F . Thus, since Fmq induces an isomorphism on A[p
n], Lemma
6.3.1, Lemma 6.2.4 and Corollary 6.1.5 imply, for m≫ 0,
V = Fmq ∗(V) ⊂ F
m
q ∗
(Selpn(A/F )) = F · Selpn(A/F ) ⊂ V.

6.3.1. The extensions Lar and L˜. Let F(A[p
∞]) ⊂ F¯ be the field of definition of A[p∞]. We
have Gal(F(A[p∞])/F) ≃ Zp × H for some finite cyclic group H of order prime to p. Let
Lar denote the compositum LK
(p)
∞ , with Γar := Gal(Lar/K) ≃ Z
d′
p , d
′ ≥ d, and let
L˜ := LF(A[p∞]),
with Γ˜ := Gal(L˜/K). By a slight abuse of notation we can write
Γ˜ = Γar ×H . (76)
By the main theorem of [Tan10], Xp(A/L˜) is a finitely generated Λ(Γar)-module, whence
so is FXp(A/L˜). Define
WL˜ := lim←−
F
WF .
Proposition 6.3.3. We have a canonical isomorphism of Gal(L˜/K)-modules:
FXp(A/L˜) ≃WL˜ ⊗Zp A[p
∞]∨.
Proof. Since WL˜ is compact and A[p
∞] discrete, we have
Homcont(WL˜, A[p
n]) = lim−→
F
Hom(WF , A[p
n]) ,
where F runs through all finite degree subextensions of L˜/K (note that all homomorphisms
from a finitely generated Zp-module such as WF into a finite group are continuous), and of
course
lim−→
n
Homcont(WL˜, A[p
n]) = Homcont(WL˜, A[p
∞]) .
Hence we get, by Lemma 6.3.2,
FXp(A/L˜) = Homcont(WL˜, A[p
∞])∨ .
Finally, the map
WL˜ ⊗Zp A[p
∞]∨−→ Homcont(WL˜, A[p
∞])∨ ,
which sends w ⊗ Q∗ to ϕ 7→ Q∗(ϕ(w)), is an isomorphism because A[p∞]∨ is a finitely
generated free Zp-module. 
Note that if F is a finite extension of K with constant field of cardinality qn, then we
have the commutative diagram
WF
degF−−−−→ Zpy yn
WK
degK−−−−→ Zp,
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where the first down-arrow is the norm map and the second is the multiplication by n.
Therefore, since L˜/K contains the constant Zp-extension, the exact sequence (75) implies
WL˜ = CL˜ := lim←−
F
CF . (77)
Lemma 6.3.4. The group WL˜ has no p-torsion.
Proof. For F a finite extension of K put Fn := F(A[p
n])F . It suffices to show that for any
F the projective limit (on n) of CFn has no p-torsion. Let C/FF be the curve associated
with the function field F (whose field of constants is FF ), so that
CFn = Jac C[p
∞] ∩ Jac C(FFn).
Let t = (tn) be an element in the p-torsion of lim←−
CFn : then tn ∈ Jac C[p] for all n and hence
there is some m such that tn ∈ Jac C(FFm) for every n. But then for n > m the norm map
CFn → CFn−1 acts on tn as multiplication by a power of p, hence t = 0. 
6.4. Frobenius Twist of Class Groups. Let O denote the ring of integers of some finite
extension over Qp. Recall the algebras ΛO(Γ) and ΛO(Γ˜) defined in Subsection 2.1.
6.4.1. The twist matrix. Since A is defined over F, A[p∞] is actually a Gal(F¯/F)-module.
The latter group is topologically generated by the Frobenius substitution Frq. After the
choice of an isomorphism A[p∞] ≃ (Qp/Zp)
g, the action of Frq becomes that of a g × g
matrix u, called the twist matrix (see page 216 of [Maz72] for a more detailed discussion).
By [Maz72, Corollary 4.37], the eigenvalues of the Frobenius endomorphism Fq of A are
α1, ..., αg , β1 := q/α1, ..., βg := q/αg,
where α1,...,αg are the eigenvalues of u, counted with multiplicities. Assume thatO contains
αi: then
αi ∈ O
×, βi ∈ qO . (78)
Lemma 6.4.1. The twist matrix u is semi-simple.
Proof. It is sufficient to assume that A is simple. Suppose α1, ..., αk, k ≤ g, are all the
distinct eigenvalues of u and let
Φ = (Fq − α1) · · · (Fq − αk)(Fq − β1) · · · (Fq − βk).
Then Φ ∈ Z[Fq] ⊂ E is nilpotent and hence the simplicity assumption yields Φ = 0.
On A[p∞], Fq acts as Frq. Assume that O contains αi. Then, by (78),
1
1− βi Fr
−1
q
:= 1 + βi Fr
−1
q + · · ·+ β
n
i Fr
−n
q + . . .
gives rise to an endomorphism of the group OA[p∞]. Therefore,
Frq −βi = Frq(1− βi Fr
−1
q )
is an automorphism of OA[p∞]. This shows that (Frq −β1) · · · (Frq −βk) is an automorphism
of A[p∞], and thus Φ = 0 implies that on A[p∞]
(Frq −α1) · · · (Frq −αk) = 0.

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6.4.2. The Frobenius action on A[p∞]∨. The action of Frq on A[p
∞]∨ ≃ Zgp is through
the inverse matrix u−1. Suppose O contains all α1, ..., αg . Let λi denotes the continuous
homomorphism Γ˜→ Gal(K(A[p∞])/K)→ O× such that
λi(Frq) := α
−1
i (79)
Let O(λi) be the twist of O by λi defined in §2.3 (see (9) and the lines just after it). Denote
ψi := λi|H .
Note that Proposition 6.3.3 implies that WL˜ is finitely generated over Λ(Γar).
Proposition 6.4.2. Assume that WL˜ is torsion over Λ(Γar) and that O contains α1, ..., αg
as well as ψ(h) for all ψ ∈ H∨, h ∈ H. Then for every ψ ∈ H∨ there is a pseudo-
isomorphism of ΛO(Γar)-modules
(
OFXp(A/L˜)
)(ψ)
∼
g⊕
i=1
OW
(ψψ−1i )
L˜
⊗O O(λi) .
Moreover, we have
OFXp(A/Lar) ∼
g⊕
i=1
OW
(ψ−1i )
L˜
⊗O O(λi) .
Proof. Since Frq topologically generates Gal(K(A[p
∞])/K), Lemma 6.4.1 yields an exact
sequence of O[[Gal(K(A[p∞])/K)]]-modules
0−→
g⊕
i=1
O(λi)−→ OA[p
∞]∨−→ Q−→ 0 (80)
with pmQ = 0 for some m. Lemma 6.3.4 implies that WL˜ is a flat Zp-module and is
annihilated by some f ∈ Λ(Γar) coprime with p : by Lemma 2.2.1, it follows that the
module WL˜ ⊗Zp Q is pseudo-null over ΛO(Γar). Hence (80) implies that WL˜ ⊗Zp OA[p
∞]∨
is pseudo-isomorphic to
⊕g
i=1WL˜ ⊗Zp O(λi). Since the group H is of order prime to p, we
have
g⊕
i=1
WL˜ ⊗Zp O(λi) =
g⊕
i=1
⊕
ϕ∈H∨
OW
(ϕ)
L˜
⊗O O(λi) .
The first statement then follows from Proposition 6.3.3.
To prove the second claim, note first that the restriction map provides the identification
Selp∞(A/Lar) = Selp∞(A/L˜)
H
(since composing with corestriction amounts to multiply by the order of H, which is prime
to p). Therefore, if h is a generator of H then
OFXp(A/Lar) = OFXp(A/L˜)/(1 − h)OFXp(A/L˜)
which, according to the above argument, is pseudo-isomorphic to
⊕
W
(ψ−1i )
L˜
⊗Zp O(λi). 
7. The Iwasawa Main Conjecture for constant abelian varieties
In this section, we keep the notation of §6.3 and §6.4. In the following we shall iden-
tify the Galois group Gal(K(A[p∞])/K) with Gal(F(A[p∞])/F) and consider the Frobenius
substitution Frq as an element of it.
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7.1. The Stickelberger element and divisor class groups. Given a topological ring
R, the ring of formal power series R[[u]] is endowed with the topology coming from identi-
fication with an infinite product of copies of R. Then any continuous ring homomorphism
φ : R → R′ extends to a continuous ring homomorphism R[[u]] → R′[[u]] by applying φ to
each coefficient.
7.1.1. The Stickelberger element. Let M/K be an abelian Galois extension (of finite or
infinite degree) unramified outside S; in case S = ∅, we furthermore stipulate that M is a
subfield of KF¯, so that Gal(M/K) is generated by Frq (note that if S = ∅ then L = K
(p)
∞ ,
L˜ = K(A[p∞]), because non-arithmetic abelian totally unramified extensions of K have
Galois group a factor of the finite group CK).
For any place v outside S let the symbol [v]M ∈ Gal(M/K) denote the (arithmetic)
Frobenius element at v. Also, set δS = 0 if S 6= ∅ and δS = 1 if S = ∅. Since there are only
finitely many places with degree bounded by a given positive integer, we can express the
infinite product
ΘM,S(u) := (1− Frq ·u)
δS
∏
v 6∈S
(1− [v]M · u
deg(v))−1 (81)
as a formal power series in Z[Gal(M/K)][[u]] ⊂ Zp[[Gal(M/K)]][[u]].
Clearly ΘM,S is well-behaved with respect to the maps induced by Gal(M/K)→ Gal(M
′/K),
for any extension M/M ′. Furthermore, if ω : Gal(M/K) → C× is a continuous character
then it extends to a ring homomorphism ω : Z[Γ˜][[u]]→ C[[q−s]] by u 7→ q−s and we have
ω
(
ΘM,S(u)
)
= L∗S(ω, s) , (82)
where, letting qv := q
deg(v) for v a place of K, the right-hand side is defined by
L∗S(ω, s) := (1− ω(Frq) q
−s)δS ·
∏
v 6∈S
(1− ω([v]M ) q
−s
v )
−1. (83)
Recall that for any topological ring R the Tate algebra R〈u〉 consists of those power
series in R[[u]] whose coefficients tend to 0.
Proposition 7.1.1. The power series ΘM,S(u) belongs to Zp[[Gal(M/K)]]〈u〉.
Proof. We choose an auxiliary non-empty finite set T of places of K such that S ∩ T = ∅
and define
ΘM,S,T (u) := ΘM,S(u) ·
∏
v∈T
(1− qv[v]M · u
deg(v)).
Let ω : Gal(M/K)→ C× be any continuous character and denote by Sω ⊆ S its ramification
locus and Kω the fixed field of Ker(ω). By a result of Weil it is known that the L-function
L(ω, s) :=
∏
v/∈Sω
(1− ω([v]Kω)q
−s
v )
−1 (84)
is rational in q−s: there is a polynomial Pω(u) ∈ C[u] such that
L(ω, s) =
Pω(q
−s)
(1− ω(Frq) q−s)δω (1− ω(Frq) q1−s)δω
, (85)
where δω = 1 if ω factors through a quotient of Gal(KF¯/K), 0 else. Equalities (85) and
(82) imply that
ω(ΘM,S,T (u)) = (1− ω(Frq) q
−s)δS ·
∏
v∈T
(1−ω([v]Kω ) q
1−s
v ) ·
∏
S−Sω
(1− ω([v]Kω) q
−s
v ) ·L(ω, s)
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is an element in the polynomial ring C[q−s]; since this holds for arbitrary ω, it follows that
ΘF,S,T (u) belongs to Z[Gal(F/K)][u] for any finite degree intermediate field F of M/K.
7
Therefore the coefficients of the power series ΘM,S,T (u) ∈ Z[Gal(M/K)][[u]] tend to zero in
lim
←−
F⊂M
Z[Gal(F/K)] =: Z[[Gal(M/K)]] ⊂ Zp[[Gal(M/K)]] .
To complete the proof now it suffices to observe that all factors in the auxiliary term∏
v∈T (1− qv[v]M · u
deg(v)) are units in Zp[[Gal(M/K)]]〈u〉. 
Therefore, if α ∈ Q¯p with |α| ≤ 1, then ΘM,S(α) converges p-adically.
Lemma 7.1.2. Let α ∈ Q¯ be embedded in Q¯p so that |α| ≤ 1. Let ω : Gal(M/K)→ C
× be
a continuous character and extend it to a ring homomorphism Z[α][[Gal(M/K)]] → C by
ω(α) = q−s0. Then
ω
(
ΘM,S(α)
)
= L∗S(ω, s0) . (86)
Note that, by (85), L∗S(ω, s) can have a pole at s only when q
−s = q−1ω(Frq)
−1: hence
the right-hand side of (86) is well-defined.
Proof. The key is to note that ω
(
ΘM,S(u)
)
= ω
(
ΘKω,S(u)
)
. As observed in the proof of
Proposition 7.1.1, by Weil’s theorems ΘKω,S(u) is a rational function in Z[Gal(Kω/K)](u):
as such, ω
(
ΘKω,S(u)
)
= ω(ΘKω ,S)
(
ω(u)
)
. 
Define the Stickelberger element
θM,S := ΘM,S(1) ∈ Zp[[Gal(M/K)]] . (87)
Lemma 7.1.3. If K
(p)
∞ ⊆M , then θM,S 6= 0 .
Proof. By (86), it suffices to show L∗S(ω, 0) 6= 0 for some ω ∈ Gal(K
(p)
∞ /K)∨ ⊂ Gal(M/K)∨.
Observe that for such an ω, the L-function L(ω, s) is just a twist of the Dedekind zeta
function ζK(s): hence, letting ε := ω(Frq) and εv = ε
deg(v), we have
L∗S(ω, s) = (1− ε q
−s)δS
∏
v∈S
(1− εvq
−s
v ) ·
PK(εq
−s)
(1− εq−s)(1− εq1−s)
since (1− q−s)(1− q1−s)ζK(s) = PK(q
−s) for some polynomial PK . This proves our claim,
because PK(ε) 6= 0 by the Riemann hypothesis over function fields and if we choose ω of
order sufficiently high then εv 6= 1 for all v ∈ S. 
Remark 7.1.4. The proof was particularly simple because we assume that M contains
a large arithmetic extension of K. More generally, one can use [Tan94b, Lemma 1.2] to
deduce that θM,S = 0 if and only if there exists some place in S splitting completely over
M/K.
7.1.2. Relation with class groups. In addition to the maps defined in (H1), (H2) of §2.1, we
will use the following morphism:
(H3) Since Γ˜ = Γar×H, any character ψ : H−→ O
× can be extended to a homomorphism
ψ : ΛO(Γ˜)−→ ΛO(Γar) , via (h, g) 7→ ψ(h)g.
7A more detailed discussion of ΘF,S,T (u) can be found in [Ta84, V, Proposition 2.15]. See also [Gro88,
§3].
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For each ψ ∈ H∨ consider
θ♯ψ,Lar,S := ψ(θ
♯
L˜,S
) = ψ
(
ΘL˜,S(1)
♯
)
∈ ΛO(Γar). (88)
The following theorem was proved in [Crw87]; a simplified proof (avoiding the use of crys-
talline cohomology) has recently been given in [BLT09].
Theorem 7.1.5. Let notation be as above and assume that ψ ∈ H∨ with ψ(h) ∈ O for
every h ∈ H. Then OW
(ψ)
L˜
is a finitely generated ΛO(Γar)-module and
χO,Γar(OW
(ψ)
L˜
) = (θ♯ψ,Lar ,S) .
From ω ∈ Γ∨ar one obtains a character ω×ψ via (76). Then ω(θψ,Lar,S) = (ω×ψ)(θL˜,S) =
L∗S(ω × ψ, 0) and the proof of Lemma 7.1.3 is easily adapted to show that θψ,Lar,S 6= 0.
Thus Theorem 7.1.5 implies WL˜ is torsion over Λ(Γar). By Proposition 6.4.2 we get
Corollary 7.1.6. Both FXp(A/L˜) and FXp(A/Lar) are torsion ΛO(Γar)-modules.
7.2. Frobenius Twist of Stickelberger Elements. In this section, we compute the
characteristic ideal of Xp(A/Lar). As in §6.4.2, we assume that the ring O contains all
α1, ..., αg as well as ψ(h) for all ψ ∈ H
∨, h ∈ H.
Proposition 7.2.1. Let λi and ψi be as in §6.4.2. Then
χO,Γar
(
(OFXp(A/L˜))
(ψ)
)
=
g∏
i=1
(
λ∗i (θ
♯
ψψ−1i ,Lar,S
)
)
and
χO,Γar
(
OFXp(A/Lar)
)
=
g∏
i=1
(
λ∗i (θ
♯
ψ−1i ,Lar,S
)
)
.
Proof. The statement follows from Proposition 6.4.2, Lemma 2.3.1 and Theorem 7.1.5. 
7.2.1. The Stickelberger element for A. Let M/K be an extension as in §7.1.1. For i =
1, ..., g, define
θ+A,M,S,i := ΘM,S(α
−1
i )
♯ ∈ O[[Gal(M/K)]] . (89)
This makes sense by Proposition 7.1.1, because αi is a unit in O. Put
θ+A,M,S :=
g∏
i=1
θ+A,M,S,i . (90)
Note that θ+A,Lar,S ∈ Λ(Γar), since the set {α1, ..., αg} is stable under the action of Gal(Q¯p/Qp).
Define
θA,M,S := θ
+
A,M,S · (θ
+
A,M,S)
♯.
Proposition 7.2.2. We have
χ(Xp(A/Lar)) = (θA,Lar,S).
Proof. Since A and At are isogenous, they share the same twist matrix. Thus, in view of
Proposition 6.2.7 and Proposition 7.2.1, we only need to prove the equality
λ∗i (θ
♯
ψ−1i ,Lar,S
) = θ+A,Lar,S,i .
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But this is just a matter of unwinding definitions. The composition λ∗i ◦ψ
−1
i ◦·
♯ : Γ˜−→ ΛO(Γar)
sends γ = (γH , γΓar) to λi(γ)γ
−1
Γar
. In particular,
(λ∗i ◦ ψ
−1
i ◦ ·
♯)(1− [v]L˜ · u
deg(v)) = 1− λi([v]L˜)[v]
−1
Lar
udeg(v) = 1− [v]−1Lar(α
−1
i u)
deg(v) ,
which implies
λ∗i
(
ψ−1i (ΘL˜,S(1)
♯)
)
= ΘLar,S(α
−1
i )
♯ = θ+A,Lar,S,i .

7.3. p-adic interpolation of the L-function. Recall that the L-function of A is
L(A, s) :=
∏
v
Pv(A, q
−s
v )
−1 =
∏
v
det(1− q−sv [v]|TℓA)
−1,
where [v] is the arithmetic Frobenius at v, acting on the ℓ-adic (ℓ 6= p) Tate module TℓA.
Let ω : Γ→ µp∞ be a continuous character: the twisted L-function is then
LS(A,ω, s) :=
∏
v/∈S
Pv(A,ω([v]L)q
−s
v )
−1.
Before stating the interpolation formula relating θA,L,S with LS(A,ω, 1), we need to
introduce some notation. Recall the numbers αi, βi introduced in §6.4.1: in the following,
we fix an embedding of the set {αi, βi} in C. Let Sω ⊆ S be the set of places where ω
ramifies, Kω the fixed field of Ker(ω) and put
ΞS,ω :=
g∏
i=1
∏
v∈S−Sω
1− ω([v]Kω)
−1α−1i,v
1− ω([v]Kω )β
−1
i,v
∈ C
(where αi,v := α
deg(v)
i and βi,v := β
deg(v)
i = qvα
−1
i,v ). Also, set
∆S :=
g∏
i=1
(1− α−1i Fr
−1
q )
δS (1− α−1i Frq)
δS ∈ C[Γ] ,
where δS ∈ {0, 1} is the same as in (81).
Denote by κ the genus of K (that is, the genus of the corresponding curve C/F) and by
dω the degree of the conductor of ω. Fix an additive character Ψ: AK/K → µp∞ on the
adele classes of K and let b = (bv) be a differental idele attached to Ψ ([We74, p. 113]) and,
for every place v, let αv be the self-dual Haar measure on Kv with reference to Ψv. Then
define
τ(ω) :=


ω(Frq)
2−2κ if ω factors through Gal(KF¯/K)
1
ω(b)
∏
v∈Sω
1
|bv|
1/2
v
∫
O×v
ωv(x)Ψv(b
−1
v x)dαv(x) otherwise
where Ov is the ring of integers of Kv.
Theorem 7.3.1. The element θA,L,S interpolates the L-function of A: for any continuous
character ω : Γ→ µp∞ we have
ω(θA,L,S) = τ(ω)
g
(
qg/2
g∏
i=1
α−1i
)2κ−2+dω ω(∆S) ΞS,ω LS(A,ω, 1) . (91)
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Proof. By definition, recalling (89), we have
θA,L,S =
g∏
i=1
θ+A,L,S,i(θ
+
A,L,S,i)
♯ =
g∏
i=1
ΘL,S(α
−1
i )
♯ΘL,S(α
−1
i ) . (92)
For every i fix si ∈ C such that αi = q
si , so that βi = q
1−si . Lemma 7.1.2 yields
ω
(
ΘL,S(α
−1
i )
)
= L∗S(ω, si)
and
ω
(
ΘL,S(α
−1
i )
♯
)
= L∗S(ω
−1, si) ,
because ω(λ♯) = ω−1(λ) for any λ ∈ Λ. It is well known that the L-function satisfies the
functional equation
L(ω−1, s) = τ(ω)q(
1
2
−s)(2κ−2+dω)L(ω, 1− s) (93)
(see e.g. [We74, VII, Theorems 4 and 6]). Defining
LS(ω
−1, s) := L(ω−1, s)
∏
v∈S−Sω
(1− ω([v]Fω )
−1q−sv ) = (1− ω(Frq)
−1q−s)−δSL∗S(ω
−1, s) ,
formula (93) implies
LS(ω
−1, si) = τ(ω)(q
1/2α−1i )
2κ−2+dω
∏
v∈S−Sω
1− ω([v]Fω )
−1α−1i,v
1− ω([v]Fω)β
−1
i,v
· LS(ω, 1− si) .
Putting everything together, we have obtained
ω(θA,L,S) = τ(ω)
g
(
qg/2
g∏
i=1
α−1i
)2κ−2+dω ω(∆S) ΞS(ω)
g∏
i=1
LS(ω, si)LS(ω, 1− si) .
On the other hand,
LS(A,ω, 1) =
∏
v/∈S
g∏
i=1
(
1− ω([v]L)βi,vq
−1
v
)−1(
1− ω([v]L)αi,vq
−1
v
)−1
(94)
=
g∏
i=1
LS(ω, si)LS(ω, 1 − si) , (95)
since, by [Maz72, Corollary 4.37],
Pv(A, x) =
g∏
i=1
(1− αi,vx)
(
1− βi,vx).

Remark 7.3.2. The function LS(A,ω, s) cannot have a pole at s = 1: this follows from
(95) and (85), using the fact that the αi’s cannot be roots of 1 (since, as eigenvalues of the
Frobenius endomorphism of A, the αi’s are Weil q-numbers).
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7.3.1. The p-adic L-function for L = K
(p)
∞ . In the case S = ∅ (that is, L is the arithmetic
extension K
(p)
∞ ), formula (91) can be improved a little. We have Ξ∅,ω = 1 and δω = 0 for
all ω, while
∆∅ =
g∏
i=1
(1− α−1i Fr
−1
q )(1 − α
−1
i Frq)
can be seen as an element in Λ, because the αi’s are the eigenvalues of the twist matrix
u ∈ GLg(Zp). Define
L˜
A/K
(p)
∞
:=
1
qg(κ−1)∆∅
( g∏
i=1
αi
)2κ−2
Frg(2κ−2)q θA,K(p)∞ ,∅
∈ Q(Λ) , (96)
where Q(Λ) is the fraction field of Λ. By Theorem 7.3.1 we see that
ω(L˜
A/K
(p)
∞
) = L(A,ω, 1) (97)
for all characters of Γ. We can think of L˜
A/K
(p)
∞
as the value at s = 1 of
L˜
A/K
(p)
∞
(s) :=
g∏
i=1
∏
v
(
1− [v]Lαi,vq
−s
v
)−1(
1− [v]Lβi,vq
−s
v
)−1
∈ Λ[[q−s]].
In section 9.1.2 below the reader will find a different p-adic L-function L
A/K
(p)
∞
, defined
in the case when L is the arithmetic extension K
(p)
∞ and A/K has semistable reduction.
Theorem 9.1.5 will prove that L˜A/L = LA/L when A is a constant abelian variety.
7.4. Proof of the Main Conjecture. Proposition 7.2.2 proves the Iwasawa Main Con-
jecture (i.e., the analogue of (IMC3)) for A/K a constant abelian variety when L = Lar.
To deal with the general case, we apply the following theorem. For M ′ ⊂ M two Ga-
lois extensions of K, let pM/M ′ : Zp[[Gal(M/K)]] → Zp[[Gal(M
′/K)]] denote the natural
map of Iwasawa algebras. We write χM , χM ′ for characteristic ideals in Zp[[Gal(M/K)]],
Zp[[Gal(M
′/K)]] respectively.
Theorem 7.4.1 (Tan). Let M/K be a Zep-extension, ramified at finitely many places, and
M ′/K a Ze−1p -subextension, e ≥ 2. Define ϑM/M ′ , ̺M/M ′ ∈ Zp[[Gal(M
′/K)]] by
ϑM/M ′ :=
∏
v∈SM/M′
g∏
i=1
(1− α−1i,v [v]M ′)(1− α
−1
i,v [v]
−1
M ′) (98)
(where SM/M ′ is the set of places ramified in M/K but not in M
′/K) and
̺M/M ′ :=


g∏
i=1
(1− α−1i Frq)(1− α
−1
i Fr
−1
q ) when M
′ = K
(p)
∞
1 otherwise.
(99)
Then
ϑM/M ′ · χM ′(Xp(A/M
′)) = ̺M/M ′ · pM/M ′
(
χM (Xp(A/M))
)
. (100)
This is just a special case of [Tan12, Theorem 1]: since A has good reduction everywhere,
the only terms appearing in
∏
v ϑv of loc. cit. are the ones coming from changes in the set
of ramified places, i.e., ϑM/M ′ as defined in (98).
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Proof of Theorem 1.3. By Proposition 7.2.2, χ(Xp(A/Lar)) = (θA,Lar,S′). If L = Lar
then the result is already proved. Otherwise, apply Theorem 7.4.1 with M = Lar and
M ′ = L. Then obviously SM/M ′ = ∅, and hence ϑM/M ′ = 1. Also, ̺Lar/L = 1 since K
(p)
∞ is
not contained in L. Therefore (100) implies the desired equality
χ(Xp(A/L)) = (θA,L,S)
as pLar/L(θA,Lar,S) = θA,L,S . 
Part 3. The case of the arithmetic Zp-extension
We keep the setting of Part 2: K is a function field and F its constant field, with |F| = q.
8. Syntomic cohomology of abelian varieties
As announced in the introduction, if we take as L the arithmetic Zp-extension we can
deal with all semistable abelian varieties and not just the constant ones. Thus in this part
we let A/K be an abelian variety with at worst semistable reduction, but we impose the
restriction that L = K
(p)
∞ .
8.0.1. The arithmetic tower. We fix the notations for Part 3. For any n ≥ 0, let kn/F be the
Z/pnZ-extension of F and let k
(p)
∞ := ∪n≥0kn denote the induced Zp-extension of F. Thus our
tower becomes Kn := Kkn and L = K
(p)
∞ := Kk
(p)
∞ . Since they are canonically isomorphic,
we identify Γ, Γn and Γ
(n) with Gal(k
(p)
∞ /F), Gal(kn/F) and Gal(k
(p)
∞ /kn) respectively. As
in Part 2, we denote by Frq the generator of Gal(k
(p)
∞ /F), x 7→ xq.
Recall the smooth proper geometrically connected curve C/F which is the model of K
over F. Let C∞ := C ×F k
(p)
∞ and Cn := C ×F kn. Let π : C∞ → C and πn : Cn → C denote
the e´tale covering with Galois group Γ and Γn respectively. By abuse of notation, we will
also denote by π and πn the associated morphisms in the log crystalline topos ([BBM82]).
8.1. The cohomology.
8.1.1. The Dieudonne´ crystal. Let A denote the Ne´ron model of A over C. Let U be the
dense open subset of C where A has good reduction and Z := C − U the finite (possibly
empty) set of points where A has bad (at worst semistable) reduction. We endow C with
the log structure induced by the smooth divisor Z and denote C# this log-scheme. Let D be
the (covariant) log Dieudonne´ crystal over C#/W (F) associated with A/K as constructed
in [KT03, IV]. Recall the following theorem of [KT03]:
Theorem 8.1.1. ([KT03, §5.4(b) and §5.5]) Let i be the canonical morphism of topoi of
[BBM82] from the topos of sheaves on Ce´t to the log crystalline topos
(
C#/W (F)
)
crys
.
There exists a surjective map of sheaves D → i∗(Lie(A)) in
(
C#/W (F)
)
crys
.
8.1.2. A distinguished triangle. We denote by D0 the kernel of D → i∗(Lie(A)) in the
topos (C#/W (F))crys. Let 1 : D
0 → D be the natural inclusion. By applying the canonical
projection u∗ from the log crystalline topos (C
#/W (F))crys to the topos of sheaves on Ce´t,
we get a distinguished triangle:
Ru∗D
0 1−→ Ru∗D −→ Lie(A).
We can twist this triangle by the divisor Z to get a triangle:
Ru∗D
0(−Z)
1
−→ Ru∗D(−Z) −→ Lie(A)(−Z). (101)
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where D(−Z) is the twist of the log Dieudonne´ crystal D defined in [KT03, §5.11].
8.1.3. The syntomic complex. In [KT03, §5.8], a Frobenius operator
ϕ : Ru∗D
0(−Z) −→ Ru∗D(−Z)
is constructed. We denote by SD the mapping fiber of the map
1− ϕ : Ru∗D
0(−Z) −→ Ru∗D(−Z).
This complex is an object in the derived category of complexes of sheaves over Ce´t and we
have a distinguished triangle:
SD −→ Ru∗D
0(−Z)
1−ϕ
−−−−→ Ru∗D(−Z). (102)
8.1.4. The cohomology theories. We define the following modules:
(1) Let
P in := H
i
crys(C
#
n /W (kn), π
∗
nD(−Z)) .
Then for any n, P in is a finitely generated W (kn)-module endowed with a Frq-linear
operator Fi,n induced by the Frobenius operator of the Dieudonne´ crystal. Using
the (log) crystalline base change by the morphism of topoi πn : (C
#
∞/W (kn))crys →
(C#/W (F))crys ([Ka94, §2.5.2]) and by flatness of the extensions W (kn)/Zp, we
have, for n ≥ 1,
P in ≃ P
i
0 ⊗W (kn) . (103)
These isomorphisms identify the Frq-linear operator Fi,n on the left hand side with
the Frq-linear operator Fi,0 ⊗ Frq on the right hand side.
(2) Let M i1,∞ be the ith cohomology group of
RΓcrys(C
#
∞/W (k
(p)
∞ ), π
∗D0(−Z))⊗L Qp/Zp.
(3) Let M i2,∞ be the ith cohomology group of
RΓcrys(C
#
∞/W (k
(p)
∞ ), π
∗D(−Z))⊗L Qp/Zp.
(4) Let M i1,n be the ith cohomology group of
RΓcrys(C
#
n /W (kn), π
∗
nD
0(−Z))⊗L Qp/Zp.
(5) Let M i2,n be the ith cohomology group of
RΓcrys(C
#
n /W (kn), π
∗
nD(−Z))⊗
L Qp/Zp.
Again by the base change theorem, we have, for k = 1, 2, an isomorphism of
torsion W (k
(p)
∞ )-modules
M ik,∞ ≃M
i
k,0 ⊗W (k
(p)
∞ ) (104)
and for any n ≥ 0 an isomorphism of torsion W (kn)-modules
M ik,n ≃M
i
k,0 ⊗W (kn)
identifying the Frq-linear operator 1−ϕi,n on the left hand side with the Frq-linear
operator 1⊗ id− ϕi,0 ⊗ Frq on the right hand side.
(6) Let Li∞ be the ith cohomology group of
RΓ
(
C∞, π
∗Lie(A(−Z))
)
⊗L Qp/Zp = RΓ
(
C∞, π
∗Lie(A(−Z))
)
[1] .
54 LAI, LONGHI, TAN, AND TRIHAN
(7) Let Lin be the ith cohomology group of
RΓ
(
Cn, π
∗
nLie(A(−Z))
)
⊗L Qp/Zp = RΓ
(
Cn, π
∗
nLie(A(−Z))
)
[1] .
By the Zariski base change formula (note that the cohomology of the finite lo-
cally free module Lie(A)(−Z) is the same in the e´tale or Zariski site), we have
isomorphisms
Li∞ ≃ L
i
0 ⊗W (k
(p)
∞ )
and, for any n ≥ 0,
Lin ≃ L
i
0 ⊗W (kn).
In particular, since Li0 is a finite Fp-vector space with rank d(L
i
0), we deduce that
Li∞ is a finite k
(p)
∞ -vector space while Lin is a finite kn-vector space, both with the
same rank d(Li0).
(8) Let
N i∞ := H
i
syn(C∞, π
∗SD ⊗Qp/Zp)
be the ith cohomology group of
RΓ(C∞, π
∗SD)⊗
L Qp/Zp.
(9) Let N in be the ith cohomology group of
RΓ(Cn, π
∗
nSD)⊗
L Qp/Zp.
The distinguished triangles (101) and (102) induce, by passing to the cohomology, the
following long exact sequences:
... −−−−→ N i∞ −−−−→ M
i
1,∞
1−ϕi,∞
−−−−−→ M i2,∞ −−−−→ ... (105)
... −−−−→ Li∞ −−−−→ M
i
1,∞
1
−−−−→ M i2,∞ −−−−→ ... (106)
which are inductive limits of the long exact sequences
... −−−−→ N in −−−−→ M
i
1,n
1−ϕi,n
−−−−→ M i2,n −−−−→ ... (107)
... −−−−→ Lin −−−−→ M
i
1,n
1
−−−−→ M i2,n −−−−→ ... (108)
Note that the cohomology theories M and N are concentrated in degrees 0,1 and 2 and the
cohomology theory L is concentrated in degrees 0 and 1.
In [KT03], the following was proved (see [KT03, §3.3.3, §3.3.4 and §3.3.5]):
Lemma 8.1.2. For k = 1 or 2, there exists a map
fk : P
i
0[p
−1]−→M ik,0
satisfying the following conditions:
(1) The kernel of fk is a Zp-lattice in P
i
0[
1
p ] and the cokernel is a finite group. In
particular, M i1,0 and M
i
2,0 are torsion Zp-modules with the same finite corank.
(2) The diagrams
P i0[
1
p ]
id
−−−−→ P i0[
1
p ] P
i
0[
1
p ]
p−1Fi,0
−−−−−→ P i0[
1
p ]
f1
y f2y and f1y f2y
M i1,0
1
−−−−→ M i2,0 M
i
1,0
ϕi,0
−−−−→ M i2,0
commute.
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Lemma 8.1.3. Let M be a torsion Zp-module of cofinite type. Then the Pontryagin dual
of M ⊗Zp W (k
(p)
∞ ) is a finitely generated Λ-module. Moreover, we have an isomorphism of
Λ-modules (
M ⊗Zp W (k
(p)
∞ )
)∨
≃ Λr⊕
s⊕
i=1
Λ /(pni) .
Proof. Let X∞ denote the Pontryagin dual of M ⊗Zp W (k
(p)
∞ ). Then X∞ is the limit of
the projective system of Pontryagin duals Xn :=
(
M ⊗Zp W (kn)
)∨
. Note that the functor
M  (M ⊗Zp W (k
(p)
∞ ))∨ is exact.
In the case M = Z/pZ, we have a projective system {Xn = (kn)
∨}n where the transition
maps are the Pontryagin dual of the canonical inclusions kn →֒ kn+1. Let Ω := F[[Γ]] ≃
F[[T ]]. We have
(X∞)Γ = X∞/TX∞ =
(
(k(p)∞ )
Γ
)∨
≃ F .
Now, by Nakayama’s lemma, this implies that X∞ is a cyclic Ω-module and since X∞ is
infinite we have X∞ ≃ Ω = Λ /pΛ.
If M = Z/pjZ, then X∞ = (Wj(k
(p)
∞ ))∨ = lim←−n
(Wj(kn))
∨ =: Yj (where Wj denotes Witt
vectors of length j) and we prove by the same argument that Yj is a cyclic Wj(F)[[Γ]]-
module. In particular for each j we have a surjective map:
Wj(F)[[Γ]]−→ Yj .
We prove by induction on j that Yj is a freeWj(F)[[Γ]]-module. The case j = 1 was treated
above. Now assume the assertion is true for j − 1 and consider the commutative diagram
of short exact sequences:
0 −−−−→ Yj−1
δ
−−−−→ Yj
ǫ
−−−−→ Y1 −−−−→ 0
α
x βx γx
0 −−−−→ Wj−1(F)[[Γ]]
×p
−−−−→ Wj(F)[[Γ]] −−−−→ Ω −−−−→ 0 .
The upper horizontal line is induced by the exact sequence Z/pZ →֒ Z/pjZ ։ Z/pj−1Z .
The vertical maps are constructed as follows: define first β as the map sending 1 to a
generator x of the cyclic Wj(F)[[Γ]]-module Yj. Then px ∈ Ker(ǫ) = Im(δ). Let w ∈ Yj−1
be such that px = δ(w) and let y = ǫ(x). Finally, define α to be the map sending 1 to w
and γ to be the map sending 1 to y. The map γ is surjective because β and ǫ are surjective.
So γ is an isomorphism since Y1 is infinite and the only proper quotients of Ω are finite. We
deduce by the snake lemma that α is surjective and therefore, by the induction hypothesis,
an isomorphism. This implies that β is also an isomorphism, by the 5-lemma.
The case M = Qp/Zp is deduced from the case M = Z/p
jZ by passing to the inductive
limit in j and the general case follows from the cases M = Qp/Zp and M = Z/p
jZ. 
We deduce from Lemmas 8.1.3 and 8.1.2:
Corollary 8.1.4.
(1) For any i ≥ 0, (M i1,∞)
∨ and (M i2,∞)
∨ are two Λ-modules of finite type with the same
rank ri (equal to the Zp-rank of P
i
0) and torsion parts isomorphic to ⊕
s
j=1Λ /p
nj Λ .
(2) For any i, (Li∞)
∨ is a finitely generated torsion Λ-module isomorphic to ⊕
d(Li0)
j=1 Λ /pΛ .
(3) Passing to the Pontryagin dual, the long exact sequences (105) and (106) induce
long exact sequences of Λ-modules with Λ-linear operators.
56 LAI, LONGHI, TAN, AND TRIHAN
Proof. The first assertion is a consequence of Lemmas 8.1.3 and 8.1.2. Assertion (2) is
proved similarly to the case of M ik,∞. For the third assertion, note that Γ is an abelian
group and therefore any τ ∈ Γ commutes with Frq. Hence, the operator 1−ϕ is Λ-linear. 
Next, we are going to prove that (N i∞)
∨ is a finitely generated torsion Λ-module for
i = 0, . . . , 2.
Proposition 8.1.5. The Λ-modules (N0∞)
∨ and (Coker(1− ϕ0,∞))
∨ are Λ-torsion.
Proof. Reasoning as in [KT03, §2.5.2] (see (117) below), one obtains that the module (N0∞)
∨
is a quotient of A(K
(p)
∞ )[p∞]∨. The latter is a finitely generated Zp-module (and so a torsion
Λ-module), hence the claim for (N0∞)
∨ is proven. As for (Coker(1− ϕ0,∞))
∨, note that we
have an exact sequence of Λ-modules
0−→ (Coker(1− ϕ0,∞))
∨ −→ (M02,∞)
∨ (1−ϕ0,∞)
∨
−−−−−−−→ (M01,∞)
∨−→ (N0∞)
∨−→ 0.
Since (M01,∞)
∨ and (M02,∞)
∨ have the same Λ-rank, it implies that the Λ-rank of (Coker(1−
ϕ0,∞))
∨ is equal to that of (N0∞)
∨, which is zero. 
We now prove that (N1∞)
∨ is Λ-torsion.
The exact sequence:
· · · −→ H1syn(C∞, π
∗SD)⊗Qp
α
−→ H1syn(C∞, π
∗SD ⊗Qp/Zp)
β
−→ H2syn(C∞, π
∗SD)
γ
−→ H2syn(C∞, π
∗SD)⊗Qp −→ · · · (109)
induces a short exact sequence
0 −→ Im(α) −→ N1∞ −→ Im(β) −→ 0. (110)
By taking the Pontryagin dual of (110), we have
0 −→ Im(β)∨ −→ (N1∞)
∨ −→ Im(α)∨ −→ 0, (111)
where the modules and the morphisms are naturally defined over Λ.
Lemma 8.1.6. H1syn(C∞, π
∗SD)⊗Qp is a finite dimensional Qp-vector space.
Proof. The long exact sequence
· · · −→ Hisyn(C∞, π
∗SD)⊗Qp −→ H
i
crys
(
C#∞/W (k
(p)
∞ ), π
∗D0(−Z)
)
⊗Qp
1−ϕi−→ Hicrys
(
C#∞/W (k
(p)
∞ ), π
∗D(−Z)
)
⊗Qp −→ · · ·
can be rewritten
· · · −→ Hisyn(C∞, π
∗SD)⊗Qp −→ H
i
crys(C
#
∞/W (k
(p)
∞ ), π
∗D(−Z))⊗Qp
1−ϕi−→ Hicrys(C
#
∞/W (k
(p)
∞ ), π
∗D(−Z))⊗Qp −→ · · ·
(because the difference between the middle terms in these sequences is Li∞, which, thanks
to Lemma 8.1.4, (2) and (3), is known to be p-torsion).
We deduce from this long exact sequence the following short exact sequence:
0 −→ Coker(1− ϕ0)−→ H
1
syn(C∞, π
∗SD)⊗Qp −→ Ker(1− ϕ1) −→ 0.
Since Hicrys(C
#
∞/W (k
(p)
∞ ), π∗D(−Z)) ⊗ Qp is a finite dimensional W (k
(p)
∞ )[
1
p ]-vector space
and (103) holds, the assertion is implied by the following:
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Lemma 8.1.7. Let V be a finite dimensional Qp-vector space endowed with a linear operator
ϕ : V → V . Then 1− ϕ⊗ Frq : V ⊗Zp W (k
(p)
∞ )→ V ⊗Zp W (k
(p)
∞ ) is a surjective map whose
kernel is a finite dimensional Qp-vector space.
Proof. One can easily check that the proof of [EL97, Lemme 6.2] remains true if we replace
F¯p by k
(p)
∞ . 

Corollary 8.1.8. The group Im(α)∨ of (111) is a free Zp-module of finite rank.
Proof. By (105), N1∞ is a torsion Zp-module. Thus, Im(α) is a torsion Zp-module which is
a quotient of H1syn(C∞, π
∗SD)⊗ Qp. We deduce from Lemma 8.1.6 that Im(α) is cofree of
finite corank n ≤ dimQp(H
1
syn(C∞, π
∗SD)⊗Qp). 
We now study the term Im(β):
Lemma 8.1.9. The group Im(β)∨ of (111) is a finitely generated torsion Λ-module.
Proof. Note that (109) yields an isomorphism Im(β) ≃ Ker(γ). The kernel of the map
γ : H2syn(C∞, π
∗SD) −→ H
2
syn(C∞, π
∗SD)⊗Qp
is H2syn(C∞, π
∗SD)[p∞]. Recall that we have a short exact sequence:
0 −→ Coker(1− ϕ1,∞) −→ H
2
syn(C∞, π
∗SD) −→ Ker(1− ϕ2,∞) −→ 0.
By taking the p-power torsion part of this sequence, we have
0 −→ Coker(1− ϕ1,∞)[p
∞] −→ Im(β) −→ Ker(1− ϕ2,∞)[p
∞] . (112)
Taking Pontryagin duals, we have the following:
Ker(1− ϕ2,∞)[p
∞]∨ −→ Im(β)∨ −→ Coker(1− ϕ1,∞)[p
∞]∨ −→ 0, (113)
where the modules and the morphisms are defined over Λ. By the sequence (113), it is
enough to show that Coker(1− ϕ1,∞)[p
∞]∨ and Ker(1− ϕ2,∞)[p
∞]∨ are finitely generated
torsion Λ-modules. But these two groups are both p-torsion subgroups of finitely generated
W (k
(p)
∞ )-modules, so their Pontryagin duals are Λ-torsion by Lemma 8.1.3. 
Corollary 8.1.10. The groups
(N1∞)
∨, (Ker(1− ϕ1,∞))
∨, (Coker(1− ϕ1,∞))
∨, (Ker(1− ϕ2,∞))
∨ and (N2∞)
∨
are Λ-torsion. In particular, Xp(A/K
(p)
∞ ) is Λ-torsion.
Proof. The module (N1∞)
∨ is Λ-torsion by Lemma 8.1.9 and Corollary 8.1.8. By (105),
using the short exact sequence
0−→ Coker(1− ϕi−1,∞)−→ N
i
∞−→ Ker(1− ϕi,∞)−→ 0 (114)
we find that (Ker(1− ϕ1,∞))
∨ is Λ-torsion. Then by using the exact sequence
0−→ Ker(1− ϕ1,∞)−→M
1
1,∞−→M
1
2,∞−→ Coker(1− ϕ1,∞)−→ 0
we deduce that (Coker(1− ϕ1,∞))
∨ is Λ-torsion. Finally, by the exact sequence
0−→ Ker(1− ϕ2,∞)−→M
2
1,∞−→M
2
2,∞−→ 0
we know that (Ker(1− ϕ2,∞))
∨ is Λ-torsion. Hence, the short exact sequence
0−→ Coker(1− ϕ1,∞)−→ N
2
∞−→ Ker(1− ϕ2,∞)−→ 0
58 LAI, LONGHI, TAN, AND TRIHAN
tells us that (N2∞)
∨ is also Λ-torsion. For the last assertion, note that the surjections
N1n ։ Selp∞(A/Kn) proved in [KT03, §2.5.2] induce a surjection N
1
∞ ։ Selp(A/K
(p)
∞ ) by
passing to the inductive limit in n. But since (N1∞)
∨ is Λ-torsion, the same assertion holds
for Xp(A/K
(p)
∞ ). 
This completes the proof of Theorem 1.5.
8.2. The characteristic element. We denote Q(Λ) the field of fractions of Λ. As men-
tioned in the introduction, in this section we find it more convenient to use characteristic
elements rather than characteristic ideals. This is because we are going to take ratios of
characteristic elements and we find it more suggestive to work with Q(Λ)×/Λ× rather than
with the divisor group of Λ. So, for any finitely generated Λ-torsion module M , we let
fM ∈ Λ be a characteristic element associated with M ; fM is defined uniquely up to Λ
×.
We set
f
A/K
(p)
∞
:=
f(N1∞)∨f(L0∞)∨
f(N0∞)∨f(N2∞)∨f(L1∞)∨
∈ Q(Λ)×/Λ× (115)
and call it the characteristic element associated with A/K relative to the arithmetic Zp-
extension of K.
8.2.1. Arithmetic interpretation. The characteristic element f
A/K
(p)
∞
is related to the arith-
metic invariants of A as follows. By considering the p-torsion part of the exact sequence
in [KT03, §2.5.2] and using the fact that the functor “take the p-primary part” is exact in
the category of finite abelian groups, we deduce an exact sequence:
0−→ N00−→ A(K)[p
∞]−→ (⊕v∈ZMv)[p
∞]−→ N10−→ Selp∞(A/K)−→ 0, (116)
with Mv := A(Kv)/A(mv), where Ov and mv are ring of integers and maximal ideal of Kv
and
A(mv) := Ker
(
A(Kv) = A(Ov)−→ A(k(v))
)
.
Observe that, since we assumed that A/K has semistable reduction, we can take the group
Vv defined in [KT03, Proposition 5.13] to be equal to A(mv). Since A/Ov is smooth we
have in factMv = A(k(v)). The finite groupMv is controlled by the short exact sequence:
0−→ Qv−→Mv−→ Φv−→ 0,
where Φv is the (finite) group of components, Φv := (A/A
0)(k(v)), and
Qv = A
0(Ov)/(A(mv) ∩A
0(Ov)) = A
0(k(v))
by Hensel’s lemma. Moreover, since A/K has semistable reduction at v, we have a short
exact sequence:
0−→ Tv−→ A
0
v−→ Bv−→ 0,
where Tv is a torus and Bv an abelian variety over k(v).
Since the Ne´ron model functor is stable by e´tale base change, we also have for any n ≥ 0
an exact sequence:
0→ N0n → A(Kn)[p
∞]→ (⊕w∈Cn,w|v∈ZMw)[p
∞]→ N1n → Selp∞(A/Kn)→ 0,
which induces, by passing to the inductive limit in n, an exact sequence:
0→ N0∞ → A(K
(p)
∞ )[p
∞]→ (⊕w∈C∞,w|v∈ZMw)[p
∞]→ N1∞ → Selp∞(A/K
(p)
∞ )→ 0 (117)
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and then, by passing to the Pontryagin dual, an exact sequence of finitely generated torsion
Λ-modules. We set
Mn := (⊕w∈Cn,w|v∈ZMw)[p
∞]
andM∞ := lim−→Mn. By multiplicativity of characteristic elements associated with torsion
Λ-modules, we have:
f(N1∞)∨
f(N0∞)∨
=
f
Xp(A/K
(p)
∞ )
fM∨∞
f
A(K
(p)
∞ )[p∞]∨
. (118)
Let ζ1, . . . , ζl be the eigenvalues of the Galois actions of Frq on TpA(K
(p)
∞ )[p∞]. Then by
[Tan12, Proposition 2.3.5] we can write
f
A(K
(p)
∞ )[p∞]∨
=
l∏
i=1
(1− ζ−1i Fr
−1
q ) . (119)
Lemma 8.2.1. Denote by g(v) the dimension of Bv and let β
(v)
1 , ..., β
(v)
2g(v) ∈ Q¯p be the
eigenvalues of the Frobenius endomorphism FBv, qv (notations of §6.2). Then
fM∨∞ =
∏
v∈Z
2g(v)∏
i=1
(β
(v)
i − Fr
−1
v ) . (120)
Proof. For v a place of K, let Γv ⊂ Γ denote the decomposition group at v and put
Λv := Zp[[Γv ]]. Thus we get Λ = ⊕σ∈Γ/ΓvσΛv . For each v ∈ Z, choose a w0 ∈ C∞ sitting
over v. Then
M∞,v :=
⊕
w∈C∞,w|v
Mw[p
∞] =
⊕
σ∈Γ/Γv
σMw0 [p
∞]
and hence M∨∞,v = Λ⊗ΛvMw0 [p
∞]∨. In particular, the characteristic element fM∨∞,v can
be chosen to be that of Mw0 [p
∞]∨ over Λv. Also, since Φv is finite and Tv is a torus,
Mw0 [p
∞]∨ is pseudo-isomorphic to Bv[p
∞](k
(p)
∞ )∨. For each v, we order the eigenvalues
β
(v)
i so that β
(v)
i is a p-adic unit if and only if i ≤ f(v) ≤ g(v).
Let Frv : x 7→ x
qv denote the Frobenius substitution as an element of Gal(k(v)/k(v)) (and
also, by abuse of notation, the corresponding element of Gal(k
(p)
∞ /k(v)) and of Γv). The
product β
(v)
1 · ... · β
(v)
f(v) is a p-adic unit and
∏
i>f(v)(β
(v)
i − Fr
−1
v ) is a unit in Λ. We claim
that β
(v)
1 , ..., β
(v)
f(v) are the eigenvalues of the action of Frv on the Tate module TpBv . Then
by [Tan12, Proposition 2.3.6] we can write
fM∨∞,v =
f(v)∏
i=1
(β
(v)
i − Fr
−1
v ) =
2g(v)∏
i=1
(β
(v)
i − Fr
−1
v )
and (120) follows from fM∨∞ =
∏
v∈Z fM∨∞,v
We have to prove the claim. Let ρ : Endk(v)(Bv) → End(TpBv) denote the p-adic repre-
sentation. Then for every f ∈ Endk(v)(Bv) the eigenvalues of ρ(f), counting multiplicities,
are a portion of those of f (this can be seen e.g. mimicking the argument in the proof of
[GM, Theorem 12.18], with Ker(f) replaced by its maximal e´tale subgroup). In particular,
we can rearrange the order of the β
(v)
i ’s so that, for every positive integer N , the eigenvalues
of ρ(FNBv ,qv) = Fr
N
v equal (β
(v)
1 )
N , ..., (β
(v)
h(v))
N for some h(v) ≤ f(v). Let k(v)N denote the
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degree N extension of k(v). Letting ≡p denote congruence modulo p-adic units, we have
h(v)∏
i=1
(1− (β
(v)
i )
N ) ≡p |Bv[p
∞](k(v)N )| ≡p
2g(v)∏
i=1
(1− (β
(v)
i )
N ) ≡p
f(v)∏
i=1
(1− (β
(v)
i )
N ) ,
where the second equality is from Weil’s formula and the third is from the fact that 1 −
(β
(v)
i )
N is a p-adic unit if i > f(v). Taking N such that (β
(v)
i )
N ≡ 1 mod p for all i < f(v),
we deduce h(v) = f(v). 
Write AK for the adelic ring. Let µ = (µv)v be the Haar measure on Lie(A)(AK) such
that
µv(Lie(A)(Ov)) := 1
for every v and let αv denote the Haar measure on A(Kv) = A(Ov) such that for n ≥ 1
αv(A(m
n
v )) := µv(Lie(A)(m
n
v )).
Then since |A(Ov)/A(mv)| = |Mv| and Lie(A)(Ov)/Lie(A)(mv) ≃ (Ov/mv)
g, we have
αv(A(Ov)) = |Mv | · q
−g
v . (121)
By [KT03, p.552] we have the relation:
|M0| · |L
0
0| · |L
1
0|
−1 = µ(Lie(A)(AK)/Lie(A)(K))
−1 ·
∏
v∈Z
αv(A(Ov)) . (122)
Thus, by (121) and (122)
|L00| · |L
1
0|
−1 = q−g deg(Z) · µ(Lie(A)(AK)/Lie(A)(K))
−1. (123)
Next, we choose a a basis e1, ..., eg of the K-vector space Lie(A)(K) = Lie(A)(K).
Then for every v the exterior product e := e1 ∧ · · · ∧ eg determines the Haar measure µ
(e)
v
on Lie(A)(Kv) that has measure 1 on the compact subset L(Ov) := Ove1 + · · · + Oveg.
Similarly, if we choose a a basis f1, ..., fg of Lie(A)(Ov) over Ov, then the exterior product
fv := f1v ∧ · · · ∧ fgv actually determines the Haar measure µv. Define the number δ by
q−δ :=
∏
all v
µ
(e)
v (Lie(A)(Ov))
µv(Lie(A)(Ov))
=
∏
all v
µ(e)v (Lie(A)(Ov)) , (124)
so that the Haar measures µ and µ(e) are related by µ(e) = q−δµ . 8 By a well-known
computation (see e.g. [We74, VI, Corollary 1 of Theorem 1]) one finds
µ(e)(Lie(A)(AK)/Lie(A)(K)) = q
g(κ−1),
with κ the genus of C/F, whence, by (123) and (124),
|L00| · |L
1
0|
−1 = q−g(deg(Z)+κ−1)−δ. (125)
Lemma 8.2.2. Under the above notation we can write
f(L0∞)∨
f(L1∞)∨
= q−g(deg(Z)+κ−1)−δ.
Proof. Since Li∞ ≃ L
i
0⊗ZpW (k
(p)
∞ ), the lemma follows from (125) and Lemma 8.1.3 (as well
as its proof). 
8If g = 1 and ∆ denote the global discriminant, then δ = deg(∆)
12
(see e.g. [Tan95, eq. (9)]).
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Finally, by [KT03, 2.5.3], we have for any n ≥ 0 an isomorphism:
N2n ≃ SelZp(A
t/Kn)
∨, (126)
where SelZp(.) := lim←−
Selpn(.) denotes the compact Selmer group as in [KT03, §2.3]. These
isomorphisms induce, when passing to the inductive limit, an isomorphism
(N2∞)
∨ ≃ SelZp(A
t/K(p)∞ ) := lim←−
n
SelZp(A
t/Kn) . (127)
Let Tp(A(K
(p)
∞ )) := lim←−
A(K
(p)
∞ )[pm] denote the Tate-module of A(K
(p)
∞ ).
Proposition 8.2.3. If Ap∞(K
(p)
∞ ) is a finite group, then N2∞ = 0. In general, we can write
f(N2∞)∨ = fTp(At(K(p)∞ ))
.
Proof. For simplicity denote Dn := A
t(Kn)[p
∞]. Also, write Vn := lim←−m
Selp∞(A
t/Kn)[p
m].
Since Selp∞(A
t/Kn) is cofinitely generated over Zp , actually
Vn = lim←−
m
Selp∞(A
t/Kn)div [p
m].
For each m we have the exact sequence
0 // Dn/p
mDn // Selpm(A
t/Kn) // Selp∞(A
t/Kn)[p
m] // 0 ,
which induces, by taking m→∞, the exact sequence
0 // Dn // SelZp(A
t/Kn) // Vn // 0 .
Since Selp∞(A
t/L) is cotorsion over Λ, the divisible subgroup Seldiv(A
t/L) defined in §5.1
must be cofinitely generated over Zp . Thus, for n sufficiently large the restriction map
Selp∞(A
t/Kn)div → Seldiv(A
t/L) is surjective. By Lemma 5.2.2, the kernel of this map is
finite. It follows that if n is sufficiently large then the restriction map Selp∞(A
t/Kn)div →
Selp∞(A
t/Kr)div is an isomorphism for every r > n, and hence Vr can be identified with
Vn. This implies lim←−n
Vn = 0 as the map Vr → Vn becomes multiplication by p
r−n on Vr
for sufficiently large r, n. Hence, (127) and the above exact sequence yield
(N2∞)
∨ = lim
←−
n
SelZp(A
t/Kn) = lim←−
n
At(Kn)[p
∞].
This proves the first assertion, while the second follows from [Tan12, Proposition 2.3.5]. 
Remark 8.2.4. An alternative proof of the first assertion of Proposition 8.2.3 can be
obtained following the same argument used in the proof of [P87, Lemma 5]. Also, as we
already mentioned in Remark 5.2.4, the condition that Ap∞(K
(p)
∞ ) is a finite group is often
satisfied.
Since A and At are isogenous, the Galois actions of Frq on both Tp(A(K
(p)
∞ )) and
Tp(A
t(K
(p)
∞ )) have the same eigenvalues. Then, by [Tan12, Proposition 2.3.5] again, we
can write
f
Tp(At(K
(p)
∞ ))
=
l∏
i=1
(1− ζ−1i Frq) . (128)
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8.2.2. The value of ⋆A,L. Summarizing the above, we can make more precise the statement
of Theorem 1.1. Recall that, in the notation of our Introduction, c
A/K
(p)
∞
= f
Xp(A/K
(p)
∞ )
.
Proposition 8.2.5. Let notation be as above. Then we can write
f
A/K
(p)
∞
= ⋆
A,K
(p)
∞
· c
A/K
(p)
∞
.
with
⋆
A,K
(p)
∞
=
q−g(deg(Z)+κ−1)−δ ·
∏
v∈Z
∏2g(v)
i=1 (β
(v)
i − Fr
−1
v )∏l
i=1(1− ζ
−1
i Frq)(1− ζ
−1
i Fr
−1
q )
.
9. The semistable case
In this section we give a geometric analogue of the Iwasawa Main Conjecture of abelian
varieties with semistable reduction. We keep the notations and the hypotheses of Section
8.
9.1. Interpolation and the Main Conjecture.
9.1.1. The modules P i∞. Let Qp,n denote the fraction field of W (kn) and Qp,∞ := ∪nQp,n.
Lemma 9.1.1. For any i, the map
(
1⊗W (k(p)∞ )
)
∨
[
1
p
]
: (M i2,∞)
∨
[
1
p
]
−→ (M i1,∞)
∨
[
1
p
]
is an isomorphism induced by the identity on (P i0[
1
p ]⊗Qp Qp,∞)
∨.
Proof. The first assertion follows from the exact sequence (106) and from Corollary 8.1.4
(2). To show that the map is induced by the identity on (P i0[
1
p ]⊗Qp Qp,∞)
∨, note that, by
Lemma 8.1.2 (1), for all n and for k = 1, 2 there exist some exact sequences:
0→ Bi0 ⊗Zp W (kn)→ P
i
0[p
−1]⊗Qp Qp,n →M
i
k,0 ⊗Zp W (kn)→ C
i
0 ⊗Zp W (kn)→ 0
where Bi0 is a lattice of P
i
0[
1
p ] and C
i
0 a finite abelian p-group.
Passing to the inductive limit in n, then to the Pontryagin dual, and finally by inverting
p, we obtain an exact sequence:
0−→ (M ik,∞)
∨[p−1]−→ (P i0[p
−1]⊗Qp Qp,∞)
∨−→ (lim−→
n
Bin)
∨[p−1]−→ 0, (129)
since
(
lim−→C
i
0⊗ZpW (kn)
)∨
is p-torsion (actually, by Lemma 8.1.3, it is a finite direct sum of
(Z/pnjZ)[[Γ]]). In particular, (M ik,∞)
∨[1p ] is a submodule of (P
i
0[
1
p ]⊗Qp Qp,∞)
∨ for k = 1, 2
and the map (1 ⊗W (k
(p)
∞ ))∨[
1
p ] is compatible with the identity on (P
i
0[
1
p ] ⊗Qp Qp,∞)
∨ by
Lemma 8.1.2, (2). 
As a consequence of the previous lemma, we denote P i∞ the module (M
i
2,∞)
∨[1p ], endowed
with the operator Φi :=
(
1⊗W (k
(p)
∞ ))∨[
1
p ]
)−1
◦
(
(ϕi,0⊗Frq)
∨[1p ]
)
. First, we define the p-adic
L-function.
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9.1.2. The p-adic L-function. By Corollary 8.1.4, (1), we know that the P i∞’s are free Λ[
1
p ]-
modules of finite rank. We set
L
A/K
(p)
∞
:=
2∏
i=0
detΛ[ 1
p
]
(
id− Φi, P
i
∞
)(−1)i+1
and call it the p-adic L-function associated with A/K relative to the arithmetic Zp-extension
of K.
Lemma 9.1.2. Let E be a finite extension of Qp and ω : Γ → E
× an Artin character
factoring through ΓN . Then we have
ω(L
A/K
(p)
∞
) =
2∏
i=0
detE
(
id− p−1Fi,0 ⊗mω(Frq), P
i
0[
1
p
]⊗Qp E
)(−1)i+1
where mω(Frq) : E → E is the multiplication by ω(Frq).
Proof. We have for any i,
ω(detΛ[ 1
p
](id− Φi, P
i
∞)) = detE(id− Φi ⊗ idE , P
i
∞ ⊗Λ[ 1
p
] E).
(where, as usual, E is a Λ[1p ]-module via ω).
Since ω factors through ΓN , we have
P i∞ ⊗Λ[ 1
p
] E = P
i
∞ ⊗Λ[ 1
p
] Qp[ΓN ]⊗Qp[ΓN ] E
= (P i∞)Γ(N) ⊗Qp[ΓN ] E
=
(
(M ik,0 ⊗W (k
(p)
∞ ))
Γ(N)
)
∨[p−1]⊗Qp[ΓN ] E
= (M ik,0 ⊗W (kN ))
∨[p−1]⊗Qp[ΓN ] E
= (P i0[p
−1]⊗Qp Qp,N)
∨ ⊗Qp[ΓN ] E,
where the last equality is a consequence of Lemma 8.1.2. An operator and its dual share
the same determinant: hence we are reduced to compute detE((id − p
−1Fi,0 ⊗ Frq)⊗ idE)
on P i0[
1
p ]⊗Qp Qp,N ⊗Qp[ΓN ] E . By the normal basis theorem Qp,N ⊗Qp[ΓN ] E endowed with
its E-endomorphism Frq ⊗idE is isomorphic to E endowed with the endomorphism mω(Frq)
and so the assertion is clear. 
9.1.3. Twisted Hasse-Weil L-function. Let ω : Γ→ E×0 be any character factoring through
ΓN , with E0 some totally ramified finite extension of Qp,0 endowed with a Frobenius oper-
ator σ which acts trivially on Qp,0 and on ω(Γ). Then we can see ω as a one-dimensional
E0-representation of the fundamental group of U , having finite local monodromy. By [Ts98,
Theorem 7.2.3] this representation corresponds to a unique constant unit-root overconver-
gent isocrystal U(ω)† over F/E0 endowed with mω(Frq) as Frobenius operator. Let
pr∗1 : F
a-iso†(U/F/Qp,0)−→ F
a-iso†(U/F/E0)
and
pr∗2 : F
a-iso†(F/E0)−→ F
a-iso†(U/F/E0),
denote the two restriction functors in the categories of overconvergent isocrystals endowed
with Frobenius. From I† ∈ F a-iso†(U/F/Qp,0) we obtain the F
a-isocrystal pr∗1I
†⊗pr∗2U(ω)
†
endowed with the natural Frobenius induced by the Frobenius on I† and the one on U(ω)†.
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Definition 9.1.3. Let I† ∈ F a-iso†(U/F/Qp,0). Then we set
L(U, I†, ω, t) := L(U, pr∗1I
† ⊗ pr∗2U(ω)
†, t)
where the right hand term is the classical L-function associated with the F a-isocrystal
pr∗1I
† ⊗ pr∗2U(ω)
†, as defined in [EL93]. We call the function L(U, I†, ω, t) the ω-twisted
L-function of I†.
Recall ([EL93, The´ore`me 6.3]) that this is a rational function in the variable t and we
have
L(U, I†, ω, t) =
2∏
i=0
det(1− tϕi,H
i
rig,c(U/E0, pr
∗
1I
† ⊗ pr∗2U(ω)
†))(−1)
i+1
.
9.1.4. Interpolation. Recall ([KT03, IV]) that D, the log Dieudonne´ crystal associated
with our semistable abelian variety A/K, induces an overconvergent F a-isocrystal D† over
U/Qp,0 and that we have a canonical isomorphism:
P i0[p
−1] ≃ Hirig,c(U/Qp,0,D
†) (130)
compatible with the Frobenius operators.
Moreover, we have, by [KT03, 3.2.2],
L(U,D†, q−s) = LZ(A, s),
where LZ(A, s) is the Hasse-Weil L-function of A without Euler factors outside U , as in
§7.3. In fact, more generally, one can show that for any character ω : Γ→ C× we have
L(U,D†, ω, q−s) = LZ(A,ω, s), (131)
since the Euler factors on both sides can be written as
∏
v∈U (1−ω([v])εi,vq
−s)−1, where the
εi,v’s are the eigenvalues of the arithmetic Frobenius at v acting on Tℓ(A) (or, equivalently,
of the geometric Frobenius acting on the fibre at v of D†). These eigenvalues don’t depend
on ℓ, as results of [KM] (for the details see e.g. the proof of [Tr02, Corollaire 1.4], where
this independence is used to deduce the equality of different definitions of L-functions).
The Ku¨nneth formula for rigid cohomology (formula (1.2.4.1) in [Ke06a]) implies:
Lemma 9.1.4. Let ω : Γ → E×0 be as in §9.1.3. There is an isomorphism of E0-vector
spaces compatible with Frobenius operators:
Hirig,c(U/E0, pr
∗
1D
† ⊗ pr∗2U(ω)
†) ≃ Hirig,c(U/Qp,0,D
†)⊗ E0.
Together with Lemma 9.1.2, (130) and (131), this immediately yields the following analogue
of (IMC2):
Theorem 9.1.5. For any Artin character ω : Γ→ Q¯×p , we have
ω(L
A/K
(p)
∞
) = LZ(A,ω, 1). (132)
Remark 9.1.6. In order to discuss ω(L
A/K
(p)
∞
), one needs to know that the denominator of
L
A/K
(p)
∞
is not killed by ω. Actually, we are going to see (formula (139) below) that L
A/K
(p)
∞
is an alternating product of terms 1− αij Frq. By [Ke06b, Theorem 5.4.1], the coefficients
αij are Weil numbers of weight respectively −1 (for i = 0) and 1 (for i = 2): in particular
their complex absolute values do not include 1. Hence the left-hand side of (132) is well
defined.
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9.1.5. The Main Conjecture. Finally, we prove the analogue of (IMC3) in this setting.
Proof of Theorem 1.6. For any morphism g : M → N of Λ-modules whose kernel and
cokernel are both torsion Λ-modules, we denote by char(g) the element
fCoker(g) · f
−1
Ker(g) ∈ Q(Λ)
×/Λ× .
Dualizing the exact sequence (114) we get
0−→ (Ker(1− ϕi,∞))
∨−→ (N i∞)
∨−→ (Coker(1− ϕi−1,∞))
∨−→ 0
which, remembering that Ker(h∨) = (Coker(h))∨, implies
f(N i∞)∨ = fCoker((1−ϕi,∞)∨)fKer((1−ϕi−1,∞)∨) .
Similarly, (106) yields f(Li∞)∨ = fCoker(1∨i )fKer(1∨i−1). Replacing in (115), we obtain
f
A/K
(p)
∞
=
fCoker((1−ϕ1,∞)∨)fKer((1−ϕ0,∞)∨)
fCoker((1−ϕ0,∞)∨)fCoker((1−ϕ2,∞)∨)fKer((1−ϕ1,∞)∨)
·
fCoker(1∨0 )
fCoker(1∨1 )fKer(1∨0 )
.
Since Ker((1−ϕi,∞)
∨) and Coker((1−ϕi,∞)
∨) are Λ-torsion modules by Proposition 8.1.5
and Corollary 8.1.10, this can be rewritten as
f
A/K
(p)
∞
=
char((1− ϕ1,∞)
∨) · char(1∨1 )
−1
char((1− ϕ0,∞)∨) · char(1∨0 )
−1 · char((1 − ϕ2,∞)∨) · char(1∨2 )
−1
On the other hand, L
A/K
(p)
∞
is defined as an alternating product of determinants of
id− Φi = (1
∨
i )
−1 ◦ (1∨ − ϕi,∞) .
Thus Theorem 1.6 becomes an immediate consequence of the following lemma (whose proof
is an easy exercise which we omit):
Lemma 9.1.7. Let g, h : M → N be two homomorphisms of finitely generated Λ-modules
with torsion kernel and cokernel: then
detQ(Λ)(gQ(Λ)h
−1
Q(Λ)) = char(g)char(h)
−1 .

9.2. Euler characteristic. After identifying Λ with Zp[[T ]], the characteristic element of
M can be written fM (T ) = T
rf(T ), with f(T ) ∈ Zp[[T ]] such that T does not divide f(T ).
We call r the order of fM and f(0) the leading term of fM (note that f(0) is defined up
to Z×p , since the choice of a different isomorphism Λ ≃ Zp[[T ]] changes T by a unit in Λ).
In the following, we are going to compute order and leading term of L
A/K
(p)
∞
and compare
them with those of the classical L-function.
9.2.1. Generalized Euler characteristic. We recall the definition of the generalized Γ-Euler
characteristic. Let M be a finitely generated torsion Λ-module and let gM : M
Γ → MΓ
denote the composed map MΓ →֒M →MΓ, where the first map is the canonical inclusion
and the second map the canonical projection. Then we say that M has finite generalized
Γ-Euler characteristic, denoted char(Γ,M), if Ker(gM ) and Coker(gM ) are finite groups
and in this case we set
char(Γ,M) :=
|Coker(gM )|
|Ker(gM )|
.
By the identifications (M∨)Γ = (MΓ)
∨ and (M∨)Γ = (M
Γ)∨, we see that gM∨ is the dual
of gM and hence
char(Γ,M∨) = char(Γ,M)−1 (133)
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if one of them is defined.
9.2.2. Twisted Euler characteristic. Let ω : Γ→ O× be an Artin character, with O the ring
of integers of some finite extension of Qp, and M be a finitely generated torsion Λ-module.
Let ω∗ : ΛO → ΛO, γ 7→ ω(γ)
−1γ be the automorphism defined in §2.1.1(H2), let O(ω) be
the module defined in §2.3, and denote MO(ω) := O(ω)⊗Zp M . Then MO(ω) has again a
structure of finitely generated torsion Λ-module.
Assuming that MO(ω) has finite generalized Γ-Euler characteristic, we denote £ω(fM )
the leading term of fMO(ω) and ordω(fM ) the order of fMO(ω). We have the following result
(compare [Zer09, Lemma 2.11] and also [BV06, Prop. 3.19]):
Lemma 9.2.1. Let M be a finitely generated torsion Λ-module with characteristic element
fM ∈ Λ /Λ
× and let ω : Γ→ O× be a character. Let dO := [O : Zp]. Then
rankZp
(
MO(ω)
Γ
)
= rankZp (MO(ω)Γ) ≤ ordω (fM ) = ord (ω
∗(fM )) ,
with equality if and only if MO(ω) has finite generalized Γ-characteristic and in this case
we have
char (Γ,MO(ω)) = |£ω(fM)|
−dO
p = |ω
∗(fM )(0)|
−dO
p .
Proof. By Lemma 2.3.1, if M ∼ ΛO /f ΛO then MO(ω) ∼ ΛO /ω
∗(f)ΛO. It is an easy
exercise to check that if M and N are pseudo-isomorphic ΛO-modules, then they have
the same Euler characteristic (for a hint, see [CSS03, Lemma 3.5]). Besides, the Euler
characteristic is multiplicative: hence we are reduced to compute it for the case M =
ΛO /f ΛO, with f a power of some prime ξ ∈ ΛO ≃ O[[T ]], and in the rest of the proof we
will assume we are in this situation. Then if f = T the map gM is the identity, while if
f = T i for some i > 1 we have gM = 0 and M
Γ ≃ O ≃MΓ. Finally, if f is coprime with T
we get MΓ = 0 and
MΓ ≃ ΛO /(f, T ) ≃ O/f(0)O.
Now just remember that, by basic number theory, |O/xO| = |x|−dOp for any x ∈ O. 
Lemma 9.2.2. Let ω : Γ → O× and dO be as in the previous lemma. Then, for j = 0, 1,
we have
char
(
Γ, (Lj∞)
∨(ω)
)
= pdOd(L
j
0)
and
rankZp
((
(Lj∞)
∨(ω)
)Γ)
= 0.
Proof. By Corollary 8.1.4, (2), for j = 0, 1, (Lj∞)∨ is a finite direct sum of copies of Λ /pΛ
and therefore (Lj∞)∨(ω) is a finite direct sum of copies of ΛO /pΛO and the assertion is
clear. 
We deduce now from Lemma 9.2.1, Lemma 9.2.2, Theorem 1.6 and (125) the following
result:
Theorem 9.2.3. Let ω : Γ → O× be a character. Assume that, for i = 0, 1, 2, the Λ-
modules (N i∞)
∨(ω) have finite generalized Γ-Euler characteristic. Then
ordω
(
L
A/K
(p)
∞
)
=
2∑
i=0
(−1)i+1 rankZp
(
(N i∞)
∨(ω)
)Γ
and
|£ω(LA/K(p)∞
)|−dOp = q
−dO(δ+g(deg(Z)+κ−1))
2∏
i=0
char
(
Γ, (N i∞)
∨(ω)
)(−1)i+1
.
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If ω is the trivial character, we can obtain more precise results. We consider first the
problem of finiteness of the generalized Γ-Euler characteristic.
9.2.3. Hochschild-Serre spectral sequence. Since Γ has cohomological dimension one, the
natural Hochschild-Serre spectral sequence
Hi(Γ, N j∞)⇒ N
i+j
0 (134)
induces ([Mil80, Appendix B]) the following two exact sequences,
0−→ (N0∞)Γ−→ N
1
0
β
−→ (N1∞)
Γ−→ 0 (135)
and
0−→ (N1∞)Γ
γ
−→ N20−→ (N
2
∞)
Γ−→ 0. (136)
Lemma 9.2.4. The groups (N i∞)Γ and (N
i
∞)
Γ are finite for i = 0 and i = 2. In particular,
we have
rankZp(N
1
0 )
∨ = rankZp
(
(N1∞)
∨
)
Γ
= rankZp(Xp(A/K)). (137)
Proof. Recall that invariants and coinvariants of a Λ-module have the same rank. For i = 0,
observe that we have, by (117),
rank
(
(N0∞)
∨
)
Γ
= rank
(
(N0∞)
Γ
)∨
≤ rank
(
Ap∞(K
(p)
∞ )
Γ
)∨
= rank
(
A(K)[p∞]
)∨
= 0 .
From (117) we get the exact sequence
0−→ Xp(A/K
(p)
∞ )−→ (N
1
∞)
∨−→M∞[p
∞]∨.
Keeping the notations of §8.2.1, we have
rankZp
(
(M∞)
∨
)Γ
= rankZp
(
⊕w|v
(
Bw(k(w))[p
∞]∨
)Γ)
= 0
where the first equality results from the facts that Φw is a finite group and (Tw)[p
∞] is
trivial. Therefore we have
rankZp
(
(N1∞)
∨
)Γ
= rankZp Xp(A/K
(p)
∞ )
Γ = rankZp Xp(A/K) ,
where the last equality is a consequence of the control theorem [Tan10, Theorem 4]. This
yields (137). On the other hand, for the group (N2∞)
Γ, we have
rankZp(N
2
0 )
∨ = rankZp SelZp(A
t/K) ,
by (127). Comparing (32) with the Pontryagin dual of the exact sequence (32), we get
rankZp SelZp(A
t/K) = rankAt(K) + rankZp Xp∞(A
t/K)∨ = rankZp Xp(A
t/K),
In particular,
rankZp(N
2
0 )
∨ = rankZp Xp(A
t/K) = rankZp Xp(A/K) ,
where the second equality results from the existence of an isogeny between A and At. Hence,
from the short exact sequence (136) we deduce rankZp((N
2
∞)
Γ)∨ = 0. 
Let τ ∈ H1e´t(Fp,Zp) = Homcont(Gal(F¯p/Fp),Zp) be the element which sends the arith-
metic Frobenius to 1. By [KT03, Lemma 6.9] the composed map
∪′ : N10−→M
1
1,0
1
−→ M12,0−→ N
2
0
coincides up to sign with τ∪, the cup product by the image of τ in H1fl(X,Zp). Using
[Mil86b, Proposition 6.5], we can prove the following result.
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Lemma 9.2.5. The composed map
∪ : N10
β
−→ (N1∞)
Γ
g
N1∞−−−−→ (N1∞)Γ
γ
−→ N20
coincides (up to the sign) with the map
τ∪ = ∪′ : N10 −→ N
2
0 .
9.2.4. The height pairing. Recall the Ne´ron-Tate height pairing (33) of §4.1. Let e1, ...er
be elements of A(K) which form a Z-basis of A(K)/A(K)tor and let e
∗
1, ..., e
∗
r be elements
of At(K) which form a Z-basis of At(K)/At(K)tor. Then
Disc(h˜A/K) := |det(h˜A/K(ei, e
∗
j )i,j)| ∈ R
is independent of the choices of basis and we call it the discriminant of the height pairing.
It is known that Disc(h˜A/K) 6= 0. We write
Disc(hA/K) = log(p)
−rDisc(h˜A/K),
with r = rank(A(K)).
Consider the quotient category (ab)/(fab), where (ab) is the category of abelian groups
and (fab) the category of finite abelian groups. Let θ be the composed map in (ab)/(fab)
defined by:
A(K)⊗Qp/Zp
α
−−−−→ N10
β
−→ (N1∞)
Γ
g
N1∞−−−−→ (N1∞)Γ
θ
y γy
Hom
(
At(K)/Atp∞(K),Qp/Zp
) v−1
←−−−− Hom(At(K),Qp/Zp)
u
←−−−− N20
(138)
where:
(1) the map α : A(K)⊗ Qp/Zp → N
1
0 is the canonical morphism in (ab)/(fab) coming
from A(K)⊗Qp/Zp → Selp∞(A/K), by (116);
(2) the map u : N20 → Hom(A
t(K),Qp/Zp) is the map constructed by using the isomor-
phism (126) and the natural map At(K)⊗ Zp → SelZp(A
t/K);
(3) the map v is induced by the quotient map (which is an isomorphism, since we are
in the quotient category (ab)/(fab)).
Thanks to Lemma 9.2.5 and [KT03, 3.3.6.2 and §6.8], θ coincides (up to sign) with the
map induced by hA/K in (ab)/(fab). In particular, since the Ne´ron-Tate height pairing is
non-degenerate, θ is a quasi-isomorphism (i.e., an isomorphism in the quotient category).
9.2.5. Computation of the Euler characteristic. If f is a quasi-isomorphism of abelian
groups, we denote char(f) := |Ker(f)|/|Coker(f)|. Since this characteristic is multiplica-
tive, (138) gives
char(α) · char(β) · char(gN1∞) · char(γ) · char(u) · char(v)
−1 = char(θ) ≡p Disc(hA/K)
where ≡p means “≡ mod Z
×
p ”. If we assume that A/K has semistable reduction and the
Tate-Shafarevich group of A/K is finite, then we have:
char(α) =
|Ap∞(K)|
|Xp∞(A/K)| · |M0[p∞]| · |N00 |
by (116);
char(v) ≡p |A
t
p∞(K)|
−1
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because v : Hom
(
At(K)/Atp∞(K),Qp/Zp
)
→ Hom(At(K),Qp/Zp) is injective with cokernel
Atp∞(K)
∨;
char(β) = |(N0∞)Γ|
and
char(γ) = |(N2∞)
Γ|−1 ,
by (135) and (136), using Lemma 9.2.4; and char(u) = 1 since the Tate-Shafarevich group
is assumed to be finite.
Theorem 9.2.6. Assume that A/K has semistable reduction and the Tate-Shafarevich
group of A/K is finite. Then we have
ord1(LA/K(p)∞
) = rankZ(A(K)) = ords=1LZ(A, s)
and
|£1(LA/K(p)∞
)|−1p ≡p cBSD · |(N
2
∞)Γ| ,
where cBSD is the leading coefficient at s = 1 of LZ(A, s).
Proof. By Lemma 9.2.4, (N0∞)
∨ and (N2∞)
∨ have finite generalized Γ-characteristic. For
(N1∞)
∨, remark that under our assumption α, β and v are quasi-isomorphisms while u
and γ are isomorphisms. Therefore, the map gN1∞ is a quasi-isomorphism and so is its
Pontryagin dual, g(N1∞)∨ . By Theorem 9.2.3 and Lemma 9.2.4, we have
ord1(LA/K(p)∞
) = rankZp Xp(A/K) = rankZA(K) ,
since we have assumed that the Tate-Shafarevich group of A/K is finite. The last equality
rankZA(K) = ords=1LZ(A, s) follows from the main theorem of [KT03]. The same theorem
also proves that if αv and µv are the Haar measure defined in §8.2.1, then
cBSD =
|X(A/K)| ·Disc(hA/K)
|A(K)tor| · |At(K)tor|
· µ(Lie(A)(AK)/Lie(A)(K))
−1 ·
∏
v∈Z
αv(A(Kv)) .
Replacing the values above and applying (122) and (125) one gets
cBSD ≡p q
−g(deg(Z)+κ−1)−δ ·
|(N0∞)Γ| · char(gN1∞)
|N00 | · |(N
2
∞)
Γ|
.
On the other hand, by Theorem 9.2.3,
|£1(LA/K(p)∞
)|−1p = q
−g(deg(Z)+κ−1)−δ ·
char(Γ, (N1∞)
∨)
char(Γ, (N0∞)
∨) char(Γ, (N2∞)
∨)
and so the result follows remembering (133) and observing that if the Λ-module MΓ has
finite cardinality then char(Γ,M) = |MΓ|/|M
Γ| (note also that (N0∞)
Γ = N00 ). 
Without assuming the finiteness of the Tate-Shafarevich group, we have:
Theorem 9.2.7.
ord1(LA/K(p)∞
) = ords=1
(
L(A, s)
)
≥ rankZp Xp(A/K).
Proof. The last inequality has been proved in [KT03, §3.5]. We show that the analytic
rank is equal to the rank of our p-adic L function L
A/K
(p)
∞
. First, note that the operator
(ϕi,0⊗Frq)
∨ on P i∞ is induced by the operator (p
−1Fi,0⊗Frq)
∨ on (P i0[
1
p ]⊗Qp,∞)
∨. Moreover,
using (129), we observe that we have an injection of Qp[[Γ]]-modules
P i∞ ⊗Λ[ 1
p
] Qp[[Γ]] →֒ (P
i
0[p
−1]⊗Qp,∞)
∨ ≃ Qp[[Γ]]
ri
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with ri := dimQp(P
i
0[
1
p ]) and where the operator (p
−1Fi,0 ⊗ Frq)
∨ on the left-hand side
corresponds to the operator Frq ·p
−1Fi,0 on the right-hand side (as shown in Lemma 9.1.1).
Also, Lemma 8.1.3 shows that P i∞ is a free Λ[
1
p ]-module of rank equal to the Zp-corank of
M i2,0, which, by Lemma 8.1.2, is precisely ri. Hence, the p-adic L-function LA/K(p)∞
can be
written
2∏
i=0
detQp[[Γ]]
(
id− Frq ·p
−1Fi,0, P
i
∞ ⊗Qp[[Γ]]
)(−1)i+1
=
2∏
i=0
(
ri∏
j=1
(1− αij Frq))
(−1)i+1 , (139)
where the αij ’s are the eigenvalues (in Q¯p) of p
−1Fi,0. In particular, ord1(
∏ri
j=1(1−αij Frq))
is the number of αij equal to 1 (note that 1− λFrq has order 0 if λ 6= 1 and order 1 else),
that is, the multiplicity of the eigenvalue 1 of the operator p−1Fi,0 and the assertion follows
from [KT03, 3.5.2]. 
9.3. Comparison with the constant ordinary case. Now we assume that A/K is
a constant abelian variety and compare the Main Conjecture of Part 3 (i.e., Theorem
1.6) with the Main Conjecture of Part 2 (that is, Theorem 1.3). Let A/F be such that
A = A×F SpecK and A = A×F C.
We have Z = ∅. Thus, (97) and Theorem 9.1.5 imply that for all characters of Γ
ω(L˜
A/K
(p)
∞
) = L(A,ω, 1) = ω(L
A/K
(p)
∞
).
Therefore,
L˜
A/K
(p)
∞
= L
A/K
(p)
∞
. (140)
Theorem 9.3.1. Let A/K be a constant ordinary abelian variety. Then Theorem 1.3 is
equivalent to Theorem 1.6.
Proof. First, by (96) and (140)
θ
A,K
(p)
∞ ,∅
= qg(κ−1) Frg(2−2κ)q (
g∏
i=1
α2−2κi
)
·
( g∏
i=1
(1− α−1i Frq)(1− α
−1
i Fr
−1
q )
)
· L
A/K
(p)
∞
.
Note that Fr
g(2−2κ)
q and
∏
α2−2κi are units in Λ. Thus, it is sufficient to show that
⋆
A,K
(p)
∞
= q−g(κ−1) ·
( g∏
i=1
(1− α−1i Frq)(1− α
−1
i Fr
−1
q )
)−1
.
On the other hand Proposition 8.2.5 yields
⋆
A,K
(p)
∞
= q−g(κ−1) ·
( l∏
i=1
(1− ζ−1i Frq)(1 − ζ
−1
i Fr
−1
q )
)−1
as we have Z = ∅ and δ = 0 because we can choose e1, ..., eg to be a basis of Lie(A)(F)
so that fv can be taken to be e. Besides {ζ1, ..., ζl} ⊂ {α1, ..., αg} , since they are the
eigenvalues of the Galois action respectively on TpA(K
(p)
∞ )[p∞] and TpA. Let Γ˜ and H as
in (76). The maps Frq 7→ αi determine homomorphisms of Γ˜ onto some group of p-adic
units and the equality TpA(K
(p)
∞ )[p∞] = (TpA)
H yields that the image of H is non-trivial
for i > l. Hence i > l implies αi 6≡ 1 mod p and thus (1− αi Fr
±1
q ) ∈ Λ
×. 
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10. Iwasawa theory for general coefficients and open questions
Let D be a log Dieudonne´ crystal over C#/W (F) and define the cohomology groups
N iD,∞, L
j
D,∞ and P
i
D,∞ similarly to those in §8.1.4 and §9.1.1. Let D
† be the overconvergent
F isocrystal over U associated with D (remember that U is the dense open subset of C
where the log structure is trivial).
We can prove (exactly as in Subsection 8.1) the following:
Theorem 10.0.2. Assume that (N0D,∞)
∨ is Λ-torsion. Then, (N iD,∞)
∨ (i = 0, 1, 2) and
(LjD,∞)
∨ (j = 0, 1) are finitely generated torsion Λ-modules.
Hence, if (N0D,∞)
∨ is Λ-torsion (for example, this happens when N0D,0 is a finite group),
we define
fD :=
f(N1D,∞)∨
f(L0D,∞)∨
f(N0D,∞)∨
f(N2D,∞)∨
f(L1D,∞)∨
∈ Q(Λ)×/Λ×
and call it the characteristic element associated with D relative to the arithmetic Zp-
extension of K.
10.0.1. Iwasawa main conjecture for log Dieudonne´ crystals. As in Section 9, the element
LD :=
2∏
i=0
detΛ[ 1
p
]
(
id− Φi, P
i
D,∞
)(−1)i+1
is well defined and we call it the p-adic L-function associated with D relative to the arith-
metic Zp-extension of K.
We get as in Theorems 9.1.5, 1.6 and 9.2.3:
Theorem 10.0.3. For any Artin character ω : Γ→ Q¯×p and for any log Dieudonne´ crystal
D,
ω(LD) = L(U,D
†, ω, 1).
Theorem 10.0.4. Let D be a log Dieudonne´ crystal over C#/W (F) and assume that
(N0D,∞)
∨ is Λ-torsion. We have the following equality in Q(Λ)×/Λ×:
LD = fD
Theorem 10.0.5. Let ω : Γ→ O× be a character. Let D be a log Dieudonne´ crystal over
C#/W (F) and assume that (N0D,∞)
∨ is Λ-torsion. Assume furthermore that, for i = 0, 1, 2,
the Λ-modules (N iD,∞)
∨(ω) have finite generalized Γ-characteristic. Then
ordω (LD) =
2∑
i=0
(−1)i+1rankZp
((
(N iD,∞)
∨(ω)
)Γ)
and
|£ω(LD)|
−1
p =
2∏
i=0
char
(
Γ, (N iD,∞)
∨(ω)
)(−1)i+1
pdω(d(L
0
D,0)−d(L
1
D,0)).
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10.0.2. Finiteness of the crystalline cohomology in a ramified tower? If L/K is a Zp-
extension different from K
(p)
∞ , then it will be ramified at some places (and possibly even at
infinitely many). The method above does not work any more because the modules over L
are not obtained by base extension. It might be interesting to prove analogues of (IMC2)
and (IMC3) in the following cases:
(1) Assume that A/K has at worst semistable reduction. Consider a Zp-extension L/K
such that Xp(A/L) is Λ-torsion. The Λ-modules (L
i
∞)
∨ and (N i∞)
∨ are also Λ-
torsion using §8.2.1 and Lemma 9.2.4. Therefore, under these assumptions, we can
define fA/L as in (115). The problem is to define the p-adic L-function.
Question: is (M ik,∞)
∨ a finitely generated Λ-module of finite type?
If the answer to this question is yes, then the p-adic L-function as defined before is
well-defined and Theorem 1.6 holds.
(2) For a non-isotrivial elliptic curve E/K with ordinary generic fibre, we know that
the supersingular locus is a finite set of points Σss (this is not true in general for
an abelian variety). Let Σbad denote the finite set of places of C where E has bad
reduction, Σram denote the places of K ramifying in L and Σ := Σss ∪Σbad ∪Σram.
We assume that Σram is finite and Σram ∩ Σss = ∅. Put U := C − Σ. Then
if D(E) denotes the (overconvergent) covariant Dieudonne´ crystal associated with
the Ne´ron model of E over U , we have (see [Crw92]) a short exact sequence of
Dieudonne´ crystals
0−→M∗(1)−→ D(E)−→M−→ 0,
where M is a unit-root F -isocrystal (not necessarily with finite monodromy) and
M∗(1) is the dual Dieudonne´ crystal. The geometric Iwasawa Main Conjecture for
E/K relative to the Zp-extension L/K should reduce in this case to the conjecture
for M and M∗(1).
Appendix A. An example of non-cotorsion Selmer group
In this appendix we provide an example where Xp(A/L) is a non-torsion Λ-module, with
K a global field of characteristic p > 0 and L/K a Zp-extension. The case p = 2 is allowed.
Let k ⊂ K be a subfield such thatK/k is a separable quadratic extension with Gal(K/k) =
{1, τ}. We say that an abelian extension M/K is anticyclotomic with respect to k if M/k
is Galois and Gal(M/k) is dihedral: that is, we have a decomposition
Gal(M/k) ≃ Gal(M/K)⋊Gal(K/k)
so that for any σ ∈ Gal(M/K) we have τστ−1 = σ−1 (where τ is abusively identified with
its lift to Gal(M/k)).
In this appendix we specialize A to be a non-isotrivial semistable elliptic curve of an-
alytic rank 0 with split multiplicative reduction at a place v0 of K and take as L/K a
Zp-extension, totally ramified above v0, unramified elsewhere and anticyclotomic with re-
spect to k (class field theory provides plenty of such L). Furthermore, A is assumed to be
already defined over k and to have split multiplicative reduction at the restriction of v0 to
k. We are going to show that under these conditionsXp(A/L) cannot be a torsion Λ-module.
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In the following, with a slight abuse of notation we shall often use the same symbol to
denote places in different fields: e.g., Lv0 will be the completion of L at the only place above
v0. Also, for v a place of K put Γv := Gal(Lv/Kv). Since Γv0 can be identified with Γ, we
won’t distinguish between the two.
A.0.3. By [Ta66] (and [Mil75] for the p-part of X - see also the comments on Milne’s
webpage http://www.jmilne.org/math/articles/index.html for p = 2) it is known that an-
alytic rank 0 implies that the full Birch and Swinnerton-Dyer conjecture holds for A/K.
Therefore the groups A(K), X(A/K) and Selp∞(A/K) are all finite.
Since A has split multiplicative reduction at v0, it is a Tate curve on the completion Kv0 :
we denote the local Tate period by Q.
Remark A.0.6. We claim that Ator(K) = Ator(L). To see it, first notice that the constant
field does not grow in Lv0/Kv0 , since it is a totally ramified extension. Besides, if a root
Q1/n of Q is not already in Kv0 then it cannot belong to Lv0 , either because then Q
1/n is
not separable over Kv0 (for n a power of p) or because L/K is a p-extension (for (p, n) = 1).
The explicit description of the torsion points of A(Lv0) in terms of roots of unity and of Q
then implies Ator(Kv0) = Ator(Lv0). To conclude, it suffices to observe that L ∩Kv0 = K,
exploiting once again the totally ramified hypothesis.
A.0.4. There are many known instances of elliptic curves satisfying the hypotheses as-
sumed in this appendix. For example, let F be a finite field of characteristic p > 2 and
consider the function fields k = F(s) and K = F(t), with s = t2. Let A be defined by the
Weierstrass equation
A : y2 = x(x+ 1)(x + s) = x(x+ 1)(x+ t2). (141)
This is an elliptic curve having split multiplicative reduction at t = 0, t = ∞ and (if −1
is a square in F) t = ±1, and good reduction at all other places. Therefore, as a divisor
of K the conductor n of A/K is the sum of these four places. The elliptic curve A/K is
well known to have Hasse-Weil function L(A/K, s) ≡ 1: one way to prove it is to observe
that A is associated with a modular form and apply the corollary of [Tan93, Proposition
3]; another approach (closer to the methods of [Ta66]) is explained in [Shi92].
Equation (141) is an instance of Beauville surface: they exist in all characteristics and
always satisfy the hypotheses of this appendix. See [Lan91] for a full discussion and classi-
fication.
A.1. The algebraic side. In the following, we fix a topological generator γ of Γ and put
T := γ − 1 ∈ Λ; then T is a generator of the augmentation ideal I. By abuse of notation,
we also identify γ with a generator of Γn for all n.
A.1.1. Since L/k is Galois, our ramification hypotheses imply that the Gal(K/k)-orbit of
v0 contains no other place of K. Besides, we are assuming that A is already a Tate curve
over kv0 and thus we have Q ∈ k
×
v0 .
Let N ⊆ K×v0 denote the group of universal norms of the local extension Lv0/Kv0 . Write
rec for the reciprocity map of local class field theory: then we have rec(τ(x)) = τrec(x)τ−1
for any x ∈ K×v0 , and hence τ(x) ≡ x
−1 mod N . In particular Q ≡ Q−1 mod N , so that
Q2 ∈ N . As K×v0/N ≃ Γ is torsion free, we deduce that Q ∈ N .
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Lemma A.1.1. Let v be a place of K. Then
H1(Γv, A(Lv)) ≃


0 if v is a place of good reduction;
a finite group if v is an unramified place of bad reduction;
Qp/Zp if v = v0.
Proof. For unramified places, this is a consequence of [Mil86a, I, Proposition 3.8]. As for
v0, observe that for any n we have A(Kn,v0) ≃ K
×
n,v0/Q
Z. We deduce the exact sequence
H1(Γn,K
×
n,v0)−→ H
1(Γn, A(Kn,v0))−→ H
2(Γn, Q
Z)−→ H2(Γn,K
×
n,v0) ,
that we can rewrite
0−→ H1(Γn, A(Kn,v0))−→ Q
Z/Qp
nZ−→ K×v0/NKn,v0/Kv0 (K
×
n,v0) . (142)
Since Q ∈ N , the map QZ → K×v0/NKn,v0/Kv0 (K
×
n,v0) is trivial. Thus we obtain
H1(Γn, A(Kn,v0)) ≃ p
−nZ/Z . (143)
As n varies, this isomorphism is compatible with the inflation maps on the left and the
canonical inclusions on the right, thereby proving the assertion. 
Corollary A.1.2. The group Selp∞(A/L)
Γ has Zp-corank at most 1.
Proof. Applying the snake lemma to the diagram
0 −−−−→ Selp∞(A/K) −−−−→ H
1
fl(K,Ap∞)
LK−−−−→
⊕
v H
1(Kv , A)y y y
0 −−−−→ Selp∞(A/L)
Γ −−−−→ H1fl(L,Ap∞)
Γ LL−−−−→
⊕
v H
1(Lv, A)
Γv
we get an exact sequence
H1(Γ, Ap∞(L))−→ H−→ Selp∞(A/L)
Γ/Selp∞(A/K)−→ H
2(Γ, Ap∞(L)) = 0,
where H is a subgroup of ⊕v H
1(Γv, A(Lv)) and the equality on the right comes from the
fact that Γ has cohomological dimension 1. The claim follows from Lemma A.1.1, since
Ap∞(L) and Selp∞(A/K) are finite groups. 
Remark A.1.3. The group G := Gal(K/k) acts on H1(K,A) and the other cohomology
groups appearing in the above discussion. In particular, since v0 does not split in K/k, G
acts on H1(Γ, A(Lv0)). The connecting homomorphism in (142) is a map of G-modules and
so is the isomorphism (143), because Q ∈ kv. Therefore we have
H1(Γ, A(Lv0)) = H
1(Γ, A(Lv0))
G .
A.1.2. Consider the localization map:
locK : H
1(K,A)−→
⊕
v
H1(Kv, A).
The generalized Cassels-Tate dual exact sequence of [GT07, Main Theorem] identifies, for
any integer m, the cokernel of locK with the Pontryagin dual of
Tm Sel(A
t/K) := lim←− Selm
n(At/K) .
In our case A is an elliptic curve, so A = At. Taking the inverse limit of the sequence
0−→ A(K)/mnA(K)−→ Selmn(A/K)−→X(A/K)[m
n]−→ 0
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we see that Tm Sel(A/K) is always finite, and trivial for almost every m, because so are
A(K) and X(A/K). Hence locK has finite cokernel and, by the inclusions
H1(Γ, A(Lv0)) ⊆ H
1(Kv0 , A) ⊆
⊕
v
H1(Kv, A) ,
it follows that
H := H1(Γ, A(Lv0)) ∩ locK
(
H1(K,A)
)
has finite index in H1(Γ, A(Lv0)). Since the latter is p-divisible, we must have
H = H1(Γ, A(Lv0)) ⊆ locK
(
H1(K,A)
)
. (144)
Write E := loc−1K
(
H1(Γ, A(Lv0))
)
and let resL/K : H
1(K,A) → H1(L,A) denote the re-
striction map. We have an exact sequence
0−→X(A/K)−→ E
locK−−−−→ H1(Γ, A(Lv0))−→ 0. (145)
It follows that locL(resL/K(E)) = 0, because restriction and localization commute and
H1(Γ, A(Lv0)) has trivial image in ⊕v H
1(Lv, A).
Let D be the divisible part of E: then D ≃ Qp/Zp, since X(A/K) is a finite group. By
construction D is a subgroup of H1(K,A), killed by locL ◦ resL/K : that is,
resL/K(D) ⊂Xp∞(A/L)
Γ. (146)
A.1.3. For the proof that Xp(A/L) is not torsion, we are going to reason by contradiction.
Thus in the following we assume that Xp(A/L) is torsion.
Let A be the Cassels-Tate Γ-system defined in Section 5. Since A = At,
an = bn = Xp∞(A/Kn)/Xp∞(A/Kn)div = Selp∞(A/Kn)/Selp∞(A/Kn)div .
By (48), our hypothesis onXp(A/L) implies that a = b is actually torsion. The Cassels-Tate
pairing induces, for every n, a perfect alternating pairing:
〈 , 〉n : bn × bn−→ Qp/Zp .
Then the module b∞ := lim−→
bm is identified with the Pontryagin dual of b.
Proposition A.1.4. The Zp-rank of b/Tb equals 1.
Proof. First, note that, by Lemma 5.2.8, the finiteness of Selp∞(A/K) implies Selp∞(A/Kn)
Γ
is finite for every n ≥ 0. Then Lemma 5.2.8 and Lemma 5.2.9 imply that for n≫ 0,
Seldiv(A/L)
Γ = (Seldiv(A/L)
Γ(n))Γ = (Selp∞(A/Kn)div)
Γ ⊂ Selp∞(A/Kn)
Γ
is also finite. By duality, the Zp-module Yp(A/L)/TYp(A/L) is finite. This also implies that
Yp(A/L)[T ] is finite, because Yp(A/L), as a submodule of the Zp-free part of Xp(A/L), is
a finitely generated Zp-module. Since (48) and the snake lemma yield the exact sequence
Yp(A/L)[T ]−→ b/Tb−→ Xp(A/L)/TXp(A/L)−→ Yp(A/L)/TYp(A/L) ,
it follows from Corollary A.1.2 that the Zp-rank of b/Tb is at most 1.
For the other inequality, consider the composition
π : D
resL/K
//Xp∞(A/L)
Γ // bΓ∞ . (147)
Let Æ denote the preimage of D under the natural surjection from H1(K,Ap∞) to the
p-primary part of H1(K,A). Because A(K) is finite, the exact sequence
0−→ Qp/Zp ⊗A(K)−→ Æ−→ D−→ 0
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implies that Æ is of corank 1 over Zp. By Lemma 5.2.2, the kernel of the restriction map
H1(K,Ap∞) → H
1(L,Ap∞) is of finite order, and hence resL/K(Æ) ⊂ Selp∞(A/L)
Γ is also
of corank 1 over Zp. If the image of π were finite (and thus trivial, as D is p-divisible) then
resL/K(Æ) would be contained in Seldiv(A/L)
Γ, which has just been shown to be finite.
This is absurd. Therefore, the corank of bΓ∞ is at least 1, and by the duality the rank of
b/Tb is at least 1. 
Proposition A.1.4 implies that there exist some r ≥ 1 and ξi ∈ Λ, i = 1, ..., s, coprime to
T so that
[b] ∼ Λ /T r Λ⊕
s⊕
i
Λ /ξi Λ . (148)
Lemma A.1.5. Let r be as in (148). Then the indexes of the subgroups kn(b) ⊂ bn and
kn(b[T
r]) ⊂ bn[T
r] are bounded as n varies.
Proof. The same argument already used in the proof of Proposition 8.2.3 shows that
Selp∞(A/Kn)div stabilizes for n ≫ 0. Thus, by (44) and the inequality (51), the kernel
of the map bn → b∞ is of bounded order. By duality the cokernel of kn : b → bn is also of
bounded order. Denote d := b/b[T r] and dn := kn(d). By (148), d is annihilated by some
g ∈ Λ coprime to T . Then we have ps ∈ (T r, g) ⊂ Λ for some s ≥ 1. Therefore, if a1, ..., al
are generators of d over Zp, then the order of dn[T
r] is bounded by psl. 
A.1.4. In order to exploit the anticyclotomic assumption, we now consider the action of
G := Gal(K/k) = 〈τ〉 on b. We lift G to a subgroup of Gal(L/k). Note that the maps locK
of (145) and π of (147) are both compatible with the action of G.
Lemma A.1.6. There exists x ∈ b[T r]G such that [b[T r] : Λ x] <∞.
Proof. Remark A.1.3 yields that (1 − τ)D is contained in Ker(locK) and hence is trivial
(because D is divisible). Thus we have π(D) = π(DG) = π(D)G and by duality (see the
proof of Proposition A.1.4) it follows that (b/Tb)G has rank 1 over Zp. Also the image
of b[T r] in b/Tb is of Zp-rank 1, by (148), so there must be y ∈ b[T
r] such that y mod
Tb is G-invariant and has infinite order. Choose x := (1 + τ)y. Then x ∈ b[T r]G and Λ x
has finite index in b[T r] ∼ Λ /T r Λ since x ≡ 2y (mod Tb) generates a free Zp-module in
b/Tb. 
Let c := Λx and cn := kn(c).
Lemma A.1.7. As n varies, the orders of the cokernels of the maps cn → bn[T
r] and
cn → bn → bn/T
rbn are bounded.
Proof. By (148) the cokernel of b[T r]→ b→ b/T rb is finite. Then apply Lemma A.1.5 and
Lemma A.1.6. 
Lemma A.1.8. We have
〈cn, cn〉n ⊂ (Qp/Zp)[2].
So 〈cn, cn〉n has at most 2 elements and it is trivial if p 6= 2.
Proof. Write xn := kn(x). For any λ ∈ Λ we have
〈xn, λxn〉n = −〈λxn, xn〉n = −〈xn, λ
#xn〉n , (149)
using first the fact that 〈 , 〉n is alternating and then its Γ-equivariance. On the other
hand, the pairing is also G-invariant and x = τx implies
〈xn, λxn〉n = 〈τxn, τ(λxn)〉n = 〈xn, λ
#xn〉n , (150)
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because τ(λx) = (τλτ−1)τx and the action of τ on Λ is precisely λ 7→ λ#, by the anticy-
clotomic hypothesis. Equalities (149) and (150) together prove
2〈xn, λ
#xn〉n = 0
and this suffices, since cn = Λxn. 
A.1.5. Now we can finally obtain a contradiction. The Cassels-Tate pairing makes bn[T
r]
and bn/T
rbn dual to each other . Lemma A.1.7 implies that the subgroup
〈cn, cn〉n ⊆ 〈bn[T
r], bn/T
rbn〉n
has bounded index as n varies. Since π(D) ⊆ b∞[T ] ⊆ b∞[T
r] = lim
−→n
bn[T
r] is infinite, we
must have ⋃
n
〈cn, cn〉n = Qp/Zp ,
a contradiction to Lemma A.1.8.
A.2. The analytic side. In this example Xp(A/L) is non-torsion, whence its character-
istic ideal is trivial. In the spirit of the Iwasawa main conjecture one expects that the
corresponding p-adic L-function should be 0. Here we verify this.
In the function field setting, non-isotrivial elliptic curves are known to be modular: that
is, there is a cuspidal automorphic function f associated with A; its level is n, the conductor
of A/K (as a divisor of K). For any n ≥ 0, let dn denote the divisor nv0 and let K(dn)/K
be the corresponding ray class field. It is shown in [Tan93] how to construct a modular
element Θdn,f ∈ Zp[Gal(K(dn)/K)], such that for each ω ∈ Gal(K(dn)/K)
∨ one has
ω(Θdn,f ) = τω · L(A,ω, 1) , (151)
where τω is a Gauss sum.
By [Tan93, Proposition 2, 2.(d)], the maps
Zp[Gal(K(dn+1)/K)]−→ Zp[Gal(K(dn)/K)]
send the modular elements Θdn,f into each other, so that one can take their limit Θ˜. Any
abelian extension of K totally ramified above v0 and unramified elsewhere is contained in
∪K(dn): in particular this holds for our L. Let Θ be the image of Θ˜ under the projection
lim
←−
Zp[Gal(K(dn)/K)]−→ Λ .
Equation (151) shows that Θ satisfies the interpolation property required for the p-adic
L-function.
Observe that Θdn,f is invariant under the action of Gal(K/k), since the modular elements
are already defined above k. On the other hand, by [Tan93, Proposition 3] we have
Θdn,f = −Θ
#
dn,f
· η,
where η ∈ Gal(K(dn)/K) corresponds to the divisor n
′ = n− v0. This implies that Θ = 0.
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