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”
Elme´letileg nincs ku¨lo¨nbse´g
elme´let e´s gyakorlat ko¨zo¨tt.
Gyakorlatilag meg van.”
Jan L.A. van de Snepscheut
Bevezete´s
Ba´r a bioinformatika teru¨lete´t nehe´z lenne pontosan ko¨ru¨lhata´rolni, de elmondhatjuk, hogy a biolo´gia,
a matematika e´s az informatika egy ko¨zo¨s re´sze [1; 2]. A hetvenes-nyolcvanas e´vekben a molekula´ris
biolo´gia e´s ke´mia teru¨lete´n jelentek meg a sok adatot termelo˝ technikai u´j´ıta´sok, ma´sre´szt ele´rheto˝ve´
va´ltak az olcso´ e´s hate´kony sza´m´ıto´ge´pek is. Ezek egyu¨ttesen vezettek egy u´j tudoma´nya´g, a bioinfor-
matika kialakula´sa´hoz, amelynek egyik fo˝ e´s tala´n legsze´lesebb a´ga a kutato´laborokban termelt adatok
feldolgoza´sa, archiva´la´sa, rendeze´se, rendszereze´se, valamint az adatok kie´rte´kele´se e´s a bennu¨k rejlo˝
o¨sszefu¨gge´sek felta´ra´sa lett.
A bioinformatika egyik fo˝ feladata a fehe´rje-szekvencia´hoz tartozo´ fehe´rje molekula funkcio´ja´nak
e´s te´rszerkezete´nek mega´llap´ıta´sa. Erre ha´rom fo˝ mo´dszertan alakult ki:
(i) A fehe´rje´k te´rszerkezete´nek vizsga´lata ke´miai k´ıse´rletekkel e´s fizikai eszko¨zo¨kkel. Ezek a mo´dszer-
ek bonyolult e´s dra´ga berendeze´seket ige´nyelnek, e´s nem is adnak mindig megb´ızhato´ eredme´nyt.
(ii) A fehe´rje-szekvencia ismerete´ben sza´m´ıto´ge´pes algoritmusokkal modellezik az adott szekvencia´-
hoz tartozo´ te´rszerkezetet. A proble´ma NP-nehe´z, eze´rt ku¨lo¨nbo¨zo˝ heurisztikus algoritmusukat fej-
lesztettek ki.
(iii) A fehe´rje-szekvencia´t o¨sszehasonl´ıtja´k ma´r ismert te´rszerkezetu˝ e´s funkcio´ju´ szekvencia´kkal,
e´s a hozza´ leghasonlo´bb szekvencia tulajdonsa´gaibo´l ko¨vetkeztethetu¨nk a ke´rde´ses tulajdonsa´gokra,
vagy ge´pi tanula´si algoritmusokkal sorolja´k be egy ma´r jo´l ismert fehe´rjeoszta´lyba.
Jelen disszerta´cio´ te´ma´ja is a (iii) teru¨letre sorolhato´; a ko¨vetkezo˝ fejezetekben o¨sszefoglaljuk a
disszerta´cio´ te´zispontjait.
Fehe´rje-oszta´lyoza´si adatba´zis
Egy fehe´rje molekula aminosav molekula´k linea´risan o¨sszekapcsolt sorozata e´s ı´gy a´bra´zolhato´ egy
olyan a´be´ce´ (amelyet nevezzu¨k itt aminosav-a´be´ce´nek) feletti sztringke´nt, ahol az a´be´ce´ minden eleme
egy-egy aminosavhoz van rendelve. Az aminosavak sza´ma – e´s ı´gy az a´be´ce´ me´rete – 20. Egy fehe´rje´t
ko´dolo´ sztring elso˝ ne´ha´ny eleme pe´lda´ul a ko¨vetkezo˝:
”
rintvrgpit iseagftlth ehicgssagf lraw
peffgs ...”1. Az ilyen sztringet a bioinformatika teru¨lete´n szoka´sosan fehe´rje-szekvencia´nak nevezik,
e´s a fehe´rje-szekvencia nem te´vesztendo˝ o¨ssze fehe´rje´k sorozata´val. A fehe´rje szekvencia´k abban speci-
fikusak (ku¨lo¨nbo¨znek tetszo˝leges sztringekto˝l), hogy (1) az a´be´ce´ me´rete 20, (2) a hosszuk a´tlagosan
ne´ha´ny t´ızto˝l ne´ha´ny ezerig terjed, (3) a fehe´rje-szekvencia´k gyakorta hosszu´ isme´tlo˝do˝ szakaszokat
tartalmazhatnak, (4) tova´bba´ minden fehe´rje-szekvencia´hoz valo´s fehe´rje molekula tartozik, viszont
nem tartozik minden aminosav-a´be´ce´ feletti sztringhez valo´s fehe´rjemolekula. A dolgozatban vizsga´lt
fehe´rje-szekvencia´k valo´s fehe´rje´khez tartoznak.
1Megjegyezzu¨k, hogy fehe´rje molekula´k ma´s mo´don is reprezenta´lhato´k, pe´lda´ul a fehe´rje´t ko´dolo´ DNS szakasz
nukleotid sorrendje´vel, vagy a fehe´rje´t fele´p´ıto˝ atomok t´ıpusa´nak e´s 3-dimenzio´s koordina´ta´inak megada´sa´val.
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A fehe´rje´k biolo´giai hasonlo´sa´guk alapja´n oszta´lyokba csoportos´ıthato´k. Pe´lda´ul a ku¨lo¨nbo¨zo˝
e´lo˝le´nyek vo¨ro¨s ve´rteste´ben az oxige´n megko¨te´se´re szolga´lo´ fehe´rje´k a hemoglobin oszta´lyba sorol-
hato´k. Ezek a fehe´rje´k e´lo˝le´nyenke´nt e´s fajonke´nt kisse´ elte´ro˝ek lehetnek, de te´rszerkezetu¨k e´s funkcio´-
juk hasonlo´. I´gy egy u´jonnan meghata´rozott fehe´rje- szekvencia funkcio´ja e´s te´rszerkezete megjo´solhato´
ismert fehe´rje-oszta´lyba sorola´ssal. C´ımke´zzu¨k a szekvencia-oszta´lyokat rendre 1, 2, . . . , N terme´szetes
sza´mokkal, ahol N jelo¨li az oszta´lyok sza´ma´t. Jelo¨lje az (s, y) pa´ros az s fehe´rje-szekvencia´t e´s a
szekvencia y oszta´lya´t (1 ≤ y ≤ N).
A mintaoszta´lyoza´s ce´lja a´ltala´ban, hogy egy s minta´t a minta´nak megfelelo˝ y oszta´lyba sorolja,
azaz egy olyan F fu¨ggve´ny meghata´roza´sa, amelyre az F (s) = y teljesu¨l. A ge´pi tanula´s egyik
feladata ilyen F fu¨ggve´nyek parame´tereinek automatikus tanula´sa (bea´ll´ıta´sa) u´gy, hogy a helyte-
lenu¨l oszta´lyozott minta´k sza´ma2 (|{s | F (s) 6= y}|) minima´lis legyen [3]. A disszerta´cio´ban az
oszta´lyoza´s sora´n kitu¨ntetu¨nk egy oszta´lyt, amelyet pozit´ıv oszta´lynak (vagy ce´l oszta´lynak) e´s az
elemeit pozit´ıv elemeknek nevezzu¨k, m´ıg a to¨bbi oszta´lyba tartozo´ minta´t egy oszta´lyke´nt kezelju¨k e´s
negat´ıv oszta´lynak, elemeit negat´ıv elemeknek nevezzu¨k. Erre aze´rt van szu¨kse´g, mert az oszta´lyozo´
algoritmusok to¨bbse´ge ke´t oszta´lyra definia´lt [3]. A tan´ıta´s elve´gze´se´hez a pozit´ıv e´s a negat´ıv oszta´lyt
ke´t-ke´t nem-u¨res, diszjunkt re´szre osztja´k, egy tanulo´ e´s egy tesztelo˝ halmazra, ı´gy kapunk pozit´ıv
tanulo´, pozit´ıv tesztelo˝, negat´ıv tanulo´, negat´ıv tesztelo˝ halmazokat e´s az ilyen feloszta´sa´t az ada-
toknak oszta´lyoza´si feladatnak nevezzu¨k. A tanulo´ halmazt haszna´lja´k az F oszta´lyozo´ algoritmus
parame´tereinek bea´ll´ıta´sa´ra. A tesztele´s sora´n (a tanula´s eredme´nyesse´ge´nek me´re´se´re) a tesztelo˝ hal-
maz elemeinek az oszta´lyc´ımke´je az oszta´lyozo´ algoritmus sza´ma´ra rejtve marad (csak a kie´rte´kele´shez
alkalmazza´k), e´s a c´ımke meghata´roza´sa´t az F oszta´lyozo´ algoritmusto´l va´rjuk. A disszerta´cio´ban az
oszta´lyoza´s kie´rte´kele´se´hez az u´n. ROC anal´ızist [4] haszna´ltuk, amelyro˝l bo˝vebben az Olvaso´ a dissz-
erta´cio´ban olvashat. Erro˝l ebben a te´zisfu¨zetben elegendo˝ annyit tudni, hogy a ROC anal´ızissel kapott
e´rte´k a [0,1] intervallumba eshet, e´s a jobb mo´dszerhez a nagyobb e´rte´k tartozik.
A oszta´lyozo´ algoritmusok jelento˝s re´sze megk´ıva´nja az oszta´lyozando´ adatok egy ro¨gz´ıtett di-
menzio´ju´ vektorke´nt valo´ a´bra´zola´sa´t. A disszerta´cio´ban a fehe´rje-szekvencia´k a´bra´zola´sa´hoz az u´n.
”
Empirical Feature Mapping” (EFM) mo´dszert [5] haszna´ltuk, amely egy s szekvencia´hoz az ala´bbi
numerikus vektort rendeli:
Fs = [fx1 , fx2 , . . . , fxn ], (1)
ahol x1, x2, . . . , xn a tanulo´ halmazban le´vo˝ szekvencia´k e´s fxi az s szekvencia´nak az xi szekvencia´hoz
sza´m´ıtott hasonlo´sa´gi e´rte´ke egy elo˝re ro¨gz´ıtett hasonlo´sa´gi mo´dszer szerint. Aze´rt ezt a mo´dszer
va´lasztottuk, mert ezzel jelento˝sen jobb fehe´rje a´bra´zola´s e´rheto˝ el oszta´lyoza´si szempontbo´l, mint
ma´s mo´dszerekkel [6].
A fehe´rje´k gyakran hierarchikusan kategoriza´lhato´k, hasonlo´an az e´lo˝vila´g rendszertana´hoz (faj,
nemzetse´g, csala´d, rend, oszta´ly, to¨rzs, orsza´g). Az ilyen rendeze´s reprezenta´lhato´ egy H magassa´gu´,
gyo¨kerezett fa´val, ahol a H fame´lyse´g jelo¨li a hierarchia´k sza´ma´t, a fa gyo¨kere reprezenta´lja az ege´sz
fehe´rjehalmazt, a fa levelei reprezenta´lja´k magukat a fehe´rje´ket, tova´bba´ minden belso˝ pontja a fa´nak
a pontbo´l lesza´rmazott fehe´rje´k halmaza´t jelo¨li e´s e halmazokat katego´ria´knak nevezzu¨k. A fa azonos
magassa´ga´n le´vo˝ katego´ria´k az adatba´zis egy particiona´la´sa´t adja´k. Egy ilyen fa a´bra´zola´sa az 1 a´bra
A re´sze´n la´thato´. Megjegyezzu¨k, hogy e fa kiegyensu´lyozott3, mert minden objektum beletartozik
a hierarchia minden szintje´nek valamely katego´ria´ja´ba, azaz pe´lda´ul nincs olyan, hogy egy faj nem
2Az oszta´lyoza´s helyesse´ge´nek me´re´se´re finomabb mo´dszerek is elterjedtek.
3Itt egy fa kiegyensu´lyozottsa´gon azt e´rtju¨k, hogy a fa´ban az o¨sszes a gyo¨ke´rbo˝l a leve´lbe vezeto˝ u´t hossza egyforma.
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tartozik bele egyik nemzetse´ge se e´s ı´gy tova´bb.
Indexelju¨k a fa azonos magassa´gon le´vo˝ csu´csait 1, . . . , Np terme´szetes sza´mokkal, ahol Np jelo¨li
a p (0 ≤ p ≤ H) magassa´gban le´vo˝ pontok sza´ma´t. Megjegyezzu¨k, hogy N0 pontosan az adatba´zis
elemeinek sza´ma´val egyenlo˝, m´ıg NH = 1, mert a H. szint csupa´n a gyo¨ke´rcsu´csot tartalmazza,
tova´bba´ NH ≤ NH−1 ≤ · · · ≤ N1 ≤ N0. Jelo¨lje most az (s, y) pa´ros a fa egy s levele´t (egy
fehe´rje-szekvencia´t) e´s egy y ∈ NH+1 vektort, ahol N a terme´szetes sza´mok halmaza´t jelo¨li, amely a
gyo¨ke´rbo˝l az s-be vezeto˝ utat ko´dolja u´gy, hogy yi (≤ Ni) vektorkomponens jelo¨li az u´ton az i. csu´cs
indexe´t az i. szinten a fa´ban. Ekkor az adatba´zis elemeibo˝l a ko¨vetkezo˝ke´ppen ke´sz´ıtheto˝ pozit´ıv e´s
negat´ıv oszta´ly. Ro¨gz´ıtsu¨nk egy i szintet a hierarchia´ban, majd ezen belu¨l jelo¨lju¨nk ki egy j csu´csot
(katego´ria´t) e´s legyen a pozit´ıv oszta´ly P = {(s, y) | yi = j}, m´ıg a negat´ıv oszta´ly N = {(s, y) | yi 6=
j}. Ekkor a pozit´ıv e´s a negat´ıv halmazokbo´l oszta´lyoza´si feladatok a klasszikus mo´dszerekkel (kereszt-
valida´cio´, One-Leave-Out, stb. [3]) megkaphato´. Megjegyezzu¨k, hogy az adatba´zis elemei nincsenek
elo˝re pozit´ıv e´s negat´ıv osza´tlyokba sorolva, hanem ku¨lo¨nbo¨zo˝ osza´tlyoza´si feladatokat genera´ltunk a
hierarchia i szintje´nek e´s azon belu¨l a j(< Ni) katego´ria varia´la´sa´val, igy egy adatba´zis elem az egyik
osza´tlyoza´si feladatban pozit´ıv osza´tlyba tartozhat, m´ıg egy ma´sikban a negat´ıv oszta´lyohoz.
A gyakorlatban elo˝fordul, hogy egy olyan fehe´rje-szekvencia´val van dolgunk, amely egy ismert
katego´ria´n belu¨l egy u´j re´szkatego´ria´ba tartozik. Ha az oszta´lyoza´si feladat le´trehoza´sa sora´n a pozit´ıv
oszta´lyon (katego´ria´n) belu¨l a tanulo´ e´s a tesztelo˝ halmazokat ve´letlenszeru˝ feloszta´ssal hata´rozzuk
1. a´bra. A felu¨gyelt kereszt-valida´cio´ alkalmaza´sa egy sematikus, 5 szintu˝, hierarchikusan rendsz-
erezett adatba´zisra. (A) Pozit´ıv halmaznak az A-val (j=1) jelo¨lt csoportot va´lasztottuk az L(2)
szinten (i=2) e´s ezen belu¨l a tanulo´ e´s tesztelo˝ halmazok az L(1) szinten definia´ltuk u´gy, hogy egy
katego´ria´t jelo¨lu¨nk ki pozit´ıv tesztnek (k=1), a to¨bbi a pozit´ıv tanulo´ halmaznak. I´gy a tanulo´ e´s a
tesztelo˝ halmazok diszjunkt fehe´rjekatego´ria´kbo´l a´llnak e´s a tanulo´ algoritmusnak a tesztele´s sora´n
egy u´j re´szkatego´ria elemeit kell helyesen oszta´lyoznia. (B) A negat´ıv halmazok szinte´n definia´lhato´k
kategorikusan a kiva´lasztott A pozit´ıv csoporthoz. A negat´ıv (a), (b) e´s (c) halmazok rendre az A
csoporto´l a hierarchia´ban egyre ta´volabbi katego´ria´t tartalmaznak.
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meg, akkor (nagy valo´sz´ınu˝se´ggel) a tanulo´ e´s a tesztelo˝ halmaz ugyanazon re´szkatego´ria´k ele-
meibo˝l a´ll. Ekkor a tesztele´s sora´n nem kapunk informa´cio´t arra, hogy az oszta´lyozo´ algoritmus
menynyire ke´pes helyesen oszta´lyozni a katego´ria´n belu¨l a tanula´s sora´n nem la´tott re´szkatego´ria´ba
tartozo´ elemeket. Egyik eredme´nyu¨nk, hogy kifejlesztettu¨nk egy a´ltala´nos mo´dszertant oszta´lyoza´si
feladatok konstrua´la´sa´ra hierarchikusan kategoriza´lt fehe´rje-adatba´zisokban, ahol a pozit´ıv oszta´lyon
(katego´ria´n) belu¨l az elemek sze´tva´logata´sa tanulo´- e´s tesztelo˝ halmazokba a re´szkatego´ria´k figyelem-
beve´tele´vel to¨rte´nik. A mo´dszer a ko¨vetkezo˝. Legyen a P = {(s, y) | yi = j} egy pozit´ıv oszta´ly (a j.
katego´ria az i. szinten), e´s ezen belu¨l pozit´ıv teszthalmaznak va´lasszunk ki egy k re´szkatego´ria elemeit
a j katego´ria´n belu¨l, azaz a fa´ban a k csu´cs a j csu´csnak fia, m´ıg a pozit´ıv tanulo´halmaz legyen a
to¨bbi re´szkatego´ria eleme a j katego´ria´n belu¨l. A negat´ıv halmaz a´ltala´ban to¨bb katego´ria´t tartal-
maz, e´s e katego´ria´k tesztelo˝- illetve tanulo´ halmazba sorola´sa´t ve´letlenszeru˝ besorola´ssal ve´gezzu¨k
el, mert ı´gy az oszta´lyozo´ algoritmusnak ismert negat´ıv katego´ria´kon belu¨l negat´ıv re´szkatego´ria´t is
helyesen kell oszta´lyoznia. A mo´dszert felu¨gyelt kereszt-valida´cio´nak neveztu¨nk el [7], mert a tanulo´
e´s a tesztelo˝ halmazok ke´sz´ıte´se´ne´l kihaszna´ltuk azt az informa´cio´t, hogy az elemek hierarchiku-
san rendezettek. Ezzel a feloszta´ssal ve´leme´nyu¨nk szerint pontosabb becsle´st kaphatunk arra, hogy
egy betan´ıtott oszta´lyozo´ algoritmus mennyire ke´pes helyesen oszta´lyozni egy u´j, de me´g nem la´tott
re´szcsoport elemeit egy ma´r ismert csoporton belu¨l, e´s ez tekintheto˝ a betan´ıtott oszta´lyozo´ algoritmus
a´ltala´nos´ıto´ ke´pesse´ge´nek is. Ezt a mo´dszert o¨sszehasonl´ıtottuk a hagyoma´nyos kereszt-valida´cio´s e´s
a One-Leave-Out mo´dszerekkel [3] is e´s azt kaptuk, hogy a felu¨gyelt kereszt-valida´cio´s mo´dszerrel
ke´sz´ıtett oszta´lyoza´si feladatokon az oszta´lyozo´ algoritmusok a´tlagos teljes´ıtme´ny gyenge´bb, mint a
hagyoma´nyos mo´dszerekkel ke´sz´ıtett oszta´lyoza´si feladatokon. Azaz a hagyoma´nyos valida´cio´s tech-
nika´k tu´le´rte´kelik az oszta´lyozo´ valo´di teljes´ıtme´nye´t valo´s gyakorlati proble´ma´kon.
Megvizsga´ltuk, hogy hogyan mo´dosulnak az oszta´lyoza´si eredme´nyek ha a hierarchikus katego-
riza´la´st kihaszna´lva a negat´ıv oszta´lybo´l katego´ria´kat kihagyunk a negat´ıv oszta´ly me´rete´nek cso¨kken-
te´se ce´lja´bo´l. Ugyanis a fehe´rje-oszta´lyoza´si feladatokna´l a pozit´ıv oszta´ly elemsza´ma ne´ha´ny t´ızto˝l
ne´ha´ny sza´zig terjed, viszont a negat´ıv oszta´ly me´rete t´ız- vagy sza´zezres nagysa´gu´ is lehet, ami
nemcsak feleslegesen lass´ıtja az elo˝feldolgozo´ e´s a tanulo´ algoritmusok futa´sa´t hanem az u´n.
”
class-
imbalanced” proble´ma´hoz is vezethet [8]. A hierarchikus kategoriza´la´st kihaszna´lva legyen a negat´ıv
oszta´ly az Nk = {(s, y) | yi 6= j, yk = φ(i, j, k)} halmaz, ahol k > i e´s a φ(i, j, k) fu¨ggve´ny a
k. szinten annak a katego´ria´nak az indexe´t adja vissza, amelyikbe az i. szinten le´vo˝ j. katego´ria
beletartozik. I´gy a k parame´terrel szaba´lyozhatjuk, hogy a pozit´ıv oszta´lyhoz legfeljebb milyen ta´voli
elemek tartozzanak, ahol a ta´volsa´got ke´t elem ko¨zo¨tt a hierarchia´ban a legro¨videbb u´t le´pe´ssza´ma´val
definia´ljuk. k = H esetben a negat´ıv oszta´ly a pozit´ıv oszta´ly komplementere az ege´sz adatba´zisra
ne´zve, valamint ha a k = i-t megengedne´k akkor erre az esetre a negat´ıv oszta´ly az u¨res halmaz
lenne. Megjegyezzu¨k, hogy mine´l nagyobb k e´rte´ke, anna´l bo˝vebb negat´ıv oszta´lyt kapunk. Nevezzu¨k
ezt a mo´dszert felu¨gyelt katego´rikus szu˝re´snek, e´s a 1 a´bra B re´sze szemle´lteti.
Ezt a mo´dszert o¨sszehasonl´ıtottuk ke´t ma´sik mo´dszerrel, nevezetesen: (i) a ve´letlenszeru˝ egyen-
letes eloszla´s szerinti kiva´laszta´st (pl. az eredeti 10% vagy 20% megtarta´sa´t), (ii) a pozit´ıv oszta´lyhoz
legko¨zelebbi negat´ıv elemek kiva´laszta´sa´t, egy fehe´rjehasonlo´sa´gi me´rte´k szerint [8]. Az o¨sszeha-
sonl´ıto´ tesztek alapja´n az (i) mo´dszer haszna´lata´t javasoljuk, mert ezzel az oszta´lyoza´si eredme´ny
az eredetihez (azaz amikor a negat´ıv oszta´ly a pozit´ıv oszta´ly komplementere a teljes adatba´zisra
ne´zve) ke´pest ko¨zel va´ltozatlan marad, tova´bba´ a gyakorlatban az elemek eloszla´sa azonos marad. A
(ii) mo´dszerrel tu´lsa´gosan nehe´z oszta´lyoza´si feladatot kaphatunk. A felu¨gyelt kategorikus szu˝re´ssel
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1. ta´bla´zat. Fehe´rje-oszta´lyoza´si eredme´nyek.
1NN RF SVM ANN LogReg
BLAST 0.7577 0.6965 0.9047 0.7988 0.8715
SW 0.8154 0.8230 0.9419 0.8875 0.9063
NW 0.8252 0.8030 0.9376 0.8834 0.9175
LAK 0.7343 0.8344 0.9396 0.9022 0.8766
PRIDE 0.8644 0.8105 0.9361 0.9073 0.9029
DALI 0.9892 0.9941 0.9946 0.9897 0.9636
Az oszta´lyoza´shoz a szekvencia´kat az a´ltalunk elke´sz´ıtett adatba´zis, az u´n. ’SCOP40’ bejegyze´se´bo˝l
vettu¨k e´s az oszta´lyoza´si feladatok az adatba´zis honlapja´n ele´rheto˝. Az oszta´lyoza´si eredme´nyeket
a ROC anal´ızissel e´rte´keltu¨k ki. Az oszta´lyoza´shoz haszna´lt parame´ter-bea´ll´ıta´sok a disszerta´cio´ban
megtala´lhato´. Az oszta´lyoza´s sora´n az oszta´lyozo´ algoritmusnak a szekvencia´kat te´rszerkezete alapja´n
kellett a megfelelo˝ oszta´lyba sorolnia.
kapott oszta´lyoza´si eredme´nyek rosszabbak az eredetihez ke´pest, de jobbak a (ii) mo´dszerrel kapott
eredme´nyekhez ke´pest, viszont a negat´ıv halmaz nem reprezenta´lja a valo´s negat´ıv fehe´rje-univerzumot,
mert sza´mos katego´ria kimaradhat. Haba´r ezen eredme´ny negat´ıvnak tekintheto˝, e´rdemesnek tartjuk
megjegyezni, mert a hierarchikusan rendezett adatba´zisok jellemze´se oszta´lyoza´si feladatok ke´sz´ıte´se
szempontja´bo´l ve´leme´nyu¨nk szerint ı´gy teljesebb.
Le´trehoztunk egy fehe´rje-oszta´lyoza´si adatba´zist [9], amellyel a ge´pi tanula´si algoritmusok e´s
szekvencia-hasonlo´sa´gi mo´dszerek egyse´ges adatba´zison o¨sszehasonl´ıthato´k. Tova´bba´ az adatba´zisban
az oszta´lyoza´si feladatokat a felu¨gyelt-keresztvalida´cio´s technika´val ke´sz´ıtettu¨k. Az adatba´zis fehe´rje-
szekvencia´k halmaza´bo´l e´s a felu¨gyelt kereszt-valida´cio´s mo´dszerrel ke´pzett ke´toszta´lyos oszta´ly-
oza´si feladatokbo´l a´ll. A fehe´rje-szekvencia´kat to¨bb publikus, interneten ele´rheto˝, biolo´giai adatba´-
zisbo´l (3PGK[10], CATH[11], COG[12], SCOP[13]) va´logattuk o¨ssze, e´s a kiva´logatott szekvencia´k
sza´ma ele´ri a 40000-et, m´ıg a legya´rtott oszta´lyoza´si feladatok sza´ma ko¨zel 9500. Az adatba´zisban
a szekvencia´k a´bra´zola´sa´hoz az EFM mo´dszert haszna´ltuk a BLAST [14], a Smith-Waterman (SW)
[15], a Needleman-Wunsch (NW) [16], a Local Alignment Kernel (LAK) [17], a PRIDE [18] e´s a
DALI [19] hasonlo´sa´gi mo´dszerekkel. Az adatba´zis tartalmazza tova´bba´ az oszta´lyoza´si feladatokon
ele´rt eredme´nyeket a mesterse´ges neura´lis ha´lo´zat (ANN) [20], szupport vektor ge´p (SVM) [21], ran-
dom forest (RF) [22], legko¨zelebbi szomsze´d mo´dszer (1NN) [3] e´s logisztikus regresszio´ (LogReg) [23]
mo´dszerekkel. Ezen eredme´nyek mintegy baseline-ke´nt haszna´lhato´k fel ke´so˝bbi o¨sszehasonl´ıta´sokban,
illetve tartalmazza me´g a felhaszna´lt mo´dszerek ro¨vid le´ıra´sa´t e´s a haszna´lt parame´ter-bea´ll´ıta´sokat.
Az adatba´zis ingyenesen haszna´lhato´ e´s e´rheto˝ el a http://hydra.icgeb.trieste.it/benchmark
c´ımen.
Az 1. ta´bla´zat ne´ha´ny oszta´lyoza´si eredme´nyt ko¨zo¨l. A ta´bla´zat oszlopaiban a haszna´lt oszta´lyozo´
algoritmus neve, m´ıg a sorokban a vektoriza´la´s sora´n haszna´lt hasonlo´sa´gi mo´dszer neve szerepel. Az
oszta´lyoza´si eredme´nyek kie´rte´kele´se´hez az u´n. ROC anal´ızist [4] haszna´ltuk.
Ennek a te´zispontnak az u´jdonsa´ga, hogy elke´sz´ıtettu¨nk egy fehe´rje oszta´lyoza´si adatba´zist fehe´rje
szekvencia´k oszta´lyoza´sa´hoz, amelyen a ge´pi tanula´si eszko¨zo¨k e´s szekvencia hasonlo´sa´gi algoritmusok
egy egyse´ges adatba´zison hasonl´ıthato´k o¨ssze, valamint kifejlesztettu¨k a felu¨gyelt-keresztvalida´cio´s
mo´dszert, amellyel pontosabb becsle´st kaphatunk az oszta´lyozo´ algoritmus a´ltala´nos´ıto´ ke´pesse´ge´nek
me´re´se´re. Ez tekintheto˝ a ”fehe´rje-szekvencia univerzum” egyfajta jellemze´se´nek is.
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Likelihood-ratio ko¨zel´ıte´s fehe´rje-szekvencia´k oszta´lyoza´sa
Egy u´j fehe´rje-szekvencia biolo´giai tulajdonsa´gaira (te´rszerkezet, funkcio´) gyakran a hozza´ legha-
sonlo´bb e´s ma´r tanulma´nyozott fehe´rje-szekvencia´k tulajdonsa´gaibo´l ko¨vetkeztethetu¨nk, e´s a ha-
sonlo´sa´g kie´rte´kele´se szekvencia-hasonl´ıto´ algoritmusokkal – pe´lda´ul a Smith-Watermannal (SW) [15]
– elve´gezheto˝. Pontos e´s gyors szekvencia-hasonl´ıto´ algoritmusoknak kulcs szerepu¨k van itt e´s egyre
pontosabb e´s kifinomultabb szekvencia hasonl´ıto´ algoritmusok kifejleszte´se´re keru¨lt sor, mint pe´lda´ul
BLAST[14], PSI-BLAST [24], FASTA[25] algoritmusok.
Jelo¨lje S fehe´rje-szekvencia´k egy halmaza´t, legyen T ⊂ S az ismert e´s tanulma´nyozott fehe´rje-
szekvencia´k halmaza, P ⊂ T fehe´rje szekvencia´k egy oszta´lya4 e´s s : S × S → R+ egy hasonlo´sa´gi
fu¨ggve´nyt (amelyto˝l elva´rjuk, hogy biolo´giailag hasonlo´ fehe´rje szekvencia´khoz nagyobb e´rte´ket rendel,
m´ıg keve´sbe´ hasonlo´khoz kisebbet). Definia´ljuk azt, hogy egy x ∈ S szekvencia mennyire tartozik
a P oszta´lyhoz az x szekvencia´hoz leghasonlo´bb P oszta´lybeli szekvencia hasonlo´sa´gi e´rte´ke´vel, a
legko¨zelebbi szomsze´d mo´dszer elve´hez hasonlo´an[3]. Forma´lisan:
POS(x, P ) = max
z∈P
{s(x, z)}. (2)
Ekkor az x szekvencia´t a P oszta´lyba soroljuk – e´s az x szekvencia tulajdonsa´gaira a P oszta´lyba tar-
tozo´ szekvencia´k jellemzo˝ibo˝l ko¨vetkeztethetu¨nk – ha a fenti e´rte´k ele´r egy bizonyos elo˝re meghata´rozott
ku¨szo¨bsza´mot, ku¨lo¨nben nem. Megjegyezzu¨k, hogy a gyakorlatban e ku¨szo¨bsza´m kalibra´la´sa gyakran
priori informa´cio´k alapja´n vagy heurisztikus algoritmusokkal to¨rte´nik.
Tekintsu¨k az ala´bbi
LRA(x, P,N) =
{
POS(x, P )
POS(x,N)
}
ha´nyadost, ahol N a P halmaz komplementere a T halmazra. A mo´dszer o¨tlete a ke´pfeldolgoza´sbo´l
sza´rmazik [26], viszont a [27] publika´cio´ban o¨sszehasonl´ıto´ tesztek elve´gze´se´vel mi mutattuk meg
elo˝szo¨r, hogy ezzel a mo´dszerrel jelento˝sen jobb fehe´rje-oszta´lyoza´s e´rheto˝ el a POS mo´dszerhez
ke´pest, valamint megmutattuk, hogy ez a mo´dszer azonos a Likelihood-ratio [3] mo´dszerrel [27].
Teszteredme´nyek a 2. ta´bla´zatban tala´lhato´k.
2. ta´bla´zat. Az LRA e´s a POS mo´dszerek o¨sszehasonl´ıta´sa a BLAST e´s a SW hasonlo´sa´gi fu¨ggve´nyekkel
e´s a ROC anal´ızissel kie´rte´kelve.
SCOP 3PGK COG
SW POS 0.850 0.791 n.a
LRA 0.932 0.944 n.a.
BLAST POS 0.825 0.792 0.987
LRA 0.892 0.941 0.999
A SCOP adatba´zist a [28] publika´cio´bo´l vettu¨k, a 3PGK e´s a COG fehe´rje adatba´zisok az a´ltalunk elke´sz´ıtett
adatba´zisbo´l valo´k. A mo´dszerekne´l haszna´lt parame´ter bea´ll´ıta´sok a disszerta´cio´ban tala´lhato´k meg.
Megjegyezzu¨k, hogy az POS(., .) mo´dszer helyett tetszo˝leges olyan algoritmus haszna´lhato´, amely
becsle´st ad arra, hogy egy objektum mennyire tartozik egy oszta´lyhoz. Viszont a gyakorlatban nem min-
den mo´dszer alkalmazhato´ tetszo˝leges oszta´lyra. Pe´lda´ul az POS(., P ) me´re´se´re egy profile-HMM[29]
4Megjegyezzu¨k, hogy a gyakorlatban a fehe´rje´k egy oszta´lya bizonyos biolo´giai tulajdonsa´guk – pe´lda´ul azonos
te´rszerkezetu¨k vagy azonos funkcio´juk – alapja´n o¨sszetartozo´ fehe´rje´k halmaza.
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modell alkalmas lenne, de a gyakorlatban profile-HMM nem kalibra´lhato´ az N oszta´lyhoz, mert az
to¨bbfajta szekvencia-csoport egyvelege.
To¨mo¨r´ıto˝-alapu´ ta´volsa´g (CBD) vizsga´lata fehe´rje-szekvencia´kon
Az informa´cio´s ta´volsa´g egy a kilencvenes e´vekben kifejlesztett univerza´lis metrika sztringek ta´volsa´g-
a´nak me´re´se´re [30], amely a ko¨vetkezo˝ ke´plettel kaphato´ meg:
E(x, y) =
max{K(x | y), K(y | x)}
max{K(x | λ), K(y | λ)} , (3)
ahol λ az u¨res sztringet jelo¨li e´sK(a | b) az a sztring felte´teles Kolmogorov-bonyolultsa´ga a b sztringre
vonatkozo´an, ami a legro¨videbb olyan bina´ris programnak a hossza´t jelo¨li, amelyet a b parame´terrel
futtatva az a sztringet adja eredme´nyu¨l. Mivel a Kolmogorov-bonyolultsa´g nem kisza´m´ıthato´ Turing
e´rtelemben – e´s ı´gy az informa´cio´s ta´volsa´g sem – eze´rt ennek becsle´se´re hagyoma´nyos to¨mo¨r´ıto˝
algoritmusokat alkalmaznak az ala´bbi formula´val[31]:
CBD(x, y) =
C(xy)−min{C(x), C(y)}
max{C(x), C(y)} , (4)
ahol C(z) jelo¨li a z szekvencia´nak a C to¨mo¨r´ıto˝vel (pe´lda´ul gzip, arj) to¨mo¨r´ıtett hossza´t e´s xy az x
e´s az y szekvencia´k konkatena´cio´ja´t.
A CBD ta´volsa´gme´rte´ket (tudoma´som szerint) elo˝szo¨r filogenetikus fa´k fele´p´ıte´se´re haszna´lta´k
2001-ben [31]. Ezt ko¨vette pe´lda´ul hierarchikus klasztereze´sre a [32; 33], terme´szetes nyelvek hierar-
chikus oszta´lyoza´sa´ra a [34; 35] e´s zene oszta´lyoza´sra a [36] publika´cio´k. A [37] cikku¨nk volt az elso˝,
amely a fehe´rje szekvencia´k oszta´lyoza´sa szempontja´bo´l vizsga´lta a CBD mo´dszer alkalmazhato´sa´ga´t,
majd ke´so˝bb a [38] cikkben tova´bbi vizsga´latok eredme´nye´t ko¨zo¨ltu¨k.
Az eredme´nyeink 3 pontban foglalhato´k o¨ssze:
(1) A CBD metrika´kat alkalmaztuk fehe´rje-szekvencia´k a´bra´zola´sa´ra az (1) mo´dszerrel e´s a to¨mo¨r´ıto˝
algoritmusok ko¨zu¨l egy adapt´ıv Huffman to¨mo¨r´ıto˝t[39] (AH), egy LZW (Lempel-Ziv-Welch) to¨mo¨r´ıto˝t
[40], egy PPM (Prediction by Partial Matching) to¨mo¨r´ıto˝t [41], e´s a GenCompress (GC) to¨mo¨r´ıto˝t
[42] (amely specia´lisan DNS illetve fehe´rje szekvencia´k to¨mo¨r´ıte´se´re lett kifejlesztve) haszna´ltuk. Majd
az a´ltalunk elke´sz´ıtett adatba´zist haszna´lva az elterjedtebb oszta´lyozo´ algoritmusokat kie´rte´keltu¨k, e´s
az eredme´nyek a 3. ta´bla´zatban tala´lhato´k. Az algoritmusokna´l alkalmazott parame´terbea´ll´ıta´sok a
disszerta´cio´ban megtala´lhato´k. A k´ıse´rleti eredme´nyek azt mutatja´k, hogy a CBD metrika´k keve´sbe´
teljes´ıtenek olyan jo´l, mint a re´sz-szekvencia alapu´ o¨sszehasonl´ıto´ algoritmusok, mint pe´lda´ul a legjobb-
nak tartott SW. Ez magyara´zhato´ azzal, hogy a SW tartalmaz biolo´giai tuda´st, ami le´nyege´ben az
aminosav-helyettes´ıte´si ma´trixba van ko´dolva, m´ıg a CBD alapu´ ta´volsa´gmo´dszerek nem alkalmaznak
semmilyen priori tuda´st [37; 38].
(2) A CBD metrika´k hate´konysa´ga´n, szabadon fogalmazva, azt e´rtju¨k, hogy az egy oszta´lyba
tartozo´ fehe´rjeszekvencia-pa´rhoz kisebb ta´volsa´ge´rte´ket ad, m´ıg a ku¨lo¨nbo¨zo˝ oszta´lyba tartozo´khoz
nagyobb ta´volsa´ge´rte´ket rendel. Ennek me´re´se´re a ROC anal´ızist haszna´ltuk. Megvizsga´ltuk, hogy
hogyan va´ltozik a CBD metrika´k hate´konysa´ga a fehe´rje-szekvencia´kat reprezenta´lo´ a´be´ce´ me´rete´nek
fu¨ggve´nye´ben. A szekvencia adatba´zist az a´ltalunk elke´sz´ıtett adatba´zisbo´l vettu¨k, to¨mo¨r´ıto˝ algo-
ritmusnak egy Huffman, egy LZW, egy PPM e´s a GenComress to¨mo¨r´ıto˝t haszna´ltuk. Aminosav-
a´be´ce´ cso¨kkente´skor az azonos t´ıpusu´ aminosavakat, m´ıg az a´be´ce´ no¨vele´sekor a betu˝-ketteseket e´s
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3. ta´bla´zat. Fehe´rje-szekvencia oszta´lyoza´si eredme´nyek CBD metrika´val.
Mo´dszer ne´v1 1NN SVM RF LogReg ANN A´tlag
AH .711 .877 .824 .751 .800 .793
GC .644 .775 .691 .753 .769 .726
LZW .751 .856 .821 .718 .794 .788
PPM .798 .851 .800 .813 .583 .823
SW2 .815 .942 .823 .906 .888 .875
A tesztele´shez a szekvencia´kat az a´ltalunk elke´sz´ıtett adatba´zis ’SCOP40’ rekordja´bo´l vettu¨k. Az eredme´nyek
kie´rte´kele´se´hez ROC anal´ızist alkalmaztunk. Az alkalmazott parame´ter-bea´ll´ıta´sok a disszerta´cio´ban megtala´lhato´k.
1(1) EFM mo´dszerben alkalmazott me´rte´kek. CBD esete´ben az alkalmazott to¨mo¨r´ıto˝ elja´ra´s neve´t tu¨ntettu¨k fel. 2Az
o¨sszehasonl´ıta´s ve´gett feltu¨ntetju¨k azt az esetet is, amikor SW-nal alkalmaztuk az EFM mo´dszert.
betu˝-ha´rmasokat (bi-gram, tri-gram) a´bra´zoltuk egy u´j karakterrel [43]. Az azonos t´ıpusu´ aminosav-
csoportokat az aminosavak ke´miai tulajdonsa´gai alapja´n hata´rozza´k meg [44]. Itt jegyezzu¨k meg,
hogy az a´be´ce´ cso¨kkente´se´vel a szekvencia reprezenta´la´sa egyszeru˝so¨dik – azaz informa´cio´t vesztu¨nk
el – e´s ebben az esetben tekinthetu¨nk a CBD-re u´gy, mintha vesztese´ges to¨mo¨r´ıto˝vel alkalmazna´nk.
Az elve´gzett o¨sszehasonl´ıto´ tesztek alapja´n eredme´nyu¨l azt kaptuk, hogy a´ltala´nossa´gban nem volt
megfigyelheto˝ sza´mottevo˝ o¨sszefu¨gge´s a szekvencia´kat reprezenta´lo´ a´be´ce´ me´rete e´s az oszta´lyoza´si
eredme´nyek ko¨zo¨tt. Pe´lda´ul bizonyos to¨mo¨r´ıto˝kne´l javula´s volt ele´rheto˝, ha a szekvencia´kat rep-
rezenta´lo´ a´be´ce´ me´rete´t cso¨kkentettu¨k, m´ıg ma´s t´ıpusu´ to¨mo¨r´ıto˝kkel romlott a CBD metrika´k
hate´konysa´ga [38]. Re´szletes vizsga´latok a disszerta´cio´ban tala´lhato´k.
(3) Megvizsga´ltuk, hogy a CBD metrika´t egy gyors, de alkalmaza´s-specifikus heurisztika´val kom-
bina´lva a kapott o¨sszetett me´rte´k milyen hate´konysa´gu´ fehe´rje-oszta´lyoza´sban. A me´rte´kek kom-
bina´la´sa´t a ala´bbi mo´don ve´geztu¨k el:
F (x, y) =
(
1− BLAST (x, y)
BLAST (x, x)
)
· CBD(x, y), (5)
ahol BLAST (x, y) jelo¨li az x e´s az y szekvencia´k ta´volsa´ga´t a BLAST mo´dszerrel. Aze´rt a BLAST
algoritmust va´lasztottuk, mert a gyakorlatban ez az algoritmus a legelterjedtebb fehe´rje szekvencia´k
hasonlo´sa´ga´nak me´re´se´re. A ke´plet elso˝ tagja a BLAST me´rte´ket normaliza´lja [0,1] intervallumba
e´s konverta´lja a hasonlo´sa´gi e´rte´ket ta´volsa´ge´rte´kke´, hogy konzisztens legyen a CBD ta´volsa´gme´r-
te´kkel. A to¨mo¨r´ıto˝ algoritmusok ko¨zu¨l a PPM e´s az LZW algoritmusokat vizsga´ltuk, e´s a tesztek
elve´gze´se´hez a szekvencia adatba´zist a [28] publika´cio´bo´l vettu¨k. E kombina´lt mo´dszerrel sikeru¨lt
jobb oszta´lyoza´si eredme´nyt ele´rni a legjobbnak tartott, de ko¨ltse´ges Smith-Waterman mo´dszerne´l,
e´s jobb eredme´ny e´rheto˝ el ke´t rejtett-Markov model alapu´ mo´dszerne´l (Fisher kernel[45], SAM[46])
is. Teszteredme´nyek a 4. ta´bla´zatban tala´lhato´k. Megjegyezzu¨k, hogy ez a mo´dszer nem tartalmaz
semmilyen a´ll´ıthato´ parame´tert, ı´gy bizonya´ra kifinomultabb mo´dszerekkel tova´bbi jav´ıta´s e´rheto˝ el
[37].
4. ta´bla´zat. Oszta´lyoza´si eredme´nyek fehe´rje domain adatba´zisona to¨bb fehe´rje szekvencia hasonl´ıto´
mo´dszerrel, Az oszta´lyoza´shoz az SVM mo´dszert, m´ıg a kie´rte´kele´shez a ROC anal´ızist haszna´ltuk.
SW BLAST LZW PPMZ LZW + BLAST PPMZ + BLAST SVM-Fishera SAMb
0.901 0.884 0.869 0.787 0.907 0.884 0.686 0.657
aAz adatba´zist a [28] publika´cio´bo´l vettu¨k. bSVM-Fisher mo´dszer [45], cSAM egy profile-HMM alapu´ oszta´lyozo´ [46].
Az SVM-Fisher e´s a SAM algoritmussal kapott eredme´nyeket a [28] publika´cio´bo´l vettu¨k, nem mi e´rte´keltu¨k ki.
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Ekvivalencia-tanula´s fehe´rje-szekvencia oszta´lyoza´sra
Ku¨lo¨nbo¨zo˝ adatoszta´lyok (fehe´rjecsoportok) nagyban ku¨lo¨nbo¨zhetnek jellemzo˝ikben, mint pe´lda´ul:
oszta´lyme´ret, oszta´lyon belu¨li e´s oszta´lyok ko¨zo¨tti hasonlo´sa´g, stb. Egy tetszo˝leges mo´dszer, amelyik
jobban mu˝ko¨dik egy oszta´lyon, keve´sbe´ mu˝ko¨dhet jo´l egy ma´sikon, e´s viszont. A hasonlo´sa´g ill. ta´volsa´g
fu¨ggve´nyek tanula´sa felu¨gyelt mo´don egy a´ltala´nos mo´dszertant nyu´jthat hasonlo´sa´gi ill. ta´volsa´g
fu¨ggve´nyek specifikus oszta´lyokhoz igaz´ıta´sa´hoz.
Ta´volsa´g metrika tanula´sa´ra (TMT) az elso˝ felu¨gyelt mo´dszert a [47] publika´cio´ adta, amely
mo´dszer ma´trix diagonaliza´cio´ e´s saja´t e´rte´k/vektor felbonta´son alapszik. TMT finom´ıta´sa´val pe´lda´ul
a [48–52] publika´cio´k foglalkoznak. A bioinformatika teru¨lete´n hasonlo´sa´g ill. ta´volsa´g tanula´sa´val
[53; 54] publika´cio´k javasolnak mo´dszereket fehe´rje´k ko¨zo¨tti biolo´giai ko¨lcso¨nhata´s tanula´sa´ra. Az
idevonatkozo´ szakirodalom re´szletesebb a´ttekinte´se a disszerta´cio´ban tala´lhato´. Szekvencia illeszte´sek
tanula´sa´ra a [55; 56] publika´cio´k adnak elja´ra´sokat a szekvencia-illeszte´s helyettes´ıte´si ma´trixa´nak
optimaliza´la´sa´ra. Szerzo˝ legjobb tudoma´sa szerint a [57; 58] saja´t publika´cio´i az elso˝k, amelyek fehe´rje
szekvencia´k hasonlo´sa´ga´nak tanula´sa´val foglalkozik.
A Szerzo˝ eredme´nye egy fehe´rje-szekvencia hasonlo´sa´ga´nak tanula´sa´ra kifejlesztett mo´dszer, amely
egy ke´toszta´lyos tanulo´-algoritmuson e´s ekvivalens fehe´rjepa´rok (amelyek egy oszta´lyba tartoznak) e´s
nem-ekvivalens pa´rok (amelyek ku¨lo¨nbo¨zo˝ oszta´lyba tartoznak) haszna´lata´n alapszik, e´s amellyel az
elve´gzett o¨sszehasonl´ıto´ tesztek alapja´n mondhatjuk, hogy jobb fehe´rje oszta´lyoza´si eredme´nyeket ka-
punk [57]. Tova´bba´ megmutattuk, hogy bizonyos felte´telek mellett metrika vagy kernel5-fu¨ggve´ny tan-
ulhato´ meg. A metrika´k e´s a kernel fu¨ggve´nyek tekintheto˝k olyan ta´volsa´g- e´s hasonlo´sa´g-fu¨ggve´nyeknek
(ku¨lo¨n-ku¨lo¨n), amelyek tova´bbi specia´lis matematikai tulajdonsa´ggal b´ırnak, amelyek kihaszna´la´sa ma´s
algoritmsokban tova´bbi leheto˝se´geket adhat. Ezt az a´ltalunk kifejlesztett mo´dszertant fogjuk most va´-
zolni.
Mivel az oszta´lyoza´si feladat ce´lja, a´ltala´ban, egy F fu¨ggve´ny megtanula´sa u´gy, hogy F (s) = y,
ahol y jelo¨li az s objektum oszta´lyc´ımke´je´t, eze´rt egy ilyen oszta´lyoza´s terme´szetes mo´don definia´l
egy δ rela´cio´t az objektumok felett a ko¨vetkezo˝ke´ppen:
δ(s, t) =
{
1 F (s) = F (t) azaz s e´s t ugyanabba az oszta´lyba tartozik,
0 ku¨lo¨nben,
Ko¨nnyen megmutathato´, hogy ez a rela´cio´ reflex´ıv, szimmetrikus e´s tranzit´ıv, azaz ekvivalenciarela´cio´.
Ennek a rela´cio´nak a tanula´sa´t ekvivalencia-tanula´snak (EL) neveztu¨k el [57] e´s az 2. a´bra szemle´lteti.
Mivel a ge´pi tanula´si mo´dszerek to¨bbse´ge numerikus vektorokon alapszik, ke´rde´s az objektumpa´rok
reprezenta´la´sa. Jelo¨ljo¨n PφC : S × S → Rn egy olyan leke´peze´st, amely szekvencia-pa´rokhoz egy
valo´se´rte´ku˝, n-dimenzio´s vektort rendel, forma´lisan: ke´t tetszo˝leges s e´s t szekvencia´kra: PφC(s, t) =
C(φ(s), φ(t)), ahol S jelo¨li a szekvencia´k halmaza´t. φ : S → Rn egy leke´peze´s, amely ba´rmely
szekvencia´hoz egy ro¨gz´ıtett komponensu˝ valo´s e´rte´ku˝ vektort rendel, amely lehet pe´lda´ul az EFM (1)
mo´dszer, C : Rn × Rn → Rn egy ke´tva´ltozo´s, vektorokon e´rtelmezett opera´tor, u´n. kompoz´ıcio´s
opera´tor. A disszerta´cio´ban alkalmazott kompoz´ıcio´s opera´tor mo´dszereket a 5. ta´bla´zat definia´lja
e´s foglalja o¨ssze. Ekkor az ekvivalencia-tanula´s fel´ırhato´ az EL(s, t) = F (PφC(s, t)) = y fu¨ggve´ny
tanula´ske´nt, ahol y = {1, 0} jelo¨li azt, hogy ugyanabba az oszta´lyba tartoznak-e vagy nem (azaz
5A kernel fu¨ggve´ny egy ke´tva´ltozo´s, szimmetrikus e´s pozit´ıv definit fu¨ggve´ny, amely tekintheto˝ a belso˝szorzat
(skala´rszorzat) egy a´ltala´nos´ıta´sa´nak is.
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equivalence non-equivalence
2. a´bra. Az ekvivalencia-tanula´s alapelve. Az ekvivalencia-tanula´s objektumpa´rok ke´toszta´lyos
oszta´lyoza´sa´nak tanula´si feladata. Az a´bra´n objektum pa´rok la´thato´k, amelyek csoportja´t itt 4, ◦
e´s  jelekkel a´bra´zoltuk, e´s csoportos´ıtottuk o˝ket annak alapja´n, hogy az objektum pa´r mindke´t tagja
egy oszta´lyba tartozik (ekvivalens) vagy nem (nem ekvivalens).
5. ta´bla´zat. Az alkalmazott kompoz´ıcio´s opera´torok.
Ne´v Formula
Sum C+(u, v) = u+ v
Product C•(u, v) = u · v
Quadratic CQ(u, v) = (u− v)2
Hellinger CH(u, v) = (
√
u−√v)2
Dombi CD(u, v) = u · v + (1− u) · (1− v)
Itt az egyszeru˝bb jelo¨le´s miatt a fenti opera´torok a vektorokon koordina´take´nt definia´ltuk, azaz ba´rmely
u, v ∈ Rn vektorokra, (u · v)i = uivi, (
√
v)i =
√
vi and (v
n)i = (vi)
n.
y = δ(s, t)). A tova´bbiakban tekintsu¨nk a δ rela´cio´ra, mint egy 0-1 e´rte´ku˝ hasonlo´sa´g fu¨ggve´nyre,
e´s a hozza´ tartozo´ EL tanula´sra tekintsu¨nk, mint hasonlo´sa´g fu¨ggve´ny tanula´sa´ra. Az EL mo´dszer
parame´terei a tanula´shoz haszna´lt F oszta´lyozo´ algoritmus, a φ vektoriza´cio´s mo´dszer, C kompoz´ıcio´s
opera´tor illetve ezen mo´dszerek parame´terei. Most megvizsga´ljuk, hogy az EL mo´dszerrel hogyan
kaphato´ kernel fu¨ggve´ny.
Tekintsu¨k az f(z) = 〈w, z〉 + b do¨nte´si felu¨letet (hipers´ıkot) ke´t oszta´ly ko¨zo¨tt az n-dimenzio´s
valo´s te´rben, ahol z n-dimenzio´s vektor, w a do¨nte´si felu¨let norma´l vektora, b egy konstans e´s 〈x, y〉 =∑n
i=1 xiyi az n-dimenzio´s vektorok skala´r szorzata´t jelo¨li. Az SVM mo´dszer azt az f do¨nte´si felu¨letet
hata´rozza meg a ke´t oszta´ly ko¨zo¨tt, amelyhez a ke´t oszta´ly legko¨zelebbi elemei maxima´lis ta´volsa´gra
vannak to˝le6. A kapott do¨nte´si felu¨let fel´ırhato´ az
f(z) =
n∑
i=1
αi〈z, xi〉+ b (6)
alakban, ahol xi u´n. szupport vektorok, m´ıg αi a hozza´ tartozo´ Lagrange konstans. A te´zis egyik fo˝
eredme´nye, hogy megmutattuk, hogy ha az (6) egyenletet lecsere´lju¨k az ala´bbi fu¨ggve´nyek ba´rmelyike´vel
SV KPφC•
(s, t) =
∑
i
αi exp(σ〈PφC•(s, t), xi〉), (7)
SV KPφC+
(s, t) =
∑
i
αi exp(σ〈PφC+(s, t), xi〉), (8)
SV KPφCD
(s, t) =
∑
i
αi exp(σ〈PφCD(s, t), xi〉), (9)
6Itt az egyszeru˝se´g kedve´e´rt feltettu¨k, hogy a ke´t oszta´ly adatai linea´risan sze´tva´laszthato´k.
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6. ta´bla´zat. Az ekvivalencia-tanula´ssal (EL) kapott oszta´lyoza´si eredme´nyeka o¨sszehasonl´ıta´sa to¨bb
ku¨lo¨nbo¨zo˝ hasonlo´sa´gi mo´dszerrel e´s oszta´lyozo´ algoritmussal.
Mo´dszerekb 1NN SVM RF ANN LogReg A´tlag
BLAST 0.863 0.953 0.852 0.958 0.953 0.921
SW 0.861 0.953 0.866 0.955 0.948 0.916
LAK 0.860 0.955 0.876 0.956 0.959 0.922
ELc 0.964 0.966 0.948 0.963 0.927 0.953
Minden oszlopban ala´hu´za´ssal jelo¨ltu¨k a legnagyobb e´rte´ket. aAz oszta´lyoza´s kie´rte´kele´se´hez ROC-
anal´ızist haszna´ltunk. bAz oszlopban fehe´rje-hasonlo´sa´gi mo´dszerek nevei tala´lhato´k, m´ıg a sorban
oszta´lyozo´ algoritmusoke´. cAz EL tanula´sa´hoz az RF oszta´lyozo´t, a CD kompoz´ıcio´s opera´tort alkal-
maztuk, m´ıg a szekvencia´k vekotriza´la´sa´hoz az EFM (1) mo´dszert, amelyhez a tanulo´ halmazban le´vo˝
szekvencia´kat haszna´ltuk.
SV KPφCQ
(s, t) =
∑
i
αi exp(−σ〈PφCQ(s, t), xi〉), (10)
SV KPφCH
(s, t) =
∑
i
αi exp(−σ〈PφCH (s, t), xi〉), (11)
ahol σ egy tetszo˝legesen bea´ll´ıthato´ pozit´ıv parame´ter e´s a tanula´sa´hoz egyoszta´lyos SVM-et vagy
nemnegat´ıv legkisebb ne´gyzetek mo´dszere´t alkalmazzuk akkor a fenti SVK fu¨ggve´nyek mindegyike
kernel fu¨ggve´ny lesz a fehe´rje szekvencia´k felett. Az SVK tanula´sa´val kapott teszteredme´nyek a disz-
szerta´cio´ban tala´lhato´k.
Az ala´bbi 6. ta´bla´zat oszta´lyoza´si eredme´nyeket tartalmaz. A ta´bla´zat sorai ku¨lo¨nbo¨zo˝ hasonlo´sa´gi
mo´dszerekhez tartoznak, m´ıg az oszlopok oszta´lyozo´ algoritmusokhoz. A tesztele´shez az oszta´lyoza´si
feladatokat az a´ltalunk kifejlesztett adatba´zisbo´l vettu¨k. Minden oszlopban kiemeltu¨k a legjobb osz-
ta´lyoza´si e´rte´ket, amelyek mutatja´k, hogy az EL mo´dszeru¨nkkel jobb oszta´lyoza´si eredme´nyek kaphato´k.
A tesztele´s sora´n alkalmazott parame´terek a disszerta´cio´ban tala´lhato´k meg. A mo´dszer viselkede´se´t
tova´bbi szempontok alapja´n is megvizsga´ltuk viszont ezen tapasztalatok le´ıra´sa mellett itt helyhia´ny
miatt eltekintu¨nk, de a disszerta´cio´ban megtala´lhato´k.
Ka´lma´n szu˝ro˝ DNS-chip adatokra
A disszerta´cio´ utolso´ fejezete tartalma´ban elte´r az elo˝zo˝ekto˝l. E fejezet DNS-chipekkel foglalkozik,
amelyek to¨bbfe´le t´ıpusu´ (a´ltala´ban daganatos vagy ege´szse´ges, vagy to¨bbfe´le daganatos betegse´gu˝)
szo¨vetekbo˝l (sejtekbo˝l) nyert ge´nexpresszio´s adatokat tartalmaznak [59]. A DNS chip adatai ma´trix
forma´ban rendezettek, ahol a ma´trix egy oszlopa egy minta´hoz, m´ıg egy sora egy ge´nhez tartozik,
e´s a ma´trix egy eleme mutatja, hogy az adott ge´nro˝l egy adott minta´ban mennyi fehe´rje ı´ro´dik
a´t (azaz keletkezik, amit ge´nexpresszio´s e´rte´knek neveznek). Ekkor a minta´k tekintheto˝k egy olyan
te´rben, ahol a jellemzo˝k (feature-o¨k) a ge´nhez tartozo´ expresszio´s e´rte´kek. A feladat itt az, hogy mine´l
pontosabban azonos´ıtsuk azokat a ge´neket (ma´trix sorait), amelyekkel a ku¨lo¨nbo¨zo˝ t´ıpusu´ minta´k a
legjobban oszta´lyozhato´k (ma´trix oszlopai). A´tfogalmazva: va´lasszuk ki azt a legszu˝kebb ge´nhalmazt,
amellyel me´g jo´l oszta´lyozhato´k a ku¨lo¨nbo¨zo˝ t´ıpusu´ minta´k. Egy ilyen kiva´lasztott ge´nhalmazt biomark-
ernek nevezzu¨k e´s ezek ismerete´ben pontosabb diagno´zis e´s hate´konyabb kezele´s a´ll´ıthato´ fel a beteg
sza´ma´ra.
A DNS chipek gyakorlati alkalmaza´sa´t megnehez´ıti, hogy a mo´dszerrel kapott ge´nexpresszio´s ada-
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tok zajjal terheltek [60]. Az egyik eredme´nyu¨nk, hogy megmutattuk, hogy a Ka´lma´n-szu˝ro˝ (KF)
[61] sikeresen haszna´lhato´ DNS chipek to¨bb t´ıpusa´n (affymetrix, cDNS, oligonukleotid), mert az
eredme´nyu¨l kapott szu˝rt DNS chipeken az oszta´lyozo´ algoritmusokkal jobb oszta´lyoza´si eredme´nyeket
e´rtu¨nk el ma´r kisebb ge´nhalmaz haszna´lata´val is, mint az eredeti szu˝re´s ne´lku¨li DNS chipeken. Tova´bba´
a mo´dszer elo˝nye a PCA zajszu˝ro˝vel [62] szemben az, hogy a Ka´lma´n szu˝ro˝ az adatokat az eredeti
jellemzo˝ (feature) te´rben tartja. Eza´ltal a jellemzo˝k tova´bbra is a ge´nekkel azonos´ıthato´k e´s a szu˝re´s
uta´n ezek felhaszna´lhato´k az eredme´nyek biolo´giai e´rtelmeze´se´re, m´ıg ez a PCA esete´ben nem mond-
hato´ el.
A Ka´lma´n-szu˝ro˝ parame´tereinek bea´ll´ıta´sa´nak kulcsszerepe van a szu˝ro˝ sikeres alkalmaza´sa´ban.
Erre megadtunk egy u´j automatikus mo´dszert, amelyet most fogunk ismertetni. A Ka´lma´n-szu˝ro˝
le´ıra´sa mellett eltekintu¨nk terjedelmi okok miatt, viszont a szu˝ro˝ le´ıra´sa a disszerta´cio´ 7.2 fejezete´ben
vagy a [61]-ban megtala´lhato´. Jelo¨lju¨k a Ka´lma´n-szu˝ro˝ ke´t parame´tere´t Q-val e´s R-rel, ahogy a
disszerta´cio´ban is jelo¨ltu¨k. Mindketto˝ egy-egy ma´trix, a Q parame´ter a modelleze´si hiba´t reprezenta´lja,
m´ıg az R parame´ter a me´re´si zajt. Ennek a ke´t parame´ternek a helyes bea´ll´ıta´sa kulcsfontossa´gu´ a jo´
eredme´nyek ele´re´se e´rdeke´ben. Az a´ltalunk javasolt parame´tereze´s a ko¨vetkezo˝. Legyen Q = Q + qI
e´s R = R + rI, ahol Q az oszta´lyon belu¨li adatok kovariancia ma´trixa e´s R az oszta´lyok ko¨zo¨tti
kovariancia ma´trix. A ma´sik ke´t addit´ıv tag egy-egy regulariza´cio´s parame´ter a tu´ltanula´s elkeru¨le´se
ve´gett. Az o¨sszehasonl´ıto´ tesztek elve´gze´se alapja´n azt tala´ltuk, hogy az affymetrix t´ıpusu´ DNS chipek
esete´ben az r = R11 e´s q = Q11 va´laszta´sok m´ıg, ritka ma´trixu´, cDNS vagy oligonukleotid t´ıpusu´ DNS
chipek esete´ben az r = tr(R) e´s q = tr(Q) parame´ter-va´laszta´ssal kaptunk jo´ eredme´nyeket, ahol
A11 az A ma´trix elso˝ sora´nak az elso˝ eleme, tr(A) az A ma´trix nyoma´t jelo¨li e´s I az egyse´gma´trixot.
A mo´dszert teszteltu¨k 7 publikus, daganatos eredetu˝ to¨bboszta´lyos DNS-chip adatba´zisokon e´s
az elterjedtebb oszta´lyozo´ mo´dszereket lefuttattuk a szu˝rt e´s a nem szu˝rt adatokon egyara´nt. Teszt-
eredme´nyek a 7. ta´bla´zatban tala´lhato´k, amelyek igazolja´k, hogy a Ka´lma´n filter jav´ıtja az oszta´lyoz-
hato´sa´got. Az adatba´zisok forra´sa e´s az oszta´lyozo´ algoritmusokhoz haszna´lt parame´terbea´ll´ıta´sok
a disszerta´cio´ban megtala´lhato´k. A disszerta´cio´ban u´j biomarkerek azonos´ıta´sa´t is ta´rgyaljuk, annak
bizony´ıta´sa´ra, hogy a szu˝rt expresszio´s adatokkal ma´r kisebb elemsza´mu´ ge´nhalmaz is predikcio´s
7. ta´bla´zat. Oszta´lyoza´si eredme´nyek az eredeti e´s a KF-rel szu˝rt DNS chip adatba´zison to¨bb oszta´lyozo´
mo´dszerrel. Az oszta´lyoza´si eredme´nyek kie´rte´kele´se´hez ROC anal´ızist haszna´ltunk.
Adatba´zis SVM ANN 1NN RF
neve Eredeti PCAa KF Eredeti KF Eredeti KF Eredeti KF
ALL-AML 0.99 0.99 0.99 0.97 0.99 0.73 1.00 0.92 0.95
Breast Cancer 0.88 0.81 0.70 0.67 0.74 0.23 0.68 0.64 0.68
Lung Cancer 1.00 0.99 0.99 1.00 0.99 0.59 0.99 0.99 0.99
MLL 1.00 1.00 1.00 1.00 1.00 0.87 1.00 0.92 0.98
Leukeamia 0.97 0.96 0.98 0.90 0.98 0.60 0.88 0.94 0.96
SRBCT 0.99 0.99 1.00 0.99 1.00 0.66 1.00 0.99 1.00
Tumours 0.95 0.91 0.94 0.90 0.94 0.72 0.92 0.84 0.87
A ta´bla´zat sorai ku¨lo¨nbo¨zo˝ adatba´zisokhoz, m´ıg az oszlopok ku¨lo¨nbo¨zo˝ oszta´lyoza´si algoritmusokhoz
tartoznak. Megjegyezzu¨k, hogy itt a ta´bla´zat adatai alapja´n az SVM mo´dszer esete´ben mintha a KF
nem hozna javula´st, de a disszerta´cio´ban le´vo˝ tova´bbi vizsga´latok alapja´n az SVM esete´ben KF-rel
ma´r kisebb elemsza´mu´ biomarkerrel jobb eredme´ny e´rheto˝ el, mint az eredeti adatokon. aAz SVM
esete´ben a PCA mo´dszerrel kapott zajszu˝re´st is ko¨zo¨lju¨k.
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potencia´llal b´ır az oszta´lyoza´sra ne´zve, illetve ha´rom ku¨lo¨nbo¨zo˝ grafikai a´bra´zola´st alkalmaztunk annak
demonstra´la´sa´ra, hogy az egyes oszta´lyok szemmel la´thato´an elku¨lo¨nu¨lnek egyma´sto´l.
Konklu´zio´
A disszerta´cio´ te´ma´ja ge´pi tanula´si mo´dszerek alkalmaza´sa a fehe´rje-oszta´lyoza´sban. Ro¨viden o¨ssze-
gezve az eredme´nyeket az mondhato´ el, hogy mine´l to¨bb alkalmazhato´ biolo´giai ismeretet tartalmaz az
oszta´lyozo´ algoritmus, anna´l pontosabb eredme´nyeket ad. Ebbo˝l a ne´zo˝pontbo´l foglaljuk most o¨ssze
az elo˝bbi fejezeteket.
A dolgozat elso˝ re´sze ı´rja le a fehe´rje-oszta´lyoza´si eredme´nyeket. A´ltala´nossa´gban elmondhatjuk,
hogy az oszta´lyoza´si eredme´nyek keve´sbe´ fu¨ggnek az alkalmazott ge´pi tanula´si mo´dszerto˝l, sokkal
inka´bb a fehe´rje-szekvencia a´bra´zola´sa´to´l. Itt a biolo´giai tuda´st a fehe´rje-hasonl´ıto´ mo´dszerek tartal-
mazza´k, amit a fehe´rje´k reprezenta´la´sa´ra haszna´ltunk az u´n.
”
Empirical Feature Mapping” mo´dszerrel.
A legto¨bb biolo´giai informa´cio´t a 3D te´rszerkezeti (pl. DALI, PRIDE) e´s a szekvencia-illeszte´sen alapulo´
mo´dszerek (pl. BLAST, Smith-Waterman, Needleman-Wunsch) tartalmazza´k. A CBD mo´dszerek nem
vesznek figyelembe biolo´giai informa´cio´t, ezek csupa´n re´sz-szekvencia´k isme´tlo˝de´se´n e´s eloszla´sa´n ala-
pulnak, de me´g ezeket a re´szszekvencia´kat sem su´lyozza´k biolo´giai fontossa´guk szerint. Az n-gram (pl.
karakter kettes (n = 2), e´s ha´rmas (n = 3) o¨sszete´tel) mo´dszer szinte´n gyenge fehe´rje-reprezenta´cio´t
ad, mivel az aminosav-o¨sszete´tel alapja´n nem mondhato´ meg sem a fehe´rje te´rszerkezete, sem a
funkcio´ja. Ahogy az va´rhato´, a CBD e´s az n-gram technika´k a´ltala´nos teljes´ıtme´nye fehe´rje-oszta´lyoz-
a´sban gyenge´bb, mint a 3D te´rszerkezeten vagy szekvencia-illeszte´sen alapulo´ hasonlo´sa´gi algoritmu-
soke´, viszont sebesse´gu¨k nagysa´grendekkel gyorsabb.
Hasonlo´ ko¨vetkeztete´st vonhatunk le az LRA esete´ben is. Itt a hasonlo´sa´gi algoritmusnak a fehe´rje-
oszta´lyoza´si ke´pesse´ge egy pozit´ıv P oszta´lyra vonatkozo´an nem csupa´n a P oszta´ly elemeit, hanem
az N oszta´ly elemeit is tekintetbe veszi, amely tova´bbi informa´cio´t jelent az oszta´lyoza´s sza´ma´ra.
A felu¨gyelt tanulo´mo´dszerek elo˝nye az, hogy mindig az aktua´lis re´szproble´ma´hoz igaz´ıtja´k a mo-
dell parame´tereit. Az ekvivalencia-tanula´si mo´dszer azt tanulja meg, hogy vajon ke´t szekvencia egy
oszta´lyba tartozik-e vagy sem, e´s itt a szekvenciapa´rok egyma´shoz valo´ viszonya´bo´l nyerheto˝ tova´bbi
ismeret. A Ka´lma´n-szu˝ro˝ egy zaj-szu˝ro˝ algoritmus, amely a parame´tereit ugyancsak felu¨gyelt tanula´si
mo´don a´ll´ıtja be, ı´gy a Ka´lma´n-szu˝ro˝ az aktua´lis oszta´lyozando´ csoporthoz igazodik.
Sajnos a felu¨gyelt mo´dszerek e´rze´kenyek a tanulo´- e´s a tesztadatok eloszla´sa´ra e´s ko¨nnyen tu´ltanul-
hatnak, ami cso¨kkenti a tanulo´ algoritmus a´ltala´nos´ıto´ ke´pesse´ge´t. A felu¨gyelt kereszt-valida´cio´s
mo´dszer egy valo´sabb becsle´st ad arra, hogy egy tanulo´ algoritmus mennyire ke´pes felismerni egy
u´j re´szcsoportot a ma´r ismert csoporton belu¨l, ami tekinteho˝ a oszta´lyozo´ algoritmus a´ltala´nos´ıto´
ke´pesse´ge´nek is.
Az eredme´nyek a disszerta´cio´ban tova´bbi ke´rde´seket vethetnek fel. Vajon a Ka´lma´n-szu˝ro˝ al-
kalmazhato´-e fehe´rje hasonlo´sa´gi-me´rte´kekre? Tudunk-e haszna´lhato´ biolo´giai tuda´st e´p´ıteni a CBD
mo´dszerekbe? Meg tudjuk-e ezt tenni u´gy, hogy a CBD mego˝rizze a metrikatulajdonsa´gokat? La´thattuk,
hogy ke´t gyors hasonlo´sa´gi me´rte´k egyszeru˝ kombina´la´sa´val jobb oszta´lyoza´si eredme´ny e´rheto˝ el a
legjobbnak tartott, de lassu´ Smith-Watermanna´l. Vajon e´rheto˝-e el jobb eredme´ny a 3D szerkezeti
hasonl´ıto´ algoritmusna´l a gyors me´rte´kek kombina´la´sa´nak tanula´sa´val?
Eddigi tapasztalataink alapja´n fontosnak tartjuk a biolo´giai tuda´s reprezenta´la´sa´t az algoritmus-
ban, a´m a ford´ıtott ira´ny is hasonlo´an fontos lehet. Ugyanis ezen biolo´giai informa´cio´k matematikai
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formaliza´la´sa´val e´s modelleze´se´vel ma´s ne´zo˝pontbo´l kaphatunk betekinte´st a biolo´giai folyamatok
mege´rte´se´hez.
Az eredme´nyek te´zisszeru˝ o¨sszefoglala´sa
A ko¨vetkezo˝kben o¨sszegezzu¨k a Szerzo˝ eredme´nyeit ne´gy fo˝ te´zispontba rendezve. A 8. ta´bla´zat
tartalmazza a kutata´sokbo´l sza´rmazo´ publika´cio´kat, valamint azok tartalma´nak viszonya´t az egyes
te´zispontokhoz.
I. A fehe´rje-oszta´lyoza´si adatba´zis
a) A Szerzo˝ re´szt vett egy ingyenesen hozza´fe´rheto˝ fehe´rje- oszta´lyoza´si adatba´zis elke´sz´ıte´se´-
ben, amelyen az u´jonnan kifejlesztett ge´pi tanula´si algoritmusok e´s szekvencia-hasonlo´sa´gi
mo´dszerek kie´rte´kelheto˝k e´s o¨sszehasonl´ıthato´k. Az oszta´lyoza´si feladatok sza´ma ele´ri a
9500-at. A Szerzo˝ feladata volt a napjainkban leginka´bb haszna´latos state-of-the-art ge´pi
tanula´si e´s hasonlo´sa´gi algoritmusok bea´ll´ıta´sa e´s kie´rte´kele´se az o¨sszes oszta´lyoza´si fe-
ladaton. Az algoritmusok parame´terei e´s az eredme´nyek az adatba´zis weblapja´n ele´rheto˝k,
ı´gy ezek az adatok felhaszna´lhato´k o¨sszehasonl´ıto´ tesztek elve´gze´sekor u´j algoritmusok
kifejleszte´se´ne´l [9].
b) A Szerzo˝ kifejlesztett egy a´ltala´nos matematikai keretet a hierarchikusan rendszerezett
fehe´rje adatba´zisokra az oszta´lyoza´si feladatok le´trehoza´sakor a tanulo´- e´s teszt elemek
kiva´laszta´sa´ra. Ezt a mo´dszert felu¨gyelt kereszt-valida´cio´nak nevezte el. Eredme´nyke´nt egy
megb´ızhato´bb becsle´st kapunk arra, hogy egy betan´ıtott oszta´lyozo´ algoritmus mennyire
ke´pes felismerni egy csoportban egy u´j, de me´g nem la´tott re´szcsoportot. Ez tekintheto˝
az oszta´lyozo´ a´ltala´nos´ıto´ ke´pesse´ge´nek is. A szerzo˝ megtervezte e´s elve´gezte a szu¨kse´ges
teszteket az o¨sszehasonl´ıta´shoz e´s azt tapasztaltuk, hogy az ı´gy kapott oszta´lyoza´si felada-
tok nehezebbek, de ve´leme´nyu¨nk szerint sokkal valo´sabb eredme´nyt adnak a hagyoma´nyos,
kereszt-valida´cio´s mo´dszerekkel szemben (pl. 10-fold, leave one out) [7].
A Szerzo˝ megvizsga´lta, hogy hogyan mo´dosulnak az oszta´lyoza´si eredme´nyek, ha a hierar-
chikus rendeze´st kihaszna´lva katego´ria´kat kihagyunk a negat´ıv oszta´lybo´l az elo˝feldolgozo´
e´s a tanulo´ algoritmusok futa´si ideje´nek ro¨vid´ıte´se e´s az u´n.
”
class-imbalanced” proble´ma
elkeru¨le´se ce´lja´bo´l. A Szerzo˝ megtervezte e´s kie´rte´kelte az o¨sszehasonl´ıto´ teszteket, amely-
ek alapja´n nem javasolja a mo´dszer alkalmaza´sa´t, mert a kapott negat´ıv halmaz nem
reprezenta´lja a valo´s negat´ıv fehe´rje-univerzumot [7]. Haba´r ezen eredme´ny negat´ıvnak
tekintheto˝, e´rdemesnek tartjuk megjegyezni, mert a hierarchikusan rendezett adatba´zisok
jellemze´se oszta´lyoza´si feladatok ke´sz´ıte´se szempontja´bo´l ve´leme´nyu¨nk szerint ı´gy telje-
sebb.
II. Likelihood ratio ko¨zel´ıte´s
a) A szerzo˝ megvizsga´lta, hogy a likelihood ratio mo´dszer alkalmaza´sa hogyan va´ltoztatja meg
a hasonlo´sa´gi mo´dszereken alapulo´ oszta´lyoza´st. A Szerzo˝ megtervezte e´s kie´rte´kelte az
o¨sszehasonl´ıto´ teszteket, e´s arra a mega´llap´ıta´sra jutott, hogy ezzel a mo´dszerrel jelento˝s
javula´s e´rheto˝ el fehe´rje-oszta´lyoza´s tere´n [27].
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III. To¨mo¨r´ıto˝ alapu´ ta´volsa´g (CBDs)
a) A Szerzo˝ megvizsga´lta a to¨mo¨r´ıto˝ alapu´ ta´volsa´gok (CBD) viselkede´se´t fehe´rje-szekven-
cia´kon. A CBD metrika´k hate´konysa´ga´n azt e´rtju¨k, hogy ugyanabba az oszta´lyba tartozo´
fehe´rje-szekvencia´khoz kicsi, m´ıg ku¨lo¨nbo¨zo˝kbe tartozo´khoz nagy ta´volsa´ge´rte´ket rendel.
A k´ıse´rleti eredme´nyek azt mutatja´k, hogy a CBD metrika´k keve´sbe´ teljes´ıtenek olyan
jo´l, mint a re´sz-szekvencia alapu´ o¨sszehasonl´ıto´ algoritmusok, mint pe´lda´ul a legjobb-
nak tartott Smith-Waterman. Ez magyara´zhato´ azzal, hogy a Smith-Waterman tartal-
maz biolo´giai tuda´st, ami le´nyege´ben az aminosav-helyettes´ıte´si ma´trixba van ko´dolva,
m´ıg a CBD alapu´ ta´volsa´gmo´dszerek nem alkalmaznak semmilyen priori tuda´st [37; 38].
A Szerzo˝ megvizsga´lta, hogy a CBD metrika´k hate´konysa´ga hogyan va´ltozik a fehe´rje-
szekvencia´kat reprezenta´lo´ a´be´ce´ me´rete´nek fu¨ggve´nye´ben. A fehe´rje-a´be´ce´ cso¨kkente´skor
az azonos t´ıpusu´ aminosavakat, m´ıg az a´be´ce´ no¨vele´sekor a betu˝-ketteseket e´s betu˝-
ha´rmasokat (bi-gram, tri-gram) a´bra´zoltuk egy u´j karakterrel. A Szerzo˝ megtervezte e´s
kie´rte´kelte a k´ıse´rleteket, ami alapja´n sza´mottevo˝ o¨sszefu¨gge´s nem volt megfigyelheto˝
sem aminosav-szekvencia´kon sem nukleotid-szekvencia´kon [38]. Ezek az eredme´nyek nem
pozit´ıv eredme´nyek, de mint e´szreve´telek seg´ıthetik a bioinformatikai alkalmaza´sokat, teha´t
nem e´rdemes figyelmen k´ıvu¨l hagyni.
b) A Szerzo˝ megvizsga´lta, hogy a CBD metrika´t egy gyors, de alkalmaza´s-specifikus heuriszti-
ka´val (BLAST) kombina´lva a kapott o¨sszetett me´rte´k milyen hate´konysa´gu´ fehe´rje-klasszi-
fika´cio´ban. A Szerzo˝ megtervezte e´s kie´rte´kelte az o¨sszehasonl´ıto´ teszteket. Eredme´nyu¨l
mega´llap´ıthatjuk, hogy kombina´lt CBM e´s BLAST me´rte´kkel ko¨zel azonos oszta´lyoza´si
eredme´ny e´rheto˝ el, mint a legjobbnak tartott, de ko¨ltse´ges Smith-Waterman mo´dszerrel,
tova´bba´ jobb eredme´nyek e´rheto˝k el, mint ke´t rejtett-Markov model alapu´ (Fisher kernel,
SAM) me´rte´kkel [37].
IV. Ekvivalencia tanula´sa
a) A Szerzo˝ bevezette az ekvivalencia-tanula´s fogalma´t, mint egy u´j t´ıpusu´ hasonlo´sa´g-
tanula´st. A Szerzo˝ megtervezte e´s kie´rte´kelte az o¨sszehasonl´ıto´ teszteket, amelyek azt
mutatja´k, hogy ekvivalencia-tanula´ssal jobb fehe´rje-oszta´lyoza´st sikeru¨lt ele´rni [57].
b) A Szerzo˝ u´j t´ıpusu´ kernel fu¨ggve´nyek oszta´lya´t – Szupport Vektor Kernel (SVK) – is
definia´lta, e´s elme´leti u´ton megmutatta, hogy az SVK kiele´g´ıti a kernel-fu¨ggve´nyekre
vonatkozo´ felte´teleket. A szerzo˝ megadott ke´t mo´dszert is az SVK tanula´sa´ra, megter-
vezte e´s elve´gezte az o¨sszehasonl´ıto´ teszteket. [57; 58].
V. Zajszu˝re´s DNS-chipekre.
a) A szerzo˝ hozza´ja´rula´sa ehhez a tanulma´nyhoz az o¨sszehasonl´ıto´ tesztek megterveze´se e´s
kie´rte´kele´se a ge´nkiva´laszta´si e´s minta oszta´lyoza´si feladatokra DNS-chip adatba´zisokon. A
szerzo˝ tervezett egy automatikus parame´ter-behangola´si mo´dszert is a Ka´lma´n-szu˝ro˝ho¨z,
amely ko¨zo¨s e´s oszthatalan eredme´nye az elso˝ szerzo˝vel [63].
A disszerta´cio´ban szereplo˝ eredme´nyek to¨bb cikkben keru¨ltek publika´la´sra. A 8. ta´bla´zat o¨sszegzi,
hogy mely te´zispontot mely publika´cio´ ko¨zli.
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[9] [7] [27] [37] [38] [57] [58] [63]
I a b
II a
III a,b a
IV a a,b
V a
8. ta´bla´zat. Te´zispontok e´s a Szerzo˝ publika´cio´inak viszonya.
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