Recent advances in brain recording technology and artificial intelligence are propelling a new paradigm in neuroscience beyond the traditional controlled experiment. Naturalistic neuroscience studies neural computations associated with spontaneous behaviors performed in unconstrained settings. Analyzing such unstructured data lacking a priori experimental design remains a significant challenge, especially when the data is multi-modal and longterm. Here we describe an automated approach for analyzing large (≈250 GB/subject) datasets of simultaneously recorded human electrocorticography (ECoG) and naturalistic behavior video data for 12 subjects. Our pipeline discovers and annotates thousands of instances of human upper-limb movement events in long-term (7-9 day) naturalistic behavior data using a combination of computer vision, discrete latent-variable modeling, and string pattern-matching. Analysis of the simultaneously recorded brain data uncovers neural signatures of movement that corroborate prior findings from traditional controlled experiments. We also prototype a decoder for a movement initiation detection task to demonstrate the efficacy of our pipeline as a source of training data for brain-computer interfacing applications. We plan to publish our curated dataset, which captures naturalistic neural and behavioral variability at a scale not previously available. We believe this data will enable further research on models of neural function and decoding that incorporate such naturalistic variability and perform more robustly in real-world settings.
Introduction
While controlled experiments have been highly successful in informing our understanding of brain function, neuroscientists have always been interested in studying brain activity associated with spontaneous behaviors in freely behaving subjects. Hypotheses regarding brain function have typically been tested using carefully designed, well-controlled * Address correspondence to BWB experimental tasks, where timing of cues, stimuli, and behavioral responses are known precisely. Recent technological advances have enabled us to study increasingly naturalistic and longer brain recordings, giving rise to a new paradigm called "naturalistic neuroscience" [Huk et al., 2018; where neural computations associated with such spontaneous behaviors are studied. Analyzing such unstructured, long-term, and multi-modal data poses a substantial challenge, due in part to the lack of a priori experimental design and the difficulty of isolating interpretable behavioral events.
Our approach
We present a scalable behavior-mining approach to analyze simultaneously recorded naturalistic brain and behavior data, obtained from human subjects undergoing long-term monitoring in a hospital prior to epilepsy surgery. Our video processing pipeline (Figure 1 ) starts with estimating the locations of several keypoints on a subject's body. We then segment each keypoint's trajectory in time using discrete latentvariable models, building a discretized representation of pose dynamics. Interestingly, having a discrete, sequential representation of upper-limb pose simplifies the problem of detecting behavioral events to pattern-matching on strings. Using regular-expressions corresponding to patterns of interest, we discover thousands of interpretable events per subject-an order of magnitude more observations than in a typical controlled human experiment. To study the rich naturalistic variability associated with these events, we also extract metadata including movement angle, magnitude, and duration.
Next, we explore the use of these behavioral events for neuroscience and neuroengineering applications by analyzing the simultaneously recorded brain data. Event-averaged spectrograms associated with our naturalistic human upperlimb movement initiation events corroborate and strengthen previous findings from controlled experiments . Preliminary investigations also suggest that our workflow could produce data useful for training brain-computer interface (BCI) decoders; due to the use of training data representative of naturalistic variability, such decoders may perform more robustly in real-world deployments. 
Our contributions
• We present a highly automated, novel workflow for analyzing simultaneously recorded naturalistic long-term human brain and behavioral video data. • We develop a domain-relevant, robust, temporally precise, and queryable representation of human upper-limb pose. • To showcase our workflow, we provide example applications in neuroscience and neuroengineering, suggesting that our approach and results are of broad interest. • Finally, to facilitate further research in this area, we will release our curated dataset consisting of annotated naturalistic events and associated neural recordings.
Related work
Many recent methodological innovations have addressed the automated analysis of non-human animal behavior [Batty et al., 2019; Johnson et al., 2016; Wiltschko et al., 2015] (see also [Mathis and Mathis, 2020] for a recent survey and [Anderson and Perona, 2014] for a perspective on this emerging area). A typical non-human naturalistic neuroscience experiment [Johnson et al., 2019; Berman, 2018] first collects simultaneously recorded behavioral video and neural activity data from one or more freely behaving subjects in an uncontrolled but sufficiently confined environment. Next, the video recordings are processed through an extensive pipeline consisting of steps such as: segmenting the subject(s) from the background, transforming subject pose to common coordinates using affine transformations, estimating pose or tracking positions of body-parts across frames, and higher-level operations such as classifying pose or segmenting pose into actions. Combined with the simultaneously recorded neural data, such naturalistic behavior data are being used to shed light on previously unanswerable questions in behavioral neuroscience, often at unprecedented scale. Human action-recognition methods from mainstream computer vision [Ramasamy Ramamurthy and Roy, 2018] are relevant but not directly applicable to the needs of naturalistic human neuroscience. Traditionally, action-recognition research has concerned itself with discriminating activities at a coarse level, such as sitting vs. walking, and has often assumed the availability of a large corpus of labeled training data. In contrast, to study the kinds of behaviors that interest neuroscientists and neuroengineers, we seek to localize fine-grained movements to sub-second temporal resolution, and ideally use the fewest behavioral labels possible. Lastly, since it is not known which behaviors or behavioral characteristics will elicit neural responses worth studying further, a queryable representation that permits the flexibility to study several kinds of behaviors is desirable. Recent work by [Fu et al., 2019] develops such representations for semi-automated exploration of scenes in general videos.
Our work is most closely related to recent work in human naturalistic neuroscience. uses optical flow to detect coarse limb movements from video taken in a similar clinical setting as ours and develops neural decoders for detecting these from brain data. [Chen et al., 2018] develops a toolbox for human pose-estimation in such clinical environments. uses similar video data and pose-estimation to extract joint trajectories on which movements are detected using a moving window heuristic. Compared to , we take a more principled approach to modeling pose data, which allows us to localize movement events with fine temporalresolution and characterize entire movement trajectories. In addition, we exceed the aforementioned studies taken together in the number of subjects analyzed. Other related but less relevant work in this area include .
Data collection
Our dataset consists of human intracranial electrocorticography (ECoG) neural recordings and simultaneously recorded behavior video, obtained opportunistically from 12 consenting epilepsy patients for the entire duration of each patient's long-term (7-10 days) continuous clinical observation. Patient behavior is continuously recorded by a wall-mounted camera (RGB/infrared 640 × 480 pixel) for real-time mon- 
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Subject ID S01 S02 S03 S04 S05 S06 S07 S08 S09 S10 S11 S12 itoring by an around-the-clock clinical team and only turned off or panned away during private times. Patients perform their daily activities (talking, eating, watching TV, using a computer or phone, sleeping, receiving clinical care etc.) while being tethered to a brain-recording interface. Each patient has ≈90 electrodes implanted under the skull and directly on their brain surface, including an 8 × 8 gridelectrode. These cover different cortical regions predominantly in one brain hemisphere as determined by individual clinical need (left hemisphere for 7 patients). To simplify interpretability, we restrict our analysis to only the ≈64 grid electrodes in this paper. We also do not analyze brain data from the first two days of a patient's hospital stay, since patients are typically heavily medicated while recovering from surgery, making the data neurally and behaviorally atypical. Sampling rates for video and ECoG are 30 fps and 1000 Hz respectively. Together, the ECoG and video (≈18 million frames for a week) total about 250 GB of data per patient. 

Behavioral video processing pipeline
We develop and validate a pipeline to extract temporally precise, interpretable movement events, by processing the video data through pose-estimation, pose time-series segmentation, event detection and finally, event metadata extraction ( Fig. 1 ).
Markerless pose estimation
To extract a subject's pose from raw video, we train a state-ofthe-art markerless pose estimation tool known for its speed and data efficiency [Nath et al., 2019] . For training data, we manually annotate ≈1000 frames per subject chosen randomly from the entire duration of a subject's video data, preferentially sampling active, daytime hours over times when the subject was asleep. For each frame, we annotate up to 9 keypoints on the subject's body whenever visible. These include the nose, both wrists, elbows, shoulders, and ears (Figure 1a ).
The pose-estimation tool produces the (x, y) coordinates and a confidence estimate between [0, 1] for each keypoint per frame (Figure 1b ). We observe good training performance (1.54 ± 0.13 s.d. pixels RMS error) and holdout set performance (5.97 ± 1.96 s.d. pixels RMS error; holdout is 5% of manual annotations, excluding points below confidence threshold of 0.1). For approximate scale, 12 pixels in the video are about 4 real-world cms (about the width of a human wrist). On average, estimating pose for the entire duration of a subject's video took 400 GPU-hours per subject using AWS p2.16xlarge NVIDIA K80 GPUs.
As a final post-processing step, we denoise the estimated pose trajectories by median filtering (window length 11 frames) and smoothing (window length 11, 2nd order Savitzky-Golay filter). We also quickly label the activity in the video data at a coarse (every ≈3 minute) level of granularity to create a blacklist that is excluded from further processing. This blacklist includes long time-spans of sleep, times when a clinical or research team is actively working with the subject, private times, and times when pose-estimation is impossible due to severe occlusion of the subject's body. 
Pose time-series segmentation
Next, we segment the pose time-series in a temporally precise manner into discrete, interpretable states.
We apply a first-order autoregressive hidden semi-Markov model (ARHSMM) with two latent states to each keypoint's time-series (Figure 1b for left-wrist). Similar to [Wiltschko et al., 2015] , we fit the ARHSMM using the pyhsmm-autoregressive Python package. This model converts each keypoint's continuous pose dynamics into discretized dynamics consisting of rest and move states. The resulting states are at frame-rate resolution and is robust to variation in lighting, camera pan and angle, and level of activity in the video. Using a semi-Markov, rather than a Markov, model accounts for the bias that limbs tend to be at rest most of the time and mitigates unnecessary switching between latent states.
Behavioral event mining
Discretizing the pose trajectories facilitates the description of scientifically interesting behaviors performed spontaneously by the subject, even though they vary greatly in duration. Specifically, the problem of finding different types of behavioral events reduces to string pattern matching on the discretized dynamics. For the behaviors we explore in the rest of this paper, we look for movement initiation events by matching a pattern of 15 consecutive rest states (0.5s), followed by at least 15 consecutive move states (0.5s). Similarly, nomovement events are state sequences of 90 rest states (3.0s) across both wrists and the nose. To create our database of wrist movements, we use regular expressions to quickly find thousands of non-overlapping instances of such patterns in the discretized pose dynamics for each subject.
Event metadata extraction
For each instance of movement event, we further describe several metadata features from the continuous posedynamics associated with each movement event. This includes movement-associated metadata (Figure 2 ) like the (x, y) coordinates of the keypoint at the start and end of the event, duration of the entire movement (up to next rest state), and rest duration before and after movement. Naturalistic hand movements are often made to reach out, grab an object, then bring it back towards the body. Thus, we define the reach of a wrist movement to be its maximum radial displacement during the course of the event, as calculated from its location at the start of the event. We extract the magnitude, angle, and duration for each reach.
To measure the shape of a movement, we fit 1 st , 2 nd and 3 rd -degree polynomials to a keypoint's displacement trajectory. Differences between the quality of the fit (as measured by R 2 ) to each polynomial type provide a rough measure of the "curviness" of the movement trajectory. We also estimate a movement's onset and offset speeds, by calculating the keypoint's displacement change within short time windows around the start and end of the movement.
Since people often move both hands at the same time, we annotate each of our wrist movement events with metadata about the opposing wrist's movement, if any. By juxtaposing the discrete state sequence of both wrists, we calculate when the opposing hand starts to move (lead/lag time difference) and how long this movement overlaps with that of the primary hand (overlap duration).
False positives in event discovery still exist at this stage due to pose estimation failures and unusual pose states. To compensate for failures in 2D pose estimation, we calculate movement-weighted confidence scores for each event and remove those below a manually determined threshold. To Figure 6 : Neural correlates of movement initiation: Eventlocked spectrograms, averaged by brain region across 12 subjects, show movement-associated high-frequency power increase and low-frequency power decrease. These patterns corroborate and strengthen previous findings from controlled experiments [Miller et al., 2007] . eliminate outlier pose states, we calculate mean distance and mean angle between shoulder keypoints, then remove events from the top and bottom 5 percentiles of these quantities.
Characterizing naturalistic events
On executing our pipeline on all 12 subjects, we find a wide variation between subjects in the number of events discovered by our automated procedure (Figure 3 ). This variability can primarily be attributed to inter-subject differences in cycles of sleep and wakeful activity, and clinical treatment regimes (Figure 4 ). We also observe rich within-subject variability in the event metadata ( Figure 5 ), which differentiates our dataset from those collected in controlled experiments. Since our subjects receive no instructions for when and how to move, we expect that the observed movement statistics will closely reflect the natural statistics of human upper-limb movement.
Towards naturalistic neuroscience and neuroengineering
We use the event data produced by our naturalistic event generation pipeline towards two example applications.
Application: Neural encoding
How behaviors are encoded by the coordinated activation of brain regions is a core scientific question in systems neuroscience. To examine the neural correlates of naturalistic movement initiation, we perform a standard time-frequency (TF) analysis [Cohen, 2014] by averaging event-locked spectrograms for each subject, using hundreds of movement initiation events picked to match movement statistics (reach magnitude, onset velocity, and shape) of a previous controlled experimental study . Encoding results In Figure 6 , we observe movementassociated power increases in a high-frequency band (76-100 Hz) and decreases in a low-frequency band (8-32 Hz) across many cortical areas in our event-averaged TF spectrograms; this pattern is similar to what was observed with controlled experimental trials in . Furthermore, we strengthen prior findings by showing that these movement-associated patterns hold across 5 days, well beyond the timescale of a typical controlled experiment (less than hours). To the best of our knowledge, this is the first reported instance of a TF analysis of spontaneous naturalistic movements using events discovered by an automated workflow. We elaborate on these results in our concurrently released preprint (anonymous for now), where we investigate the consequences of the relatively higher variance of naturalistic movement statistics, and model the contributions of the various movement metadata to the observed neural responses.
Application: Neural decoding
A grand challenge in the field of neuroengineering is to develop BCIs that can be used to predict spontaneous activity and intentions in everyday settings [Smalley, 2019] . Here we perform a preliminary study on the use of our pipeline as a source of training data for a BCI decoder that detects wrist movement initiation events. Specifically, we train separate classifiers, tailored to each subject, to discriminate between movement initiation events and no-movement epochs for each wrist using only features derived from the ECoG neural recordings.
Classifier specifications
Our decoder uses the Random Forest (RF) algorithm [Breiman, 2001] , which is typically considered one of the best off-the-shelf classification algorithms for small/medium sized datasets [Hastie et al., 2009] . We apply standard preprocessing steps to the ECoG data , including 60-Hz
S02 S03 S04 S05 S06 S07 S08 S09 S10 S11 S12 Figure 8 : Decoder feature importance scores aggregated by electrode, showing spatial contributions of different brain regions. Scores are normalized by dividing by highest electrode score for each decoder. Electrode coverage over motor cortex is highly correlated with decoder accuracy; for instance, subjects having good motor cortex coverage (S07, S06, S03 and S11) have the highest decoding performance (Fig. 7) .
line noise removal, large-amplitude artifact removal, mediancentering using a common reference across all electrodes, and standardization by dividing by individual electrode variance. Using ECoG data 0.5s before to 0.5s after each event, we compute TF spectrograms at each of the 64 grid electrodes and use the flattened vector of TF bins as features for the classifier (TF bins are 200ms × 5Hz resolution, truncated at 150 Hz; ≈9600 features total). Given that the brain's response drifts over the course of days, a reduced subset of events from 3 consecutive days (typically days 3 through 5 of clinical monitoring) are used in the dataset, with events from the last day serving as the test set. To eliminate the confound of movement initiation in the opposing wrist, we further filter events to exclude those with significant rest to move transitions in the opposing wrist within the ±0.5s window used for ECoG data. Positive (movement initiation) and negative (no-movement) examples are balanced by down-sampling negative examples. This eliminates bias in the training set and sets up a baseline performance of 50% accuracy for test set performance. Training and test supports are 644 ± 439 s.d., and 340 ± 195 s.d. examples respectively. We tune the RF using a 20-sample randomized search over two hyperparameters: number of trees (range: [50, 250] ) and maximum tree-depth (range: [3, 15] ). For each set of hyperparameters, 5-fold cross-validation holdout accuracy is used to measure performance. Final performance reported in Figures 7 and 8 is from training using best hyperparameters and correspond to classifier accuracy on events from the withheld test day.
Decoding results
Individual subject classifier performance (Figure 7) is comparable to previously reported work but varies widely between subjects, correlated with differences in motor cortex coverage (Fig. 8) .
Due to hemispheric lateralization of brain function, decoding contralateral limb movements is expected to be easier than decoding ipsilateral movements [Tam et al., 2019] . Our decoding accuracy on the test set ( Fig. 7) tends to be higher for the contralateral wrist in almost all cases. Since false positives (FPs) in the event data establish a ceiling on classifier accuracy, we estimate their prevalence by manually inspecting 100 randomly sampled events per event-type from each subject (5.2% ± 4.6% s.d. for no-movement, 24.8% ± 11.0% s.d. for contralateral, and 16.0% ± 8.5% s.d. for ipsilateral events). With more stringent rejection of FPs, we expect improved decoding performance and potentially more pronounced differences between contralateral and ipsilateral decoding accuracy.
Feature importance scores [Breiman, 2001; Hastie et al., 2009] aggregated by electrode provide rough measures of the spatial contribution of various brain areas (Figure 8 ). Electrodes covering the motor cortex, when available, dominate feature importance (e.g. Subjects S07, S06, S03 and S11 in Fig. 7) . When motor cortex coverage is limited or unavailable, inter-region correlations known to exist in the brain [Tam et al., 2019; are exploited by the classifier but with limited decoding capacity.
Discussion
In summary, we develop a highly automated and scalable approach for analyzing long-term datasets of simultaneously collected human brain and naturalistic behavior data. We demonstrate two example applications of the dataset we produce: examining neural correlates of movement, and decoding of naturalistic movement initiation from brain data. Key to the success of our applications is the ability to extract a large number of repeated instances of movement initiation events with high temporal precision, an essential requirement for generating event-averaged spectrograms [Cohen, 2014] . The ability to select movements by magnitude, onset velocity, and complexity (using shape metadata) allowed us to match movement statistics between naturalistic and controlled experimental data, enabling a fair comparison. Furthermore, being able to select events without opposing wrist activity allowed us to eliminate confounds when comparing movement decoders for opposing wrists.
A primary drawback of our dataset is that our estimated pose-coordinates are 2D projections. Our dataset could be made significantly richer by using a stereoscopic camera system that would enable pose-estimation and object-tracking to take place in 3D. Controlling false positives in the event discovery process is also an area where improvements could deliver significant performance gains.
We are exploring several extensions enabled by this work. These include building decoders for various event metadata, representation learning to obtain the specific neural encodings of movement attributes, transfer learning to adapt decoders trained for one subject to another, and latent-factor modeling of the variability and non-stationarity of the brain data. We will publish our dataset, which we hope will facilitate future research at the intersection of AI and neuroscience 1 .
