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Abstract—Variance reduction techniques are popular in ac-
celerating gradient descent and stochastic gradient descent for
optimization problems defined on both Euclidean space and
Riemannian manifold. In this paper, we further improve on
existing variance reduction methods for non-convex Riemannian
optimization, including R-SVRG and R-SRG/R-SPIDER with
batch size adaptation. We show that this strategy can achieve
lower total complexities for optimizing both general non-convex
and gradient dominated functions under both finite-sum and
online settings. As a result, we also provide simpler convergence
analysis for R-SVRG and improve complexity bounds for R-
SRG under finite-sum setting. Specifically, we prove that R-SRG
achieves the same near-optimal complexity as R-SPIDER without
requiring a small step size. Empirical experiments on a variety of
tasks demonstrate effectiveness of proposed adaptive batch size
scheme.
Index Terms—Riemannian Optimization; Non-convex Opti-
mization; Online Optimization; Stochastic Variance Reduction;
Batch Size Adaptation;
I. INTRODUCTION
Consider the following online and finite-sum optimization
problems defined on a smooth Riemannian manifold M.
min
x∈M
f(x) :=
{
E[f(x;ω)], online
1
n
∑n
i=1 fi(x), finite-sum
(1)
where f : M −→ R is a smooth real-valued non-convex
function. The finite-sum formulation of minimizing an em-
pirical average of n component functions is a special type
of online optimization where ω can be finitely sampled. For
some cases, n can be large or possibly infinite and only
streaming stochastic gradients are available. This corresponds
to the online problem with ω indexed by i. Hence, for notation
clarity, we only consider the case f(x) := 1n
∑n
i=1 fi(x) and
refer to it as finite-sum or online optimization depending on
size of n. Problem (1) encompasses a great variety of machine
learning applications, including principal component analysis
[1], low rank matrix completion [2], Riemannian centroid
computation [3], independent component analysis [4] and so
forth.
Some traditional solutions treat (1) as a nonlinearly con-
strained problem and therefore projected gradient based meth-
ods are readily applied. However, for some manifold types,
particularly positive definite matrices, the projection operator
can be expensive to evaluate [5]. Also, because this class of
methods ignores geometry of the search space, they are often
outperformed by methods that respect geometric structure of
manifolds [3].
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For these reasons, a growing interest is on solving (1) di-
rectly over the manifold space via Riemannian gradient based
methods. Two basic solutions are Riemannian steepest descent
(R-SD) [6] and Riemannian stochastic gradient descent (R-
SGD) [7]. Although R-SD enjoys a faster convergence rate
O(1/T ) than O(1/√T ) of R-SGD for non-convex optimiza-
tion [8], [9], R-SD requires a full pass over n component
functions per iteration. This computation is extremely costly
when n is large, thereby prohibiting its applicability for online
optimization. Recent improvement on R-SD is limited to
extending Nesterov acceleration to Riemannian manifold for
geodesic (strongly) convex functions [10]–[12]. For general
non-convex functions, it is unknown whether faster conver-
gence guarantee is maintained. On the other hand, despite
with higher per-iteration efficiency, R-SGD suffers from high
gradient variance, similar to its Euclidean version. Therefore
it relies on a decaying step size to ensure convergence [9].
A current line of research focuses on adapting gradient and
step size of R-SGD, motivated by the success of adaptive
methods on Deep Learning applications. In particular, some
successful efforts have been made to generalize Adagrad,
Adam and Rmsprop to manifold optimization [13]–[16]. These
methods can be viewed as preconditioned R-SGD and do not
theoretically outperform R-SGD with better complexity.
To improve on R-SD and R-SGD and achieve lower
total complexity, many studies leverage variance reduction
techniques from unconstrained optimization in the Euclidean
space. Zhang et al. [5] proposed Riemannian stochastic vari-
ance reduced gradient (R-SVRG) based on the ideas in [17],
[18], Sato et al. [1] further developed a more general R-
SVRG with retraction and vector transport. By occasionally
evaluating full gradient of a reference point, R-SVRG allows a
larger step size and hence converges faster particularly around
optimal point. But on manifold space, when the reference point
is far from current iterates, the use of vector transport can
incur unintended distortion. Therefore, inspired by the work
of [19], Kasai et al. [20] introduced Riemannian stochastic
recursive gradient (R-SRG) that transports gradients between
consecutive iterates. More recently, Zhang et al. [21] and Zhou
et al. [22] independently proposed Riemannian stochastic path
integrated differential estimator (R-SPIDER) that hybrids the
same recursive gradient estimator with normalized gradient
descent as in [23]. They showed that R-SPIDER achieves the
near-optimal complexity similar to its vector space counter-
part. Other related work includes [24], [25] where Polyak
iterate averaging [26] and SAGA [27] are also generalized
to Riemannian manifolds. However, their analysis is limited
to retraction or geodesic (strongly) convex functions.
With all these promising results of variance reduction, a
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2natural question to ask is whether their complexities can be
further improved. A common feature among these methods is
periodic computations of full batch gradient, which potentially
limits convergence speed particularly during early stage of
training. This is because at early stage, stochastic gradients are
pointing to similar directions and therefore it is unnecessary
to use exact gradients to correct for deviations [28]. While
approaching optimal point, larger batch gradient becomes in-
creasingly important to reduce variance of stochastic gradients.
Furthermore, Keskar et al. [29] showed that gradient noise at
the outset of training helps escape sharp minima, leading to
higher generalization power. Therefore, a reasonable strategy
is to gradually increase the batch size throughout optimization
path.
Increasing batch size of SGD is often viewed as an approach
to reduce variance so that step size decay is no longer
necessary [28], [30]. This is usually achieved by pre-specifying
a strategy for batch size increase, such as exponential or
linear [31], [32]. Alternatively, adaptively changing the batch
size based on gradient variance or model quality often yields
improved convergence rates [28], [33], [34]. For variance
reduction methods, Harikandeh et al. [35] proved that SVRG
is robust to inexact gradient at reference point provided that
batch size is increasing. Still, they adopted an exponential
increase scheme for practical applications. A recent work
[36] provided a unified batch adaptation strategy for variance
reduction methods, including SVRG and SRG [19].1 They
showed that the same iteration complexities can be guaranteed
with potentially fewer per-iteration gradient evaluations. Their
experiment results verify the effectiveness of adaptive batch
size strategy, which not only outperforms vanilla variance
reduction methods, but also dominates some predetermined
batch size increase schemes. Motivated by this work, we
aim to examine the potential of batch size adaptation on
Riemannian optimization problems and improve on state-of-
the-art variance reduction methods, including R-SVRG, R-
SRG and R-SPIDER.
Our main contribution lies in the following five aspects:
• We propose new variance reduction methods with adap-
tive batch size for non-convex manifold optimization. We
provide convergence analysis in terms of retraction and
vector transport for both general non-convex functions
and gradient dominated functions (see Definition 1). We
focus on general mini-batch versions of R-SVRG and R-
SRG, which allows more flexible choices of the step size
and inner loop size.
• We demonstrate that adaptive batch size R-SVRG and R-
SRG can preserve the same iteration complexities as their
original methods while per-iteration complexities can be
potentially reduced. This suggests that total complexity
can be much lower for both general non-convex and
gradient dominated functions.
• Current analysis for non-convex R-SRG [20] is limited to
single loop convergence, which is suboptimal compared
1In [36], the authors use the term SPIDERboost, which is an improved
version of SPIDER. It is noticed that SPIDERboost shares nearly identical
formulation as non-convex SRG [37].
with R-SPIDER under finite-sum setting. Our analysis of
R-SRG with batch size adaptation can be directly applied
to its vanilla version. We prove that the same near-optimal
complexity can be achieved by R-SRG without requiring
a small step size as in R-SPIDER.
• For R-SVRG, Sato et al. [1] only proved convergence
under retraction strongly convex functions and Zhang et
al. [5] proved convergence under non-convex functions
but restricted to exponential map and parallel transport.
Therefore, we first complete convergence analysis of
non-convex R-SVRG with retraction and vector transport
following the standard analysis of Lyapunov function.
Then we show that our proof of adaptive version can be
trivially generalized to R-SVRG. This new analysis turns
out to be much simpler without the need to construct a
proper Lyapunov function and avoids using trigonometric
distance bound (see Lemma 5) as a result.
• Finally, our experiment results demonstrate superiority of
adaptive batch size scheme over a number of applications.
II. PRELIMINARIES
Before presenting our algorithms, some preliminary con-
cepts and notations should be defined. Problem (1) requires
to find a critical point of objective function with Rieman-
nian manifold constraint. By exploiting intrinsic properties
of Riemannian manifold, the problem can be regarded as
unconstrained optimization over manifold space.
A Riemannian manifoldM is endowed with a smooth inner
product 〈·, ·〉x on tangent space TxM for every x ∈ M. It
naturally induces norm ‖u‖x :=
√〈u, u〉x for u ∈ TxM. A
geodesic curve γ : [0, 1] −→M is a locally shortest path with
zero acceleration. The exponential map Expx : TxM −→ M
maps a tangent vector u ∈ TxM along the geodesic leading
to y = Expx(u) ∈ M such that γ(0) = x, γ(1) = y, γ˙(0) =
d
dtγ(t) = u. If for any two points x, y ∈ U ⊂M, there exists
a unique geodesic connecting them, exponential map has well-
defined inverse Exp−1x :M−→ TxM. Subset U is often called
normal neighbourhood of x and its size is lower bounded
by injectivity radius [38]. Accordingly, Riemannian distance
d(x, y) = ‖Exp−1x (y)‖x = ‖Exp−1y (x)‖y is a minimizing
distance between x, y. Parallel transport Γyx : TxM −→ TyM
relates tangent vectors on disjoint tangent spaces by transport-
ing them along the geodesic γ while preserving norm and
inner products.
For certain manifolds, exponential map and parallel trans-
port can be expensive to evaluate or even do not exist.
Indeed, Stiefel and fixed-rank manifold have no closed form
for parallel transport [1]. In this paper, our analysis focuses
on more general and efficient retraction and vector transport.
Retraction Rx : TxM −→ M is the first-order approximation
of exponential map and maps a tangent vector ξ to z = Rx(ξ)
such that Rx(0) = x and DRx(0)[ξ] = ξ. Similarly, we can
define retraction curve c(t) := Rx(tξ) and inverse retraction
map R−1x : M −→ TxM if R has smooth bijection. Vector
transport T zx v or equivalently Tξv with z = Rx(ξ) transports
v ∈ TxM along the retraction curve defined by direction ξ.
Formally, denote tangent bundle as TM, which is the union
3of tangent spaces on M. Then T : TM ⊕ TM −→ TM
satisfies (1) Tξv ∈ TRx(ξ)M, (2) T0xv = v and (3) Tξ
is a linear map. An isometric vector transport preserves
norm and inner product similar as parallel transport. That is,
〈T zx u, T zx v〉z = 〈u, v〉x for all u, v ∈ TxM and x, z ∈ M.
Throughout this paper, we implicitly assume vector transport
is isometric. It is easy to show that retraction and vector
transport includes exponential map and parallel transport as
special cases. For notation purposes, we omit the subscripts
for norm and inner product. Specific indication should be clear
from context. Also, we denote [n] := {1, ..., n} and 1{·} as
the indicator function. gradfI(x) := 1|I|
∑
i∈I gradfi(x) is a
mini-batch Riemannian stochastic gradient on TxM, where
I ⊂ [n] is an index set with cardinality |I|. When I ≡ [n],
we obtain the full gradient as gradf(x) = 1n
∑n
i=1 gradfi(x).
III. OVERVIEW OF ALGORITHMS
A. Riemannian SGD and variance reduction
A default solution for optimizing problem (1) is to use R-
SGD that iteratively updates
xt+1 = Rxt
(− ηtgradfIt(xt)), (2)
where ηt > 0 is the step size. The updates move along
the retraction curve from current iterate with the direction
determined by negative gradient. When M≡ Rd, (2) reduces
to xt+1 = xt−ηt∇fIt(xt), which is the standard SGD update
on Euclidean space.
Variance reduction techniques leverage previous gradient
information to construct a modified stochastic gradient with
variance that decreases as training progresses. R-SVRG adopts
a double loop structure where, at the start of each epoch (i.e.
outer loop), a snapshot point x˜ is fixed and full gradient is
evaluated. Within each inner iteration, mini-batch stochastic
gradients are computed for the current iterate xt as well as
for the snapshot point. A modified gradient at xt is then
constructed by adjusting deviations according to the difference
between the stochastic gradient and full gradient at x˜. Since
Riemannian gradients of xt and x˜ are defined on disjoint
tangent spaces, vector transport is used to combine gradient
information. That is,
vt = gradfIt(xt)− T xtx˜
(
gradfIt(x˜)− gradf(x˜)
)
. (3)
Instead of using gradient information from a distant reference
point, R-SRG recursively modifies stochastic gradients based
on the previous iterate. That is, after computing batch gradient
v0 = gradf(x0) on an initial point, a modified gradient is
constructed within each inner loop as
vt = gradfIt(xt)− T xtxt−1
(
gradfIt(xt−1)− vt−1
)
. (4)
This is followed by a standard retraction update xt+1 =
Rxt(−ηtvt). Note for both original formulation of R-SVRG
[1], [5] and R-SRG [20], stochastic gradient gradfit(xt) rather
than mini-batch gradient gradfIt(xt) is considered in (3)
and (4). R-SPIDER employs the same recursive gradient
estimator as in (4). A fundamental difference is the use
of normalized gradient for its update, which is given by
xt+1 = Rxt
(− ηt vt‖vt‖). Therefore, it requires step size ηt to
be proportional to the desired accuracy  and depend on ‖vt‖.
Also, R-SPIDER does not adopt inner-outer loop framework.
This formulation results in a distinct proof idea that shows
progress every iteration by bounding the distance between
consecutive iterates.
B. Batch size adaptation
For all the above mentioned variance reduction methods,
batch gradient of a reference point is required on occasions,
which potentially hinders their performance for large datasets
and slows down their convergence in the initial epochs. The
intuition of adaptively increasing the batch size is simple. At
early stages, a small batch gradient is sufficient to achieve
variance reduction with all stochastic gradients pointing to
similar directions. Towards the end of optimization where
exploration area becomes smaller, larger batch gradients are
needed to correct for deviation of stochastic gradients. This
motivates the improved SGD [33], [34], the improved SVRG
[35] and its variant SCSG [39] on Euclidean space. Despite all
these efforts, few of them design an adaptive batch size scheme
based on information throughout training process. Particularly,
both the improved SVRG and SCSG simply resorts to an
exponential increase of batch size.
In this paper, we adopt the idea in [36] to design adaptive
batch size based on norm of modified gradients. It is generally
believed that gradient norm decreases as optimization proceeds
and therefore is indicative of optimization stages. Our primary
analysis is based on inner-outer loop formulation of R-SVRG
and R-SRG. For R-SPIDER, we defer its analysis to Appendix
VI because we notice the use of variable step size imposes
some difficulties in generalizing this adaptive strategy. By
assuming a bounded gradient norm, we can similarly prove
its convergence. Nevertheless, the total complexity can be
worse than its original complexity in practice. Let s and t
respectively represent the outer loop and inner loop index.
Ideally as shown from the convergence analysis, batch size
Bs should be adjusted inversely proportional to
∑
t ‖vst ‖2,
which involves modified gradient in epoch s. However, Bs
should be determined before inner iteration starts where vst
are computed and hence this strategy is infeasible. Rather
than adopting a backtracking line search approach as in [33],
Ji et al. [36] simply replaces
∑
t ‖vst ‖2 with gradients in the
preceding epoch, which is
∑
t ‖vs−1t ‖2. Instead of focusing on
epoch-wise progress, they consider telescoping over all epochs
to prove its convergence.
C. Riemannian variance reduction with batch size adaptation
Riemannian adaptive batch-size SVRG (R-AbaSVRG) and
SRG (R-AbaSRG) are discussed in Section V and VI. At the
start of each epoch, Bs is determined by α1σ
2m∑
t ‖vs−1t ‖2
where
α1 is a parameter that should be sufficiently large and m,σ2
are the size of inner loop and variance bound respectively.
As training progresses, Bs should gradually increase to n
under finite-sum setting and to α2σ2/2 under online setting.
Without-replacement sampling is employed to construct batch
gradients. This is to ensure that full batch gradient is computed
under finite-sum setting, thus recovering vanilla R-SVRG
4TABLE I: Comparison of IFO complexity between existing results and this work on general non-convex problems. We
present complexities in terms of parameters defined in Assumptions 1, 2 and 3. Θ := max{L,√L2l + θ2G2}, Θ1 :=
L +
√
L2 + %1(Ll + θG)2µ2ν2, Θ2 := L +
√
L2 + %2(Ll + θG)2, where %1, %2 > 0 are constants that do not depend on
any parameters. B˜ := 1S
∑S
s=1 min{α1σ2/βs, n} under finite-sum setting and B˜ := 1S
∑S
s=1 min{α1σ2/βs, α2σ2/2} under
online setting.
General non-convex
(Retraction and vector transport) (Exponential map and parallel transport)
Finite-sum Online Finite-sum Online
Existing
work
R-SVRG [5] — — O(n+ Lζ1/2n2/3
2
)
—
R-SRG [20] O(n+ Θ2
4
)
— O(n+ L2
4
)
—
R-SPIDER [21], [22] O(n+ Θ√n
2
)∗ O(Θσ
3
) O(n+ L√n
2
)∗ O(Lσ
3
)
This
work
R-SVRG O(n+ Θ1n2/3
2
) O(Θ1σ4/3
10/3
) O(n+ Ln2/3
2
) O(Lσ4/3
10/3
)
R-SRG O(n+ Θ2√n
2
) O(Θ2σ
3
) O(n+ L√n
2
) O(Lσ
3
)
R-AbaSVRG O(B˜ + Θ1B˜
n1/32
+ Θ1n
2/3
2
) O( Θ1B˜
σ2/34/3
+ Θ1σ
4/3
10/3
) O(B˜ + LB˜
n1/32
+ Ln
2/3
2
) O( LB˜
σ2/34/3
+ Lσ
4/3
10/3
)
R-AbaSRG O(B˜ + Θ2B˜√
n2
+ Θ2
√
n
2
) O(Θ2B˜
σ
+ Θ2σ
3
) O(B˜ + LB˜√
n2
+ L
√
n
2
) O(LB˜
σ
+ Lσ
3
)
∗ In [22], they present finite-sum complexities of R-SPIDER as minimum of finite-sum and online complexities, which simply applies online choices of
parameters to finite-sum setting.
and R-SRG. Under online setting, it makes no theoretical
difference between with- and without-replacement sampling
as n approaches infinity. Here we consider setting the initial
point (or reference point) as the last iterate of the previous
epoch. This is in contrast to some update rules such as uniform
selection in R-SRG [20] or Riemannian centroid in R-SVRG
[1]. Especially for R-SRG, this simple modification allows
us to derive double loop convergence, which is stronger than
single loop convergence in [20] under finite-sum setting.
IV. ASSUMPTIONS AND DEFINITIONS
We first present three sets of assumptions as follows.
Assumption 1 is standard to analysis of all variance reduction
methods on Riemannian manifold. Assumption 2 is required
for analysing SVRG-type methods and Assumption 3 is further
needed to establish convergence of R-SVRG under traditional
Lyapunov analysis. All assumptions are commonly made in
the analysis of algorithms using retraction and vector transport,
see [1], [20], [22], [40].
Assumption 1.
(1.1) Function f and its component functions fi, i = 1, ..., n
are twice continuously differentiable.
(1.2) Iterate sequences produced by algorithms stay continu-
ously in a neighbourhood X ⊂ M around an optimal
point x∗. Additionally, X is a totally retractive neigh-
bourhood of x∗ where retraction R is a diffeomorphism
(i.e. bijective with differentiable inverse).
(1.3) Norms of Riemannian gradient and Riemannian Hessian
are bounded. That is, for all x ∈ X and any component
function fi, there exists constants G,H > 0 where
‖gradfi(x)‖ ≤ G and ‖Hessfi(x)‖ ≤ H hold.
(1.4) Variance of Riemannian gradient is bounded. That is,
for all x ∈ X , E‖gradfi(x)− gradf(x)‖2 ≤ σ2.
(1.5) Function f is retraction L-smooth with respect to re-
traction R. That is, for all x, y = Rx(ξ) ∈ X , there
exists a constant L > 0 such that
f(y) ≤ f(x) + 〈gradf(x), ξ〉+ L
2
‖ξ‖2.
(1.6) Function f is average retraction Ll-Lipschitz. That is,
for all x, y ∈ X , there exists a constant Ll > 0 such
that
E‖gradfi(x)− P xy gradfi(y)‖ ≤ Ll‖ξ‖,
where P xy is the parallel transport operator from y to x
along the retraction curve c(t) := Rx(tξ) with c(0) =
x, c(1) = y. Note we distinguish P xy with Γ
x
y where the
latter transports along a geodesic between x and y.
(1.7) (Lemma 3.5 in [40]) Difference between vector transport
T and parallel transport P associated with the same
retraction R is bounded. That is, for all x, y = Rx(ξ) ∈
X and η ∈ TxM, there exists a constant θ > 0, such
that
‖T yx η − P yx η‖ ≤ θ‖ξ‖‖η‖.
The expectation in Assumption (1.4) and (1.6) is taken
with respect to component index i and therefore is equivalent
to sample average. For example, (1.4) can be rewritten as
1
n
∑n
i=1 ‖gradfi(x) − gradf(x)‖ ≤ σ2. Assumption (1.1)
and (1.2) are basic for standard analysis. Assumption (1.3)
is necessary to establish Lipschitzness with vector transport
and is generally satisfied for compact manifolds [20]. Note
that Assumption (1.4) is introduced to bound deviation re-
sulting from inexact batch gradient at the start of epoch. For
vanilla R-SRG and R-SVRG, this assumption is not required.
Assumption (1.5) is guaranteed by combining (1.1), (1.2)
and upper-Hessian bounded condition [40] where f satisfies
d2f(Rx(tξ))
dt2 ≤ L for all x ∈ M, ξ ∈ TxM with ‖ξ‖ = 1.
Assumption (1.6) can be derived from Assumption (1.1) to
(1.3) and the condition that vector transport T ∈ C0 [40].
5Similarly, Assumption (1.7) is satisfied by requiring T ∈ C0
and P ∈ C∞.
Assumption 2.
(2.1) The neighbourhood X is also a totally normal neigh-
bourhood of x∗ where exponential map is a diffeomor-
phism.
(2.2) (Lemma 3 in [41]) There exists µ, ν, δµ,ν > 0 where for
all x, y = Rx(ξ) ∈ X with ‖ξ‖ ≤ δµ,ν , we have
‖ξ‖ ≤ µd(x, y), and d(x, y) ≤ ν‖ξ‖,
where d(x, y) is the Riemannian distance.
These two assumptions are also basic as in [1]. Assumption
(2.1) is to ensure that we can express Riemannian distance
in terms of inverse of exponential map. With X being both a
totally retractive and totally normal neighbourhood, Assump-
tion (2.2) characterizes relations between exponential map and
retraction. Indeed, we have ‖R−1x (y)‖ ≤ µ‖Exp−1x (y)‖ and
‖Exp−1x (y)‖ ≤ ν‖R−1x (y)‖. This assumption is reasonable as
retraction serves as first-order approximation to exponential
map and can thus be ensured by choosing a sufficiently small
neighbourhood X .
Assumption 3.
(3.1) The neighbourhood X is compact with its diameter
upper bounded by D. That is, maxx,y∈X d(x, y) ≤ D.
In addition, X has sectional curvature lower bounded
by κ.
(3.2) For all x, y ∈ X , there exists constant cR > 0 such that
‖R−1x (y)− Exp−1x (y)‖ ≤ cR‖R−1x (y)‖2.
Assumption (3.1) is required to apply trigonometric distance
bound (Lemma 5) and Assumption (3.2) is ensuring the
difference between exponential map and retraction is small
within a neighbourhood. Note that (3.2) can be implied from
Assumption (2.2) by triangle inequality. That is ‖R−1x (y) −
Exp−1x (y)‖ ≤ ‖R−1x (y)‖+ ‖Exp−1x (y)‖ ≤ (1 + ν)‖R−1x (y)‖.
Indeed, Assumption 1 is sufficient to obtain convergence
guarantee for recursive gradient based methods, including R-
SRG and R-SPIDER. Additional Assumptions 2 and 3 intro-
duce constraints on exponential map that bound its difference
with retraction. The main intuition is that R-SVRG requires
tracing the distances between a remote snapshot point and
the iterate sequence, which can only be characterized by
exponential map. This is in contrast with recursive gradient
estimator that only depends on successive iterates. One final
remark is that some assumptions, such as (1.7) and (2.2) are
presented as Lemmas in other work. The conditions necessary
for ensuring validity of these assumptions are outlined above
and hence we can for simplicity rely on these assumptions.
Apart from convergence analysis on general non-convex
functions, we also consider an important class of non-convex
functions which satisfies Polyak–ojasiewicz inequality [42]
on Riemannian manifold, also known as gradient dominance
condition. It has been shown that the problem of computing
leading eigenvector over the space of Hypersphere satisfies
this inequality [5].
Definition 1 (τ -Gradient Dominance). A differentiable func-
tion f : M −→ R is τ -gradient dominated in X ⊂ M if for
any x ∈ X , there exists a τ > 0 such that
f(x)− f(x∗) ≤ τ‖gradf(x)‖2,
where x∗ = arg minx∈M f(x) is a global minimizer of f .
With a slightly abuse of notation. we in general refer to
x∗ ∈M as an optimal point within its neighbourhood X . Only
Section VII considers the stronger definition of global minima.
Algorithm quality is measured by total IFO complexity to
achieve -accurate solution. A milder definition of -accuracy
that bounds the norm of gradient rather than squared norm
of gradient is considered mainly because R-SPIDER (under
retraction and vector transport) [22] is analysed under this
specification.
Definition 2 (-accurate solution and IFO complexity). -
accurate solution from a stochastic algorithm is an output
x with expected gradient norm no larger than . That is,
E‖gradf(x)‖ ≤ . Incremental First-Order (IFO) oracle [43]
takes a component index i and a point x ∈ X and outputs
an unbiased stochastic gradient gradfi(x) ∈ TxM. IFO
complexity counts the total number of IFO oracle calls.
V. RIEMANNIAN ABASVRG
Riemannian adaptive batch size SVRG is presented in
Algorithm 1 where the batch size Bs is adjusted based on
the accumulated gradient information from last epoch. Note
by simply fixing Bs = n, s = 1, ..., S, Algorithm 1 becomes
vanilla R-SVRG under finite-sum setting. We first establish
a Theorem that proves non-convex convergence for R-SVRG
under retraction and vector transport, which is currently miss-
ing in the literature.
Theorem 1 (Convergence and complexity of R-SVRG
under standard analysis). Let x∗ ∈ M be an op-
timal point of f and suppose Assumptions 1, 2 and
3 hold. Consider Algorithm 1 with full batch gradi-
ents Bs = n, s = 1, ..., S under finite-sum setting.
Choose a fixed step size η = µ0b(Ll+θG)µna1 (ζν2+2cRD)a2 ,
m = bn3/2a1/2bµ0(ζν2 + 2cRD)1−2a2c, b ≤ na1 , where
ζ ≥ 1 is a curvature constant defined in Lemma 5.
Select a1, µ0 ∈ (0, 1), a2 ∈ (0, 2) and choose ψ >
0 such that ψ ≤ µ0µ
(
1 − Lµ0(e−1)
2(Ll+θG)(ζν2+2cRD)2−a2µ
−
Lµ0b
2(Ll+θG)(ζν2+2cRD)a2µna1
− Lµ20(e−1)b
2(Ll+θG)(ζν2+2cRD)a2µn3/2a1
)
holds. Then output x˜ after running T = Sm iterations satisfies
E‖gradf(x˜)‖2 ≤ (Ll + θG)n
a1(ζν2 + 2cRD)
a2∆
bTψ
,
where ∆ := f(x˜0)− f(x∗). By choosing a1 = 2/3, a2 = 1/2,
the IFO complexity to achieve -accurate solution is O(n +
(Ll+θG)(ζν
2+2cRD)
1/2n2/3
2 ).
Proof of Theorem 1 is included in Appendix II and the
strategy is similar to [5], [17]. That is, we first derive bounds
on the norm of modified gradients ‖vst ‖2 and also on the
distance d2(xst , x
s
0) between current iterate and reference point
within an epoch. Then we construct a Lyapunov function
6Algorithm 1 R-AbaSVRG
1: Input: Step size η, epoch length S, inner loop size
m, mini-batch size b, adaptive batch size parameters
α1, α2, β1, initialization x˜0, desired accuracy .
2: for s = 1, ..., S do
3: xs0 = x˜
s−1.
4: Bs =
{
min{α1σ2/βs, n}, (finite-sum)
min{α1σ2/βs, α2σ2/2}, (online)
5: Draw a sample Bs from [n] of size Bs without replace-
ment.
6: vs0 = gradfBs(x
s
0).
7: βs+1 = 0.
8: for t = 0, ...,m− 1 do
9: Draw a sample Ist from [n] of size b with replace-
ment.
10: vst = gradfIst (x
s
t )− T x
s
t
xs0
(
gradfIst (x
s
0)− vs0
)
.
11: xst+1 = Rxst (−ηvst ).
12: βs+1 = βs+1 + ‖vst ‖2/m.
13: end for
14: x˜s = xsm.
15: end for
16: Output: x˜ uniformly selected at random from
{{xst}m−1t=0 }Ss=1.
f(xst ) + ctd
2(xst , x
s
0). We therefore can show the norm of
gradient at current iterate is upper bounded by the difference
in Lyapunov functions at consecutive iterates. In this process,
trigonometric distance bound is applied to relate d2(xst , x
s
0)
to d2(xst+1, x
s
0). By carefully choosing parameters and man-
aging coefficients ct, we obtain the desired result. Note that
the constant ψ is guaranteed to exist when µ0 is selected
sufficiently small and b ≤ na1 . The choice of a1, a2 is
suggested in [5]. Under exponential map and parallel transport,
Ll = L, θ = 0, ν = 1, cR = 0 and therefore this complexity
reduces to O(n+ Ln2/3ζ1/22 ) as in [5].
Next we present convergence and IFO complexity of R-
AbaSVRG. As a simple corollary, we can derive conver-
gence results of R-SVRG with much simpler proof. This
also allows analysis of R-SVRG under online setting, which
is novel on Riemannian manifold. Define sigma algebras
Fst := {B1, ..., I1m−1,B2, ..., I2m−1, ...,Bs, ..., Ist−1}. Accord-
ing to the update rule in Algorithm 1, vst−1 and x
s
t are
measurable in Fst . Therefore, conditional on Fst , randomness
at current iteration t only comes from sampling Ist or Bs.
We first present a Lemma that bounds deviation of modified
stochastic gradient to the full gradient.
Lemma 1 (Gradient estimation error bound for R-AbaSVRG).
Suppose Assumptions 1 and 2 hold and consider Algorithm 1.
Then we can bound estimation error of the modified gradient
vst to the full gradient gradf(x
s
t ) as
E[‖vst − gradf(xst )‖2|Fs0 ]
≤ t
b
(Ll + θG)
2µ2ν2η2
t−1∑
i=0
E[‖vsi ‖2|Fs0 ] + 1{Bs<n}
σ2
Bs
.
Proof of this Lemma is contained in Appendix III. This
suggests that conditional on Fs0 , the deviation of vst to the full
gradient is bounded by sum of all previous modified gradient
norm in current epoch plus some deviation from full gradient
at reference point. When choosing Bs = n as in non-adaptive
R-SVRG, the second term vanishes and we therefore obtain a
better bound on accuracy of the modified gradient vst . Next, we
present convergence and complexity bounds for R-AbaSVRG
and R-SVRG as follows.
Theorem 2 (Convergence analysis of R-AbaSVRG). Let
x∗ ∈ M be an optimal point of f and suppose Assumptions
1 and 2 hold. Consider Algorithm 1 with a fixed step size
η ≤ 2− 2α
L+
√
L2+4(1− 1α )
(Ll+θG)
2µ2ν2m2
b
with α ≥ 4. Then under
both finite-sum and online setting, output x˜ after running
T = Sm iterations satisfies
E‖gradf(x˜)‖2 ≤ 2∆
Tη
+
2
2
,
where ∆ := f(x˜0)− f(x∗) and  is the desired accuracy.
Corollary 2.1 (IFO complexity of R-AbaSVRG). With same
Assumptions in Theorem 2, choose b = m2, α = 4, η =
3
2L+2
√
L2+3(Ll+θG)2µ2ν2
. Set m = bn1/3c under finite-sum
setting and m = (σ )
2/3 under online setting. The IFO
complexity of Algorithm 1 to achieve -accurate solution is
given by{
O(B˜ + Θ1B˜
n1/32
+ Θ1n
2/3
2
)
, (finite-sum)
O( Θ1B˜
σ2/34/3
+ Θ1σ
4/3
10/3
)
, (online)
where Θ1 := L +
√
L2 + %1(Ll + θG)2µ2ν2 with %1 > 0
being a constant that does not depend on any parameter.
B˜ is the average batch size defined as follows. B˜ :=
1
S
∑S
s=1 min{α1σ2/βs, n} under finite-sum setting and B˜ :=
1
S
∑S
s=1 min{α1σ2/βs, α2σ2/2} under online setting.
Corollary 2.2 (Convergence and IFO complexity of R-SVRG
under new analysis). With the same assumptions as in The-
orem 2 and consider Algorithm 1 with fixed batch size
Bs = B for s = 1, ..., S. Choose a fixed step size η ≤
2
L+
√
L2+4
(Ll+θG)
2µ2ν2m2
b
. Output x˜ after running T = Sm
iterations satisfies
E‖gradf(x˜)‖2 ≤ 2∆
Tη
+ 1{B<n}
σ2
B
.
If we further choose b = m2, η = 2
L+
√
L2+4(Ll+θG)2µ2ν2
and
the following parameters
B = n, m = bn1/3c (finite-sum)
B =
2σ2
2
, m = (
σ

)2/3 (online)
IFO complexity to obtain -accurate solution is{
O(n+ Θ1n2/32 ), (finite-sum)
O(Θ1σ4/3
10/3
)
, (online)
Proof of all these results are deferred to Appendix III. We
first draw a comparison between IFO complexities of vanilla
7R-SVRG under two analysis frameworks. From Theorem 1,
the complexity is O(n+ (Ll+θG)(ζν2+2cRD)1/2n2/32 ), which is
the same as O(n+ Θ1n2/32 ) in Corollary 2.2 up to a constant.
Under standard analysis of Lyapunov function, the complexity
is further controlled by curvature constant ζ and diameter
D. Rather, we adopt a proof idea similar as in [36], which
is to bound function value difference by accumulated sum
of modified gradient norm. This analysis is much simpler
without requiring trigonometric distance bound and in turn
avoids compactness and bounded curvature assumptions. Ad-
ditionally, our proof slightly differs from [36] where we apply
f(xst+1)−f(xst ) ≤ −η2‖gradf(xst )‖2 + η2‖vst −gradf(xst )‖2−
(η2 − Lη
2
2 )‖vst ‖2 rather than f(xst+1) − f(xst ) ≤ η2‖vst −
gradf(xst )‖2 − (η2 − Lη
2
2 )‖vst ‖2. The former statement is
stronger than the latter and therefore we can directly bound
‖gradf(xst )‖2 based on this inequality, which yields an even
simpler proof. Note the new complexity in Corollary 2.2 still
depends on parameters µ and ν that describe the difference
between exponential map and retraction. This is unavoidable as
we need to relate distances between iterates and the reference
point to norm of modified gradient.
Comparing with R-SD that requires a complexity of O(n+
n
2 ), R-SVRG is superior with complexity lower by a factor
of O(n1/3). The new analysis also provides a complexity of
O(Θ1σ4/3
10/3
)
under online setting, which is the first online com-
plexity established on SVRG-type methods over Riemannian
manifold. This corresponds to the best known rate O( 1
10/3
)
for SVRG-based algorithms on Euclidean space, such as SCSG
[39] and ProxSVRG+ [44]. Given that the complexity of R-
SGD is O( 14 ), R-SVRG under online setting outperforms R-
SGD by a factor of O( 1
2/3
)
.
From Theorem 2, we also note that R-AbaSVRG obtains
the same convergence rate as non-adaptive R-SVRG. This
suggests that an identical iteration complexity is required to
achieve -accurate solution. Therefore under same choices of
parameters, R-AbaSVRG obtains O(B˜ + Θ1B˜
n1/32
+ Θ1n
2/3
2
)
under finite-sum setting and O( Θ1B˜
σ2/34/3
+ Θ1σ
4/3
10/3
)
under
online setting. These complexities can be theoretically much
lower than R-SVRG from the definition of B˜. That is, be-
cause B˜ ≤ n under finite-sum setting, the complexity of
R-AbaSVRG is at most O(n + Θ1n2/32 ), which matches the
complexity of R-SVRG. Similar argument holds for online
setting.
Finally, we make one additional comment on the choice of
parameters. Theorem 1 suggests a choice of m = O(n/b) with
b ≤ n2/3 while both Corollary 2.1 and 2.2 simply select b =
m2 = n2/3. Similar to [36], our new analysis does not easily
allow more flexible choices of b and m as we do not construct
any nontrivial auxiliary variable to achieve this purpose.
VI. RIEMANNIAN ABASRG
The key step of R-AbaSRG in Algorithm 2 is nearly
identical to R-AbaSVRG except that the modified gradient vst
is constructed recursively from vst−1. We first similarly present
a gradient estimation bound in the following Lemma with Fst
representing the same sigma algebras as in the analysis of
R-AbaSVRG.
Algorithm 2 R-AbaSRG
1: Input: Step size η, epoch length S, inner loop size
m, mini-batch size b, adaptive batch size parameters
α1, α2, β1, initialization x˜0, desired accuracy .
2: for s = 1, ..., S do
3: xs0 = x˜
s−1.
4: Bs =
{
min{α1σ2/βs, n}, (finite-sum)
min{α1σ2/βs, α2σ2/2}, (online)
5: Draw a sample Bs from [n] of size Bs without replace-
ment.
6: vs0 = gradfBs(x
s
0).
7: xs1 = Rxs0(−ηvs0).
8: βs+1 = ‖vs0‖2/m.
9: for t = 1, ...,m− 1 do
10: Draw a sample Ist from [n] of size b with replace-
ment.
11: vst = gradfIst (x
s
t )− T x
s
t
xst−1
(
gradfIst (x
s
t−1)− vst−1
)
.
12: xst+1 = Rxst (−ηvst ).
13: βs+1 = βs+1 + ‖vst ‖2/m.
14: end for
15: x˜s = xsm.
16: end for
17: Output: x˜ uniformly selected at random from
{{xst}m−1t=0 }Ss=1.
Lemma 2 (Gradient estimation error bound for R-AbaSRG).
Suppose Assumption 1 hold and consider Algorithm 2. Then
we can similarly bound estimation error of modified gradient
vst to the full gradient gradf(x
s
t ) as
E[‖vst − gradf(xst )‖2|Fs0 ]
≤ (Ll + θG)
2η2
b
t∑
i=0
E[‖vsi ‖2|Fs0 ] + 1{Bs<n}
σ2
Bs
.
A comparison with Lemma 1 can be drawn. This bound
is tighter than R-AbaSVRG as the first term on the right
hand side is smaller by a factor of O(t). This is mainly
due to the use of recursive gradient estimator rather than
a distant reference point under SVRG updates. Next, we
establish convergence and complexity results for both adaptive
and non-adaptive R-SRG.
Theorem 3 (Convergence analysis of R-AbaSRG). Let x∗ ∈
M be an optimal point of f and suppose Assumption 1
holds. Consider Algorithm 2 with a fixed step size η ≤
2− 2α
L+
√
L2+4(1− 1α )
(Ll+θG)
2m
b
with α ≥ 4. Then under both finite-
sum and online setting, output x˜ after running T = Sm
iterations satisfies
E‖gradf(x˜)‖2 ≤ 2∆
Tη
+
2
2
,
with ∆ := f(x˜0)− f(x∗) and  is the desired accuracy.
Corollary 3.1 (IFO complexity of R-AbaSRG). With the
same Assumptions and settings in Theorem 3, choose b =
m,α = 4. Then consider η = 2−
2
α
L+
√
L2+4(1− 1α )
(Ll+θG)
2m
b
=
83
2L+2
√
L2+3(Ll+θG)2
with m = bn1/2c under finite-sum set-
ting and m = σ under online setting. The IFO complexity of
Algorithm 1 to obtain -accurate solution is{
O(B˜ + Θ2B˜√
n2
+ Θ2
√
n
2
)
, (finite-sum)
O(Θ2B˜σ + Θ2σ3 ), (online)
where Θ2 := L +
√
L2 + %2(Ll + θG)2 with %2 > 0
independent of any parameter. B˜ is the same average batch
size defined in Corollary 2.1.
Corollary 3.2 (Double loop convergence and IFO complexity
of R-SRG). With the same assumptions in Theorem 3 and
consider Algorithm 2 with fixed batch size Bs = B, for s =
1, ..., S. Consider a step size η ≤ 2
L+
√
L2+4
(Ll+θG)
2m
b
. After
running T = Sm iterations, output x˜ satisfies
E‖gradf(x˜)‖2 ≤ 2∆
Tη
+ 1{B<n}
σ2
B
.
If we further choose b = m, η = 2
L+
√
L2+4(Ll+θG)2
and
following parameters
B = n, m = bn1/2c, (finite-sum)
B =
2σ2
2
, m =
σ

, (online)
IFO complexity to obtain -accurate solution is{
O(n+ Θ2√n2 ), (finite-sum)
O(Θ2σ3 ), (online)
Proof of all these results are presented in Appendix IV
where we adopt the same proof strategies as in R-AbaSVRG.
Corollary 3.2 provides complexity bounds for vanilla R-SRG
under double loop convergence. Existing work in [20] only
established single epoch convergence where the update of x˜s
for the next epoch is uniformly chosen from iterates within
current epoch. They proved a complexity of O(n+ Θ24 ) under
finite-sum setting, with Θ := max{L,√L2l + θ2G2}. This
is suboptimal when n ≤ O( 14 ). By simply setting x˜s as
the last iterate of current epoch, we can improve on this
rate by establishing a double loop convergence. It is aware
that under the condition of n ≤ O(L24 ) and L-smoothness
assumption (Euclidean sense), Fang et al. [23] proved a lower
bound of O(n + L
√
n
2 ) for optimizing finite-sum problem
over Euclidean space. They proposed SPIDER algorithm to
achieve this bound. On the manifold space, R-SPIDER is
generalised with complexities matching this state-of-the-art
lower bound. Nevertheless, R-SPIDER bears high relevance
to R-SRG. In fact, the only key difference of R-SPIDER
is to normalize gradient vst before taking a retraction step.
Therefore, by selecting a small step size η = O( L ), they can
bound distances between successive iterates d(xt, xt+1) by a
small quantity O(). Corollary 3.2 indicates that R-SRG is
also able to achieve this optimal complexity up to a constant,
which contradicts the claim that gradient normalization is
essential for faster rate under recursive gradient estimator
[22]. Additionally, R-SRG requires IFO complexity ofO(Θ2σ3 )
under online setting, also agreeing with the rate of R-SPIDER.
Hence, we can safely conclude that R-SPIDER is equivalent
to R-SRG with variable step size η/‖vst ‖. The superiority of
R-SRG lies in its large fixed step size choice.
Comparing with complexity results obtained by R-SVRG,
R-SRG strictly improves by a factor of O(n1/6) under finite-
sum setting and O((σ )1/3) under online setting. Furthermore,
similar to R-AbaSVRG, R-AbaSRG can achieve the same
iteration complexities as R-SRG and therefore with the same
choice of inner loop size m and mini batch size b, -accurate
solution can be guaranteed with potentially much lower to-
tal complexity. Lastly, regarding the choice of parameters,
b = m =
√
n turns out to be non-essential under current
complexity analysis. To illustrate, consider R-SRG under
finite-sum setting with the choice mb = n. From the proof
of Corollary 3.2, the number of epochs required to achieve
-accurate solution is S = 2∆mη2 =
L+
√
L2+4(Ll+θG)2
m
b
m2 ≤
2L
√
1+4
(Ll+θG)
2m
L2b
m2 . Then total IFO complexity is given by
S(n + 2mb) ≤ n + 6L
√
b2+4
(Ll+θG)
2n
L2
2 . Hence as long as
b ≤ √n, total complexity is at most O(n +
√
n
2 ) ignoring
constants. This suggests that we can freely choose b ∈ [1,√n]
and m ∈ [√n, n] as long as mb = n. Step size can also
be selected larger when choosing a larger mini-batch size.
Finally, note that total complexity does not improve for larger
mini-batch size. But it potentially provides linear speedups in
distributed systems where b stochastic gradients are computed
in parallel [45].
VII. CONVERGENCE UNDER GRADIENT DOMINANCE
As an important class of non-convex functions, gradient
dominated functions (see Definition 1) assume existence of
global minima x∗ where function value difference of any point
to x∗ is upper bounded by its gradient. This condition allows
linear convergence to be established for non-convex functions.
Note that retraction ς-strongly convex function is 12ς -gradient
dominated.2 Common strategy of adapting variance reduction
methods to gradient dominance condition is by restarting [5],
[21]. Accordingly, we provide a unified framework shown in
Algorithm 3, similar to [21]. The idea is to gradually shrink the
desired accuracy at each mega epoch, thus requiring increasing
number of iterations Sk. By running sufficient number of mega
epochs, output xK is guaranteed to be -accurate. For vanilla
R-SVRG and R-SRG, we consider Algorithm 1 and 2 with
fixed batch size Bs = B for simplicity.
Theorem 4 (IFO complexity of R-AbaSVRG and R-SVRG).
Suppose Assumptions 1 and 2 hold and also suppose function
f satisfies τ -gradient dominance condition. Consider Algo-
rithm 3 with any solver and accordingly choose appropriate
parameters to achieve k-accurate solution. Then at each mega
epoch k, output xk satisfies
E‖gradf(xk)‖ ≤ 0
2k
, and E[f(xk)− f(x∗)] ≤ τ
2
0
4k
.
2Proof of this claim can be seen in Corollary 5 in [5]. Retraction ς-strongly
convex f satisfies f(y) ≥ f(x) + 〈gradf(x), ξ〉 + ς
2
‖ξ‖2, for all x, y =
Rx(ξ) ∈M.
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1: Input: Initial accuracy 0 and desired accuracy , initial-
ization x0.
2: for k = 1, ...,K do
3: k =
k−1
2 and set other parameters accordingly.
4: (R-SVRG):
xk = R-AbaSVRG(xk−1, k, Sk,mk, bk, Bk, η)
5: (R-AbaSVRG):
xk = R-AbaSVRG(xk−1, k, Sk,mk, bk, η, α1, α2, β1)
6: (R-SRG):
xk = R-AbaSRG(xk−1, k, Sk,mk, bk, Bk, η)
7: (R-AbaSRG):
xk = R-AbaSRG(xk−1, k, Sk,mk, bk, η, α1, α2, β1)
8: end for
9: Output: xK .
Consider R-AbaSVRG solver with the following parameters
at each mega epoch. η = 3
2L+2
√
L2+3(Ll+θG)2µ2ν2
, α =
4, bk = m
2
k, where mk = bn1/3c under finite-sum setting and
mk = (
σ
k
)2/3 under online setting. Then to achieve -accurate
solution, total IFO complexity is given by{
O(∑Kk=1 B˜k(1 + Θ1τn1/3 ) + (Θ1n2/3τ) log(1 )), (finite-sum)
O(Θ1τ∑Kk=1 B˜k2/3k
σ2/3
+ Θ1τσ
4/3
4/3
)
, (online)
where the average batch size at mega epoch k is B˜k :=
1
Sk
∑Sk
s=1 min{α1σ2/βs, n} under finite-sum setting and
B˜k :=
1
Sk
∑Sk
s=1 min{α1σ2/βs, α2σ2/2k} under online set-
ting. Consider R-SVRG solver with the same parameters except
for η = 2
L+
√
L2+4(Ll+θG)2µ2ν2)
, Bk = n under finite-sum
setting and Bk = 2σ
2
2k
under online setting. To achieve -
accurate solution, we require a total complexity of{
O((n+ Θ1τn2/3) log( 1 )), (finite-sum)
O(Θ1τσ4/3
4/3
)
, (online)
Theorem 5 (IFO complexity of R-AbaSRG and R-SRG).
Suppose Assumptions 1 holds and also suppose function f
satisfies τ -gradient dominance. By choosing parameters to
achieve k-accurate solution, output xk satisfies the same
linear convergence as in Theorem 4. Consider R-AbaSRG
solver with η = 3
2L+2
√
L2+3(Ll+θG)2
, α = 4, bk = mk where
mk = bn1/2c under finite-sum setting and mk = σk under
online setting. To achieve -accurate solution, we require a
total IFO complexity of{
O(∑Kk=1 B˜k(1 + Θ2τn1/2 ) + (Θ2n1/2τ) log(1 )), (finite-sum)
O(Θ2τ∑Kk=1 B˜kkσ + Θ2τσ ), (online)
where B˜k is the average batch size defined in Theorem 4.
Consider R-SRG solver with the same parameters except for
η = 2
L+
√
L2+4(Ll+θG)2
and Bk = n under finite-sum setting
and Bk = 2σ
2
2k
under online setting. To achieve -accurate
solution, we require a total complexity of{
O((n+ Θ2τn1/2) log(1 )), (finite-sum)
O(Θ2τσ ), (online)
See Appendix V for proof of these results. We first note that
under gradient dominance condition, R-SD requires a com-
plexity of O((n+Lτn) log(1 )) and R-SGD requires O(LG22 )
as shown in Theorem 6 (Appendix V). These results are con-
sistent with those established on Euclidean space [42], [46].
Similar to general non-convex setting, R-SVRG requires lower
complexities, with a factor of O(n1/3) lower than R-SD and a
factor of O( 1
2/3
)
lower than R-SGD. It is aware that Zhang et
al. [5] proved a complexity of O((n + Lζ1/2τn2/3) log( 1 ))
for R-SVRG under standard analysis, which is the same as
ours up to a constant factor. R-SRG further improves on these
rates by O(n1/6) and O( 1
1/3
)
under two cases respectively.
Similar to the general non-convex case, these IFO complexities
can be further improved by batch size adaptation. For example,
consider R-AbaSVRG under finite-sum setting with complex-
ity given by O(∑Kk=1 B˜k(1+ Θ1τn1/3 )+(Θ1n2/3τ) log(1 )). By
definition,
∑K
k=1 B˜k(1 +
Θ1τ
n1/3
) ≤∑Kk=1 n(1 + Θ1τn1/3 ) = (n+
Θ1n
2/3τ) log(1 ). Hence the complexity is at most the same
as non-adaptive R-SVRG, which is O((n+Θ1n2/3τ) log(1 )).
Similar argument holds for R-AbaSRG and online setting.
Kasai et al. [20] proved a complexity of O((n +
τ2Θ2) log( 12 )
)
for R-SRG. This is because the inner loop
convergence does not require restarting the algorithm and
simply running O( log( 12 )) outer iterations is sufficient to
achieve linear convergence. Comparing with the rate of
O((n+Θ2τn1/2) log(1 )) under current framework, we again
highlight a trade-off between sample size and desired accuracy.
When n is small relative to , our rate is superior. It is
noticed that R-SPIDER also achieves the same rate as R-SRG
under gradient dominance condition. This further consolidates
the belief that R-SRG theoretically performs the same as R-
SPIDER, with matching complexities.
Finally, since retraction strongly convex functions are spe-
cial types of gradient dominated functions. These results
can be readily extended for the stronger class of functions.
For example, under finite-sum setting, suppose f is retrac-
tion ς-strongly convex, R-SVRG requires a complexity of
O((n+Θ1ς−1n2/3) log(1 )) and R-SRG requires a complexity
of O((n+ Θ2ς−1n1/2) log( 1 )).
VIII. CONVERGENCE UNDER EXPONENTIAL MAP AND
PARALLEL TRANSPORT
Table I summarizes complexity bounds derived in this
paper, with a comparison to existing work on general non-
convex functions. Trivially, our analysis of retraction and
vector transport easily adapts to more restricted exponential
map and parallel transport. That is, we can simply replace
retraction L-smooth and Ll-Lipschitz assumptions by geodesic
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L-smoothness and L-Lipschitzness [5]. Therefore, Θ1,Θ2
reduce to L as θ = 0, µ = ν = 1. In general, we have
Θ1,Θ2 > L where retraction and vector transport deviate from
exponential map and parallel transport. Note that since we do
not assume a bounded sectional curvature, which appears in
the standard complexity results of R-SVRG under exponential
map and parallel transport, our rate is slightly better. Similar
conclusions can be made for gradient dominated functions.
IX. EXPERIMENTS
This section empirically evaluates effectiveness of batch size
adaptation on variance reduction algorithms over a number of
tasks. To make a comparison with some first-order baseline
methods, we also include results from R-SD, R-SGD as well
as Riemannian conjugate gradient (R-CG) [38]. Except for
R-SD and R-CG that have inbuilt line search algorithm, all
other methods require fine tuning step size. For simplicity, we
consider a fixed step size η for SVRG and SRG based methods,
a decaying step size for R-SGD and an adaptive step size for
R-SPIDER. Denote k as the iteration index and p as the batch
gradient frequency for R-SPIDER. Then the decaying step size
is given by ηk = η(1+ηληk) and the adaptive step size is ηk =
α
bk/pc
η ·βη , as suggested in [20], [22]. Particularly, convergence
theory of R-SPIDER requires a small step size proportional to
desired accuracy, which hampers convergence speed for initial
epochs. The adaptive step size generally performs better.
Some global parameter settings are as follows. For variance
reduction methods and their adaptive batch size versions,
we set inner loop size m, mini-batch size b and batch
gradient frequency p to be
√
n, which agrees with conver-
gence theories. We set λη = 0.01 for R-SGD and select
αη from {0.1, 0.2, ..., 0.8, 0.85, 0.9, 0.95, 0.99} and βη from
{0.001, 0.005, 0.01, 0.05, 0.1, 0.5} for R-SPIDER. This search
grid is more extensive than that in [22] as we found for some
applications, a smaller search grid is unable to ensure conver-
gence. We set adaptive batch size Bs = min{n, cβ/βs}, s > 1.
Initial batch size B1 is set to be 50 and therefore we only
need to tune cβ . It is noticed that on manifold space, due
to error caused by vector transport operator, inexact batch
gradients at initial stages can further deviate when m is large.
Hence practically, we set inner loop size ms = min{Bs,m}.
Also, mini-batch size is set as bs = min{Bs, b} since it is
unreasonable for batch gradient to be less exact than mini-
batch gradients. To achieve fairness in comparisons, we first
tune step size η on vanilla variance reduction methods. Then
the best tuned η is fixed for their adaptive versions, where cβ
is tuned accordingly. We select η from {1, 2, ..., 9}× 10q and
cβ from {1, 3, ..., 15} × 10l, where q, l are to be determined
for each problem. All results presented are coded in Matlab
on a i5-8600 3.1GHz CPU processor.
A. PCA and LRMC on Grassmann manifold
We first consider principal component analysis (PCA) and
low rank matrix completion (LRMC) on Grassmann manifold
G(r, d), which consists of r-dimensional subspaces in Rd
(r ≤ d). Points on Grassmann manifold are equivalence classes
of column orthonormal matrices under the orthogonal group
O(r). That is, a point on Grassmann manifold can be repre-
sented by a column orthonormal matrix U ∈ Rd×r such that
UTU = Ir and any point is deemed equivalent to U if they
can be represented as UR for any R ∈ O(r). Recall Stiefel
manifold St(r, d) is the set of column orthonormal matrices in
Rd×r. Grassmann manifold can also be defined as a quotient
manifold of Stiefel manifold, written as St(r, d)/O(r).
The PCA problem. The PCA problem considers min-
imizing reconstruction error between projected and origi-
nal samples over the set of orthonormal projection matrix
U ∈ St(r, d), which is minU∈St(r,d) 1n
∑n
i=1 ‖xi−UUTxi‖2,
where xi ∈ Rd, i = 1, ..., n represent data samples. Note the
objective function is invariant under the action of orthogonal
group. That is, f(U) = f(UR) for R ∈ O(r). Thus, the
optimization search space is Grassmann manifold and the
problem is equivalent to minU∈G(r,d)− 1n
∑n
i=1 x
T
i UU
Txi.
We first consider a synthetic dataset with (n, d, r) =
(105, 200, 5), which is generated by a random normal matrix
in Rn×d with r significant columns. Then we also conduct
evaluations on two practical datasets, MNIST hand written
digits [47] with (n, d, r) = (60000, 784, 5) and ijcnn1 dataset
from LibSVM [48] with (n, d, r) = (49990, 22, 5). We set
q = −3, l = 5 for synthetic and MNIST datasets and
q = −1, l = 2 for ijcnn. Fig. 1 presents convergence results
for the PCA problem in terms of both optimality gap and
gradient norm. Optimality gap is defined as the function value
difference between iterates to the optimal point, pre-calculated
by PCA function in Matlab. From the figures, it is clear
that variance reduction with batch size adaptation outperforms
their full batch size versions, especially on large datasets like
synthetic and MNIST. Due to small batch size in the first
few epochs, R-AbaSVRG and R-AbaSRG behaves similarly to
R-SGD with rapid function value decrease, while still main-
taining fast convergence owing to variance reduction in the
following training phases. A similar observation can be made
in terms of gradient norm decrease. Fig. 2 presents additional
results on synthetic dataset. Specifically, Fig. 2a illustrates
how optimality gap decreases with algorithm runtime, which
aligns closely with Fig. 1a. This suggests the extra cost of
tracing gradient norm within each epoch is negligible. Also,
we find that performance of R-AbaSVRG and R-AbaSRG is
insensitive to parameter cβ as long as it is sufficiently large.
The LRMC problem. Given a matrix A ∈ Rd×n with
largely missing entries, the LRMC problem aims to recover
the full matrix by assuming a low rank structure. Denote Ω as
an index set corresponding to observed entries and PΩ as an
operator that projects known entries while setting unknown
entries to zero. Formally, Ω := {(i, j) |Aij is observed }.
PΩ(Aij) = Aij if (i, j) ∈ Ω and PΩ(Aij) = 0 otherwise.
Then the problem is to minU,V ‖PΩ(A)− PΩ(UV)‖2, with
U ∈ Rd×r,V ∈ Rr×n. Since the factorization into U,V
is not unique and depends only on column space of U, the
problem is defined on Grassmann manifold G(r, d). Denote
a1, ...,an as column vectors of A and PΩi , i = 1, ..., n as
the corresponding projection for the i-th column. We can re-
formulate LRMC into minU∈G(r,d),vi∈Rr
1
n
∑n
i=1 ‖PΩi(ai)−
PΩi(Uvi)‖2. Note given U, vi has a closed form solution
given by least square fit.
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Fig. 1: PCA problem on Grassmann manifold
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Fig. 2: Additional PCA results on synthetic dataset
A baseline synthetic dataset with n = 20000, d = 100, r =
5 is generated by a similar procedure in [49]. We set condition
number of the generated matrix as cn = 50, which is the ratio
of the largest to smallest singular value. Oversampling ratio is
set as os = 8, which determines the number of known entries
given by os×(n+d−r)r. The known entries are subsequently
perturbed by injecting Gaussian noise with a noise level
ε = 10−10. In general, the larger the condition number, the
smaller the oversampling ratio, the higher the noise level, the
more difficult the LRMC problem is. In addition, we consider
two movie recommendation datasets as follows. Netflix prize
[50] contains over 100 million movie ratings, which are
integers from 1 to 5. We first choose a random subset of
10 million instances and subsequently include movies and
users with more than 100 observed entries. This leaves 1372
movies (n) rated by 13088 users (d). Movielens-1M [51] is a
dataset with 6040 users (d) and 3706 movies (n). For these
two datasets, we randomly extract 20 ratings per user as test
sets, which results in 15% and 12% of total observed entries
for testing. We set q = −2,−5,−5, l = 2, 8, 8 for synthetic,
Netflix and Movielens datasets respectively. Fig. 3 presents
test mean square error (MSE) on three datasets. We include
training MSE results in Appendix VII-B, which display similar
patterns. From Fig. 3, we conclude that batch size adaptation
accelerates variance reduction methods particularly for the first
few epochs and thus perform no worse than their non-adaptive
versions.
B. RKM on SPD manifold
We also consider computing Riemannian Karcher mean
(RKM) on d × d symmetric positive definite (SPD) man-
ifold Sd++. Given n sample points X1, ...,Xn ∈ Sd++,
Riemannian Karcher mean with respect to affine-invariant
Riemannian metric (AIRM) [52], is calculated by solving
minC∈Sd++
1
n
∑n
i=1 ‖ log(C−1/2XiC−1/2)‖2F , where log(·)
represents the principal matrix logarithm. We first test on a
synthetic dataset with (n, d, cn) = (5000, 10, 20) generated as
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Fig. 3: LRMC problem on Grassmann manifold
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Fig. 4: RKM problem on SPD manifold
in [53]. In addition, we compare algorithms on Extended Yale
B dataset [54] that collects 2414 (n) frontal face images of
38 individuals under various lighting conditions and Kylberg
dataset [55] that contains 4480 (n) images of 28 different
texture classes. Original images are resized to 32× 32 pixels
and region covariance descriptors are constructed for each
image. Particularly, we generate 8-dimensional feature vectors
consisting of pixel locations, intensity, first- and second-order
pixel gradients and edge orientation at each pixel location [56].
As a result, we obtain n 8 × 8 SPD matrices for which we
calculate Riemannian Karcher mean. For all datasets, we set
q = −2, l = 5. The optimal solution is obtained by relaxed
Richardson iteration [53]. From Fig. 4, we observe that R-
AbaSVRG and R-AbaSRG still perform better compared to
R-SVRG and R-SRG. The improvement is not as significant
as in PCA and LRMC problem because all methods converge
rapidly and therefore batch size adaptation only takes place in
the first epoch.
C. Additional remarks
To further evaluate sensitivity of batch size adaptation,
we also include results on synthetic datasets with different
characteristics in Appendix VII for all three applications, such
as large-scale, high-dimension, high-rank, ill-conditioning. We
find in general, R-AbaSVRG and R-AbaSRG are insensitive
when characteristics of dataset vary and perform compara-
tively better across all methods considered. At last, we make
some comments on R-SRG and R-SPIDER with matching
complexities. We notice a similar performance for PCA and
LRMC problem while R-SPIDER fails on RKM problem. This
suggests that the search grid might not be extensive enough to
reflect the best performance of R-SPIDER. For more difficult
LRMC problems, we find that R-SPIDER can converge faster
near optimal point (Appendix VII-B). This is reasonable as
gradient normalization allows magnitude of each step to be
dictated precisely by the adaptive step size, which gives more
flexibility than fix step size. However, it also requires more
effort in tuning two step size parameters αη, βη , which poses
difficulty for large datasets in high dimensions.
X. CONCLUSIONS
In this paper, we propose R-AbaSVRG and R-AbaSRG
by adapting outter loop batch size of state-of-the-art vari-
ance reduction methods R-SVRG and R-SRG for Rieman-
nian optimization. Our formulation focuses on more general
retraction and vector transport as well as mini-batch stochastic
gradients. We prove that batch size adaptation maintains the
same iteration complexities while requiring lower per-iteration
complexities. This results in lower total complexities compared
to non-adaptive methods for both general non-convex and
gradient dominated functions under finite-sum and online
settings. In addition, the new convergence analysis can be
readily applied to non-adaptive variance reduction methods,
which yields much simpler proof for R-SVRG and better
complexity bounds for R-SRG under double loop convergence.
Experiment results over a number of applications validate
superiority of batch size adaptation.
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Supplementary Material
APPENDIX I
USEFUL LEMMAS
Lemma 3 (Variance bound for sampling without replacement). Consider a set of population vectors {x1, ...,xN} in RD with∑N
i=1 xi = 0, and a subset I of cardinality b, which is uniformly drawn at random from [N ] without replacement. Then
EI‖1
b
∑
i∈I
xi‖2 ≤ 1
Nb
N − b
N − 1
N∑
i=1
‖xi‖2.
Proof. See Lemma A.1 in [39].
Lemma 4 (Retraction Lipschitzness with vector transport). Suppose f is average retraction Ll-Lipschitz as in Assumption
(1.6) and norm of gradient is bounded by G. Also suppose difference between parallel transport P xy and vector transport T xy
under same retraction is bounded as in Assumption (1.7). Then for all x, y = Rx(ξ) ∈ X ,
E‖gradfi(x)− T xy gradfi(y)‖ ≤ (Ll + θG)‖ξ‖,
where expectation is taken with respect to index i and θ is parameter defined in Assumption (1.7).
Proof.
E‖gradfi(x)− T xy gradfi(y)‖ = E‖gradfi(x)− P xy gradfi(y) + P xy gradfi(y)− T xy gradfi(y)‖
≤ E‖gradfi(x)− P xy gradfi(y)‖+ E‖P xy gradfi(y)− T xy gradfi(y)‖
≤ Ll‖ξ‖+ θ‖ξ‖E‖gradfi(y)‖
≤ (Ll + θG)‖ξ‖, (5)
where the first inequality is by triangle inequality and the last two inequalities follow from Assumptions (1.6) and (1.7) and
the bounded gradient.
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APPENDIX II
PROOF OF THEOREM 1
The idea of the proof is mainly based on [5], [17]. We first present a trigonometric distance bound [57] that extends law of
cosines on Euclidean space to Riemannian manifold with bounded sectional curvature. Next we show that the norm of gradient
is bounded by difference in a properly constructed Lyapunov function. Then telescoping this result completes the proof.
Lemma 5 (Trigonometric distance bound). If a, b, c are side lengths of a geodesic triangle in a length space with curvature
lower bounded by κ, and θ is the angle between sides b and c,
a2 ≤
√|κ|c
tanh(
√|κ|c)b2 + c2 − 2bc cos(θ).
Assume Assumption 3 holds and define the following curvature constant
ζ :=

√
|κ|D
tanh(
√
|κ|D) , if κ < 0
1, if κ ≥ 0
where D is the diameter of compact set X . Then for a, b, c as side lengths of a geodesic triangle in X ,
a2 ≤ ζb2 + c2 − 2bc cos(θ).
Proof. See Lemma 5 in [57].
Lemma 6. Suppose Assumptions 1, 2 and 3 hold. Let
ct = ct+1 + ct+1ηλ+ ct+1
(ζν2 + 2cRD)(Ll + θG)
2µ2η2
b
+
L(Ll + θG)
2µ2η2
2b
,
δt = η − ct+1η
λ
− Lη
2
2
− ct+1(ζν2 + 2cRD)η2.
Suppose we choose {ct}, η and λ > 0 such that δt > 0. Then iterate sequence {xst} produced by Algorithm 1 with full batch
gradient Bs = n satisfies
‖gradf(xst )‖2 ≤
E[Rst −Rst+1|Fst ]
δt
,
with Rst := f(x
s
t ) + ctd
2(xst , x
s
0), for s = 1, ..., S, t = 0, ...,m− 1.
Proof. By retraction L-smoothness and taking expectation with respect to Fst , we have
E[f(xst+1)|Fst ] ≤ f(xst )− η〈gradf(xst ),E[vst |Fst ]〉+
Lη2
2
E[‖vst ‖2|Fst ]
= f(xst )− η‖gradf(xst )‖2 +
Lη2
2
E[‖vst ‖2|Fst ] (6)
We first establish a bound on norm of modified gradient vst .
E[‖vst ‖2|Fst ]
= E[‖gradfIst (xst )− T
xst
xs0
(
gradfIst (x
s
0)− vs0
)‖2|Fst ]
= E[‖gradfIst (xst )− T
xst
xs0
gradfIst (x
s
0)− gradf(xst ) + T x
s
t
xs0
gradf(xs0) + gradf(x
s
t )‖2|Fst ]
= E[‖gradfIst (xst )− T
xst
xs0
gradfIst (x
s
0)− gradf(xst ) + T x
s
t
xs0
gradf(xs0)‖2|Fst ] + ‖gradf(xst )‖2
≤ E[‖gradfIst (xst )− T
xst
xs0
gradfIst (x
s
0)‖2|Fst ] + ‖gradf(xst )‖2
≤ (Ll + θG)
2µ2
b
d2(xst , x
s
0) + ‖gradf(xst )‖2, (7)
where third equality is due to unbiasedness of stochastic gradient. The first inequality holds due to E‖x − E[x]‖2 ≤ E‖x‖2
and the last inequality is by Lemma 4 ans Assumption (2.2). Then we use Lemma 5 to bound distance d2(xst+1, x
s
0). For a
geodesic triangle 4xst+1xstxs0, we have
E[d2(xst+1, xs0)|Fst ] ≤ E[ζd2(xst+1, xst ) + d2(xst , xs0)− 2〈Exp−1xst (x
s
t+1),Exp
−1
xst
(xs0)〉|Fst ]
≤ E[ζν2η2‖vst ‖2 + d2(xst , xs0)− 2〈Exp−1xst (x
s
t+1),Exp
−1
xst
(xs0)〉|Fst ], (8)
where the second inequality is by Assumption (2.2). Also note that
−2〈Exp−1xst (x
s
t+1),Exp
−1
xst
(xs0)〉 = 2〈R−1xst (x
s
t+1)− Exp−1xst (x
s
t+1),Exp
−1
xst
(xs0)〉 − 2〈R−1xst (x
s
t+1),Exp
−1
xst
(xs0)〉
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≤ 2‖R−1xst (x
s
t+1)− Exp−1xst (x
s
t+1)‖‖Exp−1xst (x
s
0)‖+ 2η〈vst ,Exp−1xst (x
s
0)〉
≤ 2cRDη2‖vst ‖2 + 2η〈vst ,Exp−1xst (x
s
0)〉, (9)
where the last inequality uses Assumption (3.1) and (3.2) with ‖Exp−1xst (xs0)‖ = d(xst , xs0) ≤ D. Substitute this result back to
(8) gives
E[d2(xst+1, xs0)|Fst ] ≤ E[(ζν2 + 2cRD)η2‖vst ‖2 + d2(xst , xs0) + 2η〈vst ,Exp−1xst (x
s
0)〉|Fst ]
= (ζν2 + 2cRD)η
2E[‖vst ‖2|Fst ] + d2(xst , xs0) + 2η〈gradf(xst ),Exp−1xst (x
s
0)〉
≤ (ζν2 + 2cRD)η2E[‖vst ‖2|Fst ] + d2(xst , xs0) + 2η(
1
2λ
‖gradf(xst )‖2 +
λ
2
‖Exp−1xst (x
s
0)‖2)
= (ζν2 + 2cRD)η
2E[‖vst ‖2|Fst ] + (1 + ηλ)d2(xst , xs0) +
η
λ
‖gradf(xst )‖2. (10)
The second inequality is due to Young’s inequality 〈a, b〉 ≤ 12λ‖b‖2 + λ2 ‖a‖2 with parameter λ > 0. Now construct a Lyapunov
function Rst := f(x
s
t ) + ctd
2(xst , x
s
0). Then,
E[Rst+1|Fst ] = E[f(xst+1) + ct+1d2(xst+1, xs0)|Fst ]
≤ f(xst )− η‖gradf(xst )‖2 +
Lη2
2
E[‖vst ‖2|Fst ]
+ ct+1
(
(ζν2 + 2cRD)η
2E[‖vst ‖2|Fst ] + (1 + ηλ)d2(xst , xs0) +
η
λ
‖gradf(xst )‖2
)
= f(xst )− (η −
ct+1η
λ
)‖gradf(xst )‖2 + (ct+1 + ct+1ηλ)d2(xst , xs0)
+
(Lη2
2
+ ct+1(ζν
2 + 2cRD)η
2
)
E[‖vst ‖2|Fst ]
≤ f(xst )− (η −
ct+1η
λ
)‖gradf(xst )‖2 + (ct+1 + ct+1ηλ)d2(xst , xs0)
+
(Lη2
2
+ ct+1(ζν
2 + 2cRD)η
2
)( (Ll + θG)2µ2
b
d2(xst , x
s
0) + ‖gradf(xst )‖2
)
= f(xst )−
(
η − ct+1η
λ
− Lη
2
2
− ct+1(ζν2 + 2cRD)η2
)‖gradf(xst )‖2
+
(
ct+1 + ct+1ηλ+ ct+1
(ζν2 + 2cRD)(Ll + θG)
2µ2η2
b
+
L(Ll + θG)
2µ2η2
2b
)
d2(xst , x
s
0)
= Rst − δt‖gradf(xst )‖2, (11)
with ct = ct+1 + ct+1ηλ+ ct+1
(ζν2+2cRD)(Ll+θG)
2µ2η2
b +
L(Ll+θG)
2µ2η2
2b and δt := η − ct+1ηλ − Lη
2
2 − ct+1(ζν2 + 2cRD)η2.
Suppose we choose parameters such that δt > 0. Then, we have the desired result.
Lemma 7. With the same assumptions and settings in Lemma 6, choose cm = 0 and define δ˜ := min0≤t≤m−1 δt. Denote
T = Sm as the total number of iterations and ∆ = f(x˜0)− f(x∗). Then output x˜ from Algorithm 1 with full batch gradient
Bs = n satisfies
E‖gradf(x˜)‖2 ≤ ∆
T δ˜
.
Proof. Summing over result over t = 0, ...,m− 1 from Lemma 6 and taking expectation with respect to Fs0 yields
m−1∑
t=0
E[‖gradf(xst )‖2|Fs0 ] ≤
E[Rs0 −Rsm|Fs0 ]
δ˜
=
E[f(xs0)− f(xs+10 )|Fs0 ]
δ˜
, (12)
where we note that Rs0 = f(x
s
0) and R
s
m = f(x
s
m) = f(x
s+1
0 ) for cm = 0. Telescoping this inequality from s = 1, ..., S and
taking full expectation, we have
1
T
S∑
s=1
m−1∑
t=0
E‖gradf(xst )‖2 ≤
f(x˜0)− E[f(xSm)]
T δ˜
≤ ∆
T δ˜
. (13)
Finally, by noting that output x˜ is uniformly drawn at random from all iterates and thus E‖gradf(x˜)‖2 =
1
T
∑S
s=1
∑m−1
t=0 E‖gradf(xst )‖2, the proof is complete.
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Theorem 1 (Convergence and complexity of R-SVRG under standard analysis). Suppose Assumptions 1, 2 and 3 hold
and consider Algorithm 1 with full batch gradient Bs = n. Choose step size η = µ0b(Ll+θG)µna1 (ζν2+2cRD)a2 ,
m = bn3/2a1/2bµ0(ζν2 + 2cRD)1−2a2c, b ≤ na1 , where a1, µ0 ∈ (0, 1), a2 ∈ (0, 2). Then for a constant ψ > 0 such that
ψ ≤ µ0
µ
(
1− Lµ0(e− 1)
2(Ll + θG)(ζν2 + 2cRD)2−a2µ
− Lµ0b
2(Ll + θG)(ζν2 + 2cRD)a2µna1
− Lµ
2
0(e− 1)b
2(Ll + θG)(ζν2 + 2cRD)a2µn3/2a1
)
,
(14)
the output x˜ after running T = Sm iterations satisfies
E‖gradf(x˜)‖2 ≤ (Ll + θG)n
a1(ζν2 + 2cRD)
a2∆
bTψ
, (15)
where ∆ := f(x˜0)− f(x∗). By choosing a1 = 2/3, a2 = 1/2, the total IFO complexity to achieve -accurate solution is
O
(
n+ (Ll+θG)n
2/3(ζν2+2cRD)
1/2
2
)
.
Proof. First note that ct = ct+1(1 + ηλ+
(ζν2+2cRD)(Ll+θG)
2µ2η2
b ) +
L(Ll+θG)
2µ2η2
2b = ct+1(1 + φ) +
L(Ll+θG)
2µ2η2
2b , where
φ := ηλ+ (ζν
2+2cRD)(Ll+θG)
2µ2η2
b . Choose η =
µ0b
(Ll+θG)µna1 (ζν2+2cRD)a2
, µ0 ∈ (0, 1) and λ = (Ll+θG)µ(ζν
2+2cRD)
1−a2
na1/2
gives
ct = (1 + φ)ct+1 +
Lµ20b
2n2a1(ζν2 + 2cRD)2a2
, (16)
Applying (16) recursively to c0 and noting cm = 0, we have
c0 =
Lµ20b
2n2a1(ζν2 + 2cRD)2a2
(1 + φ)m − 1
φ
. (17)
It is noted that the sequence {ct}m−1t=0 is a decreasing sequence and achieves its maximum at c0. Therefore we derive a
bound on c0. Note that
φ =
µ0b(ζν
2 + 2cRD)
1−2a2
n3/2a1
+
µ20b(ζν
2 + 2cRD)
1−2a2
n2a1
∈
(µ0b(ζν2 + 2cRD)1−2a2
n3/2a1
,
2µ0b(ζν
2 + 2cRD)
1−2a2
n3/2a1
)
. (18)
Choosing m = bn3/2a1/2bµ0(ζν2 + 2cRD)1−2a2c suggests
φ ≤ 2µ0b(ζν
2 + 2cRD)
1−2a2
n3/2a1
≤ 1
m
, and (1 + φ)m ≤ e, (19)
where e is the Euler’s constant. Note for the second inequality, we loosely use ≤ instead of < for consistency. Then applying
(18) and (19) into (17), we have
c0 ≤ Lµ
2
0b
2n2a1(ζν2 + 2cRD)2a2
× n
3/2a1(e− 1)
µ0b(ζν2 + 2cRD)1−2a2
=
Lµ0(e− 1)
2n1/2a1(ζν2 + 2cRD)
. (20)
Next we consider a lower bound on δ˜.
δ˜ = min
t
(
η − ct+1η
λ
− Lη
2
2
− ct+1(ζν2 + 2cRD)η2
)
≥
(
η − c0η
λ
− Lη
2
2
− c0(ζν2 + 2cRD)η2
)
≥ η
(
1− Lµ0(e− 1)
2(Ll + θG)(ζν2 + 2cRD)2−a2µ
− Lµ0b
2(Ll + θG)(ζν2 + 2cRD)a2µna1
− Lµ
2
0(e− 1)b
2(Ll + θG)(ζν2 + 2cRD)a2µn3/2a1
)
≥ bψ
(Ll + θG)na1(ζν2 + 2cRD)a2
, (21)
where ψ > 0 is a constant such that the last inequality holds. That is, we choose ψ satisfying
0 < ψ ≤ µ0
µ
(
1− Lµ0(e− 1)
2(Ll + θG)(ζν2 + 2cRD)2−a2µ
− Lµ0b
2(Ll + θG)(ζν2 + 2cRD)a2µna1
− Lµ
2
0(e− 1)b
2(Ll + θG)(ζν2 + 2cRD)a2µn3/2a1
)
. (22)
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This condition holds by setting a sufficiently small µ0 ∈ (0, 1) and also b ≤ na1 . The requirement on b is to ensure the third
term and fourth term do not increase with n. Therefore, combining this result with Lemma 7 yields
E‖gradf(x˜)‖2 ≤ (Ll + θG)n
a1(ζν2 + 2cRD)
a2∆
bTψ
. (23)
To achieve -accurate solution, it is sufficient to require E‖gradf(x˜)‖2 ≤ 2. That is, E‖gradf(x˜)‖ ≤√E‖gradf(x˜)‖2 ≤ 
by Jensen’s inequality. Therefore, we require at least
S =
(Ll + θG)n
a1(ζν2 + 2cRD)
a2
bmψ2
= d2µ0(Ll + θG)(ζν
2 + 2cRD)
1−a2n−a1/2
ψ2
e
= O
(
1 +
(ζν2 + 2cRD)
1−a2n−a1/2
2
)
(24)
number of epochs. Each epoch requires n+ 2mb IFO calls, which is
n+ bn3/2a1/µ0(ζν2 + 2cRD)1−2a2c = O
(
n+ n3/2a1(ζν2 + 2cRD)
2a2−1). Hence the total complexity is given by
O
((
1 +
(ζν2 + 2cRD)
1−a2n−a1/2
2
)(
n+ n3/2a1(ζν2 + 2cRD)
2a2−1))
= O
(
n+
na1(ζν2 + 2cRD)
a2
2
+
(ζν2 + 2cRD)
1−a2n1−a1/2
2
+ n3/2a1(ζν2 + 2cRD)
2a2−1)). (25)
With the standard choice of α1 = 23 and α2 =
1
2 , we obtain the desired result.
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APPENDIX III
CONVERGENCE ANALYSIS FOR R-ABASVRG
Lemma 1 (Gradient estimation error bound for R-AbaSVRG). Suppose Assumptions 1 and 2 hold and consider
Algorithm 1. We can bound estimation error of modified gradient vst to the full gradient gradf(x
s
t ) as
E[‖vst − gradf(xst )‖2|Fs0 ] ≤
t
b
(Ll + θG)
2µ2ν2η2
t−1∑
i=0
E[‖vsi ‖2|Fs0 ] + 1{Bs<n}
σ2
Bs
. (26)
Proof. First note that Fs0 ⊆ Fst , for 0 ≤ t ≤ m− 1 and therefore it holds that
E[‖vst − gradf(xst )‖2|Fs0 ] = E[E[‖vst − gradf(xst )‖2|Fst ]|Fs0 ]. Hence we first consider bounding E[‖vst − gradf(xst )‖2|Fst ] as
E[‖vst − gradf(xst )‖2|Fst ]
= E[‖gradfIst (xst )− T
xst
xs0
(
gradfIst (x
s
0)− vs0
)− gradf(xst )‖2|Fst ]
= E[‖gradfIst (xst )− T
xst
xs0
gradfIst (x
s
0)− gradf(xst ) + T x
s
t
xs0
gradf(xs0) + T x
s
t
xs0
vs0 − T x
s
t
xs0
gradf(xs0)‖2|Fst ]
= E[‖gradfIst (xst )− T
xst
xs0
gradfIst (x
s
0)− gradf(xst ) + T x
s
t
xs0
gradf(xs0)‖2|Fst ] + ‖vs0 − gradf(xs0)‖2
+ E[〈gradfIst (xst )− T
xst
xs0
gradfIst (x
s
0)− gradf(xst ) + T x
s
t
xs0
gradf(xs0), v
s
0 − gradf(xs0)〉|Fst ]
= E[‖gradfIst (xst )− T
xst
xs0
gradfIst (x
s
0)− gradf(xst ) + T x
s
t
xs0
gradf(xs0)‖2|Fst ] + ‖vs0 − gradf(xs0)‖2
≤ E[‖gradfIst (xst )− T
xst
xs0
gradfIst (x
s
0)‖2|Fst ] + ‖vs0 − gradf(xs0)‖2
≤ 1
b
E[‖gradfi(xst )− T x
s
t
xs0
gradfi(xs0)‖2|Fst ] + ‖vs0 − gradf(xs0)‖2
≤ 1
b
(Ll + θG)
2‖R−1xs0 (x
s
t )‖2 + ‖vs0 − gradf(xs0)‖2
≤ 1
b
(Ll + θG)
2µ2d2(xst , x
s
0) + ‖vs0 − gradf(xs0)‖2. (27)
The fourth equality is based on the facts that gradfIst (x) is unbiased estimator of gradf(x) and also the isometric property
of vector transport T xstxs0 . Note that T
xst
xs0
depends on both xs0 and x
s
t , which are measurable in Fst . Therefore
E[T x
s
t−1
xs0
gradfIst (x
s
0)|Fst ] = T
xst−1
xs0
E[gradfIst (x
s
0)|Fst ] = T
xst−1
xs0
gradf(xs0). The first inequality is due to
E‖x− E[x]‖2 ≤ E‖x‖2 and the second inequality is due to independence of with replacement sampling. The last two
inequalities are from Assumption (2.2) and Lemma 4. Taking expectation with respect to Fs0 gives
E[‖vst − gradf(xst )‖2|Fs0 ] ≤ 1b (Ll + θG)2µ2E[d2(xst , xs0)|Fs0 ] + E[‖vs0 − gradf(xs0)‖2|Fs0 ]. Next, we further simplify (27) by
telescoping iterates within epoch s. Note that by triangle inequality and Assumption (2.2),
d2(xst , x
s
0) ≤
(
d(xst , x
s
t−1) + d(x
s
t−1, x
s
t−2) + · · ·+ d(xs1, xs0)
)2
≤ ν2η2(‖vst−1‖+ · · ·+ ‖vs0‖)2 ≤ ν2η2t t−1∑
i=0
‖vsi ‖2, (28)
where the last inequality follows from ‖∑di=1 wi‖2 ≤ d∑di=1 ‖wi‖2. On the other hand, by Lemma 3 and variance bound
assumption (1.4), we have
E[‖vs0 − gradf(xs0)‖2|Fs0 ] = E[‖gradfBs(xs0)− gradf(xs0)‖2|Fs0 ]
= E[
1
Bs
∑
i∈Bs
gradfi(xs0)− gradf(xs0)|Fs0 ]
≤ n−B
s
n− 1
1
nBs
n∑
i=1
‖gradfi(xs0)− gradf(xs0)‖
≤ n−B
s
n− 1
σ2
Bs
≤ 1{Bs<n} σ
2
Bs
. (29)
Note if Bs is chosen from [n] with replacement or under online setting where n approaches infinity, we simply have
E[‖vs0 − gradf(xs0)‖2|Fs0 ] = 1BsE[‖gradfi(xs0)− gradf(xs0)‖2|Fs0 ] ≤ σ
2
Bs , which does not vanish when B
s = n. Substituting
(28) and (29) back to (27) gives the desired result.
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Theorem 2 (Convergence of R-AbaSVRG). Let x∗ ∈M be an optimal point of f and suppose Assumptions 1 and 2 hold.
Consider Algorithm 1 with a fixed step size η ≤ 2− 2α
L+
√
L2+4(1− 1α )
(Ll+θG)
2µ2ν2m2
b
with α ≥ 4. Under both finite-sum and
online settings, output x˜ after running T = Sm iterations satisfies
E‖gradf(x˜)‖2 ≤ 2∆
Tη
+
2
2
, (30)
where ∆ := f(x˜0)− f(x∗) and  is the desired accuracy.
Proof. By retraction L-smoothness in Assumption (1.5),
f(xst+1)− f(xst ) ≤ −η〈gradf(xst ), vst 〉+
Lη2
2
‖vst ‖2
= −η
2
‖gradf(xst )‖2 −
η
2
‖vst ‖2 +
η
2
‖vst − gradf(xst )‖2 +
Lη2
2
‖vst ‖2
= −η
2
‖gradf(xst )‖2 +
η
2
‖vst − gradf(xst )‖2 − (
η
2
− Lη
2
2
)‖vst ‖2. (31)
Rearranging the term and taking expectation with respect to Fs0 yields
E[‖gradf(xst )‖2|Fs0 ] ≤
2
η
E[f(xst )− f(xst+1)|Fs0 ] + E[|vst − gradf(xst )‖2|Fs0 ]− (1− Lη)E[‖vst ‖2|Fs0 ]
≤ 2
η
E[f(xst )− f(xst+1)|Fs0 ] +
t
b
(Ll + θG)
2µ2ν2η2
t−1∑
i=0
E[‖vsi ‖2|Fs0 ] + 1{Bs<n}
σ2
Bs
− (1− Lη)E[‖vst ‖2|Fst ]. (32)
Summing this result over t = 0, ...,m− 1 gives
m−1∑
t=0
E[‖gradf(xst )‖2|Fs0 ] ≤
2
η
E[f(xs0)− f(xsm)|Fs0 ] +
(Ll + θG)
2µ2ν2η2
b
m−1∑
t=0
t
t∑
i=0
E[‖vsi ‖2|Fs0 ] + 1{Bs<n}
mσ2
Bs
− (1− Lη)
m−1∑
t=0
E[‖vst ‖2|Fs0 ]
≤ 2
η
E[f(xs0)− f(xsm)|Fs0 ] +
(Ll + θG)
2µ2ν2η2m2
b
m−1∑
t=0
E[‖vst ‖2|Fs0 ] + 1{Bs<n}
mσ2
Bs
− (1− Lη)
m−1∑
t=0
E[‖vst ‖2|Fs0 ]
=
2
η
E[f(xs0)− f(xsm)|Fs0 ]− (1− Lη −
(Ll + θG)
2µ2ν2η2m2
b
)
m−1∑
t=0
E[‖vst ‖2|Fs0 ] + 1{Bs<n}
mσ2
Bs
.
(33)
The second inequality uses the fact t ≤ m− 1. Telescoping (33) from s = 1, ..., S and taking expectation over all
randomness gives
S∑
s=1
m−1∑
t=0
E‖gradf(xst )‖2 ≤ −(1− Lη −
(Ll + θG)
2µ2ν2η2m2
b
)
S∑
s=1
m−1∑
t=0
E‖vst ‖2
+
2
η
E[f(x˜0)− f(xSm)] +
S∑
s=1
E[1{Bs<n}
mσ2
Bs
]
≤ 2∆
η
− (1− Lη − (Ll + θG)
2µ2ν2η2m2
b
)
S∑
s=1
m−1∑
t=0
E‖vst ‖2
+
S∑
s=1
E[1{Bs<n}
mσ2
Bs
], (34)
where ∆ := f(x˜0)− f(x∗) and we use the fact that E[f(xSm)] ≥ f(x∗). Since Bs depends on whether finite-sum or online
setting is considered, we consider these two cases separately. (1) Under finite-sum setting,
1{Bs<n}
1
Bs
=
1
min{α1σ2/βs, n} ≤
βs
α1σ2
≤ βs
ασ2
, (35)
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where we choose α1 ≥ α. Note also from the definition of βs and the choice of β1 ≤ 2S, we have
S∑
s=1
E[βs] = β1 +
1
m
S−1∑
s=1
m−1∑
t=0
E‖vst ‖2 ≤ 2S +
1
m
S∑
s=1
m−1∑
t=0
E‖vst ‖2, (36)
Combining these two results and substituting into (34) gives
S∑
s=1
m−1∑
t=0
E‖gradf(xst )‖2 ≤ −(1− Lη −
(Ll + θG)
2µ2ν2η2m2
b
)
S∑
s=1
m−1∑
t=0
E‖vst ‖2 +
2∆
η
+
m
α
[2S +
1
m
S∑
s=1
m−1∑
t=0
E‖vst ‖2]
= −(1− Lη − (Ll + θG)
2µ2ν2η2m2
b
− 1
α
)
S∑
s=1
m−1∑
t=0
E‖vst ‖2
+
2∆
η
+
2mS
α
. (37)
Let η ≤ 2− 2α
L+
√
L2+4(1− 1α )
(Ll+θG)
2µ2ν2m2
b
, which is the larger root of 1− Lη − (Ll+θG)2µ2ν2η2m2b − 1α = 0. The other root is
smaller than zero. Therefore, this choice of η can ensure coefficients before E‖vst ‖2 is smaller than zero. Then dividing (37)
by T = Sm yields,
E‖gradf(x˜)‖2 = 1
T
S∑
s=1
m−1∑
t=0
E‖gradf(xst )‖2 ≤
2∆
Tη
+
2
α
, (38)
where we note that output x˜ is uniformly drawn at random from {{xst}m−1t=0 }Ss=1. (2) Similarly, under online setting,
1{Bs<n}
1
Bs
=
1
min{α1σ2/βs, α2σ2/2} = max{
βs
α1σ2
,
2
α2σ2
} ≤ βs + 
2
ασ2
, (39)
where the last inequality uses the fact that max{a, b} ≤ a+ b and α1, α2 ≥ α. Following the same procedure and choice of
η, we have
E‖gradf(x˜)‖2 = 1
T
S∑
s=1
m−1∑
t=0
E‖gradf(xst )‖2 ≤
2∆
Tη
+
22
α
. (40)
Hence, by choosing α ≥ 2 for finite-sum setting and α ≥ 4 for online setting, we have
E‖gradf(x˜)‖2 ≤ 2∆
Tη
+
2
2
. (41)
For simplicity, we consider α ≥ 4 for both cases.
Corollary 2.1 (IFO complexity of R-AbaSVRG). With same Assumptions in Theorem 2, choose b = m2, α = 4,
η = 3
2L+2
√
L2+3(Ll+θG)2µ2ν2
. Set m = bn1/3c under finite-sum setting and m = (σ )2/3 under online setting. The IFO
complexity of Algorithm 1 to achieve -accurate solution is given by{
O(B˜ + Θ1B˜
n1/32
+ Θ1n
2/3
2
)
, (finite-sum)
O( Θ1B˜
σ2/34/3
+ Θ1σ
4/3
10/3
)
, (online)
where Θ1 := L+
√
L2 + %1(Ll + θG)2µ2ν2 with %1 > 0 being a constant that does not depend on any parameter. B˜ is the
average batch size defined as follows. B˜ := 1S
∑S
s=1 min{α1σ2/βs, n} under finite-sum setting and
B˜ := 1S
∑S
s=1 min{α1σ2/βs, α2σ2/2} under online setting.
Proof. Consider the parameter setting b = m2, α = 4 and η = 3
2L+2
√
L2+3(Ll+θG)2µ2ν2
. To obtain -accurate solution, we
require at least
S =
4∆
2mη
=
8∆
32m
(
L+
√
L2 + 3(Ll + θG)2µ2ν2
)
= O( Θ1
m2
)
(42)
where Θ1 := L+
√
L2 + %1(Ll + θG)2µ2ν2, where %1 > 0 is a constant that does not depend on any parameter. Define
average batch size B˜ as
B˜ :=
1
S
S∑
s=1
Bs =
{
1
S
∑S
s=1 min{α1σ2/βs, n}, (finite-sum)
1
S
∑S
s=1 min{α1σ2/βs, α2σ2/2}, (online)
(43)
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Then one epoch requires B˜ + 2mb = O(B˜ +m3) IFO calls. Choosing m = bn1/3c under finite-sum setting and m = (σ )2/3
under online setting, the total IFO complexity is given by
O(S(B˜ +m3)) = O(SB˜ + Sm3) = O(Θ1B˜
m2
+
Θ1m
2
2
)
=
{
O(B˜ + Θ1B˜
n1/32
+ Θ1n
2/3
2
)
, (finite-sum)
O( Θ1B˜
σ2/34/3
+ Θ1σ
4/3
10/3
)
, (online)
Corollary 2.2 (Convergence and complexity of R-SVRG under new analysis) With the same assumptions as in Theorem
2 and consider Algorithm 1 with fixed batch size Bs = B for s = 1, ..., S. Then choose a fixed step size
η ≤ 2
L+
√
L2+4
(Ll+θG)
2µ2ν2m2
b
. Output x˜ after running T = Sm iterations satisfies
E‖gradf(x˜)‖2 ≤ 2∆
Tη
+ 1{B<n}
σ2
B
.
If we further choose b = m2, η = 2
L+
√
L2+4(Ll+θG)2µ2ν2
and the following parameters
B = n, m = bn1/3c (finite-sum)
B =
2σ2
2
, m = (
σ

)2/3 (online)
IFO complexity to obtain -accurate solution is{
O(n+ Θ1n2/32 ), (finite-sum)
O(Θ1σ4/3
10/3
)
, (online)
Proof. The proof is nearly identical to the proof of Theorem 2. From (33),
m−1∑
t=0
E[‖gradf(xst )‖2|Fs0 ]
≤ 2
η
E[f(xs0)− f(xsm)|Fs0 ]− (1− Lη −
(Ll + θG)
2µ2ν2η2m2
b
)
m−1∑
t=0
E[‖vst ‖2|Fs0 ] + 1{B<n}
mσ2
B
. (44)
Choosing a fixed step size η ≤ 2
L+
√
L2+4
(Ll+θG)
2µ2ν2m2
b
, which ensures 1− Lη − (Ll+θG)2µ2ν2η2m2b ≥ 0. Telescoping this
(44) from s = 1, ..., S and dividing by T = Sm gives
1
T
S∑
s=1
m−1∑
t=0
E‖gradf(xst )‖2 ≤
2∆
Tη
+ 1{B<n}
σ2
B
. (45)
Note that output x˜ satisfies E‖gradf(x˜)‖2 = 1T
∑S
s=1
∑m−1
t=0 E‖gradf(xst )‖2. Under finite-sum setting where B = n,
1{B<n}mσ
2
B = 0, we have E‖gradf(x˜)‖2 ≤ 2∆Tη . Under online setting where B = 2σ
2
2 , 1{B<n}
σ2
B =
2
2 , we have
E‖gradf(x˜)‖2 ≤ 2∆Tη + 
2
2 . Given b = m
2 and η = 2
L+
√
L2+4(Ll+θG)2µ2ν2
, under both finite-sum and online settings, to
obtain -accurate solution, we require at least
S = O
( ∆
mη2
)
= O
( ∆
m2
(
L+
√
L2 + 4(Ll + θG)2µ2ν2
))
= O( Θ1
m2
)
. (46)
Hence, we obtain the same iteration complexity as adaptive batch size version. Note for one epoch, we require
B + 2mb = O(B +m3) IFO calls. With the same choice of m = bn1/3c under finite-sum setting and m = (σ )2/3 under
online setting, total IFO complexity is given by
O(S(B +m3)) = {O(n+ Θ1n2/32 ), (finite-sum)O(Θ1σ4/3
10/3
)
, (online)
(47)
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APPENDIX IV
CONVERGENCE ANALYSIS FOR R-ABASRG
Lemma 2 (Gradient estimation error bound for R-AbaSRG). With Fst denoting the same sigma algebras as in
R-AbaSVRG. Suppose Assumption 1 hold and consider Algorithm 2. Then we can similarly bound estimation error of the
modified gradient vst to the full gradient gradf(x
s
t ) as
E[‖vst − gradf(xst )‖2|Fs0 ] ≤
(Ll + θG)
2η2
b
t∑
i=0
E[‖vsi ‖2|Fs0 ] + 1{Bs<n}
σ2
Bs
.
Proof. Note similarly, we have E[‖vst − gradf(xst )‖2|Fs0 ] = E[E[‖vst − gradf(xst )‖2|Fst ]|Fs0 ] and we first derive a bound on
E[‖vst − gradf(xst )‖2|Fst ].
E[‖vst − gradf(xst )‖2|Fst ] = E[‖gradfIst (xst )− T
xst
xst−1
gradfIst (x
s
t−1) + T x
s
t
xst−1
vst−1 − gradf(xst )‖2|Fst ]
= E[‖gradfIst (xst )− T
xst
xst−1
gradfIst (x
s
t−1)− gradf(xst ) + T x
s
t
xst−1
gradf(xst−1)
+ T xstxst−1v
s
t−1 − T x
s
t
xst−1
gradf(xst−1)‖2|Fst ]
= E[‖gradfIst (xst )− T
xst
xst−1
gradfIst (x
s
t−1)− gradf(xst ) + T x
s
t
xst−1
gradf(xst−1)‖2|Fst ]
+ E[‖vst−1 − gradf(xst−1)‖2|Fst ]
≤ E[‖gradfIst (xst )− T
xst
xst−1
gradfIst (x
s
t−1)‖2|Fst ] + E[‖vst−1 − gradf(xst−1)‖2|Fst ]
=
1
b
E[‖gradfi(xst )− T x
s
t
xst−1
gradfi(xst−1)‖2|Fst ] + E[‖vst−1 − gradf(xst−1)‖2|Fst ]
≤ 1
b
(Ll + θG)
2η2‖vst−1‖2 + ‖vst−1 − gradf(xst−1)‖2. (48)
Note the expectation is taken with respect to randomness of sample Ist where both xst−1 and xst are measurable. The vector
transport T xstxst−1 is therefore fixed conditional on Fst . Hence, the third equality holds due to unbiasedness. The first inequality
is due to E‖x− E[x]‖2 ≤ E‖x‖2 and the last inequality is from Lemma 4. Therefore we have
E[‖vst − gradf(xst )‖2|Fs0 ] ≤ 1b (Ll + θG)2η2E[‖vst−1‖2|Fs0 ] + E[‖vst−1 − gradf(xst−1)‖2|Fs0 ]. Recursively applying this
inequality gives
E[‖vst − gradf(xst )‖2|Fs0 ] ≤
(Ll + θG)
2η2
b
t−1∑
i=0
E[‖vsi ‖2|Fs0 ] + E[‖vs0 − gradf(xs0)‖2|Fs0 ]
≤ (Ll + θG)
2η2
b
t∑
i=0
E[‖vsi ‖2|Fs0 ] + E[‖vs0 − gradf(xs0)‖2|Fs0 ], (49)
Note that E[‖vs0 − gradf(xs0)‖2|Fs0 ] ≤ 1{B<n} σ
2
B by similar argument in (34). Combining this inequality with (49) completes
the proof.
Theorem 3 (Convergence analysis of R-AbaSRG). let x∗ ∈M be an optimal point of f and suppose Assumption 1 holds.
Consider Algorithm 2 with a step size η ≤ 2− 2α
L+
√
L2+4(1− 1α )
(Ll+θG)
2m
b
and α ≥ 4. Then under both finite-sum and online
setting, output x˜ after running T = Sm iterations satisfies
E‖gradf(x˜)‖2 ≤ 2∆
Tη
+
2
2
,
with ∆ := f(x˜0)− f(x∗) and  is the desired accuracy.
Proof. Here we adopt a similar procedure as the proof of R-AbaSVRG. By retraction L-smoothness, we have
f(xst+1)− f(xst ) ≤ −η〈gradf(xst ), vst 〉+
Lη2
2
‖vst ‖2
= −η
2
‖gradf(xst )‖2 −
η
2
‖vst ‖2 +
η
2
‖vst − gradf(xst )‖2 +
Lη2
2
‖vst ‖2
= −η
2
‖gradf(xst )‖2 +
η
2
‖vst − gradf(xst )‖2 − (
η
2
− Lη
2
2
)‖vst ‖2. (50)
Taking expectation of this inequality with respect to Fs0 and summing over t = 0, ...,m− 1 gives
m−1∑
t=0
E[‖gradf(xst )‖2|Fs0 ] ≤
2
η
E[f(xs0)− f(xsm)|Fs0 ] +
m−1∑
t=0
E[‖vst − gradf(xst )‖2|Fs0 ]− (1− Lη)
m−1∑
t=0
E[‖vst ‖2|Fs0 ]
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≤ 2
η
E[f(xs0)− f(xsm)|Fs0 ]− (1− Lη)
m−1∑
t=0
E[‖vst ‖2|Fs0 ] +
(Ll + θG)
2η2
b
m−1∑
t=0
t∑
i=0
E[‖vsi ‖2|Fs0 ]
+ 1{Bs<n}
mσ2
Bs
≤ 2
η
E[f(xs0)− f(xsm)|Fs0 ]− (1− Lη)
m−1∑
t=0
E[‖vst ‖2|Fs0 ] +
(Ll + θG)
2η2m
b
m−1∑
t=0
E[‖vst ‖2|Fs0 ]
+ 1{Bs<n}
mσ2
Bs
=
2
η
E[f(xs0)− f(xsm)|Fs0 ]−
(
1− Lη − (Ll + θG)
2η2m
b
)m−1∑
t=0
E[‖vst ‖2|Fs0 ] + 1{Bs<n}
mσ2
Bs
,
(51)
where the second first inequality is by Lemma 2 and the third inequality is due to the fact that t ≤ m− 1. Summing this
inequality over s = 1, ..., S and taking full expectation, we have
S∑
s=1
m−1∑
t=0
E‖gradf(xst )‖2
≤ 2∆
η
−
(
1− Lη − (Ll + θG)
2η2m
b
) S∑
s=1
m−1∑
t=0
E‖vst ‖2 +
S∑
s=1
E[1{Bs<n}
mσ2
Bs
], (52)
where ∆ := f(x˜0)− f(x∗). Same as in (36), we have ∑Ss=1 E[βs] ≤ 2S + 1m∑Ss=1∑m−1t=0 E‖vst ‖2, with the choice
β1 ≤ 2S. (1) Under finite-sum setting, 1{Bs<n} 1Bs ≤ βscβσ2 ≤
βs
ασ2 where we choose α1 > α. This gives
S∑
s=1
m−1∑
t=0
E‖gradf(xst )‖2 ≤
2∆
η
−
(
1− Lη − (Ll + θG)
2η2m
b
) S∑
s=1
m−1∑
t=0
E‖vst ‖2 +
m
α
S∑
s=1
E[βs]
≤ 2∆
η
−
(
1− 1
α
− Lη − (Ll + θG)
2η2m
b
) S∑
s=1
m−1∑
t=0
E‖vst ‖2 +
Sm2
α
. (53)
Let η ≤ 2− 2α
L+
√
L2+4(1− 1α )
(Ll+θG)
2m
b
, which is the larger root of 1− 1α − Lη − (Ll+θG)
2η2m
b = 0. Dividing both sides by
T = Sm gives
E‖gradf(x˜)‖2 = 1
T
S∑
s=1
m−1∑
t=0
E‖gradf(xst )‖2 ≤
2∆
Tη
+
2
α
, (54)
where x˜ is uniformly selected at random from {{xst}m−1t=0 }Ss=1. (2) Under online setting, from (39), we have
1{Bs<n} 1Bs ≤ βs+
2
ασ2 , where we choose α1, α2 ≥ α. This results in
S∑
s=1
m−1∑
t=0
E‖gradf(xst )‖2 ≤
2∆
η
−
(
1− 1
α
− Lη − (Ll + θG)
2η2m
b
) S∑
s=1
m−1∑
t=0
E‖vst ‖2 +
2Sm2
α
. (55)
Choose the same η ≤ 2− 2α
L+
√
L2+4(1− 1α )
(Ll+θG)
2m
b
, we have
E‖gradf(x˜)‖2 = 1
T
S∑
s=1
m−1∑
t=0
E‖gradf(xst )‖2 ≤
2∆
Tη
+
22
α
. (56)
By simply setting α = 4 for both finite-sum and online setting, we can ensure
E‖gradf(x˜)‖2 ≤ 2∆
Tη
+
2
2
(57)
Corollary 3.1 (IFO complexity of R-AbaSRG). With the same Assumptions as in Theorem 3, choose b = m,α = 4,
η = 3
2L+2
√
L2+3(Ll+θG)2
. Then set m = bn1/2c under finite-sum setting and m = σ under online setting. The IFO
complexity of Algorithm 1 to obtain -accurate solution is{
O(B˜ + Θ2B˜√
n2
+ Θ2
√
n
2
)
, (finite-sum)
O(Θ2B˜σ + Θ2σ3 ), (online)
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Proof. By choosing α = 4, b = m, η = 3
2L+2
√
L2+3(Ll+θG)2
, to ensure E‖gradf(x˜)‖ ≤ , we require at least
S =
4∆
mη2
=
8∆
3m2
(L+
√
L2 + 3(Ll + θG)2) = O
( Θ2
m2
)
, (58)
with Θ2 := L+
√
L2 + %2(Ll + θG)2 where %2 > 0 is a constant that does not depend on any parameters. Let B˜ be the
average batch size defined in (43). That is, B˜ = 1S
∑S
s=1 min{α1σ2/βs, n} under finite-sum setting and
B˜ = 1S
∑S
s=1 min{α1σ2/βs, α2σ2/2} under online setting. Then one epoch requires B˜ + 2mb = O(B˜ +m2) IFO calls.
Consider the choice of m = bn1/2c and m = σ under finite-sum and online setting respectively. The total IFO complexity is
given by
O(SB˜ + Sm2) = O(Θ2B˜
m2
+
Θ2m
2
)
=
{
O(B˜ + Θ2B˜√
n2
+ Θ2
√
n
2
)
, (finite-sum)
O(Θ2B˜σ + Θ2σ3 ), (online) (59)
Corollary 3.2 (Double loop convergence and complexity of R-SRG) With the same assumptions in Theorem 3 and
consider Algorithm 2 with fixed batch size Bs = B, for s = 1, ..., S. Consider a step size η ≤ 2
L+
√
L2+4
(Ll+θG)
2m
b
. After
running T = Sm iterations, output x˜ satisfies
E‖gradf(x˜)‖2 ≤ 2∆
Tη
+ 1{B<n}
σ2
B
.
If we further choose b = m, η = 2
L+
√
L2+4(Ll+θG)2
and following parameters
B = n, m = bn1/2c (finite-sum)
B =
2σ2
2
, m =
σ

(online)
IFO complexity to obtain -accurate solution is{
O(n+ Θ2√n2 ), (finite-sum)
O(Θ2σ3 ), (online)
Proof. From (51), we have
m−1∑
t=0
E[‖gradf(xst )‖2|Fs0 ]
≤ 2
η
E[f(xs0)− f(xsm)|Fs0 ]−
(
1− Lη − (Ll + θG)
2η2m
b
)m−1∑
t=0
E[‖vst ‖2|Fs0 ] + 1{B<n}
mσ2
B
. (60)
Consider step size choice η ≤ 2
L+
√
L2+4
(Ll+θG)
2m
b
, which ensures 1− Lη − (Ll+θG)2η2mb ≥ 0. Summing this result over
s = 1, ..., S and dividing by T = Sm yields
E‖gradf(x˜)‖2 = 1
T
S∑
s=1
m−1∑
t=0
E‖gradf(xst )‖2 ≤
2∆
Tη
+ 1{B<n}
σ2
B
. (61)
Considering the choice of b = m and η = 2
L+
√
L2+4(Ll+θG)2
and following exactly the same procedures as in proof of
Corollary 2.2, we require at least
S = O
( ∆
mη2
)
= O
( ∆
m2
(
L+
√
L2 + 4(Ll + θG)2
))
= O
( Θ2
m2
)
. (62)
One epoch requires B + 2mb = O(B +m2) IFO complexity. With the same choice of m = bn1/2c under finite-sum setting
and m = σ under online setting, total IFO complexity is given by
O(S(B +m2)) = {O(n+ Θ2√n2 ), (finite-sum)O(Θ2σ3 ), (online) (63)
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APPENDIX V
CONVERGENCE UNDER GRADIENT DOMINANCE CONDITION
Theorem 4 (IFO complexity of R-AbaSVRG and R-SVRG). Suppose Assumptions 1 and 2 hold and also suppose
function f satisfies τ -gradient dominance. Consider Algorithm 3 with any solver and accordingly choose appropriate
parameters to achieve k-accurate solution. Then at each mega epoch k, output xk satisfies
E‖gradf(xk)‖ ≤ 0
2k
, and E[f(xk)− f(x∗)] ≤ τ
2
0
4k
. (64)
Consider R-AbaSVRG solver with the following parameters at each mega epoch. η = 3
2L+2
√
L2+3(Ll+θG)2µ2ν2
,
α = 4, bk = m
2
k, where mk = bn1/3c under finite-sum setting and mk = ( σk )2/3 under online setting. Then to achieve
-accurate solution, total IFO complexity is given by{
O(∑Kk=1 B˜k(1 + Θ1τn1/3 ) + (Θ1n2/3τ) log( 1 )), (finite-sum)
O(Θ1τ∑Kk=1 B˜k2/3k
σ2/3
+ Θ1τσ
4/3
4/3
)
, (online)
(65)
where the average batch size B˜k := 1Sk
∑Sk
s=1 min{α1σ2/βs, n} under finite-sum setting and
B˜k :=
1
Sk
∑Sk
s=1 min{α1σ2/βs, α2σ2/2k} under online cases. Consider R-SVRG solver with the same parameters except for
η = 2
L+
√
L2+4(Ll+θG)2µ2ν2)
, Bk = n under finite-sum setting and Bk = 2σ
2
2k
under online setting. To achieve -accurate
solution, we require a total complexity of{
O((n+ Θ1τn2/3) log( 1 )), (finite-sum)
O(Θ1τσ4/3
4/3
)
, (online)
(66)
Proof. Firstly, we establish linear convergence accompanying complexity results. At mega epoch k, we have
E‖gradf(xk)‖ ≤ k = 0
2k
, and (67)
E[f(xk)− f(x∗)] ≤ τE‖gradf(xk)‖2 ≤ τ
2
0
4k
. (68)
Define ∆k := E[f(xk)− f(x∗)]. At mega epoch k, to obtain k-accurate solution, we require number of epochs
Sk =
4∆k−1
mkη2k
=
8Θ1∆k−1
3mk2k
≤ 8Θ1
3mk2k
τE‖gradf(xk−1)‖2 ≤ 8Θ1τ
3mk
2k−1
2k
=
32Θ1τ
3mk
, (69)
where the first inequality uses the definition of gradient dominance and the second inequality is by the fact that xt−1 is
output from the preceding mega epoch and hence has gradient bounded by desired accuracy k−1. The last equality is from
the choice of k. Define the average batch size B˜k = 1Sk
∑Sk
s=1 min{α1σ2/βs, n} and
B˜k =
1
Sk
∑Sk
s=1 min{α1σ2/βs, α2σ2/2k} under finite-sum and online cases respectively. IFO complexity at mega epoch k is
Sk(B˜k + 2mkbk) = O
(
SkB˜ + Skm
3
k
)
=
O
(
B˜k +
Θ1B˜kτ
n1/3
+ Θ1n
2/3τ
)
, (finite-sum)
O(Θ1B˜kτ2/3k
σ2/3
+ Θ1σ
4/3τ

4/3
k
)
, (online)
(70)
To ensure E‖gradf(xK)‖2 ≤ 2, it is equivalent to requiring 2K = 
2
0
22K
≤ 2. Therefore, we require at least K = log( 0 )
mega epochs. Accordingly, under finite-sum setting, the complexity in (70) depends on mega epoch k only through B˜k. So
total IFO complexity after running K mega epochs is simply O(∑Kk=1 B˜k(1 + Θ1τn1/3 ) + (Θ1n2/3τ) log( 1 )). Under online
setting, both B˜k and k of its complexity depend on mega epoch k. Hence we need to sum this result from
k = 1, ...,K = log( 0 ). Note that
∑K
k=1
1

4/3
k
= 2
4/3

4/3
0
(2k)4/3−1
24/3−1 ≤ 24/3( 2
k
0
)4/3 = O(( 1 )4/3). Hence, total IFO complexity can
be written as O(Θ1τ∑Kk=1 B˜k2/3k
σ2/3
+ Θ1τσ
4/3
4/3
)
. Similarly, R-SVRG with fixed batch size Bk = n under finite-sum cases and
Bk =
2σ2
2k
under online cases requires complexities O((n+ Θ1τn2/3) log(1 )) and O(Θ1τσ4/34/3 ) respectively. The proof is
exactly the same except that we replace B˜k with Bk.
Theorem 5 (IFO complexity of R-AbaSRG and R-SRG). Suppose Assumptions 1 holds and also suppose function f
satisfies τ -gradient dominance. By choosing parameters to achieve k-accurate solution, output xk satisfies the same linear
convergence as in Theorem 4. Consider R-AbaSRG solver with η = 3
2L+2
√
L2+3(Ll+θG)2
, α = 4, bk = mk where
28
mk = bn1/2c under finite-sum setting and mk = σk under online setting. To achieve -accurate solution, we require a total
IFO complexity of {
O(∑Kk=1 B˜k(1 + Θ2τn1/2 ) + (Θ2n1/2τ) log( 1 )), (finite-sum)
O(Θ2τ∑Kk=1 B˜kkσ + Θ2τσ ), (online) (71)
Consider R-SRG solver with the same parameters except for η = 2
L+
√
L2+4(Ll+θG)2
and Bk = n under finite-sum setting
and Bk = 2σ
2
2k
under online setting. To achieve -accurate solution, we require a total complexity of{
O((n+ Θ2τn1/2) log( 1 )), (finite-sum)
O(Θ2τσ ), (online) (72)
Proof. The proof is exactly the same as that for R-AbaSVRG and R-SVRG and hence skipped.
Next, we provide complexity results for R-SD and R-SGD under gradient dominance condition. We simply restart the
algorithms similar to variance reduction methods.
Algorithm 4 R-GD-SD/SGD
1: Input: Initial accuracy 0 and desired accuracy , initialization x0.
2: for k = 1, ...,K do
3: k =
k−1
2 .
4: Set Tk sufficient to achieve k-accurate solution and choose step size η accordingly.
5: xk0 = x
k−1.
6: for t = 1, ..., Tk do
7: (R-SD): xkt = Rxkt−1(−ηgradf(xkt−1)).
8: (R-SGD): xkt = Rxkt−1(−ηgradfikt (xkt−1)), where ikt ∈ [n] is a random index.
9: end for
10: xk is chosen uniformly at random from {xkt }Tk−1t=0 .
11: end for
12: Output: xK .
Theorem 6 (IFO complexity of R-SD and R-SGD under gradient dominance condition). Suppose f is retraction L-smooth
and also τ -gradient dominated. Consider Algorithm 4 with R-SD solver. Then total IFO complexity to achieve -accurate
solution is given by O((n+ Lτn) log( 1 )). Suppose additionally that f has G-bounded gradient. That is, ‖gradfi(x)‖ ≤ G,
with i being a random index from [n]. Consider Algorithm 4 with R-SGD solver. Total IFO complexity to achieve -accurate
solution is O(LG22 ).
Proof. The proof idea is similar to Theorems 4 and 5. We first consider a single epoch k. By retraction L-smoothness,
f(xkt+1) ≤ f(xkt ) + 〈gradf(xkt ),−ηgradf(xkt )〉+
L
2
‖ − ηgradf(xkt )‖2
= f(xkt )− (η −
Lη2
2
)‖gradf(xkt )‖2. (73)
Choose η = 1L and summing this inequality from t = 0, ..., Tk − 1 gives
1
Tk
Tk−1∑
t=0
E‖gradf(xkt )‖2 ≤
2LE[f(xk0)− f(xkTk)]
Tk
≤ 2L∆k−1
Tk
, (74)
where ∆k−1 := E[f(xk−1)− f(x∗)]. Note the update rule of xk gives E‖gradf(xk)‖2 = 1Tk
∑Tk−1
t=0 E‖gradf(xkt )‖2.
Therefore, to ensure E‖gradf(xk)‖2 ≤ 2k, we require at least
Tk =
2L∆k−1
2k
≤ 2LτE‖gradf(x
k−1)‖2
2k
≤ 2Lτ
2
k−1
2k
= 8Lτ. (75)
IFO complexity of a single epoch is given by 8Lτn = O(n+ Lτn). By similar argument, to ensure E‖gradf(xK)‖2 ≤ 2,
we require log( 1 ) epochs. Hence the total IFO complexity of R-SD is given as O
(
(n+Lτn) log( 1 )
)
. This result matches the
complexity of Euclidean gradient descent under gradient dominance condition (see [17], [42]).Similarly, for R-SGD, we have
E[f(xkt+1)] ≤ E[f(xkt ) + 〈gradf(xkt ),−ηgradfikt (xkt )〉+
L
2
‖ − ηgradfikt (xkt )‖2]
29
= E[f(xkt )]− ηE‖gradf(xkt )‖2 +
Lη2G2
2
. (76)
Choosing η = z√
Tk
where z > 0 is a constant and summing over t = 0, ..., Tk − 1, we have
1
Tk
Tk−1∑
t=0
E‖gradf(xkt )‖2 ≤
∆k−1
z
√
Tk
+
LG2z
2
√
Tk
. (77)
Choose z =
√
2∆k−1
LG2 to minimize right hand side as
√
2LG2∆k−1√
Tk
. Hence to ensure E‖gradf(xk)‖2 ≤ 2k, we require at least
Tk =
2LG2∆k−1
4k
≤ 2LG
22k−1
4k
=
8LG2
2k
. (78)
IFO complexity of a single epoch is therefore O(LG2
2k
). To achieve -accurate solution, we require log( 1 ) epochs and hence,
the total IFO complexity of R-SGD is O(LG22 ).
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APPENDIX VI
RIEMANNIAN ABASPIDER
Here we propose R-AbaSPIDER in Algorithm 5, which is R-SPIDER with batch size adaptation. Let k0 = bk/pc · p, so that
k0 ≤ k ≤ k0 + p− 1. Define sigma algebras Fk := {S·,0,S·,1, ...,S·,k−1} and we can similarly establish a bound on the
difference between vk and gradf(xk).
Lemma 8 (Gradient estimation error bound for R-AbaSPIDER). Suppose Assumption 1 holds and consider Algorithm 5, the
estimation bound of vk to full gradient is bounded as
E[‖vk − gradf(xk)‖2|Fk0 ] ≤
(Ll + θG)
2
S2
k0+p−1∑
i=k0
η2i + 1{S1,k0<n}
σ2
S1,k0
.
Proof. The proof technique is exactly the same as the proof of Lemma 2.
Algorithm 5 R-AbaSPIDER
1: Input: Epoch length K, batch gradient frequency p, step size {ηk}, batch size S2, auxiliary parameters α1, α2, β0,
initialization x0.
2: for k = 0, ...,K − 1 do
3: if mod(k, p) = 0 then
4: S1,k =
{
min{α1σ2/βk, n}, (finite-sum)
min{α1σ2/βk, α2σ2/2}, (online)
5: Draw a sample S1,k from [n] of size S1,k without replacement.
6: vk = gradfS1,k(xk).
7: βk+1 = ‖vk‖2/p.
8: else
9: Draw a sample S2,k from [n] of size S2 with replacement.
10: vk = gradfS2,k(xk)− T xkxk−1(gradfS2,k(xk−1)− vk−1).
11: βk+1 = βk + ‖vk‖2/p.
12: end if
13: xk+1 = Rxk(−ηk vk‖vk‖ ).
14: end for
15: Output: x˜ uniformly selected at random from {xk}K−1k=0 .
Theorem 7 (Convergence analysis of R-AbaSPIDER). Let x∗ ∈M be an optimal point and suppose Assumption 1 holds.
Consider Algorithm 5 with step size ηk = min{ max{L,Ll+θG}n0 ,
‖vk‖
2 max{L,Ll+θG}n0 }, α ≥ 2 and following parameters
S2 =
√
n
n0
, p = n0
√
n, n0 ∈ [1,
√
n], (finite-sum)
S2 =
2σ
n0
, p =
σn0

, n0 ∈ [1, 2σ
2

], (online)
where n0 is a free parameter to ensure S2 ≥ 1. Under both finite-sum and online setting, output x˜ after running K iterations
satisfies
E‖gradf(x˜)‖2 ≤ 2∆
Kη˜
+
3
2
2,
where η˜ := min{ max{L,Ll+θG}n0G , 12 max{L,Ll+θG}n0 } is an upper bound on ηk.
Proof. Denote η˜k := ηk/‖vk‖ as the effective step size. By applying retraction L-smoothness we have,
f(xk+1) ≤ f(xk)− η˜k〈gradf(xk), vk〉+ η˜
2
kL
2
‖vk‖2
= f(xk)− η˜k
2
‖gradf(xk)‖2 − η˜k
2
‖vk‖2 + η˜k
2
‖vk − gradf(xk)‖2 + η˜
2
kL
2
‖vk‖2
= f(xk)− η˜k
2
‖gradf(xk)‖2 + η˜k
2
‖vk − gradf(xk)‖2 − η˜k
2
(
1− η˜kL
)‖vk‖2. (79)
Rearranging this inequality and taking expectation with respect to Fk0 gives
E[‖gradf(xk)‖2|Fk0 ] ≤
2
η˜k
E[f(xk)− f(xk+1)|Fk0 ] + E[‖vk − gradf(xk)‖2|Fk0 ]−
(
1− η˜kL
)
E[‖vk‖2|Fk0 ]. (80)
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Given η˜k = ηk/‖vk‖ = min{ max{L,Ll+θG}n0‖vk‖ , 12 max{L,Ll+θG}n0 }, we have
η˜k ≤ 1
2 max{L,Ll + θG}n0 ≤
1
2 max{L,Ll + θG} , (81)
(1− η˜kL)‖vk‖2 ≥
(
1− L
2 max{L,Ll + θG}
)
‖vk‖2 ≥ ‖vk‖
2
2
, (82)
where we note n0 ≥ 1. Next, we further simplify bound on gradient estimation error. Given parameter
ηk = min{ max{L,Ll+θG}n0 ,
‖vk‖
2 max{L,Ll+θG}n0 } ≤ max{L,Ll+θG}n0 , we obtain the following bounds by Lemma 8. Under
finite-sum setting,
E[‖vk − gradf(xk)‖2|Fk0 ] ≤
(Ll + θG)
2
S2
k0+p−1∑
t=k0
η2t + 1{S1,k0<n}
σ2
S1,k0
≤ (Ll + θG)
2
S2
p2
(max{L,Ll + θG})2n20
+
βk0
α1
≤ 2 + βk0
α
, (83)
where we choose α1 ≥ α. Similarly, under online setting,
E[‖vk − gradf(xk)‖2|Fk0 ] ≤
(Ll + θG)
2
S2
k0+p−1∑
t=k0
η2t + 1{S1,k0<n}
σ2
S1,k0
≤ (Ll + θG)
2
S2
p2
(max{L,Ll + θG})2n20
+ max{βk0
α
,
2
α
}
≤ 
2
2
+
βk0
α
+
2
α
(84)
where we choose α1, α2 ≥ α and use the fact that max{a, b} ≤ a+ b. As long as α ≥ 2, for both finite-sum and online
setting, we have
E[‖vk − gradf(xk)‖2|Fk0 ] ≤ 2 +
βk0
α
. (85)
Substituting these results back to (80) gives
E[‖gradf(xk)‖2|Fk0 ] ≤
2
η˜k
E[f(xk)− f(xk+1)|Fk0 ] + 2 +
βk0
α
− 1
2
E[‖vk‖2|Fk0 ]. (86)
Note that by Assumption (1.3) and triangle inequality, norm of vk is bounded by a constant.
‖vk‖ = ‖gradfS2,k(xk)− T xkxk−1(gradfS2,k(xk−1)− vk−1)‖ ≤ ‖gradfS2,k(xk)‖+ ‖gradfS2,k(xk−1)‖+ ‖vk−1‖ ≤ 3G. (87)
Hence, we have
η˜k = min{ 
max{L,Ll + θG}n0‖vk‖ ,
1
2 max{L,Ll + θG}n0 }
≥ min{ 
max{L,Ll + θG}n0G,
1
2 max{L,Ll + θG}n0 } =: η˜. (88)
Substitute this result back in (86) and telescoping from k = 0, ...,K − 1 gives
1
K
K−1∑
k=0
E‖gradf(xk)‖2 ≤ 2
Kη˜
E[f(x0)− f(xK)] + 2 + 1
αK
K−1∑
k=0
βk0 −
1
2K
K−1∑
k=0
E‖vk‖2
≤ 2
Kη˜
∆ + 2 +
1
αK
K−1∑
k=0
βk0 −
1
2K
K−1∑
k=0
E‖vk‖2, (89)
where ∆ := f(x0)− f(x∗). By definition of βk and k0, we obtain
K−1∑
k=0
βk0 = p(β0 + βp + · · ·+ βK0−p) + (K −K0)βK0
≤ p(β0 + βp + · · ·+ βK0)
= p(β0 +
1
p
p−1∑
j=0
‖vj‖2 + 1
p
2p−1∑
j=p
‖vj‖2 + · · ·+ 1
p
K0−1∑
K0−p
‖vj‖2)
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= pβ0 +
K0−1∑
j=0
‖vj‖2 ≤ 2K +
K−1∑
j=0
‖vj‖2, (90)
where K0 := bK/pc · p and we choose β0 ≤ 2K/p. Combining (90) with (89) gives
1
K
K−1∑
k=0
E‖gradf(xk)‖2 ≤ 2
Kη˜
∆ + 2 +
2
α
− ( 1
2K
− 1
αK
)
K−1∑
k=0
E‖vk‖2
≤ 2
Kη˜
∆ +
3
2
2. (91)
With the choice of α ≥ 2. By noting output x˜ is uniformly chosen from {xk}K−1k=1 , we have
E‖gradf(xk)‖2 ≤ 2
Kη˜
∆ +
3
2
2. (92)
To ensure E‖gradf(x˜)‖2 ≤ 22, we require at least
K =
4∆
η˜2
=
4∆
2
max{Θn0G

, 2Θn0} = 4Ξ∆
2
= O( Ξ
2
)
, (93)
where Ξ := max{Θn0G , 2Θn0}. Denote a similar average batch size as S˜ := 1K
∑K−1
k=0 S1,k. Then the total IFO complexity
is given by
dK
p
eS˜ +KS2 =
{
O(S˜ + ΞS˜√
n2
+ Ξ
√
n
2
)
, (finite-sum)
O(ΞS˜σ + Ξσ3 ), (online) (94)
Note by definition of Ξ, when  is small, Ξ = O(ΘG ) and therefore, complexities in (94) are worse than that of R-SPIDER
by a factor of 1/.
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APPENDIX VII
ADDITIONAL EXPERIMENT RESULTS
A. PCA problem on Grassmann manifold
We here present results on synthetic datasets by varying n and d and also examine result sensitivity on all datasets by
conducting three independent runs.
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Fig. 5: Synthetic dataset with n = 100000, d = 200, r = 5.
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Fig. 6: Synthetic dataset with n = 200000, d = 200, r = 5.
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Fig. 7: Synthetic dataset with n = 100000, d = 300, r = 5.
B. LRMC on Grassmann manifold
Additional results on synthetic datasets. We first present three independent runs in Fig. 8 to test the sensitivity of batch
size adaptation on baseline synthetic dataset with n = 20000, d = 100, r = 5, cn = 50, os = 8, ε = 10−10. We also compare
algorithms on datasets with different characteristics. Specifically, we consider a large-scale dataset with n = 40000, a high
dimensional dataset with d = 200, a high-rank dataset with r = 10, an ill-conditioned dataset with cn = 100, a low-sampling
dataset with os = 4 and a noisy dataset with ε = 10−8. Test MSE results are presented in Fig. 9.
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Fig. 8: LRMC Result sensitivity on baseline synthetic dataset
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(b) High dimension
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(c) High rank
0 10 20 30 40
IFO/n
-4
-3
-2
-1
0
T
e
s
t 
M
S
E
 (
lo
g
)
R-SD
R-CG
R-SGD
R-SPIDER
R-SRG
R-SVRG
R-AbaSRG
R-AbaSVRG
(d) Ill condition
0 10 20 30 40
IFO/n
-4
-3
-2
-1
0
T
e
s
t 
M
S
E
 (
lo
g
)
R-SD
R-CG
R-SGD
R-SPIDER
R-SRG
R-SVRG
R-AbaSRG
R-AbaSVRG
(e) Low sampling
0 10 20 30 40
IFO/n
-4
-3
-2
-1
0
T
e
s
t 
M
S
E
 (
lo
g
)
R-SD
R-CG
R-SGD
R-SPIDER
R-SRG
R-SVRG
R-AbaSRG
R-AbaSVRG
(f) High noise
Fig. 9: LRMC results on datasets with different characteristics.
Additional results for Netflix and Movielens dataset. We present training MSE results on Netflix and Movielens datasets
accompanying test MSE results in the main text. Also, we examine sensitivity of R-AbaSVRG and R-AbaSRG to parameter
cβ .
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(a) Training MSE vs. IFO
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(b) Sensitivity of R-AbaSVRG to cβ
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Fig. 10: Additional LRMC results on Netflix dataset.
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(a) Training MSE vs. IFO
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Fig. 11: Additional LRMC results on Movielens dataset.
Additonal results on Jester dataset. We also consider Jester dataset [58] that contains continuous ratings in [−10, 10] from
24983 (d) users on 100 jokes (n). We extract 10 ratings per user as test set. We choose q = −6, l = 10.
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(a) Test MSE vs. IFO
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Fig. 12: LRMC results on Jester dataset.
C. RKM on SPD manifold
Additional results on synthetic datasets. Similar to PCA and LRMC, result sensitivity on baseline synthetic dataset with
(n, d, cn) = (5000, 10, 20) is evaluated by presenting three independent results in Fig. 13. We also evaluate algorithms on
datasets with large samples n = 10000, with high dimension d = 30 and with high condition number cn = 50. Optimality
gap results are presented in Fig. 14.
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Fig. 13: RKM Result sensitivity on baseline synthetic dataset.
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(a) Large scale
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(b) High dimension
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(c) Ill condition
Fig. 14: RKM Result on datasets with different characteristics.
