Structural constraint solving is being increasingly used for software reliability tasks such as systematic testing or error recovery. For example, the Korat algorithm provides constraint-based test generation: given a Java predicate that describes desired input constraints and a bound on the input size, Korat systematically searches the bounded input space of the predicate to generate all inputs that satisfy the constraints. As another example, the STARC tool uses a constraint-based search to repair broken data structures. A key issue for these approaches is the efficiency of search.
INTRODUCTION
Constraint solving lies at the heart of several approaches which are used increasingly effectively to improve software reliability, including symbolic execution [2, 11, 14, 17, 24] , systematic testing [1, 4, 21] , and data structure repair [6, 7, 13] . Modern software operates on complex data, so of increasing importance are approaches that can handle such data. We use the term structural constraints to refer to the constraints on the structure of object graphs that arise during a program's execution.
Two examples of solvers for such structural constraints are Korat [1, 20] , for systematic test generation, and STARC [8] , for data Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ISSTA'08, July 20-24, 2008 , Seattle, Washington, USA. Copyright 2008 ACM 978-1-60558-050-0/08/07 ...$5.00. structure repair. A primary application of Korat is to enumerate test inputs from constraints that define properties of desired inputs. Such test inputs enable bounded-exhaustive testing that checks the code under test exhaustively within given bounds. Such testing was used previously to reveal faults in several real-world applications, including a fault-tree analyzer developed for NASA [26] , an XPath compiler at Microsoft [25] , and a web traversal application at Google [22] . The same solving also enables other reliability tasks, such as data structure repair, where violated assertions are used as a basis for mutating and repairing a program's erroneous states [7] .
To generate/repair data structures, the solvers analyze a given imperative constraint, i.e., a Java predicate that represents constraints that define properties of the desired object graphs, and use a systematic search to explore the bounded space of the predicate to determine object graphs that satisfy the given constraint. For example, to generate data structures, Korat takes a bound on the size of the structure, along with the structural constraints, and generates all graphs (within the given bound) for which the predicate returns true. To explore the state space, Korat implements a search where program states are not stored for backtracking; instead, the state at a backtracking control point is re-created by re-executing the program from its beginning. This contrasts with stateful searches, such as those used in some model checkers, e.g., SPIN [12] and Java Pathfinder (JPF) [27] , which store program states and retrieve them for backtracking. Both approaches have complementary strengths and traditionally model checkers are based on one of the two approaches [3, 10, 12, 27] .
Efficiency of constraint solving is a key issue for wider adoption of solvers for structural constraints. For example, the current search in STARC enables repairing structures with up to a hundred thousand nodes. Improving the efficiency of STARC enables repairing larger structures that are typically found in real applications.
We present a new approach that significantly improves the efficiency of structural constraint solving. Our work builds on the Korat search [1, 20] , but rather than using a backtracking that re-builds the structure and re-checks all the integrity constraints with every search candidate, our approach uses a checkpoint-based backtracking that employs efficient state manipulations based on (1) selective storing of program components and (2) abstract undo operations for retrieving the program state.
Our approach is based on two key insights: (1) the predicates check desired properties by traversing the given structures without mutating them; and (2) the traversals are over object graphs and often use standard worklist-based algorithms that track sets of visited nodes to prevent infinite traversals. The first insight allows us to define a minimal part of state to store, which reduces storage overhead. The second insight allows us to use our own library classes in place of the standard Java libraries, such as sets and lists, that are c l a s s S i n g l y L i n k e d L i s t { Node h e a d e r ; Node g e t H e a d e r ( ) { . . . } i n t s i z e ; i n t g e t S i z e ( ) { . . . } s t a t i c c l a s s Node { Node n e x t ; Node g e t N e x t ( ) { . . . } } / / c l a s s i n v a r i a n t b o o l e a n repOk ( ) { L1 .
/ / I f h e a d e r i s n u l l , t h e n s i z e m u s t be 0 L2 .
i f ( g e t H e a d e r ( ) == n u l l ) { L3 .
r e t u r n g e t S i z e ( ) == 0 ; L4 . } L5 .
L6 . / / A c y c l i c i t y L7 . S e t <Node> v i s i t e d = new HashSet <Node > ( ) ;
L8 . Node p = g e t H e a d e r ( ) ; L9 . w h i l e ( p ! = n u l l ) { L10 .
i f ( ! v i s i t e d . add ( p ) ) { L11 .
r e t u r n f a l s e ; L12 . } L13 . p = p . g e t N e x t ( ) ; L14 . }
L15 . / / Number o f r e a c h a b l e n o d e s c a c h e d i n s i z e
L16 . r e t u r n g e t S i z e ( ) == v i s i t e d . s i z e ( ) ; } commonly used in graph traversals; in contrast with the standard libraries that optimize program execution, our libraries optimize backtracking and thus speedup the search. This paper makes the following contributions:
• Hybrid search for structural constraint solving: We show how to combine the benefits of a re-execution-based search with the benefits of a checkpoint-based search.
• Abstract undo operations: We introduce undo operations that are performed at an abstract data type level to enable efficient backtracking.
• Implementation: We present an implementation for performing backtracking based on code instrumentation that executes on a standard Java Virtual Machine (JVM).
• Evaluation: We evaluated our approach on generation/repair of a suite of commonly used data structures. The experimental results show speedups of up to two orders of magnitude over Korat and an order of magnitude over STARC.
EXAMPLE
To illustrate our approach, we present the example of generating singly linked lists using Korat. This example illustrates how integrating our checkpoint-based search in Korat optimizes its performance and enables more efficient data structure generation. We start by describing the Korat search algorithm and present in detail all the steps for generating all singly linked lists with up to two nodes using Korat. We then illustrate how to generate the same lists more efficiently using our approach.
Singly linked list
Consider the skeleton of a singly linked list class in Figure 1 . The inner class Node models the entries in a list. Each Node object has a next field which points to the next node in the list. Each singly linked list object has a header node which points to the first node in the list, and a size field which caches the number of unique nodes reachable from the header node along the next field. Each field is associated with an accessor method that returns its value.
The structural integrity constraints are: (1) acyclicity along next and (2) number of nodes reachable from the header field following next is cached in size.
The structural integrity constraints of a SinglyLinkedList can be represented as a Java predicate method which takes the structure as input and returns true if and only if the structure satisfies all the integrity constraints. Following Liskov [19] , we term such a predicate method repOk, and for object-oriented programs, we term structural invariants as class invariants. The class invariant for the SinglyLinkedList class is shown in Figure 1 .
Korat generation
To generate lists, Korat takes as inputs the class declaration, the repOk predicate, and a finitization, i.e., a bound on the number of objects of each type and a domain of values for each field. Korat starts by allocating the values of each field domain, and creates a default structure, i.e., a structure where all the fields are uninitialized. Korat then invokes repOk on the structure and initializes the fields to values from their domains as they are accessed during the execution of repOk. (Korat instruments the accessor methods and uses them to non-deterministically mutate the values of the fields.) When repOk terminates, Korat backtracks, mutates the last field Figure 2 shows all the candidate structures and field initializations considered by Korat while generating the lists. The valid candidates are displayed in bold. Following the execution of repOk, Korat first accesses (and initializes) the header field to null-the first value in header's domain-then initializes the size field to 0 and reports the structure as valid. Korat then reexecutes repOk from the beginning, backtracking on the last field initialized during the execution of repOk, i.e., the size field, and sets it to 1-the second value of its domain. Once all the values of the size field are considered, Korat backtracks and assigns the header field to N0, which enables extending the list to generate the rest of the graphs. Note how Korat backtracks directly after repOk returns false which enables efficient pruning of the search space. Also note that Korat only considers N0, and not N1, for header to avoid generating isomorphic structures [1] . Korat's backtracking approach re-initializes all the fields that are accessed by repOk with every candidate structure. We next describe our backtracking approach using the same example.
Checkpoint-based generation
Another way to look at the Korat framework is by considering the search (execution) tree that Korat builds while generating the lists. Figure 3 shows the search tree. Each vertex in the tree represents a field initialization. Each edge represents a value from the field domain. For example, the root node corresponds to the r e t r i e v e s a v e s a v e r e t r i e v e s a v e r e t r i e v e s a v e r e t r i e v e Figure 4 : The backtracking process. Black nodes represent choice points. White nodes represent termination points. Upon execution, the program state is saved. Upon backtracking, the program state is retrieved.
header field, and the values considered for header are null and N0. Throughout the rest of the paper, we term the vertices as choice points as they represent expressions in the code where nondeterministic choices are performed, and the edges as choices as they represent the possible alternatives for field values. Each path from the root to a leaf represents an execution of repOk and thus, a candidate structure. The leafs in bold represent executions of repOk that resulted in valid structures. In Korat, every execution of repOk traverses the tree from the root to a leaf. While this approach is sufficient to consider all the candidates, it (1) adds unnecessary field initializations with every path traversal, and (2) performs redundant checks of the structure properties. To illustrate, consider the three candidates at row (d) in Figure 2 . These candidates only differ by the value of the size field. Since the last accessed field is the size field, (1) there is no need to re-initialize the list before changing the value of size, and (2) there is no need to check for the acyclicity of the list since a change in the size field only affects the check performed at line (L16) in repOk.
Our generation approach combines lightweight backtracking (Section 3.2) with incremental state storage and retrieval (Section 3.1) to optimize the performance of Korat. Rather than re-executing repOk (traversing the search tree from the root) for each candidate structure, our approach backtracks to the last choice point in repOk (the nearest parent in the tree), retrieves the program state at that statement, and proceeds with repOk's execution (the next path in the tree starting at the nearest parent). Using this approach, only the last accessed field is re-initialized, and the only constraint checks performed are those checked after that field access. To illustrate, let us again consider the candidates at row (d) in Figure 2 . Our algorithm backtracks to the check at line L16, mutates size, and only checks the size property of the structure.
For the singly linked list example, the checkpoint-based approach requires only 17 field initializations (which is equivalent to the number of edges in the search tree), whereas Korat requires 35 (which is equivalent to the sum of the number of edges for each path from the root vertex to a leaf). This difference in field initialization increases with the size of the structure. For example, for a list with 100 nodes, Korat performs 873,852 field initializations and generates the list in 532ms, whereas the checkpoint-based approach performs 15,452 in 54ms which is 10 times faster.
ALGORITHM
This section describes our approach for efficient backtracking. There are two key operations for backtracking: (1) switching the execution control to specific statements in a program and (2) stor-ing/retrieving the program state at those statements. While this backtracking is advantageous for avoiding the overhead of rebuilding the program state as in re-execution-based backtracking, its performance is highly dependent on the efficiency of these two operations. For instance, our experiments with Korat show that the overhead imposed by a naive approach for storing/retrieving, which takes a snapshot of the heap at every choice point, is similar to that imposed by rebuilding the program state through re-execution for most structures.
We next describe our backtracking algorithm. We first show how to maintain the program state (but program counter), i.e., the stack, static, and heap memory, and then show our technique for efficiently maintaining the program counter when backtracking. We use Korat as an illustrative application of our approach, yet we point out that the approach is not limited to it (Section 6).
State storage and retrieval algorithm
Systematic search algorithms [1, 8, 14, 24] employ choice points, i.e., program statements where nondeterministic choices are performed on the search variables, and termination points, i.e., program statements that specify the end of a search path or a choice. For instance, the choice points in Korat are the field access statements in repOk where the search variables are the fields of the structure and the choices are the members of the field domains. The termination points in Korat are the return statements of repOk that declare a structure as valid or not.
Backtracking occurs between a termination point and a choice point. To maintain the correctness of a program execution, a backtracking approach must store the program state at each choice point, and upon backtracking, must retrieve the stored state and proceed with the next choice. To illustrate, Figure 4 gives an abstraction of the search process. Black nodes represent choice points, and white nodes represent termination points. As the program executes (following the dashed arrows in Figure 4 ), the search algorithm stores the state between choice points. Once a termination point is reached, the search algorithm backtracks to the last choice point (following the dotted arrows in Figure 4 ), retrieves the stored state and proceeds with the next choice.
Several approaches exist for state storage/retrieval [16, 31] . A simple, yet expensive, approach for storing the state is taking a snapshot of the heap at every choice point. This approach is not only expensive in terms of memory requirements but also inefficient as it stores a lot of redundant copies of parts of states. A more efficient approach for state storage is by using state comparisons [18, 30] . This approach efficiently stores the heap at the first choice point, and then incrementally updates it by comparing the state at the current choice point with the stored one.
We propose an alternative approach for state storage/retrieval. Rather than taking a snapshot of the heap at the choice point, or conceptually performing state comparisons to update the snapshot, we incrementally store the program state as the changes occur during execution. To enable efficient state retrieval, along with every stored change, we save a corresponding undo command [9] that enables retrieving the original state when the command is executed. Undo commands are implementations of the "Command" design pattern [9] where each command object saves the necessary information for undoing the effect of an action performed on the object. Undo commands have been previously used in software model checkers [23] . However, our use of the undo commands is different. Rather than performing the operations at the concrete heap level, we introduce abstract undo commands which perform these operations at an abstract object level. We elaborate on this idea later in this section.
/ / An i n t e r f a c e f o r undo commands p u b l i c i n t e r f a c e UndoCommand { p u b l i c v o i d e x e c u t e ( ) ; } / / D e c l a r a t i o n o f t h e s t a c k u s e d f o r s t o r i n g / / t h e undo commands S t a c k <UndoCommand> u n d o S t a c k = new S t a c k <UndoCommand > ( ) ;

/ / S t o r e method f o r s a v i n g t h e undo commands / / a t a c h o i c e p o i n t p u b l i c v o i d s t o r e ( ) { s a v e U n d o S t a c k ( u n d o S t a c k ) ; u n d o S t a c k = new S t a c k <UndoCommand > ( ) ; }
/ / R e t r i e v e method f o r r e s t o r i n g t h e program s t a t e / / a t t h e b a c k t r a c k i n g t a r g e t p u b l i c v o i d r e t r i e v e ( ) { u n d o S t a c k = g e t L a s t U n d o S t a c k ( ) ;
uc . e x e c u t e ( ) ; } } Figure 5 : Components for maintaining the program state. The UndoCommand interface defines the common behavior of all undo commands. The undoStack saves the undo commands that occur between two choice points in the program. The store method saves the undo stack and clears it while the retrieve method retrieves the last undo stack and executes its commands to restore the program state.
The search algorithm maintains the undo commands in a stack which we term undo stack. As the program executes, the undo stack is populated with undo commands. At each choice point, the undo stack is saved. Upon backtracking, the last saved undo stack is retrieved, and its commands are executed to restore the state to the previous choice point. To illustrate, Figure 5 shows the implementation of the store method which is invoked at choice points, and the retrieve method which is invoked when backtracking.
Undo commands
We next describe the undo commands. Undo commands are considered in the methods of interest for the search algorithm. For instance, in Korat's search, undo commands are inserted in repOk and any helper method invoked by repOk that accesses the target structure fields, i.e., contains choice points. Undo commands are inserted at method statements that cause a change in the program state. The statements of interest for inserting the undo commands are the following:
• store operations on the local variables,
• store operations on instance or static fields of a class, and
We create undo command that (1) saves the original value of the modified object, and (2) enables retrieving the state of the modified object when the undo command is executed. We next describe the undo operation for each of above statements.
Local variable stores: Store operations on local variables are treated as field store operations. Since Java doesn't support pointer creations to elements in the JVM registers' stack, our approach replaces local variables with static fields and uses field undo commands (described in the next paragraph) to undo local changes.
/ / A s t a t i c f i e l d t o r e p l a c e t h e l o c a l v a r i a b l e p p u b l i c s t a t i c Node p ;
/ / RepOk method w i t h undo commands , and u n d o a b l e c o n t a i n e r s
b o o l e a n repOk ( ) { . . .
/ / The H a s h S e t i s r e p l a c e d w i t h an u n d o a b l e h a s h s e t S e t <Node> v i s i t e d = new U n d o a b l e H a s h S e t <Node > ( u n d o S t a c k ) ;
. . . This approach adds some overhead as XSTORE instructions which access variables from stack memory are replaced with PUTSTATIC instructions which access variables from static memory. Note that our transformation replaces stack frames with static fields and as such cannot support recursive methods; to support recursion, our transformation would need to replace stack frames with (appropriately linked) heap objects Field stores: Field store operations are the simplest to save and undo. Before each field store operation, we create an undo command object that takes as input the field's owner object and the field's value. When the command is executed, it reassigns the field to the saved value. To illustrate, consider the example of the repOk method for the SignlyLinkedList class in Figure 6 (a). The method has one field to store, p (the visited variable is never re-assigned and thus it is not saved). To store p, we push a new instance of the PUndoCommand class ( Figure 6(b) ) which takes the list object and the field's value, onto the undo stack. Upon backtracking, when the execute method of the PUndoCommand is invoked, the field p retrieves its old value. The example in Figure 6 (b) describes the general implementation of an undo command to restore the value of a field. We point out, however, that there is no need to save the owner object when restoring static fields.
/ / Undo command added t o r e t r i e v e t h e v a l u e o f p
Note that executing the undo commands upon backtracking restores the heap, static, and stack memory since local variables are transformed into static fields.
/ / A s n i p p e t o f t h e U n d o a b l e H a s h S e t c l a s s p u b l i c c l a s s U n d o a b l e H a s h S e t <T> implements S e t <T> { S t a c k <UndoCommand> u n d o S t a c k ;
S e t <T> c o n t a i n e r ; . . . . p u b l i c b o o l e a n add ( T e ) { i f ( c o n t a i n e r . add ( e ) ) { u n d o S t a c k . p u s h ( new AddUndoCommand<T> ( c o n t a i n e r , e ) ) ; r e t u r n t r u e ; } r e t u r n f a l s e ; } } ( a ) Method invocations: A straightforward way to handle method invocations is to instrument the invoked method's code and add undo commands before changes to its local variables and fields accesses. We use this approach on repOk (the method of interest of Korat's search algorithm) and any helper method invoked by repOk which contains choice points. However, we treat other method invocations differently depending on the type of the method, its effect on the caller object, and the type of its caller object. We first check if the method is pure, i.e., does not mutate the state of its caller, and if so, there is no need to instrument the method's code. We then check the method's caller object type. If the caller object's type is that of a container type, i.e., its class implements the java.util.Collection or the java.util.Map interfaces, we use abstract undo commands to reverse the effect of the method on the container (Section 3.1.2). If the method's caller object type is not a container, we use the straightforward approach, i.e., instrument the method and add undo operations on its field accesses, but not the local variables.
/ / I m p l e m e n t a t i o n f o r t h e a b s t r a c t add undo command
p u b l i c c l a s s AddUndoCommand<T> implements UndoCommand { S e t <T> c o n t a i n e r ; T v a l ; p u b l i c AddUndoCommand ( S e t <T> c o n t a i n e r , T v a l ) { t h i s . c o n t a i n e r = c o n t a i n e r ; t h i s . v a l = v a l ; } p u b l i c v o i d e x e c u t e ( ) { c o n t
Abstract undo operations
Container types are widely used in Java programs. For example, repOk predicates are typically implemented as standard worklist algorithms that traverse the object graph, keep track of visited nodes, and check for the validity of the structural integrity constraints [20] . Collection classes provide powerful utilities for performing such traversals and checks, for example, a LinkedList object can be used for the work-list and a HashSet object can be used for saving the visited items. These classes maintain complex data structures to enable efficient operations, such as adding, removing, or checking the occurrence of an element. This makes / / L2 : r e t u r n t r u e ; } Figure 8 : An example of the backtracking implementation. At each choice point, a label is added in addition to a call to the store method. At the branch target, a call to the retrieve method is added as well as a TABLESWITCH to enable backtracking to the program choice points.
it expensive to store and retrieve their states using standard approaches. To illustrate, a snapshot approach requires iterating over the container elements at each choice point to save the state. A state comparison approach requires traversing the container to perform state comparisons. Even the undo approach that we presented in the previous section may be expensive due to the complex implementation of the operations on containers. For example, a HashSet implementation uses a HashMap which saves its elements in an internal array. Therefore adding undo commands for all the internal state changes involves several operations, especially for operations that dynamically resize the containers which include copying all the container elements into newly allocated memory.
We present an efficient way for undoing changes on containers. We perform the undo operations at the abstract level of the container rather than at the concrete container implementation. For example, instead of adding field undo commands in the implementation of the addFirst method of a LinkedList class, we add one undo command that reverses the effect of the addFirst method, i.e., the undo command calls the removeFirst method on the LinkedList object.
To apply this abstraction, we implement undoable versions of the container classes and replace all the instances of the concrete versions with the new ones, e.g., the visited variable in the repOk method in Figure 6 (a). The undoable versions are simple adapters for the original containers where the methods' implementations push the appropriate undo command to the program undo stack. To illustrate, consider the code snippet of the UndoableHashSet class in Figure 7 (a). The add method of this class adds an object to the internal wrapped HashSet object. If the add operation is successful, an AddUndoCommand object is created and pushed onto the undo stack. The implementation of the AddUndoCommand class is displayed in Figure 7 (b). Instances of this class are constructed using the container and the object added to the container. The execute method simply removes the added object from the container.
Abstract undo operations achieve their efficiency by providing a way to undo the effect of complex operations that are frequently invoked and that involve large state changes.
Backtracking implementation
We next describe an implementation for efficient backtracking. We describe how to maintain the program counter and change its value between choice points to automatically switch the program control without special JVM support.
We start by identifying the backtracking sources, i.e., the program statements to backtrack from, and the backtracking targets, i.e., program statements to backtrack to. We then instrument the program to enable branching from the backtracking sources to the targets while restoring the state of the program at those targets.
The backtracking sources are the termination points of the program. For instance, the return statements in repOk. The backtracking targets are the choice points of the program. In Korat, the choice points are the accessor methods that perform nondeterministic choices to initialize the fields.
To enable efficient backtracking, we instrument the method under analysis, e.g., repOk, by adding labels at the backtracking targets, and TABLESWITCH instructions at the backtracking sources. The branch targets for the TABLESWITCH instructions are the labels inserted before the backtracking targets. The TABLESWITCH condition checks an integer value returned by search algorithm that identifies the label of the target choice point (this information is already maintained by the search algorithm). Note that this is a non-trivial use of table switches as the targets of the TABLESWITCH instructions occur at arbitrary points in the method code.
At the backtracking sources and targets, we also add a call to the retrieve and store methods described in Section 3.1 to maintain the program state when backtracking.
To illustrate the backtracking approach, consider the example in Figure 8 of a simplified repOk method that accesses two fields from the SinglyLinkedList and always returns true. The instructions added by the instrumentation are displayed in the commented portion of the code. Our use of the TABLESWITCH statements cannot be expressed in Java source and therefore, they are expressed in Java bytecode. The method in Figure 8 is simple and doesn't require adding undo commands.
The code example has two choice points. A label is added (L0 and L1) before each choice point, as well as a call to the store method which is used to save any undo commands performed before the choice point (in this case none). The added labels are the backtrack targets.
The method has one backtracking source which is the return statement. Before this statement, a label is added (L2) in addition to a call to the retrieve method which is used to execute the saved undo commands. A TABLESWITCH is also added before the return statement. The branching labels are L0 and L1, with the default label L2. The field domains we use in this example are [null, N0] for the header field, and [0, 1] for the size field. The output of executing repOk is as follows:
The execution works as follows. The first pass on repOk assigns header and size to null and 0 respectively. Before the method returns, the search algorithm returns 1 as the id for the last choice point, and the TABLESWITCH branches to label L1, assigns size to 1, and prints the values. At the next encounter of the return statement, the search algorithm returns 0 as the last field initialization since all the values in the size field domain are considered. The program backtracks to label L0, assigns header to N0, assigns size to 0, prints the values. The program then backtracks to label L1 and assigns size to 1. When all the choices are considered, the search algorithm returns 2 as the branch target, which causes the TABLESWITCH to branch to label L2, and the method's execution then terminates.
The above discussion illustrated backtracking within a single repOk method. However, normally as the complexity of the structural constraints increases, it is typical to represent the class invariant as multiple small helper methods with one executive repOk method that invokes the helper methods. Such cases might require backtracking to choice points that reside in the helper methods from the return statements in repOk. To handle such scenarios, the call sites of the helper methods are considered backtracking targets, and TABLESWITCH statements are added at the entry points of the helper methods to enable branching to the destination choice point. Upon backtracking from repOk, the control point is changed to the helper method's call site, the method is invoked, and then the TABLESWITCH at the entry of the method directs the control to the target choice point. Note that there is no need to restore the local variables at the target choice point, since restoring the values is automatically handled by executing the undo commands.
The described backtracking mechanism adds minimal overhead since it primarily adds table switches at method entries and return statements. Backtracking within repOk requires one switch, while backtracking for the cases of helper methods, requires two switches per invocation to reach the target choice point.
EVALUATION
Methodology
We evaluate the efficiency of our search by implementing it in both Korat, the test input generation tool described in Section 2, and STARC [8] , a framework for data structure repair which employs a backtracking search based on static analysis.
We conduct two experiments using Korat. In the first experiment, we use Korat to exhaustively enumerate all the non-isomorphic structures of a small size, ranging from 6 to 15 nodes. In the second experiment, we use Korat to generate the first 100 non-isomorphic structures of a larger size, up to a few hundred nodes (generating all structures is infeasible due to the large number of such structures).
For both experiments, we compare the generation time taken by the checkpoint-based approach with that taken by the re-executionbased approach originally used in Korat. The comparison with Korat shows up to 8.3X speedup in execution time when using the checkpoint-based approach for generating small structures, and up to 117X speedup for generating large structures.
To demonstrate the efficiency of the backtracking technique, in addition to the generation time, we compare the number of field initializations performed by the checkpoint-based approach with those performed by Korat.
For data structure repair, we use STARC for repairing structurally complex subjects with tens of thousands of nodes. We perform the experiment using the checkpoint-based approach and using the original search implemented in STARC. A comparison of the results shows up to 56X speedup for the checkpoint-based search when repairing structures with 100,000 nodes and 100 faults.
Subjects
The evaluation is performed on ten subject structures that have been previously used to evaluate various approaches in testing and error recovery [8, 20] . The structures are the following: singly linked list, the acyclic structure described in Section 2; sorted list, structurally identical to a singly linked list but with sorted elements; binary and n-ary trees; search trees, similar to binary trees but with ordered elements; red-black and avl trees, implementations of balanced search trees, with red-black trees having complex constraints on the colors of the nodes along the paths from the root [5] ; doubly linked list, an implementation of the java.util.LinkedList library; disjoint set, a linked-based implementation of the fast unionfind data structure [5] ; and heap array, an implementation of a priority queue. For each of the subjects, we implemented the repOk methods that represent the structural constraints.
Experimental results
We next describe the experimental results. All experiments used a 1.7 GHZ Pentium M processor with 512 MB of RAM.
Generation using Korat
Experiment 1: Generating all small structures
In this experiment, we study the efficiency of the checkpointbased backtracking approach by using it to generate all the nonisomorphic structures within a given small scope (up to 15 nodes). We refer to the original implementation as Korat. Table 1 shows the generation results. The table displays the generation time in milliseconds taken by Korat and the checkpoint-based approach for generating eight of the subject structures. We do not show the results for the singly and doubly linked lists as both approaches can generate all the lists with less than 20 nodes within 50ms. The table also contains a comparison between the number of field initializations performed by Korat and the checkpoint-based approach when generating the structures. We use this comparison to illustrate the efficiency of the backtracking algorithm. In addition to the generation time and the number of field initializations, the table reports the number of undo commands performed by the checkpoint-based approach to maintain the program state.
The generation time results show that for the reported subjects, the checkpoint-based approach is faster than Korat with speedup ranging from 1.2X for heap array, to 8.3X for search tree. The results also show that the speedup factors increase with the size of the structure. For example, in the red-black tree example, the speedup ratio increases from 3.2X when generating trees with 6 nodes to 6.6X when generating those with 9 nodes.
To study the speedups obtained by using the checkpoint-based backtracking approach, we evaluate the reduction in the number of field initializations, as well as the number of undo operations required by the backtracking approach to maintain the program state. The field initialization results in Table 1 show that for all the studied subjects the checkpoint-based approach reduces the number of field initializations required by Korat to generate the structures. The reduction ratio ranges from 6.3X for heap array to 28X for red-black tree. In comparison with the number of field initializations performed by Korat, the number of undo operations is smaller by approximately one order of magnitude.
Note that the speedup factors vary among different subjects with the same size. For example, the speedup factor for generating a heap array with 10 nodes is 2.6X whereas that of the avl tree is 6.4X. This variation is due to the field initialization ratio and the number of undo operations performed. For example, the field initialization ratio for generating the heap array is 9.5X whereas that of the avl tree is 22X. Similarly, the number of undo operations performed in the heap array example is approximately 8X less than the number of field initializations of Korat, whereas in the avl tree it is approximately 18X less.
The above results show that as the structure size increases, the reduction ratio in the number of field initializations increases which leads to an increase in the speedup factor. The next experiment shows how this result enables our approach to achieve up to two orders of magnitude speedup factors over Korat. 
Experiment 2: Generating few large structures
We study the efficiency of the checkpoint-based backtracking approach on generating larger structures with hundreds of nodes. While enumerating all small structures is important for exhaustive bounded testing of programs, it is prudent to test the applications on larger inputs to capture bugs that are not easily detected with small tests.
We generate the first 100 non-isomorphic structures as it is infeasible to generate all of them. Table 2 shows the generation results. The items of this table are similar to those in Table 1 . For structures with only 1 non-isomorphic candidate of a given size, such as the singly and doubly linked lists, we generate 100 structures within a size range. For the balanced trees, and the ordered data structures, Korat's execution does not terminate within 20 minutes for generating 2 structures with 100 nodes due to the constraints on the data elements, and thus, we drop these structures from the comparison.
The generation time results show up to two orders of magnitude in the speedup factor of the checkpoint-based approach over Korat. Note how the speedup factor increases when generating larger structures. For example the speedup factors of the binary tree example increased from 5.7X for generating trees with 12 nodes to 69.2X when generating trees with 400 nodes.
The improvement in the speedup factor is due to the improvements in the reduction factor of the number of field initializations performed. For example, for the binary tree example, the field initialization reduction ratio increases from 20X to 721X when generating trees with 400 nodes. This is an expected result as for each candidate structure, Korat re-executes repOk from the beginning and reinitializes all the fields accessed by repOk. As the size of the structure increases, the number of candidates increases, as well as the number of field initializations required for generation.
As for the undo operations, the number of operations performed when generating large structures is still approximately one order of magnitude less than the number of field initializations performed by Korat, and thus adds minimal overhead to the overall performance.
The experimental results illustrate how using the lightweight backtracking approach with the abstract undo operations optimizes Korat's generation time by reducing the number of field initializations without introducing a comparable number of undo operations. These results show the applicability of the approach to various complex structures ranging from a few nodes to hundreds of nodes.
Repair using STARC
STARC [8] is a framework for assertion-based repair of complex data structures. STARC aims at automatically repairing data structure corruptions that occur at runtime, enabling programs to recover from corruption errors and proceed with their executions. Given a corrupt structure and a repOk method that describes the structural constraints, STARC mutates the corrupt structure and transforms it into one that satisfies repOk. STARC builds on previous work on data-structure repair [7] which uses a re-execution-based backtracking search based on symbolic execution and introduces a static analysis that guides the search to efficiently repair large complex structures. Unlike the Korat search which aims at enumerating all structures of a given size, STARC aims at searching for the first structure that satisfies the given constraints starting from the corrupt structure. We integrated our approach in STARC and used it to repair five subject structures. We refer to the original search as STARC. Table 3 shows the repair time taken by STARC and the checkpointbased approach for repairing large structures with up to 100,000 nodes and with 100 faults. The repair time results show a speedup for the checkpoint-based approach over STARC that ranges from 12X when repairing trees with 10,000 nodes and 100 faults to 56X when repairing disjoint sets with 100,000 nodes.
The speedup factors increase with the size of the structure. For example, for the n-ary tree example, the speedup factor increased from 12X when repairing a corrupt structure with 10,000 nodes to 26X when repairing a structure with 100,000 nodes. This increase in the speedup factor relates to the nature of the backtracking search used in STARC. The original search in STARC is re-executionbased and thus every mutation in the structure requires traversing the structure from the root to check the class invariant. As the size (number of faults) of the structure increases, such traversals become more expensive. The checkpoint-based approach, on the other hand, incrementally checks for the class invariant and requires a single traversal of the structure to perform all the mutation.
The experiment on repair indicates that integrating the checkpointbased approach in STARC scales its performance for repairing larger data structures more efficiently.
DISCUSSION
Overhead of our approach
The checkpoint-based approach removes the overhead of rebuilding the program state from scratch after each backtracking operation (as in re-execution-based backtracking). However, it introduces the overhead of maintaining the program state by saving and executing the undo commands. The experimental results in Section 4 show that the checkpoint-based approach reduces the number of field initializations performed in Korat, while introducing a set of undo commands. The number of such commands, however, is relatively an order of magnitude less than the reduction in field initializations, resulting in faster generation time.
A key reason for this improvement relates to the nature of the repOk methods used by Korat and STARC to build and explore the Table 3 : Results for repairing five complex structures with up to 100,000 nodes and 100 faults.
search space. Such methods are typically pure methods, i.e., they check for the structural properties without mutating the structure. Thus, we expect state changes between 2 consecutive choice points to be minimal, which results in less undo operations to retrieve the state and in turn a better performance than code re-execution. We point out, however, that this improvement in execution time is not observed in every application of the backtracking search. For example, when generating structures with 2 or 3 nodes using Korat, where building the state requires a hand full of field initializations, the re-execution-based search performed better than the checkpoint-based search since the overhead introduced for maintaining the state exceeds that for rebuilding the program state.
In general, for applications that maintain a relatively small state, or with large number of state changes between choice points, a reexecution-based search more likely to have a better performance.
Soundness of our approach
The search presented in this paper is purely performed through code instrumentation of the class under analysis. This entails some modifications in the structure of the class, including adding fields to replace local variables when performing undo operations. Such modifications might affect the soundness of the approach on some Java programs. For example, consider a repOk method that reflectively accesses the fields of its declaring class. Such method might have a different behavior because of the changes performed on the structure of the class.
Other factors that might break the soundness of the approach are the abstract undo operations. These operations might not be equivalent to the exact inverse of the corresponding forward operations. While executing these commands reverses the effect at the abstract container level, the internal structure of the container might have changed. For example, adding and removing methods in a balanced tree might involve some reordering operations that result in a different structure. A repOk method that accesses the internal implementation of the container might have a different behavior after running the undo operation.
To retrieve the state of a method stack frame, our approach replaces local variable accesses with static field accesses and performs undo operations at the field level. The current implementation only supports acyclic call graphs. Extending this approach to handle recursive calls requires changing the instrumentation to allocate a stack frame for each method invocation in order to keep track of the field values at the different recursion levels.
Abstract analysis on containers
Although presented in the context of a Java implementation, the proposed technique is not limited to Java or its containers. Undo operations can be applied to different languages and on any (wellspecified) container written in that language. For example, similar containers can be implemented for the C++ standard library.
We believe that extending current program analyses to handle libraries opens more opportunities for reasoning about programs. For example, we have previously introduced abstract symbolic execution in a workshop paper [15] which treats containers as symbolic objects. By treating containers symbolically, we were able to test programs that manipulate such containers, an analysis that was not feasible if the implementation of the container was to be considered.
RELATED WORK
Our work builds on the Korat search. The key difference between our approach and Korat is the backtracking algorithm. Rather than using a backtracking that (1) re-builds the structure and (2) rechecks all the integrity constraints with every search candidate, our approach uses a checkpoint-based backtracking approach that employs efficient state manipulations to minimize the redundant rebuilds and checks in Korat improving its performance. Java PathFinder (JPF) is a general purpose model checker that has also been used as a solver for imperative predicates [14] . JPF performs stateful model checking of (multi-threaded) Java programs. It implements a custom Java Virtual Machine (JVM) that, unlike the standard JVM, enables non-deterministic re-executions of Java programs to, theoretically, cover all the possible executions of a program. JPF has been applied for testing data structure implementations both at concrete and abstract levels [28] [29] [30] . The Korat search has also been implemented in JPF using lazy initialization of object fields [14, 28] . While this direct implementation of Korat using JPF provides a stateful implementation of Korat, the resulting search is significantly slower than the original Korat search. A reason for the slowdown is the unnecessary overhead introduced by the generality of JPF.
Our approach in this paper is inspired by our experience of optimizing JPF, and differs from JPF in three key ways, which make our approach significantly faster than JPF (as well as Korat) for structural constraint solving. First, we implement a lightweight backtracking mechanism by performing code instrumentation (Section 3.2) rather than implementing a custom JVM, which is required by JPF. Second, we perform efficient incremental state saving. Rather than hashing the entire program state, and comparing it with the next state, we incrementally save state changes and their corresponding undo commands as the changes occur in the program. While storing states incrementally (as "deltas") is a known technique in explicit-state model checking [3] , we perform it at an abstract level. Third, to perform state backtracking, we execute the abstract undo commands stored when saving the program state, which retrieves the program state.
Xu et al. [31] recently proposed an approach for efficient checkpointing and replay for Java programs. Using code instrumentation, their tool generates two versions of the program, one for checkpointing and the other for replay. Given a sequence of method calls, their approach uses a static analysis to determine the choice points and the minimal amount of state to save. Our work is closely related to this work as the presented backtracking is based on code instrumentation, however, it differs in its applications, the mechanisms for maintaining the program state, as well as the implementation for changing the program counter.
Several existing applications can utilize the presented search. For example, one candidate application is symbolic execution. For symbolic execution, the search target is all the program paths, the choice points are the branch statements, the termination points are the return statements in a program, and the program variables represent the state to be maintained.
CONCLUSIONS
This paper presented a novel approach for efficient backtracking. Our approach was used to optimize the search performance of two frameworks for systematic test input generation (Korat) and automatic data structure repair (STARC).
The heart of the backtracking approach is a selective state storage as well as abstract undo operations that efficiently maintain the program state when backtracking. Experiments on generating data structures with complex structural integrity constraints show that the checkpoint-based approach achieves up to two orders of magnitude improvement in generation time over Korat and one order of magnitude in repair time over STARC.
While we have described our approach in the context of test generation and repair, it also enables efficient search in other contexts, such as symbolic execution. As the experimental results indicate, the performance benefits increase as the size of the structures being generated (or repaired) increases. We believe that integrating our approach with existing work on generation and repair of large object graphs will enable such approaches to more efficiently check strong properties of real systems.
