Lectures on Microstate Geometries by Warner, Nicholas P.
Lectures on Microstate Geometries
Nicholas P. Warner
Institut de Physique The´orique,
Universite´ Paris Saclay, CEA, CNRS,
Orme des Merisiers, F-91191 Gif sur Yvette, France
Department of Physics and Astronomy,
University of Southern California,
Los Angeles, CA 90089-0484, USA
Department of Mathematics,
University of Southern California,
Los Angeles, CA 90089, USA
Abstract
These are notes for some introductory lectures about microstate geometries and their
construction. The first lecture considers BPS black holes in four dimensions as a way
to introduce what one should expect from the BPS equations. The second lecture
discusses the “no solitons without topology” theorem. The subsequent lectures move
on to the construction and properties of bubbled microstate geometries in five di-
mensions. Since these are graduate lectures, they involve a strongly computational
narrative intended to build some proficiency and understanding of supersymmetric
solitons in five-dimensions. The narrative also regularly “plays tourist” pointing to
specific features that are more general or have broader impact. The last sections
contain brief comments on the larger setting of microstate geometries and describe
some of the more recent developments. These lectures were given as a mini-course at
the IPhT, Saclay in May, 2019.
ar
X
iv
:1
91
2.
13
10
8v
1 
 [h
ep
-th
]  
30
 D
ec
 20
19
Contents
1 Introduction 3
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 BPS Black Holes in Four Dimensions 6
2.1 The Reissner-Nordstro¨m black hole . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Extreme Reissner-Nordstro¨m as an exemplar of branes . . . . . . . . . . . . . . . . 8
2.3 Hawking temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Supersymmetric “branes” in four dimensions . . . . . . . . . . . . . . . . . . . . . 11
2.4.1 Spinor conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5 Some general observations about the supersymmetric solution . . . . . . . . . . . . 13
2.5.1 A supersymmetric summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.6 A final footnote . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3 Solitons, horizons and topology 18
3.1 Interlude: Mass and conserved charges . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1.1 Expansions at infinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1.2 Killing vectors and Komar integrals . . . . . . . . . . . . . . . . . . . . . . 19
3.2 A relatively simple supergravity theory . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3 “No solitons without topology” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.4 Supporting mass with topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.5 The BPS equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4 Microstate geometries in five dimensions 29
4.1 Gibbons-Hawking metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2 Harmonic forms on GH metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3 Solving the BPS equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.4 Removing singularities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.5 The bubble equations and closed time-like curves . . . . . . . . . . . . . . . . . . . 35
4.6 Ambi-polar GH metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.7 Two centres: AdS3 × S2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.8 Regularity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.9 The asymptotic charges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.10 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.11 Final comment: Geometric transitions . . . . . . . . . . . . . . . . . . . . . . . . . 43
5 Scaling microstate geometries 44
6 Studying microstate geometries 46
6.1 Stringy and M-theory realizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.2 Holographic field theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.3 Excitations of microstate geometries . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2
6.3.1 Fluctuating microstate geometries . . . . . . . . . . . . . . . . . . . . . . . 48
6.3.2 Other excitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.4 Underlying mathematical structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.5 Probing microstate geometries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.6 non-BPS microstate geometries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
7 A last comment 52
1 Introduction
Solitons are loosely defined to be smooth, stable, localized, finite-energy solutions of some partic-
ular system of equations. They have played a remarkably rich role in physics and typically arise
in non-linear systems when there is a stable balance between an attractive, cohesive force and
some form of dispersive phenomenon. The most celebrated, early recording of this phenomenon
was John Russell’s horseback pursuit of a solitary wave along two miles of the Union Canal. This
was followed by the modeling such phenomena via the Korteweg-de Vries (KdV) equation. The
20th century led to the deeper understanding, and solution of, a number of non-linear, solitonic
systems using integrable hierarchies and inverse scattering methods.
In physics, there are many beautiful examples of the role of solitons in the semi-classical
description of phase transitions. In one phase there might be natural, low-energy perturbative
excitations that give a fundamental description of the system, and there may be some high energy,
non-linear solitonic excitations. As a coupling constant, or the energy changes, a new phase
can emerge in which the solitons become light while the original perturbative degrees of freedom
becomes massive. The fundamental description of the system must change dramatically in the new
phase because it is usually simpler to describe the system in terms of its light degrees of freedom.
In the Ising model at low temperature, the light fields are the localized spins while the solitons
are “massive” domain walls between domains of different spin. At the critical temperature, the
domain walls become light and the entire system has a simple description in terms of a massless
Majorana fermion. In supersymmetric Yang-Mills theories, the standard phase is described in
terms of gluons and quarks. However, at strong coupling the light degrees of freedom can be
monopoles or dyons.
In string theory, the vast array of dualities between apparently very different string/membrane
theories (IIA, IIB, heterotic, M-theory ... ) may be viewed in terms of precisely such phase
transitions in which solitonic degrees of freedom in one theory become light and thus provide
a better effective description of the theory in terms of a “dual” form of string/M-theory. Such
phase transitions are often driven by changes of topology. For example, the solitons might be
branes wrapping cycles, and if the cycle collapses, the corresponding soliton becomes massless.
In this way, the W-bosons of the heterotic string emerge from M2 branes wrapping 2-cycles in
M-theory.
Since solitons are generically smooth configurations of fields, while particles are typically
singular (δ-function) sources, the discovery of solitons led to the idea that perhaps they could
lead to better descriptions of fundamental particles in Nature. The classically infinite self-energy
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of the electron was unsatisfactory and the hope was that, at some scale, it would resolve into a
smooth solitonic “lump.” There was also a desire that electromagnetism should be “unitary,” not
in the sense of quantum mechanics, but meaning that electromagnetism should be self-consistent
and complete in itself: Rather than having the electron as a separate fundamental particle, the
hope was to describe it as a lump made out of electromagnetic fields. This required a “non-linear”
electromagnetism and this was one of the driving forces behind the development of Born-Infeld
theory. While this idea is no longer a serious contender in describing the electron, Born-Infeld
theories have had a renaissance in the description of field theories on branes in string theory.
With the advent of General Relativity, and particularly because of the non-linearities of the
equations of motion, there was deep interest in finding solitonic solutions and seeing whether
such solitons could play a role in describing the end-states of stars, or other collapsed objects.
Unfortunately, it became clear by the 1960’s, and particularly through the work of Lichnerowicz,
that there are no smooth solitonic solutions to General Relativity in (3 + 1)-dimensions. Indeed,
the singularity theorems of Penrose and Hawking showed that singularities were, in fact, an
essential part of Nature, as described by General Relativity. The scientific community thus
began to embrace singularities, so long as they are safely inside horizons. Indeed, the triumphs
of LIGO in the last few years have confirmed the accuracy of General Relativity in extreme,
non-linear regimes and black hole and their horizons appear to be an essential part of Nature.
The study of solitons in General Relativity continued, but was re-shaped by the singularity
theorems. The idea was to weaken the definition of solitons and look for stationary (time-
independent) lumps that can have singularities so long as the singularities are safely inside hori-
zons. Indeed, theorems were proved to show that this was the only option and the mantra “No
Solitons without Horizons” became lore in General Relativity, even when coupled to all sorts of
different matter systems.
Ideally, a soliton in General Relativity should be not only classically stable, but stable within
quantum mechanics. Hawking’s discovery of black-hole evaporation meant that solitons must have
vanishing Hawking temperature and thus be extremal. Indeed, to ensure the stability, the solitons
must be BPS, that is, they must be the lowest energy state in the sector of a theory with a given
set of charges. This implies that there is no other state into which they can decay. Therefore,
the first step was to find BPS solitons, which, as we will discuss, are typically supersymmetric.
Once one finds this class of solitons, one can try to be more adventurous and find solitons that
are, perhaps, classically stable, or meta-stable, but decay by tunneling, or perhaps gravitational
radiation. The BPS solitons thus become important islands of stability from which one can
explore more physical, time dependent “lumps and their quantum descendants.”
There are indeed, simple, solitonic black-hole solutions in Einstein-Maxwell gravity, and this is
where we will start this course. They are invaluable for illustrating the structure of BPS solutions
and for highlighting the Faustian Bargain of supersymmetry.
So, in the face of the triumph of General Relativity in describing everything seen by LIGO,
why should we be concerned about General Relativity and its description of black holes? Why
should we revisit gravitational solitons? The answer is “The Black-Hole Information Problem.”
Because Hawking radiation originates from vacuum polarization just above the horizon, the
uniqueness of black holes in General Relativity implies that Hawking radiation is universal, ther-
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mal and (almost) featureless. In particular, it is independent of how, and from what, the black
hole formed. Semi-classical back-reaction of this Hawking radiation also implies that the black
hole will evaporate, albeit extremely slowly. It is, therefore, impossible to reconstruct the interior
state of a black hole (apart from mass, charge and angular momentum) from the exterior data,
and thus from the final state of the Hawking radiation. The evaporation process cannot, therefore,
be represented through a unitary transformation of states in a Hilbert space. Hence black-hole
evaporation, as predicted by General Relativity and Quantum Mechanics, is inconsistent with a
foundational postulate of Quantum Mechanics.
Based on its horizon area, the black hole at the core of the Milky Way should have about e10
90
microstates. From the outside, black-hole uniqueness implies that its state is unique, as would be
the state of its Hawking radiation were it to evaporate. The problem is therefore vast: e10
90 6= 1!
However, the evaporation time-scale of a Schwarzschild black hole is also vast: a one solar
mass black hole evaporates into a zero-temperature reservoir in about 1067 years. Moreover the
evaporation time is proportional to M3. For the black hole at the core of the Milky Way, this
evaporation time is about 1087 years. This led to the idea that, over such vast time-scales, the
microstate data of a black hole should be able to dribble out with only tiny (quantum?) corrections
to General Relativity. In 2009, Mathur used strong sub-additivity of quantum information to show
that this idea was wrong and that solving the Information Problem would require corrections of
order 1 to the physics at the horizon scale.
Because of the information problem, there is a growing consensus that new physics must
emerge at the horizon scale of a black hole. The challenge is to find a classical mechanism to
support such horizon-scale structure, and if one can do this, then one can investigate how black-
hole microstructure can be encoded in the horizon-scale structure. We thus come back to the issue
of gravitational solitons. To support horizon-scale microstructure we need smooth, horizonless
geometries that closely approximate the geometries of black holes up where the horizon would
form. This is the definition of a Microstate Geometry. Instead of having a horizon, such geometries
cap-off smoothly at very high red-shift. The absence of horizon is not only essential to solving
the information problem but also to smoothness: singularity theorems tell us that singularities
must form inside horizons.
This would be a very short course if Microstate Geometries did not exist. Examples of
such geometries were first constructed almost 15 years ago (largely because the creators of the
geometries were ignorant of the many theorems that forbade their existence). It is thus extremely
interesting to chart how the Microstate Geometries dodged the “No Go” theorems. The answer
is a combination of higher-dimensional gravity theories, topology and Chern-Simons interactions.
We discuss this in the second lecture.
Subsequent lectures will involve the construction of Microstate Geometries and an investiga-
tion of their properties. As I indicated above, the explicit examples that we will discuss here
will be supersymmetric/BPS. This part of the story is now very well-developed. The systematic
construction of generic, non-supersymmetric Microstate Geometries remains a major unsolved
problem: we have sporadic, very exotic examples, but, as yet, we do not have Microstate Geome-
tries that match the properties of astrophysical black holes. This is a problem we hope to solve
in the not too-distant future.
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1.1 Background
In this course I will assume that you are familiar with
• The basics of general relativity: that you can work with metrics, compute connections,
curvatures and geodesics and know about isometries and Killing vectors. I will assume you
know action principles and how to compute energy-momentum tensors and obtain Einstein’s
equations.
• Differential forms: You should be familiar with differential forms, exterior derivatives and
Hodge duals. If not, it would be important to review the relevant section of any source
like [1] Sections 5.4 and 7.9 before Lecture 2.
• Lorentz spinors in four dimensions. While we will use Lorentz spinors in a generic space-
time and in both four and five dimensions, it will not be a major part of the course and you
will be fine if you have only seen the Dirac equation in Minkowski space.
2 BPS Black Holes in Four Dimensions
2.1 The Reissner-Nordstro¨m black hole
The most general, spherically symmetric, time-independent metric1 has the form
ds2 = −e2α(r) dt2 + e2β(r) dr2 + e2 γ(r) dr dt + e2 δ(r) (dθ2 + sin2 θ dφ2) (2.1)
→ −e2α(r) dt2 + e2β(r) dr2 + e2 γ(r) dr dt + r2 (dθ2 + sin2 θ dφ2) . (2.2)
where the possible re-definition r → r˜(r) has been fixed by setting the areas of the concentric
spheres to 4pir2.
One is also free to define t = t˜ + f(r) and so dt2 = (dt˜2 + 2f ′(r)drdt˜ + f ′(r)2dr2). This can
be used to gauge away the e2 γ(r) dr dt term, and so, without loss of generality we may take:
ds2 = −e2α(r) dt2 + e2β(r) dr2 + r2 (dθ2 + sin2 θ dφ2) . (2.3)
Choosing (x0, x1, x2, x3) = (t, r, θ, φ), the non-zero components of the affine connections are:
Γ001 = Γ
0
10 = α
′(r) , Γ100 = e
2 (α−β) α′(r) , Γ111 = β
′(r) ,
Γ122 = −r e−2β , Γ133 = −r sin2 θ e−2β , Γ212 = Γ221 =
1
r
,
Γ233 = − sin θ cos θ , Γ313 = Γ331 =
1
r
, Γ323 = Γ
3
32 = cot θ . (2.4)
The independent, non-zero components of the Riemann tensor are:
R0101 = α
′(r)β′(r)− α′′(r)− (α′(r))2 , R0202 = −r e−2β α′(r) , R0303 = R0303 sin2 θ ,
R1212 = r e
−2β β′(r) , R1313 = R1212 sin2 θ , R2323 =
(
1− e−2β) sin2 θ . (2.5)
1I do not need to assume time-independence to arrive at the Reissner-Nordstro¨m black hole. One can prove a
generalization of Birkhoff’s theorem that shows that spherical symmetry implies time-independence. I am taking
a short-cut here to simplify the pedagogy.
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The non-zero components of the Ricci tensor are:
R00 = e
2 (α−β)
(
α′′(r) + (α′(r))2 − α′(r)β′(r) + 2
r
α′(r)
)
,
R11 = −
(
α′′(r) + (α′(r))2 − α′(r)β′(r)− 2
r
β′(r)
)
,
R22 = e
−2β (r (β′(r)− α′(r))− 1) + 1 , R33 = R22 sin2 θ . (2.6)
The most-general, spherically symmetric, time-independent electromagnetic field is given by
F = E(r) dt ∧ dr + p sin θ dθ ∧ dφ . (2.7)
Closure of F , that is, dF = 0, implies that p is a constant. The non-trivial Maxwell equation is
d ?4 F = 0 ⇔ d
dr
(
r2 e−α−β E(r)
)
= 0 . (2.8)
The energy-momentum tensor is given by
Tµν =
1
4pi
(Fµ
ρ Fνρ − 14 gµν F ρσFρσ) , (2.9)
whose components are
T00 =
1
8pi
(
e−2β
(
E(r)
)2
+ e2α
p2
r4
)
, T11 = − 1
8pi
(
e−2α
(
E(r)
)2
+ e2β
p2
r4
)
,
T22 =
1
8pi
(
r2 e−2 (α+β)
(
E(r)
)2
+
p2
r2
)
, T33 = T22 sin
2 θ . (2.10)
Note that this is traceless.
Note: The factor of 14pi in (2.9) comes from taking CGS/Gaussian units in which 0 =
1
4pi and
µ0 = 4pi. This makes the equations simpler if one takes G = 1. This is probably the last time I
will get the units correct.
Einstein’s equations are:
Rµν = 8piG (Tµν − 12 T gµν) = 8piGTµν . (2.11)
since T ≡ gµνTµν = 0.
The first equation (taking G = 1) is:
R11 + e
2 (β−α)R00 = 8pi (T11 + e2 (β−α) T00) . (2.12)
and is equivalent to
2
r
(α′(r) + β′(r)) = 0 . (2.13)
Hence
α = −β + constant . (2.14)
One can absorb the constant of integration into a rescaling of t and so, without loss of generality,
one can take:
α = −β . (2.15)
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This means that the Maxwell equation (2.8) becomes
d
dr
(
r2E(r)
)
= 0 ⇔ E(r) = q
r2
, (2.16)
for some constant, q. If the metric is asymptotically Minkowskian, then (2.7) tells us that q is
the electrostatic charge.
The remaining Einstein equations are
e−2α
(
α′′(r) + 2(α′(r))2 +
2
r
α′(r)
)
=
(
E(r)
)2
+ e2 (α+β)
p2
r4
=
p2 + q2
r4
,
e2α
(
2 r α′(r) + 1
) − 1 = −r2 (E(r))2 − p2
r2
= −p
2 + q2
r2
. (2.17)
The second equation is equivalent to
d
dr
(
r e2α
)
= 1− p
2 + q2
r2
⇔ e2α = 1 − 2m
r
+
p2 + q2
r2
, (2.18)
for some constant of integration, m. The other equation in (2.17) is automatically satisfied (as
it must be because of the Bianchi identities for Rµν and conservation of the energy-momentum
tensor).
Hence the solution is given by the Reissner-Nordstro¨m metric:
ds2 = −
(
1 − 2m
r
+
p2 + q2
r2
)
dt2 +
(
1 − 2m
r
+
p2 + q2
r2
)−1
dr2 + r2
(
dθ2+sin2 θ dφ2) . (2.19)
In the Newtonian approximation for asymptotically flat spaces, one has
g00 ≈ −
(
1 +
2φ(~x)
c2
)
, (2.20)
where φ(~x) is the Newtonian gravitational potential. This means that we can identify the param-
eter m with the Keplerian mass of the system. The electric field is given by
F = dA =
q
r2
dt∧ dr + p sin θ dθ∧ dφ , A = Φ(r) dt + p cos θ dφ , Φ = q
r
, (2.21)
and p and q represent the magnetic and electric charges (in units with 0 =
1
4pi and µ0 = 4pi).
For simplicity I will, henceforth set p = 0.
2.2 Extreme Reissner-Nordstro¨m as an exemplar of branes
The horizons of a simple black hole are identified by seeking the null hypersurfaces defined by
constant r. That is, one solves grr = 0, which yields:
r = r± = m ±
√
m2 − q2 . (2.22)
The physical range of Reissner-Nordstro¨m metrics have m ≥ q (if m < q then the metric has a
naked singularity).
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The metrics with m = q are known as extremal Reisnner-Nordstro¨m and have the form:
ds2 = −H(r)−2 dt2 + H(r)2 dr2 + r2 (dθ2 + sin2 θ dφ2)
= −H(r)−2 dt2 + H(r)2
[
dρ2 + ρ2
(
dθ2 + sin2 θ dφ2)
]
. (2.23)
where
H ≡
(
1 − q
r
)−1
= 1 +
q
ρ
, ρ ≡ r − q . (2.24)
The inner and outer horizon merge into a single, extremal horizon at ρ = 0 or r = q.
There are several things to note here:
• The spatial sections of the metric, defined by (ρ, θ, φ), have the flat, Euclidean metric on
R3.
• H(ρ) is a harmonic function on the flat R3.
• The function, H−1, is an electric potential for the Maxwell field, E(r) in (2.16).
None of these facts are an accident.
Indeed, a generic BPS p-brane has a metric of the form
(H(~y))α ηµν dx
µdxν + (H(~y))β d~y · d~y , (2.25)
where α, β ∈ R, ηµν is the metric on a Minkowski space, R1,p, parallel to the brane, the metric,
d~y ·d~y, transverse to the brane is flat, and H(~y), is harmonic. Moreover, H(~y) is the electrostatic
potential for the Maxwell field sourced by the brane. A generic brane also sources a dilaton field,
φ, that is also entirely determined in terms of H(~y).
Returning to the Reissner-Nordstro¨m metric, there are some other general threads that I wish
to draw out. First, note that as r →∞, the metric (2.19) goes to flat Minkowski space:
ds2 = − dt2 + dr2 + r2 (dθ2 + sin2 θ dφ2) . (2.26)
However, as one approaches the horizon of the extremal Reissner-Nordstro¨m metric, ρ→ 0,
ds2 ∼ −
(ρ
q
)2
dt2 +
(ρ
q
)−2 (
dρ2 + ρ2 (dθ2 + sin2 θ dφ2)
)
(2.27)
= q2
[
− 1
q4
ρ2 dt2 +
dρ2
ρ2
]
+ q2
(
dθ2 + sin2 θ dφ2
)
. (2.28)
This is a product space: AdS2 × S2. (Historically it is known as the Robinson-Bertotti metric.)
The “cosmological constant” of the AdS2 arises because the electromagnetic flux becomes q
−1
times the volume form of AdS2 in the near-horizon region:
F =
q
r2
dt ∧ dr ∼ 1
q
dt ∧ dr = 1
q
(
1
q
ρ dt
)
∧
(
q
dρ
ρ
)
. (2.29)
This is also a feature of many extremal brane geometries: The near-horizon limit of (2.25) typically
yields something of the form
q2
[
dρ2
ρ2
+ q−2 ρ2 ηµν dxµdxν
]
+ q2 dΩ2n , (2.30)
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where dΩ2n is the metric of the unit sphere in the flat space described by the Cartesian coordinates,
~y. For a p-brane, this the metric (of a Poincare´ slice) of AdSp+2 ×Sn.
It is also useful to note that to go from the asymptotically-flat metric (2.26) to the AdS2 ×S2
metric in (2.28), one simply drops the 1 in the harmonic function, H(ρ) = 1 + qρ . In more general
geometries whose asymptotic form is governed by harmonic functions, one often finds that the
transition from asymptotically-flat to asymptotically-AdS is achieved in exactly this way, and the
mathematical process of going between such classes of asymptotics is sometimes referred to as
“Throwing away the 1’s.”
One should also be mindful in using metrics like (2.30): they look “complete” and smooth for
0 < ρ < ∞, but we know they are not complete and that the apparent singularity at ρ = 0 is a
coordinate singularity. One should remember that ρ = 0, or r = q, is the horizon and that the
patch covered by the metric (2.30) is geodesically incomplete. In particular, the interior of the
black hole corresponds to 0 < r < q, or −q < ρ < 0. One can use infalling null rays to set up
Eddington-Finkelstein coordinates that continue (2.30) across the horizon to the actual, physical
singularity at ρ = −q, where H vanishes. We will tend to use metrics like (2.30) and one should
remember that when we do this, we are neglecting the black-hole interior.
That said, in microstate geometries there is no “interior” because the geometry caps off
smoothly above where the black-hole horizon would form.
2.3 Hawking temperature
The most direct way to compute the Hawking temperature of a static black hole is to use the
fact that thermal ensembles are periodic in imaginary time with period
β =
1
k T
. (2.31)
For for static black holes one therefore continues t→ iτ and then examines the periodicity of the
geometry in τ [2]. For the Reissner-Nordstro¨m metric one has
ds2 = r−2
(
(r− r+)(r− r−)
)
dτ2 + r2
(
(r− r+)(r− r−)
)−1
dr2 + r2
(
dθ2 + sin2 θ dφ2) . (2.32)
where r± is given by (2.22). For r ∼ r+ one has
ds2 = r−2+ (r+ − r−) ρ2 dτ2 + 4 r2+ (r+ − r−)−1 dρ2 + r2+
(
dθ2 + sin2 θ dφ2)
= 4 r2+ (r+ − r−)−1
(
dρ2 + 14 r
−4
+ (r+ − r−)2 ρ2 dτ2
)
+ r2+
(
dθ2 + sin2 θ dφ2)
= 4 r2+ (r+ − r−)−1 (dρ2 + ρ2dχ2) + r2+
(
dθ2 + sin2 θ dφ2) . (2.33)
where
ρ ≡ √r − r+ , χ ≡ 12 r−2+ (r+ − r−) τ . (2.34)
To be smooth, χ must have a period of 2pi, which means one must have:
τ ≡ τ + 4pi r
2
+
(r+ − r−) (2.35)
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and hence (taking k = 1) the Hawking temperature is given by:
TH =
(r+ − r−)
4pi r2+
=
~ c3
√
m2 − q2
2piGk
(
m+
√
m2 − q2 )2 , (2.36)
where I have restored Planck’s, Newton’s and Boltzmann’s constants as well as the speed of light.
For our purposes, the most important aspect of this is that the Hawking temperature vanishes
for extremal black holes. Thus, not only are these solutions classically stable and static, but they
are also time-independent in quantum mechanics.
2.4 Supersymmetric “branes” in four dimensions
Another extremely important property of the extreme Reissner-Nordstro¨m metric is that it is
supersymmetric, and it is this property that allows one to construct explicit and remarkable
generalizations in the form of solitons.
To exhibit the supersymmetry, and how it fixes the solution, we consider a generalization of
(2.23) with more general choices of functions:
ds2 = −H(~y)−2 dt2 + H(~y)2 d~y · d~y . (2.37)
where H(~y) is an arbitrary function on the R3 defined by ~y. We similarly consider a more general
electrostatic field
A = Φ(~y) dt , F = dA = −∂iΦ(~y) dt ∧ dyi . (2.38)
Introduce the frames
e0 = H(~y)−1 dt , ei = H(~y) dyi , i = 1, 2, 3 . (2.39)
The spin connection, ωµab = −ωµ ba, is then defined so to make the frames covariant constant:
0 = ∇µ eaν ≡ ∂µeaν + ωµab ebν − Γρµν eaρ . (2.40)
where the frame indices, a, b, c... are raised and lowered using the Minkowski metric ηab = η
ab =
diag(−1, 1, 1, 1). The frame components and connection 1-forms are defined via:
ea ≡ eaν dxν , ωab ≡ ωµab dxµ , (2.41)
and (2.40) implies:
d ea = −ωab ∧ eb . (2.42)
This equation is sufficient to determine the connection 1-forms, ωab.
A straightforward calculation using (2.39) yields:
ω0i = −ωi0 = H−2(∂iH) e0 , ωij = −ωji = −H−2
(
(∂iH) e
j − (∂jH) ei
)
. (2.43)
Supersymmetry transforms bosons into fermions, and vice versa:
δboson =  fermions , δfermion = bosons . (2.44)
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and a supersymmetric background is defined to be one that is invariant under such a supersymme-
try variation. Thus the variations in (2.44) are required to vanish. Supersymmetric backgrounds
almost universally involve non-trivial bosonic fields and have all the fermions set to zero. This
means that the non-trivial supersymmetry constraints come from solving the variations of the
fermions. A solution, , to δfermions = 0 is called a Killing spinor.
It is instructive to do some dimensional analysis in (2.44). Bosonic actions involve two deriva-
tives whereas fermionic actions only involve one derivative. This means that the dimensions of
fermions exceed the dimensions of the corresponding bosons by 12 . This is consistent with the
bosonic variation if we assign  to have a dimension of −12 . To make the dimensions work in the
fermion variation one must have a derivative on the right-hand side. Thus the fermionic vari-
ations generically involve derivatives of bosons and the supersymmetry equations are typically
first-order differential equations on the bosons.
Strictly speaking, the foregoing argument is only valid in the absence of gravity because
Newton’s constant has dimension 2 and so can also be used to make up any discrepancy in
dimensions. One can refine the argument above to describe how and where Newton’s constant can
appear and how it can rescale fields. I am not going to do this because I am simply trying to set up
expectations rather than prove theorems: the BPS equations should involve first order derivatives
of fundamental bosons and sometimes there will also be bosonic terms without derivatives, but
these will come with factors of the square-root of Newton’s constant.
In a supergravity theory there are necessarily gravitini, ψiµ, and these transform at least into
the graviton and, in extended supergravity theories, they also transform into the Maxwell field
strengths. Thus the primary set of supersymmetry equations come from setting the gravitino
variations to zero. More complicated supergravity theories can also have spin−12 fields and their
variations lead to further constraints on the bosonic background. In the simplest four-dimensional
supergravity (N =2) that combines gravitons and Maxwell fields, the gravitino variation may be
written as [3]:
δψµ = ∇µ − 14 Fρσγργσγµ . (2.45)
Thus supersymmetry requires us to solve the first order system:
∇µ − 14 Fρσγργσγµ  ≡ ∂µ + 14ωµab γaγb  − 14 Fρσγργσγµ = 0 . (2.46)
It is simplest to write everything in terms of frame components:
eµc ∂µ +
1
4ωcab γ
aγb  − 14 Fabγaγbγc = 0 . (2.47)
where eµc are the inverse frames (defined via e
µ
ceµ
a = δac ) and
F = −∂iΦ(~y) dt ∧ dyi = −(∂iΦ) e0 ∧ ei . (2.48)
The components of these four equations are:
H ∂t +
1
2 H
−2(∂iH) γ0γi + 12 (∂iΦ) γ
0γiγ0  = 0 , (2.49)
H−1 ∂i + 14 H
−2(∂jH) (γjγi − γiγj) − 12 (∂jΦ) γ0γjγi  = 0 . (2.50)
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There is a relatively obvious family of solutions to this. Since the metric is time-independent,
it is natural to seek solutions with ∂t = 0. The first equation then gives:
γ0γi
[
− ∂i
(
H−1
)
+ (∂iΦ) γ0
]
 = 0 . (2.51)
Since γ0 = −γ0 has eigenvalues ±1, this means we must take:
γ0  = ± , Φ = ∓H−1 + const. (2.52)
Using (2.52) this in (2.50) gives:
0 = H−1 ∂i −
[
1
4
(
∂j
(
H−1
))
(γjγi − γiγj) − 12 γjγi
]
 (2.53)
= H−1 ∂i − 12
(
∂i
(
H−1
))
 , (2.54)
and hence
 = H−
1
2 0 , (2.55)
where 0 is a constant spinor.
Finally, we observe that the Maxwell equation, d ∗ F = 0 yields:
δij ∂i
(
H2∂jΦ
)
= 0 , (2.56)
and using (2.52), this becomes
δij ∂i∂j H = 0 . (2.57)
Thus H is a harmonic function on the R3.
It is a tedious, but straightforward exercise that (2.52) and (2.57) imply that the Einstein
equations are satisfied.
2.4.1 Spinor conventions
Following [3], I am taking γaγb + γbγa = −2ηab, with explicit forms of γa given by:
γ0 =
 0 1l2×2
1l2×2 0
 , γi =
 0 σi
−σi 0
 , γ5 =
1l2×2 0
0 −1l2×2
 . (2.58)
Frame indices, a, b, c...., are raised and lowered with ηab and ηab and space-time indices, ρ, µ, ν....,
are raised and lowered with gµν and gµν . The γ-matrices with space-time indices are defined by
γµ ≡ eµaγa.
2.5 Some general observations about the supersymmetric solution
There are many important and general lessons arising from this computation.
First, this is a huge generalization of the Reissner Nordstro¨m metric because H is, a priori, a
general harmonic function on R3. Indeed one can take
H = ε0 +
N∑
j=1
qj
|~y − ~y(j)| . (2.59)
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for some constant ε0 and some charges qj sourced at the points ~y
(j). Metric regularity requires
that H be strictly positive or strictly negative. We take the convention H > 0, and then regularity
means
ε0 ≥ 0 , qi ≥ 0 , (2.60)
with at least one of them non-zero. If ε0 6= 0, one can scale t and the coordinates ~y so that ε0 = 1.
If ε0 = 1 then H → 1 as r ≡ |~y| → ∞ and the metric (2.37) is asymptotically flat. If ε0 = 0
then
H → Q
r
, Q ≡
N∑
j=1
qj , (2.61)
and the metric is asymptotic to AdS2 × S2 at infinity, as in (2.28).
As one approaches the charge source at ~y(j), one has
H ∼ qj|~y − ~y(j)| , (2.62)
and the metric becomes exactly like that of extreme Reissner-Nordstro¨m, as described in Section
2.2. This solution is thus a static collection of extreme Reissner-Nordstro¨m black holes: There is a
perfect balance between the gravitational attraction (∼ m) and electrostatic repulsion (∼ q). The
positions of the black holes, ~y(j), are freely choosable “moduli.” This solution was first obtained
over 70 years ago by Majumdar and Papapetrou [4, 5].
Comment: There is a common belief that, in BPS solutions, the perfect balance of
gravitational attraction and electrostatic repulsion leads to a large moduli spaces for the
relative positions of such objects. This belief is false: as we will see in later lectures, there
can be other interactions between BPS components and these interactions can create a
“potential” that reduces the naive dimension of the moduli space.
Turning to the supersymmetry, we note that the first constraint that arises is ∂iΦ = ∓∂i(H−1)
in (2.52). The choice of sign is initially arbitrary, but it determines which sign of the charge is
to be viewed as supersymmetric (BPS) and which sign breaks the supersymmetry (is anti-BPS).
Indeed, this sign choice is correlated with the sign of the projector: γ0 = ±. Since γ0
is traceless and (γ0)2 = 1l, the matrix γ0 has eigenvalues +1 and −1 each with degeneracy 2.
The projection condition in (2.52) thus cuts the number of supersymmetries in half and the two
possible sets of supersymmetries (corresponding to ± in (2.52)) are mutually incompatible. For
simplicity, we will take
γ0  = − , Φ = +H−1 , (2.63)
so that all the electric charges are positive. Adding a negative charge would then break the
supersymmetry and make the metric (2.37) singular (H would vanish on some hypersurface).
The underlying supersymmetric model has N = 2 supersymmetry in four dimensions. This
means that the supersymmetry parameter, , can be taken to be a (complex) Dirac spinor2.
There are thus eight independent supersymmetries because the total number of supersymmetries
2The designation, N = 2, is reflected in the fact that supersymmetry is usually counted in terms of Majorana
(real) spinors, and a Dirac spinor has two Majorana pieces, that are essentially its “real and imaginary parts.”
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is determined by counting real parameters. The projection condition (2.63) cuts this number to
four supersymmetries, and thus, relative to the underlying model, one can view the multi-black-
hole solution as 12 -BPS. However, these black holes are typically embedded in a M-theory, or in a
ten-dimensional string theory, both of which have 32 supersymmetries. Relative to such theories,
the multi-black-hole solution is 18 -BPS.
Comment: Think of this as a warning: the only unambiguous way to express the
amount of supersymmetry is to specify the number of supersymmetry parameters. Other
ways of expressing the amount of supersymmetry depend on dimension and context. In
these lectures I will consider solutions with 4 supersymmetries and take the macroscopic
view that they are generically 18 -BPS states of M-theory or type II supergravity.
The physical impact of the constraint ∂iΦ = ∓∂i(H−1) should be evident from (2.20) and
(2.47): supersymmetry sets the mass equal to the charge. It is for this reason that supersymmetry
and BPS have almost become synonymous.
The other fundamental feature of supersymmetry is that it “squares to the hamiltonian.”
This has several important consequences for the analysis of the supersymmetry equations.
First, consider the commutator of two covariant derivatives. It is trivial to write this in terms
of the curvature tensor: [∇µ,∇ν ]  = 14 Rµνab γaγb . (2.64)
On the other hand, one can simplify the left-hand side using the supersymmetry equations (2.46)
to produce expressions in terms of the Maxwell field and its derivatives. Indeed, the result is
the “integrability condition” for the supersymmetry equations (2.46) and it provides algebraic
relationships between the curvature tensor and the Maxwell field and its derivatives. A careful
analysis shows that these integrability conditions imply that almost all of the equations of motion
are satisfied. That is, almost all of the Maxwell equations and Einstein equations are satisfied as
a result of solving the supersymmetry conditions. There are a number of theorems that cover this
issue (see, for example, [6–8]), and generically one needs to supplement the supersymmetry equa-
tions with just one (carefully chosen) component of the equations of motion so as to satisfy all of
the equations of motion. There are also many circumstances in which solving the supersymmetry
equations actually solves all the equations of motion.
One should also note that the converse is not true: solving the equations of motion does not
imply supersymmetry. One can easily see that the generic Reissner-Nordstro¨m black hole with
m 6= q is not supersymmetric.
In the example above, the supersymmetry equations related the electric potentials to metric
coefficients, but did not not fully determine the underlying solution: The fact that H must be
harmonic only followed from using a particular equation of motion. We will find something similar
with microstate geometries.
The other fundamental consequence of the supersymmetry “squaring to the hamiltonian” is
that, if  solves the supersymmetry equations then the vector field
Kµ = ¯γµ = eµa ¯γ
a . (2.65)
15
is a Killing vector (where ¯ ≡ †γ0 is the Dirac conjugate). The detailed proof depends on
the specifics of the supersymmetry equation, but one simply computes ∇µKν and then uses
the supersymmetry equations to replace ∇µ and ∇µ¯. Upon symmetrization, ∇µKν + ∇νKµ,
one usually finds that everything cancels. This has been proven for many supergravity theories
coupled to matter, and, in particular, for M -theory (see, for example, [6–8]).
One can indeed verify this for the solution above. In particular, there is only one Killing
vector (namely, ∂∂t) for the metric (2.37). The time-like component of (2.65) is given by
K0 = eµ=0a=0 ¯γ
0 = H †γ0γ0 = −H † = −†00 . (2.66)
where I have used (2.55) in the last step. The important point is that the time-component of Kµ
must be a constant (and all other componets must vanish) for Kµ to be the Killing vector.
As a practical consideration, the fact that Kµ, defined by (2.65), must be a Killing vector is
usually used in reverse to determine the norm of the spinor, as in (2.55).
More generally, we know that (2.65) always defines a time-like or null Killing vector. Indeed
the proof that Kµ is time-like or null is relatively straightforward use of the Schwartz inequality
on the spin space.
To see this, consider the two spinors  and η where
η ≡ viγ0γi , (2.67)
for some vector vi in R
3 and the indices, i, are spatial frame indices. One can use the properties
of γ-matrices to show that:
η†η = |v|2 † . (2.68)
The Schwarz inequality implies
|vi (†γ0γi)|2 ≤ (†) (η†η) = |v|2 (†)2 , (2.69)
Choose vi = (
†γ0γi) = (¯γi) and one gets
|v|4 ≤ |v|2 (†)2 ⇔ |(¯γi)|2 ≤ (†)2 = (¯γ0)2 , (2.70)
The last inequality is precisely the inequality
ηabK
aKb ≤ 0 . (2.71)
It is also amusing to note that there is equality in (2.71) if and only if η is proportional to . This
means that Kµ is null if and only if
viγ
0γi = λ  . (2.72)
for some vector vi and some number, λ. This is a projection condition on  and it is, in fact,
incompatible with (2.52). Using this kind of argument, it is not very difficult to determine when
the Killing vector (2.65) is time-like or null. In these lectures, Kµ will always be time-like.
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2.5.1 A supersymmetric summary
The take-away messages here are
• Supersymmetry involves solving first order equations for spinors on a manifold. The solu-
tions to these equations are called Killing spinors.
• The supersymmetries, or Killing spinors, are usually confined to a subspace of all the spinors
on the manifold. This subspace is typically defined by projection conditions on the spinors
and is sometimes called the supersymmetry bundle.
• Supersymmetry usually imposes a “BPS condition” in that the overall mass of the system
is locked to (some of) the charges of the system
• Most important: Solving the supersymmetry equations is usually much easier than solv-
ing all the equations of motion. This is because the former are a first order system while the
latter are a second order (non-linear) system. Solving supersymmetry equations typically
solves almost all of the equations of motion.
• If  is a supersymmetry, then the tensors, Tµ1...µk = ¯γµ1 . . . γµk have really interesting
geometric properties, and in particular Kµ = ¯γµ is generically a non-space-like Killing
vector. The study of and classification of these rich tensor structures is a very active
programme at Saclay, led by Mariana Gran˜a and Ruben Minasian.
• Most important: Imposing supersymmetry is a “Faustian Bargain” for the physics. Com-
putations are much easier and the solutions are relatively simple, but the solutions are
necessarily BPS and time-independent, both at the classical and quantum levels. In partic-
ular, supersymmetric black-hole solutions have vanishing Hawking temperature. The hope
is that, like super-QCD, there is still important essential physics in the supersymmetric
theory that gives valuable insight into the non-supersymmetric theories that underpin the
natural world.
2.6 A final footnote
In Section 2.4 I considered a very simple metric Ansatz (2.37). In principle, the most general
supersymmetric metric is only required to be time-independent and so I could have started with
the most general time-independent metric, which has the form
ds2 = −H−2 (dt+ ωidyi)2 + γij dyi dyj . (2.73)
where H, ω and γij all depend upon the y
k. One can also start with generic electric and magnetic
fields.
Gibbons and Hull [3] argue that this leads only to Majumdar-Papapetrou metrics obtained in
Section 2.4. While I believe the result is correct, in preparing this course I discovered that their
proof appears to have an error wrong. There is a sentence where they say “Each of the three
terms in (27) is non-negative and so each must vanish separately.” Unfortunately, the middle
term is actually non-positive (and not non-negative). If one sets the magnetic field to zero, then
the offending term vanishes. It does, however, make me wonder if they missed some amusing
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magnetic generalization ... but I doubt it. I leave a careful examination of this as an exercise for
the reader.
3 Solitons, horizons and topology
The goal here is to understand how microstate geometries evade the “No solitons without hori-
zons” theorems. Such theorems were rigorously proved in (3 + 1) dimensions and have gener-
alizations (under implicit and sometimes unstated assumptions) to higher dimensional theories.
The first lesson is therefore that to find non-trivial microstate geometries, one must work in more
than four space-time dimensions. We are going to consider a simple version of the “No solitons”
theorem in a basic class of supergravity theories in five dimensions. This setting suffices to see
how the theorems usually work, and how they can be evaded. Before we start this, it is important
to recall some basic facts about asymptotics and charges.
3.1 Interlude: Mass and conserved charges
To investigate the “No Solitons” theorem we are going to have to dissect the definitions of mass,
angular momentum and charge for a generic solution in D space-time dimensions. My discussion
here draws heavily on the excellent review by Peet [9] and my work with Gary Gibbons [10].
3.1.1 Expansions at infinity
To determine the normalized asymptotic charges for an asymptotically flat metric in a D-
dimensional space-time one should start from the canonically normalized action:
S =
∫
dDx
√−g
(
R
16piGD
+ Lmatter
)
, (3.1)
where GD is the Newton constant. The Einstein equations are:
Rµν − 1
2
Rgµν = 8piGD Tµν , (3.2)
where Tµν is the canonically normalized energy-momentum tensor. The Einstein equations may
be rewritten as
Rµν = 8piGD
(
Tµν − 1
(D − 2) T gµν
)
, (3.3)
where T is the trace of Tµν .
If one linearizes around a flat metric, using an expansion gµν = ηµν + hµν , then, in an
appropriate harmonic gauge, one has
ηρσ∂ρ∂σ hµν ≈ 16piGD
(
Tµν − 1
(D − 2) T gµν
)
. (3.4)
If one assumes that the matter is non-relativistic one can neglect time derivatives and write this
as a solution to the Laplace equation on a (D − 1)-dimensional hypersurface, Σ:
hµν(~x) ≈ 16piGD
AD−2
∫
Σ
dD−1~y
(
1
|~x− ~y|D−3
(
Tµν(|~x− ~y|)− 1
(D − 2) T (|~x− ~y|) gµν
))
, (3.5)
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where AD−2 is the volume of a unit (D− 2) sphere and is an inherent part of the relevant Green
function. For future reference we note that A3 = 2pi
2.
One then recalls that the momentum and angular momentum of the configuration are obtained
my various integrals of Tµν over the space-like hypersurface:
Pµ =
∫
Σ
dD−1xTµ0 , Jµν =
∫
Σ
dD−1x
(
xµT ν0 − xνTµ0) . (3.6)
By expanding (3.5) one obtains [11,9]:
g00 = −1 + 16piGD
(D − 2)AD−2
M
ρD−3
+ . . . , (3.7)
gij = 1 +
16piGD
(D − 2) (D − 3)AD−2
M
ρD−3
+ . . . , (3.8)
g0i =
16piGD
AD−2
xjJ ji
ρD−1
+ . . . , (3.9)
where ρ is the radial coordinate.
More generally, the expansions (3.7)–(3.9) are used to define asymptotic charges of a generic,
asymptotically-flat metric
For Maxwell fields, Fµν , one can generalize Gauss’ law and integrate ∗F over the (D−2)-sphere
at infinity on Σ. However, a standard normalization that is commonly used in the literature, and
we will use here, is to take the gauge potential for time-independent solutions to be:
A ∼ Q
ρD−3
dt , F ∼ (D − 3) Q
ρD−2
dt ∧ dρ ρ→∞ . (3.10)
3.1.2 Killing vectors and Komar integrals
A Killing vector, Kµ, defines a symmetry of the metric (an isometry). It satisfies the Killing
equation
∇µKν + ∇νKµ = 0 . (3.11)
Any single vector can be locally integrated to that it is tangent to a coordinate axis: Kµ ∂∂xµ =
∂
∂v ,
where v is one of the coordinates. In this coordinate frame, (3.11) is simply equivalent to:
∂
∂v
gµν = 0 . (3.12)
It follows that, in this frame, the curvature tensors are all independent of v and so
Kµ∇µR = 0 , (3.13)
where R is the Ricci scalar. Note that this equation is independent of the choice of coordinates.
Indeed one can also show, using (3.11) that a Killing vector, satisfies some rather more general
identities
∇µ∇ν Kρ = RσµνρKσ , ∇ρ∇ρKµ = −Rµν Kν , (3.14)
where Rσµνρ is the Riemann tensor and Rµν is the Ricci tensor.
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SD-2 Σ
Figure 1: The space-like hypersurface Σ slicing through black holes and solitonic lumps. The sphere“at
infinity” is taken to be large enough to encompass all the sources and only be sensitive to the leading
asymptotics of all fields.
A Killing vector can be used to define conserved currents using the energy momentum tensor.
That is, if Kµ is a Killing vector, then the current
Jˆµ ≡ Kν Tµν , (3.15)
is necessarily conserved:
∇µJˆµ = (∇µKν)Tµν + Kν(∇µ Tµν) = 0 , (3.16)
where the first term vanishes because of the symmetry of Tµν and (3.11) and the second term
vanishes because of the conservation of Tµν . For smooth space-times with Killing vectors one
can use this to define a corresponding conserved quantity. However, there is a more convenient
refinement given by the Komar integral.
Consider a space-like hypersurface, Σ, in an asymptotically flat space-time. Let S(D−2) be
the (D − 2)-sphere at infinity on Σ. (See Fig. 1.) Consider the Komar integral
IK =
∫
S(D−2)
∗dK , (3.17)
where K = Kµdx
µ and ∗ is the Hodge dual in D dimensions.
If Σ is smooth, and one applies Stokes’ theorem, one obtains
IK =
∫
Σ
d ∗ dK = −2
∫
Σ
RµνK
µnν dΣ , (3.18)
where nν is the unit normal to Σ and I have used (3.14).
We can now use Einstein’s equations, (3.2) to write this as
IK = −16piGD
∫
Σ
(
Tµν − 1
(D − 2) T gµν
)
Kµnν dΣ , (3.19)
If it were not for the trace term, T , this would be precisely the charge associated with Jˆµ, defined
in (3.15)
Instead, we can actually define the current associated with Kµ as:
Jµ ≡ Kν Rµν = 8piGD
(
Tµν − 1
(D − 2) T gµν
)
Kν . (3.20)
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It is easy to verify that this is also conserved:
∇µJµ = (∇µKν)Rµν + Kν(∇µRµν) = 12 Kν ∇ν R = 0 , (3.21)
where the first term vanishes, one again, because of the symmetry of Rµν and (3.11). The second
term is simplified using the Bianchi identity:
∇µRµν = 12 ∇ν R , (3.22)
and the final equality in (3.21) follows from (3.13). Equivalently, one can use the energy-
momentum expression in (3.20) and then one needs to know that Kν ∇νT = 0, but this follows
from (3.13) and the trace of Einstein’s equations.
The reason why one uses the “improved” current (3.20) is that it can be written in terms
of a surface integral (3.15) and therefore can be generalized to situations in which the interior
geometry is not smooth.
So far we have not specified any other properties of the Killing vector, Kµ, and so the Komar
integral can give any type of conserved quantity.
Suppose that Kµ is time-like. The Komar mass is then defined by:
M = − 1
16piGD
(D − 2)
(D − 3)
∫
SD−2
∗dK = − 1
16piGD
(D − 2)
(D − 3)
∫
SD−2
(
∂µKν−∂νKµ
)
dΣµν . (3.23)
Note that if we take Kµ ∂∂xµ =
∂
∂t , then the 1-form K, is given by K = g0νdx
ν and
∗ dK = (∂µg0ν) ∗ (dxµ ∧ dxν) → (∂ρg00) ρD−2 VolSD−2 (3.24)
Using (3.7), one sees that the normalized formula (3.23) does indeed yield the correct asymptotic
“Keplerian”/ADM mass.
Also note that in the non-relativistic limit in which T00  |Tij | and |g00|  |gij |, one has
T ≡ gµνTµν ≈ g00T00 ≈ (g00)−1T00, and hence
IK = −16piGD
∫
Σ
(
T00 − 1
(D − 2) T g00
)
dΣ = −16piGD
∫
Σ
(
1− 1
(D − 2)
)
T00 dΣ . (3.25)
Thus, in the non-relativistic limit one also has
M =
∫
Σ
T00 dΣ . (3.26)
as one would expect.
3.2 A relatively simple supergravity theory
We will work with ungauged, N = 2 supergravity coupled to two vector multiplets in five di-
mensions. This theory contains three vector fields, AI , with field strengths, F I ≡ dAI , and
two independent scalars, which may conveniently be parametrized by the fields, XI , I = 1, 2, 3
satisfying the constraint X1X2X3 = 1. The bosonic action is
S =
∫ √−g d5x(R− 12QIJF IµνF Jµν −QIJ∂µXI∂µXJ − 124CIJKF IµνF JρσAKλ ¯µνρσλ) , (3.27)
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with I, J = 1, 2, 3. The structure constants are given by CIJK ≡ |IJK | and the metric for the
kinetic terms is
QIJ =
1
2
diag
(
(X1)−2, (X2)−2, (X3)−2
)
. (3.28)
One should note the new feature, the Chern-Simons term F ∧F ∧A, which will be critical to the
construction of solitons.
We could, in fact, work with “minimal supergravity,” that is, with pureN =2 supergravity and
no extra vector multiplets. This corresponds to taking A1 = A2 = A3 and X1 = X2 = X3 = 1.
Note that, with this choice, the action still contains a non-trivial Chern-Simons term. Going to
the minimal theory simplifies the computations a little, but having three vector fields makes the
role and structure of the Chern-Simons interaction all the more transparent.
In this section we will not use the supersymmetry explicitly: we will simply consider solutions
to the equations of motion obtained from the action (3.27).
We are going to seek solitons with a time-independent metric and time-independent matter.
(There are well-known families of solitons, called Q-balls, [12,13] that have time-dependent matter
but the energy-momentum tensor, and hence the metric, are time independent.) The most general
form of such a metric on a five-dimensional Lorentzian, stationary space-time, M5, is:
ds25 = −Z−2 (dt+ k)2 + Z ds24 , (3.29)
where ds24 is a general Riemannian metric on a four-dimensional spatial base manifold, B. The
“warp factor,” Z, is a function and k is a vector (one-form) field on B. For later convenience I
have added Z as a warp factor in front of the ds24.
The Maxwell fields are time independent and so may be decomposed into electric and magnetic
components:
AI = −Z−1I (dt+ k) + B(I) , (3.30)
where B(I) is a one-form on B. It will prove convenient to define magnetic field strengths:
Θ(I) ≡ dB(I) , (3.31)
which is a 2-form on B.
The Einstein equations coming from (3.27) are:
Rµν − 12gµνR = QIJ
[
F Iµρ F
J
ν
ρ− 14 gµν F IρσF J ρσ +∂µXI ∂νXJ − 12 gµν gρσ ∂ρXI ∂σXJ
]
. (3.32)
Taking traces and rearranging gives the equation:
Rµν = QIJ
[
F Iµρ F
J
ν
ρ − 16 gµν F IρσF J ρσ + ∂µXI ∂νXJ
]
. (3.33)
The Maxwell equations coming from (3.27) are:
∇ρ
(
QIJF
Jρ
µ
)
= JCSI µ , (3.34)
where the Chern-Simons currents are given by:
JCSI µ ≡ 116 CIJK µαβγδ F J αβ F k γδ . (3.35)
One can also easily obtain the equations of motion for the scalars.
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3.3 “No solitons without topology”
In addition to assuming that metric is stationary and that the matter is time-independent, I
now assume that the five-dimensional space-time, M5, is smooth, horizonless and asymptotic to
Minkowski space at infinity. In particular, I will require the space-time to be sectioned, at fixed
times, by smooth, space-like hypersurfaces, Σ. The goal is to study the properties of the Komar
mass, and the strategy of the “No Solitons” theorem is to argue that the mass, M , must be zero.
One then leverages this to show that all the dynamical fields must be trivial and the the solution
must, in fact, be Minkowski space globally.
The first step is to massage the equations of motion into a more useful form. Define the dual
of the Maxwell fields, GI , via
GI ρµν ≡ 12 QIJ F J αβ αβρµν (3.36)
and introduce the inverse, QIJ of QIJ :
QIJ QJK = δ
I
K . (3.37)
If follows from the Bianchi identities (d ∗ F J = 0) for F Jµν that GJ satisfies:
∇ρ
(
QIJGJ
µνρ
)
= 0 , (3.38)
Similarly, from the equations of motion (2.8) for F Jµν one has
∇[λG|J | ρµν] = +38 CIJK F J[λρ FKµν] ⇔ dGI = +14 CIJK F J ∧ FK . (3.39)
where |J | means that the index J is not involved in the skew-symmetrization bracket [. . . ].
One can easily verify that
QIJ GI µρσ GJ
νρσ = QIJ
(
2F Iµρ F
J νρ − δνµ F Iρσ F J ρσ
)
(3.40)
and so we may rewrite the Einstein equation (3.33) as
Rµν = QIJ
[
2
3 F
I
µρ F
J
ν
ρ
+ ∂µX
I ∂νX
J
]
+ 16 Q
IJ GI µρσ GJ ν
ρσ . (3.41)
Since I am assuming that the matter is time independent, this means that the Lie derivatives
of all the fields along Kµ must vanish:
LKF I = 0 , LKGI = 0 , LKXI = 0 , (3.42)
Cartan’s formula states that for a p-form, α, one has
LKα = d(iK(α)) + iK(dα) . (3.43)
Taking α = F I one has, locally,
KρF Iρµ = ∂µλ
I , (3.44)
for some functions λI .
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If the space-time manifold were not simply connected one could, in principle, encounter jumps
in value of λI if one were to integrate (3.44) around a closed curve. To avoid this issue I will,
from now on, assume that our space-time manifold is simply connected. With this assumption,
the arbitrary constants in the definitions of the functions, λI , may be fixed by requiring that the
λI vanish at infinity. Physically, the functions, λI , are electrostatic potentials of the 2-forms, F I .
Taking α = GI one has
d(iK(GI)) = − iK(dGI) = −14 CILM iK(FL ∧ FM ) = −12 CILM dλL ∧ FM
= − 12 CILM d(λL FM ) (3.45)
where I have used (3.39) and (3.44). The assumption of simple connectivity is a weak one
because we could pass to a covering space. However, one cannot assume that the H2(M5) is
trivial. Indeed, this is the crucial issue that makes solitons possible. For the moment, however, I
will assume that H2(M5) is trivial and hence
KρGI ρµν +
1
2 CIJK λ
JFKµν = ∂µΛI ν − ∂νΛI µ , (3.46)
where ΛI are globally defined one-forms.
Using (3.44) and (3.46) one finds that:
Kµ
(
QIJ F
I
µρ F
J
ν
ρ)
= −∇ρ
(
QIJ λ
I F J
ρν)
+ 116 CIJK 
ναβγδ λI F Jαβ F
K
γδ (3.47)
Kµ
(
QIJ GI µρσ GJ
νρσ
)
= − 2∇ρ
(
QIJ ΛI σ GJ
ρνσ
) − 14 CIJK ναβγδ λI F Jαβ FKγδ (3.48)
and hence, Einstein’s equations (3.41) imply:
KµRµν = −13 ∇µ
[
2QIJ λ
I F Jµν + Q
IJ ΛI
σ GJ µνσ
]
, (3.49)
where I have used Kµ∂µX
I = LKXI = 0. Note that the λ(∗F ∧F ) terms have canceled in (3.49).
The whole point is that the mass of the solution is given by
M = const.
∫
Σ
RµνK
µnν dΣ = const.
∫
Σ
∇µX µ dΣ , (3.50)
where X µ can be read off from (3.49). This means that the mass is given by a pure boundary
term. Moreover, all the fields λI , F J and GJ fall off at infinity too fast for there to be a finite
boundary term and thus one finds that
M = 0 . (3.51)
Now consider the volume integral over Σ in (3.50). Since M = 0, one now has
0 =
∫
Σ
R00dΣ . (3.52)
Now remember that the metric on Σ is positive definite. This means that not only is the measure
in (3.52) positive definite, but that all the terms in the 00-component of (3.41) are positive
definite:
R00 = QIJ
[
2
3 F
I
0ρ F
J
0
ρ
]
+ 16 Q
IJ GI 0ρσ GJ 0
ρσ ≥ 0 . (3.53)
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(In writing this I have dropped all the terms involving ∂0X
I = ∂tX
I = 0 because XI is time-
independent.)
As a result, one learns that
GI 0ρσ = 0 , F
I
0ρ = 0 . (3.54)
Since GI is the dual of F
I , the first equation means that F Iij = 0 and hence
F Iµν ≡ 0 . (3.55)
Finally, (3.27) reveals that only the F I source the scalars, and since the F I vanish, one has
∂µ
[√
|g| gµν QIJ ∂νXI
]
= 0 . (3.56)
Since the fields are time independent, this is a negative definite scalar Laplacian on Σ. The only
non-singular solutions that go to a constant at infinity are thus the solutions with
XI = const. (3.57)
One therefore concludes that all the dynamical fields are trivial and the space-time is simply
Minkowski space.
Comments:
(i) The basic structure of all these theorems is to argue that if Σ is smooth, then the Komar
mass density is always a total derivative and hence the mass vanishes. One can then invoke
positive-mass theorems that tell us that if the matter satisfies the dominant energy condition
and the space-time is asymptotic to Minkowski space and has M = 0 then it can only be a
global Minkowski space. Rather than invoking the sledge-hammer of positive-mass theorems, I
established the result by using the details of the equations of motion.
(ii) The “No solitons” theorem also depends upon Σ being smooth, with a positive definite
induced metric. If there are event horizons then the hypersurface becomes null at the horizons
and singularities form in the interior of the horizons. One can repair the “no solitons” theorem
by excising the horizons and introducing interior boundaries on the horizons. The integral for
M then gets boundary contributions from these horizons. When this is unpacked one gets an
expression for M (the internal energy of the system) in terms of the “classical thermodynamic
variables” for each black hole: the horizon area (entropy), surface gravity (temperature), angular
momentum, angular velocity of the horizon, charge, electrostatic potential ... . For more details,
see [14,15]. This was believed to be the only way to get solitons and hence the original mantra of
“No solitons without horizons.” Our purpose here is to obtain smooth, horizonless solitons and
so the only boundary of Σ is at infinity.
3.4 Supporting mass with topology
From the way I presented the theorem, it is pretty evident how one gets around “No solitons
without horizons:” There can only be massive solitons when H2(M5) is non-trivial.
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Indeed the correct form of (3.46) is
KρGI ρµν +
1
2 CIJK λ
JFKµν = ∂µΛI ν − ∂νΛI µ + HI µν , (3.58)
where ΛI are globally defined one-forms and HI are closed but not exact two forms. That is, one
cannot write HI = dνI where νI are globally well-defined one-forms.
This then means that (3.49) has an extra term:
KµRµν = −13 ∇µ
[
2QIJ λ
I F Jµν + Q
IJ ΛI
σ GJ µνσ
]
+ 16 Q
IJ HρσI GJρσν , (3.59)
The last term in (3.59) may be expressed as
1
6 Q
IJ HρσI GJρσν =
1
12 αβρσνF
I αβ HρσI . (3.60)
This means that rather than finding M = 0, one finds that M can be supported by a topo-
logical integral:
M =
1
32piG5
∫
Σ
[
QIJ HIρσ GJ
ρσν
]
dΣν =
1
64piG5
∫
Σ
αβρσνF Iαβ HI ρσ dΣν
=
1
16piG5
∫
Σ
F I ∧HI . (3.61)
3.5 The BPS equations
Before leaving the discussion of this particular supergravity theory, I will summarize the BPS
equations that arise from requiring supersymmetry. The first detailed analysis of the BPS equa-
tions was done in [6], however this first work was incomplete in that it missed a major, and
essential simplification that was subsequently discovered in [16,17].
Supersymmetry necessarily makes the metric stationary and the other fields time independent.
One can therefore take the metric to have the form (3.29). One can similarly decompose the
Maxwell fields according to (3.30) and use the definition (3.31).
If one seeks the solutions that possess four supersymmetries, one first finds that the scalars
and warp factors are directly related to the electrostatic potentials:
Z ≡ (Z1 Z2 Z3)1/3 , X1 = (Z2 Z3
Z21
)1/3
, X2 =
(
Z1 Z3
Z22
)1/3
, X3 =
(
Z1 Z2
Z23
)1/3
. (3.62)
This is, once again, a BPS constraint and the expression for Z means that the mass, M , is given
by the sum of the electric charges M = Q1 +Q2 +Q3.
Requiring four supersymmetries also imposes that the metric, ds24, on the base, B, be hyper-
Ka¨hler. Finally, the complete system of BPS equations and field equations can then be reduced
to solving the following system [16,17]:
Θ(I) = ?4 Θ
(I) , (3.63)
∇2ZI = 12 CIJK ?4 (Θ(J) ∧Θ(K)) , (3.64)
dk + ?4dk = ZI Θ
(I) , (3.65)
26
where ?4 is the Hodge dual taken with respect to the four-dimensional metric, ds
2
4 and ∇ is the
covariant derivative in this metric. Solving this system on a hyper-Ka¨hler base, B, yields the
most general solutions to the supergravity action with four supersymmetries.
While we will only need the foregoing details, it is interesting to note how this comes about in
solving the supersymmetry conditions. In particular, the solution requires the supersymmetries
to satisfy:
Θ
(I)
ab γ
a γb  = 0 , Rˆαβabγ
a γb = 0 , (3.66)
where where a, b, c, d... and α, β... are, respectively, frame and tangent-space indices on B and
Rˆαβab is the Riemann tensor on B.
One can solve these equations by imposing the projection condition:
γ1 γ2 γ3 γ4  =  ⇔ γa γb  = −12 abcd γc γd  , (3.67)
and imposing (3.63) and
Rˆab
cd = 12 
cdef Rˆabef . (3.68)
Note that γ1 γ2 γ3 γ4 is traceless and satisfies:
(γ1 γ2 γ3 γ4)2 = 1l (3.69)
Thus (3.67) reduces the supersymmetries by half: The solutions of (3.63)–(3.65) thus lead to
BPS solutions with 4 supersymmetries (we started with N = 2 supersymmetry, which, in five
dimensions, means eight real supercharges).
Let ∇ˆα be the covariant derivative on B. For any spinor one has:[ ∇ˆα , ∇ˆβ ]  = 14 Rˆαβγδγγ γδ . (3.70)
and so, for the spinors satisfying (3.67), and hence (3.66), the right-hand side vanishes. This is
the integrability equation condition for
∇ˆα  = 0 , (3.71)
and hence the Killing spinors are covariant constant on B.
Recall that the Riemman curvature measures the monodromy for parallel transport around
closed loops, and on the 4-manifold, B, the generic monodromy is SO(4) = (SU(2)×SU(2))/Z2.
The self-duality constraint on the curvature means that the metric, ds24, must be “half-flat,”
that is, have trivial monodromy on one SU(2) factor. This allows the solution of (3.71) on the
spin bundle with trivial monodromy. If there is trivial monodromy on both SU(2) factors then
the Riemann tensor vanishes and the manifold is flat. More generally, one can allow non-trivial
monodromy in one SU(2) factor and such metrics are hyper-Ka¨hler.
There are many things to note about the BPS system. First observe that it is, in fact, a linear
system of equations. (It was this fact was not discovered in [6] but was shown with some more
deconstruction in [16,17].). The form of the BPS equations (3.63)–(3.65) descends from the non-
linear form of the Maxwell equations, d ∗F ∼ F ∧F . However, (3.63) is linear and homogeneous;
while (3.64) and (3.65) are linear but with sources that are quadratic in the solutions to the
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preceding equations. The entire system is basically some variant of four-dimensional, Euclidean
electromagnetism.
Next observe that equations (3.63) and (3.63) are first order while (3.64) is second order. The
former come from imposing the supersymmetry conditions while the latter is actually one of the
equations of motion.
Observe that one can take Θ(I) ≡ 0 and then one has ∇2ZI = 0, which means that the ZI are
harmonic. Similarly, k, then reduces to a harmonic vector field. If these are to fall off at infinity,
then one must have singular sources on B and this will lead to multi-black-hole solutions. The
choice of harmonic k means that one can add angular momentum to these five-dimensional black
holes while still preserving supersymmetry. There are thus no solitons if Θ(I) ≡ 0.
The magnetic fluxes, by definition (see (3.31)), satisfy dΘ(I) = 0 and so (3.63) implies d ?4
Θ(I) = 0. Thus the Θ(I) are harmonic, and if they are to be smooth, they must be cohomological,
that is belong to H2(B). It is then through (3.64) that they contribute quadratically to the ZI ,
and then through (3.62) to Z and hence to g00 and the mass, M . One thus sees, very explicitly
how (3.61) is being implemented in the BPS equations. Conversely, one sees that if H2(B) is
trivial, then there are no smooth magnetic sources, which means Θ(I) ≡ 0, which leads back to
either multi-black-holes or empty space.
One also sees, in (3.64), how the Chern-Simons interaction in d ∗ F ∼ F ∧ F enables a pair
of magnetic fluxes to combine to source an electric charge. Thus the BPS solutions based on
smooth cohomological fluxes do not have any point-source electric charges. Instead, the electric
charge sources are smoothly distributed into cohomological fluxes.
The last BPS equation, (3.65), also has a very interesting physical meaning. The vector k
contains the information about the angular momentum of the solution (see, (3.9)). The source is
the product of electric potentials, ZI , and magnetic fluxes, Θ
(I) and so should be thought of as
analogues of ~E× ~B in electrodynamics. Thus the angular momentum is generated by a three-way
interaction: two smooth magnetic fields, Θ(J) and Θ(K) creating a smooth electrostatic field, ZI ,
which in turn creates angular momentum when it interacts with the third smooth magnetic field,
Θ(I). The mechanism is the same as the ~E × ~B interaction that generates angular momentum
for an electron in the presence of a magnetic monopole.
To conclude, it is important to note that I may have just built a “castle in the air” in that it
appears that all this beautiful BPS structure cannot lead to smooth solitonic solutions.
The starting point of BPS solutions is to choose a hyper-Ka¨hler metric, ds24, on B. To obtain
a solution that is asymptotic, at infinity, to Minkowski space, one must therefore require ds24 to be
asymptotic to the flat metric on R4. In the early 1980’s there was a goal to classify all Riemannian
metrics in four dimensions with self-dual curvature: these metrics were known as gravitational
instantons. One of the by-products of the proof of the positive mass theorems [18–21] was to
establish that there were no asymptotically Euclidean gravitational instantons. That is, the only
smooth, hyper-Ka¨hler, Riemannian metric that is asymptotic to R4 is R4 itself with its flat metric.
Thus there can be no topology and seemingly no solitons ....
However, we will see that the mathematical universe has much richer possibilities ... and
even in the face of such a discouraging theorem, there are indeed solitons. Like many “no go”
theorems, one can evade them by weakening some of the assumptions.
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4 Microstate geometries in five dimensions
We need non-trivial hyper-Ka¨hler metrics the four-dimensional base manifold, B, and to that end
we will start with one of the most useful and explicit examples of such metrics in four dimensions:
the Gibbons-Hawking ALE metrics [22]. These were created as part of the gravitational instanton
program and they are not ruled out by the theorems of Schoen, Yau and Witten because, while
they are flat at infinity, they are not Euclidean at infinity. Indeed, as we will discuss, the
asymptotic structure is R4/Zn.
My presentation here will draw heavily on the review article [23].
4.1 Gibbons-Hawking metrics
Gibbons-Hawking (GH) ALE spaces are non-trvial U(1) fibrations over a flat R3 base:
ds24 = V
−1 (dψ + ~A · d~y)2 + V (dy21 + dy22 + dy23) , (4.1)
where V is harmonic on the flat R3:
∇2V = 0 . (4.2)
while the connection, A = ~A · d~y, is related to V via
~∇× ~A = ~∇V . (4.3)
The scaling transformation: V → λ2V , A → λ2A, yi → λ−1yi and ψ → λψ preserves (4.1)–
(4.3). We will fix this choice of scaling by fixing the period of the ψ coordinate:
ψ ≡ ψ + 4pi . (4.4)
This family of metrics is the unique class of four-dimensional hyper-Ka¨hler metrics with a
tri-holomorphic U(1) isometry3. Moreover, a four-dimensional hyper-Ka¨hler manifold with a
U(1)×U(1) symmetry must, at least locally, have the Gibbons-Hawking form with an extra U(1)
symmetry around an axis in the R3 [24].
Perhaps, more usefully, these GH spaces have a very explicit and easily analyzed family of
hyper-Ka¨hler metrics. The standard form is to take V to be sourced at discrete points, ~y(j), in
the R3:
V = ε0 +
N∑
j=1
qj
rj
, rj ≡ |~y − ~y(j)| . (4.5)
For the metric to be Riemannian (positive definite), one must take ε0 ≥ 0 and qj ≥ 0.
Exercise: Compute the curvature on this GH metric and show that it satisfies (3.68). (The
sign will only work out correctly if you choose the correct orientation on the manifold.)
3Tri-holomorphic means that the U(1) isometry preserves all three complex structures of the hyper-Ka¨hler
metric.
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To determine ~A, we need the vector fields, ~vi, that satisfy:
~∇× ~vi = ~∇
(
1
ri
)
. (4.6)
Choose coordinates, ~y = (x, y, z), so that ~y(i) = (0, 0, a) and let φ denote the polar angle in
the (x, y)-plane, then:
~vi · d~y =
((z − a)
ri
+ ci
)
dφ , (4.7)
where ci is a constant. The vector field, ~vi, is regular away from the z-axis, but has a Dirac string
along the z-axis. By choosing ci we can cancel the string along the positive or negative z-axis,
and by moving the axis we can arrange these strings to run in any direction we choose, but they
must start or finish at some ~y(i), or run out to infinity.
There appear to be singularities in the metric at rj = 0. However, if one changes to polar
coordinates, (rˆ, θˆ, φˆ), centered at rj = 0 the metric limits to the form:
ds24 ∼ q−1j rˆ
(
dψ + qj cos θˆ dφˆ
)2
+ qj rˆ
−1 (drˆ2 + rˆ2 dθˆ2 + rˆ2 sin2 θˆ dφˆ2)
= qj
[
rˆ
(
q−1j dψ + cos θˆ dφˆ
)2
+ rˆ−1 (drˆ2 + rˆ2 dθˆ2 + rˆ2 sin2 θˆdφˆ2)
]
, (4.8)
where we have used the fact that near rj = 0 one has V ∼ qjrj + const. for which the solution to
(4.3) gives:
A = qj cos θˆ dφˆ . (4.9)
Now choose a new radial coordinate
ρ = 2
√
rˆ = 2
√
|~y − ~y(j)| . (4.10)
then the metric is locally of the form:
ds24 ∼ qj
(
dρ2 + ρ2 dΩ23,qj
)
, (4.11)
where
dΩ23,qj ≡
(
q−1j dψ + cos θˆ dφˆ
)2
+ dθˆ2 + sin2 θˆ dφˆ2 . (4.12)
Define χ = q−1j dψ and observe that
dΩ23 ≡
(
dχ+ cos θ dφ
)2
+ dθ2 + sin2 θ dφ2 (4.13)
is the metric on the S3 defined by |ζ1|2 + |ζ2|2 = 1 in C2 with
ζ1 = e
i
2
(χ−φ) cos
θ
2
, ζ2 = e
i
2
(χ+φ) sin
θ
2
. (4.14)
To fully cover the sphere one must have:
0 ≤ χ ≤ 4pi , 0 ≤ θ ≤ pi , 0 ≤ φ ≤ 2pi . (4.15)
However, (4.12) and (4.4) imply that a precise matching to (4.13) requires
χ ≡ q−1j ψ ≡ q−1j (ψ + 4pi) ≡ χ +
4pi
qj
. (4.16)
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Thus the metric (4.12) is that of S3/Zqj in which the quotient is taken on the Hopf fiber, χ,
according to (4.16).
Exercise: Check the claims underlying (4.13)–(4.15).
For such a quotient to be well-defined, one must have:
qj ∈ Z . (4.17)
If qj = ±1 then there are no identifications on the S3 and the metric in region around rj → 0
reduces to that of flat R4. If the |qj | > 1 then rj = 0 is an orbifold point. Such singularities are
nicely resolved in string theory and thus acceptable singularities of manifolds.
Also note that at infinity one has:
V ∼ ε0 + q0
r
, q0 ≡
N∑
j=1
qj . (4.18)
If ε0 6= 0 then the metric is asymptotic to R3×S1 and the GH metrics are known as multi-Taub-
NUT. If ε0 = 0 then the metric is asymptotic to R
4/Zq0 where the Zq0 is modded out of the S
3
at infinity exactly as in (4.12). If |q0| = 1 then the metric is asymptotic to R4 and if |q0| > 1
then the non-trivial identifications at infinity mean that it is an ALE (Asymptotically Locally
Euclidean) space.
Henceforth, (largely for simplicity of the asymptotics) we take
ε0 = 0 . (4.19)
One should also remember that for the metric to be Riemannian then one must qj ∈ Z+∪{0}.
This means that if you want the metric to be asymptotic to R4 then q0 ≡
∑N
j=1 qj = 1 and hence
one must have qi = 1 and qj = 0, j 6= i for some i. Then V = 1ri and the space is globally
R4. Thus the only GH metric that is Riemannian and asymptotic to flat R4 must be flat R4
everywhere. So it seems we have to work with ALE spaces.
4.2 Harmonic forms on GH metrics
Our goal is to solve the BPS equations and we start with the first layer, (3.63), and seek harmonic
magnetic fluxes on a GH space. We start by identifying the dual homology cycles.
A generic GH metric has 12N(N − 1) topologically non-trivial two-cycles, ∆ij , that. run
between the GH centers. These two-cycles can be defined by taking any curve, γij , between ~y
(i)
and ~y(j) and considering the ψ-fiber of (4.1) along the curve. Because of the factor of V −1 in
(4.1), the fiber collapses to zero at the GH centers, and so the curve and the fiber sweep out a
2-sphere (up to Z|qj | orbifolds). See Fig. 2. These spheres intersect one another at the common
points ~y(j). There are (N − 1) linearly independent homology two-spheres, and the set ∆i (i+1)
represents a basis4.
4If one has qj = 1 at every GH center, then the integer homology corresponds to the root lattice of SU(N) with
an intersection matrix given by the inner product of the roots.
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Figure 2: This figure depicts some non-trivial cycles of the Gibbons-Hawking geometry. The behaviour of
the U(1) fiber is shown along curves between the sources of the potential, V . Here the fibers sweep out a
pair of intersecting homology spheres.
To define the dual cohomology, it is convenient to introduce a set of frames
eˆ1 = V −
1
2 (dψ + A) , eˆa+1 = V
1
2 dya , a = 1, 2, 3 . (4.20)
and two associated sets of two-forms:
Ω
(a)
± ≡ eˆ1 ∧ eˆa+1 ± 12 abc eˆb+1 ∧ eˆc+1 , a = 1, 2, 3 . (4.21)
The two-forms, Ω
(a)
− , are anti-self-dual, harmonic and non-normalizable and they define the hyper-
Ka¨hler structure on the base. The forms, Ω
(a)
+ , are self-dual and can be used to construct harmonic
fluxes that are dual to the two-cycles. Consider the self-dual two-forms:
Θ(I) ≡ −
3∑
a=1
(
∂a
(
V −1KI
))
Ω
(a)
+ . (4.22)
Then Θ(I) is closed (and hence co-closed and harmonic) if and only if KI is harmonic in R3, i.e.
∇2KI = 0.
Exercise: Compute the spin connection for the GH metric using the frames (4.20) and
solve the equation (3.71) using the projection condition (3.67).
We now have the choice of how to distribute sources of KI throughout the R3 base of the GH
space. One can make all sorts of black objects by allowing singular sources, but we want smooth,
cohomological fluxes. Indeed, the Θ(I) will be smooth if and only if KI/V is smooth; this occurs
if and only if KI has the form:
KI = kI0 +
N∑
j=1
kIj
rj
. (4.23)
For some constants kI0 amd k
I
j . Also note that the “gauge transformation:”
KI → KI + cI V , (4.24)
for some constants, cI , leaves Θ(I) unchanged, and so there are only N independent parameters
in each KI . In addition, since ε0 = 0 then one must take k
I
0 = 0 for Θ
(I) to remain finite at
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infinity. The remaining (N − 1) parameters then describe harmonic forms that are dual to the
non-trivial two-cycles5.
Exercise: Show that the two-forms, Θ(I), defined by (4.22) and (4.23) are normalizable on
standard GH spaces (with V > 0 everywhere). That is, show that the Θ(I) square integrable:∫
Θ(I) ∧Θ(I) < ∞ , (with no sum on I) (4.25)
where the integral is taken of the whole GH base space.
It is straightforward to find a local potential such that Θ(I) = dB(I):
B(I) ≡ V −1KI (dψ + A) + ~ξ(I) · d~y , (4.26)
where
~∇× ~ξ(I) = −~∇KI . (4.27)
Hence, the ~ξ(I) are the vector potentials for magnetic monopoles located at the singular points
of the KI .
One can use these local potentials to compute the fluxes, Π
(I)
ij , of Θ
(I) through the cycles:
Π
(I)
ij ≡
1
4pi
∫
∆ij
Θ(I) =
(
kIj
qj
− k
I
i
qi
)
. (4.28)
I have normalized these periods for later convenience.
Exercise: Excise the points ri = 0 and rj = 0 from ∆ij and then use (4.26) on this
punctured cycle to prove (4.28).
4.3 Solving the BPS equations
We have solved the first layer of the BPS equations (3.63) and our task now is to solve the
remaining two, (3.64) and (3.65). Such solutions were derived in [6,25] for Riemannian Gibbons-
Hawking metrics and the result is relatively simple.
Exercise: Substitute the two-forms (4.22) into (3.64) and show that the resulting equation
has the solution:
ZI =
1
2 CIJK V
−1KJKK + LI , (4.29)
where the LI are independent harmonic functions.
Now write the one-form, k, as:
k = µ (dψ +A) + ω (4.30)
5If ε0 6= 0 then the extra parameter is that of a Maxwell field whose gauge potential gives the Wilson line around
the S1 at infinity.
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and then (3.65) becomes:
~∇× ~ω = (V ~∇µ − µ~∇V ) − V
3∑
I=1
ZI ~∇
(
KI
V
)
. (4.31)
Taking the divergence yields the following equation for µ:
∇2µ = V −1 ~∇ ·
(
V
3∑
I=1
ZI ~∇K
I
V
)
, (4.32)
which is solved by:
µ = 16 CIJK
KIKJKK
V 2
+
1
2V
KILI + M , (4.33)
where M is yet another harmonic function on R3. Indeed, M determines the anti-self-dual part
of dk that cancels out of (3.65). Substituting this result for µ into (4.31) we find that ω satisfies:
~∇× ~ω = V ~∇M − M~∇V + 12 (KI ~∇LI − LI ~∇KI) . (4.34)
The integrability condition for this equation is obtained by taking the divergence of both sides.
The left-hand side trivially vanishes, while the right-hand side vanishes because KI , LI ,M and
V are harmonic.
The harmonic functions in (4.34) will involve constants and point sources at rj = 0. Thus the
right-hand side of (4.34) will have two kinds of terms:
1
ri
~∇ 1
rj
− 1
rj
~∇ 1
ri
and ~∇ 1
ri
. (4.35)
To determine the pieces that make up ~ω, introduce coordinates with the z-axis running through
~y(i) and ~y(j) so that ~y(i) = (0, 0, a) and ~y(j) = (0, 0, b) with a > b. Define
ωij ≡ −(x
2 + y2 + (z − a+ ri)(z − b− rj))
(a− b) ri rj dφ . (4.36)
One can then easily verify that these vector fields satisfy:
~∇× ~ωij = 1
ri
~∇ 1
rj
− 1
rj
~∇ 1
ri
+
1
rij
(
~∇ 1
ri
− ~∇ 1
rj
)
, (4.37)
where
rij ≡ |~y(i) − ~y(j)| (4.38)
is the distance between the ith and jth center in the Gibbons-Hawking metric.
We then see that the general solution for ~ω may be written as:
~ω =
N∑
i,j
aij ~ωij +
N∑
i
bi ~vi , (4.39)
for some constants aij , bi, where the ~vi are defined in (4.7).
The important point about the choice of solution, ωij , is that they have no string singularities
whatsoever. They can be used to solve (4.34) with the first set of source terms in (4.35), without
introducing Dirac-Misner strings, but at the cost of adding new source terms of the form of the
second term in (4.35). Using the ωij shows the string singularities in ~ω can be reduced to those
associated with the second set of terms in (4.35) and so there are at most N possible string
singularities and these can be arranged to run in any direction from each of the points ~y(j).
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4.4 Removing singularities
The functions, LI and M should be chosen to ensure that metric is regular as rj → 0, which
means that the warp factors, ZI , and the function, µ, must be regular as rj → 0. From (4.29)
and (4.33), one can easily see that regularity requires:
LI = `I0 +
N∑
j=1
`Ij
rj
, M = m0 +
N∑
j=1
mj
rj
, (4.40)
with
`Ij = −12 CIJK
kJj k
K
j
qj
, j = 1, . . . , N ; (4.41)
mj =
1
12 CIJK
kIj k
J
j k
K
j
q2j
= 12
k1j k
2
j k
3
j
q2j
, j = 1, . . . , N . (4.42)
As I noted above, in order to obtain solutions that are (locally) asymptotic to five-dimensional
Minkowski space, R4,1, (possibly divided by Zq0), one must take ε0 = 0 in (4.5), and k
I
0 = 0 in
(4.23). Moreover, µ must vanish at infinity, and this fixes m0. For simplicity I will also take
ZI → 1 as r →∞. Hence, the solutions that are asymptotic to five-dimensional Minkowski space
have:
ε0 = 0 , k
I
0 = 0 , l
I
0 = 1 , m0 = −12 q−10
N∑
j=1
3∑
I=1
kIj . (4.43)
It is straightforward to generalize these results to solutions with different asymptotics, and in
particular to Taub-NUT.
We have now created a solution to the BPS equations that is based on harmonic fluxes and
has no divergent behaviour in the metric.
4.5 The bubble equations and closed time-like curves
While we have removed obvious divergent behaviour in the fields and in the metric, we have not
yet created a non-singular physical five-dimensional metric. In particular, we must make sure
that there are no closed time-like curves (CTC’s).
The easiest way to expose the potential problem is to consider the constant time, t, slices of
the metric (3.29) and the resulting metric induced in the hypersurfaces, B:
dsˆ24 = −Z−2 k2 + Z ds24 . (4.44)
The danger arises when, along some closed curve, the first (negative) term wins out over the
second factor and thus produces a CTC. A physically acceptable metric requires us to eliminate
this possibility. There is another, more stringent, highly desirable (but not strictly essential)
constraint: requiring that the metric (4.44) be positive definite. If this is true then the function,
t, represents a globally-defined time function and the five-dimensional metric, (3.29), is called
stably causal. This means that not only is the metric causal, but it also remains causal under
small perturbations.
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One begins the investigate at the obvious danger points: rj → 0. The functions, ZI , and µ
are finite, however V →∞ and so the ψ-circle has vanishing size when measured using ds24. Thus
the ψ-circles become CTC’s unless we impose the further conditions that:
µ(~y = ~y(j)) = 0 , j = 1, . . . , N . (4.45)
This ensures that the ψ-circles pinch off in the metric (4.44).
There is a second danger coming from Dirac strings in ω: If one goes to the axis between two
GH points, ri → 0 and rj → 0, then the azimuthal angle, φ, around that axis can become a CTC
if ω has a Dirac string. One therefore needs to collect all the terms in the sources for ω that
give rise to Dirac strings and set them to zero. It is relatively easy to show (see [23]) that (4.31)
implies that if one imposes the constraint (4.45), then it also removes the Dirac strings from ω.
Performing the expansion of µ using (4.33), (4.23), (4.40) and (4.42) around each Gibbons-
Hawking point one finds that (4.45) becomes the Bubble Equations:
N∑
j=1
j 6=i
Γij
|~y(j) − ~y(i)| = −2
(
m0 qi +
1
2
3∑
I=1
kIi
)
, (4.46)
where
Γij ≡ qi qj Π(1)ij Π(2)ij Π(3)ij , rij ≡ |~y(i) − ~y(j)| . (4.47)
If one adds together all of the bubble equations, then the left-hand side vanishes identically
(because Γji = −Γij), and one obtains the condition on m0 in (4.43). This is simply the condition
µ → 0 as r → ∞ and also means that there is no Dirac-Misner string running out to infinity.
Thus there are only (N − 1) independent bubble equations.
We refer to (4.46) as the bubble equations because they relate the flux through each bubble
to the physical size of the bubble, represented by rij . Note that for a generic configuration, a
bubble size can only be non-zero if and only if all three of the fluxes are non-zero. Thus the
bubbling transition will only be generically possible for the three-charge system. If all the fluxes
are fixed then there are 3N moduli, ~y(j), but really this is 3(N − 1) because one can translate the
centroid of the ~y(j) without changing the metric. Once we impose the bubble equations, there
are 3(N − 1)− (N − 1) = 2(N − 1) moduli remaining.
It is for this reason that I made the remark in Section 2.5 that the relative positions of BPS
objects are not always free parameters.
Solving the bubble equations guarantees that there are no CTC’s in the immediate vicinity of
the GH points. This does not, however, guarantee that there are not CTC’s elsewhere, and the
solution may also have other serious pathologies, particularly if one of the ZI ’s changes sign.
There is also one last, crucial, and surprising, ingredient that appears to be essential to the
construction of viable microstate geometries.
4.6 Ambi-polar GH metrics
We concluded Section 3.5 by noting that the only smooth, hyper-Ka¨hler, Riemannian metric
that is asymptotic to R4 is R4 itself with its flat metric. This creates an obvious challenge
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to microstate geometries. But it gets worse: If one starts with a Riemannian GH metric, it is
almost impossible to find solutions to the bubble equations that result in globally smooth metrics.
The physical problem is that magnetic create an expansion force on the bubbles and there is no
counterbalancing force to create the equilibrium that the bubble equations seem to require.
The solution is extremely simple, and seemingly radical: drop the requirement that the metric
of B be Riemannian. More specifically, we will allow the metric on B be ambi-polar: that is, the
signature of the base metric, ds24, can change from +4 to −4 with apparently singular intervening
surfaces. Away from these singular surfaces, we require that the metric still be smooth and
hyper-Ka¨hler. For the GH metrics, this means that we are going to allow V to change sign and,
in particular, allow the GH charges, qi ∈ Z, to have any sign. This now leads to vast families of
ambi-polar GH metrics that are asymptotic to flat R4: One simply imposes
ε0 = 0 , q0 ≡
N∑
j=1
qj = +1 . (4.48)
The apparent disaster is the horribly singular behaviour at the surfaces on which V = 0.
The miracle is that even though the base metric is extremely singular, the ‘warp factor,’ Z,
of (3.29) changes sign (by passing through a pole) at the V = 0 surfaces in precisely the right
way to create a smooth, Lorentzian five-manifold.
Indeed, (3.62) and (4.29) imply that, near V = 0, Z ∼ V −1. This cancels the factor of V in
front of d~y · d~y in (4.1) and produces a finite limit for the metric along R3. On the other hand,
the same factor of V −1 appears to create a double pole along the ψ-fiber. However, the explicit
form of µ in (4.33) can be used to show that this double pole, and the sub-leading single pole,
are exactly cancelled by poles coming from the −Z−2(dt+k)2 term. It is also evident from (3.62)
that the factors of V cancel in the expressions for the scalars, XI . It is also very straightforward
to show that in the Maxwell potential (3.30), the singularity at V = 0 in (4.26) cancels against
the singularity coming from Z−1I k and thus A
(I) is smooth in the neighbourhood of V = 0.
Exercise:
(i) Consider what happens to the homology 2-cycles defined in Section 4.2 but now in the
full physical metric, (3.29), or, equivalently, in the metric (4.44) on B. Show that
these cycles remain compact and well defined if and only if one imposes (4.45).
(ii) Observe that the divergence in Θ(I) at V = 0 makes the period integral, (4.28), com-
pletely ill defined. Show that (3.30) is regular in the neighbourhood of V = 0 surfaces.
Consider F (I) = dA(I) and prove the period integral of F (I) is well-defined and is given
by:
Π
(I)
ij ≡
1
4pi
∫
∆ij
F (I) =
(
kIj
qj
− k
I
i
qi
)
, (4.49)
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Exercise: Write the metric (4.44) in the form:
dsˆ24 = − Z−2
(
µ(dψ +A) + ω
)2
+ ZV −1
(
dψ +A
)2
+ ZV
(
dr2 + r2dθ2 + r2 sin2 θ dφ2
)
=
Q
Z2V 2
(
dψ +A− µV
2
Q ω
)2
+ ZV
(
r2 sin2 θ dφ2 − ω
2
Q
)
+ ZV (dr2 + r2dθ2) ,
where
Z ≡ (Z1 Z2 Z3)1/3 , Q ≡ Z1Z2Z3V − µ2 V 2 . (4.50)
Show that one can write Q in the form:
Q = −M2 V 2 − 13 M CIJKKI KJ KK − M V KI LI − 14 (KILI)2
+ 16 V C
IJKLILJLK +
1
4 C
IJKCIMNLJLKK
MKN
Observe that ZV and Q are smooth (and generically non-vanishing) near the surfaces where
V = 0, and hence conclude that (3.29) is smooth across these surfaces.
The surfaces at which one V = 0 pose no inherent problems with smoothness in ambi-polar
metrics: (3.29) can indeed be a smooth Lorentzian metric. Moreover, everything we discussed
about magnetic fluxes remains valid when translated to the full, five-dimensional metric and the
full, five-dimensional Maxwell fields.
There is one rather interesting physical feature of the V = 0 surfaces: the Killing vector, ∂∂t ,
is time-like everywhere except at the V = 0 surfaces, on which ∂∂t becomes a null vector. The
V = 0 surfaces are thus known as evanescent ergosurfaces. Because the time-like Killing vector is
going null on these surfaces they potentially have a very important role in collecting and storing
information [26–30]
4.7 Two centres: AdS3 × S2
It is extremely instructive to look at a very simple example [31–33] that represents a “local model”
of how the full geometry is resolved around a pair of GH charges with opposite signs.
For simplicity we take all the KI ’s to be equal and set:
V = q
( 1
r+
− 1
r−
)
, KI ≡ K = k
( 1
r+
+
1
r−
)
, (4.51)
where
r± ≡
√
ρ2 + (z ∓ a)2 , (4.52)
in cylindrical polar coordinates, (z, ρ, φ), on the R3 of the GH base.
Regularity of the functions ZI and µ at the GH points determines the functions LI and M
up to additive constants. Since we do not want any rotation at infinity we need µ to vanish at
infinity and for simplicity we set the constants in LI to zero. Thus we find:
LI ≡ L = −k
2
q
( 1
r+
− 1
r−
)
, M = −2 k
3
a q2
+
1
2
k3
q2
( 1
r+
+
1
r−
)
. (4.53)
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The vector potentials for this solution are then:
A = q
((z − a)
r+
− (z + a)
r−
)
dφ , ω = −2 k
3
a q
ρ2 + (z − a+ r+)(z + a− r−)
r+ r−
dφ . (4.54)
The five-dimensional metric is then:
ds25 ≡ −Z−2
(
dt+ µ(dψ +A) + ω
)2
+ Z
(
V −1(dψ +A)2 + V (dρ2 + ρ2dφ2 + dz2)
)
, (4.55)
where
Z = V −1K2 + L = −4 k
2
q
1
(r+ − r−) , (4.56)
µ = V −2K3 + 32 V
−1K L+M =
4 k3
q2
(r+ + r−)
(r+ − r−)2 −
2 k3
a q2
.
To map this onto a more familiar metric, one must make a transformation to oblate spheroidal
coordinates like those employed in [34] to map the positive-definite, two-centered GH space onto
the Eguchi-Hanson form:
z = a cosh 2ξ cos θ , ρ = a sinh 2ξ sin θ , ξ ≥ 0 , 0 ≤ θ ≤ pi . (4.57)
In particular, one has r± = a(cosh 2ξ∓cos θ). One then rescales and shifts the remaining variables
according to:
τ ≡ a q
8 k3
t , ϕ1 ≡ 12 q ψ − a q8 k3 t , ϕ2 ≡ φ− 12 q ψ + a q4 k3 t , (4.58)
and the five-dimensional metric takes the standard AdS3 × S2 form:
ds25 ≡ R21
[− cosh2 ξ dτ2 + dξ2 + sinh2 ξ dϕ21] + R22[dθ2 + sin2 θ dϕ22] , (4.59)
with
R1 = 2R2 = 4k . (4.60)
Note that the first factor in the metric is global AdS3 with −∞ < τ <∞. One should also recall
that the GH fiber coordinate has period 4pi and therefore, for |q| = 1, the angles, ϕj , both have
periods 2pi. For q 6= 1, the Z|q| orbifold associated with the GH points emerges as a simultaneous
Z|q| quotient on the longitudes of the AdS3 and S2.
This metric is completely smooth and the “bubble,” or non-trivial topology, is simply the
2-sphere. It is a “local model” in that if the two GH points are far from the other GH points,
one can “zoom-in” on that pair and the metric locally reduces to the construction here.
One can also check that the time-like Killing vector, T ≡ ∂∂t transforms as follows:
∂
∂t
=
1
R1
[
∂
∂τ
− ∂
∂ϕ1
+ 2
∂
∂ϕ2
]
(4.61)
whose norm is
Tµ Tµ = −R−21 cos2 θ. (4.62)
One may think of the integral curves of T as world-lines of non-space-like “observers” that are
time-like everywhere except for θ = pi2 . From this perspective, there is nothing unusual about the
evanescent ergosurface.
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4.8 Regularity
We have examined smoothness on evanescent ergosurfaces and the absence of CTC’s near the GH
points, ~y(j). There is now the much broader question of whether the metric is regular globally
and whether it is globally free of CTC’s and perhaps even stably causal.
First we observe that writing the metric in the form (4.50) means that one must have ZV > 0
and Q > 0. However the parametrization of the scalar fields in (3.62) requires that all the
functions, ZI , have the same sign. We therefore must require
ZI V > 0 , I = 1, 2, 3 , (4.63)
For the five dimensional metric to be stably causal, Q must not only be positive but must
satisfy [35]:
− gµν∂µt ∂νt = −gtt = (ZV )−1(Q− ω2) > 0 , (4.64)
where ω is squared using the R3 metric.
First we note that for generic fluxes, satisfying the bubble equations is nowhere near sufficient
to guarantee (4.63) and (4.64). This is because generic fluxes can produce positive electric charge
contributions from some collections of bubbles and negative electric charge contributions from
other collections of bubbles. Such combinations of localizable positive and negative charges
creates a very pathological solution that typically fails to satisfy (4.63) in some region. While
there are no theorems, if one satisfies the bubble equations and makes sure that (4.63) is satisfied
then the five-dimensional metric usually satisfies (4.64). (I know of no counterexamples and have
constructed many, many families of such microstate geometries.)
So the bottom line is that one must solve the bubble equations and make sure that (4.63) and
(4.64) are satisfied. Satisfying (4.63) seems to guarantee (4.64) but one should always explore the
metric numerically to make sure that (4.64) is indeed true.
4.9 The asymptotic charges
As described in Section 3.1, one can obtain the electric charges, mass and angular momenta of
bubbled geometries by expanding ZI and k at infinity. It is, however, more convenient to translate
the asymptotics into the standard coordinates of the Gibbons-Hawking spaces. In particular, one
should remember that the GH radial coordinate, r, is related to the radial coordinate ρ on flat
R4 via (4.10), that is, r = 14ρ
2. One then finds
ZI ∼ 1 + QI
4 r
+ . . . , ρ→∞ , (4.65)
and from (4.29) one easily obtains
QI = −2CIJK
N∑
j=1
q−1j k˜
J
j k˜
K
j , (4.66)
where
k˜Ij ≡ kIj − qj N kIavg , and kIavg ≡
1
N
N∑
j=1
kIj . (4.67)
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Note that k˜Ij is gauge invariant under (4.24).
This may be recast in a more suggestive form that reflects the origin of the charges as coming
from magnetic fluxes via the Chern-Simons interaction:
QI =
N∑
i,j=1
QI ij , QI ij ≡ −14 CIJK qi qj Π
(J)
ij Π
(K)
ij . (4.68)
where the QI ij may be thought of as the contribution to the charge coming from each bubble.
Expanding g00, one has:
− g00 = (Z1Z2Z3)− 23 ∼ 1 − 2
3
3∑
I=1
QI
4 r
, (4.69)
and comparing this with (3.7) one finds
M =
pi
4G5
(Q1 + Q2 + Q3) . (4.70)
It is fairly common to go to a system of units in which the five-dimensional Planck length, `5, is
unity and this means (see, for example, [9, 36]):
G5 =
pi
4
. (4.71)
In particular, this means that the solution BPS condition takes the simpler standard form:
M = Q1 + Q2 + Q3 . (4.72)
One can also recast the expressions for angular momenta in terms of the GH formulation:
k ∼ 1
4 ρ2
(
(J1 + J2) + (J1 − J2) cos θ
)
dψ + . . . ., (4.73)
which means one can obtain both commuting angular momenta from an expansion of µ. There
are two types of such terms, the simple 1r terms and the dipole terms arising from the expansion
of V −1KI . Following [35], define the dipoles
~Dj ≡
∑
I
k˜Ij ~y
(j) , ~D ≡
N∑
j=1
~Dj . (4.74)
and then the expansion of k takes the form (4.73) if one takes ~D to define the polar axis from
which θ is measured. One then arrives at
JR ≡ J1 + J2 = 43 CIJK
N∑
j=1
q−2j k˜
I
j k˜
J
j k˜
K
j , (4.75)
JL ≡ J1 − J2 = 8
∣∣ ~D∣∣ . (4.76)
While we have put modulus signs around ~D in (4.76), one should note that it does have a
meaningful orientation, and so we will sometimes consider ~JL = 8 ~D.
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One can use the bubble equations to obtain another, rather more intuitive expression for
J1 − J2. One should first note that the right-hand side of the bubble equation, (4.46), may be
written as −∑I k˜Ii . Multiplying this by ~y(i) and summing over i yields:
~JL ≡ 8 ~D = −43 CIJK
N∑
i,j=1
j 6=i
Π
(I)
ij Π
(J)
ij Π
(K)
ij
qi qj ~y
(i)
rij
= −23 CIJK
N∑
i,j=1
j 6=i
qi qj Π
(I)
ij Π
(J)
ij Π
(K)
ij
(~y(i) − ~y(j))∣∣~y(i) − ~y(j)∣∣ , (4.77)
where we have used the skew symmetry Πij = −Πji to obtain the second identity. This result
suggests that one should define an angular momentum flux vector associated with the ijth bubble:
~JL ij ≡ −43 qi qj CIJK Π
(I)
ij Π
(J)
ij Π
(K)
ij yˆij , (4.78)
where yˆij are unit vectors,
yˆij ≡ (~y
(i) − ~y(j))∣∣~y(i) − ~y(j)∣∣ . (4.79)
This means that the flux terms on the left-hand side of the bubble equation actually have a
natural spatial direction, and once this is incorporated, it yields the contribution of the bubble
to JL.
This “angular momentum associated with a bubble” is a great significance to the quantization
of bubbled geometries. If one quantizes the moduli space then the corresponding symplectic
form treats each bubble as a distinct spin system whose individual angular momentum must be
quantized [37–40].
4.10 Summary
One can make a bubbled solution as follows
• Start with a GH metric (4.1) with (4.5). In particular, choose the qj ∈ Z and ~y(j) ∈ R3 as
one wishes. For metrics asymptotic to R4,1 impose the constraint (4.48) on the qi. Compute
~A from (4.3). (To do this, (4.7) is useful.)
• Choose the magnetic fluxes, Π(I)ij , by choosing the flux parameters, kIi in (4.23).
• Fix the functions LI and M according to (4.42) and (4.43) and thereby determine the
functions ZI and µ using (4.29) and (4.33).
• Solve (4.34) to determine ~ω. In doing this, (4.36) and (4.37) are very useful.
• Solve the Bubble Equations (4.46): This will put (N − 1) constraints on the separations of
the ~y(j).
• Check for global absence of CTC’s/causal stability: Make sure (4.63) and (4.64) are satisfied
• Compute the global charges: QI , J1, J2.
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Figure 3: Bubbling a black ring by blowing up new topological cycles on a GH space.
One can easily count the moduli in a solution with N centers: There are the 3(N − 1)
components of the ~y(j) ∈ R3 minus (N − 1) bubble equations for a total of 2(N − 1) geometric
moduli. There are then 3(N − 1) flux parameters coming from 3N values of the kIi minus the
“gauge transformations” (4.24). This gives 5(N − 1) parameters. Finally, there are also three
global rotations on R3 to be subtracted to reduce this to 5(N − 1)− 3. If one fixes the 3 electric
charges, QI , and the angular momenta, J1, J2, then there remain 5(N − 2)− 3 free parameters.
There are obviously a large number of degrees of freedom as N becomes large. As we will
discuss in the next lecture, this is only the tip of an ice-berg: the bubble can have shape modes,
which means infinitely many Fourier coefficients.
There are many issues I have ignored. First, the flux parameters are necessarily quantized
in string theory: see, for example, [35]. As we noted above, the geometric moduli must also be
quantized [37–40]. This latter fact led to a remarkable triumph in the holographic field theory
dual to these geometries.
4.11 Final comment: Geometric transitions
One of the motivations behind the discovery of microstate geometries is the important physical
idea of geometric transitions. A geometric transition typically involves a topology change in which
one kind of source is replaced by another. Here we are thinking of black holes, based on singular
electric charge sources, being replaced by magnetic fluxes on 2-cycles. The beautiful thing about
ambi-polar GH metrics is that it can give this picture a natural realization.
One can start from a black ring in flat space:
V =
1
r
, Θ(I) = 0 , ZI =
QI
rb
, rb =
√
x2 + y2 + (z − b)2 . (4.80)
It is a black ring because it is singular around the entire ψ fiber.
One can then imagine “creating a pair” of GH points (see Fig. 3) in the neighborhood of the
locus of the original black ring:
V =
1
r
+
q
r+
− q
r−
, r± =
√
x2 + y2 + (z − b± a)2 . (4.81)
and then replacing the singular source by fluxes on the bubbles. In this way one has “blown up
a cycle” underneath the original black hole and created a microstate geometry instead.
The new solution has to satisfy the bubble equation in order to be time independent and
BPS. Thus the separation, 2a, of r± is fixed by the fluxes. However, one can imagine a dynamical
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process that nucleates such a bubble which then grows to an equilibrium size set by the bubble
equations. One can also blow down the bubble and even do this while preserving the BPS
property. If one takes q to be large, while keeping the fluxes (and hence the charges) fixed, then
the bubble equations require the separation, 2a, of r± to get smaller. While this is far from a
continuous process (q ∈ Z and q →∞ is a singular limit), this captures the essence of a transition
from a microstate geometry to a black object.
Physically, we think of the geometric transition to form a microstate geometry as a phase
transition in the state of the matter system. This idea is also the basis of the holographic
descriptions of many infra-red phases of strongly coupled quantum field theories.
5 Scaling microstate geometries
We have realized our initial goal of creating solitonic solutions but the ultimate goal of the
Microstate Geometry programme is to generate solitonic solutions that look like black holes to
arbitrary precision and then determine to what extent they can capture the microstate structure
of a black hole. (Again, we are only considering BPS black holes here.) In this respect, the most
important classes of microstate geometries are the so-called scaling geometries.
Scaling solutions arise whenever there is a set of points, S, for which the bubble equations
admit homogeneous solutions [41,42,37,43,38]:∑
j∈S
j 6=i
Γij
|~y(j) − ~y(i)| = 0 , i ∈ S . (5.1)
It then follows that such a cluster of points can be scaled:
~y(j) − ~y(i) → λ (~y(j) − ~y(i)) , (5.2)
for λ ∈ R, and one can then examine the limit in which λ→ 0.
The geometries are, or course, required to satisfy (4.46) and not (5.1), however, given a solution
of (5.1) one can easily make infinitessimal perturbations of the points, ~y(i), and if |~y(j) − ~y(i)| is
sufficiently small this will generate finite terms on the right-hand side of (5.1) and these can be
used to generate solutions to the full bubble equations (4.46). In this way, the moduli space of
physical solutions that satisfy (4.46) can contain scaling solutions in which a set of points, S, can
approach one another arbitrarily closely.
The simplest example of this kind of behaviour comes from scaling triangles. Suppose that
|Γij |, i, j = 1, 2, 3, satisfy the triangle inequalities:
|Γ13| < |Γ12| + |Γ23| and cyclic , (5.3)
which means that we may arrange the points so that
|~y(j) − ~y(i)| = λ |Γij | , (5.4)
for λ ∈ R+. The fluxes can then usually be arranged so that the homogeneous bubble equations,
(5.1), are trivially satisfied since they amount to ±λ−1 ∓ λ−1 = 0. When the triangle has
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Figure 4: The effect of back-reaction on scaling geometries. As the configuration scales to zero size in R3,
it actually retains its physical size in the complete geometry while descending an AdS throat.
infinitessimal size, making infinitessimal deformations of the angles can be used to generate
solutions to the original bubble equations (4.46). In particular, in a physical solution to (4.46)
with three fluxes that obey (5.3), one can make the three points approach one another arbitrarily
closely by adjusting the angles in the triangle so that they approach the angles in the triangle
defined by (5.4).
The existence of scaling solutions to the bubble equations was first noted in [41,42], in which
the bubble equations emerged as integrability conditions. However, from the four-dimensional
perspective of [41, 42], this appeared to be a singular limit of a multi-black-hole solution. It
was subsequently shown that, from the perspective of five-dimensional supergravity, this limit
is not only non-singular but also defines perhaps the most important class of physical solutions
[37,43,38].
Suppose that we have a scaling cluster, S, that is centred on the origin, r = 0. Let  be the
largest separation (in R3) between points in S and let η be the smallest distance from a point
in S and a point, ~y(i), that not in S. Assume that  <<< η and, for simplicity, suppose that the
total geometric charge of the cluster is unity: qS ≡
∑
i∈S qi = 1. In the intermediate range of r
in which,   r  η, one has V ∼ 1r and all the other functions KI and LI behave as O(r−1).
This means that, in the intermediate region, ZI ∼ QI,S4r . where the QI,S are the electric charges
associated with the scaling cluster. Using this in (3.29) and (4.1) we see that the metric in the
intermediate region becomes:
ds25 = −
16 r2
a4
(dt+ k)2 +
a2
4
dr2
r2
+
a2
4
[
(dψ + cos θdφ)2 + dθ2 + sin2 θdφ2
]
, (5.5)
where a = (Q1,SQ2,SQ3,S)1/6. This is the metric of an AdS2 × S3 throat of a rotating, extremal
black hole.
There are several important consequences of this result. First, such scaling clusters look
almost exactly like extremal black holes except that they “cap off” in a collection of bubbles just
above6 where the horizon would be for the extremal black hole (see Fig. 4). Moreover, while it
appears, from the perspective of the R3 base, that the bubbles are collapsing in the scaling limit,
they are, in fact, simply creating an AdS throat and descending down it as it forms. The physical
size of the bubbles approaches a large, finite value whose scale is set by the radius, a, of the S3
6From the perspective of an infalling observer.
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of the throat, which corresponds to the horizon of the would-be black hole. Thus the scaling
microstate geometries represent deep bound states of bubbles that realize the goal of creating a
smooth, solitonic solutions that look like BPS black holes. One obtains similar results for black
rings from scaling clusters whose net geometric charge, qS , is zero.
The fact that one can adjust classical parameters so that the scaling points approach one
another arbitrarily closely means that the AdS throat can be made arbitrarily deep. However,
the angular momentum, (4.77), depends, via (4.78), upon the details of locations of the points
and when angular momentum is quantized this will lead to a discretization of the moduli space
and will limit the depth of simple scaling solutions like those based on scaling triangles [38]. More
generally, it was proposed in [38] and then proven in [39] that the individual contributions, ~JL ij
in (4.78) must be separately quantized and so, upon quantization, the classical moduli space is
completely discrete. This has the very interesting physical consequence that even though very
long, deep throats are macroscopic regions of space time in which the curvature length scale can
be uniformly bounded to well above the Planck scale, quantum effects can wipe out such regions
of space-time.
This also has very important implications for the the dual holographic theory, and, in par-
ticular leads to the correct holographic prediction of the energy gap of the typical sector of the
conformal field theory [37–40].
6 Studying microstate geometries
So far I have taken a more pedagogical approach to these lectures. For the remaining time, I
will survey some of the broader ideas about microstate geometries. This overview is necessarily
incomplete and rather idiosyncratic.
6.1 Stringy and M-theory realizations
To keep things simple, the focus so far has been on simple microstate geometries in five-
dimensional supergravity coupled to vector multiplets. While solitons in five dimensions are
interesting in their own right, the primary goal of the microstate geometry program is to study
solitons and associated microstructure in string theory and M-theory.
First it should be remembered that one can obtain five-dimensional supergravity coupled to
vector multiplets as part of dimensional reduction of M-theory on a Calabi-Yau complex 3-fold.
Indeed, the simplest way to get to the model introduced in Section 3.2 is to compactify M -theory
on a T6. Decomposing the T6 into three T2’s labelled by (x5, x6), (x7, x8) and (x9, x10), one
reduces the eleven-dimensional fields to the five-dimensional fields according to:
ds211 = ds
2
5 +
(
Z2Z3Z
−2
1
) 1
3 (dx25 + dx
2
6)
+
(
Z1Z3Z
−2
2
) 1
3 (dx27 + dx
2
8) +
(
Z1Z2Z
−2
3
) 1
3 (dx29 + dx
2
10) ,
and
C(3) = A(1) ∧ dx5 ∧ dx6 + A(2) ∧ dx7 ∧ dx8 + A(3) ∧ dx9 ∧ dx10 , (6.1)
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Note how the five-dimensional scalars appear as the volumes of the T 2’s. The three charges in
five-dimensions now have the interpretation of M2-brane charges.
Similarly, one can get the five-dimensional supergravity via a T5 or K3×S1 compactification
of IIB supergravity.
It is, of course, the reverse of this perspective that is important: microstate geometries are a
very natural part of string theory and the deeper study of the properties of microstate geometries
must necessarily be informed by string theory and what it tells us about the states of matter in
such geometries.
6.2 Holographic field theory
Holography has had a very great impact on our understanding of the physics of microstate
geometries. Basically, if there is string theory background that is sourced by some brane charges
and the geometry, in some limit, becomes that of AdSp+1 × SD−p−1, then the general “stringy”
expectation is that there should be an underlying dual, strongly-coupled (quantum) CFT in p-
dimensions lying on (some part of) the underlying branes. In particular, an AdS3 should have a
dual (1 + 1)-dimensional conformal field theory. This is a very general principle in string theory
and comes from the fact that strings can either be closed, and describe the gravity sector, or be
open, ending on D-branes, and thus encoding the field theory on the branes.
The power and importance of this body of ideas is that it gives one two different ways to study
the same problem: one can study gravity through the dual CFT, or study the CFT through the
gravity. A particularly important form of this arises in the study of microstate geometries in six
dimensions. Such geometries may be viewed as simple uplifts of the five-dimensional geometries
we have been studying here. Specifically, one can work with the IIB compactification on a T4 to
six-dimensions. The five-dimensional black holes and microstate geometries are then elementary
S1 compactifications of this six-dimensional theory and so it is easy to pass from one formulation
to the other.
The importance of the six-dimensional formulation is that supersymmetric black holes have
infinitely long AdS3 throats. There is then a dual (1+1)-dimensional CFT and the world-volume
of this CFT lies along the S1 of the compactification from six to five dimensions. One can then
study the microstates of the black hole by studying this CFT and its excitations. This how we
now understand the first detailed accounting of supersymmetric microstate structure achieved
by Strominger and Vafa in 1996 [44]: The microstates are momentum excitations of the D1-D5
CFT. The holographic duals of these states has given rise to another class of microstate geometries
known as superstrata [45–47].
The holography of microstate geometries raises a host of interesting questions. For example,
what CFT states are described by the full range of multi-bubbled scaling microstate geometries?
Or what are the CFT states described by small fluctuations around a scaling microstate geometry.
Using superstrata, we have made a great deal of progress on the latter question for the simplest
scaling microstate geometries but the former question remains unanswered in anything other than
very broad-brush ideas about renormalization group flows to tensor product theories.
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6.3 Excitations of microstate geometries
We have focussed entirely on microstate geometries that exist in five dimensions and whose
dynamics is trivial in the compactified dimensions. This raises two obvious questions: Have we
obtained the most general possible microstate geometry in five dimensions and are there new
possibilities if we allow non-trivial dynamics in the extra dimensions. The answers to these
questions are no and yes.
6.3.1 Fluctuating microstate geometries
Most obviously, we chose a Gibbons-Hawking base metric and there are certainly more general
hyper-Ka¨hler Riemannian base metrics and there are almost certainly even richer families of
hyper-Ka¨hler ambi-polar base metrics. The problem here is simply computational: outside the
GH geometries, there are some explicitly known hyper-Ka¨hler Riemannian metrics in four di-
mensions but they are either too symmetric to be very useful [48], or too complicated to enable
explicit computation (See, for example, [49–52]). Essentially nothing is known about ambi-polar
hyper-Ka¨hler metrics beyond the Gibbons-Hawking family.
Putting this issue aside, one can ask if one has the complete set of solutions to the BPS
equations, (3.63)–(3.65). Again the answer is no. As mentioned above, we now have superstrata,
which are families of fluctuating BPS solutions to (3.63): there are closed, self-dual 2-forms, Θ(I),
that depend on non-trivial modes along the ψ and φ. Indeed these solutions depend on arbitrary
Fourier modes of the form nφ + mψ with n ≥ m. Thus the magnetic fluxes can fluctuate and
through the back-reaction to these fluctuations, the bubbles can develop shape modes ... and
still be BPS. These solutions were first obtained [45, 53, 46, 47] from six-dimensional microstate
geometries that fluctuate as functions of (v, ψ, φ), where v is a coordinate along the extra S1 of the
six-dimensional theory. The beauty of the six-dimensional formulation is that one can establish
a precise correspondence between the fluctuations of the superstrata and specific excitations of
the dual D1-D5 CFT.
So far, such fluctuating solutions have only been constructed on single bubble solutions. It is
an open problem as to how to construct such fluctuating solutions on multi-bubbled geometries
and whether these fluctuations are constrained through matching conditions at intersection points
of the bubbles. There is, however, a very interesting proposal [54] for how one might generalize
superstrata to multi-centered geometries. Since the holography of multi-bubbled solutions is also
an open problem, the entire holographic interpretation of fluctuating multi-bubbled solutions is
completely new territory.
6.3.2 Other excitations
In string theory, once one has non-trivial topological cycles, it is very interesting to ask about
the new fields and excitations that come from wrapping branes around the cycles. This was, for
example, how Hull and Townsend [55] showed how to get the W-bosons of the E8 × E8 string
from the type II string compactified on K3.
One can do the same kind of thing in microstate geometries and some of the corresponding
supergravity solutions were investigated in [56–59].
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It is even more interesting to examine the classes of states and field theories that emerge from
such brane wrapping of cycles in microstate geometries [60]. In particular, one finds vast numbers
of massive states that are expected to become massless as the microstate geometry gets deeper
and deeper. It was shown in [60] that the numbers of such states grows exponentially with the
black-hole charges and, when they become massless, they will yield a leading contribution to the
entropy. From the perspective of holographic field theory, these states seem to be avatars of the
Higgs branch of the dual CFT.
The wrapped-brane states are extremely rich and complex because they also involve the
physics of the compactified dimensions in very non-trivial ways. The simplest such wrapped
branes are point-like in the extra dimensions, but they feel the magnetic fluxes threading the
extra dimensions and so are expected to settle into Landau orbits in the magnetic fields. It is
this structure that leads to their vast degeneracy.
6.4 Underlying mathematical structure
Ambi-polar, hyper-Ka¨hler metrics are a whole new world that mathematicians are just beginning
to explore [61–63,54]. The crucial observation that makes it all mathematically accessible is that
the five-dimensional metric, (3.29), is smooth and Lorentzian, or, better, the four-dimensional
metric,(4.44), is smooth and Riemannian.
Perturbative computations strongly suggest that there should be new, rich families of ambi-
polar hyper-Ka¨hler metrics that have yet to be discovered. Riemannian Ka¨hler manifolds also
have an extremely beautiful mathematical structure that relates moduli of the metric to harmonic
analysis of 2-forms. The general theory of this for ambi-polar metrics has yet to be developed
but the calculations described in Section 6.3.1 show that there are infinite families of harmonic
forms and so one expects an infinite dimensional families of metric moduli.
The foregoing expectations of infinite families of harmonic forms and metric moduli fly in the
face of “Riemannian” experience, but the evanescent ergosurfaces and their “acceptable” singular
structure opens up a vast new set of possibilities and understanding what is “acceptable,” and
what is not, remains to be understood. In practice, the ultimate arbiter of acceptability is the
regularity of the full Maxwell field (3.30) and full metric (3.29).
Finally, I cannot resist noting that the original Riemannian ALE spaces have an intersection
form isomorphic to the Cartan matrix of the Lie algebra of SU(n) and the Weyl group of SU(n)
emerges as the monodromy group acting on the cycles as one moves around moduli space of the
metric. It would be extremely interesting to understand the ambi-polar generalization of this
story. It was suggested in [54] that this may involve an extension to super Lie algebras.
6.5 Probing microstate geometries
There are many ways to try to probe microstate geometries, and even the simplest geodesic probes
produce some extremely interesting results.
Gravitational tidal forces are dictated by the Riemann tensor, and in ordinary black holes,
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one has, simply on dimensional grounds
Rµνρσ Rµνρσ ∼ m
2
r6
, (6.2)
At the horizon one has r ∼ m and hence
Rµνρσ Rµνρσ ∼ 1
m4
, (6.3)
This means that the tidal stresses at the horizon scale decrease as the mass of the black hole gets
larger.
A more careful analysis of this class of problem involves geodesic deviation. That is, one
considers a family of geodesics with proper velocities denoted by V µ = dx
µ
dτ . One defines the
“deviation vector,” Sρ, to be a space-like displacement across the family of geodesics. Indeed,
by appropriately synchronizing the proper time between neighboring geodesics one can arrange
SρVρ = 0. This means that S
ρ is a space-like vector in the rest-frame of the geodesic observer.
One can also re-scale Sµ at any one point so that SµSµ = 1 and it therfore represents a unit
displacement across the family. The tidal forces are then measured by the relative acceleration,
Aµ ≡ D2Sµ
dτ2
, of neighboring geodesics.
A straightforward calculation leads to the equation of geodesic deviation:
Aµ ≡ D
2Sµ
dτ2
= −Rµνρσ V νSρV σ . (6.4)
The skew-symmetry of the Riemann tensor means that AµVµ = 0 and so the tidal acceleration is
similarly space-like, representing the tidal stress in the rest-frame of the infalling observer with
velocity, V µ. To find the largest stress one can maximize the norm,
√
AµAµ, of A
µ over all the
choices of Sµ, subject to the constraint SµSµ = 1.
To analyze the stress forces it is convenient to introduce what is sometimes called the “tidal
tensor:”
Aµρ ≡ −Rµνρσ V ν V σ , (6.5)
and consider its norm. Indeed, we define
|A| ≡ √AµρAρµ . (6.6)
Note that since V µ = dx
µ
dτ is dimensionless, A has the same dimensions as the curvature tensor,
(length)−2.
The important thing about black holes is that they typically have only one scale: the mass,
m, and so one finds the natural variant of (6.3)
|A| ∼ 1
m2
, (6.7)
which means that the tidal forces get very small as the mass grows larger.
The important thing about microstate geometries is that necessarily have multiple scales7. In
particular, there is the scale at the top of the black-hole throat, r ∼ b, which is usually set by the
7This is also hugely important in the dual holographic field theory
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mass, m, and there is the scale at the “bottom” of the throat, r ∼ a, at which one encounters
the cap. The scale, a, is determined by moduli, but, as noted above, these moduli are quantized
and a cannot be made arbitrarily small. In this description, taking a → 0 corresponds to the
black-hole limit in which r = 0 corresponds to the horizon.
The ratio, ba , determines the red-shift between the cap and the top of the throat, and for a
“typical” microstate geometry it is extremely large.
Given that there are now (at least) two scales, there are more possibilities for the right-hand
side of (6.7). In particular, explicit calculations [64, 65] show that there are generically terms of
the form
|A| ∼ a
2 b2
r6
, (6.8)
This may be thought of as a higher multipole moment of the metric and it is induced by the
presence of a cap. Note that it vanishes in the black-hole limit (a→ 0).
As one gets near the cap, r → a, this tidal tensor becomes extremely large, as one might
expect:
|A| ∼ b
2
a4
, (6.9)
In this context, “large” means large compared to a mixture of the compactification scale and
the string scale, and so other stringy or Kaluza-Klein modes will become important. If the tidal
forces become “large,” the probe will either discover that space-time is compactified or that it is
made of strings.
However, there is an even more important transition: If the probe is dropped from the top
of the throat then it will encounter the deviations from the black-hole metric while traveling at
ultra-relativistic speeds. Indeed, the tidal tensor, (6.5), involves factors of the velocity, and for a
particle released from rest at r ∼ b, this adds a further factor of b to the tidal force [64,65]. As a
result, one finds
|A| & 1 ⇔ r ∼
√
ab , (6.10)
In other words, the ultra-relativistic speeds create the transition to the stringy, or Kaluza-Klein
phase long before the cap: in logarithmic terms, about “half-way down” the throat.
This is expected to greatly influence our understanding of how matter “scrambles” into mi-
crostate structure.
6.6 non-BPS microstate geometries
It would be remiss to finish these lectures without saying something about non-BPS microstate
geometries. Finding explicit non-BPS solutions has become a very large enterprise.
The starting point of this enterprise was the JMaRT solution [66]. More systematic methods
were subsequently developed and they resulted in solutions in which the supersymmetry was
broken in a controlled manner via gravitational holonomy [67–69]. In the last few years, an
even more general systematic approach has been developed [70–72] and this has produced a rich
family of examples. The basic idea is that with enough symmetry one can reduce a supergravity
solution to an effectively two-dimensional problem. The dynamics can then be expressed in terms
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of a scalar sigma model. This can then be solved by an array of methods ranging from inverse-
scattering methods through to exploiting special properties of nilpotent sub-algebras. Ideally,
one would like to develop inverse-scattering methods to find generic non-extremal microstate
geometries. While there has been some progress in this direction [73–75], the complexity of the
underlying supergravity theory makes this approach extremely challenging.
The problem with the non-BPS and non-extremal microstate geometries constructed so far
is that they seem to be very atypical outliers in the space of generic black hole microstates.
Correspondingly, they are dual to extremely exotic coherent states in the black-hole CFT. I
suspect that this limitation is caused by the limitations of analytic computation rather than
the physics of microstate geometries. It is possible that analytic methods may improve, but it
also seems that numerical methods have progressed sufficiently far (see, for example, [76, 77])
that it will soon be feasible to start numerical searches for more generic non-extremal microstate
geometries.
Finally, a promising and, as yet, relatively unexplored approach to non-extremal microstate
geometries can be made using perturbation theory to construct near-BPS solutions. Just as there
are BPS fluctuations of bubbles in microstate geometries, there are supersymmetry breaking fluc-
tuations of microstate geometries. One also expects that the large scale, BPS bubbled geometries
to be stable against such small fluctuations and so one might hope to find explicit solutions. The
challenge will be to handle gravitational and electromagnetic radiation that will be generated
by such fluctuations, but with luck, the radiation field will be a second-order correction to such
non-BPS solutions. Such perturbations would provide a direct way to create solutions with small
Hawking temperature and the radiation they generate will presumably be the microstate analog
of Hawking radiation.
7 A last comment
In Section 3.3, I established the five-dimensional version of the “No Solitons without Topology”
theorem. At least to this extent, microstate geometries represent the only viable gravitational
mechanism that produce smooth, horizonless geometries that look just like black holes up until one
is arbitrarily close to the horizon scale. As a result, any classical, smooth, horizonless geometry
must be some form of microstate geometry. Moreover, if you try to replace a black hole with
a strongly quantum pile of mush, then this pile of mush, should, near the horizon scale, have
some form of semi-classical limit in order for it to be consistent with the General Relativistic
calculations that underpin the results of LIGO. It is thus not much more of a stretch for the
quantum pile of mush to have a semi-classical limit that takes one very close to the horizon scale.
If there is such a semi-classical limit, it must be described by a microstate geometry. Similarly, if
you want to study a quantum system near the horizon scale, then microstate geometries provide
the only possible classical mechanism to support the quantum system you want to study.
It is also important to recall one of the lessons coming from 20 years of holographic field theory.
The gravity sector of the duality is extremely good at capturing the large-scale collective effects
of the dual strongly-coupled quantum system. Supergravity is a fairly crude instrument when it
comes to details of the microstructure but it excels in capturing the large-scale bulk expression
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of the quantum system. It therefore seems that microstate geometries must emerge as one aspect
of the universal, large-scale, strong-coupling expression of the quantum systems that underpin
the black-hole microstate structure. In particular, this gives one hope that microstate geometries
can capture the universal physics that will lead to a large-scale, hydrodynamic description of the
quantum microstates of black hole much as holography provided hydrodynamic insight into the
properties of quark-gluon plasmas. For example, one might reasonably hope to use microstate
geometries to compute the effective viscosity created by horizon-scale microstructure.
In short, whether or not you accept the entire microstate geometry/fuzzball paradigm, mi-
crostate geometries still provide one of the best ways to probe collective large-scale effects of
black-hole microstructure and to study quantum systems close to the horizon scale.
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