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Abstract
We analyze algorithmic problems in finitely generated semigroups of two-dimensional upper-triangular
integer matrices. These semigroup problems are tightly connected with problems about compositions
of affine functions over one variable. Building on a variety of techniques from recent years, we obtain
a number of complexity results, including NP-completeness of the mortality problem for matrices
with determinants +1 and 0.
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1 Introduction
A finite set of matricesM⊂ Qd×d generates a monoid 〈M〉 under matrix multiplication, i.e.,
〈M〉 is the set of products of matrices fromM. The natural algorithmic problems about
such monoids are hard, often undecidable. For example, Paterson [17] showed in 1970 that
the mortality problem, i.e., deciding whether the zero matrix is in the generated monoid, is
undecidable, even in dimension d = 3. It remains undecidable for d = 3 with |M| = 7 and
for d = 21 with |M| = 2, see [13]. Mortality for two-dimensional matrices is known to be
NP-hard [1], but decidability remains a longstanding open problem, see, e.g., [19].
Mortality is a special case of the membership problem: given M and a matrix T , is
T ∈ 〈M〉? Two other natural problems consider certain linear projections of the matrices
in 〈M〉: The vector reachability problem asks, givenM and two vectors ~x, ~y ∈ Qd, if there
is a matrix M ∈ 〈M〉 such that M~x = ~y. Similarly, the scalar reachability problem asks
whether there is a matrix M ∈ 〈M〉 such that ~yTM~x = λ holds for given vectors ~x, ~y and a
given scalar λ ∈ Q. None of these problems is known to be decidable, not even for d = 2 and
integer matrices. Mortality is known to be decidable when both d = 2 and |M| = 2 hold [5].
Even the case of a single matrix, i.e., |M| = 1, is very difficult, see [16] for a survey.
This case is closely related to the algorithmic analysis of linear recurrence sequences, which
are sequences u0, u1, . . . of numbers such that there are constants a1, . . . , ad such that
un+d = a1un+d−1 +a2un+d−2 + · · ·+adun holds for all n ∈ N. In the case |M| = 1 the vector
reachability problem is referred to as orbit problem, and the scalar reachability problem as
Skolem problem. The orbit problem is decidable in polynomial time [14], but the Skolem
problem is only known to be decidable for d ≤ 4 (this requires Baker’s Theorem), see [16, 8].
In the following we do not restrict |M| but focus on integer matrices in d = 2. Recently,
there has been steady progress for certain special cases. It was shown by Potapov and
Semukhin [19] that the membership problem for two-dimensional integer matrices is decidable
for non-singular matrices. This result builds on automata-theoretic techniques developed,
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e.g., in [7], where it was shown that the problem of deciding whether 〈M〉 is a group is
decidable. At its heart, this technique exploits special structures of the group of matrices
with determinants ±1 and its subgroups. For matrices with determinant 1, further results are
known, namely decidability of vector reachability [18] and NP-completeness of the membership
problem [2]. If all matrices inM have determinant 1 andM is closed under inverses, then
〈M〉 is a group. In this case, one can decide in polynomial time for a given matrixM whether
M or −M is in 〈M〉 [11].
The contribution of this paper centres on upper-triangular integer matrices, i.e., integer
matrices of the form
(
a b
0 c
)
. The motivation for studying these matrices is twofold. On
the one hand, decidability of the membership, vector reachability, and scalar reachability
problems are still challenging, and indeed open, despite the seemingly strong restriction
on the matrix shape. On the other hand, other deceptively simply formulated reachability
problems in one dimension are closely related to such matrices. Specifically, it is not hard
to show (see Proposition 1) that the problem of affine reachability over Q reduces to scalar
reachability. Affine reachability over Q asks, given a set of affine rational functions in one
variable and two rational numbers x, y ∈ Q, whether x can be transformed into y using one
or more applications of the given functions.
Decidability of affine reachability over Q is open. This problem can be viewed as a
“nondeterministic” variant of the reachability problem with a single, but only piecewise affine,
function, so-called piecewise affine maps; this problem is not known to be decidable either,
see [15, 6]. A variant over Z is studied in [3].
Contribution and organization of the paper. In Section 2 we observe tight connections of
our problems (membership, vector reachability, scalar reachability) to reachability problems
of affine functions.
In Section 3 we study the case with ±1 on the diagonal. Establishing a connection
with so-called Z-VASS [12] allows us to prove NP-completeness, although we show that the
case where all matrices have determinant −1 is in P by a reduction to a linear system of
Diophantine equations over the integers.
In Section 4 we study vector reachability. We show that the problem is hard for affine
reachability over Q, hence decidability requires a breakthrough. But for the case where
the bottom-right entries are non-zero, vector reachability can be decided in PSPACE by a
reduction to reachability in register machines over Z with polynomial updates [9].
In Section 5 we study the membership problem. If both diagonal entries are non-zero, we
show that the problem is NP-complete, which in turn shows NP-completeness of the following
problem: given n+ 1 non-constant affine functions over Z in one variable, can the n+ 1st
function be represented as a composition of the other n functions? The case where only one
of the diagonal entries is restricted to be non-zero is decidable in PSPACE. Finally, for the
case where both diagonal entries may be 0, we establish reductions between membership
and scalar reachability, suggesting that decidability of membership would also require a
breakthrough.
In Section 6 we turn to the mortality problem. We show that mortality is NP-hard even
when the non-singular matrices inM are upper-triangular with 1s on the diagonal. This
strengthens the main result of [1] and simplifies its proof. Finally, leveraging recent results
from [18, 2], we show that mortality of two-dimensional integer matrices (not necessarily
triangular) with determinants +1 or 0 is NP-complete.
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2 Preliminaries
We write Z for the set of integer numbers, N = {0, 1, 2, . . .} for the set of nonnegative integers,
and Q for the set of rationals. We write UT for the set (and the monoid under matrix
multiplication) of two-dimensional upper-triangular integer matrices:
UT :=
{(
x y
0 z
) ∣∣∣∣ x, y, z ∈ Z}
We may drop the 0 in the bottom-left corner and write
(
x y
z
)
for matrices in UT. Let
Φ(A) be a constraint for A ∈ UT. We write UT[Φ(A)] := {A ∈ UT | Φ(A)}, e.g., UT[A22 = 1]
denotes the set of all upper-triangular matrices whose bottom-right coefficient equals 1.
For a finite set M of matrices, we write 〈M〉 for the monoid generated by M under
matrix multiplication. In this paper we consider mainly the following reachability problems:
Membership: Given a finite setM⊆ UT, and a matrix T ∈ UT, is T ∈ 〈M〉?
Vector reachability: Given a finite set M ⊆ UT, and vectors ~x, ~y ∈ Z2, is there a
matrix M ∈ 〈M〉 such that M~x = ~y?
Scalar reachability: Given a finite setM⊆ UT, vectors ~x, ~y ∈ Z2, and a scalar λ ∈ Z,
is there a matrix M ∈ 〈M〉 such that ~yTM~x = λ? We refer to the special case with λ = 0
as the 0-reachability problem.
We write Aff(Z) for the set (and the monoid under function composition) of affine functions:
Aff(Z) := {x 7→ ax+ b | a, b ∈ Z} ⊆ ZZ
Define Aff(Q) similarly, with Z replaced by Q. For a finite set A of affine functions, we
write 〈A〉 for the monoid (i.e., including the identity function x 7→ x) generated by A under
function composition. The motivation to study the matrix reachability problems above is
their relationship to the following one-dimensional affine reachability problems:
Affine membership over Z: Given a finite set A ∈ Aff(Z), and a function f ∈ Aff(Z),
is f ∈ 〈A〉?
Affine reachability over Z: Given a finite set A ∈ Aff(Z), and numbers x, y ∈ Z, is
there a function f ∈ 〈A〉 such that f(x) = y?
Affine reachability over Q: The same problem with Z replaced by Q.
The following proposition links those problems:
I Proposition 1.
1. Affine membership over Z is equivalent to (matrix) membership restricted to matrices
with 1 in the bottom-right corner.
2. Affine reachability over Z is equivalent to vector reachability restricted to matrices with 1
in the bottom-right corner.
3. Affine reachability over Q is equivalent to 0-reachability restricted to matrices with non-
zero entries in the bottom-right corner and vectors ~x, ~y ∈ Z2 such that the bottom entry
of ~x and the top entry of ~y are non-zero.
Proof. Items 1 and 2 follow from the isomorphism ϕ : Aff(Z)→ UT with ϕ(x 7→ ax+ b) =(
a b
1
)
, and the injection ϕ′ : Z → Z2 with ϕ′(x) = (x 1)T . More specifically, we have
ϕ(f2 ◦ f1) = ϕ(f2)ϕ(f1) and ϕ′(f(x)) = ϕ(f)ϕ′(x).
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For item 3 consider the quotient UT/∼ of UT by the equivalence ∼ with
(
a1 b1
c1
)
∼(
a2 b2
c2
)
if and only if there is λ ∈ Q \ {0} with
(
a1 b1
c1
)
= λ
(
a2 b2
c2
)
. We define a
similar injection ϕ : Aff(Q) → UT/∼ as above such that ϕ(x 7→ ax+bc ) =
(
a b
c
)
where
c 6= 0. It is an isomorphism as:
ϕ
(
x 7→ a2
a1x+b1
c1
+ b2
c2
)
= ϕ
(
x 7→ a2a1x+ a2b1 + b2c1
c2c1
)
=
(
a2 b2
c2
)(
a1 b1
c1
)
Define also the equivalence ∼′ such that (p1 q1)T ∼′ (p2 q2)T holds if and only if there is
λ ∈ Q \ {0} such that (p1 q1)T = λ (p2 q2)T . Finally, define the injection ϕ′ : Q→ Z2/∼′
with ϕ
(
p
q
)
=
(
p q
)T . Then we have, similarly as in items 1 and 2:
ϕ′
(
apq + b
c
)
=
(
a b
c
)(
p
q
)
= ϕ
(
x→ ax+ b
c
)
ϕ′
(
p
q
)
It follows that we have a
x1
x2
+b
c =
y1
y2
if and only if
(
y1
y2
)
∼′
(
a b
c
)(
x1
x2
)
, which in turn is
equivalent to
(
y2 −y1
)(a b
c
)(
x1
x2
)
= 0. Item 3 follows. J
Simple reductions show that these problems are all NP-hard:
I Proposition 2. Membership, vector reachability and 0-reachability are all NP-hard, even
for matrices with only 1s on the diagonal, and for ~x =
(
0
1
)
and for ~y =
(
t
1
)
(for vector
reachability) resp. ~yT =
(
1 −t) (for 0-reachability).
Proof. The following problem, multi-subset-sum, is known to be NP-complete, see the
comment under “[MP10] Integer Knapsack” in [10]: given a finite set {a1, . . . , ak} ⊆ N and a
value t ∈ N, decide whether there exist coefficients α1, . . . , αk ∈ N such that
∑k
i=1 αiai = t.
Given an instance of multi-subset-sum, construct
M :=
{(
1 ai
1
) ∣∣∣∣ i ∈ {1, . . . , k}} and T := (1 t1
)
.
Using the observation that
(
1 a
1
)(
1 b
1
)
=
(
1 a+ b
1
)
and that, hence, 〈M〉 is commut-
ative, it is straightforward to verify that the instance of multi-subset-sum is positive if and
only if T ∈ 〈M〉. The proofs for vector reachability and 0-reachability are similar. J
3 Determinant ±1
In this section we study the case where the monoid 〈M〉 is restricted to matrices with
determinants ±1, i.e., with ±1 on the diagonal. In this case, the matrices M ∈ 〈M〉 are
characterized by the sign pattern on the diagonal and the top-right entry. Our problems
become NP-complete under this restriction, but are in P if the determinants are −1. First
we prove the following lemma:
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I Lemma 3. Let M ⊆ UT[|A11| = |A22| = 1]. There exists an existential Presburger
formula ϕ(s, a, t) that can be constructed in time polynomial in the description ofM such
that ϕ(s, a, t) holds if and only if
(
s a
t
)
∈ 〈M〉.
Proof. Let M ⊆ UT[|A11| = |A22| = 1]. We reduce the problem whether
(
s a
t
)
∈ 〈M〉
holds for some integers s, a, t ∈ Z to a reachability problem on one-dimensional Z-VASS
(integer vector addition systems with states) [12]. The reachability relation relation of
one-dimensional Z-VASS is known to be effectively definable by an existential Presburger
formula of polynomial length, see, e.g., [12], which then entails the claim to be shown.
A (one-dimensional) Z-VASS can be described as a triple (Q,Σ, δ) where Q is a finite set
of states, Σ ⊂ Z is a finite set of integer numbers, and δ ⊆ Q× Σ×Q is a finite transition
relation. A run from q0 ∈ Q to qn ∈ Q of length n is a sequence q0a1q1a2q2 · · · anqn such that
(qi−1, ai, qi) ∈ δ holds for all i ∈ {1, . . . , n}. The value of such a run is defined as
∑n
i=1 ai.
The Z-VASS reachability problem is to decide, given a Z-VASS, two states q, q′ ∈ Q, and a
number t ∈ Z, whether there is a run from q to q′ with value t.
We give a polynomial reduction from the membership problem to the reachability problem
for Z-VASS: Define Q := {(+1,+1), (+1,−1), (−1,+1), (−1,−1)}, each state reflecting
the diagonal. A transition (q, a, q′) ∈ δ corresponds to a multiplication with a matrix
M ∈ M. More precisely, for each state (s, t) and each
(
s′ a′
t′
)
∈ M we add a transition
((s, t), stt′a′, (ss′, tt′)). We claim that there exists a run from (+1,+1) to (sn, tn) of length n
and value a ∈ Z if and only if there are matrices M1, . . . ,Mn ∈ M such that M1 · · ·Mn =(
sn tna
tn
)
. The claim can be proven by a straightforward induction on n (see Appendix A
for the proof). The claim implies that there is
(
s a
t
)
∈ 〈M〉 if and only if there is a run
from (+1,+1) to (s, t) of value tna. Recall that the reachability relation of the Z-VASS is
definable in an existential Presburger formula of polynomial size, and thus so is the query(
s a
t
)
∈ 〈M〉. The statement follows. J
I Theorem 4. LetM⊆ UT be with det(M) ∈ {1,−1} for all M ∈M.
1. Membership, vector reachability and scalar reachability are NP-complete.
2. They are NP-hard even forM⊆ UT[A11 = A22 = 1] and forM⊆ UT[A11 = A22 = −1].
3. They are in P if det(M) = −1 for all M ∈M.
Proof. For item 1 the lower bound follows from Proposition 2. The upper bound for
membership follows from Lemma 3 and the folklore result that existential Presburger
arithmetic is in NP [4, 21]. Vector and scalar reachability are easily reduced to membership,
hence they are also in NP. This completes the proof of item 1.
Towards item 2, NP-hardness of the case UT[A11 = A22 = 1] follows from the proof of
Proposition 2. For the case UT[A11 = A22 = −1] we adapt this reduction by constructing
M :=
{(−1 −ai
−1
) ∣∣∣∣ i ∈ {1, . . . , k}} ∪{(−1 0−1
)}
and T :=
(
1 t
1
)
.
Note that
(−1 −a
−1
)(−1 −b
−1
)
=
(
1 a+ b
1
)
. The additional (negative identity) matrix
ensures that an even number of matrices from M can be used to form the product T .
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NP-hardness for vector reachability and 0-reachability are similar. This completes the proof
of item 2.
Towards item 3, we will give an explicit description of 〈M〉, such that membership can be
checked in polynomial time. We focus on matrix products of even length M1 · · ·M2n ∈ 〈M〉.
These are exactly the matrices in 〈M〉 with determinant 1. The extension to odd-length
products (which have determinant −1) will be straightforward, as such products simply arise
from even-length products multiplied with a single element ofM. The even-length products
also form a monoid, finitely generated by M′ := {M1M2 | M1 ∈ M, M2 ∈ M}, and all
matrices inM′ have (+1,+1) or (−1,−1) on the diagonal. Clearly,M′ can be computed in
polynomial time. LetM′+ andM′− be such thatM′ =M′+ ∪M′−, andM′+ is the set of
matrices fromM′ that have (+1,+1) on the diagonal, andM′− is defined analogously. For
all
(−1 c
−1
)
∈M′−, the matrix
(−1 −c
−1
)
is also inM′−, as
(
+1 a
−1
)(−1 b
+1
)
=
(−1 a+ b
−1
)
and
(−1 b
+1
)(
+1 a
−1
)
=
(−1 −a− b
−1
)
.
The analogous statement forM′+ holds as well.
Let g ∈ N denote the gcd of all top-right entries inM′+, with g = 0 in case all those entries
are 0. Then 〈M′+〉 =
(
1 gZ
1
)
, where here and later in this proof we write
(
a B
c
)
with
B ⊆ Z to denote the set
{(
a b
c
) ∣∣∣∣ b ∈ B}, and gZ are the integer multiples of g. Given two
sets of matrices A1,A2, we write A1A2 to denote the set {A1A2 | A1 ∈ A1, A2 ∈ A2}. For
k ∈ N, let Pk denote the products ofM′ where exactly k factors are fromM′−. We have P0 =(
1 gZ
1
)
. Let S ⊂ Z such thatM′− =
(−1 S
−1
)
and define S⊕k :=
{∑k
i=1 si | si ∈ S
}
.
We have:
P1 =
(
1 gZ
1
)(−1 S
−1
)(
1 gZ
1
)
=
(−1 S + gZ
−1
)
and
P2 = P1P1 =
(−1 S + gZ
−1
)(−1 S + gZ
−1
)
=
(
1 S⊕2 + gZ
1
)
P3 = P2P1 =
(
1 S⊕2 + gZ
1
)(−1 S + gZ
−1
)
=
(−1 S⊕3 + gZ
−1
)
Continuing this pattern, we see that the set of matrices from 〈M〉 with (+1,+1) on the
diagonal is
⋃
k∈N
P2k =
⋃
k∈N
(
1 S⊕2k + gZ
1
)
,
and the set with (−1,−1) on the diagonal is
⋃
k∈N
P2k+1 =
⋃
k∈N
(−1 S⊕2k+1 + gZ
−1
)
.
It remains to show that we can efficiently check membership in such sets. Let S = {s1, . . . , sm}.
Suppose T =
(−1 t
−1
)
and we want to check whether T ∈ ⋃k∈N P2k+1. This holds if and
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only if the linear system given by the two equalities
t =
m∑
i=1
sixi + gy 2k + 1 =
m∑
i=1
xi
has an integer solution in the variables xi, y, k. It is known that affine Diophantine equations
can be solved in polynomial time [20]. The case where the diagonal entries of T are (+1,+1)
is similar. As remarked above, the extension to odd-length products, which have diagonals
(+1,−1) or (−1,+1), is straightforward. The vector reachability and scalar reachability
problems (with the restriction on determinants in place) easily reduce to the membership
problem, hence are also in P. J
4 Vector Reachability
Let Z[x] denote the set of polynomials over x with integer coefficients. A polynomial register
machine (PRM) is a tuple R = (Q,∆, λ) where Q is a finite set of states, ∆ ⊆ Q × Q
is the transition relation, and λ : ∆ → Z[x] is the transition labelling function, labelling
each transition with an update polynomial. We write q p(x)−−−→ q′ whenever (q, q′) ∈ ∆ and
λ((q, q′)) = p(x). The set C(R) of configurations of R is C(R) := Q×Z. By (−→R) ⊆ C(R)×C(R)
we denote the one-step relation given by
(q, a) −→R (q′, b) ⇐⇒ q p(x)−−−→ q′ and b = p(a).
Let −→∗R be the reflexive-transitive closure of −→R. The following theorem is the main result
of [9]:
I Theorem 5 ([9]). The following problem is decidable in PSPACE: Given a PRM R and
two configurations (q, a), (q′, b) ∈ CR, does (q, a) −→∗R (q′, b) hold?
We show:
I Theorem 6. The vector reachability problem for UT[A22 6= 0] is in PSPACE.
Proof. We construct a nondeterministic Turing machine T that accepts the reachability
problem for UT[A22 6= 0] in polynomial space. LetM ⊆ UT[A22 6= 0] and ~x, ~y ∈ Z2 be an
instance of the reachability problem, that is, T has to check whether M · ~x = ~y holds for
some M ∈ 〈M〉.
Assume that M (1) · . . .M (k) ·x = y holds for some M (1), . . . ,M (k) ∈M. Observe that for
all A ∈M and all z, z′ ∈ Z2 such that Az = z′, we have z′2 = A22z2. From this observation
we conclude:
1. If x2 6= 0, then z2 6= 0, too, and the number of indices 1 ≤ i ≤ k where |M (i)22 | > 1 is
bounded by a function in O (log(|y2|)).
2. If x2 = 0 or y2 = 0, then x2 = y2 = 0 and y1 = M (1)11 · . . . ·M (k)11 · x1 must hold.
Let us first consider the case where x2 = 0 or y2 = 0 holds. In this case, T rejects the
input if x1 6= y2. Otherwise, T needs to check whether y1 can be written as a product
M
(1)
11 · . . . ·M (k)11 · x1 for some indices 1, . . . , k, which can be done in polynomial space (even
in NP), since k can be bounded by O(log(|y1|)).
Now consider the case where |x2| > 0 and |y2| > 0 holds. By the above observation, if
the reachability problem has a solution, it can be given by
~y = A(l+1) ·B(l) ·A(l) · . . . ·B(2) ·A(2) ·B(1) ·A(1) · ~x (1)
where
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the length of l ∈ N is polynomially bounded in the size of the input,
B(i) ∈ UT[|A22| > 1] ∩M for every i,
A(i) can be written as product of matrices from UT[|A22| = 1] ∩M.
Notice that the matrices from UT[|A22| = 1] behave like affine update polynomials
in a PRM, with the register value stored in the first component of the vector. This
suggests the following approach: T guesses the sequence of matrices B = B(1), . . . , B(l)
and constructs a PRM RB , whose size is polynomially bounded in the size of the input, such
that (q, x1) −→∗RB (q′, y1) holds for some fixed states q, q′ if the reachability problem has a
solution of the form given in (1). The register machine only needs to store in its finite states
how many of the B-matrices have already been applied, plus the current sign of the second
vector component reached thus far, and is thus of size polynomial in the input. The claim
then follows by applying Theorem 5.
More formally, fix some guess B = B(1), . . . , B(l) by T . For a given matrix M ∈ UT and
a given integer α, let fM,α be the affine function given by
fM,α(a) := M11 · a+M12 · α.
Assume (1) holds for the guessed B and some A(1), . . . , A(l+1). Let m ∈ N andM (i) ∈M,
1 ≤ i ≤ m be such that
M (m) ·M (m−1) · . . . ·M (1) = A(l+1) ·B(l) ·A(l) · . . . ·B(2) ·A(2) ·B(1) ·A(1).
For 0 ≤ i ≤ m, set α(i) := x2 ·
∏i−1
j=1M
(j)
22 . Then it is easy to verify that the following holds:
y1 =
(
fM(m),α(m) ◦ fM(m−1),α(m−1) . . . ◦ fM(2),α(2) ◦ fM(1),α(1)
)
(x1)
y2 = M (m)22 · α(m)
α(i) ∈
±x2 ·
k∏
j=1
B
(j)
22 | k ∈ {0, . . . , l}
 for every 1 ≤ i ≤ m.
The PRM RB = (Q,∆, λ) can then be defined as Q :=
{
±x2 ·
∏k
j=1B
(j)
22 | k ∈ {0, . . . , l}
}
,
∆ := Q×Q, and the labelling function λ is uniquely defined by the following constraints:
λ((α1, α2)) ⊆ {fM,α1 |M ∈M} for every (α1, α2) ∈ Q×Q, (2)
fM,α1 ∈ λ((α1, α2))⇐⇒ α2 = M22 · α1 for every (α1, α2) ∈ Q×Q, M ∈M. (3)
By construction, (x2, x1) −→∗RB (y2, y1) holds if (1) holds for some matrices A(i), 1 ≤ i ≤
l + 1. Conversely, if (x2, x1)
fM1,α1−−−−→RB ◦
fM2,α2−−−−→RB ◦ . . . ◦
fMk,αk−−−−−→RB (y2, y1) holds for some
M1, . . . ,Mk ∈M, then ~y = Mk · . . . ·M1 · ~x is a witness for reachability. Notice that RB is
polynomial in the size of the input, and thus by Theorem 5, T can verify in polynomial space
whether matrices A(i) exist such that (1) holds for the guess B, or a permuted subsequence
of B. This completes the proof. J
Without the restriction on UT[A22 6= 0] the vector reachability problem becomes hard for
affine reachability over Q:
I Theorem 7. There is a polynomial-time Turing reduction from affine reachability over Q
to vector reachability.
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Proof. Let an instance of affine reachability over Q be given. We first assume that all input
functions are non-constant. Then we use the reduction from Proposition 1.3 to obtain an
instance of the 0-reachability problem: M ⊆ UT[A11 6= 0, A22 6= 0] and
(
x1
x2
)
and
(
y1
y2
)
with x2 6= 0 and y1 6= 0. Define T :=
(
y1 y2
0
)
and M′ := M∪ {T}. We show that the
instance of the 0-reachability problem is positive if and only if the vector reachability for
M′ and ~x and ~0 is positive. Suppose the instance of the 0-reachability problem is positive.
Then there is M ∈ 〈M〉 such that (y1 y2)M~x = 0, thus TM~x = ~0, so ~0 is reachable
from ~x. Conversely, suppose the instance of the 0-reachability problem is negative. Let
M ∈ 〈M〉. Then M~x 6= ~0, as the bottom component of M~x is non-zero. Since the instance
of the 0-reachability problem is negative, we have TM~x =
(
t
0
)
for some t 6= 0. Since the
top-left component of all matrices inM′ is non-zero, it follows that M ′TM~x 6= ~0 holds for
all M ′ ∈ 〈M′〉. Thus, M ′′~x 6= ~0 holds for all M ′′ ∈ 〈M′〉, and so the instance of the vector
reachability problem is negative.
Now we allow input functions of affine reachability to be constant. Suppose the constant
functions are fi : x 7→ 0x+ ci for i ∈ {1, . . . , n} for some n ∈ N. It is easy to see that then
the affine reachability problem can be solved by removing all fi from the set of functions
and checking affine reachability starting from ci, where i ∈ {1, . . . , n}, one by one. These
instances can be reduced to vector reachability, as described before. J
5 Membership
In this section we study the membership problem. As we will see, the difficulty depends on
the location of 0s: roughly speaking, the more 0s on the diagonal the harder the problem. Any
product of upper-triangular matrices is non-zero on the top-left (bottom-right, respectively)
if and only if all factors are non-zero on the top-left (bottom-right, respectively). So when
we speak of the membership problem for, e.g., UT[A11 6= 0], the restriction refers both toM
and the target matrix T .
The case with no 0s on the diagonal is NP-complete:
I Theorem 8. The membership problem for UT[A11 6= 0 ∧A22 6= 0] is NP-complete.
Proof. The lower bound was shown in Proposition 2. For the upper bound, we construct
an NP Turing machine. FixM and T . Assume for the moment that T can be written as a
product T = M (k) · . . . ·M (1) of matrices fromM. Let l be the number of indices i > 1 where
M (i) ∈ UT[|A11| > 1∨ |A22| > 1] holds. Since Tii =
∏k
j=1M
(j)
ii holds for both i ∈ {1, 2}, the
number l can be bounded by O (log(|T11|) + log(|T22|)), and T can be written as
T = A(l+1)B(l)A(l) · . . . ·B(1) ·A(1)M (1) (4)
such that B(j) ∈ UT[|A11| > 1∨|A22| > 1]∩M and A(j) ∈ 〈UT[|A11| = |A22| = 1]∩M〉∪{I}
for every j.
The Turing machine guesses matrices B(1), . . . , B(l) and the matrix M (1) and constructs
in polynomial time an existential Presburger formula ϕ(t1, t2, t3) that satisfies t1 = T11,
t2 = T12, t3 = T22 if and only if T can be written as a product of the form given in (4)
for the guessed B(i) and M (1). By Lemma 3, such a formula ϕ(t1, t2, t3) exists and can be
efficiently constructed. The claim then follows from the fact that ϕ(t1, t2, t3) is existential
Presburger of size polynomial in the input, and that the existential Presburger fragment is
in NP [4, 21]. J
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The proof of Proposition 1.1 with the isomorphism between affine functions over Z and
upper-triangular matrices with 1 on the bottom-right shows that non-constant functions
correspond to matrices that do not have 0s on the diagonal. Hence we have:
I Corollary 9. Affine membership over Z with non-constant functions is NP-complete.
The case where 0s are allowed at one of the diagonal positions can be reduced to vector
reachability:
I Theorem 10. The membership problems for UT[A11 6= 0] and for UT[A22 6= 0] are in
PSPACE.
Proof. We give a proof sketch for UT[A22 6= 0]; the detailed proof can be found in the
appendix. If T11 6= 0, then a PSPACE decision procedure follows from Theorem 8. If T11 = 0,
then the problem reduces to a reachability problem with the additional restriction that
UT[A11 = 0] must be included in the matrix product. This problem in turn is decidable in
PSPACE via a straightforward modification of the PRM RB in the proof of Theorem 6. J
The general membership problem, without restrictions on the position of 0s, is related to
(variants of) scalar reachability. Theorems 11 and 12 provide reductions in both ways.
I Theorem 11. Let s be an oracle for the scalar reachability problem. The membership
problem is in PSPACEs.
Proof. Fix some finiteM⊆ UT and T ∈ UT. We give a PSPACEs procedure that decides
whether T ∈ 〈M〉 holds. We make the following case distinction:
1. T = 0
2. T ∈ UT[A11 6= 0 ∨A22 6= 0]
3. T ∈ UT[A11 = A22 = 0 ∧A12 6= 0]
In the first case, we have T ∈ 〈M〉 if and only if there exist matrices M1 ∈ UT[A11 =
0] ∩M,M2 ∈ UT[A22 = 0] ∩M, and T = 0 = M1 ·M2 is a solution to the membership
problem. The existence ofM1,M2 can be checked in polynomial time. In the second case, the
problem reduces to T ∈ 〈UT [A11 6= 0] ∩M〉 or T ∈ 〈UT [A22 6= 0] ∩M〉, which is decidable
in PSPACE by Theorem 10.
Let us now consider the last case. Observe that for everyM ∈ UT, we have A·M = M22 ·A
and M · A = M11 · A for every A ∈ UT[A11 = 0] and every A ∈ UT[A22 = 0], respectively.
From this observation, we conclude that T ∈ 〈M〉 if and only if there exist integers α, β and
matrices A ∈ UT[A11 6= 0 ∧A22 = 0], B ∈ UT[A11 = 0 ∧A22 6= 0], C ∈ 〈M〉 such that:
αA, βB ∈ 〈M〉 and T = αA · C · βB. (5)
Note that the absolute values of α and β in (5) are bounded by |T12|. Hence, in order to
decide the membership problem, a nondeterministic Turing machine can guess α and β and
the matrices A,B in polynomial space, test in polynomial space whether αA ∈ 〈M〉 and
βB ∈ 〈M〉 holds by Theorem 10, and then use the oracle s to verify the existence of C ∈ 〈M〉
such that T12 = α
(
A11 A12
)
C
(
B12
B22
)
β. J
I Theorem 12. The following sign-invariant version of the scalar-reachability problem is
polynomial-time Turing-reducible to the membership problem: GivenM⊆ UT and column
vectors ~x, ~y ∈ Z2, does ~yTM~x ∈ {−1, 1} hold for some M ∈ 〈M〉?
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Proof. FixM, ~x, ~y. Let I be the identity, A :=M∩ UT[A22 = 0], B :=M∩ UT[A11 = 0],
C := (M\ (A ∪ B)), Y :=
(
y1 y2
0 0
)
, and X :=
(
0 x1
0 x2
)
. Set A′ := A, if |y1| = 1, otherwise
set A′ := ∅; further set B′ := B, if |x2| = 1, otherwise set B′ := ∅.
We obtain the following equivalences:
∃M ∈ 〈M〉 : ~yTM~x ∈ {±1} ⇔ (6)
∃A ∈ A ∪ {I}, B ∈ B ∪ {I}, C ∈ 〈C〉 : ~yT · (A · C ·B) · ~x ∈ {±1} ⇔ (7)(
0 ±1
0 0
)
∈
⋃
A∈A′∪{Y },B∈B′∪{X}
〈C ∪ {A,B}〉. (8)
We provide detailled derivations of these equivalences in Appendix C. Deciding (8) requires
polynomially many queries to a membership oracle where input sizes are polynomial in the
description ofM, ~x, ~y. This entails the claim to be shown. J
6 Mortality
Finally we consider the mortality problem: given a finite setM⊆ Z2×2 of integer matrices
(not necessarily triangular), is the zero matrix 0 in 〈M〉? In the upper-triangular case the
problem is almost trivial: if there is M ∈ 〈M〉 with only zeros on the diagonal, there must
be M1,M2 ∈M with M1 =
(
0 b
c
)
and M2 =
(
a′ b′
0
)
—but then M1M2 = 0. Hence, we
consider mortality for matrices with determinants +1, 0 and prove:
I Theorem 13. The mortality problem for two-dimensional integer matrices (not necessarily
triangular) with determinants +1 or 0 is NP-complete. It is NP-hard even if there is one
singular matrix and the non-singular matrices are of the form
(
1 a
1
)
.
Both for the lower and the upper bound we need the following lemma from [5]:
I Lemma 14 ([5, Lemma 2]). LetM⊆ R2×2 be a finite set of matrices. We have 0 ∈ 〈M〉
if and only if there are M1, . . . ,Mn ∈M with M1 · · ·Mn = 0 and rank(M1) = rank(Mn) < 2
and rank(Mi) = 2 for all i ∈ {2, . . . , n− 1}.
First we prove NP-hardness:
Proof of the NP-hardness part of Theorem 13. Concerning NP-hardness, the reduction
proving Proposition 2 constructs, given an instance of multi-subset-sum, a setM of matrices
of the form
(
1 a
1
)
and a number t ∈ N such that the instance of multi-subset-sum is
positive if and only if there is M ∈ M with (1 −t)M (0 1)T = 0. Define the rank-1
matrix
T :=
(
0
1
)(
1 −t) = (0 01 −t
)
and setM′ :=M∪ {T}. If there is M ∈ M with (1 −t)M (01
)
= 0, then 0 = TMT ∈
〈M′〉. Conversely, if there is 0 ∈ 〈M′〉, then, by Lemma 14, there is M ∈M with TMT = 0,
hence
(
1 −t)M (01
)
= 0. J
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For the upper bound we use results from [18, 2]. In accordance with the literature, we define
SL(2,Z) := {M ∈ Z2×2 | det(M) = 1}.
I Lemma 15 ([18, Lemma 4]). Let ~x =
(
x1
x2
)
∈ Z2 and ~y =
(
y1
y2
)
∈ Z2 and M ∈ SL(2,Z).
If M~x = ~y then gcd(x1, x2) = gcd(y1, y2).
I Theorem 16 ([18, Theorem 8, Corollary 9]). Let ~x, ~y ∈ Z2 with ~x 6= ~0. Then one can
compute in polynomial time matrices B,C ∈ SL(2,Z) such that for every M ∈ SL(2,Z) the
following equivalence holds:
M~x = ~y ⇐⇒ there is k ∈ Z with M = B
(
1 1
0 1
)k
C
In the following theorem, a regular expression describes a set of matrices, so that the
atomic expressions describe singleton sets, the operator ∪ is set union, and the operator · is
elementwise multiplication:
I Theorem 17 ([2, Corollary 5.1]). Given a regular expression over matrices in SL(2,Z), one
can decide in NP whether the identity matrix is in the set described by the regular expression.
Now we can complete the proof of Theorem 13:
Proof of the upper bound in Theorem 13. We give an NP procedure. We guess the
matrices M1,Mn from Lemma 14. DefineM′ :=M∩ SL(2,Z). We have to verify that there
is a matrix M ∈ 〈M′〉 such that M1MMn = 0. Let ~x =
(
x1 x2
)T ∈ Z2 be a non-zero
multiple of a non-zero column of Mn (if Mn does not have a non-zero column, the problem
is trivial) such that gcd(x1, x2) = 1. This defines ~x uniquely up to a sign. Similarly, let
~y =
(
y1 y2
)T ∈ Z2 be a non-zero multiple of a non-zero row of M1 such that gcd(y1, y2) = 1.
Now it suffices to check whether there is M ∈ 〈M′〉 such that (y1 y2)M~x = 0. By
Lemma 15 the latter equation is equivalent to M~x =
(−y2 y1)T . Compute the matrices
B,C from Theorem 16. Now it suffices to check whether there are M ∈ 〈M′〉 and k ∈ Z
with M = B
(
1 1
0 1
)k
C. Equivalently, one may check whether the identity matrix is in the
set described by the regular expression
B
((
1 1
0 1
)
∪
(
1 −1
0 1
))∗
C
(
A−11 ∪ · · · ∪A−1m
)∗ whereM′ = {A1, . . . , Am}.
(Note that A−1i ∈ SL(2,Z).) By Theorem 17 this can be checked in NP. J
7 Conclusion
Motivated by their connections to affine reachability, we have studied membership, vector
reachability, and scalar reachability for two-dimensional upper-triangular integer matrices.
To gauge the (relative) difficulty of these problems, we have established several complexity
results and reductions. Concerning upper complexity bounds, we have employed a variety
of techniques, including existential Presburger arithmetic, Z-VASS, register machines with
affine updates over Z, solving linear Diophantine equations over the integers, and special
properties of SL(2,Z). We have also established lower bounds, including hardness of vector
reachability for affine reachability over Q, a connection between membership and scalar
reachability, and a simpler proof for NP-hardness of the mortality problem.
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A Proof of the claim in the proof for Lemma 3
In this section, we provide the omitted proof for the claim in the proof of Lemma 3.
Let the Z-VASS (Q,Σ, δ) be defined as in the proof for Lemma 3: Q :=
{(+1,+1), (+1,−1), (−1,+1), (−1,−1)}, and for each state (s, t) and each
(
s′ a′
t′
)
∈ M
we add a transition ((s, t), stt′a′, (ss′, tt′)).
We must prove the following proposition:
I Proposition 18. There exists a run from (+1,+1) to (sn, tn) of length n and value a ∈ Z
if and only if there are matrices M1, . . . ,Mn ∈M such that M1 · · ·Mn =
(
sn tna
tn
)
.
Proof. We prove this claim by induction on n. The case n = 0 implies a = 0 and is
easy. For the step, suppose there is a run from (+1,+1) to (sn, tn) of length n and
value a. By the induction hypothesis, there are matrices M1 · · ·Mn =
(
sn tna
tn
)
. Consider
the run of length n + 1 and value a + x obtained by extending the previous run by a
transition ((sn, tn), x, (sn+1, tn+1)) ∈ δ. The definition of δ implies that there is matrix
Mn+1 =
(
s′ a′
t′
)
∈M such that x = sntnt′a′ and sn+1 = sns′ and tn+1 = tnt′. Hence:
M1 · · ·Mn+1 =
(
sn tna
tn
)(
snsn+1 sntnt
′x
tntn+1
)
=
(
sn+1 tnt
′x+ tn+1a
tn+1
)
=
(
sn+1 tn+1(x+ a)
tn+1
)
The other direction (from matrix product to run) is similar. This proves the proposition. J
B Proof of Theorem 10
I Theorem 10. The membership problems for UT[A11 6= 0] and for UT[A22 6= 0] are in
PSPACE.
Proof. We only give the proof for UT[A22 6= 0]; the proof for UT[A11 6= 0] is symmetric.
Fix some T ∈ UT and M ⊆ UT[A22 6= 0]. If T11 6= 0, then T ∈ 〈UT[A11 6= 0] ∩M〉 must
hold, which by Theorem 8 can be verified in NP, and thus in PSPACE. So let us now assume
T11 = 0. Then we have
T =
(
0 T12
0 T22
)
∈ 〈M〉
⇔ T = M1 ·A ·M2
⇔
(
T12
T22
)
= M1 ·A ·M2 ·
(
0
1
)
for some M1,M2 ∈ 〈M〉, A ∈M∩ UT[A11 = 0].
Thus our problem reduces to the following constrained reachability problem: Is ~y =(
T12 T22
)T reachable from ~x = (0 1)T via a product of matrices from M, such that
at least one matrix from UT[A11 = 0] occurs in the product? This problem is decidable in
PSPACE via a minor modification of the approach outlined in the proof of Theorem 6: The
polynomial register machine constructed in the proof of Theorem 6 only needs to additionally
track whether a matrix from UT[A11 = 0] has been applied. With RB = (Q,∆, λ) from
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the proof of Theorem 6, this can be realized with the modified polynomial register machine
R′B = (Q′,∆′, λ′) where Q′ = {0, 1} × Q, ∆′ = Q′ × Q′ and λ′ : Q′ × Q′ → λ(Q × Q) is
defined minimally such that for every q, q′ ∈ Q, every fM,α ∈ λ((q, q′)), and every b ∈ {0, 1}
the following holds:
(b, q) fM,α−−−→ (b, q′) if M ∈ UT[A11 6= 0],
(b, q) fM,α−−−→ (1, q′) if M ∈ UT[A11 = 0].
After guessing the matrix sequence B as outlined in the proof of Theorem 6, a nondeterministic
Turing machine only needs to verify (0, (0, 1)) ∗−→R′
B
(1, (T22, T21)) in order to obtain a positive
witness for the constrained reachability problem, which can be done in PSPACE, and the
statement follows. J
C Proof of Equivalences in Section 5
In this section we prove the equivalences ((6)⇔ (7)) and ((7)⇔ (8)) from Section 5. Let us
recall the definitions of Section 5:
Fix M ⊆ UT, ~x, ~y. Define A := M ∩ UT[A22 = 0], B := M ∩ UT[A11 = 0],C :=
(M\ (A ∪ B)), Y :=
(
y1 y2
0 0
)
, and X :=
(
0 x1
0 x2
)
.
Further define
A′ :=
{
A if |y1| = 1,
∅ otherwise.
B′ :=
{
B if |x2| = 1,
∅ otherwise.
Then the following equivalences hold:
∃M ∈ 〈M〉 : ~yTM~x ∈ {±1} ⇔ (6)
∃A ∈ A ∪ {I}, B ∈ B ∪ {I}, C ∈ 〈C〉 : ~yT · (A · C ·B) · ~x ∈ {±1} ⇔ (7)(
0 ±1
0 0
)
∈
⋃
A∈A′∪{Y },B∈B′∪{X}
〈C ∪ {A,B}〉. (8)
Proof of (6)⇔ (7). The direction (7) ⇒ (6) is immediate. Let us now prove (6) ⇒ (7).
Assume (6):
∃M ∈ 〈M〉 : ~yTM~x ∈ {±1}.
Fix M . If M ∈ 〈C〉, then (7) is directly implied. So let us assume M 6∈ 〈C〉 instead. We only
need to consider the case where M can be decomposed into
M = M1 ·A · C ·B ·M2 (9)
such that M1 ∈ 〈M〉, A ∈ A, B ∈ B, C ∈ C, and M2 ∈ 〈M〉. The other cases are similar. For
every M ∈ UT there exist α, β ∈ Z such that M ·A = αA and B ·M = βB, and thus we can
rewrite (9) to
M = α ·A · C ·B · β (10)
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for some α, β ∈ Z. Now, by assumption ~yTM~x ∈ {±1} holds, thus we must have |α| = |β| = 1
in (10). From this we obtain ~yT (A · C · B)~x ∈ {±1}. Hence (7) holds. This proves the
implication.
Proof of (7)⇔ (8). Let us first prove the implication (7)⇒ (8). To this end, assume that
(7) holds:
∃A ∈ A ∪ {I}, B ∈ B ∪ {I}, C ∈ 〈C〉 : ~yT · (A · C ·B) · ~x ∈ {±1}
Fix A,B,C. If A = B = I, then (8) is immediate via
~yT · C · ~x ∈ {±1} ⇔ (X · C · Y ) =
(
0 ±1
0 0
)
.
So let us consider the most instructive case where A ∈ A \ {I} and B ∈ A \ {I} holds –
the remaining cases can be proved by analogous reasoning. In this case, we obtain from (7)
the equality:
Y ·A · C ·B ·X = y1 ·A · C ·B · x2 =
(
0 ±1
0 0
)
(11)
From (11) we obtain |y1| = |x2| = 1, and in particular A′ = A and B′ = B, and thus:
A · C ·B =
(
0 ±1
0 0
)
(12)
where A ∈ A′ = A and B ∈ B′ = B. This implies (8), and we are done showing the
implication (7)⇒ (8).
Now let us prove the implication (8)⇒ (7). Assume (8):
(
0 ±1
0 0
)
∈
⋃
A∈A′∪{Y },B∈B′∪{X}
〈C ∪ {A,B}〉.
Fix A ∈ A′ ∪ {Y }, B ∈ B′ ∪ {X} such that(
0 ±1
0 0
)
∈ 〈C ∪ {A,B}〉. (13)
By the argument given in the proof of (7)⇒ (6), (13) entails:(
0 ±1
0 0
)
= A · C ·B for some C ∈ 〈C〉. (14)
Now, if A = Y and B = X, (7) follows. In the other cases A′ or B′ is non-empty, which by
definition of A′ and B′ means that |y1| = 1 or |x1| = 1 must hold, which in turn implies that
Y · A = ±A or B ·X = ±B. Let us consider the most instructive case where A 6= Y and
B 6= X; the other cases are similar. Then by the previous remarks, we have:
X ·A · C ·B · Y = ±A · C · ±B =
(
0 ±1
0 0
)
.
This entails (7), and we are done.
