If D is a digraph, then we denote by V (D) its vertex set. A multipartite or c-partite tournament is an orientation of a complete c-partite graph. The global irregularity of a digraph D is defined by 
Terminology
A c-partite or multipartite tournament is an orientation of a complete c-partite graph. By a cycle (path) we mean a directed cycle (directed path).
In this paper all digraphs are finite without loops or multiple arcs. 
Introduction and preliminary results
In 2002, Tewes et al. [4] have made the following observation.
Lemma 2.1 (Tewes et al. [4]). If D is a c-partite tournament with the partite sets
The next result is a part of the main theorem in Yeo's paper [9] . Theorem 2.2 (Yeo [9] ). Let V 1 , V 2 , . . . , V c be the partite sets of a c-partite tournament D such that
then D is Hamiltonian.
In the case that D is an almost regular c-partite tournament with the partite sets 
In this case there really exists the following example which is not Hamiltonian.
Then it is straightforward to verify that D is almost regular without a Hamiltonian cycle.
We have shown above that almost all almost regular c-partite tournaments with c 4 are Hamiltonian. However, the next examples will show that this is no longer true for almost regular 3-partite tournaments. The longest cycle in this infinite family of almost regular 3-partite tournaments has length |V (D)| − 2. In this paper we will prove that every vertex of an almost regular 3-partite tournament D is contained in a directed cycle of length at least |V (D)| − 2. In special cases we can even give better bounds.
The following results play an important role in our investigations. Theorem 2.5 (Yeo [7] 
Lemma 2.10 (Yeo [9] , Gutin and Yeo [3] 
where Y is an independent set and |Y | > |Z|.
For more information on multipartite tournaments we refer the reader to Gutin [2] , Volkmann [6] , and Yeo [8] .
Main results
Theorem 3.1. Let D be an almost regular 3-partite tournament with the partite sets
Case 1: Assume that r = 2. Because of 1, it is easy to see that D is strong, and thus D contains a cycle of length at least three.
Case 2: Assume that r = 3. Because of (D) 2, it is easy to see in this case that (D) 2. Thus, Theorem 2.6 leads to the desired result. 
Applying Theorem 2.7, we conclude that D has a Hamiltonian cycle and we are done.
Subcase 4.2:
Assume that r = 2p is even. If p 4, then Theorem 2.9 implies
Applying Theorem 2.7, we conclude that D has a Hamiltonian cycle and we are done. It remains the case that r = 6. In this case, we deduce from Theorem 2.9 that ( 
If D 1 is 3-partite, then there are at most 21-3 = 18 arcs between D 1 and S, and this leads to the contradiction
Case 5: Let r 5 and assume that D has no cycle-factor. Then, with respect to Lemma 2.10, the vertex set
and Y is an independent set. We assume, without loss of generality, that |R 1 | |R 2 |. As (D) = r and since Theorem 2.9 implies (D) (2r − 3)/3, we see that
Subcase 5.1: Assume that |Z| = r − t r − 2 and let R = R 1 . The proof of this case will show that we can assume, without loss of generality, that
, and u i ∈ V 3 . Because of r − 1 and (R ∪ Y ) R 2 , the case R = ∅ is not possible. In addition, it follows that
This inequality chain and the well-known Theorem of Turán [5] yield
Thus, we deduce that |R| 3t − 3 3. Because of
it follows that 6t − 6 2|R| r + 2t − 2, and thus 4t r + 4. This implies
Now we will prove that
We assume, without loss of generality, that Z R. In the first step we will show
is exactly bipartite and Z consists of vertices of the remaining partite set. Suppose that D[R] is exactly 3-partite. Since k + m t − 1, we see that m t − 2. Hence, the inequality |Z| = r − t 3t − 4 implies max{s, n, m} > m. We assume, without loss of generality, that max{s, n, m} = s. If n 1 or m 1, say n 1, then let Z = (Z − {y 1 }) ∪ {x 1 } and R = (R − {x 1 }) ∪ {y 1 }. This leads to
If
where i = |R ∩ V 3 |. Since |R| 3t − 3 and i = |R ∩ V 3 | t − 1, the right side of inequality (2) assumes its maximum value at i = t − 1 and thus (1) is proved. Combining (1) with r − 1, we deduce that
Since t 2, this leads to the contradiction (t − 1)|R| (t − 1)(|R| − t + 1). Subcase 5.2: Assume that |Z| = r − 1. Since Y is an independent set and |Y | > |Z|, we can assume, without loss of generality, that Y = V 3 . This implies R 1 → V 3 → R 2 and thus Assume that |R 1 | = t 2 and let R 1 = {y 1 , y 2 , . . . , y t }. Since each vertex of Z has at least r − t positive neighbors in Y and each vertex in Y at least t − 1 positive neighbors in Z, we firstly observe that there exists a path P 1 of order 2t − 1 which only consists of vertices from Y ∪ Z and starting with a vertex from Y . Let, without loss of generality,
Secondly, there exists a path P 2 of order 3r − 6t + 1 which only consists of vertices from Y ∪ Z ∪ R 2 and starting with the vertex u t . Let, without loss of generality, P 2 = u t y t+1 x t u t+1 y t+2 x t+1 . . . u r−(t+1) y r−t x r−(t+1) u r−t .
These two paths finally lead to the (3r − 2)-cycle 
Case 2: Assume that r = 3. Because of (D) 2, it is easy to see in this case that (D) 2. Thus, Theorem 2.6 leads to the desired result.
Case 3: Assume that r = 4. According to Theorem 2.9, we have (D) 2. Now it is a simple matter to show that (D) 3, and hence Theorem 2.6 yields the desired result. Case 4: Assume that r 5 and that D has a cycle-factor. Subcase 4.1: Assume that r = 2p + 1 is odd. If p 3, then it follows from Theorem 2.9 that
Applying Theorem 2.7, we conclude that D has a Hamiltonian cycle and we are done. It remains the case that r = 5. In this case, we deduce from Theorem 2. such that x i ∈ V 1 , y i ∈ V 2 , and u i ∈ V 3 . Because of r − 1 and (R ∪ Y ) R 2 , the case R = ∅ is not possible. In addition, it follows that
D[R] (v) + |R|(r − t).
This inequality chain and the Theorem of Turán [5] yield
Thus, we deduce that |R| 3t − 3 3. Because of 3r − 2 = |Z| + |Y | + |R| + |R 2 | 2r − 2t + 1 + 2|R|, it follows that 6t − 6 2|R| r + 2t − 3 and thus 4t r + 3. This implies
Analogous to the proof of Theorem 3.1, one can show that
Combining (3) together with t 2 and r − 1, we arrive at the contradiction (t − 1)|R| (t − 1)(|R| − t + 1). Subcase 5.2: Assume that |Z| = r − 1. Since Y is an independent set with |Y | > |Z|, it follows that Y = V 3 . This implies
and we see that D contains a (3r − 3)-cycle. Since D has no Hamiltonian cycle in this case, this family of almost regular 3-partite tournaments show that Theorem 3.2 is best possible.
Assume that |R 1 | = t 1 and let R 1 = {y 1 , y 2 , . . . , y t }. Since each vertex of Z has at least r − t − 1 positive neighbors in Y and each vertex in Y at least t positive neighbors in Z, we firstly observe that there exists a path P 1 of order 2t + 1 which only consists of vertices from Y ∪ Z and starting with a vertex from Y . Let, without loss of generality,
If r − t − 1 > t, then secondly, there exists a path P 2 of order 3r − 6t − 2 which only consists of vertices from Y ∪ Z ∪ R 2 and starting with the vertex u t+1 . Let, without loss of generality,
These two paths finally lead to the (3r − 3)-cycle {y 1 , y 2 , . . . , y r }, and
Theorem 3.3. If D is an almost regular 3-partite tournament with the partite sets
Case 1: Assume that D has a cycle-factor and that r = 2p + 1 3 is odd. It follows from Theorem 2.9 that
Applying Theorem 2.7, we conclude that D has a Hamiltonian cycle and we are done. Case 2: Assume that D has a cycle-factor and that r = 2p 4 is even. If p 3, then it follows from Theorem 2.9 that
Applying Theorem 2.7, we conclude that D has a Hamiltonian cycle. Analogous to the proof of Theorem 3.2, we can show that |Z| = r − t r − 2 is impossible and the proof is complete. If u 4 → x 1 , then it follows that y 1 → u 4 , and we have the 7-cycle y 1 u 4 x 1 u 1 y 2 u 2 x 2 y 1 . If otherwise, x 1 → u 4 , then it follows that u 4 → y 1 . In the case that u 3 → x 1 , we conclude that y 1 → u 3 , and we have the 7-cycle y 1 u 3 x 1 u 1 y 2 u 2 x 2 y 1 . In the remaining case that x 1 → u 3 , we conclude that u 3 → y 1 and thus y 1 → x 1 . This leads to the 7-cycle y 1 x 1 u 1 y 2 u 2 x 2 u 4 y 1 . 
