This paper is devoted to the inverse generator problem in the setting of generators of integrated resolvent operator functions. It is shown that if the operator A is the generator of a tempered β-times integrated α-resolvent operator function ((α, β)-ROF) and it is injective, then the inverse operator A −1 is the generator of a tempered (α, γ)-ROF for all γ > β + 1/2, by means of an explicit representation of the integrated resolvent operator function based in Bessel functions of first kind. Analytic resolvent operator functions are also considered, showing that A −1 is in addition the generator of a tempered (δ, 0)-ROF for all δ < α. Moreover, the optimal decay rate of (α, β)-ROFs as t → ∞ is given. These result are applied to fractional Cauchy problem unsolved in the fractional derivative.
Introduction
R. deLaubenfels posed the following question (adapted version) at the end of the paper [9] :
Suppose the operator A on a Banach space X generates a bounded C 0 -semigroup and has dense range. Does A −1 generate a bounded C 0 -semigroup or at least generate a C 0 -semigroup?
It is shown in [9] that the answer is positive for generators of bounded analytic C 0 -semigroup by means of an explicit representation of the semigroup generated by A −1 . In fact this follows from the nice property that the class of sectorial operators is stable under inversion. For other classes of semigroups, as multiplication semigroups or contraction semigroups in a Hilbert space, the answer is positive again since the condition which characterize to be the generator of that sort of semigroup is easily shown to be stable under inversion. When the semigroup generated by A is exponentially stable, then A −1
is a bounded operator and accordingly it generates a C 0 -semigroup, but in general it is not uniformly bounded. This situation is analysed by an explicit representation of the semigroup generated by A −1 in [38, 39] , including growth estimates. In [13] a sufficient condition on the resolvent map of A under which A −1 is the generator of a bounded C 0 -semigroup is provided. Several equivalences for A −1 generating a C 0 -semigroup are given in [10] .
In general the answer to the question above is negative. H. Komatsu gives in [15] an example of a infinitesimal generator of a contraction semigroup on c 0 with dense range, for which the inverse operator is not an infinitesimal generator (see also [29, §1.3.6] ). In [14] it is shown that the answer is negative in general for X = ℓ p , 1 < p < ∞, p = 2. Recently a negative answer to the inverse generator problem in X = L p (R), 1 < p < ∞, p = 2, by means of the generator of the shift group, is given in [11] . For other counterexamples see [9, 10, 38] .
When X is a Hilbert space the question is still open, although there is a strong negative step in this direction. It is proved in [14] that there exist C 0 -semigroups {e tA } t≥0 , of arbitrarily slow growth at infinity such that the densely defined operator A −1 is not the generator of a C 0 -semigroup.
In the general case, it has been shown in [33] that A −1 is the generator of a onceintegrated semigroup whenever A is injective and generates a bounded C 0 -semigroup (A −1 is the generator of a regularized semigroup, see [10] ).
As a further motivation, we mention that there is an interesting relationship between both A and A −1 generating bounded C 0 -semigroups and the power boundedness of the Cayley transform of A ( [33] ). In addition, in [38] we can find several applications of the posed problem to systems theory and numerical analysis.
The so called fractional calculus provides an excellent tool for the description of memory and hereditary properties of some materials and physical processes. During the last decades notable contributions have been made to the development of the theory of frac-tional calculus ( [21, 28] ). The use of fractional order derivatives instead of integer order ones in different fields as viscoelasticity, heat conduction in materials with memory or in electrodynamics with memory, has developed the interest of researchers in the study of fractional differential equations.
E. Bajlekova has studied systematically fractional evolution equations with Caputo fractional derivatives in the fundamental work [6] , by considering them as equivalent abstract Volterra equations. In a natural way the notion of resolvent family, or operator solution, and its generator arises in the mentioned study (see also [34] ). The more general framework of integrated fractional resolvent operator function, which includes integrated semigroups and integrated cosine operator functions, is an appropriate tool to deal with fractional Cauchy problems ( [1, 8, 20, 24] ).
Our aim in this paper is to study the inverse generator problem for the class of generators of integrated fractional resolvent families. The main result of this paper is obtained by Laplace transform techniques and can be summarize in the following terms: if A is the generator of a tempered β-times integrated α-resolvent operator function and is injective, then the inverse operator A −1 is the generator of a tempered γ-times integrated α-resolvent operator function for γ > β + 1/2, and it is also the generator of a tempered δ-times resolvent operator function for δ < α. Explicit representation of the fractional resolvent operator functions generated by A −1 , in terms of the fractional resolvent operator functions generated by A and Wright functions, are provided. On the other hand, it was shown in [25] that an (α, 0)-ROF can not decay exponentially for α ∈ (0, 1). We will show that none of (α, β)-ROF is exponentially stable except α = 1 and β = 0. And the optimal decay rate of (α, β)-ROF as t → ∞ is given.
The plan of the paper is as follows. We start by recalling some definitions from fractional calculus, and collecting some of the main properties of certain special functions and of sectorial operators (Section 2). In Section 3 we remind the basic concepts regarding resolvent families. Some results of possible independent interest regarding integrated resolvent families are obtained. We pay special attention to the tempered integrated resolvent families. The main results of this paper are presented in Section 4. Finally, we apply our results to certain fractional Cauchy problems unsolved in the fractional derivative on the spaces L p (R n ) and C 0 (R n ).
Throughout this paper, (X, · ) denotes a complex Banach space and A : D(A) ⊆ X → X stands for a closed linear operator on X. As usual, D(A), R(A), ρ(A) and σ(A) denote the domain, the range, the resolvent set and the spectrum set of A, respectively. Moreover, we denote by B(X) the space of all bounded linear operators on X. We will denote open sectors by Σ θ := {z ∈ C : z = 0 and |arg(z)| < θ} for 0 < θ ≤ π, and the line by Σ 0 := (0, ∞).
Preliminaries
Let us recall the basic definitions of fractional calculus (see [21, 28] ). The fractional integral of order α > 0 is defined by
and Γ(α) is the Gamma function. Set moreover g 0 (t) := δ(t), the Dirac delta-function. The Riemann-Liouville derivative of order α > 0 is
where m = ⌈α⌉ is the smallest integer greater than or equal to α, and the Caputo fractional derivative of order α > 0 is defined by
In Section 4 we shall use some special functions. The Wright function φ(ρ, µ; z) is defined by the series
which is convergent in the whole z-complex plane. We will be interested in the case 0 < ρ ≤ 1. The following Laplace transform
for 1 + νρ ≥ 0, Reλ > 0, t > 0, can be obtained from the power series representation of φ and changing the order of summation and integration. In [27] is obtained the indicator function of the Wright function for ρ > 0,
where q := 1/(1 + ρ) and σ := (1 + ρ)ρ −ρ/(1+ρ) are the order and the type of the entire function φ(ρ, µ; z) as a function of z, respectively. Therefore, for 0 < ρ < 1, as q > 1/2, we obtain that there exist positive constants a, L such that
Next we recall that the Bessel function of first kind of order a nonnegative real number ν, which we shall denote by J ν , are defined by means of
From the asymptotic expansion of J ν we know that
Let β ≥ 0. Taking ρ = 1 and ν = 1 + β in (2.1) we obtain the following Laplace transform ( see also [35, §13.3 (4) 
for all Reλ > 0, t > 0.
We now turn to consider sectorial operators. For additional information about sectorial operators see [16, 29] . Definition 2.1. We say that a linear operator A is sectorial of angle ω with ω ∈ [0, π) if σ(A) ⊆ Σ ω , and for every ω ′ ∈ (ω, π)
In short, A ∈ Sect(ω).
It is worthwhile to highlight that the class of sectorial operators is stable under inversion. Let A ∈ Sect(ω) and assume that A is injective. Then for all λ ∈ ρ(A), λ = 0, we have λ −1 ∈ ρ(A −1 ) with
.
For sectorial operators we have ker(A) ∩ R(A) = {0}. Hence, if R(A) = X, then A is injective. The converse is also true in reflexive Banach spaces.
Integrated fractional resolvent operator functions
Let us recall the definition of the α-resolvent operator function for the abstract Cauchy problem
where D α t is the Caputo derivative of order α > 0 ( [6] ).
The Cauchy problem (3.1) is well-posed if and only if the following Volterra integral equation (i) R α (t) is strongly continuous for t ≥ 0 and R α (0) = I, where I is the identity on X;
holds for all t ≥ 0.
The α-ROF R α is called analytic if it admits an analytic extension to a sector
and we will write in short A ∈ A α (θ 0 ).
For a densely defined operator A, it is shown in [6] that the Cauchy problem (3.1) is well-posed if and only if A generates an α-ROF. 
Along this paper we shall consider only exponentially bounded α-ROFs.
Lemma 3.3. ([6, Theorem 2.9]) The operator A generates an α-ROF R α satisfying condition (3.2) if and only if
In [26, Lemma 3] it is shown that if A generates an exponentially bounded α-ROF, then A is densely defined.
It is well known that analyticity in the case α = 2, that is, cosine operator functions, implies boundedness of the generator of the family. Therefore we shall restrict ourselves to the case 0 < α < 2. We shall use the following characterization of generators of bounded analytic α-ROFs [6, Corollary 2.16].
Lemma 3.4. Let α ∈ (0, 2) and θ 0 ∈ (0, min{
Assume that A is a densely defined operator. The following assertions are equivalent.
As in the case of bounded analytic C 0 −semigroups, bounded analytic α-ROF have a nice behaviour at infinity. Using the argumentation in [6, Proposition 2.15], one can prove the following result.
Lemma 3.5. Let 0 < α < 2 and θ 0 ∈ (0, π/2]. Assume that A ∈ A α (θ 0 ) and denote by R α the α-ROF generated by A. Then
In particular,
Following [8] , we introduce the notion of integrated fractional resolvent operator function. It can be viewed as a generalization of the notions of integrated semigroups or integrated cosine operator functions. 
4)
for all λ > ω. In this case R α,β is the (α, β)-ROF generated by A.
By the uniqueness theorem of the Laplace transforms {R α,β (t)} t≥0 is uniquely determined. The case β = 0 is consistent with the definition of the generator of an α-ROF, thus we shall use the notation R α ≡ R α,0 . Note that (1, β)-ROFs are β−times integrated semigroups, (2, β)-ROFs are β-times integrated cosine operator functions, and in the particular case of (2, 1)-ROFs we have sine operator functions. Concrete examples of differential operators that are generators of integrated semigroups or integrated cosine operator functions can be found in [3, 17, 37] . We refer the reader to [24] for the connection between integrated fractional resolvent operator functions and fractional Cauchy problems.
By means of the Laplace transform it is easy to show that if A is the generator of a (α, β)-ROF R α,β , then for γ > β the operator A generates the (α, γ)-ROF given by
To our knowledge the situation of A generating an (α, δ)-ROF for δ < β has not been clarified yet (see [5, Lemma 2.4] for the k-times integrated semigroup case for integer k). We include here the following characterization. (ii) There exists an exponentially bounded, strongly continuous mapping
When these assertions hold, the (α, δ)-ROF generated by A is given by
By the uniqueness of the (α, β)-ROF generated by A we obtain
(ii)→(iii) It is a straightforward consequence of f (t) being a fractional integral of order η.
(iii)→(i) From the fact that f ∈ C m−1 ([0, ∞); X) joint the conditions f (k) (0) = 0 for any k = 0, 1, . . . , m − 1, it is not hard to show that
Thus, in this case, the fractional integration is an operation inverse to the fractional differentiation from the left ([21, Lemma 2.5 (b)]) so that
Then taking Laplace transforms in both sides of this equality we obtain
for λ large enough. Hence A is the generator of the (α, δ)-resolvent family given by (3.5).
We shall use the following result which relates the (α, β)-ROF and its generator. (i) For all x ∈ D(A) and for all t ≥ 0 we have R α,β (t)x ∈ D(A) with AR α,β (t)x = R α,β (t)Ax, and
(ii) For all x ∈ X and for all t ≥ 0 we have
The following result is obtained by an standard argument from Lemma 3.8 and so we omit the proof.
Lemma 3.9. Assume that A is the generator of an (α, β)-ROF R α,β verifying (3.2) . Then for all complex number λ with Reλ > w we have λ α ∈ ρ(A) and (3.4) holds.
Reasoning as in [6, Theorem 2.6], taking into account Lemma 3.9 and the value of the Laplace transform of power function, 
for some constants C, ω ≥ 0. Then A ∈ B(X).
In the following we shall use the classical Mittag-Leffler functions ( [21] ), E α,β (z), defined by
Let 0 < α ≤ 2 and β ≥ 0. It is well known that R α (t) := E α,1 (−t α ) I is the α-ROF generated by A = −I. Then
is the (α, β)-ROF generated by A. From the asymptotic behaviour of Mittag-Leffler functions, we have
as t → ∞. In the following proposition we show that such decay rate is optimal for (α, β)-ROF when α < 2 and (α, β) = (1, 0). In the case of (α, β) = (1, 0), it is well-known that a C 0 -semigroup can decay exponentially.
Proposition 3.11. Let 0 < α < 2. Let β ≥ 0 for α = 1, and β > 0 when α = 1. Assume that A generates an (α, β)-ROF R α,β such that
for some small enough ε > 0, as t → ∞. Then X = {0}.
Now we distingue three cases. (i) β > α. Suppose R α,β (t) = O(t β−α−ε ) as t → ∞ for some 0 < ε < β − α. Then there exists a constant M > 0 such that
for a suitable constant c > 0, which shows that
Consequently, D(A) = {0} for x is arbitrary. As ρ(A) = ∅, then X = {0}.
(ii) β ≤ α with β + 1 = α. Assume that R α,β (t) = O(t β−α−ε ) as t → ∞ for some
we obtain that λ (2+β−α−ε)/2 h(λ) and λ 2+β−α−ε h ′ (λ) are bounded in λ > 0. Therefore, from the identity
we have
for a suitable constant c > 0. This implies as in case (i) that X = {0}.
(iii) β +1 = α. Suppose R α,β (t) = O(t −α−1−ε ) as t → ∞, for some ε > 0 verifying that α + ε < 2. Then λ (2−α−ε)/3 h(λ) and λ 2−α−ε h ′′ (λ) are bounded in λ > 0. Since now
we get
for a suitable constant c > 0. As α > 1, we obtain that D(A 2 ) = {0}, which yields
It is a well-known fact that a cosine operator function necessarily has non-negative exponential type ([3, Proposition 3.14.6]). We have the following result for integrated cosine operator functions.
Proposition 3.12. Let β > 0. Assume that A generates a (2, β)-ROF R 2,β such that
Proof. The case β > 2 runs as in (i) of Proposition 3.11. When β ≤ 2 and β = 1, one can reason as in (ii) of Proposition 3.11. Suppose that β = 1. It follows from [23] that
Assume that R 2,1 (t) = O(t −ε ) as t → ∞, for some 0 < ε < 1. By (3.7) we have
for a suitable constant c > 0. As t 0 R 2,1 (s) ds is a (2, 2)-ROF, this yields that X = {0}.
Remark 3.13. From Proposition 3.11 and Proposition 3.12 it follows that if R α,β is an
(α, β)-ROF, 0 < α ≤ 2 and β > α, then R α,β (t) is not uniformly bounded, that is, there exists a sequence {t n } ∞ n=1 such that lim n→∞ t n = ∞ and lim n→∞ R α,β (t n ) = ∞.
In [25, Proposition 2.7] it is shown that and α-ROF is never exponentially stable when 0 < α < 1. As an straightforward consequence of our analysis we extend these result to (α, β)-ROFs, by showing that only C 0 -semigroups can decrease exponentially.
Corollary 3.14. Let 0 < α ≤ 2, β ≥ 0. Suppose that A is the generator of an (α, β)-ROF R α,β . Then R α,β is never exponentially stable but for (α, β) = (1, 0).
As the function f (z) = z −1 preserves sectors, that is, f (Σ θ ) = Σ θ , it is natural to consider the inverse problem for generators of bounded fractional resolvent operator functions. In the more general setting of integrated fractional resolvent operator functions, the natural condition is generating the so called tempered operator functions (see Proposition 3.7). 
for a suitable constant M ≥ 0, such that (3.4) is satisfied for all λ > 0.
In [2, Example 6.10] an example of once integrated semigroup whose generator is densely defined and which is not of O(t) as t → 0 is provided. In [4, Theorem 4.4] it is shown that generating smooth distribution semigroups is equivalent to generating tempered integrated semigroups. A characterization of operators iA generating tempered integrated groups, where A generates a holomorphic semigroup of angle π/2, can be found in [30] . It is shown in [17] that this optimal convergence rate is achieved for a large class of differential operators. We consider here the following situation.
Let A = |α|≤m c α D α be a linear differential operator of order m > 1 with constant coefficients on one of the spaces 
is the generator of a tempered β-times integrated semigroup for all β ≥ n|
).
In [18] we can also find examples of differential operators on
generating tempered integrated semigroups. Examples of differential operators generating tempered integrated cosine operator functions can be found in [4, 17, 31] . We recall that the Laplacian operator ∆ on L p (R n ), n ≥ 2, 1 ≤ p < ∞, p = 2, with maximal distributional domain, is the generator of a β-times integrated cosine operator function for any β > (n − 1)
. Notice that the Laplacian operator is injective densely defined. Moreover it has dense range but for p = 1. Now we study the behaviour of tempered (α, β)-ROFs as t → 0 and as t → ∞. 
(ii) x ∈ R(A) if and only if
Proof. (i) Let x ∈ X. By (ii) of Lemma 3.8 we have (I ⌈α⌉ 0+ R α,β (.)x)(t) ∈ D(A) and hence taking derivatives of integer order it follows that R α,β (t)x ∈ D(A). Now it is clear that (3.10) implies that x ∈ D(A).
It is not hard to show that there exists a constant M > 0 such that
From (i) of Lemma 3.8 we obtain that (3.10) holds on D(A), and hence it also holds for x ∈ D(A).
(ii) By (i) of Lemma 3.8 it follows that (3.11) holds on R(A), and thanks to (3.12) it also holds for x ∈ R(A). Conversely, suppose (3.11) holds. From the fact that I α 0+ R α,β is the (α, α + β)-ROF generated by A and (ii) of Lemma 3.8, we have
and accordingly x ∈ R(A).
From Lemma 3.9 it is easy to obtain the following generalization of [22, Lemma 2.6] to the case of tempered integrated resolvent operator functions. (ii) Suppose A is densely defined. Then A ∈ A γ (θ γ ) for all 0 < γ < α, where θ γ = min{1,
Proof. (i) Thanks to Proposition 3.18, for r > 0 and 0 ≤ ϕ < απ/2 we obtain that
and from it the result follows easily.
(ii) It is a straightforward consequence of (i) and Lemma 3.4.
Remark 3.20. Recently a subordination principle for regularized resolvent families has been obtained in [1, Theorem 4.5] (see also [20, Theorem 4.13] 
The inverse generator problem
We start this section by analysing the inverse generator problem for generators of analytic resolvent operator functions. From [8, Theorem 4.9] we know that an operator is the generator of a tempered analytic (α, β)-ROF if and only if it is the generator of a bounded analytic α-ROF. Therefore we shall only consider the later in our study. (i) Let α ∈ (0, 2) and θ 0 ∈ (0, min{
(ii) Let 0 < γ < α ≤ 2 and β ≥ 0. If A is the generator of a tempered (α, β)-ROF R α,β;A and it is densely defined, then
. Moreover, the γ-ROF generated by A −1 is given by
for all x ∈ X, t > 0.
Proof. (i) It is a consequence of the nice fact that the inverse of a sectorial operator is sectorial of the same angle and Lemma 3.4.
(ii) It follows from Theorem 3.19 and (i). Let us show (4.1). From (2.2) it is easy to show that R γ;A −1 (t)x is continuous for t > 0, and it is bounded since
Hence, R γ;A −1 (t)x is Laplace transformable for Reλ > 0. By applying Fubini's theorem and by (2.1), we get that
which shows our claim thanks to the uniqueness of the Laplace transform. The next theorem is a generalization of [33, Theorem 3.3] , which shows that the inverse of the generator of a bounded C 0 −semigroups always generates a once integrated semigroup, to the more general setting of inverses of generators of tempered integrated fractional resolvent families. 
for all x ∈ X, t > 0. (3.9) . In this case, the tempered (α, β)-ROF generated by A −1 is given by
Proof. (i) For all x ∈ X and t > 0, as
the operator function R α,β;A is tempered, and the mapping
is integrable in (0, ∞), it follows that
Hence R α,γ;A −1 (t)x is a continuous mapping of t ≥ 0 with limit 0 at t = 0. Thus we can take the Laplace transform of the family. Thanks to Proposition 3.18, (2.3) and by applying Fubini's theorem, we obtain for Reλ > 0 that
which shows our assertion.
(ii) It is a straightforward consequence of Proposition 3.7. 
From the proof of (i) of Theorem 4.3 it is clear that the key is the behaviour of the function R α,β;A at infinity. Assume that A is injective and it is the generator of an
Proof. By Theorem 4.3 we know that A −1 generates an (α, 1)-ROF R α,1;A −1 given by (4.2) for β = 0 and γ = 1. From (iii) of Lemma 3.5 it is easy to show that the derivative of R α,1;A −1 (t)x is given by (4.4).
To finish the paper we apply the results of this section to some fractional Cauchy problems unsolved for the fractional derivative. Our motivation comes from the fractional version of the Barenblatt-Zheltov-Kochina equation
which models the filtration of the fluid in fissured-porous medium ( [7, 12] ), and the Boussinesq equation Let v(t) be the strong solution of (4.9) for v 0 = Au 0 ; i.e., v ∈ C([0, ∞); R(A)) ∩ C 1 ([0, ∞); X) and (4.9) is satisfied. Thus it is easy to show that the continuous function u(t) = A −1 v(t), t ≥ 0, satisfies the required properties. Uniqueness of the strong solution of (4.8) follows easily from uniqueness of the strong solution of (4.9).
Recall that, in general, additive perturbation by a bounded operator of the generator of an integrated semigroup can fail to generate an integrated semigroup, if the bounded perturbation does not commute with the generator ( [19, Example 3.7] ). Highlight that the set of suitable initial data in Corollary 4.7 can be widen by using fractional powers of operators ( [32] ).
Notice that Corollary 4.6 and Corollary 4.7 can be applied, for instance, to the differential operators introduced in Section 3, including the Schödinger and the Laplacian operators.
