Abstract
86
We will use the following notation henceforth. Y (s, θ) is the computer model output at the spatial location s ∈ S and the parameter setting θ ∈ Θ. S is the spatial field that we are interested in, usually a subset of R 2 or R where X is an np × b covariate matrix containing all the spatial locations and climate 87 parameters (that is, s 1 , . . . , s n and θ 1 , . . . , θ p ) used to define the covariance matrix Σ(ξ y ).
88
β and ξ y are the vectors of regression coefficients and covariance parameters respectively.
89
We construct an interpolation process by finding the maximum likelihood estimate (MLE) 
where θ * is the true or fitted value of computer model parameter for the observational 98 data (Bayarri et al., 2007) , η(θ * ) = (η(s 1 , θ * ), . . . , η(s n , θ * )) T is the emulator output at 99 θ * on the model grid, and δ = (δ(s 1 ), . . . , δ(s n )) T is a term that includes both data-100 model discrepancy as well as observational error. The discrepancy process δ(s) is also 101 modeled as a Gaussian process with spatial covariance between the locations s 1 , . . . , s n .
102
Model calibration with high-dimensional spatial data leads to computational challenges 103 as described in the following section.
104
3 Calibration with High-Dimensional Spatial Data
105
In this section we briefly examine the challenges in model calibration using high-dimensional 106 spatial data and the existing approaches to the problem. We then proceed to the formu-107 lation of our composite likelihood approach. 
Challenges with High-Dimensional Spatial Data

109
The basic challenge with the approach in Section 2 stems from the fact that the com- gives a valid probability model, and therefore the posterior distribution defined using the 135 composite likelihood function based on this approach is also a valid probability model.
136
Obtaining a valid probability model is important because we are embedding the likeli- 
. ,Z (M )
T be the collection of them.
150
Assuming separability, we model the covariance between the process at two different spatial locations and parameter settings Y (s, θ) and Y (s , θ ) by
where K s and K θ are valid covariance functions respectively in S and Θ with parameters ξ s and ξ θ . The covariance between discrepancy process s and s is given by 
the mean of all possible cross covariances between two blocks.
156
The second component is the sum of the conditional likelihoods for each block, which 157 models the small scale dependence and variation. For the ith block, the conditional 158 distribution of output Y (i) given the block meanȲ (i) is a normal distribution with the 159 mean and covariance given by
Here, Γ i is the spatial covariance matrix for the ith block and
covariance vector between the ith block mean and the ith block locations. The log 163 composite likelihood function for the model output is then
The computational cost for a single likelihood evaluation is reduced from 
Likewise, we define Λ i and λ 
The conditional mean and covariance for observational data in the ith block are therefore
where
The log composite likelihood for the observa-180 tional data is then
where the first line in (3) is the log likelihood corresponding to the block means and proper prior for ψ, f (ψ), we define the approximate log posterior density, log(π n (ψ)) ∝ 185 log f (ψ) + c n (ψ) and infer ψ using the standard Metropolis-Hastings algorithm. We 
with m i ≤ n i and m j ≤ n j , where u i1 , . . . , u im i and u j1 , . . . , u jm j are randomly chosen
198
respectively from s i1 , . . . , s in i and s j1 , . . . , s jn j . This reduces the computational cost from 
201
Covariance Function and Prior Specification. We use the exponential covariance function to define the covariance between parameter settings (K θ ), spatial covariance for the emulator (K s ), and the spatial covariance for the discrepancy (K d ) with a nugget term. To be more specific, the covariance between the process at two parameter settings
where ξ θ = (ζ θ , κ θ , φ θ,1 , . . . , φ θ,q ), and ζ θ , κ θ , φ θ,1 , . . . , φ θ,q > 0. Likewise, the covariance 202 between the process at two spatial locations s and s for the emulator and the discrepancy 203 term are given by
,
respectively, with
denotes the distance between two points. In the climate model calibration problem in
207
Section 4, for example, g is the geodesic distance between two points on the earth's 208 surface.
209
The parameters inferred by the Bayesian approach in the calibration stage are κ s , on (1). In this section, we will discuss how the Godambe information matrix (Godambe, 227 1960) for estimating equations may be used to adjust for using the composite likelihood 228 when making inferences.
229
We first provide the asymptotic justification for the adjustment using the Godambe information matrix. We will show that, for large n and p, the mode of the approximate posteriorψ B n = arg max ψ π n (ψ) is consistent and asymptotically normally distributed with a covariance matrix given by the inverse of the Godambe information matrix. If we let p → ∞, then the emulator converges to the measurement-error model such that
where Y(θ) is the n × 1 vector of model output at the parameter setting θ and the 230 spatial locations s 1 , . . . , s n . This result holds as long as the computer model output 231 varies reasonably smoothly in the parameter space (Yakowitz and Szidarovszky, 1985) .
232
The model for observational data becomes
where Y * = Y(θ * ). The composite likelihood in (3) then has the following means and 234 covariances,
is the ith block mean of the computer model output at
T is the collection of all their block means.
237
We now show the consistency and the asymptotic normality of the posterior mode (i) (Consistency) The maximum composite likelihood estimator is consistent for ψ 0 ;
as n → ∞, where ψ 0 is the vector of true values of parameters in ψ.
(ii) (Asymptotic Normality) The asymptotic distribution of the maximum composite likelihood estimator is given by
where G n = Q n P −1 n Q n is the Godambe information matrix (Godambe, 1960) . P n is 243 the covariance matrix of the gradient c n and Q n is the negative expected value of the
244
Hessian matrix of c n , where both are evaluated at ψ = ψ 0 .
245
Proof. For a composite likelihood, it is sufficient to verify the same regularity conditions as n → 0 as n → ∞.
257
(ii) (Asymptotic normality) The density ofψ B n is asymptotically normal;
as n → ∞. tion, which may be important in finite sample inference.
269
For any of these methods, it is necessary to evaluate P n and Q n . See the appendix
270
for an example of their analytic computation. Note that Q n can also be obtained using eters in ψ. In order to evaluate P n and Q n under the correct probability model in (6),
274
we need to be able to estimate the true value ψ 0 accurately by the posterior modeψ as shown in (Shaby, 2012) , the difference between the two approaches is likely to be 293 minimal.
4 Application to UVic ESCM Calibration
295
We demonstrate the application of our approach to a climate model calibration problem.
296
The computer model used here is the University of Victoria Earth system climate model 
Simulated Examples
317
We conducted some perfect model experiments to answer the following questions: (i) Proposition 2 (i).
347
We also compared the adjusted composite posterior densities with different numbers 348 of blocks to examine the effect of the number of blocks on calibration results (Figure 2 ).
349
The results show that using more than 30 blocks introduce a slight bias for the posterior 350 mode which might be due to the reduced number of data points in each block. However, density becomes more dispersed as we increase the value of the sill.
356
We used informative priors for the statistical parameters, which is important to reduce 357 the identifiability issues occurring in the calibration based on observational data in Section 
Calibration using Observational Data
367
As an illustrative example, we calibrate the climate sensitivity using the observed spatial 
395
An attractive benefit of this general framework is that it is relatively easy, in principle,
396
to extend the approach to a more complicated and easy-to-interpret covariance model. 
Caveats
401
While our approach is helpful in mitigating computational issues for various calibration 402 problems, there is still more work to be done to make the computation more efficient.
403
As n continues to get large the number of spatial locations in each block may become 
410
Another possible issue is related to the use of a Gaussian emulator in place of the 411 true computer model in computing P n and Q n . Using a Gaussian process emulator,
412
we approximate not only the true computer model itself, but also its first and second 413 derivatives. In our particular example above, this does not cause any problem due to 414 very regular behavior of the computer model output with respect to the input parameters.
415
Note, however, that this may not be true in general and therefore P n and Q n calculations 416 may be inaccurate.
417
It is also worth noting that the asymptotic independence between input parameters 418 and discrepancy parameters does not usually hold in a finite sample. It is well known 419 that calibration models usually suffer from identifiability issues (Wynn, 2001) . One way 420 to avoid the issues is imposing discrepancy prior information on the discrepancy term that this is a common problem for many calibration problems as discussed earlier.
434
In this supplementary material, we describe the matrix computation for P n = Cov ċ n (ψ) and Q n = E c n (ψ) . For ease of computation, it is useful to rewrite the composite likelihood function when p = ∞ in the following way:
, where A i is a (n i − 1) × n i matrix such that
and a i is a (n i − 1) × 1 vector such that
is a n i × 1 vector containing all the n i observational data in the ith spatial block without omission, and Y [i] is a n i × 1 vector of model output at θ * defined in the same way. Omitting the part irrelevant to the data, the partial derivative of c n (ψ) with respect to the jth computer model parameter, θ * j , is given by
rameter being re-estimated. The partial derivative with respect to the kth parameter in 438 ξ, ξ k , can be written as
Note that inference on θ * , our main goal, requires only calculating the asymptotic zero cross-covariance in G n and are asymptotically independent due to normality. Let P * n 446 be a part of P n , which is the covariance matrix between partial derivatives with respect 447 to the parameters in θ * only. Likewise, let Q * n be a part of Q n that contains only the 448 negative expected Hessian of the parameters in θ * . For inference on θ * , it is sufficient to 449 compute P * n and Q * n instead of P n and Q n .
450
We compute the (k, l)th element of P * n by plugging inψ B n in place of ψ in the following 451 expression:
where Σ 
The (j, k)th element of Q * n is computed by substituting ψ withψ B n in the following 456 equation:
Computing P * n and Q * n requires finding the first-order derivatives of Y * 
The derivative term
is determined by the covariance function for the parameter space. For the exponential covariance function used in our example, the derivative is 
