One of the important tasks in solving data mining problems is finding frequent patterns in a given dataset. It allows to handle several tasks such as pattern mining, discovering association rules, clustering etc. There are several algorithms to solve this problem. In this paper we describe our task and results: a method for reordering a data matrix to give it a more informative form, problems of large datasets, (frequent) pattern finding task. Finally we show how to treat a data matrix as a graph, a pattern as a clique and pattern mining process as a clique extracting task. We present also a fast diclique extracting algorithm for pattern mining.
INTRODUCTION
One of the goals of data mining is knowledge discovering. There are several methods for that (Dunham, 2002; Fayyad et al., 1996; Hastie et al., 2001) . One well-known class of methods for solving this task is to reorder the data matrix to give it a more informative form, i.e. to see its inner structure as more typical and fuzzy parts of the data matrix (Bertin, 1981; Võhandu, 1989a) . Below we describe an algorithm of this class named "Minus technique" (Võhandu, 1989a) and give a small example of its using. Problems in the interpretation of results of the method for large data matrices allowed us to describe a new task to solve: develop a new method for frequent pattern extraction. As we had already developed a quite effective clique extracting algorithm based on the Monotone System Theory, we defined pattern mining as a clique extracting task and developed an effective method for that purpose.
Method for data matrix ordering
"Minus technique" is a simple method for N*M data matrix ordering (Võhandu, 1989a) . Below we will shortly describe the algorithm. First we order the rows and then the columns. To reorder the columns we can transpose the matrix and use the algorithm again. As a result we can easily see typical and fuzzy parts of the data Assume that we have a data matrix X(N, M), i=1,…,N, j=1,…,M. Every element Xij has a discrete value from an interval [1,K]. Algorithm S1. Calculate frequencies FT(t,j) for every variable's values t=1,2,…,Kj in columns j, where j=1,…,M S2. For every row i=1,2,…,N find the sums (weights) P(i) = Σ FT(t, j), j=1,…,M S3. Find R = min P(i); remember i S4. Eliminate row i from the matrix S5. If there are yet rows in the matrix then goto S1 else to S6 S6. Reorder matrix rows in the order of elimination S7. End
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As we can see, the reordered data matrix is more informative and is easier to interpret. To use this method there are no serious problems if the number of rows and columns is small (tens or hundreds of variables and observations). If the data matrix is large then it is harder to see the patterns and it means that we need some other methods for pattern mining.
FREQUENT PATTERN MINING
There are several algorithms to solve frequent pattern mining problem (Hand et al., 2001; Agrawal et al., 1994; Lin et al., 1998; Park et al., 1996; Võhandu, 1989b) . They mainly combine variables (candidates) by counting their frequencies. As we had already developed an effective method for extracting all cliques from undirected graphs based on other techniques (Kuusik, 1995) , we have chosen a different way. Below we show that we can use graph theory algorithms for frequent pattern mining as well.
PATTERN MINING AS A CLIQUE EXTRACTING TASK
Here we describe how to transform data matrix into a graph and describe a pattern as a clique. We can present this data matrix as a graph 
Data matrix as a graph

Pattern as a diclique
In general a pattern for the given variables V1, V2,..., Vm identifies a subset of all possible objects over these variables (Hand et al., 2001) . We can ask how to describe a pattern on a graph? It is a diclique. Diclique is a subgraph of the bipartite graph where all nodes of the parts A and B are connected together (Haralick, 1974) . For our example there are two dicliques with a frequency>2: 1) {(O1, O2); (V1=1, V2=2)}, 2) {(O2, O3), (V2=2, V3=1) (see Figure 2) . If the frequency > 1, then we have 5 dicliques: 1) {(O1), (V1=1, V2=2, V3=1)}, 2) {(O2), (V1=1, V2=2, V3=2)}, 3) {(O3), (V1=2, V2=2, V3=1)}, 4) {(O1, O2); (V1=1, V2=2)}, 5) {(O2, O3), (V2=2, V3=1)}. Now we can formulate pattern mining as a clique finding task: extract all dicliques from the bipartite graph G. If we find patterns with frequency (support) T (for example 75%), then the task on the graph is following: to find all dicliques with a degree on part A > N*T/100 ( in our case N*75/100).
For our example, if T=60%, i.e. frequencies are at least ⎡0,6*3⎤ =2 then we can extract 2 dicliques:
Are there effective algorithms to solve diclique extraction described by us? Yes, there are.
PATTERN MINING (DICLIQUE EXTRACTION) ALGORITHM
Before we describe the algorithm, we must say, that it an effective implementation does not need explicit data matrix transformation to the graph form. It can extract dicliques directly from initial data matrix. Algorithm is based on the Theory of Monotone Systems (Mullat, 1976; Võhandu, 1981) .
Description of the algorithm
In this algorithm the following notation is used: t the number of the step (or level) of the recursion FT t+1 frequency table for a set X t+1 ⊂ X t Pattern t vector of elements 'variable.value' (for example, V1.1 (V1 value equals 1)) Init activity for initial evaluation
As the algorithm does not combine variables then the main problem is to avoid repetitive extraction of extracted patterns. We use following techniques: zero in FT means that this value is not in analyze. Bringing zeroes down (from FT t to FT t+1 ) prohibits arbitrary output repetition of already separated pattern on level (t+1). Bringing zeroes up (from FT t+1 to FT t ) does not allow the output of the separated pattern on the same (current) level t+1 and on steps t, t-1, ..., 0. 
Advantages of the algorithm
General properties of the algorithm are as follows:
• The number of results (patterns) can be controlled via pruning with the T-level • Several pruning criteria can be used • Large datasets can be treated easily • For every pattern its frequency is known at the moment it is found, also other parameters based on frequencies can be calculated • It enables variables having a set of discrete values (not only binary data!).
CONCLUSION
We have developed an effective pattern mining algorithm on the basis of clique extracting algorithm using Monotone Systems Theory. It does not use candidate variables combining for pattern description, it treats a pattern as a diclique. Algorithm extracts only really existing in the data matrix patterns and uses simple techniques to avoid repetitive extracting of patterns. We implemented this algorithm to create a method named Hypotheses Generator for fast generating of association rules (Kuusik et al., 2003) . In the future we hope to find effective pruning measures to restrict the number of association rules.
