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Abstract
Water is the basis of all life, human well-being and economic development. It links together all
aspects of life on this planet- human and environmental health, food supply, energy and
industry. Wastewater is one of the most important sources of surface and ground water
pollution due to the chemical and biological pollutants that it contains and is the world’s
greatest killer. Some 1.8 million child deaths each year as a result of diarrhoea, the loss of 443
million school days each year from water-related illness and close to 2.8 billion people in
developing countries suffering at any given time from a health problem caused by wastewater.
Proper wastewater collection and treatment, not only can avert these problems, but also can
meet soaring demand- supply imbalances in fresh water through beneficial reuse of qualityeffluent produced at the wastewater treatment plants (WWTPs). Every $1 spent in sanitation
and wastewater treatment creates on average another $8 in costs averted and productivity
gained in the developing world.
In this study, endeavour is made to look for an approach to transform the operations and
management of WWTPs from existing ‘command and control’ licensing to managing in
compliance with ‘ecologically sustainable development (ESD)’ principle. This incremental
improvement is described in three parts:
Part 1 deals with improving effluent quality by reducing concentration of total suspended solids
(TSS) and oil & grease (O&G) using predictive artificial neural networks (ANN) models. It is
demonstrated that WWTP ANN models are able to predict effluent TSS and O&G
concentration, one to three days in advance, with fair degree of reliability for primary
sedimentation, chemically assisted primary sedimentation, biological activated sludge and
nutrient removal WWTPs, in spite of the very complex physical, chemical and biological
processes involved in wastewater treatment.
Part 2 explains how a regulatory and economic instrument such as ‘load- based- licensing
(LBL)’ can be used to measure ecological and human health impact for 25 major harmful
chemicals, present in WWTP effluent on the receiving water in terms of a performance
indicator, called ‘pollution unit (PU)’. PU takes into account the level of technology,
effectiveness of process and resource management and discharge load of 25 pollutants in
WWTP effluent and their harmfulness to human health and ecology, and the sensitivity of the
receiving water. PU also can be used to measure the environmental damage cost and licence
administration cost in $ for pollution caused by WWTPs. Under ‘polluter pays principle (PPP)’,
higher the number of PUs generated by a WWTP, the higher would be the pollution damage
cost to be paid by the WWTP.
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In Part 3, an integrated ISO9001 quality (QMS), ISO14000 environmental (EMS) and AS4801
occupational health and safety (OHS) management system, called IMS, is developed to enable
WWTPs to deliver improved environmental, economic and social performance (triple bottom
line, TBL) complying ESD principles. IMS achieves improved TBL performance through: (i)
identifying and defining customers, stakeholders, employees, regulators, processes, activities,
inputs and outputs for a WWTP and their performance targets for quality, environmental and
OHS; (ii) identifying, ranking and prioritising risks related to all elements in (i); (iii)
developing and deploying policy, strategy and pla n to address the risks; (iv) developing
systems, processes and procedures for operations and management of WWTPs; (v) monitoring
and measuring performance of WWTPs including auditing, benchmarking and independent
certification of IMS; and (vi) reviewing and continuously improving IMS to cost effectively
produce quality effluent, biosolids and residuals for beneficial reuse with minimum adverse
impacts on environment, human health and safety. In this way, IMS will enhance triple bottom- line (TBL) performance of WWTPs.
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Chapter 1: Introduction

1.1 Background
Water is the basis of all life, human well-being and economic development. It links together all
aspects of life on this planet- human and environmental health, food supply, energy and
industry. Although water is the most widely occurring substance on earth, only 0.65 % available
as freshwater (ground water- 0.62% and surface- 0.03%), 2.15% is locked up in glaciers and
permanent snow cover, while the remainder 97.2% is salt (ocean) water (Aplin, G., 1998). In the
20th century, population has increased by a factor of about three, whereas water withdrawals
have increased by a factor of about seven. Due to ever increasing industrialisation, urbanisation
and other anthropogenic activities, all aquatic resources including rivers, lakes, wetlands,
coastal waters and groundwater, are shrinking in their extent and the water quality is getting
highly degraded. For example, around 2 million tonnes of waste is disposed into receiving
waters daily (Aplin, G., 1998) across the world. Dirty water is both the world’s greatest killer
and biggest single pollution problem. Currently, one- third of the world’s population are in
medium to high water stress and this ratio is expected to grow by more than half by 2025
(UNESCO, 2003).
Human induced climate change due to global warming primarily because of accumulation of
‘green house gases (GHG)’ resulting from combustion of fossil fuels, large-scale deforestation
and the rapid expansion of irrigated agriculture, which has been estimated to raise the mean
surface temperature by 2.50 C and sea level by 0.5 m by 2100. Its estimated impacts are to
increase the number of deaths due to greater frequency and severity of heat waves, severe
drought and floods and spread of infectious diseases due to alteration in life cycle dynamics of
vectors and infectious parasites (WHO, 1997).
The problems of pollution, population growth and climate change, which are causing
tremendous changes in the quality and quantity of available freshwater, will radically affect how
we live our lives and will shape our future. The quality of water is critical to the health of the
environment, people and the economy and has major bearing on human activities, including
domestic, irrigation and industrial water supply, commercial fishing, recreation and tourism. For
humanity, ‘water crisis’ is both a symptom and a cause of poverty among a large percentage of
the world’s population and is the one that lies at the heart of our survival and that of our planet
Earth. Humankind has entered a crucial moment in time with respect to water; no longer a
resource that we can take for granted, water has become a key global challenge, the resource
that best exemplifies many of the earth's global imbalances and defines the terms of sustainable
development. The Mar del Plata conference (1977), the Rio and Dublin conference (1992), the
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Millennium Development Goals (MDG) in 2000, the Hague Ministerial Declaration of 2000,
the Dublin + 10 conference in Bonn (2001), Rio + 10 in Johannesburg (2002) and the 3rd World
Water Forum in Kyoto (2003) have all recognised and declared that fresh water (often referred
as ‘blue gold’) is a finite and vulnerable resource, essential to sustain life, development and the
environment. The United Nations’ has declared 2005- 14 as the ‘Decade for Action- Water for
Life’, a decade that emphasizes the central role that water plays in sustainable development.
Australia is the driest continent on earth in terms of total precipitation and runoff, and both
aspects vary widely in spatial and temporal dimensions. One- quarter of the continent
contributes to about four- fifths of the total runoff and about 85% of the meager precipitation is
lost in evapotranspiration (Aplin, G., 1998) and for the bulk of the continent, evaporation
exceeds rainfall on a yearly basis (Nevill et. al., 2005). Most Australian river systems are
currently over- allocated, 40% show clear sign of degradation such as hosting the world’s
longest algal bloom in 1991 (Poh- Ling, 2005) and it is estimated that within 20 years, drinking
water in Adelaide will fall below WHO salinity standards in two days out of five (Lyster, 2005).
There has been an exponential increase in wastes and emissions from anthropogenic activities
due to increase in population, changing life style and consumption pattern of goods and
services, and the resulting environmental problems have gained global character, e.g. global
warming and discharge of municipal and hazardous wastes into the natural receiving
environments at levels far above carrying capacities of earth. Wastewater is one of the most
important sources of surface and ground water pollution and poor sanitary condition around the
world due to the chemical and biological pollutants that it contains. Water pollution imposes a
range of costs on the community. Examples include increased morbidity and mortality, reduced
quality of life, direct health expenditures, lost earnings, reduced productivity for a range of
industries, reduced recreational opportunities, preventive expenditures, reduced biodiversity and
ecological damage. Poor sanitation in the developing world and effluent discharges and sewage
overflows from wastewater treatment plants (WWTP) and sewerage reticulation networks in the
developed world are the major source of water pollution. In recent decades, there is an everincreasing awareness in the society about the ecology, environmental protection and sustainable
development issues.
In this thesis, the transformation of WWTPs from existing ‘command and control’ licensing to
managing in compliance with the ESD, has been discussed in three parts and they are:
Part 1 Artificial Neural Networks (ANN) Modeling- to improve the concentration of most
common pollutants, that is, total suspended solids (TSS) and oil & grease (O&G) in effluent
from WWTPs using ANN models under ‘command and control licensing’;
Part 2 ESD and PPP: (a) to explore the history of evolution of ecologically sustainable
development (ESD) principles in NSW and Australia; and (b) to improve the effluent quality
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and to minimise the environmental and human health impacts from effluent discharges from
WWTPs using ‘polluter pays principle (PPP)’ under ‘load- based- licensing’;
Part 3 Integrated Management Systems (IMS)- to develop a framework to integrate ISO9001
quality (QMS), ISO14000 environmental (EMS) and AS4801 health and safety (HS)
management systems at the WWTPs to deliver improved environmental, economic and social
performance (triple bottom line) in compliance with the ESD principles.

1.2 Significance of the study
1.2.1 ANN modelling of WWTPs for improving effluent quality
Until recently, the “end- of- pipe” (i.e. treatment and disposal of pollutants after they are
produced) approach has been the main strategy for managing environmental problems. There
are numerous wastewater treatment technologies and the most predominant ones that cover the
bulk of the ‘end- of- pipe’ wastewater treatment across the world, range from simple primary
sedimentation (PS) to more complex chemically assisted primary sedimentation (CAPS), to
advanced biological activated sludge process (ASP ) and finally the most advanced tertiary
biological nutrient removal (BNR) treatment technology. In order to meet the soaring demandsupply imbalances for watery, water conservation, demand management and beneficial recycle
and reuse of effluent from wastewater treatment plants (WWTPs) are the most promising
options. The existing environmental protection licensing (EPL) system for wastewater treatment
plants around the world are based on the ‘command and control technique’, focussing primarily
on controlling the concentration of pollutants in discharges applying ‘emission standard’ and
‘technology standard’.
Moreover, pollution of beaches and loss of recreational water amenity by effluent from coastal
wastewater treatment plants (WWTP) has been a problem worldwide. Effluent total suspended
solids (TSS) and oil and grease (O&G) of sewage origin have been identified as major
components causing beach pollution, both in Sydney and elsewhere. TSS has been defined as
solid materials that are retained on 2 µm nominal pore size glass- fiber filter paper, which has
been subsequently dried at a constant temperature of 103- 1050 C. O&G is defined as any
material recovered from sewage or effluent that is soluble in a mixture of 80% n-hexane and
20% methyl- tert-butyl- ether. O&G forms surface slicks and thus reduces sunlight penetration
and surface reaeration of water, making water aesthetically unattractive and affects the marine
ecosystem. TSS and O&G are: (i) the most common environmental, public health and
regulatory performance indicators for WWTPs worldwide; and (ii) surrogate indicators of
biochemical oxygen demand (BOD), chemical oxygen demand (COD), heavy metals and fatsoluble harmful organics such as pesticides and PCBs, and microbiological water quality e.g.
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faecal coliform and streptococci count of effluent. Therefore, in the first part of this thesis,
research effort is directed towards improving the TSS and O&G concentration in the effluent
from WWTPs to cater for: (i) complying with the concentration limits for TSS and O&G in the
WWTP licence, regulated by the environmental protection authority (EPA); (ii) facilitate
effluent recycle and reuse through improvement in effluent quality; (iii) improve recreational
water qualities in beaches and streams; and (iv) reducing pollution fees for WWTP under the
‘polluter pays’ based load- based- licensing (LBL) in NSW, where WWTP is to pay an amount
of pollution fees which could be as high as A$ 518 per tonne of O&G and A$ 273 per tonne of
TSS discharged into the receiving waters (Raha, 2006f).
Therefore, from the environmental, human health and economic perspectives, minimising the
discharge of effluent TSS and O&G concentration from WWTP is considered the best option.
Wastewater treatment processes, consisting of a sequence of complex physical, chemical and
biochemical processes, and their dynamics are non- linear and usually time- varying. This is ,
due to a number factors, for example, the influent wastewater flow and composition follow
dynamic patterns that are related to watershed and service area characteristics such as city scale,
life style and demography, and local hydrologic and meteorological conditions. As a result, in
waste water treatment, each process is governed by complex non- linear relationships between
numerous physical, chemical, biological and operational parameters. Other problems associated
with WWTPs are: (i) hydraulic and pollutants load variations constitute major portion of the
operating life of a WWTP and most of the observed non- compliance with the environmental
protection regulations are due to these load transients; (ii) chemical and biological analysis of
some of the pollutants in the effluent, such as BOD, can take as much as 5 days; and (iii) lack of
reliable on-line sensors, their fouling, maintenance and calibration. Effective control of the
dynamic behaviour of a unit process, or of the entire treatment plant, depends on three factors:
(i) the ability to observe the state of the process and its response to various perturbations (i.e.
monitoring); (ii) the ability to relate causes (inputs and controls) to effects (outputs, responses);
and (iii) the capacity to act by manipulating the causes (control inputs) to correct undesirable
effects or bring about more desirable effects. With these objectives, there has been a shift of
focus in wastewater treatment from plant design and construction to plant operation, process
control and operational optimisation in recent times, and modelling of WWTP has received
considerable attention lately.
In recent times, various approaches to model WWTPs such as statistical methods, knowledgebased system (KBS), conventional mechanistic models, mathematical kinetic models and expert
systems (ES) have been tried, but with very limited success.
The statistical techniques are limited in that they always require the assumption of a certain
functional form for relating dependent variables to independent variables. When the assumption
of the functional form is incorrect, the model is flawed. The most widely used statistical model
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in water and wastewater modelling, is the ARMA (autoregressive moving average) model,
which requires the data to be stationary and to follow normal distribution.
The KBS approach requires a thorough understanding of physical, chemical and biological
factors in sewage treatment and their interactions and this is a very difficult, if not impossible
task.
ES consists of a set of rules, defined by a domain expert, that are linked with the historic
database of the treatment system, are usually in the form of <IF- THEN-ELSE> statements,
rather than expressed by general mathematical relationships. Shortcoming of this approach is
that the ES is as good as the expert that wrote the rules; frequently the number of rules and their
generality are too rudimentary for the description of complex phenomena. There is also the
question of the availability of experts on certain systems, or, worse, different experts may have
divergent opinions or experience on certain phenomena and are hard to reconcile in the ES. ES
is very elaborate and extremely expensive to develop.
The current derivation in conventional mechanistic models for sewage treatment is always based
on the assumption of “steady state”. Consequently, the mechanistic model equations seldom
reflect their capabilities involving simulation and prediction of a dynamic waster water
treatment process.
Models that are deterministic, such as the mathematical kinetic model like the IWA Activated
Sludge Model No. 1 (ASM1) and Model No. 2 (ASM2), relying on a large number of
differential equations, stoichiometric parameters and kinetic coefficients to describe the
wastewater treatment process, e.g. ASM1 requires around 20 parameters and AMS2 over 60
parameters. Moreover, these kinetic parameters are influenced by changes in sewage quality,
number of microorganisms involved, water temperature, etc. Among these, quite a few
parameters are very difficult and time consuming to estimate, partly due to the limitation of
available measurement technique and a large number are not routinely measured even by large
wastewater utilities. This weakens the very foundation upon which deterministic models are
built and their application in real- time control of WWTPs.
As the above approaches has achieved very limited success and as a result, process control in
the wastewater treatment industry is not model based, but rather relies upon a set of loosely
defined heuristics in combination with the expert knowledge of plant operators.
Artificial neural networks (ANN) avoid several of the disadvantages of the other techniques, by
learning from plant historical data; no human expert, no specific knowledge, and no developed
model are needed; the resulting network is fairly robust against process noise or instrumentation
bias. WWTP specific behaviour is automatically learned, both as expert rules and in the process
model. ANN is an artificial intelligence modelling technique, which has the ability to map the
relationship between influent and effluent parameters, resulting in a process model that is based
on full- scale historical operational data of a WWTP. ANN model form is determined from the
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data themselves, thereby eliminating the need to choose an appropriate functional form of the
relationships a priori. Among the most commonly used modeling techniques in wastewater
treatment such as multivariate regression, time- series (e.g. Box- Jenkins), knowledge based
systems, mechanistic models and the ANN, the prediction performance of ANN models have
also been proven to be better. ANN models can potentially contain a great deal of information
about the system itself, including the same type of information contained in conventional
deterministic models.
Based on the literature review for applications of ANN in wastewater treatment, the following
unexplored areas have been identified.
Application of ANN for primary and chemically assisted primary wastewater treatment plants
(WWTP) has not yet been investigated. However, it is important to note that wastewater
treatment in major populous coastal cities are dependent on these treatment technologies, for
example, 80% of the total 1400 ML/day average dry weather flow (ADWF) of wastewater in the
Sydney region, serving more than 20% of total Australian population, are treated in the PS and
CAPS WWTP (Sydney Water, 2003).
Previous studies did not consider the impact of variation in raw sewage flowing into a WWTP
over every day of the week (Sunday to Monday) and its influence on effluent quality, depending
upon the people’s life style, demography, local hydrologic and meteorologic conditions in the
WWTP catchments.
No research in modelling to predict effluent oil and grease from WWTPs, has been documented
in the published literature; however, O&G is one of the major cause of poor recreational water
quality and pollution in beaches (Water Board, 1995; CWW, 1994; Sydney Water Board, 1987)
in Sydney, Australia and across the world.
In previous studies, the prediction of effluent quality by ANN models has been confined to
maximum one-day advance prediction. One day is considered as relatively short for WWTP
operators to take preventive action at the treatment plant and networks to avoid: (i) poor effluent
quality; (ii) regulatory licence breach; and (iii) above all the impact on water environment and
human health.
ANN prediction studies so far are limited to individual unit processes, such as activated sludge
process (ASP) or sequential batch reactor; previous research studies did not consider the whole
WWTP, as one system (comprising of screening, grit removal, primary sedimentation, activated
sludge, sequential batch reactor, disinfection unit processes), that, under the influence of varying
sets of inputs, will respond by producing different sets of outputs.
None of the ANN modelling studies for activated sludge process (ASP) and BNR, has
considered all the inputs (process variables, influent and effluent quality, physical and
meteorological parameters) such as: (i) raw sewage flow; (ii) TSS- raw, settle sewage and
effluent; (iii) pH- raw, settle sewage, mixed liquor and effluent; (iv) COD- settle sewage; (v)
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temperature; (vi) rainfall; (vii) MLSS; (viii) MLVSS; (ix) SVI; (x) RASSS; (xi) RASVSS; (xii)
DO; (xiii) RAS recycle rate; (xiv) clarifier sludge blanket depth (SBD)- which are considered as
the variables to be monitored for best practice operations of activated sludge process.

1.2.2 ESD and PPP to minimise environmental impacts from WWTPs
Since 1970s, the pollution control lic ensing under ‘command and control’ has contributed
significantly in protecting the water environment from pollution by effluent discharges from
WWTPs. However, this is effective in controlling only the acute impacts on the environment
but not the chronic and cumulative environmental impacts. Command and control based
licensing: (i) do not encourage conservation, recycle or re-use of water; (ii) weak in stimulating
ongoing improvement in environmental performance beyond mere compliance with the required
minimum level of performance; (iii) the fees are a fixed and unavoidable cost to industry; (iv)
fees were not directly linked to pollutant loads and were very small compared to the costs of
abating pollution; (v) good environmental performers were disadvantaged to the extent that they
commit more resources to abatement measures than their competitors; and (vi) the cost of
environmental harm caused by pollution was borne by the wider community (externality), and
there were no attempt to internalise the costs of polluting activities.
Therefore, a more holistic and integrated approach is required to address water pollution from
wastewater treatment plants.
Therefore in part 2 of this thesis, research endeavour is put into: (i) exploring the evolution of
‘ecologically sustainable development (ESD)’ principles in NSW and Australia starting from
Stockholm Conference in 1972 to Rio Conference in 1992 and to Johannesburg Summit in
2002, in order to understand the concept of sustainable management of wastewater treatment
plants much more clearly; and (ii) the application of ‘polluter pays principle (PPP)’ in
wastewater treatment plant to address the chronic and cumulative environmental impact from its
effluent discharges into receiving .waters.
To date there are mounting evidence of unprecedented environmental degradation. This urgency
has lead the emergence of modern international and national environmental law, which would
seem to be based upon two principles- ‘the principle of the permanent sovereignty of states’ and
‘the principle of sustainable development’. Sustainable development is defined as: (i)
“development that meets the needs of the present without compromising the ability of future
generations to meet their own needs; or (ii) “improving the quality of human life while living
within the carrying capacity of supporting ecosystems”. However, Australia has adopted the
principle of ecologically sustainable development (ESD), based on: (i) precautionary principle;
(ii) intergenerational equity; (iii) biological diversity and ecological integrity; and (iv) improved
valuation of the environment.
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The polluter- pays principle (PPP) means ‘pollute less, pay less; pollute more, pay more’ and
thus ensuring that polluters pay the full cost of their polluting activities including pollution
prevention, control and pollution damage costs. These costs include abatement costs,
environmental protection regulation compliance and administration costs, and external pollution
costs (that is, the costs of environmental damage resulting from discharges). PPP is the way for
implementing the principles of ecologically sustainable development (ESD) through
implementing improved pricing and valuation of environmental resources and conservation of
biodiversity and ecological integrity. Current environmental protection legislation around the
world normally regulates the concentration of pollutants in effluent from industries and
businesses, for example, WWTP. The concentration limits for pollutants discharged in the
effluent can only prevent acute impacts on the environment. However, limiting the load
(kg/year) of pollutants discharged into waters can also control chronic and cumulative impacts
of pollutants on receiving water environment. LBL takes into account the level of technology,
effectiveness of process and resource management and discharge load (DL) of polluters (feerate-threshold, FRT); the pollutants’ harmfulness to human health, ecology and aquatic
environments (pollutant weightings, PWs) and the sensitivity of the receiving waters (critical
zoning factor, CZ). It reflects chronic, cumulative and acute impacts of pollutants on human
health, ecology and the environment. The pollution fee under LBL will tend to reflect the
marginal environmental damage cost of pollution over time. Thus LBL shifts the environmental
costs of pollution from the community to those who pollute and it helps to protect, maintain and
enhance the natural environment.
Application of LBL in wastewater treatment plants is explored in great depth in chapter 8 of the
thesis.

1.2.3 Integrated management systems to manage WWTPs in compliance with ESD
So far this thesis has dealt with technical aspects of environmental performance improvement of
wastewater treatment plant through: (i) improving effluent quality using ANN modelling; and
(ii) application of load- based- licensing (LBL) to calculate the environmental damage cost of
pollution. To manage a wastewater treatment plant in compliance with ESD principles, it needs
to encompass the leadership (policy and commitment), strategic and operational management of
its processes and activities. ISO 14000 environmental management systems (EMS) have already
established itself as a very useful tool for managing pollution prevention, compliance with
environmental regulation and continuous improvement of its processes and activities for
enhanced environmental performance of WWTPs. In the final part of this thesis, an integrated
framework for ISO 9000 quality management systems (QMS), ISO 14000 EMS and AS 4801
occupational health and safety (OHS) management systems (MS) for WWTPs is developed.
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ISO 9001 QMS has its focus on customers’ satisfaction and lowest life- cycle- cost of operation.
ISO 14000 EMS focuses on environmental conservation, protection and enhancement. AS 4801
OHSMS focuses on safety, health and welfare and wellbeing of employees, contractors, service
providers and the society in general. Therefore integrating the QMS, EMS and OHSMS
together, it is expected that the wastewater treatment plant will deliver a well- balanced
environmental, economic and social outcome (triple bottom line), which is at the heart of
sustainable management of wastewater treatment plants.

1.3 Aims and objectives
The aim of this study is to progress the operation and management of a wastewater treatment
plant (WWTP) from pollutant concentration limits- based ‘command and control’ licensing
through load- based licensing to achieving ESD applying integrated quality, environment and
OHS management systems. This transformation has been planned in three distinct parts of
exploratory research. In part 1, it is endeavoured to improve the effluent quality (TSS and
O&G) from a WWTP applying artificial neural networks (ANN) model. In part 2, evolution of
ESD in NSW and Australia, and the application of ‘polluter pays principle (PPP)’ through load
based licensing (LBL) are researched. Finally, in part 3, an integrated quality- environmentOHS management systems framework for a WWTP is developed for managing its operations
and processes in compliance with the ESD principles.
Specific objectives of part 1 involving ANN modelling of WWTP are:
-

to explore the feasibility and evaluate the capability of ANNs to model primary, chemically
assisted primary sedimentation (CAPS), activated sludge and biological nutrie nt removal
(BNR) wastewater treatment plants.

-

to predict effluent O&G one, two and three days in advance from a primary and CAPS
WWTPs using ANN models.

-

to predict effluent TSS from primary, CAPS, ASP and BNR WWTPs, one, two and three
days in advance.

-

to compare the performance of ANN models for predicting effluent TSS, one, two and three
days in advance for a primary, CAPS, ASP and BNR WWTP.

-

to determine the significant input parameters which influence the prediction of effluent TSS
and O&G for a primary, CAPS, ASP and BNR WWTP.

Part 2 dealing with ESD and PPP, the objectives are:
-

to explore the history of evolution of ecologically sustainable development (ESD) in NSW
and Australia.

-

to develop a holistic environmental performance indicator for WWTPs, called ‘pollution
unit (PU)’, based on risk management principles.
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-

to develop the concept of pollution damage cost in economic ($) terms for receiving water
environment from effluent discharges from WWTPs.

-

to determine and compare the environmental performance of a primary, CAPS, ASP and
BNR WWTP.

Finally in part 3, the specific objectives are:
-

to explore the merits and demerits of ISO 14000 environmental management systems
(EMS) implemented in industries and businesses around the world, based on literature
review.

-

to develop a framework of an integrated quality- environment- OHS management systems
framework for WWTPs.

1.4 Scope and structure of thesis
Research work for this thesis is focussed on four wastewater treatment plants (WWTP) with
four different, yet most popular process technologies and their effluent are discharging into
waters of varying sensitivity. The four WWTPs are: (i) Northern WWTP, a primary
sedimentation plant; (ii) Central WWTP, a chemically assisted primary sedimentation (CAPS)
WWTP; (iii) Southern WWTP, a biological activated sludge process (ASP) WWTP; and (iv)
Western WWTP, a biological nutrient removal (BNR) WWTP. For ANN modelling, each
WWTP is considered as a system, comprising of a number of unit processes (Table 1.1).
Process variables that are measured daily and for which data were collected for this study are
presented in Table 1.2. Brief process description and process flow diagrams of Northern,
Central, Southern and Western WWTPs are presented Figures 4.2, 4.4, 4.6 and 4.8 respectively.
Part 1 of this research is restricted to ANN model development for: (i) predicting effluent O&G,
one, two or three days in advance, for the Northern and Central WWTPs; and (ii) predicting
effluent TSS, one, two or three days in advance, for the Northern, Central, Southern and
Western WWTPs.
ANN provides a means of computation inspired by the structure and operation of the brain and
central nervous system. The goal of ANN is to map a set of input patterns onto a corresponding
set of output patterns by first learning from a series of past examples defining sets of input and
output for the given system. The network then applies what it has learned, to a new input pattern
to predict the appropriate output. They require minimal specific knowledge of the intrinsic
processes of the system under study. ANNs may be treated as universal function approximators,
that are capable of finding relationships between potentially high dimensional, highly nonlinear data sets with its ability to generalize, and the optimal ANN model form is determined
from the data themselves, thereby eliminating the need to choose an appropriate functional form
of the relationships a priori. ANNs operate as a parallel computer, which consists of a number
10

of processing elements (PEs) that are interconnected and are analogous to the biological neurons
in the brain. In feed-forward networks, the PEs is arranged in layers: an input layer, one or more
hidden layers, and an output layer.
Various activities carried out to accomplish the research objectives as stated in section 1.3 are:
-

Literature reviews on: (i) the application of artificial neural networks (ANN) in wastewater
and water treatment; (ii) operations of primary, chemically assisted primary, biological
activated sludge process and biological nutrient removal treatment plants and treatment
process parameters that influence and impact effluent TSS and O&G from these plants.

-

Planning and implementation of sampling, monitoring and measurement of treatment plant
inputs, process and outputs parameters.

-

Quality assurance (QA) of collected data for data integrity and validation.

-

Varying ANN model configuration, internal parameters and training and test data sets to
identify the simplest and best performing ANN models which could predict effluent TSS
and O&G, one, two and three days in advance with least error.

-

Analyse and compare performance of best performing ANN models in predicting effluent
TSS for primary, CAPS, ASP and BNR wastewater treatment plants.

-

Carrying out sensitivity analysis for input parameters for each ANN models to determine
the significant model inputs that influence the prediction of effluent TSS and O&G.

In part 2 of this research on evolution of ESD in NSW and application of polluter pays
principle, the scope of the current study are: (i) review of literature on history of sustainable
development internationally and in Australia; (ii) literature review on ‘polluter pays principle’,
market- based environmental instrument and load- based licensing; and (iii) development of
water pollution measurement indicator, that is, ‘pollution unit (PU)’; PU needs to measure the
environmental pollution from any WWTP taking into account the level of technology,
effectiveness of process and resource management and discharge load (DL) of pollutants, the
pollutants’ harmfulness to human health, ecology and aquatic environments and the sensitivity
of the receiving waters; it needs to reflect chronic, cumulative and acute impacts of pollutants
on human health, ecology and the environment; and (iv) determination of PU for Northern,
Central, Southern and Western WWTPs and their comparative assessment; and (v) calculation
of pollution fees for environmental pollution due to effluent discharge from Northern, Central,
Southern and Western WWTPs.
The final phase 3 of the thesis has its scopping for: (i) literature review on the implementation
of ISO 14000 EMS; (ii) review of ISO 9001 quality management systems (QMS), AS 4801
occupational health and safety management systems (OHSMS) and AS 4360 Risk Management
Standards; and (iii) developing a framework for integrated quality- environment- OHS
management systems for wastewater treatment plants.
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Table 1.1 Wastewater treatment unit processes at the WWTPs
Sl
No.
1
2
3
4
5
6
7
8
9

Unit Process
Screening
Grit Removal
Primary sedimentation
Activated sludge biological treatment
Secondary sedimentation
Chlorine disinfection
Anaerobic sludge digestion
Centrifuge sludge dewatering
Sodium metabisulphite dechlorination

Northern
WWTP
v
v
v

Central
WWTP
v
v
v

Southern
WWTP
v
v
v
v
v
v
v
v

v

Western
WWTP
v
v
v
v
v
v
v
v
v

v

Table 1.2 Monitored and measured process parameters for WWTPs
Sl
No.
1
2
3
4
5
6
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26

Process Parameters

Unit

Daily raw sewage inflow
Daily treatment bypass Flow
Rainfall in the WWTP catchment
Total suspended solids (TSS)
- raw sewage
- primary effluent
- final effluent
Chemical Oxygen Demand (COD
- primary effluent
- final effluent
pH
- raw sewage
- primary effluent
- final effluent
Coagulant (Ferric chloride) dosing rate
Flocculant (Polymer) dosing rate
Process Temperature
Mixed liquor suspended solids (MLSS)
Mixed liquor volatile suspended solids
(MLVSS)
Sludge Volume Index (SVI)
Dissolved oxygen concentration (DO)
Return activated sludge suspended solids
(RASSS)
Return
activated
sludge
volatile
suspended solids (RASVSS)
Sludge blanket depth (SBD)
Disinfectant chlorine dosing rate
Sodium metabisulphite dosing rate
Oil and Grease (O&G)
-raw sewage
- effluent

kL/d
kL/d
mm
mg/ L

North.
WWTP
v
v
v
v
v
v

Central
WWTP
v
v
v

South.
WWTP
v
v
v

West.
WWTP
v
v
v

v
v
v

v
v
v

v

v
v

v
v

v
v
v
v

v

v
v
v

v
v
v
v
v
v

v

mg/L

v
v
v

v
v
v
v
v
v

mL/g
mg/L
mg/L

v
v
v

v
v
v

mg/L

v

v

v
v

v
v

mg/ L
mg/ L
0
C
mg/L
mg/L

mm
mg/L
mg/L

v

v
v
v

v
v

v
v
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Chapter 2: Artificial Neural Networks
2.1 Introduction
The human brain is the most complex computing device known to man. The brain’s powerful
thinking, remembering, and problem-solving capabilities have inspired many scientists to
attempt computer modelling of its operation. Problems tackled by humans are immensely
parallel, requiring concurrent processing of information to provide a solution. The parallel
processing nature of the brain, rather than speed, is the important feature, which makes our brain
so efficient in recognising patterns and simplifying complex tasks (Beale, 1990). The brain has
a novel way of processing information, utilising vast numbers of neurons whose individual
processing capabilities are quite limited. These neurons are linked by and transmit information
via electrochemical pathways. The resulting neural network is able to learn by adjusting the
strength of the pathways. As a result, parallel computation can occur and memory is represented
by the strength of the connections between neurons. The field of artificial intelligence (AI) was
developed to harness the power of computing with the goal of emulating a highly efficient
computer- the human brain. One group of researchers has sought to create a computer model
that matches the functionality of the brain in a very fundamental manner; the result has been
neural computing. In this chapter, a brief history of evolution of the artificial neural networks
(ANN), originally based on the principle of biological or natural neural networks (NNN), is
presented. Operations of ANN including its learning process, its distinction from other forms of
computing models and the essential elements of ANN model are also discussed. The process of
learning by ANN models, its particular usefulness in wastewater treatment modelling and the
constraints associated with it, are also elaborated.

2.2 Biological or Natural neural networks
Biological or natural neural networks (NNNs) are basically the information processing structure
of nature, which enables the learning of complicated relationships and patterns from potentially
incomplete information sources. A complex array of interconnected elements known as neurons,
are responsible for the processing of information. Neurons are the communication links of the
brain and behave essentially as microprocessors. Each neuron receives the combined output of
many other neurons through input paths called dendrites The functions of a neuron are to
receive, integrate and transmit information. The length of neuron varies greatly from about 0.01
mm for human brain to about 1 mm for neurons of the limbs. A typical neuron, as shown in
Figure 2.1, is comprised of a cell body (soma) that is connected to adjacent neurons via axons.
An axon is a long thin fibre that transmits signals away from the soma to other neuron. Axons
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can branch off in many directions, forming a dendritic tree for multiple communication links; a
feature that enables the parallel processing of information by the brain.
Neuron
Dendrites
Nucleus

Axon
Synapses
Axon

Figure 2.1 Typical structure of a Biological Neuron
The Soma is often referred to as the cell body and it contains both the cell nucleus and
“chemical machinery” common to most cells. The soma receives electrochemical inputs from
adjacent neurons. It is responsible for the summation of such inputs before deciding whether to
‘fire’ its own electrical signal (Weiten, 1998). If summation is greater than a threshold value,
then the neuron generates an action potential. When neuron produces a potential, a signal is then
transmitted to nearby neurons. Axons are analogous to electrical cables, responsible for the
transmission of the electrical activity from one neuron to the next (Baev, 1998). On the end of
an axon is cluster of terminal buttons. Chemicals termed as “neurotransmitters” are secreted
from the terminal buttons. In neural biology, a synapse is a junction where information is
transmitted from one neuron to another. A single neuron may have 103 to 104 synapses,
receiving information from thousands of neurons. Two neurons are not in direct contact with
one another. Instead, they are separated by the synaptic cleft, a microscopic gap between the
terminal button of one neuron and the cell membrane of another neuron (Schalkoff, 1997). The
neuron sending the signal is termed the ‘presynaptic neuron’, while the neuron receiving the
signal is termed the ‘postsynaptic neuron’. Synaptic vesicles are the small sacs in the terminal
button storing chemicals. The vesicle is fused to the membrane of the presynaptic cell. During
signal transmission, the vesicle’s contents spill into the synaptic cleft. The secreted chemicals
(neurotransmitters) diffuse across the synaptic cleft to post synaptic membrane, eventually
binding with the postsynaptic membrane at ‘receptor sites’. Such sites are “tuned” to respond to
selected neurotransmitters. The reactions occurring in cell membranes result in the generation of
postsynaptic potential (PSP). Once the PSP has been generated, the enzymes metabolise
(convert) neurotransmitters bound to receptor sites into inactive forms, which can then be
“sponged” up by presynaptic neuron. NNNs consist of tens of billions of densely interconnected
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nerve cells (neurons) with trillions of interconnections, is able to learn quickly from experience
and is generally superior to any existing machine in tasks involving recognition, learning and
control (Hsu et al, 1995).
The structure and operation of natural neural networks is addressed by numerous authors
(Vemuri 1988; Hetcht-Nielsen, 1988, Hertz et al., 1991). The cerebral cortex or the human brain
is an example of a natural neural network. The structure of human brain is extremely complex.
Whilst the function of a single neuron is relatively well understood; the collective role of
neurons within the conglomeration of cerebrum elements is less clear and is a subject of avid
postulations (Bebis and Georgiopolous, 1994).

2.3 Artificial neural networks (ANN)
Artificial neural network (ANN) models, also known by other names such as connectionist
models, parallel distributed processing (PDP) and neuromorphic systems, is a branch of
artificial intelligence (AI). They are mathematical models of theorised mind and brain activities,
which attempt to exploit the massively parallel local processing and distributed storage structure
of the human brain and the central nervous system (Haykin 1994). Artificial neural networks are
loosely based on the structure of natural neural networks but only exhibit a very small portion of
their capabilities. A neural network is characterized by its architecture that represents the pattern
of connection between nodes, its method of determining the connection weights, and the
activation function (Fausett, 1994). Like natural or biological neural network (NNN), they
consist of interconnected processing elements (neurons) and satisfy the “locality constraint”,
which means that processing elements are only allowed to receive information supplied locally.
As a result, the input to a processing element can only be directly affected by a node connected
to its input path. In ANN, processing elements (PE) or nodes are equivalent to neurons in NNN.
Processing elements are usually analog, non-linear and possess a small local memory and are
slow compared with advanced digital circuitry. Individual processing elements are usually
arranged in layers. Two of these layers, the input buffer (layer) and the output buffer, are
connected to the environment. Data is presented to the network at the input buffer and the
response to the input is presented at the output buffer. The layers in-between the input buffer
and the output buffer are called hidden layers. Hidden layers enable the network to cater to nonlinearities. At each node (PE) in a layer the information is received, stored, processed and
communicated further to nodes in the next layer (ASCE 2000a). Each neuron is connected to
every other neuron in adjacent layers by a connection weight, which determines the strength of
the relationships between two connected neurons. The output from a neuron is multiplied by the
connection weight before being introduced as input to the neuron in the next layer. Nodes in the
various layers are either fully or partially interconnected. Each connection has associated with it
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a particular adaptation coefficient or “weight” representing the synaptic strength of neural
connections. Different values of weights represent connections of varying strength. A zero
weight represents the absence of a connection and a negative weight represents an inhibitory
relationship between two PEs. These weights are adjusted using a learning rule. Alone, each
neuron can perform only the simplest of operations. When assembled into an interconnected
network, or architecture, however, the neurons become part of a powerful modelling system.

2.3.1 Brief historical overview of ANN development
Neural research has usually been pursued in conjunction with researches in psychology and
neuro- physiology. The first formulation of the theory on neural computing can be credited to
McCulloch and Pitts (1943) with the proposed model of a neuron, the basic processing element
of ANN and thereafter active research in ANN followed (Hebb, 1949; Rosenblatt, 1958;
Widrow and Hoff, 1960). Rosenblatt (1962) at the Cornell University published the
“perceptron” concept in neural computing. Minsky and Papert (1969) of MIT, caused a
pessimism and thereby, caused a dark age over the next two decades in the application of ANN.
Later when John Hopfield showed that the hierarchical ANN could overcome the perceptron’s
problem (Hopfield, 1982), the investigation in this area was reactivated. Thereafter, Rumelhart
et al. (1986a) of Stanford University, presented the generalised delta rule, or back- propagation
algorithm (BPA), and demonstrated its capability in training a multi- layer ANN. Soon,
researchers recognised the capability of BPA in overcoming many limitations of the earlie r
algorithms, and the modern renaissance in ANN followed. Artificial neural computing is
implemented in the so-called artificial neural systems (also denoted as artificial neural
networks). ANNs are defined as “massively parallel interconnected networks of simple elements
and their hierarchical organizations which are intended to interact with the objectives of the real
world in the same way as biological nervous systems do” (Kohonen, 1988). Because of their
performance and effectiveness in problem-solving applications, ANNs have fascinated
researchers in a variety of engineering and scientific fields, such as dynamic systems modelling,
control, artificial intelligence and pattern recognition, and in general applications that require
extremely complex algorithms, or that are impractical to solve otherwise.

2.3.2 ANN and other forms of computing
Artificial neural networks differ from conventional computing and other forms of artificial
intelligence such as expert systems in a number of ways. These differences are:
§

The knowledge of artificial neural networks is distributed and is stored in the
interconnections between the processing elements. The memory of the network is
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represented by the connection weights. On the other hand, the knowledge of expert systems
is represented by its rules.
§

ANN process information in a parallel manner whereas von Neumann computers process
information sequentially.

§

ANNs are very robust or fault tolerant. If some processing elements or the links between
them are damaged or disabled, the overall performance of the network is not degraded
significantly. This property arises from the fact that information is distributed and not
contained in one place. In comparison, traditional computers are completely disabled by
minimal damage to memory.

§

In order to program conventional von Neumann computers, an algorithm is required.
However, for many complex problems such algorithms do not exist. Even if an algorithm is
known, it is often too computationally intensive to generate solutions in an acceptable time
frame. Similarly, expert systems have to be supplied with an explicit set of rules in order to
make decisions. These rules must be laboriously abstracted, entered and checked for
incompatibilities with the existing rule base. ANN, on the other hand, generates their own
rules internally by learning from examples.

§

ANN has the ability to produce continuously graded inputs and outputs. This can be used to
represent the intensity of an input feature or the certainty of a classification. It is very
difficult or even impossible to represent such gradation in rule -based expert systems.

§

Unlike conventional computers and rule -based expert systems, the performance of ANN
may not be affected significantly when presented with noisy input data.

§

Unlike rule -based expert systems, ANN can be inserted into existing technology with ease.
They can be designed quickly and the direct hardware implementation of ANN is costeffective. As a result, artificial neural networks can be used for incremental system
improvement and upgrade.

So far there have been a plethora of ANN models. There are two main factors that categorise
network types: (1) how the data flows through the network and (2) the learning mechanism by
which the network gets the correct answer. They can be historically classified as shown in Fig
2.2 (Mehra et al., 1992). However, back- propagation networks (BPN) is the most important one
that contributed to the development of ANN. BPN will be discussed in detail in the next section.
Artificial neural networks (ANN)

Perceptrons Hopfield nets Adaptive resonance
theory

Kohonen maps BackCounter
propagation propagation

Figure 2.2 Classification of Artificial Neural Network
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2.4 Back-propagation networks (BPN)
There are different categories of artificial neural networks based on the way information flows
through the network (e.g. feed-forward or feedback) and the learning rules used. The success
story of ANN in modelling could be attributed largely to the application of BPN for training a
multi- layer neural networks (El- Din et al. 2002; Lipmann, 1987) which focus on finding a
repeated, recognizable and predictable patterns between the causes and the effects from the past
operations records, and bypass the modelling of actual physical, chemical and biological
processes of wastewater treatment. Backpropagation network, also called multi-layer feedforward neural network (MLFN), has a colourful history. Apparently, it was originally
introduced by Bryson and Ho in 1969 (Brysen et al., 1969) and independently rediscovered by
Werbos in 1974 (Werbos, 1974), by Parker in the mid 1980’s (Parker, 1985, 1986, 1987) and by
Rumelhart et al. in 1985 (Rumelhart et al. 1985, 1986). However, the credit for developing
backpropagation into a usable technique, as well as promulgation of the architecture to a large
audience, rest entirely with Rumelhart et al. (Rumelhart, et al. 1987; Hecht- Nielsen, R., 1987).
Feed-forward networks have the ability to learn and to generalize from examples to produce
meaningful solutions to problems even when the input data contain errors or are incomplete to
some extent (Tresp et al. 1995). Most of the environmental, water and wastewater applications
of ANN as revealed in the literature review, have used feed-forward networks for function
approximation and they normally use back-propagation training algorithm (Maier and Dandy
1999). For modelling, the feed-forward ANN applying BPN, does not require a description of
how the process occurs in either the micro or macro environments, and only requires knowledge
of important factors that govern the process (Zhang and Stanley, 1999). The algorithm uses a
gradient search technique to minimize a cost function equal to the mean square difference
between the desired and the actual net outputs. It requires a continuous differentiable nonlinearity (SinH or TanH transfer function) to be used as the transfer function by the neurons;
without non- linear transfer function, the hidden layers would not make ANN more powerful
than just plain perceptrons (Hamed et al., 2004). Back-propagation networks (BPN) consist of a
minimum of three layers; an input layer, a hidden layer and output layer as shown in Figure 2.3.
There is no theoretical limit on the number of hidden layers but typically there will be one or
two. Each layer is fully connected to the succeeding layer. Nodes within a layer are not
interconnected, and nodes in nonadjacent layers are not connected. Thus no communication is
permitted between the processing elements (PEs) within a layer, but the processing elements in
each layer may send their output to the processing elements in the succeeding layers. All
connections are ‘feed forward’’ that is, they allow information transfer only from an earlier
layer to the next consecutive layers. During learning, the information is also propagated back
through the network and used to update the connection weights.
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Back propagation involves two phases: a feed forward phase in which the external input
information at the input nodes is propagated forward to compute the output information signal
at the output nodes/ PEs, and a backward phase in which modifications to the connection
weights are made based on the differences between the computed and observed information
signals at the output nodes/ PEs. The error back propagation algorithm uses the mean square
error over the training data as the objective function.
At the beginning of a training process, the connection weights are assigned random values. The
learning algorithm modifies the connection weights in each iteration until the successful
completion of the training. When the iterative process has converged, the collection of
connection weights captures and stores the knowledge and the information present in the
examples used in the training process. Such a trained network is then ready to be used. When
presented with a new input pattern, a feed forward network computation results in an output
pattern, which is the result of the generalisation and synthesis of what the ANN has learned and
stored in its connection weights. Back-propagation networks are capable of adjusting the
weights in the hidden layer(s) by assigning part of the blame for erroneous outputs to all
processing elements.
The back-propagation network is a mapping network that approximates mathematical functions
or mappings from an input space to an output space using examples of the mapping’s action.
Mapping networks are variants of the methods of statistical regression analysis (Hetcht-Nielson,
1990). They can be designed and trained to map many complex patterns and have the ability to
generalise with the aid of the hidden layer nodes, which perform non-linear feature extractions
(Maen et al., 1990). The BPN may also be viewed as performing simple curve fitting operations
in high dimensional space. In addition, learning is seen to be synonymous with producing a best
fit surface in a high dimensional space to a finite set of data points (the training set) and
generalising is seen to be equivalent to interpolating the test set on this fitting surface. During
training, the mean square difference between the actual and the desired output is calculated as a
function of the weights. A different error is obtained for each combination of weights, creating a
mean squared error surface sitting above the weight space (Figure 2.5). This error surface has a
number of global minima because of the large number of combinatorial permutations of the
weights that leave the network input/ output function unchanged. The aim of the training
procedure is to find a set of weights that will minimise the error function. Generally, the error
function will not be reduced to zero, as the network is unable to perform exact mappings.
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Trained backpropagation networks tend to give reasonable answers when presented with inputs
that they have never seen. Typically, a new input will lead to an output similar to the correct
output for input vectors used in training that are similar to the new input being presented. This
generalisation property makes it possible to train a network on a representative set of input/
target pairs and get good results without training the network on all possible input/output pairs.

Figure 2.3 Structure of a three- layer feed forward back-propagation network
A summary description of the network operation (Figure 2.4) is used to illustrate how the BPN
can be used. After an input has been applied as a stimulus to the first layer of the network PEs,
it is propagated and processed through each layer until an output is generated from the output
layer. This output is compared to the desired output and an error is computed for each output
unit. The error is then transmitted backwards from the output layer to the hidden layer that
contributes to the output. However, each PE in the hidden layer receives only a portion of the
total error, based on the relative contribution, the PE made to the original output. This process is
repeated, layer-by-layer, until each PE in the network has received an error that describes its
relative contribution to the total error. Based on the received error, connection weights are then
adjusted by each PE until the error value reaches the convergence threshold value. The training
procedure is shown in Figure 2.4 (Boger, 1992; Freeman, 1992).
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Figure 2.4 Data flow in back-propagation training phase of ANN
The significance of the training process is that, as the network trains, the PEs in the intermediate
layers organise themselves such that different PEs learn to organise different features of the total
input space. After training, when presented with an arbitrary input pattern that is noisy or
incomplete, the PEs in the hidden layers of the network will respond with an active output if the
new input contains a pattern that resembles the feature the individual units learned to recognise
during training. Conversely, hidden layer PEs have a tendency to inhibit their outputs if the
input pattern does not contain the feature that they were trained to recognise (Freeman, 1992).

2.5 Operation of ANN
The operation of artificial neural networks is described extensively by a number of authors
(Baughman et. al. 1995; Fausett, 1994; Chester, 1993; Masters 1993; Burke and Ignizio, 1992;
Daniel, 1991; Neuralware, Inc, 1993; Vemuri, 1988; Lippmann, 1987; Jones et al., 1987;
Rumelhart et al. 1986a, 1986b).
The propagation of data through the network starts with the presentation of an input stimulus at
the input buffer. The data then progresses through, and is operated on by, the network until an
output stimulus is produced at the output buffer. Individual processing elements receive inputs
from many other processing elements via weighted input connections as shown in Figure 2.3.
These weighted inputs are summed and an optional threshold value is added or subtracted
producing a single activation level for the processing element. The activation level constitutes
the argument of a transfer function, which produces the output. This output is passed to the
weighted input connections of many other processing elements.
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The input to processing element (PE) j, the summation function:

I j = ∑ w ji xi + θ j ………………………………………………………………………...…(2.1)
The output from the PE j:

y j = f ( I j ) ………………………………………………………………………..………….(2.2)
Where:
xi : the input from node i, where i= 0, 1, 2, ….,n;
n: the number of nodes in the previous layer;
wji : the connection weight between nodes i and j;
f( ): the transfer function;
yj = the output of node j;
θj = the threshold for node j.
The performance of processing elements can be affected by changing transfer functions and
adding new parameters or functions such as threshold or gains. Processing at each node occurs
independently of the processing at all other nodes. At the same time, the processing done at
each node affects the network as a whole as the output of one node becomes the input to many
other nodes. In a similar way to natural neural networks, ANN learns by altering the connection
strength between the processing elements. This is done by adjusting the weights on presentation
of a set of training data using a learning rule. Once the learning phase is complete, the weights
may be “frozen” and the network is ready to process “real” data.
Because the artificial neuron is a composition of the summation and the activation functions as
shown in equations 2.1 and 2.2, it can be concluded that the artificial neuron is also a function
as a result of composition of known functions. The basic task of the connection weights (wji )
and threshold (θj ) are to transform the signal functions connecting into and transmitting out of
an artificial neuron (Zhang et al., 2004).
For simplicity, let us assume that the neuron starts with only one input and finishes with one
output; then there are three adjustable components in the neuron: the input connection weight
wji , the threshold θj and the output connection weight wo . Therefore, the output function for this
neuron becomes:

f ( x ) = wo y j ……………………………………………………………………...………….(2.3)
When ANN is in the training phase, wji , θj and wo are adjusted. The adjustment of wji and θj
affect the inputs to the current neuron, and adjustment of wo affect the output of it, and
subsequently the input to the next neuron. The other key component of the input and output
mapping is the activation or transfer function itself. There are two major types of commonly
used activation functions: (i) monotonic function e.g. symmetric logistic function, which maps
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one- to- one relationships; and (ii) non- monotonic function e.g. Gaussian function, which maps
many- to- one relationships.

2.5.1 Learning or Training by ANN
Learning is the process in which weights are adjusted in response to training data provided at
the input buffer and depending on the learning rule, at the output buffer. The aim of learning is
to teach the network to map a correct output vector for every input vector by developing
appropriate connections in the model. When the nodes of input layer receive information from
an external source, they become “activated” and emit signals to the next layer, which in turn
emits outputs to the neighbour layer. Each connection between two nodes is associated with a
weighting factor (wji ) that adjusts the signal strength. Depending on the strength of the
interconnections, signals reaching each node can excite or inhibit the node. In addition to the
weighting factors, two other important factors govern the node outputs in the hidden and output
layers. One is the bias vector (?j ), each element of which acts as an internal threshold to control
activation of the corresponding node. For instance, the jth node sums the weighted inputs (e.g.
wji xi ) and then calculates the total activation, Ij , by adding the internal threshold i.e., Ij =

∑w

x + ?j . If ?j is large and positive, the node has a high internal threshold to inhibit node-

ji i

firing. Conversely, if ?j is zero or negative, the node has a low internal threshold, which excites
node- firing. The other factor governing a node output is the activation function (sigmoid or
TanH). The amount of learning that is required for a network to reach a satisfactory
convergence depends on the number of PEs, the number of hidden layers and the number of
data values (Daniel et al, 1993). The learning process allows the network to adapt its response
with time in order to produce the desired output. Weights are updated in accordance with a
learning rule using an on-line or off-line algorithm. When using an off-line algorithm, all the
training data needs to be collected before learning can commence. On-line algorithms take into
account training data as it becomes available. One type of on-line algorithm utilises all the data
that has been presented to it whereas the other type only makes use of the latest training data.
The error measures and error trajectories, as shown in Figure 2.6, are generally used to guide
and assess training (Schalkoff, 1997). Over training occurs when the network learns the
relationships for the particular training set rather than establishing a more general relationship.
Learning procedures can be divided into five main categories, namely unsupervised learning,
supervised learning, graded learning, hybrid learning and non-adaptive learning. The current
study for ANN modelling of primary, chemically assisted primary, secondary and tertiary
biological wastewater treatment plants is based on learning from the historical records of input
and output pairs of process parameters of the same plants, and hence, the model so developed,
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rely exclusively on the supervised learning from the historical plant data. For modelling, the
supervised learning does not require a description of how the process occurs in either the micro
or macro environments, and only requires knowledge of important factors that govern the
process.
2.5.1.1 Supervised learning
In supervised learning, the network is presented with an input stimulus as well as the desired
response to that stimulus. Supervised learning incorporates an external teacher, so that each
output neuron is told what its desired response to input signals ought to be. The aim of
supervised learning is to determine a set of weights, which minimizes the error between the
desired and computed output variable values.
The outputs produced are compared with the target outputs, which are known in advance, and
the generalization ability of network is measured by the root mean squared error (RMSE), E.
n

∑ (t

RMSE =

i =1

i

− oi ) 2
ε

……………………………………………………………….……(2.4)

where ti is the desired (actually observed/ historical) output, oi is the output predicted by ANN
and ε is the epoch size. The errors (RMSE) generated are then propagated backwards in a
certain manner through the network for adjustment of the present connection weights using two
factors, namely, a learning factor and a momentum factor. Initially, the weights are assigned
arbitrary values. The weights are then updated systematically using a learning rule. The weight
update equation typically takes the form:
ε

∆w(t ) = ∑ − η
s =1

∂E
+ µ ∆w(t − 1) …………………………………………………………..(2.5)
∂w

where s is the training sample presented to the network, η is the learning rate, and µ is the
momentum value. The number of training samples presented to the network between weight
updates is called the epoch size. This procedure is repeated for each training example in the
training set; a cycle (an epoch) represents one pass over the whole training set; multiple epochs
are required until a satisfactory data mapping is achieved. The weight updates were done after
each epoch and the network was saved at the point of minimum training error (maximum
generalization).
There are several methods for finding the weight increment, ∆wji , of which the gradient descent
method is the most common. As each combination of weights produces a different error, an
error surface or trajectories exists as a function of the weights space (Figure 2.5). The gradient
descent method results in weights being changed in the direction of steepest descent down the
error surface. As a result, the weight update is carried out in the direction that yields the
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maximum error reduction. The size of the step taken down the error surface is determined by a
learning rate, η.
∆wji = η

∂E
…………………………………………………………………………………(2.6)
∂w

E

Emin

w
woptimum

Figure 2.5 A Typical error surface/ curve/ trajectories in training
The weight changes are obtained by performing gradient descent in weight space. Each weight
is changed in proportion to the value of the partial derivative of the error function with respect
to that weight. Consequently, weight changes are made down the gradient of the error surface.
The weights are adjusted in two stages. During the first stage, the weights between the hidden
layer and the output layer are adjusted. In the second stage, the weights between the hidden
layer and the input layer are adjusted. An iterative method is used which propagates the error
terms needed for weight adjustment back from the output layer to the input later via the hidden
layer(s). As training patterns are presented to the network the weights are adjusted gradually in
order to approximate the correct input/ output mapping.
Normally all ANN models converges quite rapidly because the network may reach a local
minimum in the error surface very quickly. As the learn count is increased, no further learning
takes place, but the network jumps either side of the local minimum, resulting slight increases or
decreases in the RMS error producing oscillations in the error surface while not producing the
best results. Decreasing the learning rate and the momentum rate can reduce the magnitude of
these oscillations. If these values are chosen to be small enough, the bottom of the valley in the
error surface (the global minimum) may be reached (Maier et al 1994).
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In summary, with respect to the actual mechanism of learning, the pattern are first presented to
the network individually either in sequence or in random order. In the input layer, there is one
neuron for each input parameter. The model inputs that make up the pattern are scaled by these
neurons from their numeric range into a smaller and more efficient range according to
predefined scaling function. The resulting output from each input- layer neuron is multiplied by
the appropriate connection weights and is transferred to each of the hidden- layer neurons. Each
of the hidden- layer neurons then sums all of the inputs that it receives from the input layer and
adds a bias term to it (Equation 2.1). This sum is mapped into an output value according to a
predefined activation function (Equation 2.2). The outputs from each of the hidden- layer
neurons are multiplied by the appropriate connection weights and the resulting signals are
transferred to the next layer for multi-hidden layer architecture or to the output layer for a 3layer architecture (Figure 2.3). In the output layer, there is one neuron for each output
parameter. Each of these neurons sums the weighted signals form the previous hidden layer.
The sum is mapped into an output value according to a predefined activation function. The
output signal from each neuron in the output layer is then processed by the inverse of the scaling
function used in the input layer, in order to obtain an output value in the appropriate numeric
range. This value, which is the model predicted value, is compared to the correct value for the
given patterns and the connection weights are modified to decrease the sum of squared error
according to preselected learning algorithm. The entire process is repeated until the ANN
produces a sufficiently small error on a previously unseen data set (test set).
The supervised learning aims at minimizing the RMSE between the observed and the predicted
output in the output layer, through two phases. In the forward phase, the external input
information signals at the input neurons are propagated forward to compute the output
information signal at the output neuron. In the backward phase, modifications to the connection
strengths are made, based on the basis of the difference in the predicted and observed
information signa ls at the output neuron (Hamed et al., 2004).
2.5.1.2 Different learning rules in supervised learning
Broadly speaking, there are two kinds of learning in ANNs: (i) Parameter learning and (ii)
Structure learning. Parameter learning is concerned with updating the connecting weights in
ANNs, and structure learning focuses on the change in the network structure, including the
number of neurons and their connection types (Tay et al. 1999).
The learning rule specifies how connection weights are changed during the learning process.
NeuralWorks Professional II/ Plus (1994) supports the generalised delta (GD), the normalised
cumulative delta (NCD) rule, the delta- bar- delta (DBD) algorithm, the extended DBD (EDBD)
algorithm, the QuickProp (QP) algorithm, and the MaxProp (MP) algorithm. Normalized
cumulative delta rule has been applied in this research for modelling.
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Normalised cumulative delta (NCD) rule is a first- order method, whose convergence speed is
linear. It is a variation of the GD rule; the only difference is that a number of training samples
(equal to epoch size) are presented to the network before the weight updates are carried out. The
error term used in the weight update equation is equal to the sum of the errors of the training
samples presented to the network over one epoch, divided by the square root of the epoch size
(Maier et al, 1998b). When weights are updated after the presentation of each training sample,
the search path taken in weight space is stochastic, which increases the chances of escaping
local minima in the error surface (Hassoun, 1995). In contrast, when larger epoch sizes are used,
the search is forced to move into the direction of the true gradient after each weight update. In
this research NCD learning rule with epoch size of 16 (software default) has been adopted.

2.6 Elements of an ANN Model
2.6.1 Weights (wji )
Connection weights have the function of amplifying, attenuating or changing the sign of the
input signal. A zero weight represents the absence of a connection and a negative weight
represents an inhibitory relationship between two nodes. In general, the output of node i is
multiplied by the weight of the connection between nodes i and j to produce the input signal to
node j. Hence connection weight represents the strength of the connection between two nodes.
Weights are stored in the local memory of nodes and also hold the long-term memory of the
network.

2.6.2 Threshold (θ j)
A threshold or bias acts like another processing element that has a constant output. The effect
the threshold is to add a constant value to the summed input (Equation 2.1). The purpose of this
is to scale the input to a useful range.

2.6.3 Transfer function (fi )
Transfer functions are mathematical formulae that give the output of a processing element as a
function of its input signal. Transfer functions can take a variety of forms including threshold
functions, hard limiters and continuos functions (eg. sigmoid, hyperbolic tangent).
ANN modelling allows one to specify a transfer function (e.g. Linear, Sigmoid, TanH and Sine)
that is used for all layers in the network. Each node in the ANN uses the transfer function to
transform the weighted sum of the inputs into an output response (Equation 2.3). The transfer
function can be a linear/ non-linear function that transfers internally the sum of the product of
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input and connection weights to each PE to a potential output value. The transfer function is a
mathematical formula that gives the output of a processing element as a function of its input
signal. The sigmoid function is a bounded, monotonic, non- decreasing function that provides a
graded, nonlinear response. This function enables a network to map any nonlinear process. The
popularity of the sigmoid function is partially attributed to the simplicity of its derivative that
has been used during the training process. Without non- linear transfer function such as tansigmoid (TanH) activation function, the hidden layers would not make ANN more powerful
than just plain perceptrons (Hamed et al., 2004; Singh and Datta, 2004; Lee et al., 2002; Zhao et
al., 1997; Gallant, 1993). The size of the steps taken in weight space during training and hence
learning speed, is proportional to the derivative of the transfer function. If the gain of the
transfer function (i.e. the slope of the almost linearly varying portion) is larger, the derivative of
the transfer function, and hence the steps taken in weight space, are larger, resulting in increased
training speed. The non- sigmoidal or linear transfer functions performed best when the data
were noiseless and contained highly non- linear relationships. The sigmoid is a smooth version
of a [0,1] step function whereas the hyperbolic tangent is a smooth version of a [-1,+1] step
function as shown in Figure 2.6.
Using sigmoidal (SinH or TanH) transfer functions in the hidden layers and linear transfer
functions in the output layer can be an advantage when it is necessary to extrapolate beyond the
range of training data (Kaastra et al., 1995; Karunanithi et al., 1994). The type of transfer
function used affects the size of the steps taken in weight space, as weight updates are
proportional to the derivative of the transfer function. With sigmoid function, a small change in
the weights will usually produce a change in the outputs, which make it possible to assess the
changes in weights (Hamed et al., 2004). The gain of the hyperbolic tangent transfer function is
greater than that of the sigmoidal transfer function, and as a result, hyperbolic tangent transfer
function learns quicker than sigmoidal function. Kalman et al. (1992) argued that the tanH
transfer function should be used, which is in agreement with the empirical results obtained by
Maier et al (1998a), Morshed and Kaluarachchi (1998) and in this study. Baughman et al (1995)
has also concluded that the TanH transfer function outperforms the sigmoid transfer function.
Two features of TanH are: (i) the slope of the TanH function is much greater than the slope of
the sigmoid function; therefore, it can better distinguish between small variations in the input
variable and can generate a much more non- linear response; (ii) the TanH function has a
negative response for a negative input value and a positive response to a positive input value,
while the SinH function always has a positive response.
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Sigmoid transfer function

f (z) =

Hyperbolic tangent transfer function

1
− z ……………(2.7)
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1st . Derivative:

f ′( z ) = f ( z )[1 − f ( z )] …..(2.9)

f ′( z ) = [1 + f ( z )] * [1 − f ( z )] .………………...(2.10)

Figure 2.6 Transfer functions

2.6.4 Error function
The error function is the function that is minimised during training. Fundamentally, there are
three different kinds of error functions e.g. quadratic or mean squared error (MSE), cubic and
quartic error functions; however, there are minor deviations from these basic forms. During
training, each weight is changed in proportion to the size and direction of the gradient of the
error surface. This gradient is the partial derivative of the global error function with respect to
the weight considered. Main error functions are:
Quadratic Error Function or MSE: E (t ) =
Cubic error function E (t ) =

1
(t i − oi ) 2 ………………………………...(2.11)
∑
2

1
(t i − oi )3 ………………………………………………..(2.12)
∑
3

Quartic error function E (t ) =

1
4

∑ (t

i

− oi ) 4 ………………………………………………(2.13)

MSE function is most commonly used because: (i) it can be calculated easily; (ii) it penalises
large errors; (iii) its partial derivative with respect to the weights can be calculated easily; and
(iv) it lies close to the heart of the normal distribution (Masters, 1993). In order to obtain
optimal results, the errors should be independent and normally distributed (Maier et al., 2000).
The prediction performance and generalization ability of ANN models are evaluated by root
mean square error (RMSE) (West et al., 2003; El-din et al., 2002; Choi et al. 2001; Pigram et
al., 2001; Joo et al., 2000; Belanche et al., 1999; Hamoda et al., 1999; Maier et al. 1998b;
Yabunaka, et al., 1997; Rodriguez, et al., 1997; Mirsepassi et al., 1997; Serodes et al., 1996;).

2.6.5 Learning coefficient (LCoef)
There must be ‘learning coefficient’ for each of the hidden layer(s) and the output layer. The
amount a particular connection weight is changed, is proportional to the learning rate, ?. The
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learning rate is used to increase the chance of avoiding the training process from being trapped
in a local minimum instead of the global minimum (Hamed et al., 2004). The learning rate
affects the size of the steps taken in weight space. The learning factor (ranges from 0 to 1)
represents the step size by which the weights are updated and is problem-specific. For noisy
data, it is better to keep it below 0.1 (Gallant, 1993). Learning coefficient of 0.1 has been found
to be effective in this study.
The theory of back- propagation requires the use of learning rates, which approximate zero
(Neuralware Inc., 1991). However, very small learning rates slow down learning, especially on
long, shallow portions of the error surface. On the other hand, if the learning rates are too big,
the network may go through large oscillations during training or may never converge. Ideally,
large learning rates should be used on long, shallow portions of the error surface (Figure 2.5)
and smaller values of ? should be used on steep sections and near local minima. Care should be
taken that the learning rate used is not too large, as this might result in divergent behaviour.

2.6.6 Momentum
It is used in configuring the learning and recall schedules for the hidden and output layers. The
momentum term may be considered to increase the effective step size in shallow regions of the
error surface (Hassoun, 1995) and can speed up the convergence and learning process by several
orders of magnitude (Syu and Chen, 1998; Masters, 1993). In order to speed convergence of the
back-propagation algorithm, a momentum factor (also ranges from 0 to 1) can sometimes be
used. The idea is to keep weight changes on a faster and more even path by adding fractions of
previous weight changes (Equation 2.5). The momentum coefficient is an extra weight added
onto the weight factors that accelerate the rate at which the weight factors are adjusted. The
momentum coefficient helps move the minimization routine out of local minima. The inclusion
of the momentum term has the effect of adding a proportion of the previous weight change to
the current weight change during training. The proportion of the previous weight change added
is equal to the momentum, µ. This term ensures that general trends are reinforced and
oscillatory behaviour is dampened (NeuralWare Inc., 1993). A positive momentum value
provides a built- in inertia, allowing for faster learning with a small learning rate. The
momentum term must be less than 1 for convergence (Dai et al., 1997). The behaviour of the
network is less controlled with increasing momentum, as a result of the larger steps taken in
weight space. Momentum coefficient should decrease from hidden layer 1 to 3. A momentum
coefficient of 0.1 has been observed to suit well with the ANN modelling work carried out in
this study.
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2.6.7 Learning speed
It is a function of the size of the steps taken in weight space, which is increased by increasing
the learning rate, the momentum value, the gain of the transfer function and the epoch size. The
learning rate is a positive constant that controls the rate at which the network weight factors are
adjusted based on the calculated gradient- descent correction term (Equation 2.5). With a very
low learning rate, training may be trapped in a local minimum but with very high learning rate
e.g. 5, training can become unstable; effective initial values for learning rate and momentum
coefficients are 0.3 to 0.7 and 0.4, respectively (Baughman et al, 1995). Learning rate should
decrease from hidden layer 1 to 3. The default values for learning rate and momentum
coefficients in Neuralware’s Neural Works Professional II/PLUS (1993) are 0.3 and 0.4
respectively. According to Maier et al (1998), when small steps are taken in weight space, the
RMSE between actual and predicted outputs decreases slowly until a local minimum in the error
surface has been reached. Once the local minimum has been reached, the network basically
remains at the local minimum, with only small variations in the RMSE prediction error. When
bigger steps are taken in weight space, training is much faster. Using bigger steps in weight
space generally also results in better predictions, as the network is more likely to escape, and
hence find better local minima in the error surface. However, once the network approaches a
local minimum, large oscillations in the RMS prediction error occur, as the large steps taken in
weight space results in the network jumping from one side of the local minimum to the other or
from the vicinity of one local minimum to the vicinity of another. NeuralWare (1991) and
French et al. (1992) suggested that learning rates and momentum values should be reduced as
learning progresses; these increases the learning speed in the initial stages of learning, as the
steps taken in weight space are large. As training continues, and the network approaches a local
minimum in the error surface, the size of the steps taken in weight space is reduced, decreasing
the magnitude of oscillations in the RMSE. The time taken to train the network was greater
when higher epoch size was used; this is a result of the increased number of calculations that
have to be performed before one weight update is carried out. The equation for adjusting the
weight factors is:
New weight factor = [Old weight factor] + [Learning rate] x [Input term] x [Gradient descent
correction term] + [Momentum coefficient] x [Previous weight change] (Baughman et al, 1995)

2.6.8 Epoch size
It is the number of training presentations between weight updates. A cycle represents one pass
over all the examples in the training data set, and multiple epochs are usually required until a
satisfactory data mapping is achieved. Learning rules determine how the weight updates are
carried out during training. In this research ‘normal- cumulative- delta (NCD)’ learning rule is
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used and here a number of training samples are presented to the network before each weight
update is carried out. The number of training samples is called the epoch size (?) and is selected
randomly from the training set. The epoch size used can be equal to the entire training set or a
subset of the training set. If the epoch size is equal to 1, the network is said to operate on- line
mode. If the epoch size is equal to the size of the training set, the network is said to operate in
batch mode. By presenting a number of training samples to the network before weights are
updated, rather than updating the weights after the presentation of each training sample, learning
speed can be increased, as each update works more towards reaching the global minimum in the
error surface, rather than the local minimum for the particular pattern being considered
(NeuralWare Inc., 1994). However, this advantage is lost if the epoch size is too large, as many
more calculation need to be carried out for a single update. When the epoch size is smaller than
the number of samples in the training set, less storage is required, as the gradient does not have
to be calculated over the entire training set for each weight update (De Veaux et al., 1994). In
addition, according to Hassoun (1995), it makes the search path in the weight space stochastic,
which allows for a wider exploration of the search space and, potentially, leads to better quality
solutions. According to Maier et. al (1998), there is no advantage in using larger epoch sizes.
The number of normalised weight updates required to obtain the best result was independent of
epoch size. As the time taken to perform one weight update increases with increasing epoch
size, learning is much faster with smaller epoch sizes. The predictive ability of the network was
found to be unaffected by epoch size. The default epoch size for NeuralWare is 16, which has
been used in this research (NeuralWare, 1993). A larger epoch size will increase training time
but is likely to improve generalisation ability (Maier et al., 1999; El- Din et al. 2002).
The software package used in this study, enables three different error functions to be used,
namely the delta learning rule, the normal cumulative delta learning rule (NCD), the normalised
cumulative delta learning rule. In this study, the NCD was used and hence the errors between
the actual and predicted values are summed and then divided by the square of the root of the
epoch size before the weight update is carried out, with the aim of making the size of the steps
taken in weight space independent of the epoch size chosen (NeuralWare Inc., 1994). However,
as the error term is divided by the square root of the epoch size, the size of the steps taken in
weight space is proportional to the square root of the epoch size. When NCD rules is used, the
size of the error term used is proportional to the square root of the epoch size, resulting in bigger
changes in the connection weights per update for networks with bigger epoch sizes. When large
epoch sizes are used, the search is forced to move into the direction of true gradient after each
weight update (Hassoun, 1995).
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2.7 Rationale for choosing ANN for wastewater treatment modelling
From the literature review in Chapter 2 and 3, it is understood that in a wastewater treatment
plant, there are complex non- linear relationships among the unit processes constituting the
treatment plant. Each of these unit processes, by itself, is governed by complex non- linear
relationships between numerous physical, chemical, biological and other operational
parameters. Now effective operation and control of WWTPs depends to a large extent on the
understanding of process behaviour and the ability to simulate and predict the process dynamics
of WWTP. It is also clear that mathematical, statistical, mechanistic, knowledge- based and
expert systems modelling approach didn’t achieve much success in modelling wastewater
treatment plants. However, the following merits of ANN as identified in the literature review,
offer prospect to address the existing gaps the water utility operators are facing, for effective
and efficient operation of wastewater treatment plants.
(i) Ability to model complex process
ANNs are suited to complex problems, where the relationships between the variables to be
modelled are not well understood (Maren et al., 1990). ANN belongs to the class of data- driven
approaches (Chakraborty et al., 1992) that have the ability to determine which model inputs are
critical (Daniell, 1991, Neural Ware, Inc., 1993) so there is no need for “ a priori rationalisation
about relationships between variables” (Lachtermacher and Fuller, 1994)
ANN approach provides a method to develop a dynamic model that accounts for the
instabilities, non- linear response characteristics and unsteady state operating conditions that
often occur in chemical, biological and environmental systems (Baughman et al, 1995) such as
wastewater treatment plants. ANN has been very effective in predicting and optimising
performance data from processes that are complex and ill- defined by first principle.
ANNs routinely model the non-linearity of the underlying process without having to solve
complex partial differential equations (ASCE2000a; Serodes, 1996). The non- linearity,
complexity and lack of understanding of wastewater treatment systems, particularly, the ASP
and BNR processes, favour the potential use of ANNs (Zhao et al, 1997).
(ii) Flexibility with ANN modelling
ANN being an abstract model of a biological neuron, it has the ability to adapt itself to a
changing environment (Hamoda et al., 1999). Specifically, ANNs can solve problems involving
complex non-linear mappings or relationships, which do not lend themselves to conventional
algorithmic solution. ANNs have the ability to carry out cognitive tasks performed naturally by
the brain.
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The ANN program modifies its internal parameters in response to its environment, and
establishes relationships between multiple variables where decisions rules could otherwise not
have been determined. ANN is a universal function approximator; it provides flexibility to
incorporate available professional knowledge and expertise (Morshed et al., 1998)
(iii) Data driven approach
The ANN approach focuses on finding a repeated, recognisable, and predictable pattern(s)
between causes and the effects from the past (history) operation data records (Raman and
Sunilkumar, 1995; Harvey and Harvey 1998; Heck et al, 2001), and bypasses the modelling of
actual micro-scale reaction. The ANN modelling approach does not require a description of how
the processes occur in either the micro or macro environments, and only knowledge of
important factors that govern the process. ANN models can be identified for chemical or
biological process without a detailed knowledge of the kinetics of the system to be modelled
(El-Din et al., 2004). In the wastewater treatment industry, because of the complex physical,
chemical and biochemical reactions, it is difficult to establish effective and economical process
control by conventional approaches, This situation makes the ANN modelling approach a
rational choice for process modelling and control in wastewater treatment (Zhang and Stanley,
1999).
Most of the available technique used in time series modelling, such as Box- Jenkins (1976)
methods assume a linear relationship among variables. The statistical techniques are limited in
that they always require the assumption of a certain functional form for relating dependent
variables to independent variables; when the assumption of functional form is incorrect, the
statistical techniques merely verify, but do not predict, the right functional form (Pu et al.,
1995). Neither constraints nor a priori solution structure is necessarily assumed or strictly
enforced in the ANN model development (French et al., 1992). For developing ANN models,
the statistical distribution of the data does not have to be known (NeuralWare Inc, 1991; Burke,
1991; Burke and Ignizo, 1992). The data can contain seasonal and cyclic variation (Masters,
1993; Maier et al 1996a; Hansen & Nelson, 1997). ANN is suited to modelling ecological and
environmental data, which often are not norma lly distributed and non-stationarities in the data
such as trends and seasonal variations, are accounted for by the hidden layer nodes (Maier et al.
1995).
(iv) Cost effectiveness
ANN models can be continuously updated with minimal resource requirements, which make
them very attractive for application in a real-time control scenario (El-Din et al., 2004). Often
modelling costs account for over 75 percent of the expenditure in an advance control project.

35

Since ANN can learn by example, they may offer a cost-effective method of developing useful
process models (Zhao et al. 1997).
(v) Superior performance
Among the most commonly used modeling techniques in wastewater treatment such as
multivariate regression, time- series (e.g. Box- Jenkins), knowledge based systems, and
mechanistic models and ANN, the prediction performance of ANN models have been proven to
be better (Rodriguez and Serodes, 2004; Oliveria - Esquerre et al., 2004; West et al, 2003; Sinha
et al. 2002; Yu et al., 2000, Rodriguez et al., 1999; Joo et al., 1997; Zhao et al. 1997; Mirsepassi
et al., 1997, 1995; Berthouex et al, 1996; Pu and Hung, 1994; Tabak and Govind, 1993; Tyagi et
al., 1992; Collin, et al., 1992; Capodaglio et al. 1991; Gall et al., 1989; Hamoda et al., 1987).
ANN models perform better than the auto- regressive moving average (ARMA) models, when
limited data record is available (Tang et. al, 1991; Schizas et al., 1994, Mirsepassi et al, 1996).
ANN models are inherently robust, quick, and fault tolerant because of their parallel
computational structure and distributed memory (Gallant 1993; IEEE, 1995; Maier et al, 1997).
The parallel and distributed processing nature of ANN has the advantage that since many
neurons are involved at one time, their individual input are not largely significant. Therefore,
loss or damage of a neuron or connection is unlikely to significantly affect the ANN model in an
adverse way (Joo et al., 2000).
Since the models are developed using actual process data, model scale -up is not required, and
therefore the potential for inaccuracies created because of it, is avoided.
(vi) Ease of use
ANN does not require the amount of expertise as do statistical methods such as confidence
intervals, distributions and degrees of freedom (Hamoda et al., 1999; Pu and Hung, 1995). It
has the ability to adapt and continue learning after initial training phase, as new information is
made available from the environment to the ANN model (ASCE 2000a). ANN can be easily
prepared to merge with the existing computer systems. The prediction capability of the ANN,
and its ability to quickly adapt to the changes in the status of a dynamic process, allow an
artificial neural network to be integrated into a real-time control scheme (El- Din et al., 2004).
There is no need to acquire rules or algorithms from experts (El- Din et al., 2004)
A normally distributed data set and the necessity to remove deterministic components such as
trends, heteroscedasticity, seasonal and cyclic components is a perquisite, when traditional
statistical regression and ARMA type models are used (Box et al., 1976). For ANN, the
probability distribution of the input data, does not, necessarily have to be normal and need not
have to known a priori (Burke et al., 1992; Masters, et al., 1993). ANNs have the ability to cater
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to irregular seasonal variations with the aid of their hidden layer nodes (Maier et al., 1996a;
Hansen et al., 1997).
ANNs learn from plant historical data; no human expert, no specific knowledge, and no
developed model are needed. The resulting network is robust against process noise or
instrumentation bias; and plant specific behaviour is automatically learned, both as expert rules
and in the process model (El- Din et al., 2004).
(vii) Immunity to noise in data
ANNs can accommodate small (Tang et al 1991), incomplete, inconsistent data and different
levels of data measurement precision and noise, and data scatter (Tang et al, 1991; Chakraborty
et al., 1992; Chitra, 1993; Tresp et al. 1995; Pu and Hung, 1995; Foody and Arora, 1997).
Because of their nature of distributed knowledge or processing, the ANN is able to see through
noise and distortion. No single node within a neural network is directly responsible for
associating a certain input with a certain output. Instead, each node encodes a micro-feature of
the input- output pattern i.e. each node affects the input- output pattern only slightly, thus
minimising the effects of noisy or incomplete data in any given node. Only when we assemble
all the nodes together into a single coordinated network, do these micro-features map the
macroscopic input- output pattern (Zhao et al., 1997).
ANN is relatively insensitive to data noise (Schizas et al., 1994; Garret et al., 1992; Tang et al,
1991) and because of their ability to determine the underlying relationships between model
inputs and outputs, ANN models have good generalisation ability (NeuralWare, Inc., 1991;
Marren et al. 1990; Tang et al. 1991; Burke and Ignizio, 1992; Guemrah 2000; ASCE 2000a).
(viii) Ability to identify important model parameters
ANN models can be used to gain insight into both the relative importance of model input
variables (random and fixed) and the effects of variation in these on the response or output
variable using model-based sensitivity analysis (Baxter et al., 2004).
(ix) Knowledge management
Neural networks allow extensive knowledge indexing. It can easily recall, for example, diverse
amounts of information associated with a chemical name, a process, or a set of process
conditions. The networks stores/ retains knowledge in two forms: (a) the connections between
nodes, and (b) the weight factors of these connections. Because it has so many interconnections,
the network can index and house large amounts of information corresponding to the
interrelations between variables (Baughman et al, 1995).
ANN internally encode knowledge (i.e. functional form) on a network of nodes and connections
much like a complex network of neurons of a human brain
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ANN has been successful in encapsulating the knowledge and experience of operators and
professional experts in the process (e.g. water treatment plant) being modelled (Morshed and
Kaluarachchi, (1998); Mirsepassi et al., (1995). ANN models can be designed to periodically
update their input- output performances, resulting in continuous, on- line, self- correcting
models (Oliveria - Esquerre et al., 2004)

2.7.2 Constraints with ANN modelling
Quite a few researchers on ANN modeling have also warned about the pitfalls of ANNs and
caution against their use indiscriminately (Chatfield 1993; Carpenter and Barthelemy 1994; Hill
et al. 1994; Jain and Mao; 1997). Before embarking on an ambitious use of ANNs, it would be
prudent to take a close look at these references and form a more objective opinion.
(i) A trial and error approach
Optimal internal network parameters, including the values for learning rate, momentum and the
optimum network geometry (i.e., the number of hidden layers and the number of nodes per
hidden layer) are problem dependent and generally have to be found using a trial- and- error
approach (Maier and Dandy, 1996).
ANN is a flexible structure with many alternatives. In ANN, the number of hidden nodes is
difficult to estimate. ANN training and testing subsets are difficult to sample (Morshed et al.,
1998). ANN training is non- linear optimisation problem plagued with local optima (Morshed
and Kaluarachchi, 1998).
There is no standardized way of designing and implementing a successful ANNs and the choice
of network architecture, training algorithm, and definition of error are usually determined by the
users past experience and preference, rather than the physical aspects of the problem
(ASCE2000a, 2000b).
(ii) Lack of mathematical expression for relationships
A direct mathematical expression relating the variables can not be obtained, as the relationship
between the inputs and outputs is contained in the connections weights. However, sensitivity
analysis can be used to get an indication of the relative significance of each of the inputs. Neural
network models have been criticized for a la ck of dependence upon physical relationships and a
poor capacity for extrapolation (Lee et al., 2002; ASCE2000a). In approximating an inputoutput response, the ANN mathematics involved is simple to implement, yet difficult to
comprehend, and ANN is viewed as a ‘black box’. Lack of physical concepts and relations in
ANN, is one of the primary reasons for the sceptical attitudes towards the ANN modelling
methods (Chen and Billings, 1992; ASCE2000a).
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ANNs can not cope with major changes in the system, as they are trained on a historical data set
and it is assumed that the relationship learned will apply into the future.
(iii) Large data requirements
ANN requires large data sets of training and is dependent upon the quality of training data in
terms of predic tion accuracy (Joo et al.2000; ASCE2000a). Requires large amount of training
data; no guarantee of optimal results; no guarantee of 100% reliability (Baughman et al, 1995).
(iv) Inability to extrapolate
ANNs can not extrapolate beyond the range of the data used for training (Flood et al 1994).
Consequently, ANNs are unable to account for trends and heteroscedasticity in the data.
(v) Performance
ANN training and testing performances are difficult to measure (Morshed and Kaluarachchi,
1998). The possible lack of warning if the process arrives to a state that did not occur previously
and whether the ANN is extrapolating beyond its knowledge base (Boger, Z., 1992).
Improper application of trained models and bad training data can undermine the analytical
process. ANNs software packages will generally generate predictions for any combination of
values entered for the model input variables, even if individual values are not possible or lie
outside of the study domain, for example, model predictions will be generated by the ANN
software even if a negative value for chemical dose and a water temperature that exceeds what
is physically possible are entered. To avoid erroneous extrapolation beyond the training domain
of the model, users should ensure that trained mode ls are applied to data combinations that are
known to be plausible, realistic and correct (Baxter et al., 2004). Bad data results in bad models,
regardless of the sophistication of the modelling technique.
(vi) System specificity
Once trained, the ANN model is only applicable to the specific system to which the training
data pertained. It might not be possible to achieve accurate predictions for the similar problem
by application of the trained ANN model at different site. However, the methodology could be
transferred with the knowledge of which data were important to train an ANN for a similar
application (Skipworth et al, 1999). ANN models are case- specific and they require a generally
stable system configuration. There are extensive data collection implications with respect to
training and testing.
Any artificial neural network (ANN) model, despite its powerful pattern recognition capability,
is essentially a regression models, which does not represent the physical mechanisms governing
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the natural system. Such a model is therefore incapable of, or poorly capable of, extension to
cases other than those for which it was trained (Suen et al, 2003).
(vii) Black-box model
In ANN modelling, the inner mechanisms of signal processing are not easily discovered.
Although they often yield good forecasting of the modelled variable, process characteristics can
not be inferred by simple analysis of the model features. In fact, while an examination of the
coefficients of the stochastic model equation reveals useful information about the series under
study (and thus about the system itself), there are no established techniques to obtain
comparable information from the weight matrix of an ANN model. Moreover, ANN may
require 2 to 3 orders of magnitude more data and computing time to arrive at an accurate
configuration than conventional computing algorithms.

2.8 Summary
ANN is a branch of artificial intelligence (AI) and provides a means of computation inspired by
the structure and operation of the brain and central nervous system. The goal of ANN is to map
a set of input patterns onto a corresponding set of output patterns by first learning from a series
of past examples defining sets of input and output for the given system. The network then
applies what it has learned, to a new input pattern to predict the appropriate output.
Feed forward back-propagation networks using supervised and normalised cumulative delta
(NCD) learning rule is the most popular approach in ANN modelling. Important ANN model
building parameters are transfer function, error function (RMSE), learning coefficient,
momentum coefficient and epoch size.
The merits of ANN modelling are: (i) ability to model complex process; (ii) flexibility and
ability to adapt to changing environments; (iii) data driven approach; (iv) cost effectiveness; (v)
superior performance; (vi) easy to use; (vii) immunity to noise in data; (viii) ability to identify
important model parameters; (ix) ability to store and retain knowledge in the networks.
ANN modeling is constrained by the facts that, it is: (i) a black- box model; (ii) a trial and error
approach; (iii) lack of mathematical expression between inputs and outputs; (iv) large data
requirements; (v) inability to extrapolate; (vi) difficulty in measuring model performances; and
(vii) system specificity of ANN model.
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Chapter 3: Review of Literature on ANN in Wastewater Treatment

3.1 Introduction
With increasingly stringent effluent quality requirements and to control cost of operations, there
has been a shift of focus in wastewater treatment from plant design and construction to plant
operation, process control and operational optimisation. However, effective operation and
control partially depends on understanding process behaviour and the ability to simulate and
predict the process dynamics. Therefore, the modelling of wastewater treatment plant (WWTP)
processes has received considerable attention lately. Operation, control and supervision of
WWTPs have been approached from many different points of view, including classical control
methods, mechanistic models, knowledge-based systems and case-based reasoning; however,
the efforts have achieved only very limited success. Given the inability of the existing modeling
techniques to simulate WWTP, ANN has recently become an important tool for building
mathematical models (Wen-Yi, et al., 2002) in the wastewater industry. Since the late 1990’s,
numerous researchers have investigated ANN applications in the wastewater industry and the
main motivation for these researches centred on a predictive method for improving the accuracy
of performance forecasting. In order to get a broader view of the methods applied so far in ANN
modelling in wastewater, to understand its strengths and to identify the opportunities for
improvement, a critical review has been carried out and presented below.

3.2 Review of previous research on ANN modelling in wastewater treatment
3.2.1 ANN models for pilot laboratory - scale wastewater treatment
Chou et al. (2004) developed five serial ANN models to simulate the dynamic characteristics of
carbon, nitrogen and phosphorus removal processes in a seven-liter laboratory bench- scale
enhanced BNR (EBNR) wastewater treatment system with three- step feeding mode, using
synthetic wastewater. The inputs for the models are COD, organic - N, ammonia - N, nitrate- N,
organic- P, PO43—P, MLSS, DO and hydraulic retention time (HRT) and the outputs are
ammonia- N, nitrate- N and PO43—P. ANN models were developed using three- layer ANN with
feed-forward back- propagation (BPN) algorithm using sigmoid activation function and 240
records (80% for training and 20% for testing). The removal efficiencies are: for COD- 95.397%, TP- 86.3- 98.6% and Tot.-N- 80.7- 82.7%. Correlation coefficient between simulated and
experimental values for COD: 0.58, ammonia - N: 0.89 , nitrate- N: 90 and PO4 3—P: 0.95. RMSE
between empirical and predicted data set are for: COD: 7.31 mg/L, ammonia - N: 1.59 mg/L,
nitrate- N: 1.10 mg/L and PO4 3 -P: 0.72 mg/L. This study proves the potential for application of
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ANN in advanced WWTP, considering an adequate data size used in this study. However, this
is a purely lab- scale study with synthetic wastewater simulating near to an ideal process
condition, the models are yet to be tested in the real world of EBNR process.
Sinha et al. (2002) developed feed forward backpropagation neural network model to predict the
effluent COD (or reactor alkalinity or pH, VFA, or average gas production rate or methane
content) from a laboratory scale 30 L capacity Upflow Anaerobic Sludge Blanket (UASB)
reactor using organic loading rate (OLR), hydraulic retention time (HRT) and influent
bicarbonate alkalinity. The performance of the ANN model is superior to the mechanistic
models (Bolle et al. 1986a, 1986b; Wu et al. 1997) and is based on a fair size data of 224
records for training and 40 for testing.
Cho et al (2001) studied the development of an ANN model to assist in real- time searching for
optimum ORP and pH control points and evaluating the operation performance ([NH4 +-N] and
[NOx-N]) of the aerobic nitrification and anoxic denitrification process for reliable and effective
control of a 150 L laboratory- scale dynamic continuous- flow SBR system. Synthetic sewage
fed continuously into the 150 L SBR, simulating the diurnal flow pattern of a STP and on- line
monitoring of pH, ORP, DO and MLSS, and laboratory analysis of MLSS and effluent COD,
ammonia- N, nitrite- N, nitrate- N and phosphate- P were done. In this study, the aeration time
and overall hydraulic retention time of SBR have been shortened to about 1.9- 2.5 and 4.8- 6.2
hrs/ cycle respectively while achieving a removal efficiencies of 98%, 98%, 97% and 84%
respectively for COD, ammonia - nitrogen, total nitrogen and phosphorus. Though this is a
laboratory scale study without mention of the data size, however, it demonstrated the successful
application of ANN in setting process parameters and control in a WWTP.
Gontraski et al (2000) used Back Propagation Neural Networks (BPNN) applying delta- bardelta algorithm (Jacobs, 1988) to predict total organic carbon (TOC) in the effluent from the
industrial wastewater treatment plant of a major terephthalic acid chemical plant at Rhodiaco
Itda, Brazil, based on laboratory scale studies. Initially, variables such as inlet wastewater TOC,
concentration of MLSS, pH and DO, HRT and sludge recycle ratio for the aeration tanks as
inputs and effluent TOC as outputs were considered for model development. However, based on
the result of the sensitivity analysis, numbers of input variables were optimised in stages for
efficient effluent TOC prediction. The sensitivity analysis showed that the flow rate and the pH
of the inlet stream were most important variables in controlling the plant to produce lower TOC
in the effluent. This is a laboratory- scale study and the number of records (training and testing)
used for model development and performance of model are not clear.
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Lee and Park (1999) developed two- hidden layer, feed-forward ANN models (aerobic and
anaerobic phase) with generalized- delta learning rule and tanH sigmoid transfer function for a
four- liter laboratory bench- scale SBR BNR wastewater treatment process using synthetic
wastewater (simulating municipal sewage) for predicting effluent PO4 3-, NO3 - and NH4 +
(analysed in the laboratory every 30 minutes using APHA1995 methods), using only input data
from on- line pH, ORP and DO sensors. The system and treatment processes were monitored
and controlled (including flow and temperature) through a DACS (data acquisition and control
system). The predictive performance of the ANN model was quite encouraging. The important
points to note are: (i) they have used only 22 data sets (records) for modeling; (ii) bench- scale
laboratory experimental model using synthetic wastewater; (iii) controlled temperature (20 ±
10 C), flow and composition of influent wastewater being maintained. ANN being a data driven
approach, the quantity of data used for modelling is too low and the bench- scale experimental
condition is far from real time operation of WWTP.
Syu and Chen (1998) developed a three- layer time- delayed feed-forward backpropagation
ANNs model using delta learning rule, for predicting dosage of hydrogen peroxide for
laboratory- scale (600 mL) chemical treatment of synthetic (benzoic acid- water mixture)
wastewater by coagulation with hydrogen peroxide and ferrous chloride. pH was found to be a
major factor for the coagulation of suspended solids in wastewater and its optimum value of 5.0
was maintained and likewise the constant ration of concentration of H2 O2 / Fe 2+ of 1:2 was also
maintained in the experimentation. Influent and effluent water COD were measured every 30
minutes interval. The input to the most precise and best ANN model for control are: (i) COD of
feeding water at three previous sampling times, i.e. CODi (t-3), CODi (t-2), CODi (t-1); (ii)
dosage of H2 O2 at two previous sampling times, i.e., H2 O2 (t-2), H2 O2 (t-1); (iii) effluent COD at
third previous sampling time, COD(t-3); and (iv) COD(t) (the set point or desired effluent COD
at time t = 90 mg/L). The only output is the dosage of H2 O2 at time t, i.e. H2O2 (t). This study
demonstrates that a moving window type of learning data with fixed size, facilitates learning by
ANNs for a continuously monitored and controlled wastewater treatment system; that means
once new data were added as time moved on, the oldest data would be removed.
Yu et al. (1998) developed a three- layer feed forward back- propagation ANN model with
generalized delta learning rule and sigmoid activation function, using laboratory scale
experimental data for a 150 L continuous and constant flow (of synthetic sewage of 95 mL/
min) SBR process with on- line measurement of ORP, pH, DO and MLSS, and regular periodic
laboratory analysis of COD, MLSS, NH4 -N+, NO2 -N-, NO-3 -N, PO 4 3- and Total P. On- line
monitoring of ORP and pH has been proved to be a useful technique for process control of
activated sludge process (ASP) and BNR (Yu et al., 1997a; Hao et al., 1996; Chang et al.,
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1994). ORP and pH profiles can show the capability of pinpointing the ends of nitrification and
denitrification through the identification of breakpoints in the SBR system (Yu et al., 1997a;
Hao et al., 1996). The real- time operation based on ORP and pH control by a BPN provides
higher total nitrogen removal due to more complete denitrification, than the conventional fixedtime operation. In real- time operation, the nitrite concentration is higher than nitrate
concentration during the aerobic phase. Such a nitrite- type nitrification condition is profitable
for the requirement of carbon source in denitrification (Chen et al., 1991). In denitrification
from nitrate to nitrogen gas, a stoichiometric amount of 1.91 gm methanol was used as a carbon
source; while for nitrite to nitrogen gas conversion, only 1.14 gm methanol is required (Amant,
et al., 1969). The retention time of aerobic (and hence aeration energy) phase can be reduced by
45% and the anoxic phase by 15.5%. This is a laboratory- scale study with synthetic sewage
flow at constant rate, which might not absolutely represent the actual processes at any WWTP,
as the sewage composition, flow rate and bacterial population are changing continuously in real
SBR WWTP.
Yu et al (1997) studied the real- time control of a continuous- flow SBR in laboratory scale in a
150 L tank using synthetic sewage at a constant flow rate of 95 mL/ minute, and assisted by online monitoring of ORP and pH for the process applying 3- layer ANN model with BPN
algorithms. The experimentation comprised of on- line measurement of ORP, pH, DO and
MLSS and analytical measurement of COD, MLSS, ammonia - nitrogen, nitrate- nitrogen,
nitrite- nitrogen, TKN, PO4 3- and total phosphate, and mathematical calculation of hydraulic
retention time. The ANN model was successful to predict the control points of ORP and pH,
and the quality of effluent. ANN model also assisted in reducing the retention times of aerobic
and anoxic stages and enhancing the performance of nitrogen removal. The ANN model has
used ‘generalised delta learning rule’ for train ing, ‘gradient descent method’ to minimise the
errors and sigmoid function as the activation function. Root mean square error (RMSE) was
used to evaluate the performance of training and testing procedures. The ANN model, based on
this laboratory scale reactor, demonstrates that on- line sensors like ORP, pH, DO and MLSS
can be of great assistance in process control and prediction of effluent quality from a BNR
process.
Effluent BOD and COD concentration of the activated sludge process usually increases with
TSS. Wastewater flow rate and substrate concentration in WWTPs are significantly time- varied
everyday due to differences in city scale, lifestyle and demography. Tsai et al (1993) have
applied Fuzzy Control Technique to forecast and control effluent TSS and to predict mixed
liquor suspended solids (MLSS) concentration in the aeration tank for a laboratory scale pilot
activated sludge process for synthetic wastewater, using a 32 L aeration tank and 15 L clarifier.
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On- line measurement of temperature, inflow, MLSS, DO, effluent TSS and sludge recycle rate
into the ASP aeration tank were measured. They have observed that the fuzzy control technique
can properly handle non- linearity, high dimensionality and uncertainty of the activated sludge
process. The optimum control strategies for minimising effluent TSS concentration include the
increase of hydraulic retention time (HRT) in the secondary sedimentation tank, decrease of
solid surface loading of settler, the returning of large amount of activated sludge to the aeration
tank at low influent loading time to store sludge for peak flow time and no returning action at
the same time. The optimum control strategies for minimising effluent TSS variation are the
stabilisation of HRT, solid surface loading rate of the settler and return activated sludge flow
rate. This laboratory scale pilot studies using fuzzy control technique has demonstrated the
importance of influent sewage and recycle sludge flow rate in controlling effluent TSS, COD
and BOD.
Su and McAvoy (1992) studied a pilot-scale wastewater treatment facility with biological
removal of C, N, and P. Three feed-forward back-propagation networks were used to model the
three processing units, the anaerobic pre- treatment column, the aeration tanks, and the
sedimentation vessel, individually. Aeration was intermittent to achieve denitrification. For the
course of 4 d, samples were taken every 7 min from the influent and effluent of each of the three
units and were analysed for ammonia -nitrogen (NH3 -N), nitrate (NO-3 ), and phosphate (PO 3-4 ).
The oxygen consumption rates at the aeration tanks were also recorded. The outputs of interest
were the concentration measurements for the effluent of the three processing units, while the
inputs were the concentration measurements for the influent and the oxygen consumption rates.
The data were split into a training data set (the first 600 samples) and a testing data set (the
remaining 300 samples). The performance of the feed-forward networks was compared with
that of recurrent networks that contain delayed recurrent connections from their output neurons
back to their own input neurons. The root mean squares (RMS) of the prediction errors for the
testing data set were used for comparison. Generally, the short-term predictions of the feedforward networks were better than those of the recurrent networks. However, for log-term
predictions (five steps or more into the future) and multiple -step predictions, the recurrent
networks were found to be superior to feed- forward network. For ANN modelling of BNR
process, four- days of experimentation and four input parameters as used in this study, can be
considered as too inadequate for reliable modelling for smooth running of a WWTP.
Srinivas et al. (1990) used a database consisting of about 1650 records to generate the rule based knowledge for obtaining the domain specific rules for designing and operation of
wastewater treatment systems. These rules are used in Artificial Neural Network (ANN) to
obtain the sequence of technologies, which can be applied for achieving a target level of effluent
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concentration from a given input concentration for several compounds. Some success with pilot
studies with 5 compounds and 4 treatment technologies was mentioned without giving any
detail about the research study.
Availability of reliable, accurate and real time process data for wastewater treatment is very
scarce due to the complexity of the physical, chemical and biological processes involved and the
inadequacy of on- line reliable sensors, and instrumentation and control in WWTP. As a result,
a majority of the research on ANN in wastewater treatment are laboratory- scale pilot studies.
These laboratory scale studies include on- line instrumentation and control e.g. DACS, for
measuring, monitoring and controlling wastewater treatment processes. It is found from these
studies that: (i) ANN model with 3- Layer feed forward BPN algorithm with delta learning rule
and TanH transfer function is very effective in forecasting; (ii) time- lagged data for process
parameters and continual updation of ANN model are very important in improving the accuracy
of prediction; (iii) RMSE as the preferred performance index for predicting the accuracy of the
model; and (iv) on- line sensors for real- time monitoring and control of the wastewater
treatment process are very effective and efficient in accurate ANN model prediction.

3.2.2 Application of ANN in activated sludge process WWTPs
Gamal El- Din et al. (2004) developed the following models for the Gold Bar WWTP,
Edmonton, Canada: (1) a flow model that makes short- term predictions of the wastewater
inflow entering the treatment plant during storm events one hour in advance; (2) a primary
sedimentation model to predict the quality of the effluent (TSS, total COD and total Kjeldahl
nitrogen (TKN)) at t+2 h (2 h in advance) from the primary treatment section; and (3) an
activated sludge model to predict the quality of the effluent (soluble COD, and NH3 -N at t + 8 h
(8 h in advance) from the secondary treatment section. Primary treatment consists of grit
removal, mechanical screening, and primary sedimentation, and it can treat up to 950 ML/d; the
secondary treatment provides biological treatment in a suspended growth activated sludge
system, final settling, and disinfection using ultraviolet (UV) light and can treat up to 450 ML/d.
The ANN flow model is a three-layer feed-forward back-propagation networks, which predicts
one-hour-ahead wastewater inflow to the plant, based on data (training and testing) of eight rain
gauges for the summers of 1995 to 1997 containing 114 rainfall events including 90 secondary
bypass events. By introducing the two indices of day-of-the-week and hour-of-the-day as inputs
to the ANN, the model was able to learn the diurnal pattern of wastewater flow entering the
plant on different days of the week, during dry weather flow conditions.
Primary treatment models are also three-layer feed-forward back-propagation ANN, which
predict one-hour-ahead primary effluent TSS and COD respectively, based on hourly grab
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sample data for primary influent and effluent TSS, COD and flow for the period 28 June- 5 July
and 20- 27 August 2000.
However, secondary activated sludge model is a hybrid model comprising of simplified version
of the deterministic Activated Sludge Model No. 1 (International Water Association) and ANN
as a black box component (or the error-predictor component). These models are based on
continuous monitoring data for secondary effluent flow rate, RAS flow rate, WAS flow rate, 2hourly grab samples concentration of TSS, total COD, TKN, total phosphorus, soluble COD,
NH3 -N, and NO 3 -N, and 6- hourly grab sample concentration of MLSS, MLVSS, RASS and
RASVSS for the period 23 May- 2 June and 28 July- 4 August 2000.
The prediction performance of the above models was measured by the ‘coefficient of
determination, R2 ’ (R2 = 1, perfect prediction; R2 = 0, worst prediction). The R2 value for the test/
validation data set for the: (i) ‘flow model’ is 0.87; (ii) primary treatment model for TSS, R2 is
0.63; (iii) primary treatment model for Total COD, R2 is 0.74; (iv) secondary activated sludge
model for NH3 -N, R2 is 0.30 for the deterministic simplified ASM1 model; and (v) secondary
activated sludge model for NH3 -N, R2 is 0.80 for the hybrid (deterministic simplified ASM1 and
ANN) model.
This study is quite encouraging; however, it could not answer the following question: (i) value
of RMSE; (ii) the model is based on only two weeks of data and not comprehensive enough to
take into account all possible variations in normal WWTP operations; (iii) the data for primary
treatment and activated sludge modelling were not collected simultaneously, hence the
combined effect of the two models on plant’s performance could not be ascertained.
Hamed et al., 2004 developed two three- layer ANN backpropagation model for the largest
WWTP in the Middle East, consisting of screening, grit removal, primary sedimentation, nonnitrifying activated sludge and chlorine disinfection processes, to predict either effluent BOD or
TSS, using only 10 months of BOD and TSS data (training and testing) for influent at various
stages of the process. The mean square error (MSE) of ANN models ranged from 4.9 to 5.4 and
mean absolute percent error from 13 to 17%. However, they have highlighted the limitations in
the quantity of records (300 records), the number of variables considered (only BOD and TSS)
and data accuracy and noise.
El- Din and Smith (2002a) developed a three- layer feed-forward backpropagation ANN model
with sigmoidal transfer function for hidden layer to make one- hour advance prediction of
wastewater inflow rate that enters the Gold Bar Wastewater Treatment Plant (GBWWTP) so as
to enable the operator to put the process in place in order to minimize the secondary biological
treatment bypass discharge into the environment. GBWWTP consists of grit removal, screening,
primary settling, activated sludge, secondary sedimentation and disinfection treatment facilities.
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The input to the model are raw wastewater influent entering the plant and average rainfall data
of eight representative rain gauges over 30 minutes interval including their time- lagged data for
the previous 8 hours (20 data points). The data set for the model consist of 114 storm events and
out of which 90 events caused the GBWWTP to bypass the secondary treatment; and the test
data set contains 22 such storm events. The performance of the network was measured using the
coefficient of determination (R2 = 1, perfect fit and =0 means worst fit). The model has excellent
generalization ability, and a parsimonious network that allowed good predictions wastewater
inflow to the plant; however, it under-estimated flows for storm events which lasted more than
12 hours. This is, however, quite logical and common in combined sewerage system, because
often infiltration and inflow into the sewerage collection network continues even 24 hours or
longer after the rainfall event.
Wen- Yi, et al. (2002) has developed a three- layer feed- forward back- propagation ANN
model to simulate the operation of an activated sludge biological wastewater treatment plant for
a coking plant. They have used independent parameters like concentration in influent of phenol,
COD, NH3-N, O&G, total cyanogens and vapourised cyanogens and four hidden nodes to
determine the effluent COD and NH3 -N (output). They have reported to have good prediction
results; however, their prediction is based on a set of only 23 records of plant data, which can
considered as too low, considering that ANN is a data - intensive approach.
Hamoda et al. (1999) have applied a 3- layer back- propagation ANN for integrated full- scale
modeling of the municipal activated sludge sewage treatment plant at Ardiya, Kuwait City,
using 228 days data for inflow, temperature, and BOD and TSS of raw, secondary and tertiary
effluent data over 16 months period. The correlation coefficients between the predicted and
actual effluent data using the best model were 0.72 for effluent suspended solids (TSS) and 0.74
for biochemical oxygen demand (BOD). With limited available data, this study shows the
potential prospect for ANN modeling in WWTP.
Fu et al (1995) applied ANN modelling to estimate effluent chemical oxygen demand (COD) in
an activated sludge process using back- propagation algorithm and sigmoid transfer function.
Developed four- layered ANN model has five input parameters (nodes) (e.g. input flow, COD in
the input, the concentration of biomass (MLSS), the oxygen uptake rate (OUR) in the aeration
tank and the return activated sludge (RAS) rate) in the input layer, 15 nodes in the 1st hidden
layer and 8 nodes in the 2nd hidden layer and one node (effluent COD) in the output layer. The
authors concluded that, given an appropriate topology and parameters, ANN could be trained to
characterize the behavior of the activated sludge process.
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A procedure has been developed by Cote et al. (1995) to improve the accuracy of an existing
mechanistic model for a full-scale activated sludge process previously described by Lessard and
Beck (1993). The first step was the optimisation of the numerous model parameters to minimize
the sum of squares of the errors between predicted and experimental values. Subsequently, the
second step was using feed-forward, back-propagation ANNs to predict the remaining errors of
the optimised mechanistic model. A hybrid model was the result of the coupling of the
mechanistic model with the ANN model. For the hybrid model, a neural network was developed
for each of the five key variables describing the activated sludge process, namely the suspended
solids, total chemical oxygen demand (COD) and ammonia -nitrogen (NH3 -N) of final effluent,
dissolved oxygen (DO) in the mixed liquor, and volatile suspended solids (VSS) in the returned
activated sludge. For each variable, the inputs to the neural network models were selected from
the available process variables, using a cross-correlation algorithm between input and output
variables and a blend of trial and error as well as good judgment. The data set contained a total
of 193 hourly records; 140 were used for training, while the remaining 53 were used for testing.
Graphical presentation of the results demonstrated that the resulting hybrid model was able to
simulate the dynamics of the activated sludge process.
Pu and Hung. (1995) applied a three- layer artificial neural networks (ANN) with feed- forward
back propagation algorithm with sigmoid transfer function for predicting secondary effluent
TSS and BOD for a municipal WWTP, Painesville, Ohio, consisting of screening, grit removal,
primary sedimentation, first stage aeration, intermediate settling, second stage aeration, final
sedimentation, tertiary filtration and chlorine disinfection processes (activated sludge treatment
process). Ten process parameters, which are regarded to have significant impact on secondary
effluent TSS and BOD, based on engineering judgement, were chosen as inputs for ANN
modelling. 393 data sets were used for training and 193 records for testing the ANN models.
The performance of ANN model, as determined by the average relative percent error (AAPE)
for the best ANN model, for the test data set were: for effluent BOD- 24.91% and for TSS33.84%. The correlation coefficients between the predicted and actual BOD and TSS for the
best ANN models were 0.73 and 0.61 respectively. The researchers came up with the following
important findings: (i) the best ANN model in the training case is also the best in the testing
case; (ii) ANN model with the maximum number of input variables produces the least training
and testing AAPE for BOD and TSS forecasting; (iii) best ANN model does not necessarily
have the highest number of nodes in the hidden layer; (iv) the testing error was higher than
training error for all models.
Review of ANN modeling studies for activated sludge WWTPs carried out so far revealed that
three- layered feed forward back- propagation ANN model with sigmoid transfer function suits
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best to model the activated sludge process. RMSE is the most common performance indicator
for the ANN models; however, other performance indicators are average relative percent error
(AAPE), average absolute error (AAE) and the correlation coefficient between the model
predicted and the actual data.

3.2.3 Application of ANN for modeling wastewater treatment in lagoons
Oliveria - Esquerre et al., (2004) developed three- layer feed-forward BPN model with sigmoid
transfer function and delta- bar- delta learning rule (called multi-layer perceptron, MLP
networks) to predict inlet and outlet BOD of an aerated lagoon WWTP for a paper mill. They
have also developed prediction models for BOD using functional- link neural networks (FLN)
(Chen and Billings, 1992; Costa et al. 1999) and ‘linear multivariate regression technique’. The
models were developed on a data set of 782 training samples and 312 testing samples. They
have concluded that MLP networks are the best choice for BOD prediction for a WWTP (lowest
RMSE for prediction).
Pigram et al. (2001) developed ANN models for a petroleum refinery’ biological wastewater
treatment (WWT) facility (covering an uncovered lagoon of 28.9 acres, average residence time
of 10 days and discharging four million gallons of treated water per day) in San Francisco,
where there are missing data for parameters in daily time series. They explored to find the best
techniques for replacing the large amount of missing data for modelling the WWT facility. They
have used daily data for 13 inputs (wastewater TOC, surfactants, pH, ammonia, salinity, total
phenolics, organic acid, DO, air flow, water level and effluent flow rate from bioreactor and six
outputs (effluent TOC, surfactants, pH, ammonia, salinity, total phenolics) for 515 days. They
have 25.4% missing data points, which they have reconstructed, applying four different
techniques: (i) arithmetic calculation- replacing missing values with the mean value of the
parameter; (ii) replacing missing values with the median value of the parameter; (iii) replacing
missing values with a moving 10- day average value of the parameter; and (iv) interpolation
between the last known values preceding and following the missing data values. They have used
sigmoidal transfer function and 30 days of prior time steps data i.e. the output at a given time
step is predicted using a neural network with 570 input values. One and two hidden layers and
the normalization of the input data have shown to improve model performance. Overall, the
linear interpolation technique provided the most accurate results and it is better able to predict
the peaks and valleys in the data set, followed closely by the 10-day moving average technique.
The mean and median techniques generally provided much poorer results. Parameters, such as
pH, are predicted with little error, whereas, other parameters, such as total phenolics, are more
difficult to predict.
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On applying the time- delay neural network (TDNN) modelling for prediction of effluent BOD
from an aerated stabilization basin (ASB), Zhu et al., 1998, observed a better forecasting
performance compared to multi- layer perceptron (MLP) model. Their modelling is based on a
batch of data of 362 samples and the maximum time- lag used for the input variable is 7 days.
The correlation coefficient between the predicted and actual effluent BOD for the MLP model
was 0.801, and for the TDNN model of 0.845. They concluded that the TDNN model has better
performance than a standard MLP model due to the TDNN’s capability to model delays and
also recommend that the on- line data processing and model updating can improve the TDNN
model prediction accuracy.
While developing the model relating environmental parameters (temperature, DO, pH, solar
radiation, chlorophyll- a, COD and protozoa abundance) as inputs and pollution indicator
(logarithmic concentration of effluent fecal coliform or fecal streptococci) for a high rate
oxidation pond (HROP), using neural networks (three- layer feed-forward backpropagation) and
multivariate regressional analysis, Frouji et al. (1997) discovered an explicit non- linear
relationships for the biological wastewater treatment systems, consisting of a primary pond and
HROP in series, at the sewage treatment center of the city of Meze, Morocco.
A three- layer feed-forward BPN model with sigmoid transfer function and delta- bar- delta
learning rule is the best choice for ANN modeling of such systems. The best techniques for
replacing the large amount of missing data for modeling is to apply linear interpolation between
the last known values preceding and following the missing data values and it provides the most
accurate results. Normalization of the input data, time- lagged data for the input variables and
on- line data processing and model updating have shown to improve model performance and
prediction accuracy. ANN models have been found to perform better than ‘linear multivariate
regression technique’.

2. 2.4 Application of ANN in wastewater treatment plant with on- line sensors
Colored materials in industrial wastewater effluent not only present an aesthetic problem, but
also interfere with the aquatic biological process by absorbing light. Additionally, some of these
materials may contain toxic and carcinogenic pollutants (Pierce 1994) and therefore, there is an
environmental protection licence limit for the true color discharge of 550 units based on the
American Dye Manufactures’ Institute (ADMI) 3 WL method (APHA/AWWA/WPCF 1998).
ADMI 3 WL methods use a spectrophotometer as the measurement device, which must be
conducted in the laboratory and cannot provide on-line monitoring data for process control. Yu
et al. (2005) applied digital image analysis (DIA) method to develop an effective and
economical method for on-line monitoring of the wastewater true color. They have developed
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three- layer feed-forward ANN models, using generalized- delta- learning (GDR) rules, to
estimate ADMI 3 WL true color from on- line DIA values and the ANN models were proven to
be highly effective for the calibrations among the ADMI 3 WL, and DIA values. Experimental
results show that the DIA method performed not only with good accuracy and precision but also
high sensitivity in the measurement of true color. This study reveals that ANN is an effective
tool for estimating critical wastewater treatment performance parameters (for which on- line
sensors are not available currently), using on- line measurement of other surrogate parameters.
Chen et al., 2003, developed a neural network model to provide better predictions of nutrient
(nitrogen and phosphorus) contents in treated effluents from a WWTP in Taiwan, to be used for
groundwater recharge, for which the variation in nutrient concentration is problematic. The
WWTP consists of bar screens, a grit chamber, an oil separator, an equalization tank, a contact
aeration tank, a settling tank, and a disinfection unit. The information used in the model are: (i)
three online sensors data (i.e., pH, ORP, and DO); (ii) three off-line nutrient tests (i.e., BOD,
NH3 , and NO3 ); and (iii) the rainfall index- to help identify the dynamic weather condition and
in providing essential information on the operational status of a WWTP. A separate bench-scale,
contact-aeration study was conducted to reaffirm the correlation between ORP readings and the
degree of nitrification achieved and the validity of ORP as an input parameter in the model
(Wareham et al., 1993; Paul et al., 1998; Yu et al., 1998). A three- layer partial recurrent neural
network model (PRNN) using back-propagation algorithm and 67 set of operational records for
14 input parameters including the aeration ratio, pH, d(pH)/dt, DO, d(DO)/dt, ORP, d(ORP)/dt,
NH4 -Nin , NO3 -Nin , BODin , temperature, hydraulic retention time (HRT), and the lagged impact
of nitrification/ denitrification, are used. The outputs of the model are NH4 -N, NO3 -N, and total
nitrogen in the effluent. Simulation analyses with one or two hidden layer(s) indicate that the
model with one hidden layer presents the lowest mean square error and reasonable learning time
and therefore leads to the best overall performance. The prediction accuracy up to 90% was
demonstrated; however, very limited training data set (67) on which this model has been
developed, might not provide adequate confidence to the user for its accuracy, reliability and
consistency, considering the data- intensive characteristics of ANN modelling. The learning
from this study is that on- line sensors for pH, DO and ORP in a WWTP add significant value in
improving effluent quality prediction.
Moreno-Alfonso and Redondo (2001) proposed an intelligent wastewater treatment concept,
aided by two sets of neural networks, with the aim of controlling the plant in terms of
previously measured few selected process parameters. The first neural network is used for
reasoned (regular) control of the plant. The other neural network is termed instinctive, and is
dedicated to the monitoring of the critical parameters. Its output determines whether a drastic
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decision, like stopping the process, is warranted. They contend that such a two- network system
will prove useful in the management of WWTPs.
Wastewater Treatment Plants (WWTPs) control and prediction under a wide range of operating
conditions is an important goal in order to avoid breaking of environmental balance, keeping the
system in stable operating conditions and suitable decision-making. However, due to the high
complexity of the WWTP processes and the heterogeneity, incompleteness and imprecision of
WWTP data, finding suitable models characterizing WWTP behaviour as a dynamic system
poses substantial problems (Belanche et al., 1999).
Hack and Kohne (1996) used a feed-forward, three- layered back propagation neural network
with sigmoid transfer function for the hidden layer and linear function for the output layer, to
correlate process parameters of interest (e.g. effluent ammonia and COD) with simple and
directly measurable auxiliary parameters for a biological municipal wastewater treatment plant
(WWTP) near Siegen, Germany. They tried to compensate for the breakdowns that occur in an
on- line process analyser (that is part of a control loop) by estimating their missing values
during this breakdown, using data of auxiliary parameters that were believed to have strong
correlation with the process parameter of interest (as developed in the neural network model).
To estimate the plant influent chemical oxygen demand (COD) and ammonia -nitrogen (NH3 -N)
concentrations, the strength of the correlation that exists between each of these two parameters
and other easily measurable auxiliary parameters, such as conductivity, turbidity, nitrate, pH,
dissolved oxygen, redox potential, flow rate, and water temperature, were examined. A database
that consisted of hourly sampling for a period of two consecutive weeks was used. One week
was used for training the network, while the other was used for testing. By comparing the neural
network estimates for influent COD and NH3 -N with measured data for the testing period, the
average relative (with regard to the measuring range) deviation was found to be 7.4% and 9.2%,
respectively. In the recent major upgrade of the Northern and Southern WWTPs, on- line
process analysers for pH, conductivity, redox potential, suspended solids, and temperature has
been installed to take advantage of neural modelling as explained above, for monitoring and
control of these plants.
Boger (1995) has successfully developed an ANN model of a well instrumented, computer
controlled activated sludge sewage treatment plant at Soreq, Israel, based on a two years daily
operational database of 86 process parameters. In his modelling, (i) training and testing data
were pre- processed for completeness and ‘zero- centering’ each variable ; (ii) the problem of
slow learning or non- convergence of large scale artificial network models was solved by
applying ‘non- random initial connection weight algorithm’ for the three layer back53

propagation ANN; (iii) optimised the developed models by eliminating non- relevant inputs
through analysis of relative significance of all input variables. This study claims that the ANN
model predicts the concentration of 19 pollutants (output) in the effluent. It is also concluded
that on- line virtual instrument information (for example, ORP, pH, turbidity and conductivity)
may be useful for predicting hard- to- measure properties e.g. effluent COD.
Hack, et al. (1995) have applied ANN to estimate critical on- line process parameters e.g. COD,
ammonia- N, at a municipal wastewater treatment plant, Siegen, Germany, while these on- line
analysers have broken down or taken off- line for maintenance, utilizing auxiliary parameters
measured by on- line process analysers e.g. conductivity, pH, redox potential, turbidity. They
have used: (a) 3- layered back- propagation artificial neural networks (ANN); (b) sigmoid and
linear transfer function for the hidden layer neurons and output layer neurons respectively; (c)
trained and tested the models using 7 days of data respectively; and (d) using current inputs at
time t and over previous 6 hours lags. Four inputs parameters and 7 days of on- line data applied
for training and testing the developed ANN models in this study, are considered to be
inadequate.
Capdaglio (1994) in vestigated the wastewater treatment plant automation and real- time control
(RTC) using ANN modelling methodologies that takes into full account of the dynamic
properties of the treatment system. A comprehensive dynamic model of a traditional process
such as an activated sludge system is extremely complex, and that the resolution of the tradeoff between relatively simple on- line models and complex structured models is a major
problem in automation process of biological treatment plants. The author conclu ded that RTC
using modelling methodologies such as ANN coupled with automatic sensing technology to
convey information from plant’s critical processes to the central control station, may potentially
reach beyond the simple improvement of discharge limitation compliance and can influence
future engineering design practice, with the potential to substantial savings due to process
optimisation and an overall reduction of the investment necessary to attain established water
quality goals. This study emphasised the importance of integration of on- line sensor and ANN
model at the control hub e.g. SCADA or DACS of a WWTP.
Three- layer feed forward back- propagation ANN model with generalized delta learning rule
and sigmoid activation function provides the lowest mean square error, reasonable learning time
and the best overall performance. Eliminating non- relevant inputs through analysis of relative
significance of all input variables and on- line virtual instrument information (for example, flow
rate, temperature, ORP, pH, DO, turbidity and conductivity) are very useful for predicting hardto- measure properties e.g. effluent COD, BOD, TSS, O&G etc. Integration of on- line sensor
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and ANN model at the control hub e.g. SCADA or DACS and the IICATS of a WWTP will
lead to improved process control and performance of WWTPs.

3.2.5 Application of ANN in primary sedimentation wastewater treatment
Gamal El- Din et al (2002) developed ANN model(s) to predict one hour in- advance: (a) the
total suspended solids (TSS) and (b) chemical oxygen demand (COD) for effluent from a fullscale primary sedimentation tank using flow and influent TSS for (a), and flow and influent
COD for (b) as input parameters. The have collected only two weeks of data for flow and
influent and effluent TSS and COD, collected at hourly intervals based on grab samples. The
prediction of effluent COD was better than effluent TSS. ANN models based on only two input
parameters and two weeks of data might not adequately represent the dynamic behaviour for
real- time control of PSTs and an hour in- advance prediction of effluent TSS and COD are of
limited value in real time operation of STPs. Use of only one hidden layer and varying the
number of hidden nodes in it is usually sufficient for delivering distinct results; the reason
being, the intermediate neurons, not directly connected to output cells have very small weight
changes and learn very slowly.

3.2.6 Application of ANN in BNR WWTP
Bongard, M. (2001), developed a three- layer feed-forward backpropagation neural networks to
predict effluent’ ammonia -N and nitrate- N from a BNR WWTP one- hour in advance, which is
otherwise relatively expensive in investment and operation. He found that a ANN model with
two hidden layers of 15 and 10 neurons with influent flow rate, conductivity, DO in the aerated
nitrification basin and effluent ammonia -N and nitrate- N concentration as inputs could
successfully predict effluent ammonia -N and nitrate- N one hour in advance. The prediction
error for effluent ammonia -N and nitrate- N were below 0.3 mg/L and it is a well-accepted
value in the on- lines sensor technology, which has a measurement error of 0.5 mg/L.
Brydon et al. (2001) developed two ANN models to predict settled sewage BOD5 using the
following inputs:(i) 903 training and 100 testing records for flow, TSS, ammonia and chloride
and (ii) 1572 training and 100 testing records for flow and TSS. All training and testing input
data were scaled to lie in the range 0 and 1 to reduce the effects of widely varying magnitudes
of input data that could lead to a biased model. Both models I and II have produced accurate
estimates of the effluent BOD5 ; however, model I estimates the peaks and troughs of the trend
more accurately than model II. These models are straightforward to apply on- line and provide
instantaneous estimate of BOD5 in real- time that is likely to be cheaper, more reliable and
55

easier to maintain than hardware instrumentation (Spanjers et al., 1990; Kalte, 1999). This study
reflects the usefulness of ANN in forecasting effluent quality BOD5 that takes five days to
measure in the laboratory, with the help of other measured process parameters.
Cote et al. (1998) used a neurogenetic model to predict the effluent suspended solids from a
dynamic enhanced biological phosphorus removal (EBPR) system. A hybrid intelligent system
combining genetic algorithm (GA) with ANN was used to accurately predict effluent suspended
solids concentration from an EBPR system. It was found that process performance of EPBR
system relied heavily on the effluent suspended solids concentration due to high phosphate in
the biomass. The model developed had three (3) hidden nodes and the neurogenetic model
identified suspended solids (SSt-1 ), influent flow (Qin ) and organic loading parameter (F/Mt-3 ) as
input variables.
Cohen et al (1997) have successfully applied back propagation neural network model for
process control of the extended aeration biological nutrient removal sequencing batch reactor
(EA BNR SBR) treatment process at the Morrinsville STP, North Island, New Zealand. The
loads to the STP vary seasonally due to strong trade waste discharges from dairy industry in
summer. The inputs of the model were influent BOD and MLVSS and mixed liquor temperature
in the EA BNR SBR, and the outputs from the model are BOD oxidation, nitrification and
denitrification rate constants. The outputs are used to control SBR cycle duration, sludge
wasting and to divert excessive influent load into a lagoon for temporary storage. The neurofuzzy process model helps in running the WWTP to comply with the effluent discharge
regulations consistently under varying environmental conditions and operating loads with a low
level of supervision. However, the process model has only considered three parameters out of a
series of other parameters which have been proved to impact EA BNR SBR operations.
Shafdan BNR WWTP (Boger, 1991) was modelled applying three- layer back- propagation NN
using weekly average data for 106 variables over two years to predict the effluent ammonia- N
concentration in the effluent. 50% of the data were used for training and another 50% for
testing. Analysis of the relative significance of the inputs in predicting the output, reveals that
only 15 to 20 significant inputs are capable of predicting effluent ammonia - N reliably. Analysis
of the Shafdan WWTP ANN model reveals that the high effluent NH4 -N values were associated
with higher oxygen utilisation rate (OUR), high food-to-organism mass ratio (F/M), low MLSS
concentration in the biological BNR reactors, low solids retention time (SRT), low basic OUR
and low basic carbon OUR, which supports the scientific and engineering principles of
wastewater treatment.
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Above ANN studies for BNR WWTPs reinforce the importance of: (i) three- layer feed-forward
backpropagation neural networks; (ii) normalisation of training and testing data to reduce the
effects of widely varying magnitudes of input data; and (iii) use of on- line sensors for critical
and easy- to- measure surrogate parameters (flow rate, temperature, ORP, pH, DO, turbidity and
conductivity) to improve ANN model performance and accuracy.

3.2.7 Application of ANN in flow prediction for WWTP
El- Din et al (2001) developed a 3- layer feed- forward back propagation neural network which
predicted the short- term wastewater flow rate entering the Gold Bar Wastewater Treatment
using a very small data set of 114 rainfall events during storm events. The performance of the
ANN model is found to be much better than the complex hydrological flow model. The model
uses rainfall data recorded by 8 rain gauges out of a total of 18 gauges, which cover the City of
Edmonton (Alberta, Canada) drainage area as inputs. The model uses sigmoid activation
function, a learning rate of 0.1 and a momentum factor of 0.9. The researchers observed that in
ANNs with BPN algorithms, hidden nodes map the non-linear relationships within the input
data sets and increasing the number of nodes increases the likelihood of convergence; however,
too many hidden nodes diminishes its generalization ability.
This study highlights that the 3- layer feed- forward back propagation neural network and
sigmoid activation in flow forecasting to WWTPs and concludes that increasing the number of
nodes in the hidden layer, increases the likelihood of convergence; however, too many of them,
diminishes generalization ability of the ANN model.

3.2.8 ANN predicting beach water quality during storm event
Luis et al (1998) studied the influence of storm water discharges on the bacteriological quality
of bathing waters from a coastal sewage systems like the city of Gijon, Asturias, Spain, which
has catchment consisting of industries and popular tourist beaches. They have described the
bacteriological quality of beach water in terms of exceedance time of faecal coliform
concentration limits [non-fulfilment time (NFT)]. They have used Functional Link Network
(FLN), a form of feed- forward ANN to successfully predict NFT using the following input
parameters e.g. storm water’ discharge volume, duration of discharge, discharge initiation time,
state of the tide at the beginning of discharge and direction and intensity of wind. They have
concluded that the application of ANN in this environmental design of coastal sewerage systems
network provides: (1) simplicity to the model while allowing all environmental factors of
interests being incorporated into the model; (2) higher correlation coefficient of 0.9 for test and
validation sets.
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ANN has been successfully applied to predict the bacteriological quality (non- compliance with
regulatory faecal coliform concentration limits or non- fulfilment time, NFT) of bathing coastal
water in the city of Gijon, Spain during stormwater overflows from its coastal sewerage
networks to facilitate their effective design. It is found that state of the tied and wind speed have
significant impact on NFT, while tidal range, temperature and salinity don’t have impact on
NFT (Sanchez et al. 1998).
Both of the above studies found the feed- forward ANN to successfully predict faecal coliform
concentration limits or non- fulfilment time (NFT) in recreational beach water quality from
stormwater discharges into local beaches.

3.2.9 ANN model in ultrafiltration of wastewater effluent
Teodosiu et al (2000) developed a 3- layer back- propagation neural network models, trained
with experimental data obtained in a laboratory scale ultrafiltration system using hollow- fibre
ultrafiltration membranes with dead end mode of operation for purifying secondary refinery
effluent treatment (previously treated by primary, intermediate and secondary biological
activated sludge processes), at constant transmembrane pressure and fixed loss of initial flux,
followed by backwashing with demineralised water. Two neural network models were
constructed to predict the flux at any time instant: (i) during ultrafiltration and (ii) after
backwashing, for arbitrary cycles, regardless of the duration of ultrafiltration and backwashing
using flow and permeate volume over every 30 seconds. They have used 15 neurons in the input
layer, 5 neurons in the hidden layer and one neuron in the output layer and Tan sigmoid
activation functions for all layers. As learning rule, back-propagation with adaptive learning rate
and momentum was used. A very good prediction of flux at any time instant was achieved using
the ANN models.
This study finds that three- layer feed- forward back propagation neural network with sigmoid
transfer function provides modest forecasting of flux in the ultrafiltration of biological WWTP’s
effluent.

3.2.10 ANN model predicting sludge bulking in wastewater treatment
Belanche et al (1998) predicted the bulking phenomena in the wastewater treatment plants by
using various soft computing techniques. In particular time delay neural networks (NN) of three
kinds were used: classical (trained with simulated annealing plus conjugate gradient),
probabilistic (trained as Bayer- Parzen classifier) and heterogeneous (trained with genetic
algorithms). The final input used has a data of 609 consecutive days. The most relevant feature
of the database was the high incidence of missing values about 60 to 80 %. It was found that all
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the three models performed equally well. The influence of qualitative information on
wastewater treatment plant has been studied and it was found that the qualitative information
exerts considerable influence on the plant output.
Capodaglio et al. (1991) applied feed-forward, back-propagation artificial neural networks
(ANN) and other stochastic auto- regressive moving average (ARMA) and auto- regressive
transfer function (ARTF) modelling techniques to the analysis of bulking conditions (one- dayahead prediction of SVI) of the biological nutrient removal (BNR) Jones Island Wastewater
Treatment Plant in Milwaukee, Wiskinson, USA. Sludge bulking is perhaps the most notable
(50%) cause of WWTPs’ failure in complying with the licence limits (Tomlinson et al., 1982);
bulking is due to excessive growth of filamentous bacteria arising out of high or low DO, foodto- microorganism (F:M) ratio, substrate compos ition, low pH, temperature, reactor
configuration or a combination thereof (Lee et al., 1975, 1982; Jenkins et al., 1986, Nowak et
al., 1986). The sludge volume index (SVI) was used to represent bulking (> 150 mL/g)
conditions, and 14 months of daily data were presented to the network using a time series input
scheme. The input to the network consisted of time-lagged (5 day) values of biochemical
oxygen demand (BOD) to N (BOD/N) ratio, nitrogen to phosphorus (N/P) ratio, mixed liquor
dissolved oxygen (DO), mixed liquor temperature, and the food- to- microorganism ratio. A 5-d
lag was chosen, as it corresponded to the average mean cell residence time of the system. Each
input pattern fed to the system consisted of five values, representing the previous 5 d for each of
the input variables, and the 1-day-ahead prediction of the SVI value was the output of the
network. The prediction ability of the network was compared with that of stochastic autoregressive, moving-average (ARMA) and autoregressive, transfer function (ARTF) models. The
results of a 20-d testing period indicated that the improvements in prediction achieved by the
ARMA, the ARTF, and the ANN models were 64, 74, and 77%, respectively, compared with a
forecasting equal to the average value over a 30-d period preceding the 20-d testing period. The
ANN approach yielded the best results among the three modelling tools. However, only 20 days
test period was selected to verify the effectiveness and efficiency of the model in predicting SVI
one- day in advance, which is considered inadequate for real time process control. Daily data of
five input parameters for 14 months and a testing regime of 20 days are considered to be
inadequate for a data- intensive modelling approach like ANN for a complex BNR process;
however, this study is one of the pioneering works on the application of ANN in wastewater
treatment.
Three- layer feed- forward back propagation ANN model performs better in predicting sludge
bulking for WWTPs with lots of missing data than other stochastic models like the autoregressive, moving-average (ARMA) and autoregressive, transfer function (ARTF) models.
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3.2.11 ANN modelling in miscellaneous wastewater treatment processes
A neural-net-based model was developed by Du et al. (1994) to predict the solubilization of six
heavy metals from sewage sludge, using the bioleaching process. Data from batch reactor
experiments were used in training a multi-layer network, using the back-propagation algorithm.
The input parameters required were the type of sludge, initial metal concentrations in the sludge,
and the sludge pH. A total of 22 sludge samples were used. Experiments were conducted in a
batch reactor. About 15% of the data were used for testing, and it was demonstrated that the
neural model was capable of predicting the solubilized metal concentration at the end of the
bioleaching process. The ANN model may be used to predict the pH (which can be easily
monitored during the course of the bioleaching process) at which the bioleaching process should
be terminated.
These studies reflect the application of ANN modelling in wastewater treatment like monitoring
and control of bioleaching of sludge from WWTP.

2.2.12 Comparative performance of ANN and other wastewater modelling
techniques
Pilot-scale testing is widely used in the water industry to test treatment theories, to develop and
simulate new processes, and to carry out process modifications prior to full-scale
implementation for enhancing process operations. Baxter et al. (2004) developed models with
pilot-scale data (48 data observations) collected at Metropolitan Water District of Southern
California's Oxidation Demonstration Project (ODP) Plant and EP-COR Water Service's pilot
plant (44 data observations) using ANNs and multiple regression analyses (MRA), and made
assessments of performance of ANNs and MRA models using (a) the coefficient of multiple
determination (R2 ) and (b) average absolute error (AAE). For particle count prediction, the R2
and the AAE values of the best MRA model were 0.54 and 306.7 counts/ mL; while the
performance of the three- layer feed-forward ANN model for the same data sets were R2 of 1
and AAE of 6.9 counts/ mL. Although, ANN model performed far better than multiple
regression analysis model in this study; however, this observation is based on a very limited and
inadequate size data set, required for ANN modelling.
West et al. (2003) developed an autoregressive integrated moving average (ARIMA) and
gamma memory neural network forecasting models to predict effluent total suspended solids
(TSS) and biochemical oxygen demand (BOD) in one and two days in advance, for an urban
wastewater treatment plant (WWTP) using 638 daily measurements of several input, process
state and effluent properties. In the ANN modelling, they have used single hidden layer, tanH
transfer function and backpropagation training algorithm. The TSS and BOD forecasting
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performance of ARIMA and ANN models are measured by root- mean- square- error (RMSE)
and mean absolute percent error (MAPE). ANN models were observed to outperform the
ARIMA models. MAPE for ANN and ARIMA models for TSS ranges from 12.9- 14.0 mg/L
and 25.9- 30.6 respectively and for BOD, the corresponding MAPE are in the ranges 13.8- 16.4
mg/L and 26.5- 34.4 mg/L respectively. This study endeavoured to use proper size of data set,
required for ANN modeling. However, the following important ANN modeling question were
not addressed in their paper: (i) what are the input parameters; (ii) number of PEs in the hidden
layer; (iii) number of training and testing data set; and (iv) other important ANN parameters,
such as momentum coefficient, learning rate, epoch size and learning rule. In absence of all
these information, it is difficult to get the bigger picture about the models and their efficiencies.
Zhao et al (1997) studied the application of a hybrid model for developing a dynamic model of a
laboratory bench- scale sequencing batch reactor (SBR) biological phosphorus removal
activated sludge process. The hybrid model consists of a mechanistic simplified process (SPM)
model (based on the International Water Association (IWA) ASM2 model for biological P and
N removal) and a three- layer feed-forward neural network applying NNPLS algorithm (residual
model). The inputs to the SPM and the ANN models are influent’ chemical oxygen demand
(COD), total Kjeldahl nitrogen (TKN), phosphate and ammonia concentration and the timer
output signals (for phase control). The outputs are effluent phosphate and NOx (nitrite and
nitrate) concentrations. The prediction performance of the ANN model and the hybrid model is
always superior to the SPM. However, the hybrid modelling approach combines the advantages
from both the mechanistic SPM (to understand the underlying process fundamentals) model and
a neural network approach using process data as a normal black- box model to simulate SBR.
The research results indicate that the hybrid modelling approach can be a novel tool that is
accurate and cost- effective for modelling and process control of activated sludge processes.
However, this study did not mention the size of data set used for model development.
ANN modelling was applied by Pu and Hung (1994) to predict the performance of a mediumsized, municipal wastewater treatment plant, using rotating biological contactors and an
activated sludge process in treating medium-strength, municipal wastewater. Two years of
average daily data were used in training and testing the network. The data used by the ANN
model included raw wastewater flow rate, influent and effluent total suspended solids (TSS) and
BODs of the primary settling tank and the secondary settling tank. A multi-layer network was
trained using the back-propagation algorithm. Two general ANN models were used to predict
the BOD5 and the TSS concentrations in the secondary effluent. When compared with multiple
regression models, the ANN models gave average relative errors for the secondary effluent
BOD5 and TSS concentrations that were 12 and 18% lower, respectively. This research
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demonstrates that for effluent quality prediction from WWTPs, the performance of ANN
models is better than multiple regression models.
A simple ANN model that takes into account the bioreactor, the settler, and their interaction was
built by Tyagi et al. (1993). This model was built for the prediction of the recycle ratio and the
wastage rate that are required to have effluent substrate concentrations at a given set-point,
using the influent flow rate and influent substrate concentration as inputs to the model. A
steady-state simulation, using mass balance equations around the bioreactor and the limiting
flux theory for the sedimentation analysis, was used to generate the data patterns for training
and testing the network. Only two neurons were used in the hidden layer. The sigmoid function
was used as the transfer function and the back-propagation algorithm was used in training the
three-layer network. The data set contained 21 records; 9 were used for training, while the
remaining 12 were used for testing. The performance of the neural model was compared with
that of polynomial equations with different orders. For the whole data set, the best-fitting
polynomial equation gave root- mean- square errors for the recycle ratio and for the wastage
rate that were almost 10 and 6 times higher, respective ly, than that for the ANN model.
Although this study demonstrates that ANN is a superior tool in modelling WWTP processes
than multiple regression technique, however, there is considerable risk to come to a general
conclusion like this, considering very small data set used for training and testing in this study.
Tyagi et al. (1993) analysed data collected from a pilot activated sludge plant using a feedforward, back-propagation ANN model. They studied the effect of the recycle ratio (r) and the
clarifier overflow rate (U0 ) on the concentration of the mixed liquor suspended solids (X),
entering into the settling tank and the recycle suspended solids (Xr) leaving from the bottom of
the tank. The data showed that the relation between those variables has a certain degree of
nonlinearity. The neural network was used to predict the values of X and Xr based on the values
of r and U0 at steady state condition. The data set contained 44 records; 40 were used for
training, while the remaining 4 were used for testing. The performance of the neural model was
compared with that of a linear multiple regression model. For the whole data set, the linear
regression model gave root-mean-square errors for X and Xr that were almost two and three
times higher, respectively, than that for the neural model. Although the ration of training and
test data size (10:1) appear to be appropriate, however, data size of 44 records is considered to
be small for ANN modelling.
Tyagi and Du (1992) demonstrated the application of neural network techniques for kinetic
model building of heavy metals inhibition in the activated sludge process. Feed-forward,
backpropagation networks for the cases of both unacclimated and acclimated microorganisms of
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batch operation were developed. The task of the neural network model was to predict the
maximum specific growth rate corresponding to different combinations of heavy metals present
in the wastewater. The ratio of the maximum specific growth rate in the presence and that in the
absence of metal, µm/µ as the index for the growth rate, was the model output; at the same time,
the ratio of the metal concentration and the initial concentration of the suspended solids, M/X0 ,
was the model input data. The prediction capability of the ANN model was compared with that
of a linear multiple regression model, and the latter gave a sum of squares of prediction errors
for the whole data set (training plus testing) that was three times higher than that of the neural
model. This study reinforces the superiority of ANN modelling over multiple regression models
for predicting effluent quality from WWTPs, but this paper did not specify the size of the data
sets for training and testing.
From the review of previous WWTP modeling studies, the performance of ANN models in
wastewater treatment has been observed to be superior to commonly used modeling tools and
techniques, such as auto- regressive integrated moving average (ARIMA), multiple regression
analysis (MRA), simplified process models (SPM) based on the IWA ASM2 models and other
statistical models.

3.2.13 Methodology for ANN model development
Maier et al. (2000) have described in detail the steps to be followed in the development of ANN
models e.g. the choice of performance criteria, the division and pre- processing of the available
data, the determination of appropriate model inputs and network architecture, optimization of
the network parameters and connection weights (training) and model validation. They have
emphasized the need for consideration of the following in the model development process: (i)
the impact of optimization algorithm on training speed and prediction accuracy; (ii) the
influence of network architecture on processing speed and the amount of data needed to
estimate the connection weights efficiently; and (iii) the effect of stopping criterion and the
method used for determining the optimum number of hidden layer nodes on the way the data set
should be divided. This research has provided a good guiding framework for developing an
effective ANN model for prediction.
Maier and Dandy (1999) compared the various methods for training feed forward neural
networks for salinity forecasting. They compared Generalised Delta (GD rule), the normalised
cumulative data (NCD), the Delta Bar Delta (DBD), Extended Delta Bar Delta (EDBD), Quick
Prop (QP) algorithm and the Max Prop (MP) algorithm. Thirty models were developed for each
algorithm for different weight initialisations and the results obtained indicated that the
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generalisation ability of the first order methods (GD, NCD, DBD and EBDB) was better than
second order algorithms (QP and MP). It was found that the epoch size and number of hidden
nodes affect ANN model performance and training speed and are of importance in optimising
the model.
Maier et al (1998c) investigated the impact of network geometries and internal network
parameters on the performance of back- propagation ANN model to forecast the salinity in the
River Murray at Murray Bridge, South Australia, 14 days in advance. The results obtained
indicate that learning rate, momentum, the gain of the transfer function, epoch size and network
geometry have a significant impact on training speed, but not on generalisation ability. The type
of transfer and error function used was found to have a significant impact on learning speed as
well as generalisation ability.
On ‘epoch size’ of training, their observations are: (1) no significant difference between the best
forecasts obtained when different epoch sizes were used; (2) learning speed was much greater
for the networks with smaller epoch sizes; (3) there was a steady decrease in the RMS
prediction error for all networks until a local minimum ‘plateau’ in the error surface was
reached. Using a large epoch size does not contribute any more towards reaching the glo bal
minimum in the error surface than using a small epoch size. Consequently, learning speed is
much faster for networks with smaller epoch sizes, as the time taken to perform one weight
update is considerable less. Regarding selection of ‘momentum’ term, they have observed that
there was no significant difference between the best forecasts obtained when networks with
various momentum values were used and the learning speed was much greater for networks
with larger momentum values.
On selection of ‘learning rates’, the authors have observed that: (1) for small learning rates,
learning progressed slowly and steadily until a local minimum in the error surface was reached;
(2) as the learning rate was increased, the local minimum in the error surface was reached more
rapidly; (3) once the vicinity of a local minimum was reached, oscillations in the RMS
prediction error occurred. The magnitude of the oscillations was greater for larger learning rates.
Regarding transfer function selection, the authors have concluded that the network using TanH
function learns the quickest and the network using the linear transfer function took about twice
as long to obtain its best result. Learning with the sigmoidal transfer function was very slow,
even when a considerably larger learning rate was used. The predictions obtained using
networks with TanH and SinH functions were comparable, although slightly better results were
obtained when TanH function was used. Different types of ‘error function’ e.g., quadratic, cubic
and quartic were applied in the network training. However, quadratic error function resulted in
the fastest learning speed and the best generalisation ability and the cubic error function resulted
in the slowest learning speed and the worst generalisation ability, and the quartic error function
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performance were in between the quadratic and cubic error functions. As training progresses,
there is a steady decrease in the average RMS forecasting error. The choice of the error and
transfer functions appears to have significant effect on learning speed and generalisation ability.
There is no advantage in using larger epoch sizes. The number of normalised weight updates
required to obtain the best result was independent of epoch size. As the time taken to perform
one weight update increases with increasing epoch size, learning is much faster with smaller
epoch sizes. The predictive ability of the network was found to be unaffected by epoch size.
The authors have observed that a learning rate of 0.1 and momentum of 0.6 produced the best
prediction results. Hyperbolic tangent transfer function and the quadratic error function were
found to perform the best. Commencing training from different points in weight space (i.e.
different initial weight distributions) did not have any significant impact on learning speed and
generalisation ability. The ratio of first to second hidden layer nodes do not significantly affect
the network’s learning speed and generalisation ability. However, the best forecasts was
obtained when the ratio of first to second hidden layer nodes used was 3:1, which is in
agreement with the results obtained by Kudrycki (1988). Prediction result obtained with one
hidden layer nodes was better than two- hidden layer networks.
The authors suggested that following the steps below help to optimise the forecasts:
-

Train the network using a small epoch size, a relatively large learning rate and a relatively
large momentum. The absolute values of learning rate and momentum chosen are dependent
on the nature of the error surface.

-

Stop training and test network performance at regular intervals. Smaller testing intervals
increase the chances of obtaining networks with better generalisation ability. Reduce the
testing intervals once a network approaches a local minimum in the error surface.

-

Continue training until the vicinity of a local minimum in the error surface has been
reached.

-

Select the network that produced the best forecast and continue training after reducing the
learning rate and momentum to very small values and setting the epoch size equal to the
number of samples in the training set.

-

Stop training and test the performance of the network after each weight update (epoch size
number of samples are presented to the network).

-

Continue training until there is no further improvement in the forecasts obtained.

Boger et al. (1997) observed that: (i) the generalization capacity of ANNs decrease with the
ratio of the number of connections (hidden nodes) to the number of training examples, which
means, larger networks with limited training data have poor ability to map the relationships
between inputs and outputs; (ii) inputs that are linearly correlated, do not contribute independent
information to the networks; (iii) inputs that make relatively small contributions to the variance
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at the input of the hidden layer serve only as a biasing constant and can be replace by fixed
biases at the hidden layer nodes; (iv) nodes of hidden layer that show the least activity in terms
of output variation in response to the different training examples are priming candidates for
pruning.
According Bebis et al (1994), choosing an appropriate network size for a given application is
one of the critical aspects of designing ANN models. For a multi- layered ANN architecture, the
network size involves the number of layers, number of nodes per layer and the number of
connections. In general, network size affects network complexity, learning time and its
generalisation capabilities (i.e., ability to produce accurate results on patterns outside its training
set). A network having a structure simpler than necessary, could not give good approximations
even for pattern included in a training set. A more complicated network structure than
necessary, ‘overfits’ the training data, that is, it performs nicely on patterns included in the
training set but performs very poorly on unknown patterns.
Using the smallest network, which can learn the task, is better for both practical and theoretical
reasons. Smaller network requires less memory to store connection weights and can be
implemented in hardware more easily and economically. Training a smaller network usually
requires fewer computations because each iteration is less computationally expensive. Smaller
networks have also very short propagation delays from their inputs to their outputs. This is very
important during the testing phase of the network, where fast responses are usually required.
Bigger networks generally need lager number of training examples to achieve good
generalisation performance. Training examples needed, grows almost linearly with the number
of hidden units. Although bigger networks can perform more complicated mappings, when
trained with limited training data, they exhibit poor generalisation.
Maier et al. (1994) have developed ANN model with BPN algorithm to predict the salinity of
the River Murray at Murray Bridge 14 days in advance. This was compared with the BoxJenkins method for univariate time series modelling. The results indicated that the ANN
performed poorer than the Box-Jenkins for one day forecasting but clearly produced the best 14
days advance forecast. Moreover, the ANN model was simpler in operation, quick to develop
and did not need to differentiate the data. It was also less sensitive to noise.
A neural network approach was proposed by Tabak and Govind (1993) in trying to estimate a
biodegradation kinetic constant of a compound based on the type and number of chemical
groups that compose this compound. After a linear, first-order, group contribution model was
tested, it was found that it was necessary to develop a non-linear method to incorporate the nonlinear interactions among the chemical groups. A three-layer, feed-forward, back-propagation
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neural network was used. The inputs to the network corresponded to the number of each type of
chemical group present in the chemical structure, while the natural logarithm of the
biodegradation kinetic constant value, ln(k), was the output of the network. The data set
contained 26 compounds; 16 were used for training and the remaining 8 were used for testing.
The absolute percentage error between the predicted and experimental values of ln(k) for the
testing data set averaged 4.54% for the neural model and 19.38% for the linear model. This
study provides guidance and direction that ANN modelling using non- linear sigmoid transfer
function is preferred for modelling a complex and dynamic system.
The outcomes of the above studies can be briefly summarised as:
-

Learning rate, momentum, transfer function, epoch size and network geometry have a
significant impact on training speed, but not on generalisation ability

-

Type of transfer and error function used was found to have a significant impact on learning
speed as well as generalisation ability

-

Quadratic error function out of quadratic, cubic and quartic, etc error functions, resulted in
the fastest learning speed and the best generalisation ability

-

No significant difference between the best forecasts obtained when different epoch sizes
were used; however, learning speed was much greater for the networks with smaller epoch
sizes.

-

Network using TanH function learns the quickest and provides better results compared to
SinH transfer function

-

A learning rate of 0.1 and momentum of 0.6 produced the best prediction results

-

One hidden layer nodes was better than two- hidden layer networks

-

Generalization capacity of ANNs decrease with the ratio of the number of hidden nodes to
the number of training examples

-

Inputs that are linearly correlated, do not contribute independent information to the
networks

-

Inputs that make relatively small contributions to the variance at the input of the hidden
layer serve only as a biasing constant

-

A more complicated network structure than necessary, ‘overfits’ the training data, and
performs very poorly on unknown patterns.

3.3 Summary
Available literatures pertaining to the application of artificial neural network (ANN) in
wastewater treatment to date, have been reviewed, as summarised above. However, the
researcher has also reviewed all available literatures on the application of ANN in forecasting in
other related areas like water and hydrology (see References), in order to apply the knowledge,
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experience and insights gained from the published research, to the current studies on the
application of ANN to wastewater treatment plant (WWTP). It is found from the literature
review that due to their high degree of non- linearity, universal function approximation ability
(Hecht- Nielson, R., 1987) and ease of implementation, ANNs have been used increasingly for
prediction and forecasting in a number of areas beyond wastewater treatment, such as water
treatment, hydrology and water resources. Wastewater treatment applications include, for
example, (i) modelling and prediction; (ii) treatment plant performance; (iii) plant control and
optimisation; (iv) plant and sewer network design; (v) simulation and forecasting of sludge
bulking; (v) effect of heavy metals on ASP performance; (vi) WWTP monitoring and control;
(vii) real- time control and prediction of effluent quality of biological continuous flow
sequential batch reactor (SBR) for BNR using on- line sensors for ammonia, nitrate, COD and
BOD; and (viii) anaerobic digester modelling and prediction.
The findings of the literature survey on the application of ANN to WWTPs is summarised
below:
In most of the published work in wastewater, ANNs were used to predict the performance of a
complex wastewater treatment system in terms of one output parameter of the system, using
number input parameters to the system as leading indicators. Most of the wastewater processes
for which ANN models are developed, are very hard to describe using a parametric approach,
and these include sludge bulking, biological nutrient removal, secondary clarification; heavy
metals inhibition in the activated sludge process, solubilization of heavy metals from sewage
sludge using the bioleaching process, and the dynamic behaviour of the primary sedimentation
and activated sludge processes, and in prediction of wastewater flows entering a treatment plant
in storm event.
ANNs may be treated as a universal function approximators, that are capable of finding
relationships between potentially high dimensional, highly non- linear data sets, and its ability
to generalize, and the optimal ANN model form is determined from the data themselves, thereby
eliminating the need to choose an appropriate functional form of the relationships a priori. Even
if the data is noisy and contaminated with errors, ANNs have been known to identify the
underlying rule fairly accurately.
In most of the literatures that were reviewed, only one hidden layer was used and the number of
hidden neurons and values of other internal network parameters, such as learning rate,
momentum coefficient, and epoch, etc. were chosen based on trial and error. However, a very
good guidance on the selection of those parameters are being provided by researchers like Maier
and Dandy (2004, 2001, 2000a, 2000b, 1999, 1998a, 1998b, 1998c, 1997, 1997a, 1996, 1996a,
1995, 1994a, 1994b, 1992), Baughman and Liu (1995)
An attractive feature of ANNs is their ability to extract the relation between the inputs and
outputs of a process, without the physics being explicitly provided to them. They are able to
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provide a mapping from one multivariate space to another, given a set of data representing that
mapping.
Quadratic error function such as root- mean- square- error (RMSE) has mostly been used as the
performance indicator for the ANN models in prediction as it facilitates higher learning speed
and the better generalisation ability.
Three- layer back- propagation neural networks (BPN) have been proven to be satisfactory to
map any non- linear (and dynamic) relationships between input and output variables in water,
wastewater and hydrological systems. The reason being, the intermediate neurons, not directly
connected to output cells have very small weight changes and learn very slowly (Sanchez et al.,
1998).
Sets of past and present inputs and outputs are used to predict future process outputs. The inputs
of the network consist of information from previous days (time lagged data) for the prescribed
variables, including the variable(s) to be forecasted.
Delta learning rule including its modified version, that is, ‘normal cumulative delta’ learning
rule is the most predominant learning rule in the published research studies.
The output of the network consists of the variable to be forecasted, one or more days into the
future. In the reviewed literatures, the predictions of output were carried out in advance of 1
hour to one day for wastewater treatment.
Among the most commonly used modeling techniques in wastewater treatment such as
multivariate regression, time- series (e.g. Box- Jenkins), knowledge based systems, and
mechanistic models and ANN, the prediction performance of ANN models have been proven to
be better.
Neural networks avoid several of the disadvantages of the other techniques, by learning from
plant historical data; no human expert, no specific knowledge, and no previously developed
model are needed; the resulting network is robust against process noise or instrumentation bias;
and plant specific behaviour is automatically learned, both as expert rules and in the process
model. ANN models can potentially contain a great deal of information about the system itself,
including the same type of information contained in conventional deterministic models.
Sigmoid transfer function, such as TanH is normally used in ANN modelling; without this nonlinear transfer function, the hidden layers would not make ANN more powerful than just plain
perceptrons (Hamed et al., 2004)
Knowledge, experience and insight gained from the above research review has facilitated to
identify the ‘research question’ and provided guidance and helped to identify opportunities for
further research in ANN modelling for wastewater treatment applications in the current
research. They are:
-

Application of ANN for primary and chemically assisted primary wastewater treatment
plants (WWTP)’ performance prediction, is yet to be investigated. However, it is important
69

to note that wastewater treatment in major populous coastal cities are dependent on these
treatment technologies, for example, about 80% (1100 ML/day) of the total 1400 ML/day
average dry weather flow (ADWF) of all wastewater in the Sydney region, serving more
than 20% of total Australian population, are treated in the PS and CAPS WWTP (Sydney
Water, 2003).
-

Previous studies did not consider the impact of variation in raw sewage flowing into a
WWTP over every days of the week (Sunday to Monday) and its influence on effluent
quality, depending upon the people’s life style, demography, local hydrologic and
meteorologic conditions, in the catchments in which the WWTP is situated.

-

No research in modelling to predict effluent oil and grease from WWTPs, has been
documented in the published literature; however, O&G is one of the major cause of poor
recreational water quality and pollution in beaches (Water Board, 1995; CWW, 1994;
Sydney Water Board, 1987) in Sydney, Australia and across the world.

-

Previous ANN models’ prediction of effluent quality or other outputs, are confined to
maximum one day in advance prediction.

-

ANN forecasting/ prediction studies are limited to individual unit processes, such as
activated sludge process (ASP) or sequential batch reactor, etc; previous research did not
consider the whole WWTP, as one systems (comprising of screening, grit removal, primary
sedimentation, ASP, SBR, disinfection unit processes), that, under the influence of varying
sets of inputs, will respond by producing different sets of outputs.

-

Limited data and/ or lack of reliable and accurate data from WWTPs might be a common
problem in ANN modelling; that’s why, a majority of the published research are based on
laboratory- scale experiments.

-

None of the previous ANN modelling studies for activated sludge process (ASP), has
considered many of the inputs (process variables, influent and effluent quality, physical and
meteorological parameters) such as: (i) TSS- raw sewage; (ii) pH- raw, settle sewage, mixed
liquor and effluent; (iii) COD- settle sewage; (iv) temperature; (v) MLVSS; (vi) SVI; (vii)
RASSS; (viii) RASVSS; (ix) clarifier sludge blanket depth (SBD)- which are considered as
the variables to be monitored for best practice operations of activated sludge process.

-

The current research endeavours to address the unexplored areas of ANN modelling in
wastewater treatment as discussed above.
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Chapter 4: Materials and Methods

4.1 Introduction
Wastewater treatment processes are complex multivariate processes, consisting of a sequence of
complex physical, chemical and biochemical reactions; their dynamics are non- linear and timevarying and are difficult to be described by mechanistic methods. Effective operations of
wastewater treatment plant (WWTP) depend on understanding process behaviour and the ability
to simulate and predict the process dynamics and this necessity has drawn considerable attention
and effort in wastewater treatment modelling using computing technique such as artificial neural
networks (ANN). ANN is an artificial intelligence modelling technique which has the ability to
map the relationship between influent and effluent parameters, resulting in a process model that
is based on full- scale historical operational data of a treatment plant. ANNs belong to the class
of data- driven approaches, it is important to determine the dominant model inputs, as this
reduces the size of the network and consequently reduces training time and increases the
generalization ability of the network for a given data set. Obtaining the best possible inputs is
arguably the most important step in the development of multivariate time series ANN model.
The purpose of this chapter is to provide an overview of the treatment processes carried out at
the Northern, Central, Southern and Western wastewater treatment plants (WWTP) and to
identify and select input process variables from hydraulic, analytical laboratory and plant
operational data to develop ANN models for WWTPs, predicting effluent total suspended solids
(TSS) and oil & grease (O&G).

4.2 Wastewater treatment plant (WWTP) modelled by ANN
4.2.1 Northern WWTP
Northern WWTP (NWWTP) is a primary sedimentation (PS) coastal treatment plant which
serves residential population and commercial & industrial establishments within the catchment
List of treatment processes carried out at the WWTP are listed in Table 4.1 and the process flow
diagram is given in Figure 4.1

Quality
Monitoring (2a)

Flow and Quality
Measurement (1a)
Feeder SPS

Raw
Sewage

Screening

Grit Chamber

Primary
Sedimentation
Tank

Effluent
Screen

Effluent to
Ocean
Outfall

Figure 4.1 Process flow diagram of Northern WWTP
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4.2.2 Central WWTP
Central WWTP (CWWTP) is an advanced open coastal chemically assisted primary
sedimentation (CAP) treatment plant. List of physical, chemical and biological processes carried
out at the WWTP are listed in Table 4.1 and the process flow diagram is given in Figure 4.2.
Sodium
Quality
Metabisulphite
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Polyelectrolyte Flow (3b)
Monitoring (7b)
Flow (5b)
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Outfall
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Flow and Quality
Measurement (1b)
Feeder SPS

Raw
Sewage

Raw sludge for
Anaerobic Digestion
(6b)

Sodium Hypochlorite
Flow (4b)

Figure 4.2 Process flow diagram of CWWTP

4.2.3 Southern WWTP
Southern Wastewater Treatment Plant (SWWTP) is a secondary biological activated sludge
process treatment plant discharging into estuarine waters. Physical, chemical and biological
processes carried out at the SWWTP are listed in Table 4.1 and the process flow diagram is
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Raw
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(7c)

Grit
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Primary
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Activated Sludge
Aeration Tank
Quality
Monitoring (4c)

UV
Disinfection

Chlorine
Disinfection

Secondary
Sedimenation Tank

Waste Activated
Sludge (WAS) Flow (6c) Return Activated
Sludge (RAS) Flow (5c)

given in Figure 4.3.

Figure 4.3 Process flow diagram of SWWTP

4.2.4 Western WWTP
Western WWTP (WWWTP) is an inland biological nutrient removal (BNR) treatment plant.
The effluent from WWWTP discharges into enclosed water of inland river. List of physical,
chemical and biological processes carried out at the WWTP are listed in Table 4.1 and the
process flow diagram is given in Figure 4.4.
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Figure 4.4. Process flow diagram of the Western WWTP

4.3 Summary of treatment processes at WWTPs
Wastewater treatment processes carried out at the Northern, Central, Southern and the Western
wastewater treatment plants (WWTP) is summarised in Table 4.1:

Table 4.1 Summary of constituent unit processes at the WWTPs
Unit Processes
1 Screening
2 Coagulation
3 Grit Removal
4 Flocculation
5 Primary sedimentation
6 Activated Sludge Process
7 Intermittently decanted aerated
lagoon (IDAL) Process
8 Total Phosphorus Removal
9 Tertiary filtration
10 Chlorine and/ or UV disinfection
11 Effluent Dechlorination

NWWTP
(PS)
v
v
v
Optional
v

CWWTP
(CAPS)
v
v
v
v
v

SWWTP
(ASP)
v
v
v
Optional
v
v

WWWTP
(BNR)
v
v
v
v

v
v
v
v

v

v
v

4.4 Environmental protection legislation regulating WWTPs
All WWTPs around the world and in Australia hold a licence to operate under the relevant
national/ provincial environmental protection legislation of the nation, as the WWTPs are
considered high- risk and hazardous process industry from environment, ecology and public
health considerations. In New south Wales (NSW), Australia, every WWTP are licensed under
the Protection of the Environment Operations (POEO) Act 1997 and POEO Regulation 1998.
The NSW Environment Protection Authority (EPA) under the Department of Environment and
Conservation is the regulator for the WWTP licences across NSW and the same is true for the
Northern, Central, Southern and Western WWTPs, investigated in this study. There are strict
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legislative limits and statutory specifications in the environmental protection licence (EPL) for
WWTPs on: (i) maximum flow (L/s, ML/d, ML/y) of wastewater allowed; (ii) type of
wastewater authorised to treat; (iii) maximum allowable concentration of pollutants in the
effluent; (iv) maximum allowable annual loads for each pollutants discharged from the WWTP
into the environment; (v) sampling, frequency, analytical techniques and plant and equipment
calibration for measuring flow, concentration and discharge load of pollutants; (vi) minimum
treatment required for influent into the WWTP; (vii) complaints from customers, community
and other stakeholders; (ix) incident and accident notification, investigation, corrective &
preventive action and reporting; (x) monitoring, measurement and reporting of overflows (at
least for flow, concentration, and load of pollutants) from any point in the sewerage network of
the WWTPs to a number of regulators (EPA, Department of Health, Local Governments), and
industry and business associations (e.g. Shellfish farmers’ association); (xi) annual
comprehensive reporting on performance (to the EPA, the portfolio minister, industry pricing
regulatory tribunal and the water industry association) and payment of ‘licence administration
and load- based- licence fees’ to the state treasury. Non- compliance with any of the EPL
specifications leads to a breach and there are potential for infringement, fines, penalties for the
corporation and the individual responsible and gaol for the CEO and/ or the person responsible.
Since the main focus of this study is to predict the effluent quality well in advance, so that
proactive process measurement, monitoring and control actions can be taken to produce quality
effluent from the WWTPs in compliance with the EPL. Therefore it is pertinent to mention, at
the least, the discharge concentration and load limits for pollutant like TSS and Oil & grease
here (Table 4.2).

Table 4.2 Typical Licence Discharge Limits for TSS and O&G at the WWTPs
Sl
No
1
1.1
1.2
1.3
2
2.1
2.2
2.3

Pollutant/ Licence Parameters

WWTP Environmental Protection Licence (EPL) Limits
NWWTP
CWWTP
SWWTP
WWWTP

Total suspended solids, mg/L
50 percentile conc, mg/L
90 percentile conc, mg/L
3 day geometric mean conc, mg/L
Oil and Grease (O&G), mg/L
50 percentile conc, mg/L
90 percentile conc, mg/L
3 day geometric mean conc, mg/L

200
250
280

100
150
175

30
40
50

10
15
30

30
50
60

30
50
60

ND &NA
ND &NA
ND &NA

ND &NA
ND &NA
ND &NA

Note: ND- Not detectable; NA- Not applicable (NSW EPA, 2006))

4.5 Important process variables for WWTP modelling
4.5.1 Total suspended solids (TSS or SS)
TSS has been defined as solid materials that are retained on 2 µm nominal pore size glass- fiber
filter paper, which has been subsequently dried in a constant temperature oven at 103- 1050 C
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(APHA, 1995). TSS is determined for raw sewage, primary effluent or settled sewage (for
primary and CAPS WWTP) and for secondary effluent from an activated sludge WWTP and
tertiary effluent from a BNR WWTP.

4.5.2 Oil and grease (O&G)
O&G is defined as any material recovered from sewage or effluent that is soluble in a mixture
of 80% n-hexane and 20% methyl- tert-butyl- ether. Sewage oil and grease (O&G) has been
identified as a major component of material causing beach pollution, both in Sydney and
elsewhere in the world (Britto et al., 1986; Achuthan et al., 1985; Flynn and Thistlewayte,
1964).

4.5.3 Influent flow
The volume of flow (ML/d) into the wastewater treatment plant and it determines the surface
loading rate, hydraulic retention/ residence time at the wastewater treatment plants (WWTP).
The amount of ferric chloride, polymer, chlorine (disinfectant), alum and sodium metabisulphite
(dechlorinating agent) used is affected by the flow. Due to ageing sewerage infrastructure of the
WWTPs, the flows on storm- weather or rainy days can be even more than five times the
average dry weather flow (adwf) into the WWTPs due to stormwater infiltration and inflow into
the sewerage trunk and reticulation networks and unauthorised discharge of stormwater from
private properties into the sewer line.

4.5.4 pH
The pH is a very important variable for effective and efficient treatment of wastewater in all
types of WWTPs, whether primary, CAPS, ASP and BNR WWTPs, for example: (i)
coagulation and flocculation processes; (ii) to prevent corrosion of equipment and structure; (iii)
microbiological health of activated sludge or biological nutrient removal (BNR) processes for
maximising removal of pollutants; (iv) effective killing of pathogens in chlorine disinfection of
effluent at pH below 7; (v) for recycle and reuse of effluent, e.g. in a Golf Course; (vi) effective
anaerobic digestion of raw and biological sludge; and (vii) to meet the environmental protection
licence limits for pH (6.8- 7.2) for effluent discharging into receiving water environment.

4.5.5 Primary effluent total COD
Increases in COD fed into the aeration tank may result in the concentration of MLVSS being
too low for the amount of food (pollutants) available for the bugs. This may result in a
predominance of undesirable microorganisms in the mixed liquor and poor settling sludge may
occur.
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Primary sedimentation removes approximately 40% of the influent raw sewage COD giving
primary effluent COD in the range of 300 - 400 mg/l
4.5.6 Ferric chloride dosing rate
The mass of ferric chloride (coagulant) used to achieve the target effluent TSS (and O&G)
concentration will indicate the efficiency of ferric chloride dose. It is expressed in kg ferric
chloride used per kg TSS removed or mg of ferric chloride added per litre of raw sewage (mg/
L) and is plant specific. The dose may be adjusted for changes in influent quality and this is
determined from jar tests. However, overdosing of FeCl3 may decrease performance and be
detrimental to the process as well as affect cost efficiency.

4.5.7 Polymer dosing rate or usage
The mass of polymer (flocculant) used to achieve the target effluent TSS (and O&G)
concentration will indicate the efficiency of flocculant dose. It is expressed in kg polymer used
per kg TSS removed or mg of polymer added per litre of raw sewage (mg/ L) and is plant
specific. The dose may be adjusted for changes in influent quality and this is determined from
jar tests. However, overdosing of polymer may decrease performance and be detrimental to the
process, as well as affect cost efficiency

4.5.8 Sludge blanket depth (SBD)
An optimum sludge blanket depth must be maintained in the sedimentation tank (primary and
secondary) for sludge separation and thickening. The level of sludge must be low enough to
permit efficient settling and prevent solids carryover over the weir of the sedimentation tanks,
and high enough to store a sufficient quantity and thickness of sludge. Generally, the SBD is
maintained at less than 30% of the tank depth.

4.5.9 Aeration tank temperature
Temperature will affect reaction kinetics, stoichiometric constants, and oxygen transfer rates.
Most temperature corrections used in biological treatment designs follow the modified van’t
Hoff-Arrhenius equation:

K

T 2

=

K

T 1

θ

( T 2 − T 1 )

…………………………………(4.1)

Where:
KT1 = a specific kinetic, stoichiometric constants, or mass transfer coefficient at temperature T1
KT2 = a specific kinetic, stoichiometric, or mass transfer coefficient at temperature T2
θ = 1.00 to 1.04 for carbonaceous BOD removal systems except for aerated lagoons
= 1.02 (typical).
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Temperature influences the activated sludge and the BNR process through its effect on the rate
of biological activity. For every 10 degree Celsius decrease in temperature, microbial activity is
reduced by one-half up to a certain range of temperature. Therefore, roughly it takes twice as
many organisms (MLVSS) or twice the contact time to remove the same amount of soluble
organics at a 10 degree Celsius lower temperature. It is recommended that approximately 30
days before temperature actually gets colder, there should be a process adjustment to increase
the sludge age to allow for the anticipated reduction in biological activity for the ASP and BNR
WWTPs.

4.5.10 Sludge volume
There are two types of sludge generated in wastewater treatment: (i) raw sludge captured in the
hopper of primary sedimentation tanks of the primary (NWWTP), chemically assisted primary
(CWWTP) and biological activated sludge (SWWTP) treatment plants; and (ii) biological
sludge captured in the hopper (also called waste activated sludge) of secondary sedimentation
tanks of biological activated sludge (SWWTP) treatment plant only. The sludge blanket depth is
normally maintained below 30% water depth in the sedimentation tank by adjustment of the
withdrawal of sludge from the primary and secondary sedimentation tanks; otherwise it impacts
negatively on effluent quality (e.g. TSS and O&G). Time duration of sludge withdrawal and
frequency of withdrawal can be adjusted to maintain performance of sedimentation tanks. The
volume of sludge removed per day from the sedimentation tank (primary or secondary) is
expressed in kL per day. Both sludges are stabilised by anaerobic digestion process and
beneficially reused in agriculture, landscaping and forestry.
4.5.11 Sludge volume index (SVI)
SVI is a characteristic of sludge and is used as a measure of the settleability of activated sludge
or BNR mixed liquor for biological WWTPs. High SVI indicates that mixed liquor solids are
not settling well and may result in solids carryover from the secondary sedimentation tank. SVI
is calculated using the following equation:

SVI, mL / g =

Volume of

settled

sludge

after 30 min utes settling
MLSS , mg / L

mL/ L × 1000

Recommended SVI for a well settling sludge is <100 mL/g. SVI in the range 100 - 150 ml/g is
still good settling sludge. Sludges with SVI >150 ml/g are denoted as bulking sludge and exhibit
poor settling behaviour and is a symptom of poor microbiological health of the process.
4.5.12 Dissolved oxygen (DO)
Dissolved oxygen is a key factor in the activated sludge and BNR process. Insufficient oxygen
will limit the growth of the desired aerobic microorganisms and encourage the growth of
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undesirable filamentous microorganisms and sludge bulking. DO levels above 1 mg/L should be
maintained in all areas of the aeration tank. There is no significant improvement in effluent
treatment for DO levels greater than 3 mg/L. Over-aeration of the mixed liquor may also break
up the floc particles and result in poor settling, and at the same time wasting energy and
contributing to increased green house gas emission.
4.5.13 Mixed liquor suspended solids (MLSS)
MLSS is the amount of total suspended solids in the mixed liquor (slurry of wastewater and
microroganisms in the aeration tank) and can be used as an indicator of MLVSS
(microorganisms) in the process, provided the proportion of MLSS to MLVSS remains
constant. MLSS is also used to determine sludge volume index (SVI) and the solids loading rate
to the secondary sedimentation tank. MLSS should be in the range 2000 to 3500 mg/l in the
aeration tank for activated sludge and BNR treatment.

4.5.14 Mixed liquor volatile suspended solids (MLVSS)
MLVSS is the amount of volatile suspended solids in the aeration tank mixed liquor and
provides a measure of the active mass of microorganisms in the activated sludge system. The
mass of MLVSS required to treat the organic and nutrient (nitrogen and phosphorus) load in the
plant is used to control the activated sludge and BNR process. The ratio of MLVSS to MLSS
normally is in the range 55 - 75%.

4.5.15 Sludge age (SA)
Sludge age, solids retention time (SRT) and mean cell residence time (MCRT) are all terms
referring to the number of days that microorganisms are kept in the activated sludge or BNR
process, before they are wasted or flow out of the secondary sedimentation tank in the
secondary effluent. It is calculated using the MLVSS for the streams leaving the activated
sludge or BNR process. However, provided that the ratio of mixed liquor suspended solids
(MLSS) to mixed liquor volatile suspended solids (MLVSS) is reasonably constant, SA can be
calculated using MLSS. Sludge age is used for the day-to-day operation of the plant, to
determine sludge wasting requirements.

4.5.16 RAS suspended solids (RASSS)
It is the amount of total suspended solids (TSS, mg/L) in the return activated sludge (RAS)
mixed liquor. It is same as the TSS in waste activated sludge (WAS). RASSS is used in the
calculation of sludge age. RASSS should be in the range 3000 - 7000 mg/l.
4.5.17 Return activated sludge (RAS) recirculation ratio
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The purpose of maintaining an optimum RAS ratio is to keep a sufficient concentration of
activated sludge (MLSS) in the aeration tanks so that the required degree of treatment can be
obtained in the desired period of time. RAS rate affects the solids balance between the clarifier
and the aeration tank. RAS rate should be so adjusted so that the sludge blanket depth (SBD)
must be low enough to permit efficient settling and prevent solids carry-overs and high enough
to store a sufficient quantity and concentration of RAS.
4.5.18 Hypochlorite (chlorine) dosage for CAPS and BNR Effluent
This is the amount of sodium hypochlorite dosed (L) per megalitre of primary effluent that gives
a total chlorine residual of 3 to 4 mg/L after 60 minutes of hydraulic retention time in the
chlorine contact tank (primary sed. tank). The target chlorine dosage is 8-12 L of hypochlorite
solution per megalitre of plant influent. (10-14 mg of solution/L) This equates to approximately
1.3-1.8 kg of chlorine per megalitre of sewage. The actual dosage setting is plant specific and
should be set to suit the local conditions.
4.5.19 Chlorine dosage (kg/ML or mg/L) for ASP WWTP effluent
It is the amount of chlorine dosed (kg) per megalitre of secondary effluent that gives a free
chlorine residual of less than 0.5 mg/L after thirty minutes of hydraulic retention time in the
chlorine contact tank. The target chlorine dosage is 2-4 kg of chlorine per megalitre of
secondary effluent. A higher dosage is required for plants with an ammonia value of more than
1 mg/L in the secondary effluent. The actual dosage setting is plant specific and should be set to
suit the local conditions.

4.5.20 Metabisulphite dosage
This is the amount of metabisulphite dosed per L of effluent (mg/L). The theoretical dosage for
dechlorination requires 3.6 mg/L of metabisulphite for every 1 mg/L of total chlorine residual to
be removed.

4.6 Sampling frequency and analytical methods
During this study for the Northern, Central, Southern and Western wastewater treatment plants
(WWTPs), where measurement of treatment process variables (parameters) involved sampling
and analytical measurements, sampling was done on 24 hours (12 mid night to 12 mid might)
composite basis with one sample being collected every hour (i.e. 24 hourly samples in daily
composite) and in other cases, where this is not feasible with the existing infrastructure and
facilities of the WWTP, such as measurement of dissolved oxygen, MLSS, MLVSS, RASSS
concentration in the aeration tank, daily grab sampling were taken at 8 am every morning.
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Samples were analysed using Standard Methods for the Examination of Water and Wastewater,
American Public Health Association (APHA), American Water Works Association (AWA) and
Water Environment Federation (WEF), 19th and 20th Edition. A brief summary of the measured
parameters, their sampling frequency and the analytical measurement method such as APHA
Standard Methods number are presented in Table 4.3.

Table 4.3 Sampling and analytical methods for WWTP process variables
Sl
No.

Process parameters

Sampling frequency

Method

1

Flow (ML/d)- raw sewage, RAS,
WAS, raw sludge, ferric chloride,
polyelectrolyte, sodium hypochlorite,
sodium metabisulphite and alum
TSS (mg/L)-Raw sewage, settled
sewage, effluent
MLSS
and
RASSS
(mg/L)Activated sludge process (ASP)/
IDAL or BNR mixed liquor, and
RAS
Volatile solids (VSS) (mg/L)Activated sludge process (ASP)/
IDAL or BNR mixed liquor, and
RAS
pH- Raw/ settled sewage and
effluent

Continuous, 12 midnight
to 12 midnight

Method
compliant
to
ISO14001
certified
environmental
management
system (EMS)
APHA 20th Edn 2540 D

2
3

4

5

6

pH- ASP and IDAL/ BNR mixed
liquor

7

BOD- Settled sewage and effluent,
mg/L

8

Sludge volume index (SVI)- mixed
liquor of ASP, IDAL/ BNR (mL/gm)

9

Chemical oxygen demand (COD)settled sewage & effluent (mg/L)

10

Dissolved oxygen (DO)
aeration tank (mg/L)

11

Oil & Grease- raw sewage and
effluent (mg/L)

12

Sludge blanket depth (SBD)primary
and
secondary
sedimentation tank (mm)
Ferric chloride/ Pickle liquor dosing
rate (mg/L)
Polymer dosing rate (mg/L)

13
14
15
16

in

the

Chlorine (hypochlorite) dosing rate
(mg/L)
Alum dosing rate (mg/L)

24 hr composite sample,
12 to 12 midnight
Grab sample at 8 am
daily from ASP aeration
tanks

APHA 20th Edn 2540 D

Grab sample at 8 am
daily from ASP aeration
tanks

APHA 20th Edn 2540 E

24 hr composite sample,
12 midnight to 12
midnight
Grab sample at 8 am
daily from ASP aeration
tanks
24 hr composite sample,
12 midnight to 12
midnight
Grab sample at 8 am
daily from ASP aeration
tanks
24 hr composite sample,
12 midnight to 12
midnight
Grab sample at 8 am
daily from ASP aeration
tanks
24 hr composite sample,
12 midnight to 12
midnight
Grab sample at 8 am
daily from ASP aeration
tanks
Daily average

APHA 19th Edn 4500H

Daily average
Daily average
Daily average

APHA 19th Edn 4500H

APHA 20th Edn 5210B

APHA 19th Edn 2710D

APHA 20th Edn 5220D

APHA 19th Edn 4500-OG

APHA 20th Edn 5520 B

Method
compliant
ISO14001 certified EMS

to

Method
compliant
ISO14001 certified EMS
Method
compliant
ISO14001 certified EMS
Method
compliant
ISO14001 certified EMS
Method
compliant

to
to
to
to
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Sl
No.

Process parameters

Sampling frequency

17

Daily average

20

Sodium meta- bisulphite dosing rate
(mg/L)
Waste activated sludge (WAS) flow
(Kg/ day)
Raw sludge draw from CAPS tank
(kL:/day)
Alkalinity- effluent

21

Ammonia - nitrogen in effluent

22

Nitrate & nitrite- N in effluent
(mg/L)

23

Total phosphorus- effluent (mg/L)

18
19

Cumulative 8 am to 8 am
Cumulative 8 am to 8 am
24 hr composite
12 midnight
midnight
24 hr composite
12 midnight
midnight
24 hr composite
12 midnight
midnight
24 hr composite
12 midnight
midnight

sample,
to 12

Method
ISO14001 certified EMS
Method
compliant
ISO14001 certified EMS
Method
compliant
ISO14001 certified EMS
Method
compliant
ISO14001 certified EMS
APHA 20th Edn 2320B

to
to
to

sample,
to 12

APHA 19th Edn 4500-NH3

sample,
to 12

APHA 20th Edn 4500 NO
/NO 3 -

sample,
to 12

APHA 20th Edn 4500-P-H

2

4.8 Data collection period
The complete list of wastewater treatment process variables (parameters) monitored and
measured daily in this study are tabulated in Table 1.3. The time period over which these data
were collected is summarised in Table 4.3. Data were collected for NWWTP for 1994- 2003, for
CWWTP for 1996- 2002 and data collection period for both SWWTP and WWWTP were
between 1996- 2003. Data for some of the critical parameters, which were collected for each of
the four WWTPs, are analysed in the following sections.

Table 4.4 Summary of training and testing data collection period
Wastewater Treatment Plant (WWTP)
NWWTP

CWWTP

SWWTP

WWWTP

Data collection period

1994- 2003

1996- 2003

1996- 2002

1996- 2002

Training data set

1994- 2002

1996- 2002

1996- 2001

1996- 2001

Test data set

2002- 2003

2002- 2003

2001- 2002

2001- 2002

4.9 Summary of data
4.9.1 Northern WWTP
Data for wastewater process variables (parameters) for Northern WWTP were collected since
1994 and the data for the period 1994- 2003 are used in ANN modelling for the WWTP.
Timeline for influent and effluent TSS and O&G concentration, flow for the NWWTP, and
rainfall in its catchments, are provided in the graphs in Appendix A Figure A1 to A6. It is
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observed that from January 2001 till December 2002, there was hardly any rainfall in the
NWWTP catchment. However, there are two possibilities, either there were no rainfall or the
rain gauge fails to register the rainfall readings during the period. From Table 4.5, it is observed
that each year is unique by itself for minimum, average and maximum values of process
variables, such as rainfall and effluent TSS and O&G concentrations. However, one important
pre- requisite for ANN modelling is that testing data for predictive variables (TSS and O&G)
shall lie within the ranges of training data for those variables (TSS ranges from 39- 255 mg/L
and O&G ranges from 2- 47 mg/L), has been complied with.
Table 4.5 Summaries of Flow, Rainfall and Effluent TSS and O&G for Northern WWTP
Year
Minimum
1994-95
Average
Maximum
Minimum
1995-96
Average
Maximum
Minimum
1996-97
Average
Maximum
Minimum
1997-98
Average
Maximum
Minimum
1998-99
Average
Maximum
Minimum
1999-2000 Average
Maximum
Minimum
2000-01
Average
Maximum
Minimum
2001-02
Average
Maximum
Minimum
2002-03
Average
Maximum
Minimum
Overall
Average
Maximum

Flow,
kL/d
102000
127310
253900
93900
131843
395000
94500
130160
334000
98600
132095
296000
104000
148893
439000
116000
146609
296000
116000
143288
362000
107000
151219
371000
105751
142798
333092
93900
139450
439000

Rainfall, mm Effluent TSS, mg/L
0.0
44
2.5
90
42.5
174
0.0
42
3.0
94
138.0
255
0.0
39
3.1
94
77.0
240
0.0
61
3.4
94
67.5
130
0.0
49
4.1
94
156.0
184
0.0
64
3.9
99
81.0
162
0.0
56
1.7
107
124.0
150
0.0
56
0.0
102
0.0
192
0.0
58
1.5
105
54.5
180
0
39
3
98
156
255

Effluent O&G, mg/L
4
17
34
5
21
38
2
19
34
5
21
34
5
22
40
6
24
47
7
26
47
10
25
40
11
29
43
2
23
47

4.9.2 Central WWTP
Data for wastewater treatment process variables (parameters) for the Central WWTP were
collected since 1996 and the data for the period 1996- 2003 are used in ANN modelling for this
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WWTP. Timeline for influent and effluent TSS, effluent O&G concentration and flow for the
CWWTP, and rainfall in its catchments are provided in the graphs in Appendix A Figure A7 to
A11.
For CWWTP, it is observed from the ‘flow, rainfall, TSS and O&G’ Summary Table 4.6, each
research year differs from the other in the range of values for process variables and therefore
unique in weather pattern, inflow and effluent quality. However, the ranges for process variables
in the test data set (2002/03) lies within the ranges for corresponding variables in the training
data set (1996- 2002), and thus complying with one of essential pre- requisite for data
distribution for ANN modelling.
Table 4.6 Summaries of Flow, Rainfall and Effluent TSS and O&G for Central WWTP
Year
Minimum
Average
Maximum
Minimum
1997-98
Average
Maximum
Minimum
1998-99
Average
Maximum
Minimum
1999-2000 Average
Maximum
Minimum
2000-01
Average
Maximum
Minimum
2001-02
Average
Maximum
Minimum
2002-03
Average
Maximum
Minimum
Overall
Average
Maximum
1996-97

Flow,kL/d Rainfall, mm Effluent TSS, mg/L
15500
0.0
27
22651
2.9
67
148000
174.5
132
17200
0.0
26
24433
2.2
54
127800
65.0
100
16000
0.0
16
29519
3.2
58
151500
149.0
170*
12500
0.0
28
23826
2.7
69
145800
100.0
130
17200
0.0
12
25413
2.7
70
115000
61.5
120
17900
0.0
28
26966
3.1
67
150100
117.0
150
16057
0.0
28
24696
3.2
73
133486
97.0
131
12500
0.0
12
25374
2.8
66
151500
174.5
170

Effluent O&G, mg/L
3
17
37
3
17
32
1
13
35
3
17
29
3
17
42
3
19
32
4
19
34
1
17
42

Note: * Licence limit exceedance

4.9.3 Southern WWTP
Data for wastewater process variables (parameters) for the Southern WWTP were collected
since 1996 and the data for the period 1996- 2003 are used in ANN modelling for this WWTP.
Timeline for influent and effluent TSS and flow for the SWWTP, and rainfall in its catchments,
are presented in the graphs in Appendix A Figure A12 to A15.
For SWWTP, from the data summary Table 4.7, it is observed that there are quite a number of
non- compliances (marked red) with EPL for the SWWTP for effluent TSS. Ranges of values
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including minimum, average and maximum values for flow (ML/d), rainfall (mm) and effluent
TSS (mg/L) are different for each year of data collection starting 1996/97 till 2000/01.
However, the minimum, maximum and range of values for flow, rainfall and effluent TSS
concentration in the testing data set (2001/02) lies within the domain of the training data set
(1996- 2000) and thus complying with one of the essential conditions for ANN modelling.

Table 4.7 Summaries of Flow, Rainfall and Effluent TSS for Southern WWTP
Year

1996-97

1997-98

1998-99

1999-2000

2000-01

2001-02

Overall

Flow, kL/d Rainfall, mm

Effluent TSS, mg/L

Minimum

13000

0.0

1

Average

17275

2.2

17

Maximum

89100

54.0

167*

Minimum

11800

0.0

1

Average

18002

3.1

17

Maximum

123000

140.0

82 *

Minimum

12900

0.0

1

Average

17237

2.5

17

Maximum

107000

80.0

194*

Minimum

10600

0.0

1

Average

17560

2.0

16

Maximum

104000

73.0

64 *

Minimum

13900

0.0

1

Average

21039

2.4

16

Maximum

107000

52.5

120*

Minimum

11800

0.0

1

Average

17967

1.9

20

Maximum

152000

83.5

77 *

Minimum

10600

0.0

1

Average

18176

2.3

17

Maximum

152000

140.0

194

4.9.4 Western WWTP
Wastewater treatment process parameters for Western WWTP (WWWTP) were collected since
1996 and the data for the period 1996- 2003 are used in ANN modelling in this research.
Timeline for effluent’ TSS, flow and rainfall are provided in Appendix A Figure A16 to A18.
During the research period, there have been two licence breaches for TSS (highlighted red) for
the WWTP in 1997-98 and 2000-01 (refer Table 4.8). Yearly minimum and maximum values
for flow (kL/d), rainfall (mm) and effluent TSS (mg/L) for the WWWTP differs from one
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another and among others things, influenced by the annual rainfall, particularly the maximum
rainfall as shown in Table 4.8.
For WWWTP, maximum and minimum effluent TSS concentration data in the testing data set
(2001- 02) lies within the relevant ranges of the training data set and thus fulfils one of the
essential criteria for ANN modelling with the data set as shown in data summary Table 4.8.

Table 4.8 Summaries of Flow, Rainfall and Effluent TSS for WWWTP
Year

1996-97

1997-98

1998-99

Minimum

23000

0.0

1

Average

29892

1.9

3

Maximum

171000

70.5

12

Minimum

16100

0.0

1

Average

31222

2.1

4

Maximum

184000

58.0

32

Minimum

19600

0.0

1

Average

35398

2.2

2

Maximum

190000

54.0

16

Minimum

24000

0.0

1

33529

2.3

3

Maximum

170000

45.0

13

Minimum

23600

0.0

1

Average

35603

3.1

5

Maximum

218000

116.0

30

Minimum

22700

0.0

1

Average

33289

2.4

4

Maximum

201000

88.0

14

Minimum

16100

0.0

1

Average

33010

2.3

4

Maximum

218000

116.0

32

1999-2000 Average

2000-01

2001-02

Overall

Flow, kL/d Rainfall, mm Effluent TSS, mg/L

4.10 General observation from data analysis for WWTPs
Analysis of data for the Northern, Central, Southern and the Western wastewater treatment
plants, as presented in Tables 4.5 to 4.8 and Figure A1 to Figure A18 in Appendix A, revealed
that for:
-

Rainfall in the catchments for the Northern, Central, Southern and the Western wastewater
treatment plants as displayed in Figures A2, A8, A13 and A17, exhibit definite seasonal
variations with high values near the middle of the year and correlates directly with wet
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weather conditions. The only exception in the pattern of rainfall is with the Northern
WWTP catchments, where there was very poor rainfall in the year 2001 and in part of 2002.
-

There were incidences of licence breaches for TSS for each of the Northern, Central and
Southern WWTPs.

-

Higher the TSS concentration, higher is the O&G concentration in the influent and effluent
for the Northern (primary) WWTP as shown in Figure A3, A4, A5 and A6. The same is true
for the chemically assisted primary Central WWTP (Figure A10 and a11. Therefore, TSS
could be considered as a surrogate indicator of effluent quality for O&G; however, the
relationships between the TSS and O&G is considered to be non- linear.

-

However, for the Southern and the Western WWTPs, which are biological activated sludge
and advanced BNR treatment plant respectively, the treatment processes are very efficient
in removing the O&G from the incoming raw sewage and in most cases the effluent O&G is
below the analytical detection limit. Thus pollution by O&G by effluent discharge from the
Southern (ASP) and Western (BNR) WWTPs are very insignificant and has not been
considered in this study.

-

Higher is the rainfall, the more is the raw sewage flow into the WWTPs as demonstrated in
Figures A1 and A2 (for NWWTP), Figures A7 and A8 (for CWWTP), Figures A12 and
A13 (for SWWTP) and Figures A16 and A17 (for WWWTP). The most probable reasons
for higher raw sewage inflow during storm weather are due to higher infiltration and inflow
into the sewerage network during storm weather, due to ageing sewerage reticulation
infrastructure for the Northern, Central, Southern and the Western WWTPs. Infiltration and
inflow have been further impacted by the changes in ground and soil condition in the region
due to largest drought and dry weather condition.

-

Higher is the raw sewage inflow to the wastewater treatment plants due to storm weather
events, the lower is the raw sewage TSS and O&G as shown in Figures A1, A3 and A4 (for
NWWTP), Figures A7 and A9 (for CWWTP for TSS) and Figures A12 and A14 (for
SWWTP for TSS). This is expected to be due to higher level of dilution of raw sewage with
rainwater, entering the sewerage networks through infiltration and inflow through cracks
and loose joints. In other words, during heavy rainfall, the TSS and O&G concentration in
the influent raw sewage is lower.

-

During storm event, hydraulic flow into WWTPs could even increase up to five times, the
daily average dry weather flow as shown in Figure A1, A7, A12 and A16 for the Northern,
Central, Southern and Western WWTP respectively. However, effluent quality from the
Northern, Central, Southern and Western WWTPs, have consistently complied with their
licence discharge limits for TSS and O&G. Although rain water dilution of raw sewage
during storm events, might have contributed in reducing the effluent TSS and O&G.
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-

Though there is similarity in seasonal trends for flow and quality (TSS and O&G) for
influent and effluent within a year among NWWTP, CWWTP, SWWTP and WWWTP,
however, every year is unique in flow and quality due to different weather pattern and also
may be due to changing lifestyle and demography within a WWTP catchment over time.

-

Addition of coagulant (ferric chloride), flocculant (polyelectrolyte), disinfectant (chlorine or
sodium hypochlorite), sodium metabisulphite and alum are at constant dosing rate and are
flow- paced. Regular jar test are not the common practice at the WWTPs, for setting dosage
rate for chemicals.

4.11 Performance of WWTPs
Northern, Central, Southern and Western WWTPs shall have to comply with the environmental
protection licence (EPL) discharge limits for concentration (to minimise the chronic and acute
impact on receiving waters) and licence load limits for TSS and O&G to minimise the
cumulative impact on ecology and the receiving water environment. The environmental
performance of these four WWTPs were analysed and it is observed that they have complied
with the EP licence (refer Table 4.9)

Table 4.9 Regulatory performances of NWWTP, CWWTP, SWWTP and
WWWTP
NWWTP
TSS
concentration,
mg/L
O&G
concentration,
mg/L

Limit
(mg/L):
50%le/90%le/3DGM
Performance
Limit
(mg/L):
50%le/90%le/3DGM
Performance

CWWTP

SWWTP

SWWTP

WWWTP

200/250/290
106/132/149

100/150/175
74/102/109

30/40/50
6/11/18
NA

10/15/30
<1/1/2
NA

30/50/60

30/50/60

30/33/36

20/26/30

4.11 Summary
Currently Central, Southern and Western wastewater treatment plants (WWTP) captures data
for quite a number of process variables for effective operation and monitoring of wastewater
treatment. In comparison, Northern WWTP has data for relatively fewer number of process
variables. Majority of the WWTP monitoring data are based on analysis and measurement of
representative grab sample from plant processes. However, process variables for which data are
available, can represent the operations and processes for WWTPs well. Collected data for
WWTP process variables are: (i) raw sewage flow; (ii) TSS- raw, settle sewage and effluent;
(iii) pH- raw, settle sewage, mixed liquor and effluent; (iv) COD- settle sewage; (v)
temperature; (vi) rainfall; (vii) MLSS; (viii) MLVSS; (ix) SVI; (x) RASSS; (xi) RASVSS; (xii)
DO; (xiii) RAS recycle rate; (xiv) clarifier sludge blanket depth (SBD); and (xv) rainfall in the
WWTP catchment.
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However, ANN has the ability to quickly adapt to changes in the dynamics of wastewater
treatment plant processes. To maximise the benefits that can derived from predictive WWTP
ANN models, it would be worth while to consider application of on- line sensor and/ or probe
for continuous measurement of TSS, COD, O&G, pH, temperature, ORP, turbidity,
conductivity, DO, etc, and the integration of these on- line instruments into the WWTP
‘supervisory control and data acquisition (SCADA) and ‘integrated instrumentation, control and
telemetry systems (IICATS)’. These will facilitate continuous updation and calibration of
WWTP ANN model with latest plant and process data to enable the model to predict effluent
quality (TSS and O&G) with greater precision and accuracy.

88

Chapter 5: ANN Model Development for WWTP

5.1 Introduction
Among the most commonly used modeling techniques in wastewater treatment such as
multivariate regression, time- series (e.g. Box- Jenkins), knowledge based systems, and
mechanistic models and ANN, the literature review showed that the prediction performance of
ANN models is superior to other models. ANN models are inherently robust, quick and fault
tolerant because of their parallel computational structure and distributed memory. The purpose
of this chapter is to discuss in detail about the ANN model building methodology and to
develop the process to build the best possible ANN models for PS, CAPS, ASP and BNR
wastewater treatment plants. Finally this chapter will recommend design specification for ANN
model parameters for WWTPs.

5.2 Background
Modeling for operation, control and supervision of WWTPs have been approached from many
different points of view, including classical control methods (Ayesa et al., 1995; Dochain, 1991;
Moreno et al, 1992; Nejjari et al., 1997); Statistical methods (Vacari and Christodoulatos, 1992;
Irvine and Eberhardt, 1992; Boger et al., 1991; Suen et al., 1990; Hipel, 1985; Box and Jenkins,
1976, 1964); knowledge- based systems (KBS) (Chang et al. 2001; Serra et al., 1997; Zhu et al.,
1996; Okubo et al, 1994; Chitra, 1993; Gall. and Patry, 1989;); mechanistic models (Tomida et
al., 2001; Tay 1999; Zhao et al. 1997; Scheer and Seyfried, 1996; Henze et al., 1995, 1986;
Orhon and Artan, 1994; Metcalf and Eddy, 1991; Lin 1991; Grady, 1989; Holmerg, 1982;
Benefield and Randall, 1980); Expert systems (Capodaglio, 1994; Boger, 1992; Patry et al.,
1989) and case-based reasoning (Sanchez et al., 1997), but limited success have been achieved
in those endeavours.
The statistical techniques are limited in that they always require the assumption of a certain
functional form for relating dependent variables to independent variables. When the assumption
of the functional form is incorrect, the statistical techniques merely verify, but do not predict,
the right functional form. The most widely used statistical model in water modelling area, the
ARMA (autoregressive moving average) model to fit into the time- series data of the current
research, the data have to be stationary, which necessitates the removal of any deterministic
components such as trends, heteroscedasticity, seasonal and cyclic components (Hipel, 1985)
and have to follow a normal distribution (Irvine and Eberhardt, 1992). If the data does not
comply with these conditions, then technique such as differencing (Box and Jenkins, 1976) have
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to be used to induce stationarity and the Box- Cox transform (Box and Cox, 1964) has to be
applied to obtain normally distributed data. In contrast, when developing ANN models, the
statistical distribution of the data does not have to be known (NeuralWare, Inc., 1994; Burke,
1991) and non- stationarities in the data, such as trends and seasonal variations, are accounted
for by the hidden layer nodes (Maier and Dandy, 1995; Maier et al., 1996a; Hansen et al., 1997).
On the other hand, KBS approach requires a thorough understanding of all physical, chemical
and biological factors and their interactions, and this is a very difficult, if not impossible, task
(Chitra, 1993). The current derivation in conventional mechanistic models for wastewater
treatment is always based on the assumption of “steady state” (Scheer and Seyfried, 1996;
Orhon and Artan, 1994; Metcalf and Eddy, 1991; Benefield and Randall, 1980). Consequently,
the mechanistic model equations seldom reflect their capabilities involving simulation and
prediction of a dynamic waster water treatment process (Chang et al., 1998). Modelling each
process and process unit in the pla nt is difficult and impractical, as it requires reliable data from
costly monitoring and sampling programs (Henze et al., 1987). For such reasons, models that
are deterministic, such as the mathematical kinetic model like the International Water
Association (IWA) Activated Sludge Model No. 1 (ASM1) (Henze et al., 1987) and Model No.
2 (ASM2) (Henze et al., 1995), rely on a large number of differential equations, stoichiometric
parameters and kinetic coefficients to describe the wastewater treatment process. For example,
ASM1 requires around 20 parameters and AMS2 over 60 (Tomida et al., 2001). Moreover,
these kinetic parameters are influenced by changes in wastewater quality, number of
microorganisms involved, and water temperature, etc. Among these, quite a number of
parameters are very difficult and time consuming to estimate (e.g. readily biodegradable
substrate, slowly biodegradable substrate), partly due to the limitation of available measurement
technique and a large number are not routinely measured even by large wastewater utilities
(Grady, 1989; Zhao et al. 1997), and these model parameters can not be identified from realtime observations of the actual system (Holmerg, 1982). Similarly, many of the kinetic models
for wastewater treatment systems are prohibitively complex, theoretical in nature and often
analytically insolvable, and the actual application of such complex models for routine process
control and operational strategies are limited. They have too many kinetic constants, which are
highly dependent on specific environmental conditions (Lin 1991), and this renders their
transfer to a different wastewater treatment plant or slightly modified reactor configuration
futile (Tay 1999). This weakens the very foundation upon which deterministic models are built
and constrains their application in real- time control of WWTPs.
Expert systems (ES) consists of a set of rules, defined by a domain expert, that are linked with
the historic (past and present) database of the treatment system, are usually in the form of <IFTHEN> statements, rather than expressed by general mathematical relationships (Patry et al.,
1989). Shortcoming of this approach is that the ES is as good as the expert that wrote the rules.
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Frequently the number of rules and their generality are too rudimentary for the description of
complex phenomena. There is also the question of the availability of experts on certain systems,
or, worse, different experts may have divergent opinions or experience on certain phenomena
and are hard to reconcile in the ES (Boger, 1992). ES are very elaborate and extremely
expensive to develop (Capodaglio, 1994). Statistics based models like principal component
analysis (PCA) technique was applied by Boger et al. (1991) to find expert rules from
wastewater treatment plant historical operating data, but the number of generalized rules was
considered to be too small to describe the plant behaviour at all times.
Neural networks avoid several of the disadvantages of the other techniques, by learning from
plant historical data. No human expert, no specific knowledge, and no developed model are
needed. The resulting network is robust against process noise or instrumentation bias. Plant
specific behaviour is automatically learned, both as expert rules and in the process model. ANN
models can potentially contain a great deal of information about the system itself, including the
same type of information contained in conventional deterministic models (El- Din et al., 2004).
Empirical or black- box models like ANN make use of the process information that feature
implicitly in measured historical data set, in order to determine significant relationships between
variables. They are generally not based explicitly on the fundamental physical, chemical and
biological theory that describe the system being modelled (Brydon et al. 2001). They describe
the input/ output relationships without an explanation of the intermediate (internal) physical
processes (Capodaglio 1994). Empirical models use a calibration process whereby model
parameters are adjusted in such a way as to minimise the difference between real life and
predicted values. ANN are particularly applicable in the area of hydrology, water resources
engineering and perhaps wastewater treatment as many of the data sets are extremely fuzzy,
where a particular output is dependent on many unmeasurable actions (Maier & Dandy, 1994).

5.3 ANN model design process
The greatest challenge with the feed-forward backpropagation ANN modelling is determining
the optimum internal network parameters, including learning rate, momentum, number of
hidden layers and number of nodes in them (Hegazy et al., 1994). These parameters are all
problem- dependent and generally have to be found by a trial and error approach. However,
meaningful guidance are available from the works of previous researchers on ANN modelling in
water and wastewater, such as, Maier and Dandy (2004, 2001, 2000a, 2000b, 1999, 1998a,
1998b, 19998c, 1997, 19971, 1996, 1996a, 1995, 1994a, 1994b), Faraway and Chatfield (1998),
Baughman & Liu (1995), NeuralWare, Inc. (1994), Sietsma and Dow (1991); Maren et al.,
(1990), Weigend et al. ((1990), Fahlman & Lebiere (1990), Baum and Haussler (1989). In the
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following paragraphs, the most important inputs and process issues for ANN model building are
discussed.

5.3.1 Source data analysis
The primary objectives of the source data analysis are to gain a familiarity with the study
domain and to examine the applicability of available data for model development (Baxter,
1999). It is important to carefully assess the study domain and be fully aware of the capacity
and limitations of the neural network technique in the study domain. The closed non- linear
study domain is the best candidate for the ANN technique. This is because in a closed domain
the boundary of the knowledge is well defined, and the need to extrapolate outside the
knowledge boundary is not frequent. On the other hand, the open study domain is difficult for
the artificial neural network (ANN) to model because the knowledge boundary of an open
domain is not clearly defined. As an ANN model is trained on the known events of the domain,
its knowledge boundary is built on the known events. Thus, its knowledge boundary only covers
a partial area of the overall domain. If the system is an open domain, it is likely that unknown
events outside the ANN model knowledge boundary could happen. Thus, extrapolation out of
the model knowledge boundary is necessary and results in lower prediction accuracy (Zhang et
al., 2004a).
Among other things, source data analysis helps with determining what data are available and
relevant and whether the ANN technique is appropriate for the problem at hand. In the source
data analysis, data cleansing is done to identify and root out data patterns that are unusable . This
could be due to sensor failures, equipment servicing, data patterns with only partial data, and
unstable operational data such as during plant start-ups and shut- downs. Initially, the problem
domain has been thoroughly examined, since the blind application of the ANN technique to
problems that have not been thoroughly studied will lead to the development of models with
poor generalisation capabilities. Following the domain study, all the available pertinent data are
examined and subjected to comprehensive statistical analysis in order to determine the range,
seasonal and daily trends, and other important data characteristics such as minimum, average
and maximum values. Based on the result of the data analysis, the size and range of the data set
to be used in model development are selected.
Although the study is based on real data, it is not common in Australia and in Europe
(Belancheet al., 2000) to make daily analytical measurements of all process variables (e.g. COD
maximum of five times a week). As a result, there are missing values in the database, evenly
distributed all over time. Incidental equipment failures also bring along compact chunks of
missing data. This high incidence of missing information may be one of the main reasons why
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most of the ANN modeling studies for WWTPs is based on simulated or laboratory- scale pilot
data.
5.3.1.1 Impact of Data Noise on Performance of ANN Models
Since ANNs learn from historical records, if a faulty record is not screened out and remains in
the training process, the ANN would learn that faulty record to some degree. If faulty record
were dominant in a region, then this noise would be fully incorporated as a false feature of the
domain. If the faulty record has a large number of correct neighbouring data points, the impact
of the faulty record would be reduced to a lesser degree on ANN learning. In terms of
modelling, there are two major types of noise: (i) pure error generated in data collection process,
e.g. instrument or human error; and (ii) missing infor mation, which is much more difficult to
detect and determine, as most of the time, this type of noise is not statistically significant and
require expert knowledge to identify; too much of this type of noise in the training data set will
substantially reduce the accuracy of model performance.
ANNs treat error data as a feature of the data set, and proceeds to model the error adequately.
Therefore, it is very important to assess noise in the source data when modelling with ANNs. If
there are sufficient neurons in the ANN model, the erroneous data in the training set will be
learnt as features of the source data, and there is need for an individual neuron to memorize the
location of the noise. The noise exerts an impact zone with the location of the noise at its centre;
any interpolation within the noise impact zone is hypersensitive. The predictions tend to be
dramatically higher or lower in value. As the number of the noisy data points increases, the
number of neurons needed to memorize the noise also increases. This is a huge drain of
resources for neural networks. On the other hand, it is hypothesized that if there are not
sufficient neurons to learn each noisy data point, the neural network must generalize the features
it learnt from the data set. Unfortunately, these features will include those incurred by the noisy
data, and even worse could be dominated by the noisy features. Non- monotonic activation
functions, such as the Gaussian functions, have more capacity to represent the non- monotonic
features of the source data than the monotonic activation function. Therefore, whenever there is
a non- monotonic feature presented in the output parameter such as peaks and valleys, e.g. for
WWTP process parameters, the non- monotonic activation function should be used to allow fast
convergence and a simplified design in architecture. Nevertheless, noisy features are typically
non- monotonic and can be more easily absorbed into ANN models with the Gaussian function
without being detected. The extrapolation capacity of ANNs is usually limited because
extrapolation points are often located close to or within the saturation zone of the activation
function, and the response at this region is usually flat.
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5.3.2 Data pre - processing
Pre-processing of data is an essential step in the modeling process, mainly because of the
heterogeneous nature of the information used, which are available from operational control, online monitors and manual sampling (Rodriguez et al., 1999; Stein et al., 1993). Daily flow,
rainfall, raw sewage, primary (settled sewage) and final effluent quality, and WWTP process
parameters data for the period 1994- 2003 (refer Table 4.3) were used to develop the ANN
model for Northern, Central, Southern and Western WWTPs. All water quality data are based
on 24- hours composite sampling and analysis using the “ASCE- APHA Standard Methods and
Techniques for Water and Wastewater Analysis” (refer Table 4.3), and are reported as the daily
average value. Raw data available for training and testing the ANN have been examined for
completeness and obvious errors during pre-processing. Missing data for input parameters is
either been estimated by linear interpolation, or the corresponding record for the day has been
discarded (Boger, 1997; Baxter et al., 1999; ASCE, 2000; Joo et al. 2000; Pigram et al, 2001).
Plotting and examining statistics for the collected data to determine the range, seasonal and
daily trends, has helped in removing outliers. It is also considered whether or not the data
requires encoding, normalis ing or transforming. Scaling input/ output quantities were required,
as the WWTP data exhibits high non- linearity. The main use of data pre- processing is to
smooth out the noise effects. The type of transfer function used in the individual processing
elements of the ANN might also require pre- processing of the data. The data set prepared by
data pre- processing shows enhancement of the learning rate and the terminal error, and also
improves the prediction capability for the test data set (Joo et al. 2000).

5.3.3 Time series plot
The graphical plot (line) of the time series is inspected in order to obtain a visual indication of
any seasonal effects, trends and changes in variance and to enable the detection of outliers,
discontinuities and turning points. Time series graphs for flow (kL/d or ML/d), rainfall (mm)
and influent and effluent TSS and O&G are presented in Figure A1 to A18 in Appendix A.

5.3.4 Scaling/ normalisation
Normalisation of the input and output data sets is very critical (Baughman et al, 1995; Choi et
al., 2001). The normalization of the input data has been shown to reduce the error in the neural
network predictions (Brydon et al., 2001; Haykin, S., 1999; Fuente et al., 1999; Sola et al.,
1997; Baughman et al., 1995; Bishop, C.M., 1995). If the input and output variables are not of
the same order of magnitude, some variables may appear to have more significance than they
actually do. In addition, typical transfer function such as sigmoid or hyperbolic tangent function
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can not distinguish between two different values of xi when both are very large because both
yield identical threshold output values of 1.0. Variables have to be scaled to uniform ranges
commensurating with the limits of the activation functions in the output layer, in order to ensure
that values for different variables are within the same range and all variables receive equal
attention during training process (Maier et al. 2001, 2000; Choi et al. 2001). Typically,
sigmoidal type transfer functions, such as sigmoid or hyperbolic tangent functions, are used for
which the outputs are bounded by 0 and 1 and –1 and +1, respectively. However, it is a good
practice not to scale the data to these extreme values, as this can slow down training (Masters,
T., 1993). For example, when logistic or sigmoid transfer function is used, data should generally
be scaled between 0.1 and 0.9 or 0.2 and 0.8 (Hsu et al. 1995) and for hyperbolic tangent
function, data were normalized between –0.8 and + 0.8. However, when the transfer functions in
the output layer are unbounded (e.g. linear), scaling is not required. Since the hyperbolic tangent
function is used as the activation function in this study, the model output and input have been
scaled appropriately to fall within the function limits (-1 to +1) to get over the ‘saturation’ in
training. The scaling has been performed using the maximum and minimum values input and
output parameters in the data set.
The ‘zero- mean normalised method’ is considered to be the best and it normalises the data set
between limits of –1 and +1, and having the average value zero. The normalised variable, xi, norm
is represented by:

xi , norm =

xi − xi, avg
Ri, max

…………………………………………………………………………..(5.1)

Ri , max = Maximum ( x i,max − xi ,avg , xi, avg − xi, min ) …………………………………………(5.2)
where xi is an input or output variable, xi, avg is the average value of the variable over the data
set, xi, min is the minimum value of the variable xi, max is the maximum value of the variable and
Ri,

max

is the maximum range between the average value and either the minimum or the

maximum value. This method utilizes the entire range of the transfer function and every input
variable in the data set has a similar distribution range. This method gives some meaning to the
value of the normalised variable: ‘0’ represents the normal state (average) of the variable, ‘-1’
represents a very low value of the variable, and ‘+1’ represents a very high value of the variable.
In addition, by setting all of the normal states of the variable to zero, the network will always
have a standard structure that makes training more efficient and consistent from one problem to
the next. The ‘zero- mean- normalisation’ can significantly improve the prediction capability of
complex networks by setting all input and output variables to similar distributions. This allows
the weight factors to follow a more standard distribution as most statistical models require a
normal distribution of data (Maier & Dandy, 2000). However, strictly speaking, ANNs do not
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require the probability distribution of the input data to be known. Some studies have suggested
that when the mean squared error function is applied to an ANN, the data needs to be normally
distributed to obtain optimal results. For problems exhibiting high non- linearity, the input
variables are scaled to fall between a range of –0.8 and +0.8, or some other suitable range; this
kind of scaling tends to smooth the solution space and averages out some of the noise effects;
however, there is some danger of loosing information (ASCE 2000a). However, in this study the
NeuralWorks Professional II/Plus (NeuralWare, 1993) software package automatically scales
the data to user defined range, producing normalized training and testing data sets. The range
used in conjunction with the hyperbolic tangent transfer function was 0.8 to + 0.8 for network
inputs and outputs.

5.3.5 Determination of model input parameters
Obtaining the best possible inputs is arguably the most important step in the development of
multivariate time series ANN models. For complex processes as in a WWTP, this is a difficult
task (Emmanouilides and Petrou, 1997). Although ANNs belong to the class of data- driven
approaches, it is important to determine the dominant model inputs, as this reduces the size of
the network and consequently reduces training time and cost, and increases the generalization
ability of the network for a given data set. Inputs that are linearly correlated, do not contribute
independent information to the networks (Bogger, 1997). In practice, the selection of network
inputs is related to the following two primary considerations: (i) the prior knowledge about the
process; and (ii) the availability and quality of the required data (Zhu et al., 1998; Neelakanthan
et al., 2001). The first step in determining the actual network inputs was to establish which
processes and basic variables affect the effluent total suspended solids (TSS) and O&G from a
wastewater treatment plant (WWTP). Each input parameter is selected based on data availability
and the likelihood of there being a cause- effect relationship between it and the output parameter
(Baxter et al., 1999). It is vital to include all the inputs necessary for capturing the relationships
between the inputs and outputs. However, it is also important to keep the number of inputs to a
minimum as with the increase in the number of input parameters, the model becomes more
complex and takes longer time to estimate the unknown model parameters and may introduce
unwanted noise. Also in this study, the ANN input and output variables for the Northern,
Central, Southern and Western WWTPs were chosen based on: (i) the data availability at these
WWTPs; (ii) reviewing the available scientific literatures on wastewater treatment and
identifying which input and output may have an important effect on the prediction of effluent
quality e.g. TSS and O&G (WEF, 1983, 1987, 1992, 1994; Hartley, K.J., 1985; Haller, E.J.,
1995; UCT, 1976); and (iii) the operational experience of the researcher and operators for the
studied WWTPs. The inspection of time series plots of potential inputs and outputs (TSS and
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O&G) and assessing the correlation coefficients between TSS and other potential input
parameters also assist in identifying important input parameters. In general, only one output
parameter (TSS or O&G) is selected for a model, as single - output models are generally more
accurate than multiple - output models (Baxter et al., 1999).
If there are n inputs, the source data are drawn from the n- dimensional space. The major
concern for the multi- input neuron is the quality of inputs, specifically, the correlation among
the inputs. Thus, if among n inputs, two inputs x1 and x2 are related and function of one another,
then the sources of data reduces from n to (n-1) dimensions. Losing a dimension results in a loss
of input variety and can affect the model accuracy. Overall, the strategy in selecting the inputs is
that it is preferable for all inputs to be independent and limited to serve only necessary data
redundancy component.
In this research, ANN model ‘sensitivity analysis’ method is used to optimize the number of
network inputs (Zhu et al, 1998). This approach consists of five steps:
(i)

building an initial three- layer feed-forward backpropagation neural network using all
the possible inputs of available data;

(ii)

analyzing the sensitivit y of the model output to the model inputs;

(iii)

removing the inputs that make trivial contributions to the output;

(iv)

rebuilding the network with a reduced number of inputs; and

(v)

analyzing the sensitivity of the new network, and verifying the effects of the dimension
reduction.

The common major variables that affect primary sedimentation (PS), chemically assisted
primary sedimentation (CAPS), activated sludge (ASP) and biological nutrient removal (BNR)
treatment plant processes and for which data are available (refer Table 1.2) are: (i) flow of raw
sewage or primary effluent; (ii) rainfall in the WWTP catchment; (iii) TSS concentration in raw
sewage, primary effluent (settled sewage) and secondary/ tertiary effluent, depending upon the
types of WWTP; (iv) O&G concentration in raw sewage and primary effluent (settled sewage)
for primary and CAPS WWTP; (v) sludge blanket depth (SBD) in the primary and secondary
sedimentation tank; (vi) raw and biological sludge wasted from primary and secondary
sedimentation tanks; (vii) pH of raw sewage, primary effluent, aeration tank mixed liquor and
secondary effluent; (viii) dosing rate (mg/L) of coagulant (e.g. ferric chloride), flocculant
(polymer), disinfectant (sodium hypochlorite or chlorine) and dechlorination (sodium
metabisulphite) chemicals. Additional factors that were considered for the ASP and BNR
treatment at the Southern and Western WWTPs were: (i) mixed liquor (MLSS), mixed liquor
volatile (MLVSS), return activated sludge (RASSS) suspended solids in the aeration tank; (ii)
sludge volume index (SVI) in the aeration tank; (iii) primary effluent chemical oxygen demand
(COD); (iv) tertiary effluent ammonia - nitrogen, NOx- N, pH, alkalinity and total phosphorus
for BNR WWTP; and (iv) temperature of the aeration tank mixed liquor. Other process
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parameters for which on- line sensors are now available in the market, such as, oxidationreduction potential (ORP), conductivity, turbidity, COD and TSS, would be of further value in
the effluent TSS and O&G prediction but could not be incorporated in this study due to absence
of the said on- line sensors at the WWTPs (Chen et al., 2003; Lee and Park, 1999; Zhu et al.,
1998; Spall and Cristion, 1997; Hack and Kohne, 1996; Bertrand-Krajewski et al. 1995; Fu and
Poch, 1995; Cote et al., 1995; Bertrand-Krajewski 1992; Vanderborght and Wollast 1990).

5.3.6 Choice of time - lags for input variables
In the development of conventional statistical time series models, analytical procedures are
generally used to determine which time- lagged inputs to include from each variable. The
wastewater treatment, consisting of a combination of complex physical, chemical and biological
processes, is a dynamic system (for example, bacteria do not response in a detectable manner to
instantaneous inputs of measurable parameters), and therefore a time- lagged input scheme for
the input parameters is deemed to reflect actual conditions within the wastewater treatment
processes (Capodaglio et al., 1991). However, ANNs, belonging to the class of data- driven
approaches, have the ability to determine which model inputs are critical, so there is no need for
a priori rationalization about relationships between variables (Lachtermacher et al. 1994, Pigram
et al., 2001). Presenting a large number of inputs to ANN models, and relying on the network to
determine the critical model inputs, usually increases network size; the reason being, each
lagged input is represented by a node in the input layer. Determination of appropriate input lags
is particularly important for complex problems, where the numbers of potential inputs are large,
and where no a priori knowledge is available to suggest possible lags at which strong
relationships exist between the output time series and the input time series. The major problems
associated with including insignificant input data include: (i) decrease in generalisation ability;
(ii) increase in computational cost; (iii) it makes rule extraction more difficult; (iv) increases
network size and decreases processing speed; and (v) increases data requirements to efficiently
estimate the model parameters (i.e. the connection weights)
Most of the parameters of the wastewater treatment plant ANN models that have been dealt with
in this study were considered to follow the ‘Markovian Process’, implying that the value of any
parameter e.g. effluent TSS and O&G, at a given time, is a function of a finite set of previous
realisations (Luke et al 2000; Syu and Chen, 1998), which can be expressed as:
X(t+1) = f[(x(t), x(t-1), x(t-2),…, x(t-k+1))] + e(t)…………………………………………..(5.3)
Where t is a time index with a positive integer value; x(t) represents a TSS or O&G value at
time (day) t; f( ) a non- linear mapping function; which will be approximated using ANN; e(t) a
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mapping error to be minimised; and k an unknown number of past realisations contributing to
effluent TSS or O&G at the next time- step (t+1), and is referred to as the lag of the network.
Inspection of flow versus rainfall, flow versus days of the week, effluent TSS or O&G versus
day of the week, etc support the above argument. The American Society of Civil Engineers’
(ASCE) study on the application of ANN in hydrologic modelling reveals that representation for
temporal variations in modelling can be achieved by including past inputs as current inputs
(ASCE, 2000a). In developing the ANN models in these studies, a seven- days lag for each
input variables (Zhu et al., 1998) are considered due to the following reasons: (i) sludge age in
activated sludge or BNR wastewater treatment processes can become as high as seven (7) days;
(ii) to incorporate the diurnal pattern of sewage flow and quality, entering the WWTP over
seven days of the week (Sunday to Monday); (iii) often flow to WWTP remains high for a
couple of days after a heavy rainfall event due to infiltration and inflow through cracks and
loose joints of the ageing sewerage infrastructure and the size (area) of the WWTP catchments;
therefore, rainfall on a day could potentially impact influent and effluent quantity and quality
over subsequent few days. The strength of the relationship between the output variable and each
of the input variables at the different lags is subsequently determined with the aid of sensitivity
analyses. As part of the sensitivity analyses, each of the inputs is increased by a certain
percentage (5%) in turn, and the change in the output caused by the change in the input is
calculated. Plots of the sensitivities at various lags are then inspected to decide which lags
should be included (Maier et al. 2001). The sensitivity of each input is given by:

Sensitivit y =

% change in output
x 100 …………………………………………………(5.4)
% change in input

No fixed level of sensitivity is used to distinguish between significant and non- significant
inputs. Instead, the sensitivities are used, as a guide to decide which inputs should be chosen by
applying some degree of judgement.
The generalisation ability of artificial neural network (ANN) is a function of the ration of the
number of training samples to the number of connection weights in ANN. If this ratio is too
small, continued training can result in over-fitting of the training data (Cheng et al, 1994).
Generalisation ability is also affected by the degree with which the training and test sets
represent the population to be modeled and by the stopping criteria used. Poor forecasts or
predictions can be expected when the test data contain values outside of the range of those used
for training. It is imperative that the training and test sets are representative of the same
population. It is generally observed that ANN can not extrapolate beyond the range of the
training data (Maier et al., 2000). Presenting large number of inputs to ANN models and relying
on the network to determine the critical model inputs, usually increases network size, which in
turn decreases processing speed and increasing amount of data are required to estimate the
connection weights efficiently (Lachtermacher and Fuller, 1994).
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5.3.7 Training and test set
The development of ANN models require the use of representative data which must be divided
into two sets: a data set to carry out the learning procedure (training data) and a data set for
evaluating the ANN model performance (test data) (Stein, 1993; Boger, 1995; Hamoda et al.,
1999). Studies have shown that the way the data are divided can have a significant impact on
the results obtained (Tokar and Johnson, 1999). The fraction of the complete data to be
employed for training should contain sufficient pattern so that the network can mimic the
underlying relationship including trends and patterns between input and output variables
adequately. An important requirement for good generalization capacity of the ANN, is the
completeness of the training database. If important variables are not measured, or are not
available, the ANN may give a small train ing error, but a large testing error (Boger, 1995). The
training set consists of data patterns that the network processes repeatedly in order to learn
trends and patterns in the data. During the learning process, the network is periodically
evaluated using the test set patterns in order to ensure that the network is not simply memorising
the training data. In this study, the training set consisted of data from 1994- 2002 for the
Northern WWTP, 1996- 2002 for the Central and 1996-2001 for each of the Southern and
Western WWTPs. The 2002- 03 data set for the Northern and Central WWTPs and 2001- 02
data for the Southern and Western WWTPs were used to test the model performance as learning
progressed, and shall henceforth be referred to as the test set. The ‘test data’ set were used for
testing, as these were the last full year research data and all values of variables in these years
lied between the lowest and highest values for relevant variables in the training data sets for the
Northern, Central, Southern and Western WWTPs (Maier et al. 1998b). The test data set were
not shown to the network during training; they were used after the training is finished in order to
test the network for its generalization ability, and to monitor network’s performance on test
samples in terms of the root-mean-square-error (RMSE) and average absolute error (AAE).
Using the Run/ SaveBest menu of the Neural Netware Professional II Plus software, the training
was stopped at regular intervals and the performance (generalization ability) of the networks
were tested by presenting the test set to the trained networks and calculating the RMSE between
the actual and predicted values. Training was continued until a plateau was reached in the RMS
prediction error of the test set (stopping criterion) (Maier et al., 1998b; Amari et al., 1997; Stone
1974).

5.3.8 ANN geometry and topology
Network geometry determines the number connection weights and how these are arranged.
Topology refers to the geometrical arrangements of neurons and their interconnections. An
optimal architecture may be considered as the one yielding the best performance in terms of
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error minimization, while retaining a simple and compact structure (Bebis et al, 1994). The
determination of the number of hidden units is a key feature of topology design. It determines
the number of model input parameters that need to be incorporated. If there are insufficient
numbers of input parameters, it may be difficult to obtain convergence during training, as the
network may be unable to obta in an adequate fit to the training data. On the other hand, if too
many parameters are used in relation to the number of available training data, the network may
lose its ability to generalize. The principle of ‘parsimony’ states that the use of simpler models,
with fewer number of parameters, is usually preferable to more complicated ones, whenever
feasible (Lawrence et al., 1996). Selection of parsimonious ANN structure is generally
accomplished by first fixing the number of hidden layers, and then choosing the number of
nodes in each of these layers. Kumar (1993) has suggested that it might be best to fix the
number of nodes, rather than the number of hidden layers, and to optimise the connections
between the nodes, as well as the connection weights associated with each connection, during
training. Smaller networks usually have better generalisation ability (Castellano et al., 1997),
requires fewer physical resources (e.g. requires less computer storage space), have higher
processing speed (during training and testing), and can be implemented on hardware more easily
and economically (Bebis et al., 1994); it also makes rule extraction simpler (Towell et al. 1991).
On the other hand, the error surface of smaller networks is more complicated and contains more
local minima (Bebis et al., 1994) and might approximate poorly (ASCE 2000a). The advantages
of larger networks are that: (i) they tend to learn quickly (in terms of number of training cycles)
(Plaut et al. 1987); (ii) can form adequately complex decision regions (Lippmann, 1987); and
(iii) have increased ability to avoid local minima in the error surface (Rumelhart et al., 1986b).
However, their computational costs are high and might overfit the training data with too many
nodes (ASCE 2000a), and they generally require a large number of training samples to achieve
good generalisation ability (Bebis et al., 1994). A back- propagation network with one or two
hidden layers is an excellent architecture for prediction problems in bioprocessing and chemical
engineering (Baughman et al, 1995).

5.3.9 No of layers in ANN
Many researchers (Chen et al., 2003; El- Din et al 2002; Maier et al. 2001; Hack and Kohne,
1996; Kothari and Agyepong, 1996; Gallant, 1993; Boger, 1992; Hornik et al 1989, Cybenko
1989; Funahashi 1989; Wassermann, 1989) in the field of ANN modelling suggest that it is
usually unnecessary to use more than one hidden layer in a multiple - layer feed- forward
network (MLFN), and varying the number of hidden nodes in one hidden layer is usually
sufficient for delivering distinct results. Hecht- Nielson (1987) proved that a three- layer feed
forward ANN meets the requirement to be a universal function mapping and that any
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multivariate function can be approximated by an ANN having only a finite number of nodes in
the hidden layer. This result is called the “Kolmogorov’s mapping neural network existence
theorem”. A major reason for this is that intermediate cells not directly connected to output cells
will have very small weight changes and will learn very slowly (Gallant, 1993). The role of
hidden layers in feature extraction from the patterns of input time series has been well known
(Lee et al, 1991). Some researchers have suggested that the use of multiple hidden layers can
result in more parsimonious models and it provides greater flexibility and enables
approximation of complex functions with fewer connection weights in many situations (Flood et
al 1994; Ripley 1994; Tamura et al 1997; Sarle 1994). However, Pigram et al (2001), Patnaik
(1996), De Villers et al (1992), Lee et al. (1991), Maren et al. (1990) and Masters (1993) found
that the use of two hidden layers was only justified for most esoteric applications or where the
outputs need to be continuous function of the inputs. The input layer does not execute any data
transformation; it only passes the input signals to the neurons of the first hidden layer (Hack and
Kohne, 1996). The output layer consists of values predicted by the network and thus represents
output. Baughman et al (1995) observed that adding a 3rd hidden layer does not improve
prediction ability but requires longer training times due to the more complex structures. Optimal
networks geometry is highly problem dependent, where optimality is defined as the smallest
network that adequately captures the relationships in the training data. Larger ANN requires a
large number of training data to achieve reliable learning to maintain its generalization ability in
forecasting (Boger, 1992). Three layer back- propagation neural networks (BPN) has been
proven to be very satisfactory to map any non- linear (and dynamic) relationships between input
and output variables in water, wastewater and hydrological systems (Baruch et al., 2005; ElDin 2004; Singh and Datta, 2004; West et al., 2003; El- Din et al., 2002; Choi et al., 2001;
Neelakanthan et al., 2001; Joo et al., 2000; Yu et al., 2000; Zhang et al., 1999; Hamoda et al.,
1999; Belanche et al., 1999; Yu et al., 1998; Frouji et al. 1997; Lee et al., 1997; Boger, 1997;
Gagnon et al., 1997; Cohen et al., 1997; Tay et al., 1997; Yu et al., 1997; Mirsepassi et al.,
1997; Zhao et al. 1997; Hack et al., 1996; Cote et al., 1995; Boger, 1992, 1995, 1997; Billing et
al., 1992; Thibault, 1991; Capodaglio et al., 1991; Maren et al, 1990; Wassermann, 1989). The
reason being, the intermediate neurons, not directly connected to output cells have very small
weight changes and learn very slowly (Sanchez et al., 1998). Hamoda et. al., (1999) observed
that the performance of one- hidden layer ANN is better than two hidden layers ANN. In this
study, a three- layered feed- forward BPN architecture for ANN models have been selected and
found to be effective in predicting effluent quality for WWTPs.
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5.3.10 Hidden units
The influence of the size of a neural network on its generalization performance is well known
(Agyepong and Kothari, 1997; Bishop, 1995). The generalization capacity of ANNs decrease
with the ratio of the number of connections (hidden nodes) to the number of training examples,
which means, larger networks with limited training data have poor ability to map the
relationships between inputs and outputs (Bogger, 1997). The number of nodes in the input
layer is equal to the number of model inputs, whereas the number of nodes in the output layer
corresponds to the number of model outputs. The optimum number of hidden layer nodes, on
the other hand, generally has to be found using a trial and error approach. The function of the
hidden layer nodes is to detect relationships between network input and outputs. The internal
layers may be thought of as remapping the inputs and results of other (previous) internal layers.
Too few hidden neurons limit the ability of the neural network to model the process, and too
many may allow too much freedom for the weights to adjust and to result in learning the noise
present in the database used in training (Linko et al., 1997). Maier et al. (1998) have observed in
their research that learning speed and generalization ability do not appear to be significantly
affected by the ratio of first and second hidden layer nodes. An excessive number of hidden
nodes may be counter- productive, requiring considerable training time to achieve potentially
higher mapping accuracy (Schalkoff, 1997, pp. 196). This may result in situation whereby the
error rate increases with the number of hidden nodes. The total training time is a function of the
number of hidden nodes, epoch size, rather than the learning rule used (Maier, 1999).
The number of nodes in the hidden layer is based on the number of input nodes (weights) and
the number of training patterns, and their relationship is important to guarantee a good
generalisation performance of the ANN model. The reason for this is that intermediate
processing elements (PEs) not directly connected to output cells will have very small weight
changes and will learn very slowly (Gallant, 1993). Although the relationship between network
performance and the size of the hidden layer is not well understood, the ‘principles of
generalisation’ and ‘the principle of convergence’ are the two aspects of ANN behaviour, which
often work against one another. Generalisation means the ability of the network to produce
reasonable results when applied to a test or validation data set that has not been seen before by
the network during the course of training. Convergence is simply the ability of the network to
learn the training data. In general, the more hidden nodes used, the more the likelihood of
convergence, however, using too many hidden nodes will hinder the network ability to
generalise from the training data set to the test data set. The objective is to use as many hidden
nodes as needed for convergence without inhibiting the ability of the network to generalise, and
hence the network would be able to focus on the important features in the data rather than fitting
the noise that is an inherent component of any environmental data set (El- Din and Smith,
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2002a). The number of training samples can also affect the network geometry chosen. If the
number of available training samples is small compared with the number of weights that have to
be estimated, overtraining is likely to occur (Baum et al, 1989; Weigend et al., 1990).
The network size is generally proportional to the number of training samples. The network is
restrictive with small number of training samples. Hecht- Nielson (1987), Maier & Dandy
(1996, 2001) and Neelakantan et al (2001) suggested the upper limit of hidden units may be
derived from the following equation:
NH ≤ 2x NI + 1……………………………………………………………..………………….(5.5)
Where N H is the number of hidden layer nodes and NI is the number of input nodes.
However, in order to ensure that the networks do not overfit the training data, the relationship
between the number of training samples and network size also needs to be considered. Rogers et
al (1994) recommended the following upper limit for the number of hidden layer nodes that
satisfy the above criteria:

NH ≤

N TR
…………………………………………………………….………………...(5.6)
N I +1

where NTR is the number of training samples. Consequently, the upper limit for the number of
hidden layer nodes may be taken as the smaller of the values for NH , obtained using the above
two equations. The optimum number of hidden units is often considerably less than the value
generated by the above equations. In fact, the optimum number of hidden units is often less than
the number of input units. The optimum ratio between the first and second hidden layer sizes is
approximately three to one (Fleming1993, Maier et al 1994b, 1997, 1998 and Kudrycki 1988).
However, Maier et al (1994), have chosen number of nodes in the 1st hidden layer between 0.8
to 1.2 times the number of nodes (input parameter) in the input layer and 3 times that of number
of nodes in the second hidden layer. Lachtermacher et al (1994) observed that the performance
of ANN model in one step ahead prediction deteriorate with the inclusion of additional hidden
and/ or input PEs. The deterioration is more influenced by the inclusion of an unnecessary input
PE than by a hidden one. Therefore, more care should be taken in the determination of the
relevant number of hidden units used in the network structure. Training speed is affected by the
network geometry, as the time taken to update the connection weights is a function of the
number of weights and thus the optimal network geometry is highly problem- dependent.
Some of the popular techniques for determining network structure include network growing
(e.g., Gallant 1986; Nadal 1989; Fahlman and Lebiere 1991; Cios and Liu 1992; Bose and
Garga 1993; Kwok and Yeung 1995) and network pruning (e.g., Mozer and Smolensky 1989;
Karnin 1990; LeCun et al. 1990; Hassibi and Stork 1993; Reed 1993). These algorithms treat
the network structure as an optimization parameter along with the weights. Pruning algorithms
generally start with a large network and proceed by removing weights to which sensitivity of the
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error is minimal. Growing methods, on the other hand, typically start with a small network and
add nodes with full connectivity to nodes in the existing network when a suitably chosen
measure (e.g., entropy, covariance, etc.) stops decreasing (ASCE2000a). In this study manual
pruning technique based on the result of the sensitivity analysis has been followed to determine
the right number of nodes in the hidden layer while complying the equation NH ≤ 2x NI + 1

5.4 Training procedure
Once the network inputs, outputs, geometry and internal parameters have been chosen, the
network is ready to be trained. The operation of the backpropagation network was simulated on
a Pentium 5 PC using commercially available software package NeuralWorks Professional
II/Plus (NeuralWare, 1993). The software package automatically scales the training data to a
user-defined range, producing normalized training and testing sets. The range used in
conjunction with the hyperbolic tangent transfer function was –1.0 and +1.0 for network inputs
and –0.8 and +0.8 for the network outputs. As training progresses, a plot of the variation in the
RMSE between the predicted and actual (desired) outputs of the normalized training set is
displayed on the computer screen. In the test carried out, an epoch (e) size of 16, the quadratic
(mean squared error) global error function, the normalized cumulative delta (NCD) learning rule
and the hyperbolic tangent transfer function were used unless stated otherwise. When NCD rule
is used, e (epoch) number of training samples is presented to the network before each weight
update. A brief overview of the ANN training process is presented below.
As said before, ANNs mimic the functioning of a human brain by acquiring knowledge through
a learning/ training process that involves finding an optimal set of weights for the connection
and threshold valued for the nodes. Mathematically, ANNs may be treated as a universal
function approximators, that are capable of finding relationships between potentially high
dimensional, highly non- linear data sets (if such relationships exist), and its ability to
generalize, and the optimal ANN model form is determined from the data themselves, thereby
eliminating the need to choose an appropriate functional form of the relationships a priori
(Maier et al., 2004; Zhang et al., 2004; Zeng et al., 2003; Rumelhart et al., 1994; Joo et al.,
2000; ASCE2000a; Mirsepassi et al., 1997; Hammerstrom, 1993; Murray et al., 1992;
Capodaglio et al., 1991; Baba et al., 1990a and 1990b; Hornik et al., 1989; El- Din et al, 2002;
Mirsepassi, et al., 1995; Spall et al., 1994; Billings et al., 1992; Thibault, 1991; Lapedes et al.,
1988;). Even if the data is noisy and contaminated with errors, ANNs have been known to
identify the underlying rule fairly accurately. These properties suggest that ANNs may be wellsuited to the problems of estimation and prediction in wastewater treatment. Three layer backpropagation neural networks (BPN) have been proven to be satisfactory to map any non- linear
(and dynamic) relationships between input and output variables in water, wastewater and
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hydrological systems. The performance of one- hidden layer ANN is better than two hidden
layers ANN (Hamoda et. al., 1999).
The success story of ANN in modelling could be attributed largely to the application of BPN for
training a multi- layer neural networks (El- Din et al. 2002; Lipmann, 1987), which focus on
finding a repeated, recognizable and predictable patterns between the causes and the effects
from the past operations records, and bypass the modelling of actual physical, chemical and
biological processes. Feed-forward networks have proven to be very powerful computational
tools that excel in forecasting/ prediction, pattern recognition and function approximation. In
addition, feed-forward networks are computationally robust, having the ability to learn and to
generalize from examples to produce meaningful solutions to problems even when the input
data contain errors or are incomplete to some extent (Tresp et al. 1995).
In feed-forward networks, the PEs is arranged in layers: an input layer, one or more hidden
layers, and an output layer (refer to Figure 2.3). Each neuron representing an input variable in
the input layer is fully interconnected with each neuron of the hidden layer, which in turn is
fully interconnected with the output neuron, representing the output variable. However, there
are neither connections between the neurons within a layer, nor any direct connection between
those of the input and output layers. The backpropagation is commenced by presenting the first
set of examples (epoch) of the desired relationships (input- output pairs) to the network. The
ANN software automatically scales the input data linearly into the range <-0.8, +0.8> before
being presented to the network. Prior to training a neural network, sets of initial values for the
weights between nodes are set randomly using either a uniform or Gaussian distribution. ANN
training is a connection weight optimisation procedure in a high- dimension non- linear space.
Thus the number of the inputs and outputs greatly increase the computation time and the chance
of non- convergence due to local minima, when starting from random initial connection weights
(Bogger, 1995). When the nodes of input layer receive information from an external source,
they become “activated” and emit signals to the next layer, which in turn emits output to the
next higher layer. Each connection between two nodes is associated with a weighting factor (wji )
that adjusts the signal strength. Depending on the strength of the interconnections, signals
reaching at each node can excite or inhibit the node. Two other factors governing the node
output are: (i) the bias or threshold factor (?j ) which acts as an internal threshold to control
activation of the corresponding node and (ii) the activation function, normally sigmoid function
(TanH or SinH). The input from each PE in the previous layer (xi ) is multiplied by a connection
weight (wji ), which is subject to change models. At each PE, the weighted input signals are
summed and a threshold value (?j ) is added. This combined input (Ij ) is then passed through a
nonlinear transfer function (f(.)) to produce the output of the PE (yj ). The output of one PE
provides the input to the PEs in the next layer. This process is summarised in equation (2.1) and
(2.2) and illustrated in Figure 2.3.
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The purpose of the model is to capture the relationship between a historical data set of model
inputs and corresponding outputs. The outputs produced are compared with the target outputs,
which are known in advance, and the generalization ability of network is measured by the root
mean squared error (RMSE), E in Equation 2.4.
This procedure is repeated for each training example in the training set; a cycle (an epoch)
represents one pass over the whole training set; multiple epochs are required until a satisfactory
data mapping is achieved. The weight updates were done after each epoch and the network was
saved at the point of minimum training error (maximum generalization). This mode of training
is insensitive to the selection of the value of the learning and momentum factors, and hence, was
used in the present study to reduce the dimensionality of the space of the variables when the
network was to be trained (Gamal El-Din et al., 2004; 2002a). Each time training was stopped;
the model was tested against the test data set. The network was saved at the point of minimum
training error using the ‘SaveBest’ feature of NeuralWorks Professional II/ Plus software. The
total training time is a function of the number of hidden nodes (network size) and epoch size
rather than the learning rule used (Maier et al, 1999). The parsimonious ANN structure that
resulted in minimum RMSE and maximum efficiency during both training and testing is
selected. If learning is accomplished adequately, the developed ANN models will establish the
best non- linear relationship (Rodriguez and Serodes, 2004). More detailed descriptions of
ANNs are given in many journal papers and textbooks (Maier et al, 1996; Baughman et. al.
1995; Fausett, 1994; Chester, 1993; Masters 1993; Jones et al., 1987; Rumelhart et al. 1986a,
1986b). The overall training process is summarised by the process flow chart in Figure 5.2.
In summary, the network learning process proceeds as follows: training inputs are applied to the
input layer, and desired outputs to the output layer. During learning, a forward sweep is made
through the network, and the outputs of each element computed layer by layer. The difference
between the output of the final layer and the desired output is back- propagated to the previous
layers(s) (modified by the derivative of the transfer function), and the weights adjusted using
current (normalized cumulative delta) learning rule. The process proceeds for the previous
layer(s) until the input layer is reached.
In this study, training has been stopped when there is no further improvement in the forecasts
(RMSE) obtained using an independent (test) data set. Larger networks generally require fewer
weight updates to find an acceptable solution; however, the time taken to perform one weight
update is increased. To ensure good training, ANN models are validated every 1000 training
cycles using test records (Yang et al, 1999). The RMSE was computed for each validation step.
If the RMSE value was lower than the previous ‘lowest’ result, the ANN model obtained was
saved to replace the previous ‘best’. This training/ validation routine was repeated until a
maximum of 100, 000 training cycles was reached (refer Figure 5.1).
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5.4.1 Performance criteria of ANN models
The performance criteria adopted in this study include generalisation ability, parsimony, and the
training speed. The root- mean- square error (RMSE) and average absolute error (AAE) were
used to assess the generalisation ability. Parsimony is measured in terms of the number of
hidden nodes or the number of degrees of freedom (i.e., the number of connection weights).
However, in this research, fully connected networks with one hidden layer were used mostly for
all trials (Choi et al. 2001), so that the number of hidden nodes is an acceptable measure of
parsimony. The optimal model will be able to follow daily trends in plant operations in addition
to predicting the special case patterns.
Examples of the desired input/ output mapping are chosen (training
set)

The first example of the training is presented at the input layer

The information flows through the network from the input layer to the
ourput layer via the hidden layers. The output produced is a function
of network geometry (e.g. feedforward back- propagation), the value
of the connection weights and the activation or transfer function
(Sigmoid, TanH)

The error between the predicted and actual outputs is calculated using
an error function(e.g.root mean square error)

The weights are adjusted using a learning rule. The amount of each
connection weight is changed is a function of the learning rate,
momentum value, epoch size, derivative of the transfer function and
nodal output.

The next example of the training set is presented at the input layer

Figure 5.1 Back- propagation training process
Three statistical parameters which consist of RMSE, average absolute percentage error (AAPE)
and average absolute error (AAE) are calculated to compare the overall performance of ANN
for prediction of effluent TSS and O&G from WWTPs.
RMSE is a popular error measurement ((West et al., 2003; Choi et al. 2001; Pigram et al., 2001;
Joo et al., 2000; Belanche et al., 1999; Hamoda et al., 1999; Rodriguez, et al., 1997; Mirsepassi
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et al., 1997; El-din et al., 2002; Serodes et al., 1996; Maier et al. 1998b; Yabunaka, et al., 1997)
and is considered as the objective function of ANN and is calculated by equation (5.7). RMSE
is an absolute number in that it is not directly related to the magnitude of the predicted value
and therefore includes both positive and negative terms.
n

RMSE =

∑(t

i

− oi ) 2

i= 1

n

……………………………………………………………………(5.7)

AAPE is an other statistical parameters which is use for comparing the performance of the ANN
and computed by:

AAPE =

1 n t i − oi
× 100 ………………………………………………………(5.8)
∑
n i=1 oi

It is useful for comparing error among different model results as it is dimensionless.
The statistical parameter, AAE, can serve to highlight inconsistencies in model predic tion and
can also be used to determine whether the model predictions are adequate for process control
(Baxter et al., 1999), and is expressed as:

AAE =

1 n
∑ ti − oi ………………………………………………………………………….(5.9)
n i=1

where oj is the predicted effluent TSS by the trained ANN model, tj is the actually observed
effluent TSS and n is the number of records in the ‘test data set’.

5.4.2 Sensitivity analysis
In order to determine which of the input parameters has the most effect on the output parameters
(effluent TSS, O&G), it is necessary to develop a number of ANN models, which forecast these
output parameters. Then a sensitivity analysis is carried on for each ANN models to find out the
relative importance of variables in predicting the output variable(s) and this helps to reduce the
number of inputs of the model (Zhu, et al., 1998), to keep the size of the network to a minimum.
Larger networks take longer to train, require more data to efficiently estimate the connection
weights, and have an increased number of local minima in the error surface (Maier and Dandy,
1995). In sensitivity analysis, each of the network inputs is increased by 5% in turn, and the
percentage change in the output, as a result of the increase in each of the inputs, is then
calculated. This is done using the “Run/ Explain” command in the NeuralWorks software. The
sensitivity analyses evaluate the change in output for a given change in each of the inputs and
thus determine the relative importance of each of the inputs. The sensitivities were used as a
guide to decide which inputs to retain and which to delete by applying some degree of
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judgement. In this study, 5% input change is applied to determine the significant input
parameters. All parameters and their accepted seven-day temporal lags are used for training and
testing sets. This process is shown in Figure 5.2. All parameters with a relative significance =
3%, are selected as significant inputs. The significant inputs are parameters, which can be
effective for the prediction of the TSS and O&G and by elimination of the insignificant
variables as inputs to subsequent ANN training, smaller model errors were obtained (Bogger,
1995).

5.4.3 Verification for right input parameters in ANN model
By examining the relative importance of each of the inputs for the various networks, it can be
determined whether the input(s) including their time- lags (m) chosen previously was large
enough. If the relative importance of the inputs at a lag of m is high, the value of m chosen was
too small. In this case, a larger value of m has to be chosen, the network geometry and internal
parameters have to be adjusted and training has to be repeated.
Data preprocessing and
Plot ting Time Series

Choose Input and Output Parameters
including Lag
Choose ANN Geometry and Internal
Parameters
Inadequate

Train Network

Test Network and Obtain Forecast

Carry out Sensitivity Analysis

Check whether the Input Parameters are
Adequate
Adequate
Developed ANN Model

Figure 5.2 ANN model development process
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5.4.4 Updating ANN model with new data
Once a network has been trained, a general relationship between the inputs and outputs
contained in the training data set has been obtained. However, depending on the length and
quality of the available training data, all possible input/ output combinations are generally not
contained in the training set. In addition, there might be some future changes in the system
being modelled. Consequently, for real- time forecasting applications, it is advisable to retrain
the model as new data becomes available. Inaccuracies of the ANN model predictions are
attributed to the quality of the input data (i.e. the accuracy of the measured data and their
completeness).

5.5 ANN model parameters for WWTPs
Optimum design parameters for building successful predictive ANN models in wastewater and
water treatment, hydrology and chemical processes ascertained by previous ANN researchers,
are explored. Most important ANN model design parameters are: (i) network type; (ii) learning
rule; (iii) learning coefficient; (iv) input and output network range; (v) testing interval; (vi)
number of retries; (vii) momentum; and (viii) epoch size. Based on the literature review and
optimisation study for ANN model parameters, the following specifications/ values for ANN
model design parameters as given in Table 5.1 were selected for developing predictive ANN
models for the Northern, Central, Southern and Western WWTPs.

Table 5.1 ANN model parameters chosen in the study
ANN Model Parameter

Function/ Values

ANN Model Parameter

1. Network type

Feed
forward
Back
Propagation Network
Normal cumulative delta

8. Input network range

Hyperbolic tangent transfer
function
0.1000 (El- Din et al. 2002;
Gallant et al., 1993)
0.2500 (default)

10. Run/ SaveBest

2. Learning rule
3. Transfer function
4. Learning Coefficient1st Hidden layer
5. Learning Coefficient2nd Hidden layer
6. Learning Coefficientoutput layer
7.
Run/Explain
(Sensitivity Analysis)

9. Output network range

Function/
Values
-1/+1 (default)

11. Test interval

-0.8/0.8
(default)
100000
(default)
1000 (default)

12. Retries

10 (default)

0.050

13. Momentum

0.1000

5%

14. Epoch size

16 (default)
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Chapter 6: Results and Discussion

6.1 Introduction
ANN is an artificial intelligence modelling technique which has the ability to map the
relationship between effluent TSS or O&G concentration and raw wastewater quality (e.g. TSS,
O&G, pH) and treatment process (e.g. flow, chemical dosing rate, sludge volume index, sludge
blanket depth) parameters, based on full- scale historical operational data of a WWTP. In
chapter 5, important wastewater ANN model design parameters, such as network type, learning
rule, number of hidden layers, learning coefficient, epoch size, momentum and transfer function
has been identified. The purpose of this chapter is to develop parsimonious ANN models for
Northern, Central, Southern and Western WWTPs with minimum number nodes or processing
elements in the input, hidden and output layers, which can accurately predict effluent TSS or
O&G concentration one, two and three days in advance. In this chapter, the most significant
input parameters and prediction accuracy of ANN models for four types of WWTPs (PS, CAPS,
ASP and BNR) are also identified using the sensitivity analysis.

6.2 Methodology for WWTP ANN model building
The methodology used to develop ANN models in this research is illustrated with an example in
the following paragraphs. As discussed in Chapter 5, the neural networks avoid several of the
disadvantages of other modelling techniques such as the statistical methods, knowledge- based
systems (KBS), expert systems (ES) and mechanistic models, like the International Water
Association (IWA) Activated Sludge Model No. 1 &2, by learning from plant historical data.
ANN models can potentially contain a great deal of information about the system itself,
including the same type of information contained in the previously mentioned non- ANN
models (El- Din et al., 2004). Out of multivariate regression, time- series (e.g. Box- Jenkins)
and ANN, the prediction performance of ANN models has always been observed to be better
(Rodriguez and Serodes, 2004; West et al, 2003; Yu et al., 2000, Joo et al., 1997; Mirsepassi et
al., 1997; Berthouex et al, 1996; Pu and Hung, 1994; Tabak and Govind, 1993; Tyagi et al.,
1992).
In ANN modelling, it is important to determine the dominant model inputs, as this reduces the
size of the network, avoid unwanted noise, makes rule extraction easier, reduces training time
and increases processing speed and the generalization ability of the network for a given data set.
This also reduces the requirements for quantity of training records to efficiently estimate the
model parameters e.g. the connection weights (Cheng et al, 1994; Lachtermacher and Fuller,

1994). Raw wastewater and effluent quality parameters and treatment process parameters that
are considered to influence the effluent TSS or O&G (Zhu et al., 1998; Baxter et al., 1999;
Neelakanthan et al., 2001) are selected. Single- output modelling is preferred as they are
generally more accurate than multiple - output models (Baxter et al., 1999). Inputs that are
linearly correlated are avoided (Bogger, 1997).
WWTP comprising of a combination of complex physical, chemical and biological processes, is
a dynamic, non- linear system (Frouji et al, 1997) , and is considered to follow the ‘Markovian
Process’, and a time- lagged input scheme for the input parameters is deemed to reflect actual
conditions and temporal variations of the plant (Capodaglio et al., 1991; Luke et al, 2000;
ASCE, 2000a). A seven- days lag for each input variables are considered (Zhu et al., 1998) as
each day of the week is very different with respect to quantity and quality of wastewater
reaching the treatment plant, depending upon peoples’ lifestyle and catchment demography. All
inputs are scaled or normalized automatically by the NeuralWorks Professional II/Plus
(NeuralWare, 1994) software package to average out some of the noise effects in the data
(ASCE 2000a).
In this research, manual pruning technique as discussed in Chapter 5, using RMSE, AAPE,
AAE and sensitivity analysis, is used to optimize the number of dominant network inputs. This
also reduces the requirements for number of training records to efficiently estimate the model
parameters e.g. the connection weights (Cheng et al, 1994; Lachtermacher and Fuller, 1994).
ANNs have the ability to determine which model inputs are critical, so there is no need for a
priori rationalization about relationships between variables (Lachtermacher et al. 1994, Pigram
et al., 2001).
Selection of parsimonious ANN structure is generally accomplished by first fixing the number
of hidden layers and then choosing the number of nodes in each of these layers (Lawrence et al.,
1996; Castellano et al., 1997). Smaller networks usually have better generalisation ability
(Castellano et al., 1997), requires fewer physical resources, have higher processing speed, better
rule- extraction ability, and can be implemented on hardware more easily and economically
(Towell et al. 1991; Bebis et al., 1994). For larger networks, computational costs are high and
might overfit the training data with too many nodes (ASCE 2000a), and they generally require a
large number of training samples to achieve good generalisation ability (Bebis et al., 1994).
A three- layer feed forward back- propagation ANN has universal function mapping- ability and
only a finite number of nodes in its hidden layer can map any multivariate, non- linear and
dynamic relationships function (Baruch et al., 2005; El-Din2004; Singh and Datta 2004; West et
al., 2003). The performance of one- hidden layer ANN is found to be better than two hidden
layers ANN (Hamoda et. al., 1999; Maier et al, 1998c). Nodes in the hidden layers, although are
very important for feature extraction from the patterns of input time series (Lee et al, 1991;
Maier and Dandy, 1995), they normally have a very small weight changes and learn very slowly
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(Gallant, 1993); too many of them, results in learning the noise present in the training database
(El- Din and Smith, 2002a). In this study, the upper limits of the number of hidden nodes, (NH )
≤ 2 x number of input layer nodes (NI) + 1 (Hecht- Nielson, 1987; Maier & Dandy, 1996, 2001;
Neelakantan et al, 2001).
TanH transfer function is chosen as it outperforms the sigmoid transfer function (Hamed et al.,
2004; Singh and Datta, 2004; Lee et al., 2002). The prediction performance and generalization
ability of ANN models are evaluated by root mean square error (RMSE) (West et al., 2003; Eldin et al., 2002; Choi et al. 2001; Pigram et al., 2001; Joo et al., 2000; Belanche et al., 1999;
Hamoda et al., 1999; Maier et al. 1998b). The default epoch size for NeuralWare is 16, which
has been used in this research (NeuralWare, 1993). Other ANN model design parameters chosen
in this research are listed in Table 5.1 in Chapter 5.
In summary, the network learning process proceeds as follows: training inputs are applied to the
input layer, and desired outputs to the output layer. During learning, a forward sweep is made
through the network, and the outputs of each element computed layer by layer. The difference
between the output of the final layer and the desired output is back- propagated to the previous
layers(s) (modified by the derivative of the transfer function), and the weights adjusted using
current (normalized cumulative delta) learning rule. The process proceeds for the previous
layer(s) until the input layer is reached. Training is continued until a plateau was reached in the
RMS prediction error of the test set (stopping criterion) (Maier et al., 1998b; Amari et al., 1997;
Stone 1974).

6.2.1 Illustration for WWTP ANN model building methodology
To illustrate the ANN modelling process with an example of the prediction of effluent O&G
two days ahead for the Northern WWTP, the inputs were flow (kL/d), daily rainfall (mm) in the
WWTP catchment (mm), influent and effluent total suspended solids (TSS) and oil & grease
(O&G) with their 7 days (Sunday to Saturday) lagged data (refer to Table 6.2). For Model
050903g, there are 42 inputs, one output (effluent O&G 2 days in advance) and 85 nodes (=2x
42 + 1) in the first hidden layer. The training data consists of 3004 plant records for the period
1994- 2002 and the test data consists of 365 records in 2002-03, which the model will not see
during learning/ training phase, and will only see in the model testing phase. Running the model
with the NeuralWorks Professional II/Plus (NeuralWare, 1994) software package and analysing
the model results with Microsoft Excel, shows that the model learns the training data quite fast
at a learn count of 14000 and predic tion error of the model are: root mean square error (RMSE)
of 4.5 mg/L, average absolute error (AAE) of 3.7 mg/L, average error (AE) of 2.8 mg/L and
average absolute percentage error (AAPE) of 12.7 mg/ L as shown in Table 6.1.
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Table 6.1 Illustrative example of generic ANN model development procedure
Model No. Training Test Set Temporal Inputs Hidden
Set
Lag
Nodes
050903g

94-02

02-03

7 days

42

85

050903h

94-02

02-03

7 days

19

39

050903i

94-02

02-03

7 days

17

35

Output
O&G- 2d
advance
O&G- 2d
advance
O&G- 2d
advance

Learn
Count

AAPE

AAE

RMSE

AE

14000

12.7

3.7

4.5

2.8

6000

9.9

2.7

3.6

1.0

3000

10.4

2.9

3.8

1.3

Carrying out the sensitivity analysis for the inputs for the Model 050903g provides that there are
only 19 input parameters out of a total of 42, which have sensitivity of greater than 3% (Figure
6.1).
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ISS t-5

ESS t-5
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Figure 6.1 Significant input parameters for O&G two days in advance
(Model 050903g)
With nineteen significant input parameters as identified in the sensitivity analysis in Figure 6.1,
the next level of pruned ANN model with 39 nodes in the hidden layer are developed. The
analysis of the prediction performance of the developed ANN Model 050903h reveals that its
performance is superior to the previous model 050903g as shown in Table 6.1 with a learn count
of 6000, RMSE of 3.6, AAE of 2.7, AAPE 9.9 and an AE of 1. Sensitivity analysis of model
050903h identifies 17 significant input parameters out of a total of 19 as shown in Figure 6.2.
With seventeen significant input parameters as identified in the sensitivity analysis in Figure
6.2, the next level of pruned ANN model with 35 (=2 x 17 + 1) nodes in the hidden layer are
developed. The analysis of the prediction performance of the developed ANN Model 050903i
reveals that its performance deteriorates, compared to the previous model 050903h (refer Table
6.1) with a RMSE of 3.8, AAE of 2.9, AAPE 10.4 and an AE of 1.3.
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Model 050903h is considered to be the optimum ANN model for predicting effluent O&G two
days in advance with a RMSE of 3.6 mg/L. Actual and predicted values of effluent O&G
concentration by the ANN Model 050903h is given in Figure 6.3. The sensitivity analysis of the
Model 050903h indicates that effluent O&G concentration over last seven days EOG(t), EOG(t1)…EOG(t-6) have the maximum positive sensitivities. This means that if there is a decreasing
trend in effluent O&G concentration over last seven days, then the effluent O&G concentration
after two days i.e. EOG(t+2) will also lower than EOG(t) and vice- versa. This finding complies
with the trend in historical data of the plant for effluent O&G and the experience of the
operators at the Northern WWTP. Similarly, if the influent O&G on a particular day i.e. IEG(t)
is higher, the EOG(t+2) will also be higher.
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ISS t-5

Flow t

Rain t

Figure 6.2 Significant input parameters for O&G two days in advance
(Model 050903h)
On the contrary, rainfall (t), flow(t) on the day has negative sensitivities. This finding also
matches with the observation in the plant, because if there is rainfall, flow to the WWTP
normally increases due to infiltration and inflow through the sewerage networks of the Northern
WWTP, due to the old age of sewerage network. Thus the sewage gets diluted with rainwater
and consequently effluent O&G concentration decreases.

6.3 Predicting effluent O&G for primary and CAPS WWTP
6.3.1 Introduction
Pollution of beaches and loss of recreational water amenity by material of sewage origin has
been a problem across coastal cities. Sewage oil and grease (O&G) has been identified as a
major component of material causing beach pollution, both in Sydney and elsewhere in the
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world (Britto et al., 1986; Achuthan et al., 1985; Flynn and Thistlewayte, 1964). The capture
rate of O&G in primary sedimentation (PS) is: (i) 0-15 % floatable; (ii) 0- 35% dispersable; and
(iii) 70- 95% of settleable oil and grease. About 80- 90% of the O&G leaving a primary
treatment plant is in the emulsified form and studies revealed that salt water in the ocean tends
to break the emulsified grease into floatable grease. More than 8,000 tonnes of emulsified
grease are discharged to the ocean annually from Sydney’s sewage treatment facilities and 93%
of discharge occurs through three deep ocean outfalls of three major coastal primary WWTPs in
Sydney and the remaining 7% discharge is through near shore outfalls (Water Board, 1995).
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Figure 6.3 Observed Vs. Predicted effluent O&G (mg/L) two days in advance
(Model 050903h)
The presence of O&G makes water aesthetically unattractive and affects the marine eco system
including the mammals, sea birds and fish population. Pollutants, both dissolved and particulate,
concentrate in the ocean surface microlayer and it is possible that the heavy metals are also
concentrated in this floatable fraction (Olsen et al., 1982; Lion et al., 1979). The O&G also
forms deposits on shorelines and the bottom sediments that are detectable by sight and odour.
Some organic compounds can be absorbed directly from the water through the skin, making
these substances even more undesirable in recreational areas (ANZECC, 2000). O&G entering
the sewer system is costing the UK water industry up to $35M (US) each year in only sewer
inefficiencies and cleaning costs (IWA, 2005). The contamination of beaches by sewage in
Sydney was first studied by Flynn and Thistlethwayte in 1964, who have proposed a set of
beach water standards that include a limit on the O&G content of sand and a coliform count for
beach waters.
The sources of O&G in Sydney’s sewage come from: 40% industrial, 40% domestic and 20%
commercial (CWT, 1994). The oil in wastewater may originate from a variety of sources
including service stations, car washes, laundries, oil refineries, machine shops, and stormwater
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runoff. Typically, up to 50% of the grease particle in Sydney beaches consists of fatty acids
(40% Palmitic and 10% Stearic acids). ‘Visible’ grease particle on Sydney beaches can vary in
size from a few mm to few cm in diameter (NSW EPA, 1993).

6.3.2 Impact of O&G on beach and bathing water
The die off of bacteria from sewage effluent in the ocean is normally attributed to the change in
ionic (e.g. Na+ concentration) strength, temperature (El- sharkawi et al., 1989), UV and solar
radiation (Bitton et al, 1979; Kapuschinski and Mitchell, 1982; El- sharkawi et al., 1989), and
the lack of suitable substrate, that is, the bacteria are outside their environmental niche (CWT,
1992). Sewage O&G is predominantly composed of fats, which are a substrate for the growth of
bacterial populations (Word et al., 1984) and also protect them from UV radiation (Novak and
Kraus, 1973). Therefore, it is apparent that die off rates of bacteria in grease balls will be
substantially lower than in the ocean, and grease balls may actually cause increase in bacterial
numbers. Faecal coliform concentration in grease balls were found to be 2 x 104 / mg O&G in
California (Selleck et al., 1974), up to 1 x 103 / mg O&G on Long Island (Swanson et al., 1978)
and for Sydney upto 1 x 102 colony forming unit (cfu) of faecal coliform/ mg wet weight of
grease, and approximately 20% of the samples tested contained pathogenic bacterium
Salmonella (Water Board, 1995). Thus grease contamination of the ocean surface may lead to
significant deterioration in bacteriological quality of beach waters. Of the 121 priority pollutant
chemicals listed by the US EPA in 1979, 92 are fat but not water-soluble (Novak and Kraus,
1973) and it is reasonable to expect that the concentration of many of these pollutants is likely
to be higher in the O&G fraction than the rest of sewage. Out of many physical factors like
wind, near- surface ocean currents, rainfall and thermal stratification, wind appears to be most
frequently associated with the occurrence of grease on the Sydney beaches (Jellett, 1994).
Discharge of sewage to the ocean results in some coagulation of sewage O&G, with an increase
of up to 20% in particle diameter possible. A 20% increase in O&G particle diameter would
lead to about 70% increase in rise velocity. However, the detergent present in sewage tends to
reduce coagulation. The concentration of grease particle in areas of visible slick (average 61.3
mg/m2 ) was higher than non- slick areas (average 0.7 mg/m2 ). One of the best ways to minimise
the recreational water and beach pollution is by reducing the total amount of effluent O&G
discharged from WWTP into the ocean (Schulz et al, 1994; CWT, 1994). Incidence of ‘visible’
slicks and beach grease on Sydney’s ocean beaches has decreased dramatically since the
commissioning of deepwater ocean outfalls (NSW EPA, 1993) and the North Side Storage
Tunnel. Trade waste source control has been proved to be an effective method of reducing
grease in WWTP effluent and there has been a 40% reduction in the amount of grease
discharged to the Sydney’s sewerage system from 1990- 92 (CWT, 1992). The incidence of
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visible slicks and beach grease could be reduced further by reducing the total concentration of
O&G in the effluent from coastal WWTPs.
In this study, artificial neural networks (ANN) models are developed to predict O&G
concentration in the effluent from a costal primary and CAPS WWTP such as Northern and the
Central WWTP in one, two and three days in-advance, which will provide an early warning of
possible beach pollution. At the same time it will enable the WWTP operators to take proactive
process control action at the WWTP and in the sewerage network to reduce O&G discharge in
the effluent. This will also assist in preventing heavy penalties imposed for non-compliance
with the environmental protection licence (EPL) limits for O&G concentration in the WWTP
effluent.
However, to date no previous studies on the application of ANN for predicting effluent O&G
for primary, chemically- assisted- primary WWTPs or even for other WWTPs were identified in
the literature. In addition, no reliable determin istic models are found to exist for predicting the
effluent O&G from any types of WWTP, several day(s) in advance. Here attempts are made to
build ANN predictive models that would use only few parameters to create recognisable water
quality “fingerprints” that would forecast effluent O&G from a primary sedimentation (PS) and
chemically assisted primary sedimentation (CAPS) WWTP, one, two and three- days in
advance.

6.3.3 ANN models for PS and CAPS WWTP for forecasting effluent O&G
Primary sedimentation (PS) and CAPS, primarily intended for removal of total suspended solids
(TSS) and O&G, are impacted by hydraulic loading and influent pollutant loads (Alarie et al.,
1980; Tebutt, 1969; Steel, 1960). Most of the observed non- compliance with the environmental
regulations for WWTPs is due to the load transients (El-Din et al., 2002; Capodaglio et al.,
1994). Hydraulic efficiency models utilizing tracer studies (El-Baroudi, et al., 1969;
Thirumurthi, D., 1969) and deterministic models based on mathematical formulation (Shiba et
al., 1975; Takamatsu et al., 1974) to characterize the dynamic behaviour of full-scale PS tanks
have come up with limited success.
In a typical primary WWTP like the Northern WWTP (NWWTP), the influent raw sewage
passes through mechanical screen where rags and other bigger foreign materials are removed;
the screened sewage then passes through aerated grit chamber where centrifugal force created
by fine air bubbles facilitates the removal of sand and other abrasive materials from it and also
helps in separation of lighter O&G to float at the top; and then the sewage enters the primary
sedimentation tank where most of the suspended and heavy organic materials settles at its
bottom and the O&G collects at the top. The settled sewage then passes through fine mechanical
screen and ultimately discharges into the deep ocean outfall as shown in Figure 4.2 in chapter 4.
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The additional process steps in CAPS treatment at the Central WWTP (CWWTP) includes
addition of ferric chloride into the raw sewage before it enters into the grit chamber, followed
by dosing of polyelectrolyte and sodium hypochlorite after its exit from the grit chamber and
final dosing of sodium metabisulphite into the effluent from the primary sedimentation tank,
before its discharge into the ocean as shown in Figure 4.4 in chapter 4.
The input variables for developing ANN models were chosen based on current engineering and
scientific knowledge about wastewater treatment and the available data at the WWTP, which are
considered to significantly influence the concentration of effluent O&G. The objective is to
achieve the best and most accurate forecasting of effluent O&G one, two and three days in
advance using the most simplified ANN model with minimum number of inputs.

Table 6.2 ANN mo del architecture for NWWTP and CWWTP predicting O&G
Input Layer (Parameters)

Hidden Layer

Raw sewage inflow (kL/d): t (Sunday), t-1, t-2, …, t-6 (last Monday)
Average rainfall (mm) in the WWTP Catchments: t, t-1, t-2, …, t-6
Raw sewage SS (ISS mg/L): t, t -1, t-2, …, t -6
Raw sewage O&G (IOG mg/L): t, t-1, t-2, …, t-6
Effluent TSS (ES S mg/L): t, t-1, t -2, …, t-6
Effluent O&G (EOG mg/L): t, t-1, t -2, …, t-6
Raw sewagec pH: t, t-1, t -2, …, t-6
Ferric chloride dosagec (mg/L): t, t-1, t-2, …, t-6
Effluent pHc: t, t-1, t-2, …, t-6
Hypochlorite dosagec (mg/L): t, t-1, t-2, …, t-6
Polyelectrolyte dosagec (mg/L): t, t-1, t-2, …, t-6
Metabisulphite dosagec (mg/L): t, t-1, t-2, …, t-6
Sludge blanket depthc (m) in the sedimentation tank: t, t-1, t-2, …, t-6
Raw sludge pumpingc (kL/d) from sedimentation tank: t, t-1, t-2, …, t6

Only one
hidden layer.
Number of
nodes ranges
from 29 to 85.

Output
Layer
(Parameter)
Effluent
O&G at one
day (t+1) or
two days
(t+2) or
three days
(t+3) in
advance

Notes:
1. c Applicable only for the Central WWTP; the remaining parameters applies for both Northern
and Central WWTP
2.
t
Sun

t-1
Sat

t-2
Fri

t-3
Thu

t-4
Wed

t-5
Tue

t-6
Mon

t+1
Next Mon

t+2
Next Tue

t+3
Next Wed

6.3.4 Results and discussion
A number of ANN models have been developed using the procedure in Chapter 5 to find the
simplest ANN models having maximum generalisation ability to accurately predict effluent
O&G under various processes, weather and flow conditions. Typical comparative performance
of ANN models for forecasting effluent O&G for Northern (PS) and Central (CAPS) WWTP, 1,
2 and 3 days in advance, are summarised in Table 6.3. The forecasting performance of ANN
models for effluent O&G are compared against the actual (test) data and presented in Figures
6.5 to 6.7 for the NWWTP and in Figures 6.9 to 6.11 for the CWWTP. The sensitivity analysis
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for NWWTP and CWWTP are presented in Figures 6.8 and 6.12 respectively. The common
features for all the models are:

Figure 6.4 Three- layer feed- forward (TLFF) ANN model for NWWTP and
CWWTP predicting O&G
Note: IP = input parameters in column 1 of Table 6.2 and output = effluent O&G concentration,
one or two or three days ahead as in column 3 of Table 6.2.
(a) All ANN models have learnt very quickly and the training speed is quite high (less than
20,000 learn count); this means that the models are able to learn and map the relationships
between inputs and output (effluent O&G) quite fast. Therefore, if the effluent TSS, O&G, flow,
rainfall and influent O&G could be measured on-line with sensor technology, automatic update
of the model can be possible with collected data as inputs from the relevant on-line sensors,
provided the ANN model and the on- line sensors are integrated into WWTP’s supervisory
control and data acquisition system (SCADA) and the integrated instrumentation, control and
telemetry systems (IICATS).
(b) The prime factors in predicting effluent O&G for a primary WWTP such as Northern
WWTP, one, two and three days in advance are: (a) effluent O&G on the day (t) and at one to
six days lag; (b) rainfall on the day (t); (c) raw sewage flows on the day(t) and at (t-1), (t-2) and
(t-3) days; (d) raw sewage O&G on the day (t); and (e) effluent TSS on the day (t).
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(c) ANN model performance improves (low RMSE, AAE and AAPE) from three- days advance
prediction to two- days and one- day advance prediction due to higher uncertainties with the
increase in number of days in- advance forecast.
-

All of the above findings represents and support the common sewage treatment operational
principles and actual plant observation in the sense that: (i) the operators use run charts and
control charts for effluent O&G; they observe the trends of these charts on daily basis for
adjusting various operational parameters like raw sludge and skimmer hopper pumping time
and frequency, frequency of cleaning of wet well and pump cut- in and cut- out time for the
feeder sewage pumping stations (SPSs) to the WWTP, etc. All these operational knowledge
of the WWTP are captured indirectly in the form of daily data for effluent O&G; as effluent
O&G concentration reflects the outcome of their operations, plans and actions at the
WWTPs. ANN modelling being a data- driven approach, therefore, effluent O&G data
today and over last few days, greatly influences the prediction capability and accuracy of
the ANN model for effluent O&G prediction, one and two and three days ahead. (ii) the
plant operators also use run charts for rainfall and raw sewage flow and effluent TSS for
daily operational decision- making and process control actions at the plant, which also
explains the contribution of rainfall and raw sewage inflow to the plant as a significant input
parameters.

(d) The predicted effluent O&G by the ANN models, although follow similar trends like the
WWTPs’ test records; however, the model could not often predict the sharp peaks for effluent
O&G well. These could be attributed to: (i) lack of sufficient records in the training set, which
could represent all future events, or noise in the data; (ii) not enough number of parameters
which can influence effluent O&G, such as sludge blanket depth, pH, raw sludge pumping
quantity from PS hopper, etc. been considered in the model, as the data were not available; (iii)
accuracy of data used for developing the models.
(e) For CAPS WWTP, few commonly known wastewater treatment process parameters, for
example, coagulant and flocculent dosage, sludge blanket depth in the primary sedimentation
tank, raw sewage pH, which are proven to influence effluent quality (TSS, O&G concentration),
are not identified by the ANN model as significant input parameters. The possible reason being,
the dosing rate for chemicals at the Central WWTP are set at constant flow- paced value (mg/L)
and the variability for daily raw sewage pH and sludge pumping are insignificant to add
appreciable contribution of knowledge to the ANN models. In ANN modelling, such constant
input parameters, may at the best, can act as a constant bias element, not as significant
parameters; even they can introduce noise in the data and can impact model performance
negatively. For improved operation of a CAPS WWTP, the coagulant and flocculent dosage
should vary with the quality of raw sewage entering the WWTP, for example, the chemical
dosing pumps can be integrated with some measured real- time online raw sewage quality
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parameters, e.g. turbidity, oxidation- reduction potential (ORP) through the SCADA process
control at the plant.

Table 6.3 Comparative performance of ANN models for effluent O&G
Test
Set

#Input
PE
17

#Hidden
PE
35

Output

Learn
Count
20000

RMSE
mg/L
3.6

AAE
mg/L
2.9

AAPE
%
10

7

15

O&G 1d
in Adv
O&G 2d
Adv

19000

3.7

2.9

18.7

19

39

6000

3.6

2.7

9.9

12

25

O&G 2d
Adv

2000

4.2

3.3

21.3

11

23

O&G 3d
Adv

5000

4.1

3.2

11.6

10

21

O&G 3d
Adv

2000

4.5

3.5

23.7

O&G 1d
in Adv

Central
(CAPS) 4
Northern
(PS) 2

1996-01

Central
(CAPS) 5

1996-01

Northern
(PS) 3

1996-01

Central
(CAPS) 6

1996-01

20
01
-

2001-02

Northern1
(PS)

Training
Set
1996-01

1996-01

2001-02

To predict
O&G 3 d
in advance

2001-02

2001-02

To predict
O&G 2 d
in advance

WWTP

2001-02

Model
Objective
To predict
O&G 1 d
in advance

Note: Superscripts

1, 2, 3

in Table 6.3 represent 1-, 2- and 3- days in advance prediction of

effluent O&G respectively for NWWTP and the Superscripts

4, 5, 6

in Table 6.3 represent the

same for CWWTP.
(f) Comparison of performance of ANN models forecasting O&G
RMSE is considered as the prime parameter for measuring, evaluating and comparing
performance of ANN models. From Table 6.3, it is observed that ANN models for primary
sedimentation WWTP always performs better in forecasting effluent O&G in one to three days
in advance than the CAPS WWTP, and the same is true when the performance of the models are
compared in terms of ‘average absolute error’ and AAPE. The performance of all ANN models
for NWWTP in terms of RMSE, AAE and AAPE (RMSE 3.6- 4.5 mg/L, AAE 2.9- 3.5 mg/L
and AAPE 10- 11.6%) are within the acceptable range of performance standards in wastewater
treatment. It is concluded that ANN modelling is more effective and efficient in forecasting
effluent O&G for primary sedimentation wastewater treatment plants, which is much simpler in
technology, operations and processes than for chemically assisted primary sedimentation plants.
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Table 6.4 ANN models predicting NWWTP effluent O&G one - day in advance
Model

Training Test
Set
Set
050903d
94-01
02
050903e
94-01
02
1
050903f
94-01
02

Inputs

Hidden
Nodes
85
39
35

42
19
17

Output

Learn Count AAPE AAE RMSE AE

OG- 1d Adv
OG- 1d Adv
OG- 1d Adv

9000
9000
20000

9.6
10.0
10.0

2.7
2.8
2.9

3.5
3.6
3.6

1.5
1.8
1.9

50
45

Observed

40

Prediction

35
O&G

30
25
20
15
10
5
361

343

325

307

289

271

253

235

217

199

181

163

145

127

109

91

73

55

37

19

1

0

Day

Figure 6.5 Observed & one -day advance predicted NWWTP effluent O&G (mg/L)
(Model 050903f 1 )

Table 6.5 ANN models predicting NWWTP effluent O&G two days in advance
Model

Training
Set
050903g 94-01
050903h 2 94-01
050903i 94-01

Test
Set
02
02
02

Inputs

Hidden
Nodes
85
39
35

42
19
17

Output

Learn Count AAPE AAE RMSE AE

OG- 2d advance 14000
OG- 2d advance 6000
OG- 2d advance 3000

12.7
9.9
10.4

3.7
2.7
2.9

50

Observed

45

Prediction

4.5
3.6
3.8

2.8
1.0
1.3

40

O&G

35
30
25
20
15
10
5
361

343

325

307

289

271

253

235

217

199

181

163

145

127

109

91

73

55

37

19

1

0

Day

Figure 6.6 Observed & predicted two -days advance NWWTP effluent O&G (mg/L)
(Model 050903h2 )
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Table 6.6 ANN models for predicting NWWTP effluent O&G three-days in
advance
Model

Training
Set
050903j 94-01
050903k 94-01
050903L 94-013

Test
Set
02
02
02

Inputs
42
16
11

Hidden
Nodes
85
33
23

Output

Learn Count AAPE AAE RMSE AE

OG- 3d advance
OG- 3d advance 5000
OG- 3d advance 5000

11.6
11.6

3.2
3.2

4.1
4.1

1.9
1.9

50
Observed

45

Prediction

40
35
O&G

30
25
20
15
10
5
361

343

325

307

289

271

253

235

217

199

181

163

145

127

109

91

73

55

37

19

1

0

Day

Figure 6.7 Observed & predicted NWWTP effluent O&G (mg/L) three days in
advance (Model 050903L3 )
20.0
15.0

Sensitivity

10.0
5.0
0.0
-5.0
-10.0
-15.0
EOG t-6

EOG(t-5)

EOG t-4

EOG(t-3)

EOG(t-2)

EOG(t-1)

EOGt

ESS t

IOGt

Flow(t-5)

Flow( t-4)

Flow(t-2)

Flow t-1

Flowt

Raint

Figure 6.8 Significant input parameters predicting NWWTP effluent O&G
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Table 6.7 ANN Models predicting CWWTP effluent O&G one day in advance
Model
171103L1
171103L2
171103O1
171103O2
171103O34

Training
Set
96-01
96-01
96-01
96-01
96-01

Test
Set
02
02
02
02
02

Inputs

Hidden
Nodes
183
21
71
21
15

91
10
35
10
7

Output

Learn Count AAPE AAE RMSE AE

O&G-1d adv 5000
O&G-1d adv 5000
O&G-1d adv 3000
O&G-1d adv 2000
O&G-1d adv 19000

19.7
18.0
18.5
18.3
18.7

3.4
2.9
3.1
3.0
2.9

4.2
3.7
3.9
3.8
3.7

2.1
1.0
1.6
1.3
0.3

40
Observed

35

Prediction
30

O&G

25
20
15
10
5
361

343

325

307

289

271

253

235

217

199

181

163

145

127

109

91

73

55

37

1

19

0

Day

Figure 6.9 Observed & one -day advance predicted CWWTP effluent O&G (mg/L)
(Model 171103O34 )

Table 6.8 ANN models predicting CWWTP effluent O&G two days in advance
Model
171103i1
171103i25
171103i3

Training
Set
96-01
96-01
96-01

Test
Set
02
02
02

Inputs
35
12
7

Hidden
Nodes
71
25
15

Output

Learn Count AAPE AAE RMSE AE

O&G-2d adv 19000
O&G-2d adv 2000
O&G-2d adv 2000

21.1
21.3
21.6

3.1
3.3
3.5

4.0
4.2
4.3

0.4
0.8
1.3

40
Observed

35

Prediction

30

O&G

25
20
15
10
5
353

337

321

305

289

273

257

241

225

209

193

177

161

145

129

113

97

81

65

49

33

17

1

0

Day

Figure 6.10 Observed & two -days advance predicted CWWTP effluent O&G
(mg/L) (Model 171103i25 )
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Table 6.9 ANN models predicting CWWTP effluent O&G three days in advance
Model
171103c1
171103c2
171103c36
171103e1
171103e2

Training
Set
96-01
96-01
96-01
96-01
96-01

Test
Set
02
02
02
02
02

Inputs

Hidden
Nodes
183
31
21
71
15

91
15
10
35
7

Output

Learn Count AAPE AAE RMSE AE

O&G-3d adv 3000
O&G-3d adv 22000
O&G-3d adv 2000
O&G-3d adv 8000
O&G-3d adv 6000

23.6
24.0
23.7
24.9
23.5

3.5
3.8
3.5
3.5
3.9

4.4
4.7
4.5
4.5
4.8

0.5
1.3
0.7
-0.3
1.8

40
Observed

35

Prediction
30

O&G

25
20
15
10
5

358

341

324

307

290

273

256

239

222

205

188

171

154

137

120

103

86

69

52

35

18

1

0

Day

Figure 6.11 Observed & three-days advance predicted CWWTP effluent O&G
(mg/L) (Model 171103c36 )
30.0
20.0

Sensitivity

10.0
0.0
-10.0
-20.0
-30.0
EO&G(t-5)

EO&G(t-4)

EO&G(t-3)

EO&G(t-2)

EO&G(t-1)

EO&G(t)

ESS(t)

Rain(t-2)

Rain(t-1)

Flow(t)

Figure 6.12 Significant input parameters predicting CWWTP effluent O&G
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6.3.5 Process control strategy when model predicts higher effluent O&G
The IICATS system collects data and information and monitors operations of sewerage
reticulation network assets such as sewage pumping stations (SPS) and the SCADA Systems
does similar things for the sewage treatment equipments, controls and other assets at the
Northern and Central WWTPs as illustrated in Figure 6.13 and Figure 6.15. The conceptual
ANN model takes the input data and information from both IICATS and SCADA systems,
predicts the effluent quality in one to three days in advance, for example, O&G in this case and
feed back the predicted effluent O&G data into the IICATS and SCADA systems to control the
plant operation so that the plant can consistently produce good quality effluent in compliance
with relevant WWTP environmental protection licence (EPL).
With real time data from on- line sensors, most of the actions described in the flow chart below
on “sequence of process control actions for High Level Alarm for effluent O&G for the
Northern (PS) WWTP and the Central (CAPS) WWTP” in Figures 6.14 and 6.16 can be
automated in the SCADA and IICATS control system for the Northern and Central WWTPs.
However, in the absence of adequate facilities for on- line sensors at the Northern and Central
WWTP, the following scheme of checks and actions have been suggested for the sewerage
treatment and network operations, to keep the effluent O&G under control to comply with
environmental protection licence and plant performance standards.

IICATS

ANN Model

SCADA

For emergency
dosing
Flow and Quality
Measurement (1b)
Feeder SPS,
Rainfall gauge

Raw
Sewage

Screening

Ferric
Chloride Flow (2b)

Polyelectrolyte
Flow (3b)

Grit Chamber

Primary
Sedimentation
Tank

NB Quality monitoring (7b) using on-line sensor for turbidity, conductivity, ORP, TSS, O&G, COD, etc

Quality
Monitoring (7b)
Effluent to
Ocean
Outfall
Raw sludge for
Anaerobic Digestion
(6b)

Figure 6.13 Conceptual SCADA & IICATS control applying NWWTP ANN model
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Start

Does sludge blanket
depth > 30% of
sedimentation tank
depth?

Legend;
1. HRT-hydraulic retention time
2. SPS- sewage pumping station
3. ORP- oxidation reduction potential

Continue chemical dosing, effluent
O&G monitoring and communicating
with Trade Waste until O&G comes
below the licence limit

Adjust sludge pumping
time & frequency

Organise temporary
dosing of ferric
chloride & polymer

Is internal centrate & recycle
flow to head-of-works
(HOW) too much?

Conduct Jar Test
for raw sewage

Reduce pumping
to HOW.
Y

Report to Trade Waste
section for investigation.
Is the air flow to the
aerated grit chamber
adequate?
Is raw sewage O&G
still high?
Adjust air flow to the
grit chamber.
Y
Adjust SPS cut- in
& cut- out time.
Does the O&G
skimmer, O&G hopper
and pump working
properly?

Is HRT in wet well
of SPS high?

Fix the
problem.

Conduct SPS wet
well flushing.

Does raw sewage
look fresh?

Check for ORP & pH

Does wet well flushing
schedule been
complied with?

Is the raw sewage
septic?

Figure 6.14 Process control sequence for high level alarm for NWWTP effluent
O&G
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IICATS

ANN Model

SCADA

NaOCl
Flow (4b)
Flow and Quality
Measurement (1b)
Feeder SPS,
Rainfall gauge

Raw
Sewage

Screening

Ferric
Chloride Flow (2b)

Polyelectrolyte
Flow (3b)

Grit Chamber

Sodium
Metabisulphite
Flow (5b)

Primary
Sedimentation
Tank

NB Quality monitoring (7b) using on-line sensor for turbidity, conductivity, ORP, TSS, O&G, COD, etc

Quality
Monitoring (7b)
Effluent to
Ocean
Outfall

Raw sludge for
Anaerobic Digestion
(6b)

Figure 6.15 Conceptual SCADA & IICATS control applying CWWTP ANN model

6.4 ANN models predicting effluent TSS for PS, CAPS, ASP and BNR
WWTP
Effective operation and control of a WWTP depends on understanding both process behaviour
and the ability to simulate and predict the process dynamics. In recent times, various approaches
to model WWTPs such as statistical methods, knowledge- based system (KBS), conventional
mechanistic models, mathematical kinetic models and expert systems (ES) have been tried, but
with very limited success.
The statistical techniques (Vacari and Christodoulatos, 1992; Suen et al., 1990) are limited in
that they always require the assumption of a certain functional form for relating dependent
variables to independent variables. When the assumption of the functional form is incorrect, the
model flawed.
The KBS approach (Zeng et al., 2003; Chang et al. 2001) requires a thorough understanding of
physical, chemical and biological factors in sewage treatment and their interactions and this is a
very difficult, if not impossible task (Chitra, 1993).
ES consists of a set of rules, defined by a domain expert, that are linked with the historic
database of the treatment system, are usually in the form of <IF- THEN> statements, rather than
expressed by general mathematical relationships. Shortcoming of this approach is that the ES is
as good as the expert that wrote the rules. ES are very elaborate and extremely expensive to
develop (Capodaglio, 1994).
The current derivation in conventional mechanistic models for sewage treatment is always based
on the assumption of “steady state” (Scheer and Seyfried, 1996; Orhon and Artan, 1994).
Consequently, the mechanistic model equations seldom reflect their capabilities involving
simulation and prediction of a dynamic waster water treatment process (Chang et al., 1998).
Models that is deterministic, such as the mathematical kinetic model like the IWA Activated
Sludge Model No. 1 (ASM1) (Henze et al., 1987) and Model2 (ASM2) (Henze et al., 1995),
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relying on a large number of differential equations, stoichiometric parameters and kinetic
coefficients to describe the wastewater treatment process.
Continue effluent O&G monitoring and
communicating with Trade Waste until
O&G comes below the licence limit

Start

Conduct Jar Test

Report to Trade Waste
Y
section for investigation.

Does it require
higher dosage for
FeCl3 or polymer?

Is raw sewage O&G
still high?

Y
Legend;
1. HRT-hydraulic retention time
Adjust dosage rate.
2. SPS- sewage pumping station
3. ORP- oxidation reduction potential

Adjust SPS cut- in
& cut- out time.
Y
Is HRT in wet well of
SPS high?

Does sludge blanket depth >
30% of sedimentation tank
depth?

Conduct SPS wet
well flushing.
N

Y
Adjust sludge pumping
time & frequency

Y

Is internal centrate & recycle
flow to head-of-works (HOW)
too much?

Is the raw sewage
septic?

Y
Reduce pumping
to HOW.

Check for ORP & pH
N

Is the air flow to the
aerated grit chamber
adequate?

Does raw sewage
look fresh?

N
Adjust air flow to
the grit chamber.

Does the O&G skimmer,
skimmer hopper and
pump working properly?

N
Fix the
problem.

Figure 6.16 Process control sequence for high level alarm for CWWTP effluent
O&G
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Most of the kinetic models for sewage treatment systems are prohibitively complex, theoretical
in nature and often analytically insolvable, and the actual application of such complex models
for routine process control and operational strategies are limited.
Hydraulic efficiency models utilizing tracer studies (El-Baroudi, et al., 1969; Thirumurthi, D.,
1969) and deterministic models based on mathematical formulation (Shiba et al., 1975;
Takamatsu et al., 1974) to characterize the dynamic behavior of full-scale primary
sedimentation tanks have come up with limited success.
Neural networks avoid several of the disadvantages of the other techniques, by learning from
plant historical data; no human expert, no specific knowledge, and no developed model are
needed; the resulting network is fairly robust against process noise or instrumentation bias; and
WWTP specific behaviour is automatically learned, both as expert rules and in the process
model. ANN models can potentially contain a great deal of information about the system itself,
including the same type of information contained in conventional deterministic models (El- Din
et al., 2004).

6.4.1 ANN application in wastewater treatment plant for effluent TSS prediction
ANNs have been used increasingly for prediction and forecasting in a number of areas including
water and wastewater treatment, hydrology and water resources. ANN applications in
wastewater treatment plant modelling for effluent SS prediction include studies by Baruch et al.,
2005; Hamed et al., 2004; Yu et al., 2003; Cho et al., 2001; Brydon et al., 2001; Norgaard et al.,
2000; Zhao et al., 1999, 1997, 1994; Frouji et al. 1997. These studies are limited to activated
sludge and BNR WWTPs only and similar studies on primary and chemically assisted primary
WWTPs are almost scant. Further more, the previous studies on ASP and BNR WWTPs did not
consider: (i) the impact of daily variation of flow and quality of raw sewage entering a WWTP
over seven days of the week, depending upon the people’s life style, demography, local
hydrologic and meteorologic conditions, as model inputs; (ii) prediction of effluent SS was
limited to maximum one day advance prediction; however, one day advance prediction is too
inadequate for WWTP operators to take proactive process control action to fix process problem,
especially for ASP and BNR WWTPs because of its extreme biological complexity, and slow
and gradual response of microorganisms to any process changes; (iii) ANN prediction studies
are limited to individual unit processes, such as combined ASP aeration and secondary
sedimentation processes or combined BNR reactor and tertiary sedimentation processes only,
rather than for the whole WWTP, consisting of unit processes in sequence, such as screening,
grit removal, primary sedimentation, biological treatment, secondary sedimentation, disinfection
in series at the WWTP, that, under the influence of varying sets of inputs, will respond by
producing different sets of outputs; (iv) did not consider many important process variables for
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operating a PS, CAPS, ASP or BNR pla nt, such as, (a) TSS of raw, settle sewage and effluent;
(b) pH of raw, settle sewage, mixed liquor and effluent; (c) alkalinity of raw sewage and mixed
liquor; (d) temperature; (e) rainfall; (f) MLSS; (g) MLVSS; (h) SVI; (i) RASSS; (j) RASVSS;
(k) DO; (l) RAS recycle rate; (m) clarifier sludge blanket depth (SBD); (n) waste activated
sludge (WAS); (o) raw sludge pumping time; and (p) chemical dosing rate. The current research
incorporates all of the above factors in developing ANN models for WWTPs.
Among the most commonly used WWTP modeling techniques such as multivariate regression,
time- series (Box- Jenkins), KBS, mechanistic models and ANN, the prediction performance of
ANN models have always been proven better (Rodriguez and Serodes, 2004; Oliveria - Esquerre
et al., 2004; Sinha et al. 2002; Yu et al., 2000, Rodriguez et al., 1999; Zhao et al. 1997;
Capodaglio et al. 1991).

Figure 6.17 TLFF back-propagation ANN model predicting WWTP effluent TSS
Note: IP = input parameters in column 1, 2, 3 and 4 of Table 6.10; output = effluent TSS
concentration, one, two or three days ahead as in column 6 of Table 6.10.

6.4.2 WWTP ANN model for effluent TSS prediction
(a) Selecting input parameters, and training and test data
Daily WWTP data were divided into training and testing data set (refer Table 4.4 in chapter 4).
The training records contained sufficient patterns to allow the ANN model to mimic the
underlying relationships between effluent TSS and input variables adequately. The test data set
were only used to evaluate performance of trained ANN model to forecast effluent TSS. All
process variables for which data were available and which are considered to influence effluent
TSS directly or indirectly, are considered as inputs in developing the ANN model. Sewage
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treatment being a complex dynamic systems of physical, chemical and biological processes,
therefore a time- lagged input scheme for input parameters is deemed to reflect actual conditions
(Capodaglio et al. 1991; Raha and Dharmappa, 2003). In this study, for input parameters, the
data for today (t) and previous six days (e.g. t, t-1, t-2, t-3, t-4, t-5, t-6) have been considered to
take into account the variation in daily water consumption and composition of sewage
depending upon peoples’ life style, demography and WWTP Catchment’s sewerage
infrastructure and meteorology.
(b) Choosing ANN architecture and internal parameters
Three layer back- propagation neural networks (BPN) have been proven to satisfactorily map
any non- linear and dynamic relationships between input and output variables in water,
wastewater and hydrological systems (Baruch et al., 2005; El- Din 2004, 2002; Singh and Datta,
2004; Cho et al. 2001; Joo et al., 2000; Yu et al., 2000; Belanche et al., 1999; Hamoda et al.,
1999; Frouji et al. 1997; Lee et al., 1997). BPN with supervised ‘normal cumulative delta’
learning rule and hyperbolic tangent transfer function were used in this study. Other internal
parameters are determined by trial and error method and optimum values for majority of the
model parameters are given in Table 5.1 in Chapter 5.
(c) ANN training process: The purpose of the training is to capture the relationship between
inputs (column with superscript 1 or 2 or 3 or 4 in Table 6.10) and output (column with
superscript 5 of Table 6.10) in the training data set. In this study, all ANN models were
developed on PC using commercially available software NeuralWorks Professional II/PLUS
(1994), NeuralWare Inc., USA. All known input parameter values plus the corresponding
known output parameter values are presented to the ANN and by observing a large enough
number of patterns, the ANN is able to capture (map) the relationship between the input
variables and the output variable, which enables the developed ANN model to predict output
variable values, when only given, the input variables’ values of the ‘test set’. This learning/
training process enables the network to find a set of connection weights that will produce the
best possible input/ output mapping. The output signal (effluent TSS) produced from the ‘test
set’ inputs by the ANN model is then compared with the observed output with the aid of the
root- mean- square error (RMSE) function. In this study, training has been stopped when there
is no further improvement in the forecasts obtained (lowest RMSE), using the independent ‘test’
data set. The calculated RMSE values trigger the changes in ‘connection weights’ for the nodes
(PEs) in the ANN so as to enable the network to generate lower RMSE in the next training
iteration and thus a better performing ANN model is created.
(d) Evaluating model performance: The performance of the trained ANN models are assessed
by comparing the ‘predicted output’ values of this model with the ‘actually observed output’
values in the ‘test data set’ and are measured by RMSE (El-din et al., 2002; Pigram et al., 2001;
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Joo et al., 2000; Belanche et al., 1999; Hamoda et al., 1999), average absolute error (AAE) and
average absolute percent error (AAPE) in Equation 5.7, 5.8 and 5.9 in Chapter 5.
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√

√

√

√
√

Ouput5 in the output layer

BNR4 WWTP (WWWTP)

√

Max No. of 1 st Hidden
layer PE

ASP3 WWTP (SWWTP)

Rainfall (mm), Flow (kL/d), Raw sewage TSS
(mg/L): (t), (t-1), (t-2), (t-3), (t-4), (t-5), (t -6)
Raw sewage and effluent oil and grease (O&G)
(mg/L): (t), (t-1), (t-2), (t-3), (t-4), (t-5), (t -6)
Dosing rate (mg/L) for Ferric chloride, Pickle
liquor, Polyelectrolyte, Metabisulphite and Alum:
t, t-1, t-2, …, t -6
Raw sludge pumping (kL/d) from sedimentation
tank: t, t -1, t-2, …, t -6
Settled sewage pH, TSS, : (t), (t-1), (t-2), (t-3), (t 4), (t-5), (t-6)
Settled sewage COD (mg/L): (t), (t-1), (t -2), (t-3),
(t-4), (t-5), (t-6)
ASP aeration and BNR IDAL tanks’ Mixed
liquor (ML) suspended solids (SS) (mg/L),
MLVSS (mg/L), Waste activated sludge (WAS,
kg/d), Return activated sludge rate (L/s), pH,
Temperature (0 C) and Sludge volume index (SVI
mL/g): (t), (t-1), (t -2), (t-3), (t-4), (t-5), (t-6)
Clarifier 1, 2, 3, 4 Sludge blanket depth (SBD
mm): (t), (t-1), (t-2), (t-3), (t-4), (t -5), (t-6)
Tertiary effluent pH, Alkalinity (mg/L), NO x- N
(mg/L) and Total phosphorus (mg/L): (t), (t-1), (t2), (t-3), (t-4), (t-5), (t-6)
Effluent TSS, mg/L: (t), (t-1), (t-2), (t-3), (t -4), (t5), (t-6)
Maximum total number of PEs

CAPS2 WWTP
(CWWTP)

Input parameters in the Input Layer

PS1 WWTP (NWWTP)

Table 6.10 ANN model architecture for PS, CAPS, ASP and BNR WWTP

Effluent
TSS 1, 2 or
3 d in
advance
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√
√

√

√

√
√

√

√
√
√

√

√

√

42

84

245

133

851 /
1692 /
3223 /
2664

1

(e) Sensitivity analysis helps to develop the simplest ANN model that could accurately predict
effluent TSS one, two and three days in advance, using the least number of input parameters
(Figure 6.17). In this study, 42, 84, 245 and 133 input parameters considered respectively for
the PS (Northern), CAPS (Central), ASP (Southern) and BNR (Western) WWTPs in the first
training model has been reduced to as low as 14, 9, 5 and 7 input parameters respectively in the
final parsimonious ANN model as shown in Table 6.11. Disadvantages of unnecessary inputs in
ANN models are: (i) decrease in generalisation ability; (ii) increased computational cost; (iii)
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makes rule extraction difficult; (iv) increase in network size and decrease in processing speed;
(v) increase in training data requirements to efficiently estimate internal model parameters.
(f) Final ANN model: ANN model development is an iterative process involving training,
testing, performance evaluation and sensitivity analysis until the best relationship between the
inputs and outputs contained in the training data set has been captured in the developed model.
However, ANN model should be retrained periodically to improve its forecasting accuracy, as
new data becomes available, in order to capture the latest knowledge and insights of the WWTP
processes.

WWTP

Model

Training Set

Test Set

#Input PE

# Hidden
PE

Output

Learn Count

RMSE
mg/L

AAE mg/L

AAPE %

Table 6.11 Effluent TSS prediction performance of WWTP ANN models

PS
CAPS
ASP
BNR
PS
CAPS
ASP
BNR
PS
CAPS
ASP
BNR

I42H80O1d
I11H20O1d
I6H13O1d
I7H15O2d
I42H85O2d
I9H15O2d
I7H15O2d
I7H15O2d
I14H29O3d
I13H27O3d
I5H11O3d
I7H15O3d

1996-01
1996-01
1996-01
1996-01
1996-01
1996-01
1996-01
1996-01
1996-01
1996-01
1996-01
1996-01

02
02
02
02
02
02
02
02
02
02
02
02

42
11
6
7
42
9
7
7
14
13
5
7

80
20
13
15
85
15
15
15
29
27
11
15

TSS 1d in adv
TSS 1d in adv
TSS 1d in adv
TSS 1d in adv
TSS 2d in adv
TSS 2d in adv
TSS 2d in adv
TSS 2d in adv
TSS 3d in adv
TSS 3d Adv
TSS 3d in adv
TSS 3d Adv

17000
41000
12000
2000
22000
9000
13000
2000
19000
13000
12000
8000

15
12.8
7.7
2.5
15.8
13.9
7.7
2.5
14.9
15.9
7.8
2.4

11.4
9.8
5.9
1.8
12.4
10.8
6.6
1.8
11.6
12.5
5.8
1.8

11
14.1
56.5
57.5
12.4
16.6
61.7
59.7
12.1
17.6
73.1
61.1

6.5 ANN models predicting Northern WWTP effluent TSS
For Northern WWTP, numerous ANN models were developed; however, the first model was
initiated with 42 inputs (six input parameters each with seven days lag) in the input layer, 85
PEs in the 1st hidden layer (refer to Table 6.2) and one output (TSS) in the output layer. The
training data set consists of 3004 records for the period 1994-2002 and the testing data set of
365 records for the period 2002- 03. Root mean square (RMSE), average absolute error (AAE)
and average absolute percentage error (AAPE) of the model in predicting effluent quality (TSS)
one to three days ahead with the test data, were calculated. The sensitivity analysis of the model
is then carried out to identify the significant input parameters (relative significance > 3%) that
influence the prediction of output (effluent TSS). In the next stage, ANN model is developed
with only the significant input parameters identified in the previous step. RMSE, AAE and
AAPE of the second stage model are then compared with the RMSE, AAE and AAPE of the
first stage model. However, while RMSE being the primary performance indicator in ANN
modelling, it gets priority over AAE (secondary performance indicator) and which in turn over
AAPE (tertiary performance indicator). If there has been a decline in RMSE, AAE and AAPE
(improvement in model performance) for the second stage model, then sensitivity analysis of
the second stage model is carried out to identify the most significant input parameters in this
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model. A third stage ANN model is developed with these identified significant inputs only. The
RMSE, AAE and AAPE of the third- stage model is determined and compared with that of the
second stage model. If there has been a further decline in RMSE, AAE and AAPE values, the
process is continued until the model with the lowest number of inputs, hidden nodes, RMSE,
AAE and AAPE is build.

6.5.1 ANN model predicting NWWTP effluent TSS one -day in advance
For Northern WWTP, a list of better performing models in predicting effluent TSS one day in
advance, are presented in Table 6.12. The best performing model (I42H80O1d) in the list,
achieves the lowest RMSE of 15 mg/L and it has 13 input PEs and 26 PEs in the 1st hidden
layer. The model learns very quickly (17000 learn counts) and the predicted effluent TSS by the
model for the test set is illustrated in Figure 6.18.

Table 6.12 Better performing NWWTP ANN models predicting effluent TSS one
day in advance
Model

Training Test
Set
Set
160803a
3357
14
I42H80O1d 94-01
02
160803c
3329
42
160803d
94-00
01-02

Inputs
42
13
42
42

Hidden
Nodes
85
26
85
85

Output

Learn
Count
7000
17000
3000
30000

SS- 1d Adv
SS- 1d Adv
SS- 1d Adv
SS- 1d Adv

AAPE AAE RMSE AE
11.6
11.0
12.4
11.5

200

Observed

180

Prediction

13.7
11.4
13.3
11.5

15.6
15.0
18.2
15.3

8.6
0.2
2.8
-0.7

160
140

100
80
60
40
20
361

343

325

307

289

271

253

235

217

199

181

163

145

127

109

91

73

55

37

19

0
1

SS

120

Day

Figure 6.18: Observed & one -day advance predicted NWWTP effluent TSS
(mg/L)
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6.5.2 NWWTP ANN models predicting effluent TSS two-days in advance
Following the similar process as in 6.4.1, ANN models for predicting effluent TSS two days in
advance were developed in stages until the best performing (lowest RMSE, AAE and AAPE)
and at the same time, the simplest (lowest number of PEs in the input and hidden layers) model
is identified. For Northern WWTP, a list of better performing models in predicting effluent TSS
two days in advance, are presented in Table 6.13. The best performing model (I42H85O2d),
achieves the lowest RMSE of 15.8 mg/L and it has 42 input PEs and 85 PEs in the 1st hidden
layer. The model learns fairly quickly (22000 learn counts) and the predicted effluent TSS by
the model for the test set is illustrated in Figure 6.19.

Table 6.13 Better performing NWWTP ANN models predicting effluent TSS twodays in advance
Model

Training Test Inputs
Set
Set

Hidden Output
Nodes

Learn Count AAPE AAE RMSE

I42H85O2d
160803f
160803g
160803h

94-01
3329
3188
3279

85
85
85
85

22000
11000
30000
21000

02
35
183
90

42
42
42
42

SS- 2d Adv
SS- 2d Adv
SS- 2d Adv
SS- 2d Adv

12.4
12.5
12.8
13.6

12.4
12.5
12.6
12.5

15.8
16.2
16.2
16.0

200
180

Observed

160

Prediction

140
TSS

120
100
80
60
40
20
361

343

325

307

289

271

253

235

217

199

181

163

145

127

109

91

73

55

37

19

1

0

Day

Figure 6.19 Observed & two -days advance predicted NWWTP effluent TSS
(mg/L)

6.5.3 NWWTP ANN models predicting effluent TSS three-days in advance
ANN models for predicting effluent TSS three days-in-advance, were developed in stages until
the best performing (lowest RMSE, AAE and AAPE) and at the same time, the simplest (lowest
number of PEs in the input and hidden layers) model is identified. For Northern WWTP, a list
of better performing models in predicting effluent TSS three days in advance, are presented in
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Table 6.14. The best performing model (I14H29O3d), achieves the lowest RMSE of 14.9 mg/L
and it has 14 input PEs and 29 PEs in the 1st hidden layer. The model learns fairly quickly
(19000 learn counts) and the predicted effluent TSS by the model for the test set is illustrated in
Figure 6.20.

Table 6.14 Better performing NWWTP ANN models predicting effluent TSS threedays in advance
Test
Set
02
02
183
42

Inputs
42
14
14
14

Hidden
Nodes
85
28
29
29

Output

Learn Count AAPE AAE RMSE AE

SS- 3d Adv
SS- 3d Adv
SS- 3d Adv
SS- 3d Adv

16000
19000
19000
13000

180

Observed

160

Prediction

12.0
12.0
12.1
11.3

13.0
12.9
11.6
12.3

172

160803i
160803j
I14H29O3d
160803l

Training
Set
94-01
94-01
94-01
94-01

154

Model

16.8
16.7
14.9
16.7

5.2
4.6
-0.6
4.3

140

TSS
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100
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60
40
20
181

163

145

136

127

118
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100

91

82
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64

55

46
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28

19

10

1

0

Day

Figure 6.20 Observed & three-days advance predicted NWWTP effluent TSS
(mg/L)

6.5.4 Sensitivity analysis for NWWTP ANN models predicting effluent TSS
There are 21 significant input parameters as shown in Figure 6.21 that influences the prediction
of effluent TSS from NWWTP in one, two and three days in advance respectively.

6.5.5 Process control strategy to avoid higher NWWTP effluent TSS
With real time data from on- line sensors, most of the operations and control as oversighted in
the conceptual SCADA and IICATS control system for the NWWTP can be automated (Figure
6.22). However, in the absence of adequate facilities for on- line sensors at the Northern
WWTP, the following scheme of checks and actions as shown in Figure 6.23 have been
suggested for the wastewater treatment and network operations, to keep the effluent TSS under
control to comply with the environmental protection licence and plant performance standards.
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Figure 6.21 Significant parameters predicting NWWTP effluent TSS
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Figure 6.22 Conceptual SCADA & IICATS control applying NWWTP ANN model

6.6 ANN Models for Central WWTP predicting effluent TSS
For Central WWTP (CWWTP), numerous ANN models were developed following the manual
pruning technique as discussed in Section 6.4. The first model was initiated with 98 inputs
(processing element, PE) in the input layer, 183 PEs in the 1st hidden layer and TSS (mg/ L) as
the output (Table 6.10). The training data set consists of 2185 records for the period 1996-2002
and the testing data set of 365 records for the period 2002- 03. Root mean square (RMSE),
average absolute error (AAE) and average absolute percentage error (AAPE) of the model in
predicting effluent quality for the ‘test data set’ were calculated.
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> 30% of sedimentation
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Figure 6.23 Process control sequence for High Level Alarm for NWWWTP
effluent TSS
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In subsequent modelling, the number of input parameters (PE) were reduced to 42 and the
number of PEs in the 1st hidden layer to 84; RMSE of this model was found to be lower than the
previous one. In this manner, new ANN models were developed using lesser number of input
and hidden layer nodes until the lowest RMSE, AAE and AAPE is achieved.

6.6.1 CWWTP ANN models predicting effluent TSS one -day in advance
Following the similar process as in 6.4.1, ANN models for predicting effluent TSS one day in
advance were developed in stages until the best performing (lowest RMSE, AAE and AAPE)
and at the same time, the simplest (lowest number of PEs in the input and hidden layers) model
is identified. For the Central WWTP, a list of better performing models in predicting effluent
TSS one day in advance, are presented in Table 6.15. The best performing model (I11H20O1d),
achieves the lowest RMSE of 12.8 mg/L and it has 11 input PEs and 20 PEs in the 1st hidden
layer. The model learns moderately quickly (41000 learn counts) and the predicted effluent TSS
by the model for the test set is illustrated in Figure 6.24.

Table 6.15 Better performing CWWTP ANN Models predicting effluent TSS one day in advance
Model

Training Set

Test Set

Inputs

060703d
060703e
200703d
280703c
280703d
280703e
I11H20O1d
171103m1
171103m2
171103P1
171103P2
171103P2

969799000102
969799000102
969798990002
2793-one in six
2793-one in six
94-01
94-01
96-01
96-01
96-01
96-01
96-01

98
98
01
558
558
02
02
02
02
02
02
02

9
7
13
35
11
37
11
91
11
35
13
8

Hidden
Nodes
19
15
27
65
20
75
20
183
23
71
27
17

Output

Learn
Count
SS- 1d Adv 61180
SS- 1d Adv 85215
SS- 1d Adv 21820
SS- 1d Adv 23000
SS- 1d Adv 37000
SS- 1d Adv 20000
SS- 1d Adv 41000
SS- 1d Adv 9000
SS- 1d Adv 9000
SS-1d adv 6000
SS-1d adv 2000
SS-1d adv 9000

AAPE

AAE RMSE AE

26.3
27.1
18.5
16.7
17.7
14.6
14.1
16.8
14.4
14.9
14.8
14.7

13.6
14.2
11.2
10.3
10.5
10.0
9.8
12.3
9.8
10.1
9.8
9.8

18.4
19.2
14.6
13.8
14.1
13.0
12.8
15.5
12.9
13.2
13.0
12.9

-1.4
-0.1
-0.8
-1.3
-3.6
2.6
3.3
7.2
2.3
2.0
1.2
1.1

6.6.2 CWWTP ANN models predicting effluent TSS two-days in advance
ANN models for predicting effluent TSS two days in advance were developed in stages until the
best performing (lowest RMSE, AAE and AAPE) and at the same time, the simplest (lowest
number of PEs in the input and hidden layers) model is identified. For the Central WWTP, a list
of better performing models in predicting effluent TSS two days in advance, are presented in
Table 6.16. The best performing model (I9H15O2d), achieves the lowest RMSE of 13.9 mg/L
and it has 9 input PEs and 15 PEs in the 1st hidden layer. The model learns very quickly (9000
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learn counts) and the predicted effluent TSS by the model for the test set is illustrated in Figure
6.25.
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Figure 6.24 Observed vs. predicted CWWTP effluent TSS one -day in advance
(mg/L)

Table 6.16 CWWTP ANN models predicting effluent TSS two-days in advance
Model

Training Set

Test Set

Inputs

200703a 969798990001 02
34
200703b 969798990001 02
13
200703c 969798990002 01
30
270703a 94-01
02
35
270703b 94-01
02
35
270703c 94-01
02
35
270703d 94-01
02
11
270703e 94-01
02
9
270703f or 94-01
02
9
I9H15O2d
270703g 94-01
02
9
280703a 2793-one in six 558
35
280703b 2793-one in six 558
10
290803e 00-01 873-Data 02-365 Data 55
290803f 00-01 1037-Data 02-200 Data 28
171103j2 96-01
02
12

Hidden
Nodes
68
26
57
70
23
23
23
19
15

Output

Learn Count AAPE AAE RMSE AE

SS- 2d Adv 65550
SS- 2d Adv 54625
SS- 2d Adv 80734
SS- 2d Adv 9000
SS- 2d Adv 20000
SS- 2d Adv 56000
SS- 2d Adv 9000
SS- 2d Adv 9000
SS- 2d Adv 9000

18.2
17.5
18.2
18.1
17.7
17.4
18.0
16.7
16.6

11.7
11.5
11.2
11.2
11.0
12.9
11.1
10.7
10.8

15.2
15.0
14.6
14.3
14.2
16.3
14.2
13.9
13.9

1.2
2.2
1.1
-2.4
-2.2
8.0
-3.4
-0.4
0.1

19
70
20
100
57
25

SS- 2d Adv 66000
SS- 2d Adv 49000
SS- 2d Adv 30000
SS- 2d Adv 9000
SS- 2d Adv 17000
SS- 2d Adv 10000

16.4
18.8
18.0
20.7
19.9
17.2

10.7
11.3
11.2
12.5
12.3
11.5

13.9
15.4
15.6
15.5
15.2
14.8

0.4
1.0
0.2
-4.6
1.6
2.5

6.6.3 ANN models for predicting effluent TSS three days in advance for the
CWWTP
Applying the model development process as in 6.4.1, ANN models for predicting effluent TSS
three days in advance were developed in stages until the best performing and at the same time,
the simplest model is identified. For the Central WWTP, a list of better performing models in
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predicting effluent TSS three days in advance, are presented in Table 6.17. The best performing
model (I13H27O3d), achieves the lowest RMSE of 15.9 mg/L and it has 13 input PEs and 27
PEs in the 1st hidden layer. The model learns very quickly (13000 learn counts) and the
predicted effluent TSS by the model for the test set is illustrated in Figure 6.26.
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Figure 6.25 Observed vs. predicted CWWTP effluent TSS two -days in advance
(mg/L)

Table 6.17 CWWTP ANN models predicting effluent TSS three days in advance
Model
170803a
170803b or
I13H27O3d
170803c
171103d1
171103d2
171103d3
171103f1
171103f2

Training Test Set Inputs
Set
94-01
02
35

Hidden Output
Learn Count AAPE AAE RMSE AE
Nodes
71
SS-3d adv 18000
17.7
11.8 15.2
2.0

94-01
94-01
96-01
96-01
96-01
96-01
96-01

27
23
183
41
31
71
27

02
02
02
02
02
02
02

13
11
91
20
15
35
13

SS-3d adv
SS-3d adv
SS-3d adv
SS-3d adv
SS-3d adv
SS-3d adv
SS-3d adv

13000
32000
13000
3000
13000
12000
9000

17.6
22.7
19.3
19.0
19.0
18.8
18.6

12.5
12.6
12.7
13.6
12.5
13.3
12.6

15.9
16.2
16.0
17.2
16.0
16.7
16.0

5.4
-3.5
1.9
6.7
2.0
5.9
3.6

6.6.4 Sensitivity analysis for CWWTP ANN models predicting effluent TSS
There are 11 significant input parameters as shown in Figure 6.27 that influences the prediction
of effluent TSS from CWWTP in one, two and three days in advance respectively.
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Figure 6.26 Observed vs. predicted CWWTP effluent TSS three-days in advance
(mg/L)
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Figure 6.27 Relative significance of parameters predicting CWWTP effluent TSS
6.6.4 Process control strategy to avoid higher effluent TSS from CWWTP
With real time data from on- line sensors, most of the monitoring, measurement and control and
trouble -shooting actions oversighted in the flow chart in Figure 6.28, can be automated in the
SCADA and IICATS control system for CWWTP. However, in the absence of adequate
facilities for on-line sensors at the Central WWTP, the following scheme of checks and actions
as shown in Figure 6.29 have been suggested for the wastewater treatment and network
operations, to keep the effluent TSS under control to comply with environmental protection
licence and plant performance standards.
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IICATS

ANN Model

SCADA

NaOCl
Flow (4b)
Flow and Quality
Measurement (1b)
Feeder SPS,
Rainfall gauge

Raw
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Screening

Ferric
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NB Quality monitoring (7b) using on-line sensor for turbidity, conductivity, ORP, TSS, O&G, COD, etc

Raw sludge for
Anaerobic Digestion
(6b)

Figure 6.28 Conceptual SCADA & IICATS control applying CWWTP ANN model

6.7. ANN Models for predicting Southern WWTP effluent TSS
6.7.1 SWWTP ANN models predicting effluent TSS one -day in advance
ANN models for predicting effluent TSS one day in advance were developed in stages until the
best performing and the simplest structure model is identified. For the Southern WWTP, a list of
better performing models in predicting effluent TSS one day in advance, are presented in Table
6.18. The best performing model (I6H13O1d), achieves the lowest RMSE of 7.7 mg/L and it
has 6 input PEs and 13 PEs in the 1st hidden layer. The model learns very quickly (12000 learn
counts) and the predicted effluent TSS by the model for the test set is illustrated in Figure 6.30.

Table 6.18 SWWTP ANN models predicting effluent TSS one -day in advance
Model
290803a
290803b
290803c
290803d
030404a1
030404a2
030404a3
030404d1
030404d2
I6H13O1d
030404d4

Training
Set
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01

Test Set

Inputs

2001-02
2001-02
2001-02
2001-02
2001-02
2001-02
2001-02
2001-02
2001-02
2001-02
2001-02

245
22
16
15
161
5
4
119
9
6
5

Hidden
Nodes
245
45
33
31
322
11
9
239
19
13
11

Output
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv

Learn
Count
5000
13000
11000
17000
5000
12000
14000
2000
11000
12000
12000

AAPE AAE RMSE AE
53.6
57.9
57.8
55.5
65.7
72.7
63.8
61.7
64.1
56.5
75.5

8.3
6.7
6.2
6.1
6.7
5.8
5.5
6.5
5.5
5.9
6.1

10.0
8.4
7.8
7.5
8.4
7.9
7.4
8.3
7.4
7.7
8.2

6.6
3.0
1.9
1.9
0.0
-2.9
-0.9
1.7
-0.8
2.2
-3.5
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communicating with Trade Waste until
TSS comes below the licence limit

Start
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Y
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Is raw sewage TSS
still high?

Y
Legend;
Adjust dosage rate. 1. HRT-hydraulic retention time
2. SPS- sewage pumping station
3. ORP- oxidation reduction potential
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Y
Y
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Does sludge blanket depth >
30% of sedimentation tank
depth?

Conduct SPS wet
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N

Y
Adjust sludge pumping
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Does wet well flushing
schedule been complied
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Y
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head-of-works (HOW) too much?
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septic?

Y
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Figure 6.29 Process control sequence for High Level Alarm for CWWTP effluent
TSS
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Figure 6.30 Observed vs. predicted SWWTP effluent TSS one -day in advance
(mg/L)

6.7.2 SWWTP ANN models predicting effluent TSS two -days in advance
Following the process as explained in section 6.4.1, ANN models for predicting effluent TSS
two days in advance were developed in stages until the model, simplest in architecture and best
in performance is identified. For Southern WWTP, a list of better performing models in
predicting effluent TSS two days in advance, are presented in Table 6.19. The best performing
model (I7H15O2d), achieves the lowest RMSE of 7.7 mg/L and it has 7 input PEs and 15 PEs
in the 1st hidden layer. The model learns very quickly (13000 learn counts) and the predicted
effluent TSS by the model for the test set is illustrated in Figure 6.31.

Table 6.19 SWWTP ANN models predicting effluent TSS two -days in advance
Model

Training Set Test Set

Inputs

Hidden Output
Nodes

290803e
290803f
290803g
290803h
030404b1
I7H15O2d
030404b3
030404b4
030404e1
030404e2
030404e2

96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01

245
45
32
24
161
7
4
3
119
8
5

250
91
65
48
322
15
9
7
239
17
11

01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02

TSS- 2 d adv
TSS- 2 d adv
TSS- 2 d adv
TSS- 2 d adv
TSS- 2 d adv
TSS- 2 d adv
TSS- 2 d adv
TSS- 2 d adv
TSS- 2 d adv
TSS- 2 d adv
TSS- 2 d adv

Learn
Count

AAPE AAE RMSE AE

25000
3000
10000
5000
10000
13000
21000
19000
30000
8000
12000

62.3
74.1
70.2
58.2
69.3
61.7
63.3
59.4
62.7
72.3
83.1

6.5
6.4
6.2
7.7
6.6
6.0
5.8
6.3
6.6
5.8
6.4

8.2
8.3
8.0
9.4
8.5
7.7
7.6
8.1
8.4
7.8
8.6

3.1
-1.9
-0.9
5.2
-0.1
1.9
1.2
3.0
2.1
-1.5
-3.9
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Figure 6.31 Observed vs. predicted SWWTP effluent TSS two-days in advance
(mg/L)

6.7.3 SWWTP ANN models predicting effluent TSS three-days in advance
The simplest and best performing ANN models for predicting effluent TSS three days in
advance for the Southern WWTP is identified through following the model development
process in stages as explained in section 6.4.1. For Southern WWTP, a list of better performing
models in predicting effluent TSS three days in advance, are presented in Table 6.20. The best
performing model (I5H11O3d), having the lowest RMSE of 7.8 mg/L, has 5 input PEs and 11
PEs in the 1st hidden layer. The model learns fairly quickly (12000 learn counts) and the
predicted effluent TSS by the model for the test set is illustrated in Figure 6.32.

Table 6.20 SWWTP ANN models predicting effluent TSS three days in advance
Model

Training Set Test Set

Inputs

290803i
290803j
290803k
290803L
290803m
030404c1
030404c2
030404c3
030404c4
030404f1
030404f2
030404f3

1852
1852
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01

245
37
25
21
18
161
6
4
3
119
5
3

01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02

Hidden
Nodes
255
75
51
43
37
322
13
9
7
239
11
7

Output

Learn
Count
TSS- 3 d adv 13000
TSS- 3 d adv 18000
TSS- 3 d adv 5000
TSS- 3 d adv 6000
TSS- 3 d adv 5000
TSS- 3 d adv 15000
TSS- 3 d adv 13000
TSS- 3 d adv 3000
TSS- 3 d adv 17000
TSS- 3 d adv 19000
TSS- 3 d adv 12000
TSS- 3 d adv 10000

AAPE

AAE RMSE AE

66.5
59.3
66.3
65.2
68.7
68.5
62.3
63.1
74.1
62.1
73.1
62.4

9.1
7.3
6.9
6.8
6.4
6.7
6.4
6.4
5.8
7.2
5.8
6.4

11.1
9.0
8.5
8.5
8.2
8.6
8.2
8.2
7.8
9.2
7.8
8.1

4.5
3.5
0.9
1.2
-0.2
0.2
2.7
2.6
-1.5
3.2
-1.2
2.5
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Figure 6.32 Observed vs. predicted SWWTP effluent TSS three-days in advance
(mg/L)

6.7.4 Sensitivity analysis for SWWTP ANN models predicting effluent TSS
There are eight significant input parameters as shown in Figure 6.33 that influences the
prediction of effluent TSS from SWWTP in one, two and three days in advance respectively.
30.0
25.0

Sensitivity

20.0
15.0
10.0
5.0
0.0
-5.0
-10.0
ESS t

ESS(t-1)

ESS(t-3)

ESS (t-2)

ESS(t-5)

Rain(t)

ESS(t-4)

Flow(t)

-15.0

Figure 6.33 Relative significance of parameters predicting SWWTP effluent TSS

6.7.4 Process control strategy to avoid higher SWWTP effluent TSS
The conceptual process control schematic for the Southern WWTP utilising the ANN model is
presented in Figure 6.34. With real time data registered continuously from a series of on- line
sensors, many of the process control actions described in the flow chart in Figure 6.35, can be
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automated in the SCADA and IICATS control system for the WWTP. However, in the absence
of adequate facilities for on- line sensors at the Southern WWTP now, the following scheme of
checks and actions (Figure 6.35) have been suggested for the wastewater treatment and
networks operations, to keep the effluent TSS under control to comply with environmental
protection licence and plant performance standards.

Raw
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Quality
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Return Activated
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Quality
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UV
Disinfection

Chlorine
Disinfection

Secondary
Sedimenation Tank

Figure 6.34 Conceptual SCADA & IICATS control applying SWWTP ANN model

6.8 Western WWTP ANN models predicting effluent TSS
6.8.1 WWWTP ANN models predicting effluent TSS one -day in advance
ANN models for predicting effluent TSS one day in advance were developed in stages until the
best performing (lowest RMSE, AAE and AAPE) and at the same time, the simplest (lowest
number of PEs in the input and hidden layers) model is identified. For the Western WWTP, a
list of better performing models in predicting effluent TSS one day in advance, are presented in
Table 6.21. The best performing model (I7H15O1d), achieves the lowest RMSE of 2.5 mg/L
and it has 7 input PEs and 15 PEs in the 1st hidden layer. The model learns very quickly (2000
learn counts) and the predicted effluent TSS by the model for the test set is illustrated in Figure
6.36.

151

Checks

Action

Start

1. Adjust DO in aeration tank between 1 to 3 mg/L
2. For filamentous bulking sludge, dose chlorine to bring down SVI
3. Increase sludge age or reduce wasting for viscous bulking

Is SVI > 150
mL/g
Y
Is Sec Sed Tank
SBD> 0.9 m

1. Increase RAS return rate
2. Increase sludge wasting or reduce sludge age

Y
Is Sec Sed Tank
SLR> 9 kg/ sq m/h

1. Increase sludge wasting or reduce sludge age

Y
Is Sec Sed Tank
SuLR> 48 m/h

1. Decrease RAS rate
2. Bring additional secondary sedimentation tank on line

Y
1. If DO< 1 mg/L, increase air flow
2. If DO> 3mg/L, decrease air flow

Is DO<1 or >3 mg/L
Y

1. If MLSS< 2000 mg/L, reduce sludge wastingand increase RAS return rate
2. If MLSS> 3500 mg/L, increase sludge wasting and decrease RAS return rate

Is MLSS<2000 or
>3500 mg/L

Figure 6.35 Process control sequence for High Level Alarm for SWWTP effluent
TSS
Table 6.21 WWWTP ANN models predicting effluent TSS one -day in advance
Model
170204a1
170204a3
170204a4
170204b1
170204b2
170204b3
260204c1
260204c2
260204c3
260204d1
260204d2
260204d3
I7H15O1d
260204f2
260204f3
260204f4
260204f5

Training
Data
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01

Test
Data
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02

Input
PE
105
9
8
133
8
7
70
9
8
63
10
7
7
5
4
3
3

Hid1
PE
210
18
17
266
17
15
140
19
17
127
21
15
15
11
9
7
7

Output
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv
TSS- 1 d adv

Learn
Count
17000
2000
2000
10000
2000
4000
4000
3000
2000
5000
2000
4000
2000
4000
7000
2000
12000

AAPE AAE RMSE AE
64.8
66.4
74.8
57.5
72.8
56.4
54.9
66.7
78.7
85.9
61.4
58.9
57.5
70.2
62.3
66.7
61.7

1.9
1.9
2.0
1.9
1.9
2.0
2.0
1.9
1.9
2.1
1.8
1.8
1.8
1.8
1.8
1.8
1.8

2.9
2.9
2.9
3.0
2.9
3.1
3.2
3.0
2.5
2.6
2.5
2.5
2.5
2.4
2.5
2.5
2.5

0.4
0.4
-0.1
0.9
0.0
1.2
1.3
0.3
-0.4
-0.7
0.5
0.7
0.7
0.0
0.5
0.2
0.6
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6.8.2 WWWTP ANN models predicting effluent TSS two -days in advance
ANN models for predicting effluent TSS two days in advance were developed in stages until the
best performing and of simplest architecture model is identified. For Western WWTP, a list of
good performing models in predicting effluent TSS two days in advance, are presented in Table
6.22 The best performing model (I7H15O2d), achieves the lowest RMSE of 2.5 mg/L and it has
7 input PEs and 15 PEs in the 1st hidden layer. The model learns fairly quickly (11000 learn
counts) and the predicted effluent TSS by the model for the test set is illustrated in Figure 6.37.
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Figure 6.36 Observed vs. predicted WWWTP effluent TSS one -day in advance
(mg/L)

Table 6.22 WWWTP ANN models predicting effluent TSS two -days in advance
Model
260204e1
260204e2
280204f1
280204f2
280204g1
280204g2
280204g3
280204h1
280204h2
280204h3
280204h4
I7H15O2d
280204L2
280204L3

Training Set
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01
96-01

Test Set
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02
01-02

Hid1
Input PE PE
133
266
11
23
84
168
6
13
70
141
9
19
8
17
63
127
10
21
7
15
6
13
7
15
5
11
4
9

Output
Learn Count
TSS-2 d adv 11000
TSS-2 d adv 1000
TSS-2 d adv 4000
TSS-2 d adv 7000
TSS-2 d adv 6000
TSS-2 d adv 17000
TSS-2 d adv 4000
TSS-2 d adv 4000
TSS-2 d adv 9000
TSS-2 d adv 2000
TSS-2 d adv 6000
TSS-2 d adv 11000
TSS-2 d adv 3000
TSS-2 d adv 17000

AAPE
85.9
61.7
67.4
64.7
60.8
62.3
74.6
63.7
69.8
59.7
72.9
56.0
64.2
58.3

AAE RMSE
2.0 2.5
1.8 2.5
1.8 2.4
1.8 2.4
1.8 2.5
1.8 2.5
1.9 2.4
1.8 2.4
1.8 2.4
1.8 2.5
1.9 2.4
1.8 2.5
1.8 2.4
1.8 2.5

AE
-0.7
0.5
0.1
0.2
0.5
0.5
-0.2
0.2
-0.1
0.6
-0.2
0.8
0.2
0.7
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Figure 6.37 Observed vs. predicted WWWTP effluent TSS two-days in advance
(mg/L)

6.8.3 WWWTP ANN models predicting effluent TSS three-days in advance
Simplest possible architecture and best performing ANN models for predicting effluent TSS
three days in advance for the WWTP were developed in stages following the process outlined in
section 6.4.1. For the Western WWTP, a list of better performing models in predicting effluent
TSS three days in advance, are presented in Table 6.23. The best performing model
(I7H15O3d), achieves the lowest RMSE of 2.4 mg/L and it has 7 input PEs and 15 PEs in the 1st
hidden layer. The model learns fairly quickly (8000 learn counts) and the predicted effluent TSS
by the model for the test set is illustrated in Figure 6.38.

Table 6.23 WWWTP ANN models predicting effluent TSS three days in advance
Training
Model
Set
280204i2
96-01
280204i3
96-01
280204i4
96-01
280204J1 96-01
280204J2 96-01
280204k1 or
I7H15O3d 96-01
280204k2 96-01

Test Set
01-02
01-02
01-02
01-02
01-02

Input
PE
15
11
8
98
8

Hid1
PE
31
23
17
197
17

Output
TSS-3 d adv
TSS-3 d adv
TSS-3 d adv
TSS-3 d adv
TSS-3 d adv

01-02
01-02

7
5

15
11

TSS-3 d adv 8000
TSS-3 d adv 3000
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Figure 6.38 Observed vs. predicted WWWTP effluent TSS three-days in advance
(mg/L)

6.7.4 Sensitivity analysis for WWWTP ANN models predicting effluent TSS
There are eight significant input parameters as shown in Figure 6.39 that influences the
prediction of effluent TSS from WWWTP in one, two and three days in advance respectively.
16.0
14.0

Sensitivity

12.0
10.0
8.0
6.0
4.0
2.0
0.0
ESS t

ESS(t-1)

ESS (t-2)

ESS(t-3)

Rain(t)

ESS(t-6)

ESS(t-4)

ESS(t-5)

Figure 6.39 Relative significance of parameters predicting WWWTP effluent TSS
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6.8.4 Process control strategy to avoid higher effluent TSS from WWWTP
A simplified conceptual schematic of the biological nutrient removal WWTP process control
utilising ANN model, SCADA and IICATS is presented in Figure 6.40. With real time data
from on- line sensors, many of the process measurement, monitoring and control actions
described in the flow chart below can be automated in the SCADA and IICATS control system
for the WWTP. However, in the absence of adequate facilities for on- line sensors at the BNR
WWTP, the following basic checks and actions in Figure 6.41 have been suggested for the
WWTP, to keep the effluent TSS under control to comply with environmental protection licence
and plant performance standards.

ANN
Model

IICATS

Feeder
SPS,
Rainfall
gauge

SCADA
Model

Flow and Quality
Measurement (1d)
Raw
Sewage

Screening

Pickle Liquor Flow (2d)
Grit
Chamber

North and South
IDAL Tank
Flow (3d)

Equalisation
Basin

Waste activated sludge flow (4d)

Sodium Bisulphite Flow (6d)
Effluent to Breakfast Creek

Chlorine
Contact Tank

Flow and Quality
Measurement (7d)

Clarifier

Flocculation
Tank

Sodium Hypochlorite Flow (5d)

Figure 6.40 Conceptual SCADA & IICATS control applying WWWTP ANN
model

6.9 Results and discussion
A number of ANN models have been developed to find the simplest (parsimonious) ANN
models with maximum generalisation ability to accurately predict effluent TSS under various
treatment processes, weather and flow conditions. Typical performance of ANN models for
forecasting effluent TSS for PS (Northern), CAPS (Central), ASP (Southern) and BNR
(Western) WWTPs, one, two and three days in advance, are summarised in Table 6.11.
Comparison of prediction performance of ANN models for effluent TSS in one, two and three
days in advance against the actual (test) data for NWWTP, CWWTP, SWWTP and WWWTP
are presented in Figures 6.18- 6.20, 6.24- 6.26, 6.30- 6.32 and 6.36- 6.38. Corresponding
sensitivity analysis for the WWTP ANN models are presented in Figures 6.21, 6.27, 6.33 and
6.39. Findings from the analysis of these models are:
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Checks

Action

Start

Is SVI > 150
mL/g
Y
Is Clarifier SBD>
0.9 m

1. Adjust DO in aeration tank between 1 to 3 mg/L
2. For filamentous bulking sludge, dose chlorine to bring down SVI
3. Increase sludge age or reduce wasting for viscous bulking

1. Increase RAS return rate
2. Increase sludge wasting or reduce sludge age

Y
Is Sec Sed Tank Solids
loading rate (SLR)> 6
kg/ sq m/h

1. Increase sludge wasting or reduce sludge age

Y
Is Sec Sed Tank
Surface loading rate
(SuLR)> 40 m/h

1. Decrease RAS rate
2. Bring additional secondary sedimentation tank on line

Y
Is DO<1 or >2 mg/L

1. If DO< 1 mg/L, increase air flow
2. If DO> 2 mg/L, decrease air flow

Y
Is MLSS<3000 or
>8000 mg/L

1. If MLSS< 3000 mg/L, reduce sludge wastingand increase RAS return rate
2. If MLSS> 8000 mg/L, increase sludge wasting and decrease RAS return rate

Other
process

Figure 6.41 Sequence of process control actions for High Level Alarm for effluent
TSS for the WWWTP
(i) All ANN models have learnt fair ly quickly and the training speed is moderately high (less
than 41,000 learn count); this means the models are able to learn and map the relationships
between inputs and output reasonably fast. If the most significant input parameters for ANN
models such as effluent TSS, flow and rainfall could be measured on- line with on-line sensor
technology, automatic update of the model can be possible with inputs from these sensors,
provided the ANN model and the on- line sensors are integrated into WWTP supervisory
control and data acquisition (SCADA) system. The simpler is the ANN model having lesser
number of inputs and processing elements in the hidden layer, the faster it learns, as for
example, the ANN model for BNR WWTP always learns faster than the same for the PS, CAPS
and ASP WWTP (Table 6.11).
(ii) The prime factors in predicting effluent TSS, one, two and three days in advance are: (a)
effluent TSS on the day (t) and at one (t-1) to five (t-5) days lag; this finding support the
previous research outcome that a majority of the parameters in sewage treatment follows the
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‘Markovian Process’, implying that the value of any parameter e.g. effluent TSS on a given day,
is a function of a finite set of previous realisations (Luke et al 2000; ASCE 2000).
(iii) The daily values of WWTP process parameters, which remain almost nearly at constant
values, such as pH, temperature; RAS flow rate, SBD, raw sludge pumping quantity, WAS,
flow- paced chemical dosing rate, etc (Table 6.10) do not contribute much knowledge to the
ANN model. At the best they can be a constant bias factor for the ANN model but not a
significant input in the ANN models. These findings comply with the theories of ANN and
observations from previous research (Bogger, 1997).
(iv) The most important indicator for comparing the performance of ANN models for PS,
CAPS, ASP and BNR WWTPs would be the average absolute percent error (AAPE %) of
predictions. The general trend is, as the complexity of sewage treatment increases, the AAPE
also increases. Thus primary sedimentation being the simplest technological process for sewage
treatment, its AAPE is the lowest; on the other hand, biological nutrient removal and activated
sludge treatment plant consisting of a number of complex physical, chemical and biological
processes are very complex, and hence their AAPEs are very high. Considering higher AAPE
values, it can be said that ANN modelling is not very effective in predicting effluent TSS for
ASP and BNR WWTPs with the current training data set. They are quite efficient and effective
for primary and chemically assisted primary WWTPs. However, ANN modelling being a data
driven approach, therefore, as more treatment process data for WWTPs will be available over
time for developing ANN models, the performance and effectiveness of models will improve in
predicting effluent TSS.

6.10 Summary
In most of the published work, ANNs were used to predict the performance of a complex
sewage treatment system in terms of one output parameter of the system, and using input
parameters to the system as leading indicators. Results show that the models do capture
prediction information quite well for simpler wastewater technological processes such as
primary sedimentation and chemically assisted primary sedimentation and are able to prognose
effluent TSS and O&G with moderate reliability. Knowing effluent TSS and O&G up to three
days in advance with a fair level of certainty, will provide WWTP operators to take appropriate
process control actions in sewerage transport and treatment operations, so as to enable the
WWTP to produce effluent with TSS well below the licence limits. Ability of ANN to map
complicated relationships through examination of only the input data points in the training set,
without assuming a pre-specified functional form and to quickly adapt to the changes in the
status of a dynamic process, allow an ANN model to be integrated into a real-time control
scheme like SCADA and IICATS. As time passes, the ANN model matures, which enables it to
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predict effluent TSS with improved accuracy, by incorporating latest operator’s knowledge and
insights, information on varying meteorological conditions and wastewater and effluent flow
and composition. For ANNs to gain wider acceptability, it is increasingly important that they
have some explanation capability after training has been completed. To use ANN in real-time, it
is preferred that data must be generated on-line from sensors.
Considering the important performance measures such as the average absolute percent error
(AAPE %) of the ANN models, which are consistently lower for PS and CAPS WWTPs (Table
6.11), compared to ASP and BNR WWTPs, it can be concluded that, ANN modelling research
needs to be continued further for ASP and BNR WWTPs in particular, to improve their
performance further.
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Chapter 7: Evolution of ESD in NSW and Australia

7.1 Introduction
The earth’s natural resources support all human activities, whether political, intellectual or
commercial, and there is mounting evidence of unprecedented environmental degradation. This
urgency has lead the emergence of modern environmental law, which would seem to be based upon
two principles- ‘the principle of the permanent sovereignty of states’ (UNEP, 2005) and ‘the
principle of sustainable development’ (ICJ, 1998). Notions such as "intergenerational equity",
"sustainable development" and "common concern of humankind", however, imply certain restrictions
on ‘state’s sovereignty’ and more particularly over its natural resources and its cultural and natural
heritage.
Water, the basis of all life, human well-being and economic development, linking together all aspects
of life on this planet, human and environmental health, food supply, energy and industry. The quality
of water is critical to the health of the environment, people and the economy. The existing
environmental protection (EP) licensing system for water utilities around the world, using ‘command
and control technique’ as discussed in chapter 2 to 6, focuses primarily on controlling the
concentration of pollutants in discharges applying ‘emission standard’ and ‘technology standard’.
This is effective in controlling chronic and acute impacts but not the cumulative impact on the
environment. Therefore, a more holistic and integrated approach is required to address water
pollution from wastewater treatment plants. This chapter provides an overview of evolution of
‘ecologically sustainable development (ESD)’ in NSW and Australia in order to understand the
concept of sustainable management of wastewater treatment plants.
Environmental law has evolved mainly over the last forty years; however, it is undergoing rapid
development, mainly due to the global concern of the humankind for the future of the planet earth for
harmonious coexistence of human, flora and fauna to maintain its biological diversity and ecological
integrity. The concept of sustainable development is much more recent as enunciated in Our
Common Future (the Brundtland Report) in 1987. Although international, national, provincial and
local law and policy-making bodies may have embraced the principles of sustainable development
(SD), however, the judiciary have been reticent to explicate their meaning, circumstances of
application and precise details of the means of implementation, in judicial decisions.
Shared commitment, responsibility and participation of all arms of government (the legislature,
executive and judiciary), the public, the business and other interested stakeholders is fundamental to
the development and implementation of SD laws, nationally and internationally. However, the
judiciary is a crucial partner in promoting environmental governance and SD, upholding the rule of
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law and in ensuring a fair balance between environmental, social and developmental consideration
through its judgments and declarations (ICJ, 1998).

7.2 Brief history of ESD in Australia and globally
At Stockholm in 1972, 113 nations expressed their concern over diminishing world’s biological
diversity, species extinction, unsustainable exploitation of natural resources and pollution of land, air
and waters to a dangerous level. The Stockholm Conference embraced the then embryonic concept of
promoting economic development but in an ecologically sustainable fashion and produced two
instruments: (i) The Declaration on the Human Environment and (ii) The Action Plan for the Human
Environment (Koester, 1990) and resulted in the establishment of the UN Environmental Program
(UNEP).
In 1980, The World Conservation Union or IUCN in collaboration with UNEP, the World Wildlife
Fund (WWF) and the UN Food and Agriculture Organisation (FAO) prepared and published the
World Conservation Strategy (WCS) (IUCN, 1980), addressing the need to integrate conservation
objectives with development policies, and urged each nation of the world to prepare and implement a
national conservation strategy. The Commonwealth, States and Territories in Australia adopted a
National Conservation Strategy (NCS) for Australia in 1983, incorporating all WCS objectives and an
additional objective of maintaining and enforcing environmental qualities (NCSA, 1984).
Meanwhile, in 1982, the UN General Assembly (UNGA) supplemented the WCS with the World
Charter for Nature (WCN), which calls for incorporation of WCN’s principles into each nation’s laws
and practices of governmental and non-governmental organizations (Boer, 1995).
The UN established the World Commission on Environment and Development (WCED) in 1983 as
an independent body to address global and environmental problems and it published its
groundbreaking report Our Common Future, also known as Brundtland Report in 1987. It sets out a
programme for integrating environmental concerns with economic goals by governments and the
private sector at international, national and local levels and incorporated 22 legal principles and 13
proposals for strengthening the legal and institutional framework for an international agreement on
environment and development matters (WCED, 1990).
In 1991, the IUCN’s production and publication Caring for the Earth: A Strategy for Sustainable
Living which defined actions necessary to achieve SD in a variety of areas like industry, business,
commerce, agriculture, forestry, water resources, energy and human settlements. It recommends that
the states’ national legal system should implement the principles of SD including the precautionary
principle, economic incentives and disincentives, environmental impact assessment (EIA) and public
participation (IUCN, 1991).
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In 1992, the Commonwealth, States’ and Territory governments, and the Australian Local
Government Association agreed upon the Intergovernmental Agreement on the Environment (IGAE).
The parties agree on the principles of ecologically sustainable development (ESD) in IGAE s 3 and
the ways to implement them at all levels of government (IGAE, 1992).
In June 1992, Australia represented at the United Nations Conference on Environment and
Development (UNCED), also known as the Earth Summit, at Rio de Janeiro, Brazil, along with
approximately 20,000 people from 178 countries (Boer, 1995a). The international instruments signed
at UNCED by attending countries were:
-

The Rio Declaration on Environment and Development;

-

Agenda 21;

-

The Convention on Biological Diversity;

-

The Framework Convention on Climate Change; and

-

The Statement of Forest Principles.

- These documents enunciate the concept of ESD and recommend a programme of action for the
implementation of the concept at international, national and local levels.
Agenda 21 is a plan of action designed to integrate environmental and developmental concerns for
“the fulfillment of basic needs, improved living standards for all, better protected and managed
ecosystems and a safer, more prosperous future” (Sands, 2003).
In December 1992, the Commonwealth, States’ and Territory governments in Australia, finalized and
adopted the National Strategy for Ecologically Sustainable Development (National ESD Strategy),
replacing the 1983 NCS for Australia. National ESD Strategy incorporates national (IGAE) and
international (Rio Declaration on Environment and Development and a guide to Agenda 21)
instruments as policies, strategies at all levels of government in Australia (NS ESD, 1992; Raha,
2006b).
In 1993, Economic and Social Council (ESC) of the UN established the Commission on Sustainable
Development (CSD) for recommending the UNGA through the ESC on planning, implementing,
monitoring and reviewing progress of Agenda 21 (Boer, 1995a).
In 1997, a special session of the UNGA also known as Earth Summit + 5 conducted a five-year
review of the progress of the UNCED Earth Summit goals and objectives and adopted a Programme
of work for the CSD for 1998-2002 for further implementation of Agenda 21 (Cordonier Segger and
Khalfan, 2004).
In September 2000, the UNGA adopted the Millennium Declaration (MD), and one of its key
objectives is “protecting our common environment”. MD pledged to (UNMD, 2000):
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a) “spare no effort to free all of humanity, and above all our children and grandchildren from the
threat of living on a planet, irredeemably spoilt by human activities, and whose resources would no
longer be sufficient for their needs”;
b) “reaffirm support for the principles of sustainable development, including those set out in the
Agenda 21….”; and
c) “adopt in all our environmental actions a new ethic of conservation and stewardship”.
In 2000, the European Commission, the legislation and policy-drafting arm of the European Union,
released the Law of Sustainable Development: General Principles of the European Union (Decleris,
M., 2000), to ensure that obligations under international law in relation to sustainable development
are fulfilled. These twelve principles may be categorised into three broad groups: (i) Principles 1 and
2 concern the best manner in which to engineer the integration of the human and natural systems and
focus on the management, control and organisation of environmental decision-making and Policies;
(ii) Principle 3 to 8 provide guidance on the immediate preservation of the natural environment to
ensure environmental, in addition to economic and social survival; and (iii) lastly, Principle 9 to 12
concern the social needs of human systems and focus on the implementation of practices that will
foster improved quality of life and increased public environmental awareness.

Table 7.1 European Union’s General Principles on ESD
Principles

Interpretation

1. The principle of This principle recognises that the complex mix of environmental, cultural,
public

social and economic considerations that contribute to the planning and

environmental order

implementation of development decisions for achieving sustainable
development, regulation must not be left to market forces. Instead, the State
has a responsibility to control the environment in which reform takes place
through effective legislative reform and the implementation of national
strategic plans for sustainable development.

2. The principle of This principle concerns the organisational elements of sustainable
sustainability

development and emphasizes that any further degradation of natural,
cultural and social capital must be prevented for the sake of survival of both
the present and future generations.

3. The principle of This principle states that the construction and management of man-made
carrying capacity

systems must not transcend their own carrying capacity or that of the
ecosystems upon which they have influence. Otherwise, destabilisation and
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Principles

Interpretation
eventual collapse of both human and natural systems is likely to occur.

4. The principle of This principle demands an attempt to restore disturbed- ecosystems to as
the

obligatory close to their original natural condition as possible that the reduction of

restoration

of “natural capital” can be averted.

disturbed ecosystems
5. The principle of This principle recognises the inherent value of all wild flora and fauna
biodiversity

species as “biogenetic reserves” and constituents of ecosystems, and
demands the conservation of biodiversity in order to preserve and restore
the stability of natural ecosystems.

6. The principle of This principle concerns: (i) the preservation of “common natural heritage”,
common

natural or natural resources that belong to all of humankind; and (ii) the concept of

heritage

the “public trust” which is based on the notion that certain natural resources
are held in trust by the State for the benefit of the general public.

7. The principle of This principle requires that ecosystems that are easily disturbed and are
restrained
development
fragile ecosystems

sensitive to man-made interference must be considered in planning and
of development decision-making, and fragile ecosystems be governed by
special regulatory systems.

8. The principle of Under this principle, planning policies must take account of the functional
spatial planning

division and distribution of land in accordance with its characteristics and
utility in order to attain a level of sustainability and equilibrium between
human systems and natural ecosystems.

9. The principle of This principle aims to conserve and perpetuate the most important mancultural heritage

made systems, namely monuments, architectural complexes and sites that
hold universal cultural value, to ensure the stability and historical continuity
of the manmade environment. This may be achieved through a legal
protection regime, combined with an increase in public awareness of the
importance of cultural development.
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Principles
10. The principle of
the

Interpretation
This principle recognises the advancing degradation of modern cities, and

sustainable strives to reverse the uncontrolled spread of settlements and building

urban environment

activ ity, hence improving the quality of life of residents, and minimising the
strain on the surrounding natural environment. This can be achieved
through effective and consistent planning and development policies.

11. The principle of

The natural beauty of the landscape and nature generally must be preserved.

the aesthetic value of Human intervention with nature should harmonise and not spoil the
nature

landscape.

12. The principle of

This principle emphasises the importance of instilling environmental values

environmental

and the encouragement of public awareness in environmental management.

awareness

On 16 August- 4 September, 2002, the World Summit on Sustainable Development (WSSD), also
known as Rio + 10, at Johannesburg, South Africa, conducted the ten-year review of Agenda 21 and
adopted the Johannesburg Plan of Implementation (JPI). JPI promotes that economic development,
social development and environmental protection– are three interdependent and mutually reinforcing
pillars for SD. At the domestic level of each country, “sound environmental, social and economic
policies, democratic institutions responsive to the needs of the people, capacity building, the rule of
law, anti-corruption measures, gender equality and an enabling environment for investment are the
basis for sustainable development” (JPI, 2002). It reinforces the Rio Declaration: Principle (lex
ferenda) 15:
In order to protect the environment, the precautionary approach shall be widely applied by States
according to their capabilities. Where there are threats of serious or irreversible damage, lack of full
scientific certainty shall not be used as a reason for postponing cost-effective measures to prevent
environmental degradation.
Johannesburg Declaration on Sustainable Development recognizes that poverty eradication,
changing consumption and production patterns and protecting and managing the natural resource
base for economic and social development are overarching objectives of and essential requirements
for sustainable development.
Between 18 and 20 August 2002, also in Johannesburg, UNEP organised a ‘Global Judges
Symposium on Sustainable Development and the Role of Law’. The Global Judges Symposium
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adopted the Johannesburg Principles on the Role of Law and Sustainable Development (JP RL & SD,
2002) for action and the four key principles that would guide the judiciary in promoting the goals of
SD through the application of the rule of law and the democratic process:
“ 1. A full commitment to contributing towards the realization of the goals of sustainable
development through the judicial mandate to implement, develop and enforce the law, and to uphold
the Rule of Law and democratic process,
2. To realise the goals of the Millennium Declaration of the United Nations General Assembly which
depend upon the implementation of national and international legal regimes that have been
established for achieving the goals of sustainable development;
3. In the field of environmental law there is an urgent need for a concerted and sustained programme
of work focused on education, training and dissemination of information, including regional and
subregional judicial colloquia, and
4. That collaboration among members of the Judiciary and others engaged in the judicial process
within and across regions is essential to achieve a significant improvement in compliance with
implementation, development and enforcement of environmental law”.

7.3 ESD in the NSW and in Commonwealth legislation
The original concept of sustainable development enunciated in Our Common Future (the Brundtland
Report) is of “development that meets the needs of the present without compromising the ability of
future generations to meet their own needs” (WCED, 1990).
In Australia, the adjective “sustainable” is qualified by “ecologically” to emphasise the necessary
integration of economy and environment (Bates, G., 2002). ESD is to be achieved through the
implementation of four principles: the precautionary principle, intergenerational equity, conservation
of biological diversity and ecological integrity and improved valuation, pricing and incentive
mechanisms.
The first statutory reference to the principles of ESD in Australia was in the Catchment Management
Act 1989 (NSW). However, the oldest piece of legislation in Australia that incorporated the ESD
principles, is the Protection of the Environment Administration (POEA) Act 1991 (NSW) in s 6(2)
and subsequently, it has been adopted in other legislations, instruments and agreements on
environment across NSW and the Commonwealth, for example, the IGAE, the Environmental
Planning & Assessment Regulation 2000 (NSW) (Schedule 2), and the EPBC Act 1999 (Cth) (s 3A).
ESD principles is defined in the Australian legislation as (Intergovernmental Agreement on the
Environment s 3.5):
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“ 3.5.1 Precautionary principle- where there are threats of serious or irreversible environmental
damage, lack of full scientific certainty should not be used as a reason for postponing measures to
prevent environmental degradation. In the application of the precautionary principle, public and
private decisions should be guided by:
(i). careful evaluation to avoid, wherever practicable, serious or irreversible damage to the
environment; and
(ii). an assessment of the risk-weighted consequences of various options.
3.5.2 Intergenerational equity - the present generation should ensure that the health, diversity and
productivity of the environment is maintained or enhanced for the benefit of future generations.
3.5.3 Conservation of biological diversity and ecological integrity- should be a fundamental
consideration.
3.5.4 Improved valuation, pricing and incentive mechanismsEnvironmental factors should be included in the valuation of assets and services.
Polluter pays i.e. those who generate pollution and waste should bear the cost of containment,
avoidance, or abatement.
The users of goods and services should pay prices based on the full life cycle costs of providing
goods and services, including the use of natural resources and assets and the ultimate disposal of
any wastes.
Environmental goals, having been established, should be pursued in the most cost effective way, by
establishing incentive structures, including market mechanisms, which enable those best placed to
maximise benefits and/ or minimise costs to develop their own solutions and responses to
environmental problems”
The position of ESD in the key environmental legislations in NSW and the Commonwealth is given
in Table 7 1. In most of the NSW and the Commonwealth environmental legislations, it is found that
ESD is either in the ‘objects’ and/ or in the implementation clause(s).

Table 7.2 ESD in the key NSW and Commonwealth environmental legislation
Legislation

Inclusion
of ESD

Implementation

Legislation

Inclusion
of ESD

Sydney Water
Act 1994

Objects
s.21(1)(b)

Implementation

New South Wales
Coastal Protection
Act 1979

Contaminated Land
Management
Act
1997

Objects
s.3

Objects
s.3

ss. 37A, 38, 39
and 44

s. 10

Threatened
Species
Conservation
Act 1995

Objects
s.3(a)

ss.44(2), 97(1)(e),
110(2)(g),
110(3)(e),
116(2)(b),
126G(2)(c)
and
140
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Legislation

Inclusion
of ESD

Environmental
Planning
and
Assessment Act 1979
No 203

Objects
s.5

Fisheries
Management
1994

Act

Objects
ss.3, 198,
220A

Local Government
Act 1993

Objects
ss.7(e),
8(1) and
8220A

National
Environment
Protection Council
(New South Wales)
Act 1995

Implementation

Legislation

Inclusion
of ESD

ss.
79B(50(g),
112D(1)(g),
112E(1)(f)
and
115H

Water
Management
Act 2000

Objects
s.3(a)

ss. 7E, 57, 143,
220S,
221A,
221IE,
221K,
221Q and 221ZK

Ozone
Protection
1989

ss. 82, 89(1)(c),
403, Sch 8- s.749

Sch 1-ss.3.2, 3.3,
Sch 2- Item 1, 2 &
9, Sch 3-s.3 (iii)

Act

Sydney Water
Catchment
Management
Act 1998

Water Act 1912

Water Efficiency
Labeling
and
Standards (New
South
Wales)
Act 2005

National Parks and
Wildlife Act 1974

Objects
s.2A

Native Vegetation
Act 2003

Objects
s.3

Wilderness
1987

Pesticides Act 1999

Objects
s.3a

Environmentally
Hazardous
Chemicals Act
1985

Protection of the
Environment
Operations Act 1997

Objects
s.3a

Heritage
1977

Protection of
Environment
Administration
1991

Objects
ss.6(1)
and 6(2)

Land
and
Environment
Court Act 1979

the
Act

s.91CC

s.67

ss.26 and 27

Implementation

ss. 14(3), 292(3)
and 372(4)

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Act

Act

Commonwealth of Australia
Environment
Protection
Biodiversity
Conservation
1999
Fisheries
Management
1991

and
Act

Act

Objects
ss.3(1)(b)
and 3A

Objects
ss.3(1)(b)
and 3A

ss.28A(2)(c),
131(2)(b),
136(2)(a),
270(3)(c),
271(3)(c),
287(3)(c), 464(3),
516A(6)(a)
and
516A(6)(b)

Environment
Protection (Sea
Dumping) Act
1981

Aboriginal and
Torres
Strait
Islander
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Legislation

Inclusion
of ESD

Implementation

Legislation
Heritage
Protection
1984

National
Environment
Protection Council
Act 1994
National
Environment
Protection Measures
(Implementation)
Act 1998

National Health Act
1953

Renewable Energy
(Electricity)
Act
2000

Objects
s.6

Objects
s.3(b)

Nil

Nil

ss.3.2, 3.3, Sch 2Item 9, Sch 33(iii)

Part
2-Item
11(1)(b)(ii)

Nil

Nil

Inclusion
of ESD

Implementation

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Nil

Act

Gene
Technology Act
2000
Hazardous
Waste
(Regulation of
Exports
and
Imports)
Act
1989
Ozone
Protection and
Synthetic
Greenhouse Gas
Management
Act 1989
Resource
Assessment
Commission Act
1989

7.4 Judicial hierarchy and decision- making in NSW and Australia
Discussion in the following paragraphs will help to understand how the judicial hierarchy and verdict
of different levels of court in environmental disputes in NSW and at the federal level, helped in the
development and implementation of environmental law in NSW and in Australia.

7.4.1 Doctrine of precedence in environmental judgement
Australia (like USA, NZ, Canada, India and Ireland) is a common law country (refer Crawford et al.,
2004), based on the English common law system, which explicitly relies upon precedent (the
principle of stare decisis or doctrine of precedent). The Constitution of the Commonwealth of
Australia (Cth) provides legislative power to the parliament (s 1), executive power to the Governor
General (s 61) and the judicial power to the Courts (s 71) (the separation of powers). The rationale
for ‘stare decisis’ is certainty, equality, efficiency and appearance of justice. However, a precedent
may appear unjust and out of step with current social conditions and expectations.
The general rules of the ‘doctrine of precedent’ in common law systems can be summarised as:
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-

Each court is bound by decisions of courts higher in the hierarchy.

-

A decision of a court in a different hierarchy or lower in the same hierarchy may be persuasive
but will not be binding.

-

Generally a court will not consider itself bound by its own past decisions but will depart from
them only with reluctance.

-

Only the ‘ratio decidendi’ (the ‘reason for the decision’ and majority of the judges agreed to the
relevant principle of law) of a past case is binding.

-

‘Obiter dicta’ (remarks in passing) are not binding but may be persuasive

-

Precedents do not lose their force by lapse of time.

The only way the precedent in judicial decisions in the court hierarchy, can be ignored, if one or
more of the following situation arises:
-

The statement in the earlier case is obiter dictum rather than ratio decidendi

-

The precedent is distinguishable on its facts

-

The statement of the law in the earlier case is too wide and should be confined to its facts.

-

The precedent is either unsatisfactory or was wrongly decided.

-

The precedent should not apply due to changed social conditions.

7.4.2 Hierarchy of court in Australia on environmental jurisdiction
The common law of doctrine of precedent is premised on the hierarchical structure of the court
systems. Australia (Figure 7.1), with its federal system of government, has a court hierarchy of each
elements of the federal system. Commonwealth (Federal) has the High Court of Australia (HCA),
Federal (Cth officers and authorities)/ Family (family matters only) Court of Australia (FCA) and
Federal Magistrate Court down the hierarchy. The states of NSW, Qld, SA and WA have Supreme
Court (SC) (original and appellate jurisdiction), District/ County (Victoria) Courts and Magistrate
Courts down the hierarchy. While the state of Tasmania and the territories of ACT and NT have
Supreme Court (original and appellate jurisdiction) and Magistrate Courts down the hierarchy. HCA
is at the top of the hierarchy of both federal and state court systems in Australia (Figure 7.1) and is
also the final court of appeal (with three or more judges) both for state and federal jurisdictions
(Cook et al. 2005, Appendix 1). Appeals from States’ and Territories’ Supreme Courts and Federal
Courts may go to the HCA. Federal jurisdiction could be conferred on state courts, however, the
reverse is not permitted (Re Wakim; Ex parte Mcnally (1999) CLR511).
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International Court of Justice
High Court of Australia
Full Court
Single judge
Federal Court of Australia
Full Court
Single judge
NSW Supreme Court of
Appeal
Full Courts

NSW Supreme Court
Single judge

Land and Environment Court of NSW
Court of Appeal
Full Court

Land and Environment Court of NSW
Single judge

Intermediate courts
District Courts
Administrative Appeals Tribunal
Magistrates' Courts
Local Courts

Figure 7.1 An Overview of the Court hierarchies in NSW and Australia
The most prominent and first of its type, and the premier specialist court on environmental matters in
Australia is the Land and Environment Court of NSW (LEC NSW) deals with all land planning,
development and environmental matters in NSW. LEC NSW has led from the front in the
development of the new environmental law in NSW and at the federal level (Bates, G., 2002, p.13).
Administrative Decision Tribunal (ADT) deals with civil and general administrative jurisdiction. In
NSW, the Supreme Court and the District Court of NSW have both civil and criminal jurisdictions
for the whole state and the Local Courts have similar jur isdiction for the local area. The Supreme
Court also has the Court of Appeal and the Court of Criminal Appeal with three or more judges, for
dealing with appeals on a question of law from the LEC NSW, District Court of NSW, Local Courts
and the Administrative Decision Tribunal (ADT). From the appellate courts and a single judge court
of the NSW Supreme Court, appeals can be taken to the HCA.
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7.4.3 The ‘doctrine of precedence’ or principle of ‘stare decisis’
If a superior court in the same hierarchy has previously made a decision on an identical question of
law, the doctrine of stare decisis will require at the first instance for the judge to follow that decision
and apply the law as it was there stated (Cook et al., 2005, 7.6). A single judge is bound by decision
of the Full Court of the Federal Court, though not those of another single judge (Cook et al., 2005,
6.9). The Full Court of a court at the same hierarchy is not bound by its own decisions but is reluctant
to override them. The decision of an Appeal Court will be binding on Single Judges within the same
court hierarchy (Cook et al., 2005, 6.10). A Single Judge of a state Supreme Court is normally bound
by decisions of the appellate courts and a Single Judge of the Territory Supreme Court is bound by
decisions of the Full Court of Federal Court. State appellate courts are bound by the decisions of the
Full Court of the High Court, though not by the decision of a single justice of the High Court
(Kalifair Pty Ltd v Digi-Tech (Australia) Ltd (2002) 55 NSWLR 737 at 741). Supreme Courts are not
strictly bound by decisions of Supreme Courts of other states or territories; however, a state or
territory court will give serious consideration to the decisions in other state, territory and federal
jurisdictions, and be reluctant to depart from their precedents (Cook et al., 2005, 6.18).
On land and environmental matters, a Single Judge of the Land and Environment Court of NSW
(LEC NSW) is normally bound by decisions of the appellate courts of LEC NSW, NSW Supreme
Court, Federal Court and the HCA. Similarly, the decision of the LEC NSW is binding on the District
Court and the Local Court. In the interpretation of Cth legislation, or legislation which is mirrored in
each jurisdiction (e.g. fair trading laws), uniformity is regarded as particularly important. The
doctrine of ‘stare decisis’ does not apply as between two inferior courts e.g. the District Court and the
Local Court. No decision of any court of another country or the International Court of Justice (ICJ) in
Hague, is binding on Australian courts, however, they may be highly persuasive.

7.4.4 Influence of international environmental law on ESD in Australia
The most important sources of ‘international law’ are treaty law and customary international law
("hard" law); their rules are firm and impose binding legal obligations upon States, and for the breach
of which, state responsibility may attach. Less relevant are general principles of international law,
with judicial decisions and the writings of publicists ("Soft" law).
"Treaty" Law is defined in Article 2(1) of the 1969 Vienna Convention on the Law of Treaties and
can include agreement, covenant, charter, treaty, convention and protocol e.g. the 1992 Framework
Convention on Climate Change.
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Customary international law comprises general state practice combined with "opinio juris sive
necessitas", interpreting that States consider that certain action or inaction, is legally required of them
at international law (Redgwell, C, 2000, pp 4- 5).
In Australia, international treaties are ratified by the Commonwealth government in consultation
(voluntary) with states (IGAE, 1992). On ratification, Australia formally accepts the terms of the
treaty and subject to enforcement mechanisms, embodied in the relevant treaty. The treaty becomes
binding within Australia only when the Commonwealth enacts the domestic legislation e.g. World
Heritage Properties Conservation (WHPC) Act 1983 (Cth) under s 51 (xxxvi) of the Constitution of
Australia (Commonwealth v Tasmania (1983) 46 ALR 625) to comply with its international
obligations under the Paris Convention for the Protection of the World Cultural and Natural
Heritage. List of conventions and treaties that Australia has ratified and enacted relevant binding and
enforceable domestic legislations, are given in Table 7.2. However, the Australian judiciary prefers
the interpretation of a statute that is in conformity with international environmental law (Polites v
Commonwealth, 1945), and similarly if a provision in the constitution is ambiguous, it interprets the
provision in conformity with the principles of international environmental law (Newcrest v
Commonwealth, 1997) or which accords with Australia’s obligations under international law (Chu
Kheng Lim v Minister, 1992).

Table 7.2 International treaties and relevant Australian Commonwealth legislation on
environment
Sl No
1
2

Commonwealth Act
Continental Shelf (Living Natural
Resources) Act 1968
Seas and Submerged Lands Act 1973

3

Historic Shipwreck Act 1976

4

Antarctic
Treaty
(Environment
Protection) Act 1980
Petroleum
(Submerged
Lands)
Amendment Act 1980
Minerals (Submerged Lands) Act 1981
Protection of the Sea (Powers of
Intervention) Act 1981

5
6
7

8
9
10
11
13

Protection of the Sea (Civil Liability)
Act 1981
Environmental
Protection
(Sea
Dumping) Act 1981
Antarctic Marine Living Resources
Conservation Act 1981
Wildlife Protection (Regulation of
Exports and Imports) Act 1982
Protection of the Sea (Prevention of
Pollution from Ships) Act 1983

International Treaty
Convention on the Continental Shelf
Convention on the territorial Sea and the Contiguous
Zone; Convention on the Continental Shelf.
Agreement between the Netherlands and Australia
concerning old Dutch shipwrecks.
Convention on the Continental Shelf.
Convention on the Continental Shelf.
Convention on the Continental Shelf.
Convention relating to Intervention on the High Seas in
Cases of Oil Pollution Casualties;
Protocol relating to Intervention on the High Seas in
relation to Pollution by Substances other than Oil.
Convention on Civil Liability for Oil Pollution Damage.
Convention on Civil Liberty for Oil Pollution Damage
Convention on the Conservation of Antarctic Marine
Living Resources
Washington Convention on International Trade in
Endangered Species of Wild Fauna and Flora 1973.
London Convention for the Prevention of Pollution from
Ships 1973.
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Sl No
13

Commonwealth Act
Ozone Protection Act 1989

14

Haza rdous Waste (Regulation of Exports
and Imports) Act 1989

15

Antarctic Mining Prohibition Act 1991

16

Environment Protection and Biodiversity
Conservation Act 1999

International Treaty
Vienna Convention for the Protection of the Ozone
Layer 1985.
Montreal Protocol on Substances that Deplete the Ozone
Layer 1987.
Basel Convention on the Control of Transboundary
Movements of Hazardous Wastes and their Disposal
1989.
Antarctic Treaty 1959.
Protocols on Environmental Protection 1991.
Paris Convention for the Protection of the World
Cultural and Natural Heritage 1972.
Bonn Convention on the Conservation of Migratory
Species of Wild Animals 1979.
Ramsar Convention on Wetlands of International
Importance. 1971.
UN Convention on Biological Diversity 1992
UN Framework Convention on Climate Change 1992.

7.5 Important judicial decisions on ESD
A few of the notable judicial decisions on implementation of ESD principles including precautionary
principle, intergenerational equity, biodiversity and ecological integrity, and improved valuation of
environment are summarised in Table 7.3. According to the rule of ‘doctrine of precedence’ or
principle of ‘stare decisis’, each of these cases influences the development of ESD and judicial
decisions relating ESD, ahead of its time, under the ‘common law’ system in Australia.

7.6 Environmental legislations to complement and support ESD
Major environmental legislations in NSW and at the Commonwealth level and how they incorporate
ESD principles are analysed and presented in Table 7.1. As it is seen from Table 7.1 that the
Fisheries Management Act 1994 (NSW), the Threatened Species Conservation (TSC) Act 1995
(NSW) and the EPBC Act 1999 (Cth) have embraced the principles of ESD and the means to
implement them into their regulatory framework quite well. In comparison, for EP&AA (NSW), there
are opportunities for improvement in the legislation so that ESD can be implemented much more
meaningfully and effectively in the land, natural resources and environmental planning and
development in NSW.
The following legislations complements EP&AA 1979 (NSW) to implement ESD and they are: (i) the
Coastal Protection Act 1979 (e.g. Part 3); (ii) the National Parks and Wildlife (NPW) Act 1974 (e.g.
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Table 7.3 Important judicial decisions promoting ESD in NSW and Australia
Judicial case name, year &
reference
Precautionary principle
Murphyores Inc Pty Ltd v
Commonwealth (1976) 136 CLR 1
Parramatta CC v Hale (1982) 47
LGERA 319
Commonwealth v Tasmania (1983)
46 ALR 625 (Tasmanian Dam case)

Bailey v Forestry Commission of
NSW (1989) 67 LGRA 200
The Crown v Murphy (1990) 64
ALJR 593 (The Murphy case)
Drummoyne
Municipal
Corporation v Maritime Services
Board (1991) 72 LGRA 86
Leatch v Director General of
National Parks and Wildlife
Service (1993) 81 LGERA 270 at
282
Nicholls v Director-General v
National Parks and Wildlife
(1994) 84 LGERA 397 at 419
Greenpeace Australia Ltd v
Redbank Power Company Pty Ltd
and Singleton Council, (1994) 86
LGERA 143

Legislation

Customs Act 1901 (Cth)
Environmental Planning and
Assessment (EP&A) Act 1979
(NSW)
Paris Convention for the
Protection of the World
Cultural
and
Natural
Heritage,
World Heritage Properties
Conservation (WHPC) Act
1983 (Cth)
EP&A Act 1979 (NSW)
Local Government Act 1936
(Qld)
EP&A Act 1979 (NSW)

National Parks and Wildlife
Act 1974 (NSW)
Land and Environment Court
(LEC) Act 1979 (NSW)
National Parks and Wildlife
Act (NPWS) 1974 (NSW)
EP&A Act 1979 (NSW)

Comments

HCA decided in favour of Cth decision to refuse export approval for mineral sands mined on Fraser
Island in Queensland on environmental grounds
The Parramatta Council in the development of Parramatta stadium has not considered ESD factors
adequately.
The HCA upheld the validity of the World Heritage Properties Conservation Act 1983 (Cth) to stop
development of Gordon- below- Franklin power scheme in an area of national and world significance in
Tasmania.

LEC NSW held that the Forestry Commission failed to comply with its statutory obligation for EIA for
logging operations.
The HCA on appeal, rejected the Supreme Court of Queensland’s decision for rezoning of a land
residential development, adjacent to beach which was an internationally recognized turtle rookery.
NSWLEC held that the development consent without EIS by the Maritime Services Board (MSB) to
increase the number of moorings at a marina, was invalid.
NSW LEC, on merits review, invalidated the Director– General of National Parks and Wildlife (NPWS)’
licence to Shoalhaven City Council to take or kill endangered fauna from an area of natural bushland,
where a road was proposed to be constructed.
NSW LEC, on merits review, upheld the adoption of a cautious approach in the protection of endangered
fauna in the course of forestry operations by the Forestry Commission of NSW, and it is clearly
consistent with the subject matter, scope and purpose of the NPWS Act.
NSW LEC, on appeal by Geenpeace Australia, held that a cautious approach should be adopted by the
Singleton Council, in granting development consent for the construction of a power station; however, it
does not require that the greenhouse issue should outweigh all other issues.
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Judicial case name, year &
reference
Northcompass Inc. v Hornsby Shire
Council (1996) 130 LGERA 248

Legislation
EP&A Act 1979 (NSW)

Alumino (Aust) Pty Ltd v Minister
Administering the Environmental
Planning and Assessment Act 1979
(NSW), [1996] NSWLEC 102
Friends of Hinchinbrook Society
Inc v Minister for Environment
(1997) 93 LGERA 249

EP&A Act 1979 (NSW)

The
GabcikovoNagymaros
Project (Hungary v Slovakia
(1998) 37 ILM 162 at 207

Sharing
of
international
watercourses
under
International Environmental
Law.

Carstens v Pittwater
(1999) 111 LGERA 1.

Council,

EP&A Act 1979 (NSW)

Hutchinson Telecommunications
(Australia) Pty Limited v Baulkham
Hills
Shire
Council
[2004]
NSWLEC 104 (2004)

EP&A Act 1979 (NSW)

Port Stephens Pearls Pty Ltd v
Minister for Infrastructure and
Planning [2005] NSWLEC 426
(2005)
Providence Projects Pty Ltd v
Gosford City Council [2006]
NSWLEC 52

EP&A Act 1979 (NSW)

World Heritage Properties
Conservation Act 1983 (Cth)

EP&A Act 1979 (NSW)
Threatened
Species
Conservation Act 1996 (NSW)

Comments
NSW LEC, on appeal, held that the development consent by Hornsby Shire Council for the green
organics bioremediation facility with potential impact of emission of odour and air pollution, was invalid
based on: (i) inappropriateness of the location of the facility so close to sensitive land uses; (ii) residents’
right to a healthy environment; and (iii) lack of adequate public participation for the decision.
NSW LEC, on merits review, held that the dross recycling process could be managed and controlled in
such a way that the environmental performance will be met, and the applicant is required to install a
particular control device, which will be activated in the event that the maximum level of emission of
fluoride is exceeded.
The Federal Court of Australia, held that the Commonwealth Minister for the Environment while
granting development consent to dredge a marina access channel and to cut and remove mangroves in
certain areas for carrying out a proposed resort village in the Great Barrier Reef World Heritage Area,
acted cautiously in assessing and addressing the risks to World Heritage values.
This judgment relates to sharing of international watercourses of the Danube River between Hungary and
Slovakia under a Treaty of 1977 ICJ held that Hungary was deprived of an equitable and reasonable
share of the natural resource and declared that 'environmental risks have to be assessed on a continuous
basis and the evaluation of the risks has to be by reference to current standards, and not the standards
obtaining at the time of any relevant agreement.
A commissioner of the NSW LEC had dismissed the applicant’s appeal against the refusal by the local
government authority to approve a dwelling house and associated works, based on: (i) the vegetation on
the development site comprised part of a threatened ecological community; and (ii) applying the
principles of ESD under the EP&A Act 1979 (NSW). NSW LEC, on appeal, held that Commissioner did
not err in holding that the principles of ESD must be a factor in this consideration.
The local government decided that the consent would be granted if the applicant would meet a level of
radio frequency electromagnetic radiation exposure limit stricter than the Radiation Protection Standard
to protect on human health based on the precautionary principle. NSW LEC, on merits review,
concluded that the Court should not impose conditions requiring a stricter level of precaution than was
justified by the evidence and the relevant Standard.
NSW LEC, on merits review, held that: (i) precautionary principle has become more than a ‘political
aspiration’; (ii) every obligations to have regard to the principles of ESD; and (iii) there be a monitoring
regime that will detect any emerging adverse impacts in regard to water quality, the effect on seagrasses
and the impact on marine animals.
NSW LEC, on merits review, held that the proposed retirement village development site contains an
endangered ecological community and the development consent must be refused.
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Judicial case name, year &
reference
Gales Holdings Pty Limited v
Tweed Shire Council [2006]
NSWLEC 85 (2006)
Telstra Corporation Limited v
Hornsby Shire Council [2006]
NSWLEC 133

Biological Diversity
Cole v Whitfield (1988) 78 ALR 42

Corkill v Forestry Commission of
New South Wales (1991) 73 LGRA
126.
Forestry Commission of New South
Wales v Corkill (1991) 73 LGRA
247
Booth v Bosworth, (2001) 117
LGERA 168

BGP Properties Pty Ltd v Lake
Macquarie City Council (2004)
138 LGERA 237
BT Goldsmith Planning Services
Pty Limited v Blacktown City
Council [2005] NSWLEC 210

Legislation

Comments

EP&A Act 1979 (NSW)
Threatened
Species
Conservation Act 1996 (NSW)
EP&A Act 1979 (NSW)
Land and Environment Court
(LEC) Act 1979 (NSW)
Telecommunications Act 1997
(Cth)

NSW LEC, on merits review, held that the proposed shopping and commercial development site is
habitat of a threatened species and a species impact statement (SIS) is required before the development
application could be determined.
Refusal for development application by the Hornsby Shire Council on local residents’ health and safety
grounds, for a mobile telephone base station to address inadequate mobile coverage in Cheltenham,
NSW by the plaintiff. The NSWLEC applied the precautionary principle and concluded that the
proposed development is meritorious and should be approved.

Tasmanian
Fisheries
Regulation (TFR) 1962

The HCA upheld that TFR 1962 applied to all produce, whether local or interstate, indiscriminately and
did not introduce any discriminatory protectionism, favouring Tasmanian produce by rejecting undersized crayfish imported from South Australia.
NSW LEC, on merits review, held that licensed logging contractors of the Forestry Commission of
NSW, adversely impacts endangered or protected species and constitute an imminent breach of the
NPWA.
This decision was upheld by the New South Wales Court of Appeal.

National Parks and Wildlife
Act (NPWA) 1974 (NSW)

Environmental Planning and
Biodiversity (EPBC) Act 1999
(Cth)
EP&A Act 1979 (NSW)
Local Government Act 1993
(NSW)

EP&A Act (NSW)
Threatened
Species
Conservation (TSC) Act 1995
(NSW)
Improved valuation of the environment principle
Axer Pty Ltd v Environmental Protection of the Environment

The Federal Court of Australia (FCA) held that disappearances or an appreciable reduction in the
numbers of the Spectacled Flying Fox from the Wet Tropics World Heritage Area, through death from
electrocution by electric grids used by farmer to protect his lynches crop, would impact on the World
Heritage Values of the area, and the electric grids fencing operation by farmers be immediately stopped.
NSW LEC, on merits review, held that the proposed integrated development application to subdivide
land for industrial use and storage at Redhead, containing threatened plant, ecological community, the
Sydney Freshwater Wetland, and close to residential areas. Adverse impact on threatened ecological
community, were such as to warrant refusal of the development application.
NSW LEC, on merits review, held that the proposed development for a site predominantly covered by an
endangered ecological community, a species impact statement (SIS), is required to accompany the
development application.

Aerial spraying of pesticides on irrigated fields of cotton, drifted over into a nearby river, causing
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Judicial case name, year &
reference
Protection Authority (1993) 113
LGERA 357

Intergenerational equity
Oposa v Secretary of State of the
Department of Environment and
Natural Resource, Philippines
(1994) 33 ILM 193

Legislation
Operations
(NSW) 1997

(POEO)

Comments
Act

pollution and the death of fish. The Court of Criminal Appeal of NSW held that in order to prevent
pollution of the river, it was necessary, that the company delay spraying until the conditions were
appropriate for it and no doubt that delay costs money. Ordinarily, the fine to be imposed should be such
as to make it worthwhile that costs of this kind be incurred.

Environmental rights under
the Philippines Constitution

The plaintiffs representing themselves and the interests of future unborn citizens, claimed that the issue
of forest licences contravened a provision of the Philippine Constitution that guaranteed a public right to
a balanced and healthful ecology. The Supreme Court of Philippine granted standing to the plaintiffs.
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ss.87, 90); (iii) the Native Vegetation Act 1997 (e.g. ss.3 and12) (Patra Holdings Pty Ltd v
Minister for Land and Water Conservation (2001) 119 LGERA 231); (iv) the Fisheries
Management Act 1994 (e.g. ss. 201, 205 or 219); (v) the Heritage Act 1977 (e.g. Part 4, s.39,
s.57); (vi) the Water Management Act 2000 (e.g. ss.89, 90 or 91); (vii) the Rivers and
Foreshores Improvement Act 1948 (e.g. Part 3A); (viii) the Rural Fires Act 1997 (e.g. s.100B);
(ix) the Threatened Species Conservation (TSC) Act 1995 (e.g. Part 2- Division, ss.109, 110 6);
(x) the POEO Act 1997 (e.g. s.3); and (xi) the Local Government Act 1993 (e.g. s.124).
Many of the environmental legislation in NSW provides open standing to remedy or restrain
breaches and threatened breaches, which encourages public participation and to enhance
implementation of ESD principles in NSW and they are: (i) EP&A Act 1979 (NSW) (s.123); (ii)
the Heritage Act 1977 (s.153); (iii) the Environmentally Hazardous Chemicals Act 1985 (s.57);
(iv) the Uranium Mining and Nuclear Facilities (Prohibitions) Act 1986 (s.10); (v) the National
Parks and Wildlife Act (s.176A); (vi) the Wilderness Act 1987 (s.27); (vii) the Threatened
Species Conservation Act 1995 (ss.147); (viii) the Native Vegetation Conservation Act (s.63);
(ix) the POEO Act 1997 (s.252, 253); and (x) the Water Management Act 2000 (s.336).
Lack of adequate financial support for public interest environmental litigation is quite often, one
of the major constraints for lobbying, pursuin g and implementing ESD. In NSW, there are
financial support, although very limited, for ‘public interests environmental litigation’ and they
are: (i) NSW LEC has power to order security for the payment of costs under s.69(3) of the
Land and Environment Court Act 1979, for example, Melville v Craig Nowlan & Associates Pty
Ltd [2002] 54 NSWLR 82 for a case under s.123 of the EP&AA; (ii) Legal Aid Commission of
NSW; (iii) the Environmental Defender’s Office (EDO) in NSW; and (iv) ‘Public interest’
environmenta l litigation pursued by few Australian legal firms.
It is also to mention that, the National Forest Policy Statement provides for joint commonwealth
and state comprehensive regional assessments of the natural, cultural, economic and social
values of Australia’s forests intended to bring about ecologically sustainable management of
public and private forests (Haggarty & Morrison Pty Ltd v The State of NSW (1995) 98 LGERA
226).
The EPBC Act 1999 (Cth) applies in NSW for development projects involving ‘matters of
national environmental significance (MNES)’, for activities on/ impacting commonwealth land
and for commonwealth government functions and operations, and thus plays a role in
implementing ESD in NSW (Raha, 2006d). The EPBC Act 1999 has incorporated ESD
including biodiversity, indigenous people and heritage values, quite well in the objects (s.3),
application or implementation (ss.3A, 28A, 131, 136, 270,271, 287, 464 and 516A). Matter of
national environmental significance includes: (i) World Heritage Properties (e.g. ss.316, 323;
EPBC Regulation 10.01); (ii) National Heritage Places (e.g. ss.15B, 15C, 324C; EPBC
Regulation 10.01A); (iii) Wetlands of International Significance or Ramsar wetlands (ss.16, 17;
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EPBC Regulation 10.02) (e.g. Minister for the En vironment and Heritage v Greentree (No.2)
[2004] FCA 741); (iv) Commonwealth Marine Areas (ss. 23(1), 23(2), 23(3), 23(5), 23(6), 24A;
(v) Threatened Ecological Communities and Threatened Species (ss.18, 18A; Regs 7.01, 7.02);
(vi) Migratory Species (ss. 20, 20A); and (vii) Nuclear Actions (ss.21, 22A). An approval from
the Commonwealth Minister for the Environment and Heritage is required for development and
planning of such land and natural resources, just mentioned, for example, Sydney’s Kurnell
Desalination Plant (Raha, D., 2006d).
Government decisions which concern the environment can be reviewed by: (i) the Federal Court
to review whether a decision- maker has acted fairly, within power and according to law, that is,
‘whether correct decision- making process was followed’, called “judicial review” under the
Administrative Decisions and Judicial Review (ADJR) Act (Cth); (ii) the Administrative
Appeals Tribunal (AAT) reviews whether the decision is appropriate, called “merits review”;
and (iii) Commonwealth Ombudsman has investigative powers to review decision- making
procedure in general.
Only person(s) ‘aggrieved’ by a decision and have a “special interest” in the subject matter
above and beyond that of the general public has standing to sue. For example , in ACF v
Commonwealth (1980) 146 CLR 493, the ACF could not demonstrate its “special interest” in the
subject matter of litigation; while in the Tasmanian Wilderness Society (TWS) v Fraser (1982)
153 CLR 270, the TWS successfully demonstrated “special interest” and sued for breaching the
Australian Heritage Commission Act 1975.

7.7 Non- State actors in promoting ESD in NSW
Non- state actors for many years have been accepted on government delegations and able to
participate as observers in the activities of international organizations, through their rights
granted in the treaty (e.g. 1992 OSPAR Convention, the 1998 Aarhus Convention), or by rules
of procedure or by practice. Non- government organizations (NGOs) are involved in the
implementation, monitorin g and enforcement of international environmental agreements and in
the development of common transnational standards and environmentally sound business
practices (P Wensley in B Boer et al, 1994).
In Australia, there is a number of peak NGOs at the state and national level: (i) at the national
level- Australian Conservation Foundation (ACF), Greenpeace Australia, The Wilderness
Society, World Wide Fund (WWF); (ii) at the state level- Nature Conservation Council (NSW).
At the international level, few of the notable non- state actors and NGOs are: (i) ScienceInternational Council of Scientific Unions (ICSU) e.g. Scientific Committees on Problems of
the Environment (SCOPE, 1969), on Antarctic Research (SCAR, 1958); (ii) Environmental and
Developmental organization- the International Union for the Conservation of Nature (IUCN),
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UN Environment Program (UNEP), World Wide Fund (WWF), Greenpeace, Friends of the
Earth, GATT Uruguay Round, NAFTA; (iii) Legal Groups- International Law Association
(ILA), IUCN Environmental Law Centre, Environmental Defense Fund (EDF), Earthjustice,;
(iv) Corporate sector- International Chamber of Commerce (ICC), Business Council for
Sustainable Development; (v) the media - for example, in the Nuclear Test Cases, the ICJ held
that it did not have to decide on the Australian and NZ claims, after the French Prime Minister
made a statement at a press conference that France no longer intended to conduct atmospheric
nuclear test after 1974 [(1974) ICJ Reports 253, para. 37].

7.8 Summary
It is clear that the law on ESD is gaining momentum in NSW in natural resource including land
and water planning and development, and environmental conservation, protection and
improvement through judicial decisions. While the four fundamental elements of sustainable
development – the precautionary principle, intergenerational and intragenerational equity,
conservation of biological diversity and ecological integrity, and improved valuation and
pricing for the environment– have been discussed and promulgated in various international and
national legal contexts, there is still a long way to go in terms of their implementation. It is
important in Australia to recognize ESD as an emerging norm of customary international law
and also keeping in perspective that the High Court of Australia has confirmed that domestic
legislation will be interpreted and applied in conformity with customary international law. The
role of the judiciary in relation to the law of ESD is of great importance in the Australian and
international context.
For sustainable management of wastewater treatment plants, the ESD principle for improved
valuation and pricing for the environment, through legal instruments, such as ‘polluter pays
principle (PPP)- those who generate pollution and waste should bear the cost of containment,
avoidance, or abatement,’ is very fundamental and necessary. A consistent and uniform
framework to measure pollution from wastewater treatment plants in environmental and
economic terms will be discussed in Chapter 8.
Many key decisions of judiciaries in NSW, Commonwealth and overseas, on ESD, have been
discussed briefly in this chapter and it has been shown that, on a case-by case basis, a body of
environmental jurisprudence with respect to sustainable development is indeed emerging. There
are increasing public expectation and challenges facing the judiciary to clearly define the
circumstances of application and the means of implementation of the principles of sustainable
development so that this body of law can continue to develop and grow.

181

Chapter 8: Measuring Pollution from of WWTPs in Environmental
and Economic Terms
8.1 Introduction
As discussed in Chapter 1 that water is a finite and vulnerable resource, essential to sustain
life, development and the environment. This meager fresh water resources are further reduced
by pollution from industries, business, agriculture and the domestic household, for example,
approximately 2 million tons of waste per day are disposed into receiving waters around the
world. In the 20th century, population has increased by a factor of about three, whereas water
withdrawals have increased by a factor of about seven. Currently, one- third of the world’s
population are in medium to high water stress and this ratio is expected to grow by more than
half by 2025 (Clausen and Fugi, 2005). Analysis undertaken for the World Commission on
Water suggests that, over the coming 25 years, the areas affected by “severe water stress” on
the planet will expand by more than 2 million square kilometres. The number of people living
in the worst- affected regions will nearly double from 2.1 billion to 4 billion (Alcamo, et. al.,
2000). Water quality has a major bearing on human activities, including domestic, irrigation
and industrial water supply, commercial fishing, recreation and tourism. Water resources are
ultimately linked to the state of the catchments they drain, and the health and diversity of the
ecosystems.
Australia is the driest continent on earth in terms of total precipitation and runoff, which is
widely varied spatially and temporally (Raha, 2006b). One- quarter of the continent
contributes to about four- fifths of the total runoff and about 85% of the meager precipitation is
lost in evapotranspiration (Aplin, G., 1998) and for bulk of the continent, evaporation exceeds
rainfall on a yearly basis. Most Australian river systems are currently over- allocated, 40%
show clear sign of degradation and have experienced the incidence of the world’s longest algal
bloom in 1991 (Tan, Poh- Ling., 2005), and it is estimated that within 20 years, drinking water
in Adelaide will fall below WHO salinity standards in two days out of five (Lyster, R., 2005).
In this chapter, we will discuss, how the environmental protection licence (EPL) including the
market- based economic instrument (MBI) like load- based licensing (LBL) plays a major role
in containing these pollutant disposal into receiving waterways. EPL specify environmental
performance requirements for specific industrial activities, and it facilitates sustainable
development (SD) through implementation of the following principles of the Rio Declaration
on environmental protection (United Nations, 1992).
Rio Declaration: Principle 4:
In order to achieve sustainable development, environmental protection shall constitute an
integral part of the development process and cannot be considered in isolation from it.
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Rio Declaration: Principle 11:
States shall enact effective environmental legislation. Environmental standards, management
objectives and priorities should reflect the environmental and development context to which
they apply…
Rio Declaration: Principle 16:
National authorities should endeavour to promote the internalisation of environmental costs
and the use of economic instruments, taking into account the approach that the polluter should,
in principle, bear the cost of pollution, with due regard to the public interest and without
distorting international trade and investment.
Environmental pollution control licensing is used in almost all countries because it is a
practical and demonstrably effective method of controlling harmful, damaging, and costly
discharges. Similarly, the New South Wales (NSW) Environment Protection Authority (EPA)
(now named as Department of Environment and Conservation (DEC)) uses environmental
protection licences (hence forth called ‘licence’) to prevent or minimise pollution by requiring
licence holders to comply with limit, operating, monitoring, reporting and other specific
conditions (NSW EPA, 2006).
Air and water pollution imposes a range of costs on the community. Examples include
increased morbidity and mortality, reduced quality of life, direct health expenditures, lost
earnings, reduced productivity for a range of industries, reduced recreational opportunities,
preventive expenditures, reduced biodiversity and ecological damage. A number of different
methods have been used to value these costs. The NSW EPA’s environmental valuation
database, ENVALUE, is a collection of valuation estimates that provides information on each
area of valuation and guidance in using the estimates in decision-making (NSW EPA, 1998).
The polluter- pays principle (PPP) means ensuring that polluters pay the full cost of their
polluting activities including pollution prevention, control and pollution damage costs. PPP is
a pricing principle where the source directly responsible for pollution bears the cost of
resulting environmental damage, and it is based on both equity and economic efficiency
grounds. PPP started out as an economic principle adopted by the Organisation of Economic
Cooperation and Development (OECD) in the 1970s. In 1991 OECD countries formally agreed
that not only pollution administration, prevention and control costs, but also pollution damage
costs (that is, the costs of environmental damage resulting from discharges and emission of
pollutants), should be borne by the polluter. PPP was also enshrined in the Rio Declaration in
principle 16. The OECD emphasised that the economic efficiency will be enhanced if external
pollution costs are borne by polluters, and not the general community ((OECD 1996c). These
costs include abatement costs, licence administration costs and external pollution costs.
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Now sustainable development (SD) is the fulcrum around which the environmental law is
evolving internationally. The national and international environmental law (Raha, 2006b)
would now seem to be based upon two principles- the principle of the permanent sovereignty
of states over their natural resources and the principle of sustainable development (SD). In
1998, the vice- president of the International Court of Justice (ICJ) concluded that “the
principle of sustainable development is thus a part of modern international law by reason not
only of its inescapable logical necessity, but also by reason of its wide and general acceptance
by the global community” (ICJ, 1998). PPP is the way for implementing the principles of
sustainable development (SD) or ecologically sustainable development (ESD) through
implementing improved pricing and valuation of environmental resources and conservation of
biodiversity and ecological integrity. Therefore, environmental protection licence and loadbased licensing, which support ESD, are becoming part of the customary international and
national environmental law. Similar is the view of the World Trade Organisation (WTO)
(Birnie, P. and Boyle, A., 2002). The High Court of Australia has also confirmed that domestic
legislation will be interpreted and applied in conformity with customary international law
(Minister for Immigration and Ethnic Affairs v Teoh (1995) 183 CLR 273).
Market- based- instruments (MBIs), like the load- based- licensing (LBL) plays an important
role in production and consumption decisions. For example, if polluters do not have to pay to
discharge wastes, they will ignore the pollution costs imposed on the community by their
operations. Not only will this result in non-optimal production and discharge decisions- it will
place any competitors who choose not to generate harmful discharges at a competitive
disadvantage. Implementation of LBL encourages prevention and reduction of pollution
through the financial incentive of lower pollutant fees. It encourages fairness and equity in
environmental protection licence fees among industries based on their individual
environmental performance in reducing and managing both pollution and risks, and
endeavours to shift (internalise) external pollution costs from society to the polluters. It takes
into account production capacity, quality of process technology and the load of pollutants, their
harmfulness and the sensitivity of the receiving environment where the pollutants are released.
LBL provides industry with a number of ways to reduce the fees they pay: (i) reduce the
pollutant load emitted; (ii) reduce the impact of the pollutants on the environment; or (c) agree
to reduce the load at some time in the future (Raha, 2003f). LBL harnesses the power of ‘the
market’ so that the most cost- effective pollution reduction methods are used to achieve
positive environmental outcomes, and it uses pollutant ‘load’ (the amount of pollution) as the
basic unit of measure, rather than pollution concentration (NSW EPA, 2001a). LBL has
become mandatory for WWTPs in NSW and documented in their individual licences.
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8.2 Demerits of di scharge concentration-based licensing
Traditional environmental protection (EP) licensing system using ‘command and control
technique’ focuses primarily on controlling the concentration of pollutants in discharges
applying ‘emission standard’ and ‘technolo gy standard’ and has had a technology focus,
requiring application of best available technology (BAT) or one of its many ‘derivatives’ (for
example, best available technology economically achievable - BATEA).
This is effective in controlling acute impacts. However, many pollutants are persistent and can
have serious impacts on the environment that become apparent only in the longer term. Some
environments might be able to withstand short-term stresses from pollutant loads but can
become increasingly degraded if these are maintained over a longer time period. In some cases
irreversible damage can occur. There were a number of problems with the command & control
approach, and they are:
-

Even though all licence holders might comply with their technology-based concentration
limits, cumulative increases in total pollution could arise from increasing numbers of
sources of pollutant loads due to economic expansion.

-

Concentration-based licences did not encourage conservation or re-use of water.

-

It was weak in stimulating ongoing improvement in environmental performance beyond
mere compliance with the required minimum level of performance.

-

The licence fees were a fixed and unavoidable cost to industry; there was little incentive for
licence holders to monitor, track or manage licence fees.

-

There were no direct link between pollutant loads and licence fees, which were very small
compared with the costs of abating pollution in most cases.

-

Good environmental performers were economically disadvantaged to the extent of their
resource commitment for pollution abatement, compared to their competitors.

-

The cost of environmental harm caused by pollution was borne by the wider community
(externality); there were no attempts to internalise the costs of polluting activities.

-

There were various anomalies that are inequitable. For example, in NSW, 75% of the
licence fees were levied on Sydney Water Corporation’s five primary ocean wastewater
treatment plants (WWTPs). This means that the average fee for the remaining 3400
pollution licences is only $2,200 a year (NSW EPA, 1998). This means, the bulk of the
firms, who impose costs to society through environmental pollution while producing their
goods and services, do not incur the costs of environmental damage (externalities). For
example, the LBL scheme has helped Central WWTP to reduce its licence fees based on
its environmental performance from $ 307/ ML in 2000/01 to $11/ ML in 2003/04 (Raha,
D., 2003f).
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-

It is difficult to protect against the cumulative effects of population growth and economic
expansion. Even if every polluter used the best available technology, environmental
objectives might still not be met.

-

Under the concentration- based licensing approach, for example in NSW, fees simply
recover administrative costs (NSW EPA, 1998).

8.3 Merits of load-based licensing (LBL)
The merits of the LBL Scheme can be stated briefly as follows:
-

To provide incentives to reduce discharges of pollutants based on the ‘polluter pays
principle (PPP)’ and to apply them within an equitable framework

-

To give industry incentives for ongoing improvements in environmental performance and
the adoption of cleaner technologies

-

Fees provide an automatic incentive for licensees to reduce their pollution loads below any
mandated limits and to develop innovative, cost- effective abatement techniques

-

Licensing is more transparent and predictable, and no need for potentially expensive and
time consuming negotiations between the EPA and licensees

-

The costs of environmental degradation are at least partly transferred back to the polluter
instead of being borne by the wider community. This ‘internalisation’ of ‘external’ costs
could be expected to lead to greater overall wealth for the state, because it reduces existing
distorting subsidies (NSW EPA, 1998). Subsidising certain activities by granting polluters
‘free’ access to environmental goods (i.e. by failing to charge pollution fees) encourages
inefficient consumption and over-exploitation of natural resources.

-

Tradeable Permits/ Emission Trading Scheme under the LBL sets a framework allowing
participating industries to trade emission credits in a designated area where total allowable
emissions are capped. This provides an overall environmental standard that must be met,
while allowing industry the flexibility in meeting its environmental goals. EPA would
establish quotas or release entitlements for polluting substances. The total number of
entitlements would be set to achieve desired environmental goals, either immediately or
over time. Licence holders would need to obtain sufficient entitlements to match their
quantity of discharge. If they chose to reduce their discharges below the amount of their
holdings, they could sell their excess entitlements to other licensees. Licensees with a
deficit of entitlements could either reduce their discharges or purchase additional
entitlements (NSW EPA, 1996, 1995). The regulation would provide a high level of
assurance that quantitative discharge goals could be met because the EPA would control
the number of permits. The tradeable permits would ensure the lowest overall abatement
cost to achieve a given objective, given an efficient permit market.
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-

Align the incentives of the LBL Scheme as closely as possible with current environmental
priorities. For example, fees will be higher for more harmful pollutants in areas where
there are critical excesses of those pollutants, for example, total nitrogen and total
phosphorus discharge into the Hawkesbury- Nepean River in NSW, Australia.

-

To protect, restore and enhance the quality of the environment, having regard to the need
to maintain ecologically sustainable development (ESD).

-

Within the constraint of the load limits, licensees will generally be free to select a
discharge management strategy that balances the cost of licence fees with pollution
reduction measures.

-

Exceeding load- based limits would constitute a breach of the licence and will be
considered for prosecution. Concentration based limits will remain as required to prevent
acute and chronic impacts on human health, ecology or the natural environment.

-

LBL has been the catalyst for a shift to performance- based regulation that in itself will
provide major efficiency gains (Raha, D., 2003d) and will facilitate ecologically
sustainable development (ESD).

-

LBL could be applied for managing every kinds of environmental pollution, such as land,
air and water.

-

The introduction of emission taxes (pollutant load fees) has also promoted a cultural
change where pollution reduction becomes an operational cost factor rather than merely
ensuring minimum regulatory compliance.

-

LBL also impacts the regulatory body to the extent that the relative pollution taxes
explicitly signal environmental improvement priorities.

-

The annual licence fee is calculated on the potential environmental impact of that
pollution, not on concentration levels.

-

LBL offers polluters a financial incentive to reduce the pollution they produce, and to keep
on reducing it. It also encourages industry to invest in pollution reduction in those areas
where it will most reduce fees, and so improve the environment the most.

-

LBL imposes environmental performance standards (and a fee structure) but not defining
the specific pollution control mechanism.

-

The objective of LBL is to align the incentives of the Scheme as closely as possible with
current environmental priorities. For example, fees will be higher for more harmful
pollutants in areas where there are critical excesses of those pollutants or in other words
pollution fees will be at levels that is expected to result in desired discharge reductions in
relation to established ambient goals for each receiving environment and pollutant.
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8.4 Mitigating environmental impact with LBL (PPP)
Under the LBL Scheme, chronic and cumulative impacts will be controlled by absolute
maximum load limits. Absolute concentration limits will remain where needed to prevent acute
impacts on the environment. Licence fees will be used to encourage ongoing improvement
beyond the ‘bottom-line’. Load limits will be set to prevent deterioration of current ambient
conditions. LBL is used as an administrative platform to implement emissions trading schemes
to provide greater assurance of overall environmental outcomes, and to reduce overall
environmental compliance costs. LBL will force industries to internalise the externality cost of
their activity for environmental pollution. The fee for a given pollutant load in a given location
would be the same, irrespective of which industry emitted it. This would provide appropriate
incentives to optimise society’s resource use and production patterns. It would be a practical
application of the polluter-pays principle.
Essential features of LBL scheme as discussed above can be summarised in Table 8.1.

8.5 Important elements in LBL
8.5.1 Assessable pollutants
There are two types of environmental pollutants: (1) fund pollutants and (2) stock Pollutants.
Fund pollutants are those for which the environment has some assimilative capacity e.g.
biological oxygen demand (BOD), total nitrogen (TN), etc. On the other hand, stock pollutants
are wastes that can not be absorbed or transformed by natural processes e.g. heavy metalscadmium, mercury, etc. Under the LBL in NSW (Australia), there are 13 (consisting of 25
harmful chemicals) assessable pollutants (refer Table 8.2), based on their potential to damage
the water environment, whose concentration and loads in the effluent from WWTPs need to be
monitored and controlled by the licensee. The impact categories considered in determining
‘pollutant weighting (PW)’ for substances are mentioned in Section 8.5.7.
These 25 pollutants are assigned different Pollutant Weightings (PWs) (refer Table 8.5)
depending upon their individual harmfulness and the sensitivity of receiving waters (eg open
coastal, enclosed and estuarine waters), where these pollutants are being discharged (Society
of Environmental Toxicology and Chemistry, 1993). The pollutants are appropriately weighted
(PWs) to ensure that their relative harm is adequately reflected in the licence fees. Assessable
pollutants have been identified based on: (i) their potential to cause serious environmental and
human health harm is known and well understood; (ii) potentially significant discharges of the
pollutants from industry, commerce and domestic sources; and (iii) robust measurement
techniques are available. For assessable pollutants, licensed load limits and load- based fees
will apply.
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Table 8.1 Summary of legislative and environmental management aspect of LBL
Efficiency
Features
Criteria
Assurance of Annual load limits to control
environment
cumulative impacts.
protection
Continuous concentration limits
to control acute and chronic
impacts.
Assurance of environmental
outcome.

Cost
effectiveness
in achieving
environmental
goals

Performance-based
approach,
licensee free to select compliance
method.
Gradually
implements
fee
consistency between and within
industry sectors.
Incentives
increase
where
environment improvement needs
is greatest.
Uses pollutant load as primary
measurement of harm.
Minimisation
Administration fees are part of
of
load based incentive fee, not
administration additional.
fees
Provides for use of low-cost load
estimation techniques (discharge
factors).
Scheme complements National
Pollutant/ Emission Inventory
(NPI).
Efficient
Moves to equitable recovery of
recovery
of administrative costs.
administrative
costs
Capacity
to Load
reporting
allows
review
quantitative evaluation of changes
efficiency of in discharges and resulting
regulators
ambient outcomes.
Area
of Broader industry coverage
application
Transparency Regulation could be developed
through
extensive
public
consultation and stakeholder
input.
Creates a public reporting system
and register for discharges.
Fee structure based on objective
techniques and fully documented
(Refer to NSW EPA, 1998)

Benefits
Prevents ‘creeping background’ increases in
discharges.
Clearly defines essential required outcomes.
Relies on annual load limits in licences to
protect ‘bottom line’ with fees providing
ongoing incentives for improvement.
Fee on total load of all pollutants, with
double charge rate for portion of loads over
achievable threshold.
Differential ‘weightings’ for pollutants to
reflect: (i) their relative harmfulness; (ii)
conditions in local environment, applicable
to specific pollutants.
Harnesses market forces to stimulate
innovation. Active encouragement of lowest
cost solutions.
Helps focus abatement efforts where most
beneficial.
Creates potential for trading schemes to
further reduce overall compliance cost.

Reduced administrative costs via process
streamlining and IT upgrade.
Minimises economic ‘deadweight’ of
administrative fees.

Implements ‘polluter-pays’ to enhance
equity and economic efficiency.
Provides mechanism to check ‘value for
money’ of regulatory approach and ensure
regulatory activities are targeted in priority
areas.
All major industry, WWTPs, Wastewater
networks.
Incentive fees proportional to explicit
environmental priorities.
All stakeholders can track environmental
performance and comment on outcomes and
equity.
Opportunity
to
optimise
regulatory
efficiency based on input from all
stakeholders.
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In NSW, the methodology and resulting ‘pollutant weighting (PW)’ values have been
developed based on the internationally accepted Life Cycle Impact Assessment (LCA)
methodology (ISO14040–Life cycle Assessment, 1998 and ISO14042, 2001).
The relevant impact categories that were selected from the established international list
(Society of Environmental Toxicology and Chemistry, 1993) are: (i) human toxicity (water);
(ii) aquatic ecotoxicity; (iii) Nutrification (water); and (viii) utility and nuisance.
8.5.1.1 Human toxicity
For water pollutants, human toxicity was scored using maximum acceptable daily intake (ADI)
from National Health and Medical Research Council (NHMRC, 2005; NHMRC, 2004)
standards where possible. In cases where there is no set Australian value, values from the
Dutch National Institute of Public Health and Environment Protection (RIVM) were used. The
RIVM values were adopted because they are most commonly used in the Life Cycle Impact
Assessment (LCIA) literature (NOH, 1992a and NOH, 1992b).
8.5.1.2 Aquatic ecotoxicity
Assessment of substances with an ecotoxic effect in waters was based on the ANZECC
guidelines for the protection of aquatic ecosystems, using the critical volume approach
(ANZECC, 2000). The pollutants were considered separately for marine and other waters.
8.5.1.3 Nutrification (water)
Using the LCA methodology, the contribution of pollutants to nutrification was determined by
calculating their nutrification potentials (NP). These are a measure of the capacity to form
biomass relative to phosphate (PO 4 3-). Biomass is based on the average composition of algae.
The other assumptions used to calculate NP were that:
-

Only substances containing nitrogen or phosphorus are considered to be nutrifying

-

One mole of biomass requires 138 moles of O2 for degradation (which can be measured as
chemical oxygen demand (COD))

-

Biological oxygen demand (BOD) is half of COD.

-

Consistent with best available information and current EPA licensing policy, phosphorus
and BOD were not included in the weightings when discharged to marine waters.

8.5.1.4 Utility and Nuisance
The selected international LCA categories do not capture a number of impacts that are of
significant concern to the community or that can cause significant economic loss. Principally
these relate to diminished recreational and residential amenity and the economic use of fresh
waters. In order to ensure that these impacts are adequately reflected in the pollutant
weightings, the ‘utility and nuisance’ category was added. The selected values were based on
the NSW EPA’s extensive experience in investigating and responding to such community
concerns (NSW EPA, 1998).
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Table 8.2 Assessable LBL pollutants and their environmental & health impacts
Assessable
LBL
pollutants
Salinity

Suspended
solids

Biochemical
oxygen
demand
(BOD)
Chromium

Impact on environment and human health
High levels of salinity render water unfit for consumption by humans and
animals.
Reduces crop yields and affects sensitive flora and fauna.
Causes damage to industrial and agricultural equipment.
Reduces the penetration of sunlight through water, limiting biological activity
of aquatic organisms, smothers bottom dwelling organisms and clogs the gills
of fish.
High levels can make water unsuitable for a range of human uses and
environmental needs.
Aggregations of organic and inorganic matter that form suspended solids
(visible as turbidity) may provide a distribution mechanism for
microorganisms, heavy metals or toxic organic compounds.
Reduced availability of oxygen in water increases environmental stress on
most organisms and in extreme cases will cause death.

Causes digestive tract cancers via drinking water.
When irrigated, even low levels can reduce crop yields.
Bio-accumulates in aquatic organisms.
Chromium (VI) is a carcinogen.

Copper

Adds unpleasant taste to drinking water.
Causes staining of laundry and plumbing fixtures
Ingestion of excess copper causes nausea, abdominal pain, vomiting, cirrhosis
of the liver, and in extreme cases, death.
Selenium
Can cause gastrointestinal disturbance, discoloration of the skin and harm
teeth in high doses in drinking water.
Ingestion of excess selenium may result in deformities of nails, gastrointestinal
disturbances, dermatitis, dizziness, lassitude and garlic odour to the breath.
Toxic to animals at high doses.
Zinc
Adds unpleasant astringent taste in drinking water.
High levels toxic to plants and microorganisms.
Ingestion of excess zinc may result in nausea, vomiting, diarrhoea, abdominal
cramps, copper deficiency, anaemia , and gastric erosion.
Total
Excessive quantities promote algal and other plant growth, reducing the
Nitrogen
amount of oxygen available to other aquatic organisms.
Some algal bloom like cyanobacteria release toxins into the water rendering it
unfit for consumption;
Nitrogen as nitrite is mutagenic , and is associated with the oxidation of
haemoglobin to methaemoglobin, which is then unable to transport oxygen to
the tissues.
Nitrogen as nitrate is associated with increased incidence of gastric cancer.
Total
Excessive quantities promote algal and other plant growth, reducing the
Phosphorus
amount of oxygen available to other aquatic organisms.
Some algal blooms are toxic at high concentrations
Acts as a limiting factor in the growth of microorganisms, including
pathogenic bacteria and cyanogenic algae in water bodies.
Oil
and Surface slicks reduce sunlight penetration and reduce surface reaeration of
grease
water.
Spoils water for recreational purposes.
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Assessable
LBL
pollutants

Impact on environment and human health

At extreme concentrations, affects water birds which ingest it or whose
plumage is coated with oil or grease.
Fats, oils and greases are hydrophobic (water-repelling) and so become centres
of concentration for other hydrophobic chemicals such as pesticides and
aromatic solvents.
Lead
Effects at higher concentrations include chronic renal disease, chronic anaemia
and neurological disorders.
Low-level exposure can impair neurological, intellectual and psychological
functioning in young children and other immature mammals.
Lead is a cumulative poison that can severely affect the central nervous
system, with probably adverse effects on intelligence. Infants, fetuses and
pregnant women are the most susceptible.
High amounts of lead can cause kidney damage, interference with the
production of red blood cells, and interference with calcium metabolism and
consequent bone formation.
Mercury
Toxic effects in humans, occurring mainly on the nervous system, leading to
degenerative conditions such as tremor and psychological abnormalities at
high concentrations
Mercury accumulates in the kidney, leading to kidney failure. It may also
cause tremors, mental disturbances, Minamata disease and gingivitis.
Cadmium
Produces toxic effects in humans, including acute irritation of the lungs and
chronic kidney disease; classified as possible human carcinogen.
Toxic to animals and plants in low concentrations
Long-term exposure to cadmium can cause kidneys to excrete proteins. It may
also cause softening of the bones (oseteomalacia) in sensitive individuals.
Inhaled cadmium is probably carcinogenic.
Pesticides and PCBs
Organochlorine pesticides
- Aldrin
Very high toxicity to most fish and invertebrate species, and is
bioaccumulated.
Aldrin accumulates in fatty tissue from where it can be mobilised into the
blood with potential toxic effects. Aldrin is neurotoxin in high doses.
- p,p- DDE
DDE has a moderate toxicity to a range of freshwater and marine species.
DDT is converted to DDE. DDE accumulates in fatty tissue.
- p,p- DDT
DDT has a moderate to low toxicity to freshwater molluscs, algae and
flatworms, but very high toxicity to most other aquatic and marine species.
- Dieldrin
Dieldrin has a high to very high toxicity to all freshwater and marine species
tested.
Dieldrin accumulates in fatty tissue and from which it can be mobilised into
the blood with potential toxic effects. Dieldrin is neurotoxin in high doses.
Endosulphans have a very high toxicity to fishes and they are also very toxic
Endosulphan to some invertebrate species.
Endosulphan may cause effects to the central nervous system, irritability,
(α, β)
convulsions, renal failure and death
- Heptachlor Heptachlor was highly toxic to most species tested, and sensitivity increased
with exposure3 .
Heptachlor is acutely neurotoxin at high doses., and is a possible carcinogen in
humans.
- Lindane
Lindane has a high to moderate toxicity to most species tested although some
molluscs were less sensitive.
Lindane is neurotoxin at high doses and is a possible carcinogen in humans.
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Assessable
Impact on environment and human health
LBL
pollutants
Total Chlordane has a very high toxicity to all freshwater and marine species tested.
chlordane
Chlordane bioaccumulates in fatty tissue and is acutely neurotoxin in humans.
It is a possible carcinogen.
Organophosphorus pesticides
- Diazinon
The toxicity of diazinon varies widely, with algae and molluscs least sensitive
and claocerans most sensitive.
Diazinon is irritating to the eyes, and the skin. It may cause convulsions, and
respiratory depression.
The toxicity of chlorpyrifos varies with temperature, exposure duration and
Chlorpyrifos exposure frequency. Chlorpyrifos has the potential to bioaccumulate. It is very
highly toxic to most groups except molluscs and algae.
Short-term exposure to Chlorpyrifos may cause convulsions, respiratory
failure and death (http://www.cdc.gov/niosh/ipcsneng/neng0851.html).
- Malathion
Malathion is highly toxic to many fish and invertebrate species, although there
is wide variation between species.
Short-term exposure to Malathion may cause convulsions, respiratory failure
and death (http://www.cdc.gov/niosh/ipcsneng/neng0172.html).
- Parathion
Parathion has high toxicity to fish and very high toxicity to crustaceans and
insects. It has moderate toxicity to other invertebrates and algae.
Short-term exposure to Parathion may cause convulsions, respiratory failure
and death (http://www.cdc.gov/niosh/ipcsneng/neng0006.html).
PCBs
PCBs accumulate in the fat of marine animals. Some PCBs have similar
structure and actions as dioxin. High tissue concentrations may cause adverse
effects on survival, growth and reproduction of macroinvertebrates3 .
Long-term exposure to PCBs may cause dermatitis, chlorachne, and liver
damage (http://www.cdc.gov/niosh/ipcsneng/neng0006.html).
Source: NSW EPA (1995); NSW EPA (1996a, 1996b); and ANZECC (2000).

8.5.2 Assessable Load of Pollutants
8.5.2.1 Actual load of pollutants
The total assessable load (AL) of pollutant (in Kg/ year) is the flow- weighted concentration
(in mg/ L) of the pollutant in the discharge stream measured over the licence year multiplied
by the total volume of discharge into the environment (ML/ year) (Raha, 2006f):
n

∑C
AL =

1

d

xFd

∑F
n

1

* Fy ……………………………………….………………(8.1)

d

Where:
Fd = Sampling day’s effluent discharge volume into the environment, ML/ d
Cd = Concentration of the pollutant on the sampling day (mg/L) in the effluent
Fy = Yearly total flow of effluent from WWTP into the receiving water (ML/ yr).
N = Number of sampling and analysis days for the assessable pollutants in a year
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However, if the effluent from WWTP is reused for beneficial purpose e.g. golf course
irrigation, the portion of the load reused can be rebated from the assessable load in equation
(1), to get pollutant load fee exemption.
If an industry can find ways to reduce the amount of pollution released, or to produce less
damaging types of pollution, it will pay lower fees. For example, if a WWTP can reduce the
discharge of pesticides & PCBs by one kilogram, it can save a maximum of A$6,510.
Moreover, since the load is based on total emissio ns from a site instead of from individual
discharge points, the licensee can channel resources into improving those parts of the operation
that result in the biggest pollution reductions at the lowest cost.

8.5.2.2. Load reduction agreements (LRA) for future
Often it takes time to implement new technology to reduce pollution. If an operator intends to
introduce a technique that will reduce the load in the future, the EPA may agree to base the fee
on the future load rather than the current load. Thus fee rebates for Load Reduction
Agreements (LRA) are an additional measure provided to help licensees to implement load
reduction measures. The effect of the rebates is to free up licensees’ resources for
implementation of actual pollution reduction, rather than paying fees. Where licensees commit
to reducing their discharges by an agreed future date, a partial rebate of fees is provided. The
rebate is provided by allowing licensees to pay fees based on a weighted average of their
current and their agreed future ol ad. The calculation formula provides higher rebates for
agreements with shorter time frames, thus encouraging early implementation of load
reductions. For example, Cronulla WWTP in NSW had load reduction agreement for total
annual discharge loads for suspended solids (TSS) and oil & grease (O&G) of 305 tonnes and
110 tonnes respectively; even if Cronulla WWTP would have discharged more than 305
tones/yr of TSS and 110 tonnes/ yr O&G for the four years 1999- 2004, yet it will pay LBL
fees at these quantitie s.
If the licence holder fails to achieve the agreed load reductions without prior approval from the
EPA, the rebates will need to be repaid with interest. Repayment with interest is considered
essential to prevent unwarranted exploitation of the features of the rebate scheme.
8.5.2.3. Reducing the impact of pollutants on the environment or Weighted Load
LBL intends to provide maximum flexibility for licensees to develop innovative, low-cost
methods of reducing environmental harm. In many cases, good pollution management methods
can protect the environment better and at lower cost than sophisticated treatment technology.
This process can result in fee reductions of up to 100%.
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Some of these methods will not necessarily reduce the total pollutant loads, even though they
greatly reduce environmental harm e.g. (1) sustainable re-use of recycled water from Western
WWTP to Golf Courses; (2) discharge only during high flows in receiving rivers.

8.5.3 Bubble licensing
It may be that reducing pollution at one source is easier and cheaper than at another. In this
case the fee may be reduced to reflect a reduction in the total emissions from combined
sources, even though the emissions from one source might not have changed. Offsets can
benefit both licensees and the environment. However, to allow for uncertainties in estimating
the benefits of off-site emission reductions, offset ratios will generally be greater than 1:1.
That is, a kilogram on-site emission reduction would require more than one kilogram off-site
reduction.
An example of such scheme in NSW is the South Creek Bubble Licensing scheme, allowing
three participating WWTPs e.g. Quakers Hill, Riverstone and St Marys WWTPs to adjust their
individual discharges, provided the total nitrogen and phosphorus load limit for the scheme is
not exceeded. Efforts to reduce pollution can now be focused where the costs are the lowest.
The load limits set under the bubble scheme represent an 83% reduction in total phosphorus
discharges and a 50% reduction in total nitrogen discharges by 2004 (compared with a
‘business as usual’ scenario). As a result of the bubble arrangement, the cost of achieving these
large environmental improvements into the future has been reduced by $45 million (NSW
EPA, 2001a).

8.5.4 Emissions trading scheme:
Emission trading scheme broadens LBL from an individual premise- based licence to whole
groups of licensees and focus on containing and reducing total emissions. Emissions trading
schemes can be used where significant reductions in emissions are required across a whole
group of emitters in a catchment area. The total emissions that will be allowed are determined
after a scientific and economic assessment. The right to emit a portion of this total is then
allocated to each potential polluter. Polluters can trade these rights with each other, so that
market forces finally determine who emits what. The environmental outcome is not
compromised and overall compliance costs are minimised.
Example of emission trading schemes in NSW is, for example, the Hunter River Salinity
Trading Scheme, which addresses point-source salinity in the Hunter River by regulating the
amount and timing of saline water discharges to the river from licensed mines and power
stations according to the number of credits they hold. Over five years of operation the scheme
has halved river salinity levels and helped resolve conflict between the mining industry,
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environmentalists and irrigators (NSW EPA Annual Report 2000- 01, pp 57- 67). It is also the
world’s first on-line, 24-hour salinity credit exchange facility, based on real-time
environmental conditions rather than modeled predictions. Similarly, a nutrient trading scheme
for the inland river catchments could be introduced.

8.5.5 Annual load limit
The primary criterion for determining appropriate load limit values for greenfield or expansion
proposals will be ensuring that satisfactory environmental outcomes are achieved by
evaluating the likely contribution of proposed discharges to the attainment of ambient
environmental goals. The discharge licence limits do not constitute property rights. Allowance
of discharges is a privilege granted by the State or the Crown to licence holders through their
licences. This privilege ceases to exist at the expiry of a licence, and may be varied or revoked
by the EPA at any time. The EPA retains its right and intention to negotiate or require
mandatory reductions in pollutant loads through pollution reduction programmes (PRPs),
notices or licence conditions where consistent with its environmental objectives and
obligations. Once load limits are implemented, concentration limits will have a lesser role to
play. Their new role will be to prevent loads being emitted in ways that could cause localised
hotspots in either time or space. As an alternative or in addition to the use of absolute
concentration limits, the use of daily, weekly or seasonal load limits in cases, where this might
benefit the environment or benefit licensees without affecting ambient outcomes, could be
introduced.
Each licensee has an annual load limit for each type of pollutant emitted from their premises
and this is a way of ensuring that population or economic growth does not cause an
unregulated increase in pollution over time. In NSW, if a licensee releases more pollution than
this annual limit (refer red zone in Figure 8.1), the EPA may prosecute, with fines imposed by
the Courts.
There are three tiers of penalties under the POEO Act. Tier 1 is the most serious and includes
wilful or negligent conduct such as unlawful waste disposal, spillages and emissions that result
in likely harm to the environment. These offences carry fines of up to $5 million and 7 years
gaol. Tier 2 offences are any other offences and require liability to be demonstrated, but not
proof of wilful or negligent behaviour. Tier 2 offences attract fines of up to $1 million for
corporations and $250,000 for individuals. There is an additional penalty for each day the
offence continues. Tier 3 offences are similar to Tier 2 offences but are not considered to be
serious enough to warrant prosecution. They are dealt with by Penalty Infringement Notices in
the form of ‘on the spot’ fines. The penalties are designed to keep rogue operators in check.
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8.5.6 Load calculation protocol
The essential prerequisite to any load based reporting or controlling of pollutant discharges is a
reliable and cost-effective method of calculating discharge loads. The objective is to require
robust, cost- effective techniques that provide accurate discharge data for use in reviewing
industry performance, checking compliance with licences and fee calculations and providing
discharge information to the public.

Table 8.3 Analytical detection limits for pollutants for WWTPs
Assessable Pollutant

BOD, mg/L
O&G, mg/L
Total N, mg/L
Total P, mg/L
SS or TSS, mg/L
Cd, µg/L
Cr, µg/L
Cu, µg/L
Pb, µg/L
Hg, µg/L
Se, µg/L
Zn, µg/L
Organochlorine Pesticides:

Load Calculation Practical
Quantitation Limit (PQL) (NSW
EPA, 2005)
2
5
0.1
0.05
1
0.1
2
1
1
0.1
5
5

PQL for NWWTP, CWWTP,
SWWTP and WWWTP

0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01

0.01
0.01
0.01
0.01
0.01
0.005
0.01
0.01

0.1
0.05
0.1
0.1
0.1

0.1
0.05
0.1
0.1
0.1

Aldrin, µg/L
p, p- DDE, µg/L
P, p- DDT, µg/L
Dieldrin, µg/L
Endosulphan (α, β), µg/L
Heptachlor, µg/L
Lindane, µg/L
Total Chlordane, µg/L
Organo
Phosphorus
Pesticides:
Diazinon, µg/L
Chlorpyriphos, µg/L
Malathion, µg/L
Parathion, µg/L
PCBs, µg/L

2
5
0.05
0.01
1
0.1
1
1
1
0.1
3
5

Load calculation protocol (LCP) sets out the acceptable methods for calculating the emissions
of the various pollutants, which provides consistency and maintains integrity and transparency
across industries for LBL. The protocol encourages licensees to put most of their measuring
effort into monitoring their largest or most hazardous emissions. Less significant emissions can
be estimated by less costly methods.
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Load calculations normally are required under the licence to be accompanied by a certified
compliance declaration completed by the licensee’s top executive. In NSW, false declarations
will be considered a breach of licence conditions, for which both licensees and any approved
signatories could be subject to penalties of up to A$60,000 for individuals and A$125,000 for
corporations. Penalties are in addition to the requirement to repay any evaded fees (NSW EPA,
1998, p 65).

Table 8.4 Minimum frequency of analysis for pollutants for WWTPs
(NSW EPA, 2005)
Average
Weather
(kL/d)
<1200
1200- 3600

3601- 24000

>24000

Dry BOD,
O&G,
TSS,
Total Pesticides and Special Comments
Flow Nitrogen, Total Phosphorus
PCBs
Quarterly grab sample, minimum
80 days apart
6
Representative
composite
samples per year, minimum 50
days apart
12
Representative
composite
samples per year, minimum 25
days apart
24
Representative
composite
samples per year, minimum 15 Quarterly
days apart

A Composite sample is defined
as at least 3 grab samples
forming the composite, with the
first and last samples taken at
least 7 hours apart
For activities where licence does
not permit discharge to water
(except during or following wet
weather),
all
assessable
pollutants must be monitored by
the collection and analysis of
one representative sample of
each overflow event to a
maximum of 6 samples per year

8.5.7 Harmfulness of pollutants
Some pollutants are much more harmful than others. Further, some pollutants are of more or
less concern in some geographic area due to the quantity of their discharge or the particular
nature of receiving environments. LBL provides for the weighting of pollutants to ensure that
their relative harm is adequately reflected in the fees. The pollutants were weighted according
to their human toxicity (water), aquatic ecotoxicity; impact on eutrophication of waterways;
and their utility and nuisance value. Pollutant Weightings (PW) reflects the pollutant’s
potential to damage human health, ecology and the natural environment.

8.5.8 Sensitivity of receiving water environment
The sensitivity of receiving waters is measured in terms of ‘critical zoning factors (CZ)’. The
receiving water environment in NSW has been classified into ‘enclosed’, ‘estuarine’ and ‘open
coastal’ waters (Schedule 5, POEO (General) Regulation 1998 (NSW)): (i) Enclosed waters
means all waters other than open coastal waters or estuarine waters; (ii) Estuarine waters
means waters (other than open coastal waters) that are: (a) ordinarily subject to tidal influence;
(b) have a mean tidal range greater than 800 mm (being the average difference between the
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mean high water mark and the mean low water mark, expressed in millimetres, over the course
of a year); and (iii) Open coastal waters are ocean waters east of the natural coast line of NSW.

Table 8.5 Pollutant weightings for assessable pollutants (POEO General Regulation
1998)
Assessable Pollutant

Pollutant Weightings (PWs)
Discharge to Classes of Waters:
Open Coastal
Estuarine
Enclosed
Waters
Waters
Waters
0
0.5
1
13
30
74
6
12
23
0
120
680
9.5
9.5
78
25000
2500
2500
67000
67000
67000
840
4200
4200
1700
1700
1700
6400
6400
6400
180000
180000
180000
710
10000
10000
7
7
7
0
0
8.4
930000
930000
930000
3800
3800
3800
4900
4900
4900

Biochemical Oxygen Demand (BOD)
Oil and grease (O&G)
Total Nitrogen (TN)
Total Phosphorus (TP)
Total suspended solids (TSS)
Arsenic (As)1
Cd
Cr
Cu
Pb
Hg
Se
Zn
Salt
Pesticides and PCBs
Total PAHs
Total Phenolics

In some particular geographic areas and catchments, there may be a greater gap between
current ambient outcomes and environmental goals and therefore greater abatement efforts are
required. LBL provides for a weighting factor to be applied to discharges of listed pollutants
located in ‘critical zones’. Critical excesses of particular pollutants can often arise where there
is a high density of licensed and other sources of pollutants in a particular receiving
environment. For example, nutrient discharges into the Hawkesbury- Nepean (HN) River are
considered to be a major potential contributor to algal bloom. Therefore, the CZ for nitrogen
and phosphorus discharges into Hawkesbury- Nepean (HN) River is considered 3, while for
open coastal or estuarine waters, the CZ are 1 (NSW POEO (Gen) Reg 1998, s21).

Table 8.6 Discharges from WWTPs into classes of waters
WWTP

Open Coastal Waters

Estuarine Waters

Northern

X

N/A

Central

X

N/A

Southern

X

Western

N/A

Enclosed Waters

X
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8.5.9 Fee rate threshold
An emission level, called fee rate threshold (FRT) for each industry type and pollutant, is set at
a level that can reasonable be achieved with modern technology (olive green zone in Figure
8.1). The threshold should only be exceeded if an operator is not using modern technology, or
if its management and control systems are poor.
Threshold values are calculated for each licence by multiplying the ‘fee rate threshold factors’
by the licensee’s quantity of economic activity. This ensures that thresholds are adjusted for
the scale of each enterprise. The FRT factors are expressed as kg of discharge per unit of
economic activity (kg/ ML). Currently the load fee gets doubled beyond the FRT (refer orange
zone in Figure 8.1) and it provides a strong incentive to the industry to reduce high levels of
pollution promptly.

Table 8.7 Fee rate threshold (FRT) for assessable pollutants for WWTPs
(POEO General Regulation 1998)
Volumetric Limit for STS

Assessable Pollutant

Fee rate Threshold factor (FRT)

Small WWTP < 10000 ML/ y

BOD
O&G
Total N
Total P
SS
BOD
O&G
Total N
Total P
SS
Cd
Cr
Cu
Pb
Hg
Se
Zn
Pesticides and PCBs

10
2
10
0.3
15
10
2
10
0.3
15
0.00005
0.0025
0.01
0.0005
0.00005
0.0025
0.012
0.00012

Larger WWTP > 10000 ML/ y

In NSW, the values selected for the fee- rate- thresholds (refer Table 8.8) were developed
based on the NSW EPA’s knowledge of achievable discharges, sourced from NSW, USEPA,
US Federal Regulations, World Health Organisation guidelines and statutory rules from
individual US states or European nations.
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Figure 8.1 Relationships between pollutant loads and fees

8.6 Application of Polluter Pays Principle (LBL) to WWTPs
Based on the established concepts for ‘assessable load (AL)’, ‘pollutant weightings (PW)’,
‘critical zoning factors (CZ)’ and ‘fee- rate threshold (FRT)’, it is endeavoured to establish a
measure for environmental and human health impact from effluent discharges from Northern,
Central, Southern and Western WWTP s. Northern, Central, Southern and Western WWTPs
differs from each other in many areas, such as: (i) their geographical locations and discharge of
effluent into different classes of waters, for example, Western WWTP discharges into sensitive
inland rivers (enclosed waters), Southern WWTP into estuarine waters and the rest discharges
into open coastal waters; (ii) process technologies applied are different, such as, gravity
primary sedimentation (PS) process at Northern WWTP, chemically assisted primary
sedimentation (CAPS) at Central WWTP, secondary biological activated sludge process (ASP)
at the Southern WWTP and tertiary advanced biological nutrient removal (BNR) treatment
processes a the Western WWTP; (iii) size of catchment, demography, population size, water
consumption pattern, quality of wastewater transport and treatment infrastructures; (iv) ratio of
domestic and commercial/ industrial wastewater flow; (v) nature and quality of wastewater;
(vi) level of infiltration and inflows during storm weather, etc. Considering all the above
differences, simply the pollutants’ concentration (mg/L) in the effluent as given in Table 8.8
and pollutants’ loads (kg/ ML) in the effluent from WWTPs, given in Table 8.9a and Table
8.9b, do not provide adequate information to determine their impacts on receiving water
environment.
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A risk management approach can be applied to determine the negative environmental impact
of effluent discharging from these four WWTPs. Risk is expressed mathematically as:
Risk = Severity x Fre quency x Consequences……………………………………………(8.2)
Similarly, the environmental risk arising out of discharges of pollutants from WWTPs can be
expressed as ‘number of pollution units (NPU)’:
NPUs = Assessable Load of Pollutant (kg) x Pollutant’s Harmfulness or We ighting (PW)
x Sensitivity of Receiving Waters or Critical Zoning (CZ) factor………………………(8.3)
Thus NPU measures overall impact on the water environment from pollutants discharged from
wastewater treatment plants as NPU takes into account the following considerations in its
calculation:
-

Kind of activity from which the pollutant is being emitted;

-

Kinds of pollutants discharged;

-

Assessable load of the pollutant discharged;

-

Licensed Annual Load Limit which helps in preventing deterioration of current ambient
conditions in the water environment;

-

Fee Rate Threshold (FRT), which marks a level of performance in kilograms pollutant/
ML of wastewater treated, which is readily achievable with the existing available
technology under Australian conditions.

-

Pollutant Weightings (PW) (Table 8.5)

-

Sensitivity of the receiving water environment, called the Critical Zone (CZ) factor

Process for calculating environmental impact in NPU from effluent discharges into receiving
waters from a WWTP is described in Figure 8.4 and Figure 8.5.

Table 8.8 Concentrations of Assessable Pollutants in Effluent from WWTPs
Concentration mg/L

Concentration ug/L

WWTP
SS
NWWTP 106
CWWTP 73
SWWTP
6
WWWTP 1

BOD TN TP O&G Cd
134
89
6
0

36
37
31
5

6
5
6
0

29
19
0
1

0.15
0.15
0.00
0.03

Cr

Cu

2.75 89.83
1.75 41.25
0.00 7.58
0.17 1.46

Pb

Hg

Se

Zn

5.83
2.42
0.00
0.00

0.19
0.03
0.00
0.00

2.50
0.00
0.00
0.00

90
46
48
37

Pesticides
&PCBs
0.31
0.54
0.05
0.10

Table 8.9a Load of Assessable Pollutants in Effluent from WWTPs
WWTP

Flow kL/y

SS kg/y

BOD kg/y

TN kg/y

TP kg/y

O&G kg/y

Cd kg/y

NWWTP
CWWTP
SWWTP
WWWTP

53807388
9460262
6559738
12631301

5907965
654361
109367
6345

6995873
748826
98097
2568

1940161
345409
193741
60633

310671
51859
38597
328

1551772
156646
15376
5937

8.13
1.28
0.30
0.27
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Table 8.9b Load of Assessable Pollutants in Effluent from WWTPs
Load
NWWTP
CWWTP
SWWTP
WWWTP

Cr kg/y
257.66
15.22
0.00
1.47

Cu kg/y
4914.50
388.28
68.27
16.16

Pb kg/y
403.20
22.41
0.00
0.00

Hg kg/y Se kg/y Zn kg/y
10.43
139.88
5058
0.20
0.00
427
0.00
0.00
245
0.00
0.00
453

Pesticides &PCBs kg/y
16.13
6.05
1.03
1.03

8.7 Mechanism in LBL to deter rogue WWTP Operators
As mentioned before, ‘Fee Rate Threshold (FRT)’ marks a level of performance in kilograms
pollutant/ ML of wastewater treated, which is readily achievable with the existing available
technology under Australian conditions. If a WWTP operator is not complying with the FRT
level of performance, that means, it is lagging among other things, in either or a combination
of the following: (a) proper technology for treating wastewater; (b) proper management
systems and processes to run the WWTP; and (c) operators’ knowledge, skills and expertise.
To encourage these WWTP operators to improve their environmental performance and to deter
their environmental pollution into receiving waters, any portion of an assessable pollutant's
load (Kg/ yr) in excess of its FRT, can be considered to have double the normal environmental
impact or in other words, can be charged at double the normal pollution fee rate, to maintain
consistent financial pressure on such WWTPs to achieve the FRT level of performance.
Expressed mathematically, number of pollution units for WWTPs, whose:
(i) assessable load <= FRT,
NPU = 0.0001 x AL for a pollutant x PW x CZ…………………………………………….(8.4)
(ii) assessable load > FRT,
NPU = 0.0001 x (2 x AL for a pollutant – FRT) x PW x CZ……………………………….(8.5)
-Treatment technology
-Effectiveness of
process & resource
management (FRT)

Wastewater
(WW) from
customers

WW
containing
pollutants

WW
treatment
plant
(WWTP)

Capture of
pollutants
at WWTP

Effluent containing
pollutants
discharged to water
environment

Sensitivity (CZ) of
water environment
(coastal, estuarine,
enclosed)
Harmfulness to
human health and
aquatic ecology &
environment (PW)

Total
environmental
impact or
Pollution Units
(NPU)

-Pollution
abatement cost
-Env Protection
Licence Admin
cost
-External
pollution
(damage) cost

Total
environmental
cost of
pollution from
WWTP

Figure 8.4 An Overview of the process of determining PU and the cost of
pollution
Applying Equation 8.4, the minimum environmental impact, expressed as NPU from discharge
of one tonne of each of the pollutants into different classes of waters (enclosed, estuarine and
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coastal) is given in Table 8.10. It is observed from Table 8.10 that negative environmental and
health impact from discharge of one tonne of pesticides into an inland river causes equivalent
environmental damage from discharge into the same river of: (i) 11,923 tonnes of ‘total
suspended solids (TSS or SS)’; (ii) 930,000 tonnes of BOD; (iii) 13,478 tonnes of ‘total
nitrogen’; (iv) 456 tonnes of ‘total phosphorus’; (v) 12,568 tonnes of O&G; (vi) 14 tonnes of
cadmium; (vii) 221 tonnes of chromium; (viii) 547 tonnes of copper; (ix) 145 tonnes of lead;
(x) 5 tonnes of mercury; (xi) 93 tonnes of selenium; and (xii) 132,857 tonnes of zinc.

Table 8.10 Minimum environmental impact (NPU) from discharge of one tonne of
pollutant
Discharge to

TSS

BOD TN TP

O&GCd

Cr

Cu

Pb

Hg

Se

Enclosed waters

78

1

69

2040

74

67000 4200 1700 6400 180000 10000 7

930000

Estuarine

9.5

0.5

12

120

30

67000 4200 1700 6400 180000 10000 7

930000

Coastal waters

9.5

0

6

0

13

67000 840

930000

1700 6400 180000 710

Zn P&PCBs

7

However, when the assessable pollutant loads in the effluent from WWTPs are above their
respective FRT level, the environmental impact (NPU) for each of the pollutants will be just
double the value in Table 8.10.
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Start

1. Identify type & scale of activity e.g.
WWTP & Annual production capacity
(ML/Yr)

2. Is there any assessable
pollutant?
Yes
3. Identify the assessable pollutants

4. Determine Assessable Pollutant Load (AL) as the least of:
(i) Actual load
(ii) Weighted load reflecting harm minimisation e.g. effluent reuse
(iii) Agreed load under 'Load reduction agreement'

5. Identify pollutants' weightings (PW)
- reflects harmfulness

6. Identify Critical Zone Weightings (CZ)
- reflects sensitivity of receiving waters for the pollutant

7. Calculate 'fee rate threshold (FRT)'
= Actual production (ML/Yr) x FRT factor
-reflects readily achievable load reduction
- load > FRT is considered to have double harmfulness

8. Calculate environmental pollution as Pollution Unit (PU):
(i) = 0.0001 x AL x PW x CZ, when AL <= FRT
(ii) = 0.0001 x (2 x AL - FRT) x PW x CZ, when AL > FRT

9. Calculate PU for each assessable pollutant (Step 4- 8) & sum
them up to get total NPU for the WWTP

10. Identify 'Pollutant Fee Unit (PFU)' value
- should ideally reflect Admin, Abatement & Environmental damage
cost of pollution

11. Calculate 'Pollution Load Fee (PLF)' = NPU x PFU

Figure 8.5 Process flow chart for calculating NPU and Pollution Fees
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8.8 Measuring environmental impact from WWTP in NPU
Applying the methodology described in sections 8.7 and 8.8 and the process flow chart in
Figure 8.5 for calculating the number of pollution units (NPU) emitted by the Northern,
Central, Southern and the Western WWTP into the environment through their effluent
discharge are calculated and presented in Table 8.11a and Table 8.11b.

Table 8.11a Environmental impact (NPU) from discharge of pollutants in effluent
WWTP
NWWTP
CWWTP
SWWTP
WWWTP

SS

BOD

TN

TP

O&G

Cd

Cr

10458.4
1108.5
114.3
49.5

0.0
0.0
6.5
0.3

2005.3
357.7
386.3
418.4

0.0
0.0
902.7
67.0

3894.7
382.7
52.9
43.9

90.9
14.0
2.0
1.8

32.0
1.3
0.0
0.6

Table 8.11b Environmental impact (NPU) from discharge of pollutants in effluent
WWTP
NWWTP
CWWTP
SWWTP
WWWTP

Cu

Pb

Hg

Se

Zn

Pesticides &PCBs

1579.5
115.9
12.1
2.7

498.9
25.7
0.0
0.0

326.9
3.6
0.0
0.0

10.3
0.0
0.0
0.0

6.6
0.5
0.3
0.5

2399.1
1020.5
119.1
95.8

Total environmental impact annually from Northern, Central, Southern and Western WWTP
from their effluent discharges are respectively 21,303 NPU, 3030 NPU, 1596 NPU and 680
NPU. However, these WWTPs are treating wastewater (ML/y) in different quantities. Hence,
to compare their relative environmental impact on their water environment (Northern and
Central WWTP discharging to open coastal water, Southern WWTP to estuarine water and
Western WWTP to enclosed waters), their environmental per 1000 ML wastewater treated are

NPU per 1000 ML Effluent Discharge

calculated and are presented in Figure 8.6.
450
400
350
300
250
200
150
100
50
0
NWWTP

CWWTP

SWWTP

WWWTP

Figure 8.6 Environmental impact (NPU) per 1000 ML effluent
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8.9 Measuring environmental impact from WWTP in $ terms
In order to express the negative environmental impact in NPU from discharge of effluent from
wastewater treatment plants (WWTP) in economic or financial ($) term, it is important to
determine the $ value of one pollution unit (PU). PU should ideally comprise of pollution
abatement cost at the WWTPs, licence administration cost incurred by the environmental
regulator such as the Environmental Protection Authority (EPA) and the environmental
damage cost from the release of pollutants in effluent into the environment from WWTPs
(OECD, 1996c). However, the pollution abatement cost is being currently born by the licensee
(WWTPs), the PU shall therefore reflect the licence administration and the environmental
damage cost.
If LBL can be operated analogous to a ‘normal’ market, the fee for a given pollutant load in a
given location would be the same, irrespective of which industry emitted it. This would
provide appropriate incentives to optimise society’s resource use and production patterns, and
would be a practical application of the polluter-pays principle.
As per general economic principle, if the pollution fees are too low, licensees will not
implement discharge reduction measures, and if they are too high, they will reduce discharges
more than is economically warranted, possibly at significant economic cost. It is a general
observation that the community is constantly making trade-offs between the benefits derived
from activities that harm the environment and the costs of resulting environmental harm (for
example, use of motor vehicles).
The ‘correct’ fee level for LBL should therefore give economic expression to the community’s
current preferences and provide incentives for the development of new environment
conserving technologies that will expand the community’s range of choice regarding the
production/ conservation trade off. However, there are significant difficulties associated with
accurately estimating the values needed to set the optimal fees. Therefore, a conservative
approach is worthwhile to consider, for example, to start with, full recovery of the costs for
administering the licensing system by the EPA could be considered.
Although the total external costs arising from environmental damage caused by pollution
cannot yet be accurately calculated, however, indications are that these amounts are
substantial. For example, in NSW, the external pollution costs arising only from the discharge
of fine particulates from industrial sources alone exceeds $540M each year (NSW EPA, 1998,
p45). To provide an indication of possible benefits arising from pollutant discharge reductions,
for fine particulates, which are inhalable and penetrate deeply into the lungs, and may cause
respiratory illness and increased mortality, the study by the NSW EPA indicates that a value of
$18,500 per tonne of discharge of fine particulates, could be avoided. Total annual discharges
from licensed sources are estimated to be about 27 000 tonnes, meaning that a 25% reduction
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would save an additional M$135 a year. However, this estimate of cost is narrow and
conservative and it excludes many difficult to quantify key impacts that are very important to
many members of the community. Exclusions include the medical costs of treating morbidity,
lost productivity, changes to property values associated with industrial pollution, and the
satisfaction that people derive from their own good health and from living in a clean
environment. A study by NSW Health found that more than 400 deaths in Sydney each year
are directly attributable to fine particulate pollution (NSW EPA, 1998, p 56).
Considering that the external costs cannot yet be calculated accurately, immediate application
of the full polluter-pays principle is not presently a feasible method of determining the
appropriate level of pollution fees, although recovery of administrative cost is (currently
approximately $30m a year in NSW). All licence holders must pay an administration fee,
which is based on the type and size of the activity and it is the minimum fee that a licensee
needs to pay, irrespective of pollutant load fees. It is determined by the number of
administrative fee units (AFU), the level of activity in the organisation and dollar value of each
administrative fee unit.
While economic efficiency dictates that load based fees should be higher for industries that
discharge larger or more harmful pollutant loads, however, this must be balanced against
possible adverse impacts on enterprise profitability that could affect the viability of industries.

8.9 Pollution load fees (PLF)
The pollutant load fees (PLF) is the product of the number of pollution units (NPU) discharged
by a WWTP e.g. Northern, Central, Southern or Western WWTP and the dollar ($) value
assigned to each ‘pollution unit (PU)’, which should ideally reflect the total costs of licence
administration and damage to the environment from pollution. The licence administration
activities include preparing and issuing licences, reporting on performance, compliance
assurance (including audit and enforcement, responding to incidents and complaints), ongoing
reform including developing ‘smarter’ approaches to regulation, and maintenance of adequate
scientific expertise to support all of the above.
PLF = Number of pollution units (NPU) x Pollution Fee Unit (PFU)………………...……(8.6)
PLF = Administrative fees (AF) + Load-based fees (LBF)…………………………………(8.7)
Administrative fees (AF) for a WWTP is the minimum amount that it has to pay to EPA for
licence administration for the WWTP and is a fixed cost. Therefore, as pollution (NPU) from
WWTP increases, the load- based fee (LBF) component of the ‘pollution load fees (PLF)’
increases proportionately as shown in Figure 8.7.
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The value of PFU is to be set at an increasing rate to progressively realise the environmental
damage cost of pollution through keep increasing pressure on the polluter to reduce pollution
and environmental harm.

Pollutant load fees

Administrative fee

Pollutant load

Figure 8.7 Combined Administration (AF) and Load Fee (LBF)
For example, current annual administrative expenses of NSW EPA to carry out its
environmental and regulatory function is around A$ 30 Million. There are around 3432
environmental protection licences for industries and businesses including WWTPs. If each
pollution fee unit (PFU) is considered equivalent to $35 to raise the EPA’s licence
administration expenditure through load- based licensing (LBL), the calculation pollution load
fees (PLF) for Northern, Central, Southern and Western WWTPs is given in Figure 8.8:
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Figure 8.8 Pollution Load Fees (PLF) for WWTPs
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8.10 Results and discussion
From pollution load (in Table 8.9a and Table 8.9b), environmental impact (NPU) data (in
Table 8.11a and Table 8.11b) and NPU/ 1000 ML effluent discharge in Figure 8.6, it is
observed that the Northern WWTP (primary sedimentation WWTP) has the maximum
discharge load and pollution impact on its receiving water environment at a level of 396 NPU
per 1000 ML wastewater treated, followed by the Central WWTP (CAPS WWTP) of 320 NPU
per 1000 ML, Southern WWTP (ASP WWTP) of 243 NPU per 1000 ML and the Western
WWTP (BNR WWTP) of 54 PUs per 1000 ML. This is due to higher pollutant loads (kg/ ML
effluent) and higher harmfulness (pollutant weightings, PW) of pollutants discharged from
primary NWWTP and CWWTP in comparison to biological SWWTP and WWWTP. Western
WWTP is the most technologically advanced biological nutrient removal (BNR) plant and
produces better quality (lesser pollutant load kg/ ML and lesser NPU/ ML) effluent than the
Southern WWTP, which is an activated sludge plant. Although Southern WWTP has advance
activated sludge biological treatment process and produces effluent that far outweighs the
quality (kg pollutant/ ML effluent) of effluent produced by Central WWTP, however the
environmental impact (NPU/ 1000 ML effluent) from SWWTP is not proportionately lesser in
comparison to the Central WWTP. This is due to the fact that SWWTP discharges into more
sensitive estuarine water, whereas CWWTP discharges into least sensitive open coastal water.
Pollutant loads (kg/ML) discharged by both NWWT and CWWTP primary WWTPs are much
higher compared to biological SWWTP and WWTP, but the relative environmental impact
(NPU/ 1000 ML) from the primary WWTPs are much lesser as they both discharge into the
least sensitive open coastal water.
Pollution Units (NPU) is an integrated and holistic indicator that takes into account load and
human health, ecological and environmental impact of 25 harmful pollutants, level of
treatment technology, and effectiveness of process and resource management at the WWTP
and sensitivity of the receiving water environment.
As discussed in Section 8.2 under the LBL, as a result of internalisation and equitable
distribution of licence administration costs across 3400 licensees in NSW, 75% of the licence
fees, which were levied on Sydney Water Corporation’s five primary WWTPs till 2000/ 01,
are now distributed over all licensees. The result being, the Sydney Water’s total pollution
licence fees have decreased by around 72% from the 1999/00 (just before LBL
implementation) pollution licence fee values.
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8.11 Limitations of LBL
Despite numerous advantages provided by LBL in monitoring, measuring and evaluating
environmental pollution and environmental performance of WWTPs, it suffers from a number
of limitations and they are:
-

Water is a finite and vulnerable resource, essential for sustaining life, economic
development and the environment, and should be recognized as a ‘common’ economic
good with social, environmental and cultural values. The great danger with relying on a
market, created by economic rationalists, is the extent to which the important social,
environmental and cultural aspects of water are ignored by the market (Raha, 2006b)
simply because the market does not have adequate mechanism to measure and value them.

-

Standard guidelines, framework and methodology for calculating damage cost of pollution
on human health, ecology, natural environment and physical assets has not yet been
developed and agreed upon at the national and international level (Raha, 2006f).

-

LBL has addressed the issue of ‘point source’ pollution such as sewage treatment plant,
quite well; however, it is yet to address the environmental damage from ‘diffuse source’
pollution such as stormwater run-off (2006f).

-

In its present form, LBL only takes into account for 25 chemical pollutants and is yet to
account for pollution such as high/ low pH, temperature, turbidity, noise, heat and
microbiological quality of water.

-

There has been a regulatory trend in recent times towards ecological toxicity- based
environmental monitoring rather than concentration and load- based monitoring of
chemical pollutants.

-

Although the ‘Load Calculation Protocol’ provides a comprehensive guidance,
methodology and tool for calculating pollutants’ loads from discharging facilities,
however, a through investigation and analysis carried out by the researcher, reveals that
calculated pollutant loads and environmental impacts from WWTPs, can vary greatly
depending upon the frequency of analysis and choice of analytical methods and their
detection limits or ‘practical quantitation limits’ for the pollutant. There are potential
threats from scrupulous businesses to under estimate and under- report their toxic release
into the environment by choosing analytical techniques (PQL) and conducting testing of
pollutants at intervals that results in lower loads, while comply ing with the ‘Load
Calculation Protocol’ (Raha, 2003d).

-

Currently, it is difficult to ascertain the optimal rate of LBL pollutant fees units (PFU) due
to problem in getting reliable data for pollution abatement cost from NSW firms and
determining the external cost of environmental damage due to lack of reliable data on the
cost to society of pollution and the society’s willingness to pay (Raha, 2003h).
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-

Ideally, pollution fees should not only be used to fund operations and management of
regulatory authorities and it should reflect the marginal cost of environmental damage
(Raha, 2006f).

-

For setting site-specific load limits and targets, and fees for pollutants, it would require a
perfect knowledge of the environment, discharge impacts and abatement costs, to set limits
and targets that would result in least-cost pollution control to achieve optimal
environmental outcomes. However, obtaining the required information is very expensive
and often impossible. Moreover, even a perfectly planned set of limits and targets would
require constant revision to allow for changing information, economic activity and
environmental outcomes, which necessitates a high level of intervention by the EPA in the
affairs of licence holders. It could also suffer from a lack of transparency and consistency,
and could encourage licensees to direct their resources into ‘winning’ the negotiations with
the EPA instead of implementing actual environmental improvements (Raha, 2006h).

8.12 Summary
Pollution Units (NPU) is an integrated and holistic indicator for measuring and benchmarking
environmental performance (impact on water, air and land) for any manufacturing and
commercial businesses including water utilities and wastewater treatment plants (WWTPs).
The PU takes into account human health, ecological and environmental impact of at least 25
harmful pollutants, which can further be extended to more pollutants as time progresses. PU
takes into account the level of technology, effectiveness of process and resource management
and discharge load of pollutants and their harmfulness to human health and ecology and the
sensitivity of the receiving environment for those pollutants.
Where certainty of environmental outcome is important and there is urgency to achieve
environmental gains, environmental protection licence including LBL is a very effective
instrument. It reflects chronic, cumulative and acute impacts of pollutants on human health,
ecology and the natural and built environment. For example, the bubble licence for the Sydney
Water Corporation’s participating Quakers Hill, St Marys and the Riverstone WWTPs under
the LBL scheme has achieved an 83% reduction in total phosphorus discharges and a 50%
reduction in total nitrogen discharges into the Hawkesbury River by 2004 (compared with a
‘business as usual’ scenario). As a result of the bubble arrangement, the cost of achieving these
large environmental improvements into the future has been reduced by $45 million (NSW
EPA, 2001a).
LBL is required for ongoing environmental protection and improvement, more particularly in
the context of increasing economic and political influence of large trans- national corporations.
Interests in MBI for environmental protection is increasing due to concerns for increasing
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environmental and regulatory compliance costs, drive innovation to reduce environmental
pollution, the failure of traditional approaches to control cumulative emissions. The
performance- based approach under the LBL has lessened the scope for politically driven
concessions and facilitates a broader competition reform agenda across sovereign nations,
seeking to ‘harness market forces’. The introduction of emission taxes (pollution load fees,
PLF) has also promoted a cultural change where pollution reduction becomes an operational
cost factor rather than merely ensuring minimum regulatory compliance.
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Chapter 9: Integrated Management Systems for Managing Wastewater
Treatment Plant

9.1. Introduction
ANN models’ forecasting ability has been researched to manage concentration of total suspended
solids (TSS) and oil & grease (O&G) in effluent from wastewater treatment plants (WWTPs) in order
to comply with the concentration limits for those pollutants as specified in the environmental
protection licences (EPL). However, this command and control technique is able to address only the
acute and chronic impact of pollutants on the water environment. Therefore, application of ‘polluter
pays principles (PPP)’ to WWTPs have been studied in chapter 8, to minimise the cumulative impact
of pollutants through ‘load- based- licensing’ and development of an environmental performance
indicator, called ‘Pollution Units (NPU)’ which is capable of measuring environmental damage cost
of pollution.
In order to manage a WWTP sustainably in compliance with the principles of ecologically
sustainable development (ESD) as discussed in chapter 7, a management systems framework is
needed to operate and maintain the plant, equipment and processes for a WWTP to enable it to
achieve its environmental, social and economic (triple - bottomline) objectives. The purpose of this
chapter is to develop the framework for an integrated quality, environmental and health & safety
(HS) management systems for WWTPs.
An environmental management system (EMS) is a continual cycle of planning, imple menting,
reviewing and improving the processes and actions that an organization undertakes to meet its
environmental obligations as in Figure 9.1. It is a set of management processes, policy and
procedures that allow an organization to analyse control and reduce the environmental impact of its
activities, products and services and operate with greater efficiency and control. The concept of EMS
was conceived out of the Uruguay Round of the GATT (The General Agreement on Tariffs and
Trade) negotiations in 1987 and the ISO14001 EMS was born out of the Earth Summit in 1992 by the
International Organization for Standardization (ISO) in Geneva, Switzerland. The EMS is built on
ISO9001's Plan-Do-Check-Act (P -D-C-A) model and is designed to help an organisation
systematically identify, control and monitor their environmental issues.
ISO14001 EMS has attracted interest from industry, international organizations and governments
around the globe and is considered as a key component of a new paradigm for cooperation between
regulators, stakeholders, public and industry and a leading management tool to address
environmental degradation at the firm level (Macdonald, 2005), as evidenced by the exponential
increase in global registrations to the ISO 14001 Standard; up to the end of 2002, at least 49,462
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ISO14001 certificates had been issued in 118 countries (Curkovic , et al., 2005). This realization
seems to have resulted from a growing awareness that the fragmented, reactive approach to
environmental management like command and control (CAC) in the past has not produced optimal
results. Businesses are realizing the value of integrating their compliance procedures and processes
for each regulation into a broader system. Compliance problems can often be linked to system
problems such as inadequate training, lack of responsibility at the right level, inadequate data, and
other related causes. An effective EMS eliminates these pitfalls. The evolution of the EMS is being
shaped by market forces, ISO9000, regulatory shifts, public awareness, and cost implications for ISO
certifications (Mohamed, 2001). The real push for ISO14001 certification came from the “Big Three”
automakers in the US. General Motors Inc., Ford Motor Company and Toyota required all of their
suppliers to certify the implementation of ISO14001 EMS in their operations by 2002, 2003 and 2003
respectively (Babakri et al., 2003; Thornton, 2000). Strong environmental management, as indicated
by environmental performance awards resulted in significant positive financial performance, as
measured by stock market performance (Litsikas, 1999; Klassen and McLaughlin, 1996; Deutsch,
1998; Nielsen, 1999), and eco-efficient companies reward stockholders with good financial
performance (Nielsen, 1999).
The movement towards environmental ‘self-regulation’ (company- wide EMS, environmental
reporting), where organizations are taking a proactive approach to environmental issues rather simply
responding to the demands of regulators, has developed considerable momentum in recent years
(Welford, 1995).

9.2 Literature review
The published literature on ISO14001 EMS in wastewater treatment is very scant. A review of the
available literatures is presented in the paragraphs below, followed by a tabulated summary outcome.
Tan, L.P. (2005) carried out a survey of eighteen ISO14001 certified companies in Malaysia with
majority in electrical and electronic industry, to look mainly into perceived benefits derived from
ISO14001 registrations for firms in newly industrialized country like Malaysia. The results of a
survey indicate that the benefits gained from implementing ISO14000 Standards, were rather similar
to those companies that adopted ISO14000 in industrialized countries, like, bringing about effective
environmental management, reduction of damage to the environment, improvement of the company’s
image and operations. However, the most significant differences are: (i) most Malaysian pursued
ISO14001 registration with insistence from top management rather than because of customer’s
demand or the cost- saving reasons; (ii) did not seem to have paid attention to areas like enhanced
employee empowerment, improved relationships with stakeholders, or improved production of
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competitive products/services, as compared to those in industrialized countries. Their experiences
were more similar to those of Asian countries like Hong Kong and Singapore than with those of
developed countries. The outcome of this research study is being supported by other researchers
(Zeng et al., 2005; Poksinska et al, 2003; ISO, 2002; Azzone et al, 1997).
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Figure 9.1 ISO14001: 2004 EMS Model
A structured questionnaire survey conducted by Zeng et al., (2005) for one hundred and eight
ISO14001 certified joint venture, state- owned, share- holding and private enterprises in the
electrical, electronics, construction, chemical, manufacturing and in other industries in China,
revealed that the major motivation for the ISO14001 certification was to seek entrance to the
international market. The other benefits realized by the companies are: standardization of
environmental management procedures for internal operations; saving resources and reducing
wastage for corporate management; improving corporate image (CI) for marketing effects; enhancing
environmental awareness of suppliers for supplier relations. Using relative importance analysis, the
study identifies the top five critical factors out of 27 factors affecting implementation of the standards
and they are: (1) environmental consciousness of top leaders; (2) environmental consciousness of
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middle management; (3) well-defined responsibility for environmental management; (4) legal
system; and (5) legal enforcement. The study concludes that the Chinese government should take the
lead in improving the legal framework, providing financial support and training to promote
ISO14001 to the Chinese enterprises.
Curkovic et al. (2005) researched sixteen plants representing 14 different companies in seven
industries in six Mid-Western states of USA over a 1-year period, based on structured intervie ws in a
field setting. Their findings revealed that: (i) ISO14000 EMS can result in less pollution, greater
efficiencies, cost reductions, and improved productivity; (ii) ISO14000 certification process forced
companies to examine all areas to determine potential environmental impacts and set improvement
objectives; (iii) for those companies who wish to remain competitive and improve their
environmental systems, it can be an invaluable tool; and (iv) true commercial value associated with
ISO14000 can only be achieved when it is made consistent with a company’s strategic direction.
Kwon et al. (2002) investigated the impact of ISO14001 certification on the compliance with
environmental regulations by 28 ISO14001 certified and 138 environmental- friendly companies in
Korea, through a questionnaire survey and the government-released data on environmental
compliance. ISO14001 certification has been recognized as an essential strategy for industrial
competition and to improve company/ product recognition. The certified and non-certified
companies' environmental regulation violation (ERV) rates were 1% and 8.5%, respectively, in 1998.
ISO14001 companies showed more improvement than non-certified companies in regards to
environmental performance.
Babakri et al. (2003) carried out an empirical study on a sample of 177 certified industrial companies
in the US, with the aim of identifying some of the critical factors for successful implementation of
the ISO14001 registration process. The study reveals that; (i) it takes most of the companies between
8 to 19 months to obtain ISO14001 certification; (ii) ISO14001 elements requiring the greatest effort
are: identifying environmental aspects, EMS documentation and training; and (iii) lack of resources
are the greatest obstacle s for implementing the ISO14001 standard.
Interest in ISO14000 reflects the fact that corporate executives increasingly perceive certification
under ISO14000 to be essential for the maintenance of global competitiveness and sound
environmental practice, which is reflected by the dramatic increase in worldwide ISO14000
certifications. Between 1995 and 2001 the number of ISO14000 certifications grew from 257 in 19
countries to 36,765 in 112 countries. During 2001 the number of ISO14000 certifications grew by
over 60% worldwide and by over 30% in Australia. There has been dramatic recent growth in
ISO14000 certifications, both internationally and in Australia (EPA, South Australia, 2003).
According to the statistics published by the ISO (ISO, 2002), up to the end of 2002, at least 49,462
ISO14001 certificates had been issued in 118 countries. The top ten countries for growth in
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ISO14001 certification (up to the end of 2002) were: Japan (2497), China (1718), Spain (1164), USA
(975), Italy (858), Sweden (660), Brazil (550), France (375), Germany (320) and Hungary (300).
Drawing on data provided by a survey of North American managers, their attitudes toward EMS and
ISO14001, Melnyk et al. (2001) assessed the relative effects of having a formal but uncertified EMS
compared to having a formal, certified system. The results strongly demonstrate that firms in
possession of a formal EMS perceive impacts well beyond pollution abatement and see a critical
positive impact on many dimensions of operations performance such as environmental and financial
performance, effective and efficient disposal of waste. The results also show that firms having gone
through EMS certification experience a greater impact on performance than do firms that have not
certified their EMS.
A survey and interviews of 49 firms who has or in the process of developing an ISO14001 EMS in
Perth, Australia by Shaw et al. (1999), revealed that: (i) all firms also believed that environmental
training was important with 98% agreeing that all staff should receive some variant of it; however,
only 61% of firms actually undertook environmental training; (ii) only 27.7% determined employees’
existing awareness, skills, attitudes and knowledge on environmental issues, to improve
environmental performance; (iii) limited training budget, availability of staff and timing difficulties,
which may be indicative of lack of upper management support for environmental training; (iv)
environmental training as being too ad hoc; and (v) 93.6% of firms tended to rely on the classroom
method of training; (vi) Nearly 80% of companies believed that environmental training would
increase in the future which is supported by similar studies in the UK (Mathrani, 1987).
Zutshi and Sohal, (2004, 2004a) conducted a questionnaire survey in June 2000 and the research and
analysis of 134 organizations in Australia and New Zealand, that were certified to ISO14001 (on the
register of JASANZ), revealed the following:
-

the manufacturing sector is leading the service sector in both the implementation and certification
of ISO14001

-

organisations generally preferred to obtain third-party certification because they believe that
EMS related tangible and intangible benefits could only be achieved by obtaining certification by
a third party.

-

‘Improving corporate image’, or being seen as a good corporate citizen is the main reason why
EMS is implemented by organisations. However, making improvements to internal processes and
complying with regulatory requirements and reduction in organizational risks (health, safety and
environmental) are also significant drivers.

-

most of the impediments when implementing EMS were associated with spending of dollars on
updating or changing systems, training, auditors fees, etc.
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-

employees play a significant role in the successful adoption of an EMS. Accordingly they need to
be made aware and trained in the basics and significance of EMS both for the organisations and
the employees themselves. The communication and training provided by the organization,
especially during the initia l stages of the EMS adoption process, would increase employee
knowledge and understanding of the EMS process itself, and the changes required for the EMS to
be implemented. In addition, it would also assist in reducing their resistance towards the EMS
implementation and the changes being made. Hence, it is recommended that the employees are
involved as early as possible during the EMS process.

Quazia et al (2001), researched 61 companies from the “Directory of Chemical Manufacturers and
Support Services” and the “Electronics Trade Directory” in Singapore to investigate the impact of
ISO14001 certification. The top seven drivers and benefits achieved are: (i) top management’s
initiative; (ii) cost savings; (iii) employees welfare for a better work environment; (iv) stricter
environmental regulations; (v) customer expectations; (vi) reduction in trade barriers; and (vii)
implementation of head office environmental practices.
A questionnaire-based survey on environmental job- related attitudes, actual level of environmental
management-related knowledge as well as their knowledge of how their firms' activities affect the
environment, their attitudes to and interest in environmental issues in general, and their opinion for
training activities concerning environmental issues and training interests among Danish workers were
conducted by Madsen et al, 2001. The study revealed that: (i) a higher degree of environmental
awareness among respondents with a more updated educational or training background; (ii) training
should not be placed in employees’ leisure time; (iii) support for the official retraining programme
for semi-skilled workers, as well as, further vocational training programmes, is at a relatively low
level.
The conventional view about the relationship between economic performance and environmentalism
is that when rigorously enforced, environmental policies inhibit economic development, stifle
employment and productivity, reduce competitiveness and force industry to flee to regions where
environmental policies are less burdensome. However, there is a substantial amount of evidence that
discredits this view.
Meyer (1992, 1993) from the Massachusetts Institute of Technology compared the economic
performance of 50 states in the USA during the period 1973–1989 with their environmental measures
(i.e. policies, programs and regulations) using statistical assessment procedures. He found a positive
correlation between environmental measures and a range of economic indicators including gross state
product, labour productivity and employment. In other words, the states with the toughest
environmental management regime also had the best economic performance. Strongest construction
employment growth was also found to have taken place in states that had the strongest environmental
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measures. The findings of the research by Meyer (1992, 1993), Bezdek (1993), Porter (1990, 1991)
and Porter & Van der Linde (1995, 1995a), can be summarised as follows:
-

States can pursue environmental quality without fear of impeding economic prosperity.

-

States that tend to favour strong environmental policies may also be more likely to invest in
education, health, transportation and communications infrastructure and other elements that
support economic development.

-

Regulatory incentives to avoid waste disposal and pollution abatement costs can fuel process and
product innovation that improves productivity, increases efficiency and provides substantial cost
savings. This has been the experience of prominent firms such as the 3M Corporation, Dupont
and Raytheon.

-

Firms that cannot compete without dumping some of their costs on the environment (and thereby
compel the public to subsidise their operation) are not truly competitive. Inadequate
environmental statutes merely prolong public subsidisation of inefficient uncompetitive
businesses and deprive the community of an incentive for the development of other innovative
businesses.

-

Lax environmental standards do not increase jobs and profits but just temporarily insulate
inefficient, wasteful, polluting firms from the need to innovate and invest in new equipment.

-

Strict environmental codes can foster competitiveness by encouraging and forcing companies to
reassess and improve their production processes that not only reduces emissions of pollutants but
also lowers costs and improves production quality.

-

Environmental protection is a matter of increasing need around the world, thereby creating
export opportunities for businesses and nations that have developed capability in this area.

-

As the global economy becomes even more competitive, marketplace imperatives increasingly
favour companies and nations that are more efficient and less polluting.

In his book ‘The Competitive Advantage of Nations’ and follow up essay, ‘America’s Green
Strategy’ Michael Porter from Harvard University concluded that nations with the most rigorous
environmental standards often lead in exports of affected products and record better economic
performance than nations with more relaxed laws. He noted for example that both Germany and
Japan with two of the world’s largest economies have become world leaders in developing pollution
control equipment and cleaner, more efficient processes. He compared this with Britain where
environmental standards lagged and the ratio of exports to imports of environmental technology fell
from 8:1 to 1:1.
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9.3 Benefits from ISO14001 EMS implementation
Based on the above literature review on the environmental performance of ISO14001 certified EMS
organisations in Australia and the overseas and the superior regulatory performance of the ISO14001
certified sewage treatment plants of Sydney Water Corporation in Sydney, the Blue Mountain and
the Illawarra, compared to the South Windsor and McGrath Hill WWTPs of the Hawkesbury City
Council in NSW, Australia, whic h do not have ISO14001 compliant or certified management
systems. It can be logically concluded that implementation of ISO14001 EMS would assist the
WWTPs to improve its environmental performance through development and implementation of
environmental policy, program, systems and procedures, and identification, assessment and control
of top risks through environmental aspect and impact analysis and implementation of environmental
management program (EMP) (NSW EPA, 2006a).
Based on the literature review, the key EMS benefits can be summarized in Table 9.1:

Table 9.1 Key EMS benefits
Improved environmental Positive external relations and public image
performance
Improved
regulatory Consistent, systemic approach to managing environmental issues
compliance
Reduced costs
Economic advantages of reduced costs, e.g. for waste disposal and
energy inputs
Fewer accidents
Lower risk, therefore lower insurance premiums and interest rates
Employee involvement
Improved relationships with neighbours, customers, regulators,
employees and service providers
Improved public image
Improved information flows
Enhanced customer trust
Ability to better integrate the Environmental Management with other
management approaches
Meet
customer Reduced risk to the environment and employee
requirements
Improved public relations
Reduction of environmental protection licence fees up to 50% in some
jurisdiction (EPA, South Australia, 2003)
Increased
operational Improved business and industry image, and can demonstrate
efficiency
environmental ethic
Improved market access
Improved communication

9.4 Progressing beyond ISO14001 EMS in managing WWTP
In recent years there has been increasing pressure for organizations to adopt a more systematic
approach to the management and improvement of health and safety, and the protection of the
environment from workplace activities while delivering the customers with products and services that
satisfy their needs and expectations. Optimal organisational effectiveness and efficiency can only be
achieved through a combination of appropriate technology and sound management practice.
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This realisation and pressure has resulted from a number of factors, the most significant of which are:
-

Government actions to encourage greater self-regulation and accountability by enterpr ises.

-

Greater public awareness of environmental issues and demands that organizations be held
accountable for their actions.

-

Increased expectations by employees for a safe, healthy, pollution-free work environment

-

Changes in related legislation from prescriptive to performance-based requirements such as
‘polluter pays or LBL’.

-

The increasing costs of incidents and penalties for non-compliance.

-

Paradigm shift in environmental protection legislation and regulation from ‘concentration- based
monitoring of pollutants’ to ‘load- based licensing’ under ‘polluter pays principle (PPP)’.

-

A greater awareness and acceptance by employers of their moral obligations to their employees
and the community.

-

The failure of regulations and minimum standards to bring about improvements and encourage
best practice.

-

The principle of sustainable development has become a part of modern international law because
of its inescapable logical necessity and also by reason of its wide and general acceptance by the
global community (ICJ, 1998).

-

Customer requirements in major contracts for project specific quality, environment, and health
and safety systems.

To achieve the degree of improvement necessary, organizations must change their focus from
monitoring and control at a process and employee level to systematic identification, management and
improvement of all their organizational activities and processes that impact on their ability to prevent
or reduce accidents or incidents or environmental impacts. This approach is the same as that
employed by many organizations that have introduced quality management systems to ensure
consistent quality of their goods and services, and prevent waste.
Quality is a management philosophy, which seeks continuous improvement in the quality of
performance of all the processes, products and services of an organization. OHS injuries, illness and
disease and environmental damage from release of pollutant(s) from the processes and activities of an
organization, are equivalent to other forms of waste, error and defects, which a quality approach to
management seeks to minimize through continuous improvement. Generally, OHS systems are more
effective when integrated with broader workplace management systems. Integration prevents
occupational health and safety and environmental hazards and risks from being marginalized and
gives rise to management synergies (refer Figure 9.2, Table 9.3).
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Continuous

Improvement

QUALITY
ISO 9001

Quality
Environment

Quality
Safety

SAFETY
AS 4801

ENVIRONMENT
ISO 14001

Safety
Environment

Integrated Management System

Integrated Management System

Integrated Management System

Integrated Management System

Figure 9.2 Integrated Quality- Environmental- OHS Management System (IMS)
The similarities between the management systems for quality, occupational health and safety and the
environment, and the benefits of integration, have been recognized and acknowledged at the highest
national and international levels as is reflected in the congruency of ISO9001: 2000 quality
management system (QMS), ISO14001: 2004 environmental management system (EMS) and AS/
NZS 4801: 1999 occupational health and safety (OHS) management systems (MS) based on the
Deming’s plan- do- check- act (PDCA) cycle (refer to Figure 9.3).
PLAN
Environmental
Plan

ENVIRONMENT
ACT
Review and
Improve

POLICY
DO

CONTINUAL

Implement

IMPROVEMENT

CHECK
Measure and
Monitor

Figure 9.3 P-D-C-A Cycle of the EMS or IMS
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9.4.1 Sustainable development principle and the IMS
Sustainable development has been defined in different ways, however, with the same underlying
meaning and objectives, such as: (i) “development that meets the needs of the present without
compromising the ability of future generations to meet their own needs” (WCSD, 1987); or (ii)
“improving the quality of human life while living within the carrying capacity of supporting
ecosystems” (World Conservation Union, 1991). However, Australia has adopted the principles and
policy of ecologically sustainable development (ESD), that is, “development that improves the
quality of life now and in the future, in a way that maintains all the ecological processes on which life
depends. Thus sustainable development is the triple bottom line (environment, economic and social)
approach to development. The integrated management system (IMS) constituting ISO9001: 2000
quality management system (QMS), ISO14001 environmental management systems (EMS) and AS/
NZS 4801: 1999 occupational health and safety management system is focussed on addressing the
environmental, economic and social issues simultaneously for an organisation (Raha, 2005a) using
the framework of ‘policy- planning- implementation and operation- checking and corrective actionIMS review’ (refer Figure 9.3 and Table 9.4).

Figure 9.4 IMS process based on P-D-C-A cycle
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9.5 Benefits of integration of quality, environment and health & safety
There are many benefits in integration and some of these are outlined below.
Rationalization of resources
-

Avoid duplication or triplication of internal resources to manage the quality, environmental and
health and safety systems independently.

-

Avoid the inevitable cost and overlap in documenting separate systems.

Improved organizational performance
-

Improved management systems can lead to the elimination or a reduction of accidents, wastes,
rework, illness, and environmental incidents in the workplace. This inevitably leads to improved
organizational performance (customer satisfaction, sustainable profit, environmental and OHS
outcomes).

Enhanced corporate image
-

An integrated management system that delivers on the needs and expectations of all interested
parties is a clear indication of an enterprise’s commitment as a ‘good corporate citizen’, and will
enhance its public image. Conversely the avoidance of accidents or incidents will prevent
negative impacts on corporate image and brand value.

Reduction in complexity
-

Minimize management system documentation.

-

Simpler to implement, maintain and improve a single system.

-

Easier for employees to refer to single, integrated procedures.

Improved customer satisfaction
-

Better quality, safety and environmental performance.

-

Cost benefits for both customer and supplier, when an organization can offer standardized,
integrated systems for project works.

9.6 Integrating quality, environment and health & safety management systems
The policy, planning, ‘implementation & operation’, checking and management review elements of
the ISO9001 QMS, ISO14001 EMS and AS4801 OHSMS are given in Table 9.3. The elements of
the ‘integrated management systems (IMS)’, when QMS, EMS and OHSMS are combined together
into one management system is highlighted in the “Integrated Management Systems (IMS)” column
of Table 9.3. List of policy, plans, ‘registers for risk and legislations’, standard administrative
procedures (SAP), standard operating procedures (SOP), forms, business reports, management
review and other documents that will provide minimum evidence for IMS implementation in a
wastewater treatment plant are given in the last column of Table 9.3.
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List of processes, policy, plans, ‘registers for risk and legislations’, ‘unit process guidelines’,
standard administrative procedures (SAP), standard operating procedures (SOP), forms, business
reports, ‘employees performance management’, management review and other documents relating
quality, environmental, health and safety management of a WWTP that must be designed and
developed, are given in Tables 9.4a, 9.4b and 9.4c. Once these systems, processes and procedures are
documented, they need to communicated and trained to relevant employees, implemented at the
WWTP and audited regularly to verify that employees in their daily operations and management of
WWTP are following them. Senior management of the WWTP will review the IMS at least every six
months to verify the adequacy, relevance and effectiveness of the IMS to maintain and enhance the
operations and management of the WWTP in compliance with ESD principles. In this way certified
IMS will help the WWTP to continually improve its performance as described in Figure 9.5.

Figure 9.5 Certified IMS as a tool for continual improvement

Best
Practice

WWTP Processes

Certified
Certified
WWIMS
IMS

Continuous Improvement

Time
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Table 9. 3 An overview of integration of Quality, Environment and Health & Safety (HS) Management Systems
AS/NZS ISO9001: 2000

AS/NZS ISO14001:
2004

AS/NZS 4801:2001

Integrated
Management
System (IMS)

Examples of Evidence of
Management System

5.3 Quality policy

4 2 Environmental
policy

4.2 OHS policy

IMS Policy

IMS Policy

5.2 Customer focus
7.2.1
Determination
of
requirements related to the product
7.2.2 Review of requirements
related to the product

4.3.1 Environmental
aspects

4.3.1
Planning
identification
of
hazards,
hazard/risk
assessment and control
of
Hazards/risks

Identifying
customer
requirements SAP
Business strategy, planning
and expenditure SAP
Environmental aspects and
impacts SAP
Hazard identification, risk
assessment and control SAP

Legal and other
requirements

5.2 Customer focus
7.2.1
Determination
of
requirements related to the product

4.3.2 Legal and other
requirements

4.3.2 Legal and other
requirements

Legal
and
other
e.g.
regulatory,
ministerial
requirement SAP

Objectives
targets

5.4.1 Quality objectives

4.3.3 Objectives and
targets
and
program(s)

4.3.3 Objectives
targets

and

Planning SAP

5.4.2 Quality management system
planning
8.5.1 Continual improvement

4.3.3 Objectives and
targets
and
program(s)

4.3.4 OHS management
plans

Planning SAP

Product
&
service
delivery plan
Risk register- Quality,
Environment and OHS
or
Register of significant
environmental aspects and
impacts
H&S Risk Register
REF Report(s)
EIA Report(s)
Register of legislation,
regulation, licence, code
of practice and guidelines
that
the
organization
subscribes (Figure 9.5)
Licence variation request
proforma
Business Plan
Environmental
management
program
(EMP)
OHS Improvement Plan
Strategic
(20
year)
Business Plan
5 Year Business Plan
Yearly Business Plan
5 Year Environment Plan
5 Year H&S Plan

Policy
Planning
Customer focus,
Environmental
aspect
and
Hazard & risk

Plan

and
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AS/NZS ISO9001: 2000

AS/NZS ISO14001:
2004

AS/NZS 4801:2001

Integrated
Management
System (IMS)

Examples of Evidence of
Management System
Heritage/ Waste/ Energy/
Noise
management
program

Implementation
and Operation
Structure,
responsibility
and
accountability

5.1 Management commitment
6.1 Provision of resources
6.2 Human resources
6.2.1 General
6.3 Infrastructure
6.4 Work environment
5.5.1 Responsibility and authority
5.5.2 Management representative

4.4.1
Resources,
roles, responsibility
and authority

Structure
responsibility

Training,
awareness and
competence

6.2 Human resources
6.2.1 General
6.2.2 Competence, awareness and
training

Training, awareness
and competence

Training
competency

Communication,
Consultation and
reporting

5.5.3 Internal communication
7.2.3 Customer communication

Communication

Consultation,
communication
reporting

Documentation

4.2 Documentation requirements
4.2.1 General
4.2.2 Quality manual

4.4.4 Documentation

4.4.4 Documentation

Document

4.2.3 Control of documents

4.4.5

4.4.5

and

Control

of

Document

and

and

and

and
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Management
SAP
Performance
SAP

responsibility
management

Training, awareness
competence SAP
Staff induction manual

Performance management
including
performance
and learning agreement
and succession planning
for employees

and

Training records
List of registered training
providers

Communication, consultation
and reporting SAP
Customer contact protocol
SOP
Community
consultation
SAP
Process for compilation of
business, ministerial and
regulatory reports SOP
IMS (Integrated QualityEnvironment- and- OHS)
Manual

Business Report
OHS Communication and
Consultation Statement
Safety Dashboard
Environmental protection
licence
compliance
report(s)
Other Regulatory Reports

Document management SAP

Register of documents

IMS Manual

AS/NZS ISO9001: 2000

data control
Operational
control

Emergency
preparedness
and response

7 Product realization
7.1 Planning of product realization
7.2 Customer-related processes
7.2.1
Determination
of
requirements related to the
product
7.2.2 Review of requirements
related to the product
7.3 Design and development
7.3.1 Design and development
planning
7.3.2 Design and development
inputs
7.3.3 Design and development
outputs
7.3.4 Design and development
review
7.3.5 Design and development
verification
7.3.6 Design and development
validation
7.3.7 Control of design and
development changes
7.4 Purchasing
7.4.1 Purchasing process
7.4.2 Purchasing information
7.4.3 Verification of purchased
product
8.3 Control of nonconforming
product

AS/NZS ISO14001:
2004

AS/NZS 4801:2001

Integrated
Management
System (IMS)

Examples of Evidence of
Management System

documents

data control

4.4.6
control

Operational

4.4.6
Hazard
identification,
hazard/risk assessment
and
control
of
hazards/risks

Purchasing SAP
Contract
management
manual
Business strategy, planning
and expenditure SAP
Wastewater Treatment and
Network Operations SAPs/
SOPs
Hydraulic
Systems
Operations SAPs/ SOPs
IICAATS SCADA Manual
Manuals for customer and
stakeholder contacts
Recycled Water Distribution
SAPs/ SOPs
Mech Elec Maintenance
SAPs/ SOPs
Biosolids
and
Residual
Management SAPs/ SOPs
Health & Safety SAPs/ SOPs
Identification and traceability
SOP

Purchase order; Product/
service
inspection;
Delivery of payments for
goods/ services
Operational
change
request report

4.4.7
Emergency
preparedness
and
response

4.4.7
Emergency
preparedness
and
response

Incident management and
emergency response SAP
Incident debrief SAP

Incident notification &
report
Incident debrief report
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AS/NZS ISO9001: 2000

AS/NZS ISO14001:
2004

AS/NZS 4801:2001

8.2 Monitoring and measurement
8.2.1 Customer satisfaction
8.2.3
Monitoring
and
measurement of processes
8.2.4
Monitoring
and
measurement of product
8.4 Analysis of data
7.6 Control of monitoring and
measuring devices

4.5.1 Monitoring and
measurement
4.5.2 Evaluation of
compliance

4.5.1 Monitoring
measurement

Nonconformity,
corrective action
and preventive
action

8.3 Control of nonconforming
product
8.5.2 Corrective action
8.5.3 Preventive action

Control
records

Checking
Monitoring and
measurement

Internal audit

of

Integrated
Management
System (IMS)

Examples of Evidence of
Management System

and

Monitoring,
measurement
and reporting SOP

Environmental protection
licence
compliance
report(s)
Operating
Licence
Compliance Report
Annual Business Report

4.5.2 Nonconformity,
corrective action and
preventive action

4.5.2
Incident
investigation, corrective
and preventive action

Incident
investigation,
Corrective
action
and
preventive action SAP

Action
register

4.2.4 Control of records

4.5.4 Control
records

4.5.3
Records
and
records management

Records management SAP

Monthly Business Report

8.2.2 Internal audit

4.5.5 Internal audit

4.5.4 OHSMS audit

Audit SAP

Audit program
Audit Reports (internal &
external)
Auditor register

5.6 Management review

4.6
Management
review

4.6 Management review

Management review SAP

Business Report
Change management in
plant and equipment SAP

of

Request

(AR)

Management
review
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9.7 Issues and limitations in integrating quality, environment and safety
There are few impediments to the integration of a health and safety and an environmental system
with an existing quality system, and a number of issues should be considered in deciding if and how
to proceed with integration.
Credibility of ISO9000 implementation and certification:
-

Concern about linking health and safety and environmental systems to ISO9001, which is viewed
by many as being over documented and bureaucratic.

-

Health and safety and environmental systems may be compromised if an enterprise adopts the
‘Shingle on the wall’ approach of quality system certification.

Specific customer requirements:
-

In some industry sectors, a supplier's health and safety or environmental system may be dictated
by the customer (or regulators) and may be difficult to integrate with the supplier's quality
management system.

-

Customer (or regulatory) requirements may differ from state to state.

Vested interests:
-

Within an organization there may be vested interest by quality, health and safety or
environmental professionals to retain separate systems.

-

There may also be external influences arising from the self-interest of organizations promoting
proprietary or commercial systems for quality, safety or environmental management.

9.8 Guidance for integrating quality, environmental and OHS management
systems
Some of the common but essential steps in integrating quality, environmental and safety management
systems of an organization including a wastewater treatment plant into an integrated management
systems (IMS) is illustrated in the following paragraphs.
Step 1 Identification of gaps:
An initial review to establish what may already exist in an organization, for example, quality/
environmental/ OHS management system or a combination of any two of them or none at all; to
identify any current risks and the level of compliance with relevant legislation. This will help to
establish what exists and what needs to be done. Such a review could include questions like:
-

What is the current level of compliance with relevant legislation, regulations and standards?

-

What are the main hazards, environmental aspects or impacts, and critical product/ process
parameters for customer satisfaction and delightment?
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-

Which of these present unacceptable risk to people or the environment or the commercial
sustainability to the business?

-

What is in place to minimize and manage these risks?

-

What has been the organization’s past experience in minimizing and managing these risks?

Step 2 Interim control measures:
To establish interim measures to eliminate, reduce or control any current risks or liabilities whilst the
broader system is being developed and implemented.
Such interim control measures might include the following actions:
-

Implement legislative requirements, for example, communicate with the regulator and report as
and when an incident, such as sewerage system overflow has become known.

-

Change work practices.

-

Customer research, for example, for odour complaints from WWTP.

-

Improve monitoring and control of emissions.

-

Provide appropriate training, for example in unit process guidelines (UPG) in wastewater
treatment.

-

Develop and implement procedures, including emergency procedures, such as ‘hazard
identification and risk management standard administrative procedure (SAP)’.

-

Improve handling and storage of dangerous goods.

-

Improve/ change processes.

-

Introduce a consultative process, for example, OHS Consultative Committee.

-

Provide personal protective equipments (PPE).

Step 3 Planning and implementation of integrated system:
Once the interim control measures are in place, the scope and sequence of activities to develop or
integrate the requisite management systems will vary from organization to organization, and the
particular circumstances or situation they are in. However, the following generic steps should be
considered.
Identify customer requirements:
-

Consideration should be given to- current contractual, regulatory and other stakeholder
obligations;

-

nature of goods and services supplied;

-

type of organizations supplied.

Step 4 Define management policies:
Consideration should be given to:
-

the level of performance required;

-

compliance with relevant legislation, as a minimum;
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-

continual, cost effective improvement;

-

appropriate consultation with customers, regulators and other stakeholders;

-

the provision of adequate resources to implement the policies.

-

employee involvement and consultation;

-

the periodic review and audits of the system;

Step 5 Set objectives for system development and integration:
Consideration should be given to:
-

the degree of integration required;

-

compatibility with existing systems;

-

the need for third party certification;

-

the stages of development and integration.

-

Each level of the organization should be involved in identifying those objectives and actions in
which they must be involved, to ensure a proper understanding of the integration process and
ownership of the resultant system.

Step 6 Develop an implementation program with objectives and milestones:
The program should include:
-

priorities;

-

implementation schedule with targets;

-

activities, tasks and milestones;

-

responsibilities and authorities;

-

performance measures;

-

progress reporting;

-

integration with existing systems.

Step 7 Communicate the program
Communication should include— (i) employees; (ii) board members and directors; (iii) unions; (iv)
shareholders; (v) suppliers and service providers; (vi) regulators and legislators.
Step 8 Determine the scope of the integrated system:
This should include:
-

Identification of the core and support processes of the enterprise;

-

Ranking of these processes with regard to the inherent hazards, risks and impact relating OHS,
environment and customer satisfaction;

-

Determination of their relative importance in contributing to the achievement of organisational
objectives;

-

Consideration of the workforce skills levels;

-

Identification of the need for knowledge capture;
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-

The development of high-level process map of the enterprise together with a structured hazard,
risk and impact assessment can be of great benefit in the above.

Step 9 Provide relevant training:
Training should consider the following:
-

knowledge of relevant legislation, regulations, codes of practice and standards;

-

specialist technical skills;

-

first aid;

-

emergency preparedness;

-

procedure development;

-

safe work practices;

-

security;

-

understanding of environmental issues and imperatives.

Step 10 Develop and integrate the system documentation:
Consideration should be given to—
-

the priorities for procedure development, integration and implementation;

-

the use of process owners together with quality, safety and environmental specialists to develop
procedures; implementation of the system will be greatly enhanced if process owners play a
leading role in the development and maintenance of the system documentation that is relevant to
their operations;

-

establishment of document control and record keeping systems;

-

management authorization of procedures;

-

involvement of supervisor in procedure development.

Step 11 Implement the system in the organization:
Senior management should take an active role in implementation to: (i) ensure coordination; (ii)
monitor progress.
The procedure owners should: (i) implement the procedures in their own areas of responsibility; and
(ii) train other users in the procedures.
Step 12 Establish methods to measure effectiveness and compliance:
Consideration should be given to—
-

the results of management review processes;

-

the results of internal and external audits;

-

customer feed back, customer research outcomes and customer complaints and suggestions;

-

hazard and risk register;

-

register of environmental aspects and impacts;

-

change request raised by employees for IMS process and system improvement;
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-

investigations of incidents, near- misses and accidents, and lesson learnt from those events;

-

infringements or legal action;

-

suggestions from employees and others;

-

community concerns or complaints.

Step 13 Continually review and improve the system
This may include such methods as—
-

management review;

-

process improvement teams;

-

use of diagnostic tools;

-

organizational assessment against an appropriate business excellence model e.g. Australian
Business Excellence Framework (ABEF), Water Services Association of Australia (WSAA)
Centre of Excellence Benchmark, Office of Water (OFWAT) Benchmark.

9.9 IMS documentation
The systems and processes in the integrated management systems are established, maintained and
documented in the following hierarchy of document control: Policy, Manual, SAP, SOP, SIP and
Work Instruction (Figure 9.4). Their definition in the IMS terminology is given below.

Policy
Manual
UPG
SAP/SOP/SIP
Work Instruction

Figure 9.4. Hierarchy of documentation in IMS
IMS Policy is the overall intentions and direction of an organization related to its quality,
environmental and health and safety (HS) performance as formally expressed by top management.
The policy provides a framework for action and for the setting of quality, environmental and HS
objectives and targets

237

Manual provides an overarchical framework and guidelines on a management system to help users
by giving them an over- view of the management system and directing them where to find more
detail documentation and information about the management system.
UPG is defined as a Unit Process Guidelines. These are stand-alone technical documents & are
specific to a business area and/ or unit. Unit process guides are mainly used as a training tool, to
describe the theory behind processes employed, including limitations, acceptable operation criteria
etc.
SAP is defined as a Standard Administrative Procedure. It documents an administrative function
performed as part of a management system. SAPs may either describe elements of the relevant
management system standard or other administrative activities where one needs to achieve
standardisation.
SOP is defined as a Standard Operating Procedure. SOPs are stand-alone operational documents &
are specific to a business area &/or unit. It is a set of instructions or steps to be followed to ensure
consistency and to complete a job safely, with no adverse impact on the environment, health & safety
(and which meets compliance standards), and in a way that maximises operational and production
requirements.
SIP is defined as a Standard Incident Management Procedure. SIPs are stand-alone operational
documents & are specific to a business area &/or unit. It is a set of instructions or steps to be
followed to ensure ‘best practice’ to manage an incident, near misses, emergencies and accidents so
that negative impacts arising from such events on customer, community, employees, other
stakeholders, organisational processes and activities, assets and environment, could be minimised.
Work Instruction (WI) These are stand-alone documents & are specific to a business area &/or unit.
Work instructions are step-by-step instructions that describe exactly how to use a piece of equipment
or instrumentation, software program etc. They are very low level documents that may be referred to
in multiple procedures.
Following the integrated management systems development procedure in section 9.8, a typical list of
policies, manuals, UPGs, SAPs, SOPs, SIPs and work instructions required to run a wastewater
treatment plant, complying with the certification requirements of ISO9001 QMS, ISO14001 EMS
and AS/ NZS 4801 OHSMS and the principles of ecologically sustainable development are given in
Table 9.4a, 9.4b and 9.4c.
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Table 9.4a List of Manuals, UPGs, SAPs and SOPs in the WWTP IMS
Treatment
and
Network
Operations
UPG/ SAP/ SOP1
Process
management
SAP
Daily plant workflow
SOP
Daily
laboratory
workflow SOP
Integrated
Instrumentation
and
Control
System
(IICATS)
operations
SOP
Supervisory Control and
Data Acquisition System
(SCADA) operation SOP
Screening UPG
Screening operation SOP
Aerated Grit System
UPG
Aerated Grit System
SOP
Vortex Grit UPG
Vortex Grit SOP
Primary
sedimentation
UPG
Primary
sedimentation
SOP
Activated sludge process
(ASP) UPG

Treatment
and
Network
Operations
UPG/ SAP/ SOP1
Activated sludge process
(ASP) SOP
Biological
Nutrient
Removal (BNR) UPG
Biological
Nutrient
Removal (BNR) SOP
Effluent UV Disinfection
UPG
Effluent UV Disinfection
SOP
Effluent
Chlorine
Disinfection
using
liquefied chlorine UPG
Effluent
Chlorine
Disinfection
using
liquefied chlorine SOP
SCAMP dry weather
sewage leakage detection
and rectification program
SOP
Managing odour and
odour complaints from
sewerage assets SOP

Treatment
and
Network
Operations
UPG/ SAP/ SOP1
Effluent
Chlorine
Disinfection
using
sodium
hypochlorite
UPG
Effluent
Chlorine
Disinfection
using
sodium
hypochlorite
SOP
Effluent dechlorination
using
sodium
metabis ulphite UPG
Effluent dechlorination
using
sodium
metabisulphite SOP
Anaerobic
sludge
digestion UPG
Anaerobic
sludge
digestion SOP
Aerobic Sludge digestion
UPG
Aerobic Sludge digestion
SOP
Sludge dewatering using
centrifuge UPG
Sludge dewatering using
centrifuge SOP

Treatment
and
Network
Operations
UPG/ SAP/ SOP1
Sludge dewatering using
belt press UPG
Sludge dewatering using
belt press SOP
Effluent recycle and
reuse UPG
Effluent recycle and
reuse SOP
Assessment of changes
in operational parameters
for sewerage transport
and treatment assets SOP
Managing
internal
sewerage overflows SOP
Identification
and
reporting of overflows
into sensitive waters SOP
Water quality sampling
after a sewage overflow
Asset
Commissioning
SAP

239

Hydraulic
Systems
Operations SAP/ SOP2

Recycled
Water
Distribution SAP/ SOP 3

System
Operations
Centre (SOC) operations
24 Hrs Operations and
Maintenance contacts
Managing
alarm
protocols
Managing
IICAATS/
SCADA
system
operational
change
request
Reporting
equipment
faults and malfunctions
from IICAATS/ SCADA
Developing
and
maintaining
Hydraulic
trunk system operational
models
On line monitoring and
control of assets via
IICATS/ SCADA
Reporting
equipment
faults and malfunctions
from IICATS/ SCADA

Environment, health and
safety
guidelines
for
urban, residential and
irrigational use of effluent
from sewage treatment
plant.
Management of tinkering/
transporting of reclaimed/
recycled water SOP
Management of plumbing
compliance
inspections
SOP
Rechlorination
of
recycled water
Salinity reduction SOP
Property
crossconnection audit SOP
Recycled water supply
area plumbing guidelines
Trade waste mass model:
and maintenance SOP
Recycled water quality
event management SOP
Recycled water supply
contingency plan

Table 9.4b List of SAPs and SOPs for WWTP IMS
Mech Elec Maintenance
SAP/ SOP4
Preventive,
corrective,
breakdown incl customer
requested maintenance
SOP
Deenergising, energizing
and
commissioning
electrical circuits
Working on energized/
deenergized
electrical
circuits
Electrical
equipment
testing
Flowmeters testing &
calibration
Inspection, maintenance
& repair of sewage
pumping station
Dry and wet weather
sewage overflows cleanup SOP

Mech Elec Maintenance
SAP/ SOP4
Inspection, repair &
maintenance of water
and
sewerage
infrastructure including
pumps,
valves,
instrumentation
and
control

Residual
Management
SAP/ SOP5
Biosolids
spreading
approval and customer
billing SOP
Biosolids Field Operations
Workflow SOP
Managing
biosolids
contracts for sampling,
analysis and transportation
Sampling biosolids for
contaminant
analysis,
stability and % volatile
solids reduction
Managing planning and
delivery of biosolids to end
users
Site
assessment
and
sampling of soil for
biosolids application and
monitoring and reporting on
performance
Managing Spill of residuals
and biosolids and vehicle
accident SIP
Managing
Contaminated
biosolids and residuals SIP
Monitoring of recycled
water,
residual
and
biosolids quality

Health & Safety
SAP/ SOP6
HS SAPs:
Site induction, Manual
handling,
Personal
protective equipment
(PPE), Safe working
on
roads,
Fall
prevention,
Excavation
safety,
Electrical
safety,
Lone/ Isolated worker,
Critical safety tools
and
equipment,
Workplace bullying,
violence
and
aggression,
Managing fatigue
Manual for security
escalation
HS SOPs:
Behavioural safety
Control of infectious
diseases
Decontamination of
process equipment
Dig & Cut
Flammable
gas
hazards
Hazard alerts
Managing flammable
gas
hazards
and
hazardous chemicals
on site
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Health & Safety SAP/
SOP6
HS SOPs:
High voltage awareness
Lock out/ Tag out
Lone worker
OHS Consultation and
communication
Environment and OHS
Risk Assessment
Safety equipment
Office safety
Underground electrical
and
communication
cables
Managing
pesticide
application
Disposal
of
surplus
chemicals
Occupational
overuse
syndrome prevention
Asbestos management
Control of hot work
Working safely near
overhead
electrical
apparatus
Hearing conservation and
noise management

Health & Safety SAP/
SOP6
HS SOPs:
Boating and water safety
Incident
notification,
recording and reporting
Managing First Aid
Injury management and
return to work program
Asset isolation and flow
management
Working at heights, near
water and confined space
Site inspection
HS Check List:
Biological hazards
Cranes, hoist and rigging
Demolition management
Dust management
Electrical safety
Emergency response and
evacuation
Flammable
gas
hazardous areas
General site safety
Hand,
powered
and
portable tools

Table 9.4c List of SAPs and SOPs for WWTP IMS
Health & Safety SAP/
SOP6
HS Check List:
Hazardous
substances
and dangerous goods
Lock out/ Tag out
Lone workers
Manual handling
Noise and vibration
management
PPE
Inspection and safe use
of portable ladders
Pressure equipment and
hoses
Scaffolding
Site planning and layout
Welding and hotwork
Working- at height, in
confined spaces, near or
over water, on or near
high/ low voltage, near
traffic or mobile plant
HS Inspection for office

Health & Safety SAP/
SOP6
HS Guides:
High/
low
voltage
electrical guide
Low voltage electrical
guide
Emergency
Control
Organization warden’s
and First Aiders monthly
inspectiont
Managing
fire
extinguishers
Minimum specifications
office
furniture,
equipment and layout
Needle stick injuries
Protective equipment and
safety equipment for
working with sewage
Working
on
contaminated land
Temporary working from
home safety checklist

Health & Safety SAP/
SOP6
HS Guides:
Construction safety guide
Disinfection
safety
guidelines for liquefied
gaseous chlorine
Classification
and
management
of
flammable gas hazardous
areas
Fall prevention guide
Flow management and
asset isolation procedure
manual within live water,
sewerage and stormwater
networks

Health & Safety SAP/
SOP6
HS Forms:
Hazard identification &
risk assessment report
Plant
&
equipment
cleaning certificate
Dig & cut permit
Permit to work certificate
(PTWC)
Hazard Alert Report
Lone Worker Callout
List
Lone worker escalation
report
Lockout/ Tagout Register
Special lock & tag
removal worksheet
Manual
handling
&
ergonomics
risk
assessment and risk
management report
List of Office ergonomic
equipment supplier
Material safety data
sheet
(MSDS)Chemicals, Raw sewage;
Recycled water; Raw/
dewatered
sewage
sludge; Lime amended
biosolids;
Other
treatment residuals e.g.
screening, grit
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Miscellaneous
SAPs/
SOPs
Customer
complaints
manual
Managing environment
protection licence and
annual
reporting
to
regulators SAP
Recording and reporting
environment protection
licence non- compliance
SAP
Processing environment
protection
licence
variation SAP
Notification
and
reporting of sewage
overflows, spills and
other
incidents
to
regulators SOP
Communication, liaison
and
dealing
with
regulators SAP
Project
Management
SAP
Heritage
management
SOP
Heritage Register

Miscellaneous
SAPs/
SOPs
Environmental
impact
assessment (EIA) SAP
Review of environmental
factors (REF) SAP
Emergency
Response
Manual
Trunk sewerage system
modeling
operations
manual
Hydraulic
Operations:
System operation center
disaster recovery plan
Recycled water services
checklist for main -tometer
service
and
rechlorination
Calibration of inspection,
measuring and testing
equipment SOP

Common Law

NSW State

Statutes

Environment
-Coastal protection act 1979
-Contaminated land management act 1997
-Dangerous goods act 1975
-Environmental planning and assessment act 1979
-Environmentally hazardous chemicals act 1985
-Heritage act 1997
-Fisheries management act 1994
-National parks and wildlife act 1974
-Native vegetation conservation act 1997
-Protection of the environmental administration act
1991
-Protection of the environment operations act 1997
-Threatened species conservation act 1995

Corporate Governance
-Anti discrimination act 1977
-Freedom of information act 1989
-Independent commission against corruption act
1988
-Independent pricing and tribunal act 1992
-Local government act 1993

Common Law
-Contract
-Criminal law
-Equity
-Principles of
statutory
interpretation
-Tort

Competition and Consumer Protection
-Fair trading act 1987
Commonwealth
Health
-Public health act 1991

Environment
-Environment protection and biodiversity
conservation act 1999
-National environmental protection
measures (implementation) act 1996

Water
-Catchment management authorities act 2003
-Water Utility Act e.g. Sydney Water act 1994
-Water Utility's Catchment Management Act e.g.
Sydney Water catchment management act 1996
-Water act 1912
-Water management act

Finance
-NSW Government superannuation legislation
-Payroll tax act 1971
Industrial Relations and OHS Act
-Employment protection act 1982
-Essential services act 1988
-Health records and information privacy act 2002
-Industrial relations act 1996
-Long service leave act 1955
-Occupational health and safety act 2000
-Privacy and personal information protection act
2002
-Workers compensation act 1987
-Workplace injury management and workers
compensation act 1998
-Workplace video surveillance act 1998

Corporate and Financial
-Corporations act 2001
-Tax legislation
Industrial relations and OHS
-Workplace relations act 1996
-Superannuation legislations
Competition and Consumer Protection
-Trade practices act 1974

Figure 9.5 List of legislations applicable to a major water utility in NSW
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9.10 Performance and ESD Indicators
It is said, ‘if you can not measure, you will not be able to monitor progress’. The same is true
for a wastewater treatment plant. In order to measure the triple - bottom- line (environment,
economic and social) performance of a water utility, a list of ESD performance indicators,
called ecologically sustainable development (ESD) indicators and performance indicators are
required. A list of such ESD and performance indicators is given in Table 9.5 and Table 9.6
((Refer WSAA, 2006; WSAA, 2005; SWC, 2006, SWC, 2005; SWC, 2005a).

Table 9.5 ESD Indicator for a wastewater treatment plant
ESD Indicator
Environmental Performance
Water conservation:
Water use:
Total system releases, ML/y
Water use: Per person per day, L/d
Unaccounted for water: Amount (ML)
Unaccounted for water: Percentage of total releases
Number of overflows in wet weather
Beneficial and environmentally acceptable management of effluent
Number of overflows in dry weather
Percentage (%) of customers NOT exp eriencing overflows on their properties
Annual percentage (%) of sampled drainage sites where faecal oviform concentration (geometric mean)
exceeds 1,000 cfu/100 mL
Annual percentage (%) of sampled drainage sites where faecal coliform concentration (geometric mean)
exceeds 10,000 cfu/100 mL
Suspended solids discharged from ocean WWTPs (tonnes)
Phosphorus discharged from inland WWTPs (tonnes)
Nitrogen discharged from inland WWTPs (tonnes)
Annual odour complaints coming from sewage transport system
Annual odour complaints coming from sewage treatment plants
Maximise beneficial use of by-products
Percentage of captured biosolids recycled
Amount of biosolids recycled (dry tonnes)
Percentage of captured biosolids to landfill
Amount of biosolids to landfill (dry tonnes)
Managing stormwater pollution
Amount of rubbish removed by pollutant traps, CuM
Amount of sediment removed by pollutant traps, tonnes
Total cost of Stormwater Environment Improvement Program, M$
Waste minimization and cleaner production
No. of Trade waste agreements/permits with industrial customers
No. of Trade waste agreements/permits with commercial customers
Minimize waste and maximise reuse, recovery and recycling of waste products
Waste generated (tonnes)
Waste sent to landfill (tonnes)
Waste recycled or reused (tonnes)
Waste recycled or reused (percentage)
Responsibly manage land and water assets
Species impact: Area of threatened species habitat or ecological community subject to a species impact
statement that is directly impacted by Water Utilities development or activities
Land and water stewardship:
Development and maintenance of an inventory of Water Utilities land supporting natural flora and fauna
assemblages, threatened species, weeds and other disturbances (natural resource inventory)
Heritage: Percentage of Water Utility’s sites on the State Heritage Register covered by
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ESD Indicator
Conservation Management Plans
Number of consents granted to disturb or destroy an Aboriginal relic or place
Remediation of contaminated sites/ land
Number of sites reported in the financial year that pose a direct risk, via contamination
Number confirmed as presenting a ‘significant risk of harm
Minimise the environmental impact of Water Utility’s use of energy
Total energy used by Water Utility per customer served (GJ per customer)
Electricity (kWh) consumption per ML of water supplied
Electricity (kWh) consumption per ML of sewage treated
Proportion of energy used that is renewable as Green Power (%)
Proportion of energy used that is renewable and generated by the Water Utility (%)
Greenhouse gases produced through purchase of electricity, gas and fuel for operations and activities
(tonnes CO2 equivalent)
Continue to improve environmental management practices
Environmental management: Implementation of management systems aligned with relevant international
standards e.g. ISO14001
No. of staff undergone ESD awareness and training
Environmental standards of contractors
Contribute to collaborative research to improve the environme ntal performance of assets
Implement research and development strategy
Social Performance
Public health: Compliance with Australian Drinking Water Guidelines 2004
Customer assistance: Mitigation of social impact- Total number of payment assistance vouchers issued
Customer assistance: Mitigation of social impact- Total number of customer accounts using payment
assistance vouchers to pay their Water Utility bills
Noise: No. of noise complaints from Water Utility activities
Community views: Social research:
Drinking water quality (% customers satisfied)
Sewerage system (% customers satisfied)
Sewerage: Billing and account complaints (per 1000 properties) (NWC, 2006)
Sewerage: Residential tariff
Sewerage: Typical residential bill ($/assessment)
Sewerage: Odour complaints (per 1000 properties)
Sewerage: Service complaints (per 1000 properties)
Sewerage:Total complaints (per 1000 properties)
Average wastewater break / choke repair time
Average wastewater break / choke repair time
Trust in the Water Utility (mean rating out of 10)
State of ocean beaches (mean rating out of 10)
Community consultation
Economic Performance
User pays and market incentives: Percentage of total water revenue based on usage charges
User pays and market incentives: Percentage of total sewerage revenue based on usage charges
User pays and market incentives: Percentage of new developments paying a developer charge
User pays and market incentives: Revenue derived from trade waste charges (M$)
Operating efficiency: Operating cost ($) per property served
Polluter pays: Prosecutions:
Number and type of prosecutions incurred under the Protection of the Environment Operations Act 1997
– Tier 1
– Tier 2
– Tier 3
Financial capacity to fund ESD: Shareholder value added (net operating profit, M$ after tax compared
with the cost of capital funds employed)

244

Table 9.6 Performance Indicator for a wastewater treatment plant
Performance Indicator
The Customer
Population receiving wastewater services
Residential properties receiving wastewater services
Non-residential properties receiving wastewater services
Total number of properties receiving wastewater services
Population receiving stormwater services
Total number of properties receiving stormwater services
Other grades (recycle and reuse) water supplied (ML)
Residential and non-trade wastewater collected (ML)
Trade wastewater collected (ML)
Average connect time to a telephone operator (seconds)
Total wastewater collected (ML)
Wastewater collected per total property (kL /property)
Sources of water supply:
Volume from recycling (ML/ y) from WWTP
Recycled water - town water substitution (% potable town water)
Recycled water - town water substitution (ML)
Sewerage: Residential tariff
Sewerage: Typical residential bill ($/assessment)
Asset Data
Number of wastewater treatment plants
Number of wastewater pumping stations
Length of wastewater mains and channels (km)
Number of wastewater properties per kilometre of wastewater main
Number of marine environment outfalls
Number of inland waterway outfalls
Number of estuarine environment outfalls
Number of water meters in operation
Number of wastewater reticulation main breaks and chokes per 1,000 properties
Percent of wastewater reticulation main breaks and chokes caused by tree roots
Average wastewater break/choke repair time (hr)
Sewerage System Reliability
Frequency of uncontrolled sewage overflows and properties affected:
Number of Uncontrolled sewage overflows in DRY weather affecting private properties
Nu mber of Uncontrolled sewage overflows in DRY weather affecting public properties
Number of Uncontrolled sewage overflows in WET weather affecting private properties
Number of Uncontrolled sewage overflows in WET weather affecting public properties
Repeat sewage overflows:
Number of properties (other than Public properties) which experienced more than one Uncontrolled
Sewage Overflow in Dry weather
-2 occassions
- 3 or more occassions
Number of properties (other than Public properties) which experienced more than one Uncontrolled
Sewage Overflow in Wet weather
- 2 occassions
- 3 or more occassions
Number of public properties which experienced more than one Uncontrolled Sewage Overflow in Dry
weather
-2 occassions
- 3 or more occassions
Number of public properties experienced more than one Uncontrolled Sewage Overflow in Wet weather
- 2 occassions
- 3 or more occassions
Response times:
Number of Priority 1 sewage overflows to which response time is
- < 1 hour
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Performance Indicator
- > 1 hour
Nu mber of Priority 2 sewer overflows to which response time is
- < 3 hour
- > 3 hour
Restoration time
Average time taken to restore full normal sewerage service from the commencement of Uncontrolled
sewage overflows that occurred in Dry weather
Frequency of breaks and blockages:
Number of sewer main breaks
Number of sewer main chokes
Total breaks/chokes
Number of property connection sewer breaks
Number of property connection sewer chokes
Total breaks/chokes
No of sewer main breaks and blockages per 1000 properties
Percentage of sewer main breaks and blockages caused by tree roots
No of property connection sewer breaks and blockages per 1000 properties
Percentage of property connection sewer breaks and blockages caused by tree roots
Dry Weather Overflows to Class S and P Waters by sewerage catchment area
No. of sewage treatment plant bypass or partial treatment
Failure to comply with Sewage Treatment Plant assessable pollutants’ load limit
Failure to comply with Sewage Treatment Plant licensed pollutants’ concentration limits
Service Delivery
Wastewater Treatment and Compliance:
Percent of wastewater treated to a primary level
Percent of wastewater treated to a secondary level
Percent of wastewater treated to a tertiary level
Number of wastewater treatment plants compliant at all times
Percent of wastewater volume treated that was compliant
Compliance with environmental regulator (yes/no)
Environment:
Percent of water recycled
Percent of biosolids reused
Net greenhouse gas emissions (net tonnes CO2-equivalents)
Customer Service
Number of wastewater odour complaints per 1,000 properties
Written complaints meaningfully responded to within 10 days (%)
Compliance with environmental regulator - Wastewater
Average connect time to operator (sec)
Sewer main breaks and chokes (per 1000 properties)
Sewer overflows to the environment (per 100 km of main)
Volume of sewage treated per property (kL/a)
Pricing and Finance
Fixed charge: Minimum ($)
Pay for use charge: Price per kilolitre ($)
Number of meter readings per annum
Number of bills per annum:
Average annual bill:
Fixed charge ($)
Pay for use charge ($)
Total ($)
Annual bill based on 250 kL consumption:
Fixed charge ($)
Pay for use charge ($)
Total ($)
Revenue per property for water supply services
Operating cost per property for water supply services
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Performance Indicator
Revenue per property for wastewater services
Operating cost per property for wastewater services)
Total cost per property for wastewater services
Finance and Investment:
Wastewater capital expenditure ($000s)
Written down replacement cost of fixed wastewater assets ($000s)
Return on assets (%)
Tax (or tax equivalent) paid ($000s)
Dividend paid ($000s)
Dividend payout ratio (%)
Net debt ($000s)
Net interest paid ($000s)

9.11 Summary
Investigations into performance of water utilities, such as Sydney Water Corporation, which has
been certified to ISO14001 EMS and progressively moving towards integration of QMS, EMS
and OHSMS has revealed a number of success stories, since its journey in implementing
management system started around 1997.
However, there is some criticism about the ISO14000 program that it is not connected directly
enough to environmental performance. For example, a certified company can still have
substandard processes and waste streams because certification does not tell a company how to
improve efficiency and pollute less (Montabon, 2000; Abarca, 1998; Mroz, 1997), nor does
certification require that firms demonstrate compliance and that their stakeholders are satisfied
(Clark, D, 1999; Scott, A, 1999).
There is concern in some quarters that the benefits offered by ISO14000 may not be sufficient
to offset the costs incurred in meeting the requirements of the program (Epstein, 1996;
Makower, J, 1994; 1993).
There has not been strong evidence, which shows that there is a strong positive relationship
between improved environmental performance and strong corporate performance (Florida,
1996; Porter, 1991; Porter, M. and Van der Linde, C, 1995; 1995a; Walley and Whitehead,
1998). As a result, many managers are hesitant to pursue ISO14000 certification because they
are not sure of the cost/ benefit trade-off.
Some of the achievements of Sydney Water Corporation (SWC) described below, may be
attributable directly or indirectly from its progress towards implementing integrated quality,
environmental and OHS management systems
Water conservation: Per capita quantity of water (litres per capita pre day, lcd) has reduced from
506 lcd to 342 lcd in June 2005. In other words, total water demand remained almost stable over
last 20 years even though the population has increased by over 750,000. This has been achieved
through its ‘water conservation and demand management initiatives’ under its management
systems through a strategic combination of community education, incentives (residential water
247

appliances retrofits, washing machine/ rainwater tank rebates), influencing regulations (water
appliances’ efficiency and labeling scheme, water restriction, pricing reform), engineering
measures (water balance calculation, leak detection, pressure management, speed of repairs and
asset management) and other support (customer research, innovation in water appliances)
(SWC, 2006; SWC 2006a).
Biosolids, Ocean disposal (92%) and incineration (8%) of biosolids ceased in 1993 and by
1998-99 99% of all available biosolids were beneficially reused. Agriculture remains the biggest
market sector, receiving around 65% of biosolids per year for growing crops and pasture,
another 30% for landscaping, 3% for land rehabilitation, forestry 1% and landfill of 1% (Sydney
Water, 1999). As today, biosolids is 100 % beneficially reused and the biosolids operations have
been certified to ISO14001 Environment Management Systems). In 2003/04, Sydney Water has
beneficially reused 9.6% of grit & screens. In 2005/ 06, the beneficial reuse of biosolids is
100% again.
Water leakage and losses from water supply reticulation systems is a worldwide problem, with
leakage rates varying from 5% of demand in very well maintained systems to 60% of demand in
water utilities in third world countries. Leakage rates for Sydney Water’s system are around
10% (145 ML/ d), which is within the top 30% of water utilities in major world-class cities.
This has been achieved through planned and implemented systems and processes under the IMS
for: (i) active leak detection; (ii) pressure management; (iii) speed of leak repairs; (iv) installing
bulk water flowmeters; and (v) reticulation system asset management (SWC, 2006; SWC,
2006a).
Recycling: Compared to Adelaide and Melbourne, Sydney has fewer opportunities to offer
recycled water for non-drinking purposes as it does not have nearby market gardens, grazing
land, crops and vineyards. Effluent from WWTPs in Sydney for industrial, irrigation and
domestic non- potable use has increased from 4 ML/ d in 1999 to 42 ML d in 2005 and is
expected to rise to 65 ML/ d by 2010 (SWC, 2006; SWC, 2006a).
Sydney Water provides stormwater services to over 465,000 properties through 436 km of trunk
stormwater drainage and collected 1,859 cubic metres of litter and 2,060 tonnes of sediment
from 31 pollution control devices, and a further 12,770 tonnes of sediment from stormwater
channels in 2004-05 (SWC, 2006; SWC, 2006a). The stormwater management process operates
under the EMS.
Under the EMS, trade waste licence, agreements and permits are in place for majority of the
tradewaste customers and it has captured 17,287 tonnes of grease trap for further treatment and
disposal, which would otherwise would discharge into the WWTPs (SWC, 2006; SWC, 2006a).
Waste minimization- overall rate of 79 per cent of waste recycled or reused in Sydney Water in
2004-05 (SWC, 2006; SWC, 2006a).
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Sydney Water Heritage and Conservation Register contained 220 items, including 59 of State
heritage significance, and for which conservation management plan are in place.
Sydney Water purchases a minimum of 2.5 per cent of its electricity needs as Green Power and
3.6 per cent of total electricity consumed is generated from its own renewable energy generation
(anaerobic digester) facilities at the Malabar and Cronulla WWTPs. Electricity consumption by
Sydney Water’s buildings has reduced by 39 per cent overall since 1995–96. The Residential
Retrofit Program has generated a total saving of 1,038,500 tonnes of CO2 since 1999 by helping
to save water indoors and, therefore, saving energy for water heating (SWC, 2006; SWC,
2006a).
Protecting public health- potable drinking water provided by SWC complied 100% with the
Australian Drinking Water Guidelines 2004. Both its water treatment and water distribution
operations are certified to ISO9001 QMS (SWC, 2006; SWC, 2006a).
SWC complied with its Operating Licence and Customer Contract obligations consistently since
its inception of its certified management systems.
Knowledge management- Organisational knowledge and expertise are no longer goes away with
the exit of employees from the organization, rather knowledge, expertise and ‘best practice’ are
now captured, continuously improved and documented through the document control, records
management and management review of policies, strategies, plans, manual, unit process
guidelines, standard operating/ administrative/ incident management procedures and forms.
This research study showed that ISO14001 Environmental Management System is a practical
proven tool to operate wastewater treatment plant in compliance with the ecologically
sustainable development (ESD) principles. It enhances the capability of the organisation for
pollution prevention, regulatory compliance and continuous improvement in environmental
performance through documented implementation of EMS policy, manual, procedures, aspect
and impact analysis, forms, audit, training and management review.
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Chapter 10: Conclusion and Recommendations
10.1 Introduction
Water is essential for all of us- whether human, flora, fauna, ecology and environment- natural
or manmade. It is the basis of all life, human well-being and economic development, linking
together, all aspects of life on this planet, human and environmental health, food supply, energy
and industry. Water is an essential but very scarce resource, on which our natural, social and
economic environment relies on. However, as on today, some 1.1 billion people in the
developing world do not have access to a minimal amount 5 liters per person of clean water per
day—one tenth of the average daily amount used in rich countries to flush toilets. Some 2.6
billion people, almost the half the developing world’s population, do not have access to basic
sanitation. Every $1 spent in the water and sanitation creates on average another $8 in costs
averted and productivity gained in the developing world. It is a regret that the military budget is
10 times the water and sanitation budget in Ethiopia and in Pakistan, 47 times.
Only 0.65 % of all water on earth is available for consumption. In the 20th century, population
has increased by a factor of about three, whereas water withdrawals have increased by a factor
of about seven, due to ever increasing industrialisation, urbanisation and other anthropogenic
activities. Approximately 2 million tons of waste is disposed into waters every day across the
world. Australia, being the driest continent on earth in terms of total precipitation and runoff,
water issue is one of the most important factors for its people, environment, economy and
development. There is a growing recognition that the world faces a water crisis that, left
unchecked, will derail progress towards the Millennium Development Goals and hold back
human development. Overcoming the crisis in water and sanitation is one of the great human
development challenges of the early 21st century, and if success can be achieved through a
concerted national and international response, would act as a catalyst for progress in public
health, education and poverty reduction and as a source of economic dynamism. Humankind has
entered a crucial moment in time with respect to water; no longer a resource that we can take for
granted, water has become a key global challe nge, the resource that best exemplifies many of
the earth's global imbalances and defines the terms of sustainable development.
Appropriate sanitation including wastewater treatment is the vehicle to avoid at the least: (i)
approximately 1.8 million child deaths each year as a result of diarrhoea; (ii) the loss of 443
million school days each year from water-related illness; and (iii) sufferings of approximately
2.8 billion people at any given time from a health problem caused by water and sanitation
deficits- only in the developing countries. Moreover, beneficial recycle and reuse of effluent
from wastewater treatment plants (WWTPs) is one the most promising option to meet the
soaring demand- supply imbalances for water. Primary sedimentation (PS), chemically assisted
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primary sedimentation (CAPS), biological activated sludge process (ASP) and tertiary
biological nutrient removal (BNR) treatment are the most predominant and popular wastewater
treatment technologies in the world. The Northern, Central, Southern and Western WWTPs in
this study use these technologies for wastewater treatment.
In this thesis, the transformation of WWTPs from the existing ‘command and control’ licensing
to managing in compliance with the ESD, has been explored in three parts and they are:
Part 1 ANN Modeling- Artificial networks models have been developed to improve the
concentration of most common pollutants, that is, total suspended solids (TSS) and oil & grease
(O&G) in effluent from WWTPs under the ‘command and control’ environment protection
licensing.
Part 2 Ecologically Sustainable Development (ESD) and Polluter Pays Principle (PPP): (a) the
evolution and progress of ESD principles in NSW and Australia is described; and (b)
implementation of PPP under ‘load- based- licensing’ is described in detail with actual plant
data; and (c) how LBL helps to improve effluent quality and measure and mitigate the
environmental and human health impacts from effluent discharges from WWTPs, are also
explained.
Part 3 Integrated Management Systems (IMS)- A conceptual framework to integrate ISO9001
quality (QMS), ISO14000 environmental (EMS) and AS4801 health and safety (HS)
management systems at the WWTP are established to deliver improved environmental,
economic and social performance (triple bottom line) in compliance with the ESD principles.

10.2 ANN Modelling
Concentration- based command and control technique for pollution abatement, mitigation and
control, is the most widely used pollution regulation for WWTPs across the world even today.
Therefore, in the journey for implementing ESD principles to WWTPs, endeavour has been
made in the first place in part 1 of this study to reduce the concentration of TSS and O&G in
effluent from WWTPs using ANN models.
The applications of artificial neural networks in the field of wastewater treatment were
reviewed. In most of the published works, ANNs were used to predict the performance of a
complex sewage treatment system in terms of one output parameter (TSS or O&G) of the
system, and using other process parameters to the system as leading indicators.
ANNs are suited to complex problems such as WWTPs, where the relationships between the
variables to be modelled are not well understood. Ability of ANN to map complicated
relationships through examination of only the input data points in the training set, without
assuming a pre- specified functional form and to quickly adapt to the changes in the status of a
dynamic process, allow an ANN model to be integrated into a real-time control scheme like the
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‘supervisory control and data acquisition (SCADA) systems and the integrated instrumentation,
control and telemetry systems (IICATS) for WWTPs. As time passes, the collection of historical
data, information and knowledge involving various treatment process situation and condition
also expand, which helps to develop a mature ANN model for the WWTPs to predict effluent
TSS and O&G with improved accuracy. This is becoming possible through incorporation of: (a)
latest operators’ knowledge, intuition and insights; (b) widely varying actual data for sewage
flow, composition and meteorological parameters under all possible treatment process
conditions; (c) progressive improvement in sewage transport and treatment technology; and (d)
wider applications of on- line gauges (e.g. ORP, turbidity meter) to monitor and measure
increasing number of treatment process parameters. Process knowledge for ANN modelling of
one type of WWTP can be easily transferable to another WWTP within the same class. ANN
models can be continuously updated with minimal resource requirements, which make them
very attractive for application in a real-time control scenario. It is relevant to note that often
modelling costs account for over 75 percent of the expenditure in an advance instrumentation &
control project.
The ANN models in this study were developed using the commercial ANN software package
NeuralWorks Professional II/PLUS (1994) on IBM compatible Pentium II computer. Several
ANN models with one and two hidden layers were built and tested in order to determine the best
ANN architecture. The following methods were found to produce the best predictive ANN
models for wastewater treatment plants:
-

Hyperbolic tangent (tanh) as the transfer function

-

Normal- delta- cumulative learning rule

-

Use of a variable learning rate to speed up convergence during training phase

-

Root mean square error (RMSE) as the primary performance indicator of the ANN model

-

Stopping training with the training data set at regular intervals; testing the trained model
with the test data set to assess its predictive ability by calculating RMSE between observed
(test data set values of TSS and/ or O&G) and predicted values; and then continue training
until there were no further reduction in the RMSE

-

Training were always initiated with the highest number of processing elements (PEs) in the
input and hidden layer(s) and then subsequently reducing the PEs in the input and hidden
layers (pruning technique) until the smallest ANN architecture with the smallest RMSE is
achieved; this is the optimum and preferred ANN model for the prediction of effluent
quality.

A number of ANN models have been developed to find the simplest (parsimonious) ANN
models with maximum generalisation ability to accurately predict effluent TSS and/ or O&G
under various treatment process, weather, flow and process technology conditions. The prime
factors in predicting effluent TSS in one, two and three days in advance are: (a) effluent TSS on
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the day (t) and at 1, 2, 3 and 4 days lag; this finding support the previous research observation
that a majority of the parameters in sewage treatment follows the ‘Markovian Process’,
implying that the value of any parameter e.g. effluent TSS on a given day, is a function of a
finite set of previous realisations (effluent TSS over previous few days). Similar outcome is
revealed for effluent O&G concentration.
For all the models, effluent TSS and O&G concentration today (t) and over previous four days
(t-1, t-2, t-3, t-4) have positive sensitivities with the highest value for sensitivity for today (t).
This means if the effluent TSS or O&G today (t) is high, the effluent TSS after one day (t+1),
two days (t+2) and three days (t+3) are also expected to be high and vice- versa, which supports
operators observation with the PS, CAPS, ASP and BNR processes at the Northern, Central,
Southern and Western WWTPs.
Prediction performance of ANN models for effluent TSS and O&G one day in advance is better
(low RMSE, AAPE and AAE) than the prediction performance two days in advance and which
in turn is better than prediction performance three days in advance. This improvement in
prediction accuracy with decrease in number of days for advance prediction, could be attributed
to increasing uncertainties and risk associated with the increase in the number of days for
advance forecast.
Considering the licence limits for the PS, CAPS, ASP and BNR WWTPs, the performance of
the ANN models for the four types WWTPs are comparable in terms of RMSEs. For example,
Northern WWTP has a licence limit of 300 mg/L for TSS and the RMSE for TSS prediction by
the ANN model is around 14 mg/L; while for Western WWTP, the licence limits for TSS is 30
mg/L and the RMSE error for TSS prediction is around 2- 2.5 mg/L.
Process parameters in wastewater treatment that remain nearly at constant values consistently
over a long period of time such as: (i) pH (of raw and settled sewage and effluent); (ii) mixed
liquor temperature in aeration tanks; (iii) return activated sludge (RAS) flow rate; (iv) sludge
blanket depth in primary and secondary sedimentation tanks; (v) raw sludge and biological
sludge (WAS) pumping quantity (tonne) from primary and secondary sedimentation tanks; (vi)
(vi) chemicals dosing rate for ferric chloride, polymer, chlorine, sodium hypochlorite and
sodium metabisulphite; (vi) aeration tank dissolved oxygen (DO) concentration- don’t
contribute or become a significant input in the ANN model. This finding complies with the
theories of ANN and observation in previous research (Bogger, 1997).
The predicted effluent TSS and O&G by the ANN models, although follow similar trends like
the WWTPs test records; however, the models quite often could not predict sudden abnormal
peaks and troughs for effluent TSS and O&G well. These could be attributed to: (i) noise in the
data due to incorporation of less meaningful input variables, such as, pH, temperature,
chemicals dosing rate, which remains almost at constant level through out the year; or (ii) lack
of sufficient records or lack of sufficient input variables, such as on- line data for ‘oxidation,
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reduction potential (ORP)’, turbidity, conductivity in the training data set, which could better
represent the dynamics of the WWTP processes and better forecast future events; or (iii) lack in
accuracy of data used for developing the models; and/ or (iv) missing data in the training set.
Over all, the results show that the models, although not perfect, do capture prediction
information and are able to prognose effluent TSS and O&G concentration with fair reliability
for PS, CAPS, ASP and BNR WWTPs, in spite of the complex physical, chemical and
biological reactions involved in wastewater transport and treatment and the dynamics associated
with continuously varying composition and flow rate of wastewater. ANN models do capture
prediction information quite well for simpler wastewater technological processes such as PS and
CAPS WWTPs, compared to complex secondary biological activated sludge (ASP) and
advanced tertiary biological nutrient removal (BNR) WWTPs. Knowing effluent TSS and O&G
up to three days in advance with a fair level of certainty, will provide WWTP operators
adequate time to take appropriate process control actions (preventive measures) in sewerage
transport and treatment operations, so as to enable the WWTP to produce effluent with TSS
and/ or O&G well below the environmental protection licence (EPL) limits. This helps to
minimise, at the least, the acute environmental and human health impacts from effluent
discharge from WWTPs into receiving waters.
Artificial neural network (ANN) modelling tool could be one of the potential choices for
WWTP operators to assist them in predicting what level of quality of effluent they are going to
produce in the next one, two or three days in time, given the physical, chemical and biologic al
complexity of wastewater treatment processes. This will provide operators with enough time to
take proactive process measures like increasing chemical dosing, modifying waste activated/
return activated/ raw sludge/ sewage pumping rate, increasing/ decreasing sludge age/ dissolved
oxygen level in the aeration tank, changing run- time of feeder sewage pumping station and
other process control & trouble - shooting actions. This would assist them in returning the
WWTP processes back to normal and healthy state to enable the treatment processes to deliver
superior quality effluent.

10.3 ESD and Polluter Pays Principle (PPP)
Sustainable development is defined as “improving the quality of human life while living within
the carrying capacity of supporting ecosystems”. The principle of ecologically sustainable
development (ESD) gets it expression through four underpinning principles and they are: (i)
Precautionary principle - where there are threats of serious or irreversible environmental
damage, lack of full scie ntific certainty should not be used as a reason for postponing measures
to prevent environmental degradation; (ii) Intergenerational equity - the present generation
should ensure that the health, diversity and productivity of the environment is maintained or
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enhanced for the benefit of future generations; (iii) Conservation of biological diversity and
ecological integrity- should be a fundamental consideration; and (iv) Improved valuation,
pricing and incentive mechanisms. Polluter pays principle is the policy instrument, which gives
effect to the four ESD principles on ground. It emphasizes that environmental factors should be
included in the valuation of assets, products and services.
Polluter pays i.e. those who generate pollution and waste should bear the cost of containment,
avoidance, or abatement. The users of goods and services should pay prices based on the full
life cycle costs of providing goods and services, including the use of natural resources and
assets and the ultimate disposal of any wastes. Load- based- licensing (LBL) is a market- based
economic instrument for giving effect to the PPP on the ground.
Australia has consistently kept pace with the developed world in quest for and giving effect to
the sustainable development principles from Stockholm in 1972 to Rio in 1992 to Johannesburg
in 2002. In some fronts, Australia has taken a leading edge in conservation, protection and
enhancement of natural environment with its human habitat, flora and fauna as enshrined in its
adoption and implementation of ecologically sustainable development (ESD) principles at every
arms (legislature, judiciary and administrative) and levels of government from local to state to
commonwealth or federal governments. The following key environmental legislations
developed and implemented progressively in the State of NSW (Australia) and the regulations
and licences derived from them, provide the regulatory basis for implementation of ESD in the
state in general, and for water & wastewater utilities in particular and they are: (i) Protection of
the Environment Administration Act 1991; (ii) Environmental Planning and Assessment Act
1979; (iii) Protection of the Environment Operations Act 1997; (iv) Fisheries Management Act
1994; (v) Threatened Species Conservation Act 1995; (vi) Heritage Act 1977; (vii) Local
Government Act 1993; and (viii) Water Management Act 2000.

The most important

Commonwealth legislation that gives effect to the implementation of ESD in NSW is the
Environmental Planning and Biodiversity Conservation (EPBC) Act 1999.
The command and control technique as described previously, is able to address only the acute
impact of pollutants in the effluent, discharging into the receiving water environment. However,
many pollutants, particularly the ‘stock pollutants’ are persistent and can have serious impacts
on the environment that become apparent only in the longer term. Some environments might be
able to withstand short-term stresses from pollutant loads but can become increasingly degraded
if these are maintained over a longer time period. In some cases irreversible damage can occur.
LBL takes into account the level of technology, effectiveness of process and resource
management and discharge load (DL) of polluters (fee-rate-threshold, FRT); the pollutants’
harmfulness to human health, ecology and aquatic environments (pollutant weightings, PWs)
and the sensitivity of the receiving waters (critical zoning factor, CZ) for measuring
environmental and human health impacts from effluent discharge from WWTP. It reflects
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chronic, cumulative and acute impacts of pollutants on human health, ecology and the
environment. The environmental and human health impacts from effluent discharge from
WWTPs are expressed in number of ‘pollution units (PU)’. PU takes into account human health,
ecological and environmental impact of at least 25 major harmful pollutants present in effluent
from WWTPs. PU takes into account the level of technology, effectiveness of process and
resource management and discharge load of pollutants and their harmfulness to human health
and ecology and the sensitivity of the receiving environment for those pollutants. PU is an
integrated and holistic indicator for measuring and benchmarking environmental performance
(impact on water, air and land) for any manufacturing and commercial businesses including
water and wastewater treatment plants (WWTPs).
In this study, number of pollution units (PUs) generated from effluent discharges from the
Northern, Central, Southern and Western WWTPs are calculated. These four WWTPs differ
widely from each other in many aspects, such as: (i) their geographical locations and effluent
discharge into different classes of waters, for example, Western WWTP discharges into
sensitive inland rivers (enclosed waters) and the rest discharges into open coastal waters; (ii)
process technologies applied are different, such as, gravity primary sedimentation (PS) process
at Northern WWTP, chemically assisted primary sedimentation (CAPS) at Central WWTP,
secondary biological activated sludge process (ASP) at the Southern WWTP and tertiary
advanced biological nutrient removal (BNR) treatment processes at the Western WWTP; (iii)
size of catchment, demography, population size, water consumption pattern, quality of
wastewater transport and treatment infrastructures, etc; (iv) ratio of domestic and commercial/
industrial wastewater flow; (v) nature and quality of wastewater generated; (vi) level of
infiltration and inflows in storm weather, etc. Considering all the above differences, simply the
discharge concentration (mg/L) and loads of pollutants (kg/ ML), do not provide adequate
information to determine their impacts on human health, ecology, natural and builtenvironments in their surroundings. A risk management approach has been developed to
determine the negative environmental and human health impact (PUs) of effluent discharging
from these four WWTPs. Pollution Units (PU) have been successful in taking into account the
negative impact all of the factors that would otherwise been ignored under the traditional the
command and control technique for managing pollution.
In NSW, LBL has been the catalyst for a shift to performance- based regulation that in itself
provides major efficiency gains and facilitates ecologically sustainable development (ESD). For
example, the bubble licence for the participating Quakers Hill, St Marys and the Riverstone
WWTPs under the LBL scheme has achieved an 83% reduction in total phosphorus discharges
and a 50% reduction in total nitrogen discharges into the Hawkesbury River by 2004 (compared
with a ‘business as usual’ scenario). As a result of the bubble arrangement, the cost of achieving
these large environmental improvements into the future has been reduced by $45 million.
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In order to express the PU in economic or financial ($) term, it is important to determine the $
value of one pollution unit (PU). PU should ideally comprise of pollution abatement cost,
licence administration cost and the environmental damage cost from the release of pollutants in
the WWTPs effluent into the environment. However, the pollution abatement cost being
currently born by the licensee, the PU shall therefore reflect the licence administration and the
environmental damage cost. Considering the complexity and uncertainty involving the
determination of the ‘environmental damage cost’ of pollution, to start with, in NSW, each unit
of PU has been assigned a $ value to ensure the realisation of the licence administration cost, at
the least. However, the $ value of each PU will progressively refle ct the cumulative licence
admin and environmental damage cost, as more scientific and business information will become
available on LBL and PPP.

10.4 Integrated management systems (IMS) for ESD
There is an ever- increasing awareness in the society about the ecology and environmental
protection issues. There are unprecedented public concerns and increasing pressures from the
community, regulatory agencies and environmental lobby groups for enhancing the quality of
effluent being discharged by wastewater treatment plants into receiving water environment such
as creek, lakes, lagoons, river and ocean. This has forced the wastewater treatment industry to
look for processes technologies, computer control and management systems such as ISO9001
Quality Management Systems, ISO14001 Environmental Management Systems and AS4801
Occupational Health and Safety Management Systems to manage their operations and
processes, so that they could consistently produce good quality (e.g. lower TSS and O&G)
effluent with minimum impact on receiving water environment, human health and use of water
resources for economy and development. An integrated management systems (IMS) is a
continual cycle of planning, implementing, reviewing and improving the systems, processes and
activities that an organization undertakes: (i) to satisfy its customer needs and expectations; (ii)
maintaining and improving commercially viability; (iii) protecting health and safety of its
people, customer, community and other stakeholders; and (iii) meeting its environmental and
ESD obligations.
Review of literatures on EMS in Asia, Australia, US, UK, Canada, Europe and across the world,
revealed that ISO 14001 EMS certification has improved organisational triple - bottom line
performance:
(i) environmental: (a) reduction of pollution; (b) reduce their environmental incidents and
liabilities; (c) waste minimization in production and distribution processes;

257

(ii) economic: improving efficiency, reducing the costs of energy, materials, higher profit,
revenue and market- share and lesser regulatory fines and penalties, and increase investor
confidence in the company and give it international competitive advantages;
(iii) social: (a) environmentally- aware and empowered employees; (b) increased awareness of
environmental impacts of operations, processes, inputs and outputs among all employees; (c)
establish a strong image of corporate social responsibility; (d) better public and corporate image.
To summarise, ‘sustainable development’ is the triple bottom line (environment, economic and
social) approach to development. The integrated management system (IMS) constituting ISO
9001: 2000 quality management system (QMS), ISO 14001 environmental management
systems (EMS) and AS/ NZS 4801: 1999 occupational health and safety management system is
focussed on addressing the environmental, economic and social issues simultaneously for an
organisation. IMS facilitates:
-

avoiding duplication or triplication of internal resources to manage the quality,
environmental and health and safety systems independently; for example, minimize
management system documentation, easier for employees to refer to single, integrated
procedures.

-

can lead to the elimination or a reduction of accidents, wastes, rework, illness, and
environmental incidents in the workplace and achieves improved organizational
performance (customer satisfaction, sustainable profit, environmental and OHS outcomes).

-

delivering products and services based on the needs and expectations of all interested
parties, which is a clear indication of an enterprise’s commitment as a good corporate
citizen and will enhance its corporate image and brand value.

-

integration prevents uncertainties, hazards and risks associated with customer satisfaction,
product and service quality, OHS and environmental from being marginalized and giving
rise to management synergies.’

The top drivers and benefits to be achieved from ISO certified IMS are: (i) top management’s
initiative and commitment to ESD for business operations; (ii) enhanced operational effic iency,
reduced waste and cost savings; (iii) employees welfare and well- being, fewer accidents and
better work environment; (iv) enhanced corporate governance and regulatory compliance; (v)
enhance customer loyalty, trust and satisfaction; (vi) reduction in trade barriers and improved
industry image; (vii) improved public relations and public and corporate image; (viii) improved
internal and external communication, flow of information and a dynamic organization
responsive to employees, customers, regulators and other stakeholders needs and expectations;
and (ix) implementation of consistent quality, environmental and OHS management practices
across the whole organisation.
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10.5 Recommendations for future
Water crisis is both a crisis of depleting and scarce quality water resources and its governance.
Recycle and reuse of effluent from wastewater treatment plants (WWTPs) is one of most
important and emerging means addressing the crisis for sustained economic growth and
development in compliance with the principle of ESD. It requires an integrated approach
incorporating a range of technical, economic, environmental and management systems measures
to maximise the resultant economic and social development, environmental protection,
conservation and enhancement. In this study, progressive implementation of ESD in WWTPs,
has been demonstrated in three phases of developments and they are:
(i)

improvement in effluent quality (by reduction in TSS and O&G concentration) through
proactive process measurement, monitoring and control with the help of predictive
ANN models for WWTPs.

(ii)

minimizing chronic and cumulative impact on receiving water from effluent discharge
from WWTPs by application of market- based- economic instrument, such as loadbased- licensing under the ‘polluter pays principle (PPP)’; LBL also facilitates to
measure the total environmental and human health impact of 25 major harmful
chemicals present in WWTP effluent in terms of ‘pollution units (PU)’; and

(iii)

improving the triple - bottom- line (TBL) performance (environmental, economic and
social) of WWTPs through implementation of integrated ISO9001 Quality (QMS),
ISO14001 Environmental (EMS) and AS4801 Occupational Health and Safety
(OHSMS) Management Systems.

However, all of the above three approaches to imple mentation of ESD for wastewater treatment
plants are in their infancy and there are potential opportunities for further improvement. In the
following paragraphs, few recommendations for further development of the approaches are
discussed.

10.5.1 ANN modelling for WWTP
ANN models for wastewater treatment plant although have tremendous potential for improving
effluent quality, however, they have limitations, which need to be addressed through further
research and innovation. They are: (i) optimal internal network parameters, such as optimum
values for learning rate, momentum and the optimum network geometry (e.g. number of hidden
layers and number of nodes in input, output and hidden layers) are problem dependent and
generally have to be found using a trial- and- error approach; (ii) a direct mathematical
expression relating the output variable (e.g. effluent TSS or O&G) and input variables can not
be obtained, but are contained in the connections weights of the ANN models; (iii) ANN
requires large data sets of training and are very dependent upon the quality (accuracy, reliability,
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reproducibility) of training data for prediction accuracy of the ANN model; (iv) ANNs can not
extrapolate beyond the range of the data used for training; consequently, ANNs are unable to
account for trends and heteroscedasticity in the data; and (v) once trained, the ANN model is
only applicable to the specific system to which the training data pertained; it might not be
possible to achieve accurate predictions for the similar proble m by application of the trained
ANN model at different site; however, ANN model development knowledge and methodology
including selection of influential model inputs, could be applied for similar applications. ANN
models are case- specific and they require a generally stable system configuration.
For ANNs to gain wider acceptability, it is increasingly important that they have some
explanation capability after training has been completed. To use ANN in real-time, it is
preferred that data must be generated on-line from sensors capturing a wide range of physical,
chemical and biological parameters and attributes (primary and surrogate) for inputs, outputs
and treatment processes for WWTPs. To achieve the real benefit from ANN modelling, the
input parameters should be large volume of accurate and reliable real- time data from on- line
sensors (for example, effluent TSS, COD, BOD, nitrate, temperature, true colour, apparent
colour, particle count, ORP, turbidity, conductivity, pH; rainfall, flow rate, dissolved oxygen,
chemical dosing rate, sludge blanket depth, rate of air flow into the grit chamber, sludge
pumping rate, flow rate of centrate to head- of- works, etc), so that the model can be updated
more frequently to simulate the treatment process. This would be of further value in the effluent
TSS and O&G prediction but could not be incorporated in this study due to absence of the said
on- line sensors at the WWTPs.
Process parameters for which on- lines sensors are now available in the market, such as,
oxidation- reduction potential (ORP), conductivity, turbidity, pH, true colour, apparent colour,
particle count, temperature, nitrate, sludge blanket depth, inflow rate, dissolved oxygen, COD
and TSS, would be of further value in the effluent TSS and O&G predic tion but could not be
incorporated in this study due to absence of the said on- line sensors at the WWTPs.
To use ANN models in real-time for effluent O&G, it is preferred that data must be generated
on-line. Until reliable on-line O&G analysers are availa ble, parameters that are easy to measure
on-line could be tried to be correlated to hard-to-measure (e.g. O&G) on-line parameters. For
example, whether any or a combination of the following reliable on- line sensors readings, such
as TSS, COD, oxidation- reduction potential (ORP), turbidity and conductivity, could be
correlated to O&G, needs to be explored. All on- line sensors, monitors and probe, should be
adequately maintained and calibrated. A self- learning process based on the new generated data
must also be integrated into the ANN model in the WWTP SCADA and IICAATS. This will
guarantee the use of latest models adapted to the operation, forecasting and management of the
WWTPs.
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ANN is a data- driven approach, hence the accuracy, quality and quantity of records influences
the reliability and accuracy of the model. Considering the dynamics and variation in the weather
and nature, flow and composition of sewage reaching the WWTP everyday of the week, it is
strongly recommended to vary the dosage rate of chemicals to optimise process performance
and cost.
Considering the important performance measures such as the root mean square error (RMSE)
and average relative percent error (AAPE %) of the ANN models, which are consistently lower
for the primary sedimentation (PS) and chemically assisted sedimentation (CAPS) wastewater
treatment plants (WWTPs), compared to activated sludge (ASP) and biological nutrient removal
(BNR) WWTPs, it can be concluded that, ANN modelling research needs to be continued
further for ASP and BNR WWTPs, to improve their performance further.

10.5.2 ESD and Polluter Pays Principle for WWTPs
Implementing the polluter- pays principle (PPP) through load-based- licensing (LBL) is the way
for protecting, maintaining and improving the quality of water environment. Where certainty of
environmental outcome is important and there is urgency to achieve environmental gains, loadbased instruments such as LBL has been shown to be more effective. However, there are quite
a few constraints in the effective and explicit implementation of LBL, which need to be
addressed through further data collection, research, investigation and analysis:
Unless the total cost of pollution including abatement, licence administration and damage cost
to the environment are expressed in monetary terms, the real value of the environment and
ecology for sustainability of the current and future generations could not be realised by the
business and the society.
Currently, it is difficult to ascertain the optimal rate of LBL pollutant fees due to problem in
getting reliable data for pollution abatement cost from NSW firms and determining the external
cost of environmental damage due to lack of data on the cost to society of pollution. Ideally,
pollution fees should not be used to fund regulatory authorities and it should reflect the marginal
cost of environmental damage.
Standard guidelines, framework and methodology for calculating damage cost of pollution on
human health, ecology, natural environment and physical assets have not yet been developed
and agreed upon at the international level.
In its present form, LBL only takes into account for 25 chemical pollutants and it is yet to
account for pollution such as high/ low pH, temperature, turbidity, noise, heat and
microbiological quality (e.g. faecal coliform and streptococci) and ecological toxicity of
effluent. There has been a regulatory trend in recent times towards ecological toxicity- based
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environmental monitoring rather than concentration and load- based monitoring of chemical
pollutants.
LBL has addressed the issue of ‘point source’ pollution such as sewage treatment plant, quite
well; however, it is yet to address the environmental damage from ‘diffuse source’ pollution
such as stormwater pollution and agricultural run-off.
Although the ‘Load Calculation Protocol (LPC)’ provides a comprehensive guidance,
methodology and tool for calculating pollutants’ loads from discharging facilities, however,
investigation and analysis showed that calculated pollutant loads and environmental impacts
from wastewater treatment plants, can vary greatly depending upon the frequency of sampling
of effluent, analysis of assessable pollutants and choice of analytical methods and their detection
limits or ‘practical quantitation limits’ for measuring and monitoring the pollutants. There are
potential threats from scrupulous businesses to under estimate and under- report their pollutants
load release into the water environment by choosing suitable analytical techniques (PQL) and
conducting testing of pollutants at intervals that results in lower loads, while complying with the
LPC under the environmental protection act and regulations.
For setting site-specific load limits and targets, and pollution fees for chemicals in effluent,
would require a perfect knowledge of the receiving water environment, impacts from effluent
discharge on this water and pollution abatement costs at the WWTPs, to set limits and targets
that would result in least-cost pollution control in order to achieve optimal environmental
outcomes. However, obtaining the required information is very expensive and often impossible.
Moreover, even a perfectly planned set of limits and targets would require constant revision to
allow for incorporating latest treatment process knowledge and information, economic
performance and environmental outcomes, which necessitates a high level of intervention by the
EPA in the affairs of licence holders. It could also suffer from a lack of transparency and
consistency, and could encourage licensees to direct their resources into ‘winning’ the
negotiations with the EPA instead of implementing actual environmental improvements.
The problem with relying on a market, created by economic rationalist, is the extent to which
the important social, environmental and cultural aspects of water are ignored by the market
simply because the market does not have adequate mechanism to measure and value them.

10.5.3 ESD implementation in WWTP through IMS
ISO9001 QMS, ISO14001 EMS and AS4801 OHS management systems will complement each
other within the framework of ‘integrated management systems (IMS)’ of a wastewater
treatment plant (WWTP), to operate, maintain and manage it efficiently and effectively in
compliance with ESD to enhance its triple - bottom- line (environment, economic and social)
performance continuously.
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However, there are perception and criticism that ISO9001 Quality (QMS), ISO 14001 EMS and
AS4801 OHS management systems (i) are not connected directly enough to quality,
environmental and OHS performance; (ii) does not prescribe a company how to enhance
efficiency and improvement in quality, environmental and OHS performance; (iii) the benefits
offered by ISO9001, ISO14001 and AS4801 may not be sufficient to offset the costs for small
to medium enterprises (SME); and (iv) ISO9001, ISO14001 and AS4801 are all relatively new
standards and there are a great deal of confusion and uncertainty surrounding it.
Currently, manufacturing sector is leading the service sector in both the implementation and
certification of ISO 14001 EMS or IMS. Australia is increasingly becoming a service sector
oriented economy and hence its operations and activities will contribute in higher proportion to
negative environmental, health and safety impacts. It is recommended for increased
governmental economic incentive, support for environmental, H&S and ESD education for
public and business, and improved regulatory measures for implementation of integrated
quality, environmental and OHS management systems to sustain implementation of ESD.
Main impediments in implementing IMS are associated with spending of dollars on developing,
implementing, training, maintaining and reviewing the management systems policies, plans,
processes and procedures. Budget for IMS should be an integral part of normal business
operations.
Employees play the most significant role in the successful development, implementation and
continuous improvement of an IMS. Accordingly they need to be made aware and trained
regularly in ISO9001 quality, ISO14001 environmental, AS4801 OHS and AS4360 risk
management systems right from the conceptual sage of IMS implementation. This would
increase employee knowledge and understanding of the IMS process itself, and the
customisation required for the IMS to be implemented in the organisation. In addition, it would
also assist in reducing their resistance towards the IMS implementation and the workplace
changes being made as a result of IMS implementation. Hence, it is recommended that the
employees are involved as early as possible during the IMS development process; training
should not be placed in employees’ leisure time and IMS training not being ad hoc.
However, the most critical ingredient and driver for the success of the integrated management
systems and enhanced triple - bottom- line performance is the top management’s commitment
through involvement in IMS activities, showing visible leadership, providing resources and
encouraging communication about IMS both internally and external to the organisation.

10.6 Future challenges in ESD implementation in WWTPs
These tasks for transforming a wastewater treatment plant from the current ‘command and
control’ paradigm of management to the new paradigm of managing it in compliance with the
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principles of ESD, may seem overwhelming to each individual member of the wastewater
industry. However, each member of the industry can make a contribution to make it happen and
they ought to do so to enhance the triple - bottom line performance of WWTPs.
The following is a well-known quote from the famous Kenyan environmental activist and 2004
Nobel Peace Prize Winner Wangari Maathai, also known as Mama Miti (“Mother of Trees”),
about encouraging and inspiring individual action with the following story:
“Once there was a hummingbird that lived in the forest. Then a huge fire broke out and all the
animals fled. But the hummingbird kept flying to the stream, collecting a few drops of water in
its beak and dropping it on the flames. The lions and elephants and giraffes mocked the
hummingbird until at last the bird responded, ‘I’m doing the best I can’. And that’s all we can
do – the best we can”.
Now the challenges to every individual members of the wastewater industry, engaged in
practice in operations and management of WWTP, to work towards the common goa l of
achieving an environmentally sustainable future, and the application of ecologically sustainable
development principles is the right place to start this journey of continuous improvement and
innovation in wastewater treatment.
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Appendix A: Flow, rainfall and influent and effluent quality

Figure A1 Inflow to Northern WWTP
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Figure A2 Rainfall in the Northern WWTP Catchments
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Figure A3 Influent wastewater TSS concentration for Northern WWTP
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Figure A4 Influent wastewater O&G concentration for Northern WWTP
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Figure A7 Wastewater inflow to Central WWTP
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Figure A10 Effluent TSS concentration for Central WWTP
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Figure A11 Effluent O&G concentration for Central WWTP
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Figure A12 Wastewater inflow to Southern WWTP
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Figure A13 Rainfall in the Southern WWTP Catchments
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Figure A16 Wastewater inflow to WWWTP
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