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1. Introduction and statement of results 
1.1. Reversible mappings in the plane. - In this paper we deal with 
a generic classification in the class of reversible diffeomorphisms of a 
degenerate cusp, that is those germs of diffeomorphisms 4 in R2 such that 
the linear part at the origin is: 
We shall consider involutions which are germs of Cm mappings 
f : (R”,O) ---f R2 satisfying f’ = Id and having a dimension one 
submanifold of fixed points. It is well known (Theorem of Montgomery- 
Bochner, see [MZ]) that such involution is CX conjugated to the germ 
of involution: 
fo : (;) - (Ty) 
We call fo the standard involution for coordinates (x, y). Let us denote 
by & a neighborhood of fo for the C” topology. In this paper, we 
fix fo, but we allow reversible mappings involving involutions lying in 
this neighborhood of .fo. Applying again the theorem of Montgomery- 
Bochner, each involution of this kind is C” -equivalent to fu, and this 
equivalence is near Id provided that & is well chosen. Hence, using the 
same conjugation for 4, we see that any f-reversible 4 with f near fo is 
C” -equivalent to a fo-reversible mapping. 
For simplicity we make no distinction between a germ at 0 and any one 
of its representatives. We shall denote by I’ the space of all such germs 
of involutions with dimension one fixed point submanifold. Moreover we 
denote by Vu a fundamental system of neighborhoods of 0 E R”. 
NOTATION 1. - We denote by t],(f) the linear part at p E R2 of any map 
f, and by j;(f) its k-jet at p (k 2 2). 
DEFINITION 1. - We say that a mapping C$ : R” -+ R” is l-l reversible 
if q5 = g o f with (g, f) E r x r. In this case, we say that (g, f) is a 
representative reversible system for c$. 
We denote by z the space of all l-1 reversible mappings and by SJ the 
space of 4 E 5 such that 4(O) = 0. In the future, we shall omit the term 
l-1 where no confusion could be made. 
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1.2. Contact between manifolds. - The following considerations can 
be derived from Mather’s results on the Singularity Theory. 
DEFINITION 2. - Given a pair { cp, $} of germs of imbeddings from (R, 0) 
to (R” , 0) we say 
l that it is in generic position, or transversal, if cp is transversal to 71, at 0. 
l that {cp,+> h as a contact of order k, k 2 1 at 0 if they are not in 
generic position but the contact between their images at 0 is of order k + 1. 
The set 00 of all pairs in generic position form a open and dense set in 
the space 0 of all such pairs (with the C” topology). Contact of order k 
means that in suitable coordinates cp(z) = (x, 0) (imbedding local form) 
and $(x) = (X,<(X)) in such a way that 0 is a critical point of < and 
< E m:‘+l (where !JJlr denotes the maximal ideal in the germs C”(R, R)). 
The set Ok of the pairs { cp, $} having a contact of order k is a codimension 
k submanifold of 0. Moreover any k-parameter family of elements of 
0 transverse to Ok is equivalent (in the sense of Singularity Theory) to 
{'p(X,,X,.....X,).~} = {(z,h+ x2 z +. . . + hk Y-1 + x:"+y,$}. 
1.3. Contact and reversible systems. - We begin the classification 
of our reversible mappings by considerations upon the type of contact 
between the fixed points set of a suitable representative reversible system. 
Notice that we may say that a reversible system (.y, f) is transversal if 
F&(f) is transversal to Fix(g). 
For any 4 E Z having a fixed point at p E R”, we denote by rl!, 
the translation such that ~~~(0) = p. Observe that if p is near 0, then 
3’ 
-1 o 4 o rJP E Zu and ~~,-l o fo o rl, is near fa. 
DEFINITION 3. - We say that a mapping q5 E 20: 
lo is a degenerate reversible cusp of order n at 0 if q5 = g o fo and 
Fix(g) and Fiic(fo) have a contact of order n at 0. We denote by Ckl the 
set of the (degenerate) cusps of order n at 0. 
2” is a reversible degenerate cusp of order n if there exist V E VO and 
p E Fiz(4) n V such that T),-’ o q5 o TV, E Et]. We denote by C’“1 the set 
of the (degenerate) cusps of order n. 
In the following, the term degenerate will be ommited. 
1.4. Recall of some results. - Throughout the paper, the symbol T, 
with n E N, n > 2, denotes a C” function R2 H R with $-‘(rll) = 0 
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(that is, r7, E !?R;, where ‘9X2 denotes the maximal ideal of germs of 
two variables). 
NOTATION 2. - We denote by G the set of reversible mappings q!~ E E such 
that the eigenvalues of the linear part at the origin are all distinct. 
We say that q5 E Z is elliptic (resp.hyperbolic) at p E Fix($) if the 
eigenvalues of & (4) are A, X-l with X E S1 \ { -1, l} (resp. with 
X E R \ { - 1, l}). We denote by Trace,r (4) the trace of e,, (4). This 
function plays a great role towards the classification of mappings. We 
recall: 
THEOREM 1. - ([JTI]) 
lo G is open and everywhere dense in E. 
2’ 4 E E:o belongs to G if and only if ITraceo( 4) 1 # 2. 
3” There is a decomposition G = G,% U G,. such that: 
l if q5 E Gn, t/ p E Fix(+), q!~ is hyperbolic at p. 
a if q5 E G,, V p E Fix(d), ~+5 is elliptic at p. 
4’ If q5 is Structurally Stable in E then 4 E G. 
Observe that the Tracea function is onto R. It is clear that taking 
Tracea as a parameter, the orbit structure of C$ can change drastically at 
the (bifurcation) values -2 and 2. In this paper we treat the case of the 
bifurcation value 2. 
NOTATIONS 3. - We denote by: 
lo E+ the set (4 E E such that Traceo(4) > O}. 
2” S[“’ the set Z+ f~ G and SI1’ the yet Z+ \ S[“. L 
//-I 
3” For all YZ E N, n > 2, S’“] the set 5+ \ U C.’ . - 
,j=l ['I 
4’ For all n E N, Srl the set 50 n S[“’ . 
From now, we deal with reversible mappings 4 E ,!?‘. Let us recall (see 
[JTl]) that q5 E SF1 if and only if the linear part &(4) is (x, y) t-+ (z-y, y). 
1.5. Statements of the Main Results. - We notice that the manifolds 
Fix(g) and Fix(fo) are tangent at 0 provided that q5 = g o fo belongs to 
SPI o . Hence, a more precise classification will involve the contact between 
these two manifolds. 
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We may summarize the main results in the following theorems: 
THEOREM 2. - q5 E Z:o belongs to St’, 1 5 n 5 6, if and only if it 
presents in some coordinates the following normal form: 
2 ()-( X-Y Y y + u (x - y)72+1 + ?-77+2(x, y) ) 
with a E R. 
THEOREM 3. - 4 E So is a reversible cusp of order n, 1 5 n 5 6, if and 
only (fit presents in some coordinates the following normal form: 
(4 
X 0 ( X-Y ++ Y y f (x - y)n+l + T77+2(x,y) 1 
COROLLARY 4. - For all n E [l, 61, 
lo d”’ is open and dense in S[“‘. 
2’ the (n+ l)-jet of a reversible cusp of order n is a reversible polynomial 
mapping. 
THEOREM 5. - Let q!~ E J$‘, n E [l, 61, in normal form (2). Any generic 
deformation of q5 is Cx -conjugated to a deformation tangent up to order 
n + 1 to a deformation q5j4 such that: 
1” A = (X1,X2,. . . ,A,) E R”, 
2’ there exist neighborhoods 0 E W C RI’, V E Uo such that for all 
A E W, for all (x, y) E V, q5:i is defined by 
x-y 
4n : ; I-+ 
() ( 
?J + 2 Xj (X - ?J)j-l f (X - ?J)"+l + %+2(X, Y) 
j=l 1 
2. Normal forms and proof of Theorem 2 
The aim of this section is to prove Theorem 2, which is itself a corollary 
of 
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PROPOSITION 1. - Let 4 E Si;ll, with 1 5 II 2 6. Up to R-admissible 
conjugation, q5 presents the normal form: 
with a,,+1 E R. 
2.1. Preliminaries - Notice that the multiplication on the right by f() 
induces a bijection R : E - I defined by 4 H q5 o fo. 
LEMMA 1. - Let 7~ : R’ + R be the map (x, y) H y. There exists a map 
Q, : sy - C” (R” , R) deJned by q5 I--+ -; ((q 0 4) - Y) and a map 
9; : R(Sl’) ++ C°C(R2, R) such that Q;(4 o fo)(z, y) = ql.($)(z.) -y). 
Moreover qr(q5) E 9.X.2 (resp. XPj(d 0 fo) E tmz). 
Proof. - It is straightforward (using the fact that the involution 9 = q5ofo 
has a smooth fixed point set) to establish that one may write any q5 E Sf,” 
in the form 
2 
0-C 
x - y + P.&G -Y) 
Y y - 2 1).1.(x, -Y) > 
(An analogous proof can be found in [JT2] for mappings of R3). We then 
define QII($) by 9r,(q4)(n:,y) = P,,.(:c, -y) . 
2.2. Algorithm 
2.2.1. Introduction. - Our strategy for finding normal forms of reversible 
mappings is based on direct computations on their finite jets. Our method 
is a systematic one which uses some of the classical tools of Effective 
Algebraic Geometry and Computer Algebra. 
2.2.2, Reversibility and algebraic geometry. - We briefly recall here 
the method exposed in [J-T21 in order to get normal forms for finite jets 
of reversible mappings. 
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lo By the bijection R we carry out classification problems concerning 
reversible mappings to classification problems concerning elements of I’. 
2’ We then consider finite jets of involutions. Let us fix an order 
n E N, rb > 2. The involutivity condition g o g = Id upon a mapping 9 
yields necessary conditions upon j;(g). These conditions are polynomial 
in terms of the (formal) coefficients of j/(g). These coefficients are 
the coefficients of the mapping Q;(g) = c a,, :G’ yj (cf Lemma 1). 
i+j=n 
At this point we have to deal with a finite set of polynomial equations 
fc(~~L”, q,,-l,l,~ . . , a,,) = 0, i E [I, Ic,,], which defines an algebraic variety 
v,, c R”+l. It is worth to consider the dual problem about the ideal 
1,) =< fl,h...,,k,, >. 
3’ To characterize the ideal I,,, we dispose of effective well-known 
algorithms such as the construction of Grobner bases, and the integral 
factorization. One of the key point of our method is the association of 
these two algorithms. We develop this aspect in the following. 
2.2.3. The CFR algorithm. - Let us recall briefly some basic facts (the 
reader may consult [JT2] for further details). Let Z be an ideal generated 
by polynomials in Z [Xl, X2, . . . ! X,,] and suppose that a generator f is 
factorized in Z [Xl, X2,. . . ,X,,] as f = f’ f”. Then, Z has the same 
zero set in R” as the intersection Z’ n Z”, replacing f by these factors. 
This idea can be applied during the construction of a Grobner basis for the 
ideal Z (see [D], [MMN], [GL], [JT2]). We recall that this construction is 
done by recursively adding a new polynomial (a syzygy polynomial) to a 
set of generators (we refer to [CLO] for this classical algorithm). If this 
new polynomial splits in Z [Xl, X2, . . . , X,,], we replace the computation 
of the Grijbner basis by the computation of a list of Grobner bases: the 
sygyzy polynomial is replaced by each of its square-free factors, and each 
of these factors yield a new basis. The complexity of the computation of 
the list of the new bases is much less than the initial complexity of the 
computation of the original basis, provided that factorizations occur. In 
our classification problem this is actually the case. Let us mention that the 
factorization may be seen as a kind of blowing-up of the (very singular) 
algebraic variety corresponding to the involutivity conditions. 
However this process often leads to a great number of new ideals 
(or bases) and one has to process a reduction algorithm in order to 
eliminate redundant ideal (or bases). This elimination can also be done 
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algorithmically (refer to [JT2]). In the following we refer to this algorithm 
in two steps (construction with factorization, then reduction) as the CFR 
algorithm. 
2.2.4. Effective classijkation of involutions. - We follow a recursive 
method in order to classify the reversible mappings in ?!#,rl (or, equivalently, 
the associated involutions). The generic classification of such reversible 
mappings is already made at order 1. Let us assume that a generic 
classification relying on the (9r1, - l)-jet (7~ > 2) is already achieved. 
We suppose that reversible mappings which are not yet classified have a 
trivial (n - l)-jet, that is j;;-’ (4) = &(d). Equivalently, the involution 
!/ = 4 o ,fo is such that j/,‘-’ (9) = &j(y). We then classify the sL-jets of 
involutions f$ 0 .fn: 
l We begin by finding the necessary conditions on the n-jet for :I to be 
an involution. This is done via the CFR algorithm. 
l We search all polynomial conjugations x of the type 
c 
such that j$ (x-l o 9 o x) E I’. We proceed the following: we compute the 
formal conjugate (up to order n terms). We get the polynomial conditions 
corresponding to the involutivity conditions. Then, we apply again the 
CFR algorithm to express the (Y,‘,,, (Z, j) E [O: n] / % + 3 = rb, in terms 
of the a,,, (i,j) E [O,n] / % +j = 7~. Notice that this process provides 
reversible polynomials of degree n. 
2.2.5. Implementation. - We point out that the most difficult part of this 
normal form process if to find all the conjugations x which conjugate jets 
of involutions into involutive polynomials, since we have here to compute 
compositions of functions. For instance, for Zr’ we have to deal with 
mappings of degree 49 in (.x, y), with symbolic coefficients. Of course the 
program we have implemented uses special improvements (such as lazy- 
evaluation, only computing useful monomials) which make the computings 
possible. To get these normal forms up to cusps of order 6 is a huge process 
which takes a lot of time and memory. The computings were processed 
on the server marie.polytechnique.fr (Sun 72MHz) of the GDR MEDICIS: 
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the computing time was about 130 Hours CPU and an amount of 380 
MBytes was used. The code is written in Axiom, and is available partly 
from [JT2] and from the authors. The result of these computings is the 
Lemma 2 below and the explicit formulas given in the Appendix. 
2.3. Auxiliary results 
Our aim is the proof of Proposition 1. We will use this intermediate 
result: 
PROPOSITION 2. - Let q5 E SkJ1, with 1 5 n 5 6. Up to R-admissible 
conjugation, the involution I$ o fo presents the normal form: 
with a,,+1 E R. 
Proof. - We prove this proposition by induction on n. 
If n = 1, the linear part of t$ is (2, y)(i) H(X - y, y), and we then 
apply Lemma 2 to q5 0 fu. 
Let us assume q5 E St’, with 2 5 n 5 6. Notice that 4 E St-‘], 
and by the induction hypothesis is such that q5 o fu has a normal form 
of the type (4). Since q5 $! Cl-“, Lemma 5 implies that 4 must have 
a normal form of the type 
X ( >-( x -YYbl+1(X,Y) Y Y - 2 GJ+dx, Y> > 
with q,(4) = r-+1 E 9.Rg+l. 
Hence the involution g = q5 o fu is such that *i(g) E mz+l. It then 
suffices to use Lemma 2 below. n 
LEMMA 2. - Assume n E [l, 61, and let g E r such that j;(g) = 
lo(g) = (xc, Y) H (x + Y, -Y)- Th en, there exists an explicit R-admissible 
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conjugation x with $‘(x) = II& such that j;{+l x-l 0 9 0 x is an 
involution of the form 
We give in the Appendix the list of all these R-admissible conjugations 
which provide these normal forms of involutions. We may remark that the 
coefficient a,,, is always free, and may be (for instance) arbitrarily put to 
0. The proof of this lemma is a straightforward computation (that might 
even be achieved by hand), just applying the given formulas. n 
2.3.1. Proof of Theorem 2. - 
(GY) +-+ (x - + y,y). 
Let x be the change of coordinates 
The proof of Theorem 2 is an immediate 
consequence of Proposition 1 and of the following lemma: 
LEMMA 3. - Zf q5 E S/t1 is such that Q,.(4) = $J 
$ E C” (R, R), then x-l o 4 o x has the .form 
Notice that x is not a R-admissible change of coordinates. The proof 
of this lemma is straightforward. 
The following lemma will be useful in the sequel: 
LEMMA 4. - Let q5 E Eo, and 9 = q5 o f() such that 
z 
( 1-c 
Lc + y + $1(x, y) 
9 : 
Y - y - 2 $,(:h Y) ) 
with 4 E m2. Then, for every k E [l, 61, there exists a R-admissible C^ 
-conjugation x and a polynomial of one variable ‘pk such that x-l 0.90x 
has the form 
z 
04 
z + Y + 4’(& Y) 
Y - y - 2 711’(? Y) 1 
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Proof. - We proceed by induction. The case k = 2 is already proven. 
Assume the property holds for k 2 2. Then g is R-admissible conjugated 
to a mapping 
where hl;+r is an homogeneous polynomial in two variables of degree 
k + 1. If one writes the involutivity conditions just for order k + 1, one 
gets the same relations as in the case of Lemma 2 where the k-jet is linear. 
Hence, using the same conjugation x as the one provided by Lemma 2, 
we express the terms of order k + 1 as a monomial in 
notice that this conjugation is tangent to the identity up to order lc, and 
so, the k-jet remains unchanged. Hence the (k + l)-jet of x-l o 9 o x is 
a polynomial in 
3. Reversible cusps of order n 
3.1. Fixed points and norm1 form 
LEMMA 5. - Let C/I E 51 be a mapping of the form 
Then 4 is a reversible cusp of order n if and only if arL+1 # 0. 
Proof. - The fixed point set is Fiz(~$) = (O,O), and a contact map 
between y = 0 and Fix(~$ o fu) is the map [ : R ---+ R defined by 
x ++ an+1 x n+l + [xlnf2. Hence, q5 is a cusp of order n if and only 
if all+1 # 0. n 
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3.2. Proof of Theorem 3. - First, we use Proposition 1 to get a normal 
form of the type (3). By Lemma 5, ~z,~+r # 0. We conjugate by the 
R-admissible linear mapping (a,,+i)-’ Id, and we get the normal form 
2 1.,1+2(x, Y) 
We then use the conjugation x (cf Lemma 3). , . 
Let 4 E SF’. For all n E [l, 61, the restriction to { y = 0} of the trace 
function is given by: 
Trace(,,,.O)($) = 2 + 4 (n, + l)a,,,+r z” + [x]“+r 
It is now trivial to establish the following: 
LEMMA 6. - Let I$ E Z:o. For all 1 < n 5 6, 4 E Cl’] if and only 
if the map Fix( fo) + R dejined by p H TraceP(4) has 2 as a critical 
value of multiplicity n, at 0. 
Notice also that the restriction of the trace to {y = 0} is equivalent to 
the contact map E, and this gives the first point of Corollary 4. The second 
point comes from the fact that jc;’ (4 o fn) is a polynomial involution 
(Lemma 2). n 
3.3. Generic deformations of a cusp of order 7~. - We first study the 
reversible mappings in a neighborhood of a degenerate cusp. 
PROPOSITION 3. - Let (bo E CF1 be in normal form (5). There exists a 
neighborhood t? of $0 in E such that any 4 E l3 is C” -conjugate (near 
Id) to a mapping whose (n + l)-jet is written (in a unique way): 
2 OH Y I X-y+C/Lj X-'Y 1, ( 2 J-l* (x-; y)n+l y-259 X-&Y j;l ( 2 )52 (x-;Y)n+l I 
wherem,m,...,pUn are C”O finctions of 4. Let us denote by w, : t3 +-+ RR 
the mapping defined by w,(4) = (PI, ~2,. . . , pn)(4). 
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Proof. - First, a straightforward calculation shows that the affine part 
of g = 4 o fo must have the form 
2 
o- Y ( 
1 
z+Y+hl+puz ( > x+ljY 
1 
-yy-21-2p2 x+5 y 
( > i 
By Jordan’s block theory, the eigenvector of &($a) for the eigenvalue 1 
is stable. So, if 4 is sufficiently near $0 (say, in a neighborhood O), we 
may conjugate the linear part by a linear mapping occz near Id which C” 
depends upon ~2 such that QP2-r o 4 o 19,,, has a linear part of the form 
(z, y) H (x - y, y). So, for a while, we may restrict ourselves to 4 with 
jr2 = 0. Now, conjugating by the translation tP1: (x, y) H (x, y - PI), we 
may consider mappings q5 such that q5(0) = 0. We then apply the Lemma 4 
to q6 o .fo, and we get the following form of the (n + l)-jet for 4 : 
OH 
I 
X-?/+zbj X-'Y 
X 
,I: ( 2 >j-l* (x:-; y)c+l 
Y 
y-2$+-; y)i-1F2 (x-;y)n+l 
I 
It suffices now to perform a translation on the variable y, that is to say a 
translation on the monomial (similar to the usual translation 
that occurs for unfoldings in Singularity Theory) to make the term in 
disappear. Notice that the transformations above C” depend 
upon the coefficients of the (n + l)-jet. n 
Let us study now the generic deformations of 40 E CF]. 
DEFINITION 4. - Let 40 E 9. 
lo We say that two C’ deformations (with r > n + 1) & and 4~ of 
40 are (n + 1)-equivalent if there exists a deformation 0~ of Id such that 
jo”+‘q5; = j;+l(6*-l 0 4A 0 l9A). 
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2’ We say that a C’ (with r > n+l) deformation qf $0 E Ckl is k-generic 
(or generic) if the mapping (A, 2, y) ++ (cc, y, jtI,,!jj ($:I)) is transversal at 
(O,O,. . . ,O,O) to (c#l - Id,,jX’((b))-l((O,O) x -id”]). 
Using Proposition 3, up to (71. + l)-equivalence, we may restrict us to 
deformations of 40 of the form : 
o- 
I 
x-y+& r--y 2 jl (/ 2 )j-l* (x-i y)"+l+Pz(j.Y) 
Y 
y-2~pj(+)~-1f2 (1:-~Y)“+l-2P.&,Y~ 
1 
with p(o)(:z, y) = ~rt+2(~T~), piI E mgf2, and p~,p~z,...~p~, C" 
functions of A vanishing for A = 0. 
LEMMA 7. - Let dn be a deformation (with T > n + 1) of C#Q E C[y’. 
lo 4jh E C[‘“’ if and only if w,, ($A) = 0. 
2’ $A is (n + 1)-generic if and only if the mapping A H w,, o @;I is 
a submersion at A = 0. 
Proof. - Let us denote by $:I the map R ---f R defined by 
A straightforward calculation shows that Fiz($,) is given by: 
Moreover, 
Hence, at a fixed point po = (x0,0), we have: 
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Following Lemma 6, a fixed point pa = (x0,0) E Fiz(4,) is such 
that ~~~~~~ 0 4il 0 TV,, E $1 . If and only if $1, has a critical value 
(and this value is zero) of multiplicity k at the point 20. That means 
that li,I4 - ~1 has a zero of multiplicity k + 1 at the point ~0. As 
a consequence: rIjO -r 0 c$~ 0 rl,O E Co “I if and only if $21 - 11 has a 
zero of multiplicity n at 20. This means /12 = . . . = P.)~ = ~0 = 0, 
and so, ~1 = 0. Hence $:I E C’“’ if and only if w,,(d,) = 0 and 
PO = (O,O). M oreover 411 is generic if and only if the Jacobian matrix of 
the mapping (A, Z, y) H (w,o$~~, 2, y) is surjective at (O,O, . . . , 0,O). This 
is equivalent to the fact that the mapping A H w,, 04:~ is a submersion. n 
Let us consider a generic deformation with n parameters. By the rank 
theorem, we may assume (denoting A = (Xl, X2, . . . i A,,)) that the mapping 
A H w,, o 4.1 is (Xl, X2,. . . ,X7,) H (Xl, X2,. . . ,A,,). We then conjugate 
by x (cf Lemma 3) and this finishes the proof of Theorem 5. n 
Notice that r,Ga is exactly the universal unfolding of the singularity u”+’ 
of multiplicity n + 1. From that remark follows that cusps of order at most 
6 behave like singularities of germs R H R of codimension at most 6. 
The authors wish to thank A. Mourtada for helpful discussions. 
A. Appendix: Normal forms of involutions 
We provide here for any involution g = 40 fa, with 4 E ,S’tl, l<n<6, 
all the polynomial R-admissible conjugations x (of degree n + 1) such that 
0 .j;;(x - Id) = 0; 
0 j;+l(x-l 0 g 0 x) E r. 
A.1. Case of ,‘$I 
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A-2. Case of Si;‘] 
A.3. Case of St”’ 
with 
A.4. Case of St1 
with 
2 + Q,” x5 + cf,, x3 y2 + a,, x y4 
y + p41 x4 y + P23 x2 Y3 + PO5 Y5 
ch+$ a,,-a,, 
AS. Case of SF1 
x + (t7” x7 + a,, x5 y2 + a,, x3 y* + a,, x y” 
y + Ail 2 y + P43 x4 Y3 + P25 x2 Y5 + PO7 Y7 
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