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Abstract
In this dissertation, we present several algorithms developed for optical coherence tomography (OCT)
datasets. We show that by incorporating physical modeling, mathematical analysis and signal processing, it
is possible to uncover the huge potential hidden in the raw OCT data. The automated ISAM algorithm uses
image sharpness metrics to automatically search for the optimal parameters for each step of the processing,
resulting in near-optimal reconstruction comparable to images manually tuned by experts. The filtering al-
gorithm for Doppler OCT images combines mathematical optimization with GPU parallel programming, and
drastically increases the dynamic range of Doppler OCT velocity maps, making Doppler OCT potentially
applicable to faster blood vessels such as the carotids. The susceptibility tensor ISAM algorithm converts
the complicated multipolarization scattering and detection problem into a linear algebra problem and solves
it through regularized least square method, which enables us to indirectly measure all nine components of
the susceptibility tensor for clusters of discrete particles. We also discuss the potential method to extend
susceptibility tensor ISAM to continuous samples, which promises better contrast between tissue types and
insights into the anisotropic structure inside biological tissue.
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1.1 Optical Coherence Tomography
Optical coherence tomography (OCT), is a low coherence optical imaging method that reveals the 3D
structure of semitransparent samples with micron resolution [1, 2, 3, 4, 5, 6, 7, 8]. The method gathered
a lot of research interest and has been applied in fields including ophthalmology [9, 10, 11, 12, 13, 14],
dermatology [15, 16, 17], and cardiology [18], among many others.
OCT commonly operates at ranges in the near infrared regime where biological tissue has less absorption,
and has an optical bandwidth on the order of 100 nm. An OCT setup generally has the form of a Michelson
interferometer as in Fig. 1.1, where the laser from the light source splits into two beams at a beam splitter.
One beam goes towards the reference mirror and is reflected, returning to the beam splitter. The other beam
is focused into the sample, and a small fraction of the light scatters back and combines with the reference
wave, creating interference, which is then detected by the detector. The detailed configuration of the light
source, mirror and detector varies slightly depending on the implementation used. Time domain OCT uses
superluminescent diode(s) as the light source, a moving mirror in the reference arm and photodiode as
the detector. Spectral domain OCT uses superluminescent diode(s) as light source, a fixed mirror in the
reference arm, and a spectrometer as the detector. Swept-source OCT uses swept source laser as the light
source, a fixed mirror in the reference arm, and photodiode (usually in the form of a balanced detector)
as the detector. However, the collected data is equivalent, or equivalent under a Fourier transform in the
axial/wavenumber axis.
Without loss of generality, we begin the discussion based on a spectral domain OCT system. As the
detector is a square-law device, the signal we get for transverse scanning position r‖ and wavenumber k0 can
be described as
I(r‖; k0) =
∣∣ES (r‖; k0)+ ER (k0)∣∣2
=
∣∣ES (r‖; k0)∣∣2 + |ER (k0)|2 + 2Re [ES (r‖; k0)E∗R (k0)] , (1.1)
1
Figure 1.1: A typical schematic of the OCT system.
2
where ES and ER are the signals from the sample arm and the reference arm. The reference wave spectrum
|ER (k0)|2 can easily be measured by blocking the sample arm signal, and can be numerically subtracted
from the collected signal I(r‖; k0). The spectrum of the back-scattered light collected in the sample arm∣∣ES (r‖; k0)∣∣2 is usually negligible. By making sure that the optical path length (OPL) from the beam splitter
to the reference mirror is less than the optical path length (OPL) to the top surface of the sample, and that
the signal penetration depth is less than half of the total range of depth, the analytic OCT signal can then
be recovered by taking the Fourier transform of the remaining term and deleting the half corresponding to
negative indices.
The image formation of optical coherence tomography can be generally described using a scalar field
nonparaxial model [19]. For an OCT setup with a beam of arbitrary numerical aperture (NA), the detected









r(0) − r; k0
)
η (r) d3r, (1.2)
where r is a three-element vector describing the position in the sample, k0 is the wavenumber, and h is the
point spread function (PSF) of the system. The PSF h can be calculated by the focal spot geometry [19],




f(−r; k0)g(−r; k0), (1.3)
where P (k0) is the square root of the power spectral density of the illumination field, and f and g are the
illumination and detection pattern of the focused beam as a function of spacial coordinates and wavenumber.

















This depth-dependent transfer function h̃ describes the resolution degradation caused by the spreading of
the beam at regions far from focus.
In OCT, two of the more important figures of merit are depth of field (DOF) and transverse resolution.
However, using Gaussian beam optics, it is impossible to improve both at the same time. For a given OCT
system, the transverse resolution at each depth is equivalent to the width of the scanning beam at that
depth. The transverse resolution is best on the focal plane, where the scanning beam has minimum beam
width. For given free space wavelength λ0, free space numerical aperture NA0 and media refractive index
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The transverse resolution degrades with increasing distance between the position of reconstruction and the
focal plane, where the scanning beam spreads out in width. For a Gaussian beam propagating in the z
direction, with focal plane at z0, the beam radius can be expressed as








Because of the beam-spreading, the reconstructed image becomes defocused at positions far away from the
focal plane. Therefore, the DOF of the OCT system is usually taken to be within a Rayleigh range (ZR)
of the focal plane on both sides. The Rayleigh range is defined as the distance from the focal plane to the
plane where w(z) =
√




which is proportional to the square of the transverse resolution.
Thus, the DOF is a function of resolution as shown in Fig. 1.2, where the wavelength is taken to be 1 µm
and the sample refractive index is 1.4. For example, if the desired transverse resolution is 0.76 µm on the
above mentioned condition, which can be achieved by using a 0.3 NA scanning beam, the achievable DOF is
5.1 µm, as can be seen at the lower sample point in Fig. 1.2. On the other hand, if the DOF is increased to
182 µm, which can be implemented using a 0.05 NA scanning beam, the best possible transverse resolution
degrades to 4.55 µm, as can be seen at the upper sample point.
Although OCT is limited by the above-mentioned trade-off, it is possible to mitigate the trade-off by
improving either the physical setup or the reconstruction algorithm. Solutions include Bessel beam OCT,
interferometric synthetic aperture microscopy (ISAM), and multifocal OCT; each has its own advantages
and challenges.
Bessel beam OCT [20, 21] uses Bessel beam for illuminating the sample to achieve all-optical DOF
extension. The Bessel beam is generated using an axicon lens. The scattered signal is collected using either
the same axicon lens or another conventional objective lens. This method achieves greater DOF at the cost
of higher side lobes.
Multifocal OCT, also called multibeam OCT or multichannel OCT [22, 23], is a version of OCT where
4
Figure 1.2: Trade-off between the (effective) DOF and transverse resolution in OCT, multifocal OCT and
ISAM, at wavelength of 1 µm and with refractive index of 1.4.
5
multiple apertures are used simultaneously in scanning. Each aperture is focused at a different depth during
the scan. One set of OCT data is collected from each aperture. An image stitching method selects the
part with the best transverse resolution from each set of data and stitches it into the final reconstruction.
Compared with each set of OCT data, the multifocal OCT image has better resolution over the whole depth,
or from another point of view, enables a larger DOF. Consider the case of a multifocal OCT system with
three identical apertures. The distance between two adjacent focal planes is taken to be two Rayleigh ranges.
The blue curve in Fig. 1.2 plots the trade-off curve of multifocal OCT. As three stacked apertures are used,
for any value of transverse resolution, multifocal OCT provides three times the DOF of OCT; or on the
other hand, for the same desired DOF, multifocal OCT can achieve better transverse resolution compared
to OCT. Even more apertures can be used at the cost of additional setup complexity. Multifocal OCT also
faces challenges such as intensity discontinuities along stitching edges in the reconstructed image [22, 23].
Although artificial blending can be used to mitigate this effect [24], it is not physically derived and thus does
not always provide accurate image reconstruction.
1.2 Interferometric Synthetic Aperture Microscopy
Interferometric synthetic aperture microscopy (ISAM) [19, 25, 26, 27] is an imaging modality that applies the
solution to the inverse problem to datasets collected from OCT to achieve focal-plane transverse resolution
throughout the image. ISAM has been validated with histological sections [25] and demonstrated in real
time [26, 27].
Based on the nonparaxial model of OCT in Eq. (4.4), with the method of stationary phase applied for















where kz is the wavenumber in the propagation direction and can be calculated when the transverse wavenum-
ber k‖ is fixed:
kz(k‖) =
√
k20 − k2‖. (1.9)
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The double-pass coherent transfer function H for each case is
H(k‖, k0) =

















































In Chapter 4, we discuss the more complex vector field multipolarization illumination and scattering
model of OCT, and introduce an algorithm that converts the multipolarization scattering and detection
problem into a linear algebra problem and solves it through regularized least square method, which enables
us to indirectly measure all nine components of the susceptibility tensor, potentially providing better contrast
between different tissue types and giving insights about the fiber orientation into biological tissue.
Because the DOF of OCT is infinitely extended by applying the algorithm, ISAM is able to provide
spatially invariant resolution, as opposed to the decaying transverse resolution of OCT along the depth
axis. ISAM has been validated and is proved to provide accurate reconstruction with focal-plane resolution
[25, 28]. However, ISAM faces the challenge of signal-to-noise ratio (SNR) decreasing with 1/z as it does for
standard OCT, which limits its effective DOF [25]. Assuming the SNR at the focal plane is SNR0 (linear),















The red curve in Fig. 1.2 plots the trade-off curve of ISAM when SNR0/SNRL = 10 as an example. The
curve would shift upward or downward linearly with the ratio of SNR0/SNRL for SNR0/SNRL  1.
Compared with multifocal OCT, ISAM further shifts the curve to the upper-right quadrant of the plot,
mitigating the trade-off.
In OCT, nonidealities such as an imbalance of dispersion between the sample arm and the reference arm,
and the aberration caused by the objective lenses and the sample itself, degrade the resolution in the axial
and the transverse directions. Methods such as dispersion correction [29, 30] and computational adaptive
optics [31, 32] have been developed to address these issues. These procedures have been incorporated by
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the ISAM community into the standard operating procedures for data processing and image reconstruction.
However, to perform such an ISAM image reconstruction, manual selection and tuning of parameters such
as the second and the third-order dispersion correction parameters, the focal plane depth, and the various
weightings of each mode of dispersion correction are needed. This parameter tuning process is labor intensive
and optimal results cannot be guaranteed. In Chapter 2, we introduce an algorithm that utilizes image
sharpness metrics to automatically search for the optimal parameters for each step of the processing, thus
achieving near-optimal reconstruction comparable to images manually tuned by experts.
1.3 Doppler Optical Coherence Tomography
Doppler optical coherence tomography (DOCT) [33, 34, 35, 36] is an OCT-based technique for microscopic
velocity measurement in a sample, usually a scattering fluid. Inherited from OCT, DOCT is a noninvasive
imaging modality that generates depth-resolved velocity maps with micron-scale resolution. Its near-infrared
light beam can penetrate several millimeters of biological tissue, making it especially useful for bio-medical
applications such as blood flow monitoring [33, 34, 35].
Doppler OCT acquires data with transverse spatial oversampling so that any two consecutive axial scans
(A-scans) measure effectively the same part of the sample. Each A-scan is acquired with a fixed time-step
T . An element of the sample in motion along the optical axis (A-scan direction) causes an apparent phase
shift between subsequent A-scans. The phase difference at a given axial depth z and lateral scan position x
is given by
∆φ(x, z) = φ(x, z)− φ(x+ 1, z), (1.13)
and the flow velocity is proportional to the phase difference [36],




where λ is the system center wavelength, n is the fluid refractive index, T is the A-scan interval, and α is the
angle between the flow direction and the cross-sectional plane being measured. Because of the 2π ambiguity
of phase angles extracted from complex exponentials, the result of Eq. (1.13) also has 2π ambiguity, thus
effectively limiting the range of speed Eq. (1.14) can measure correctly. In Chapter 3, we introduce a
filtering algorithm for Doppler OCT images that drastically increases the dynamic range of Doppler OCT
velocity maps through mathematical optimization and GPU parallel programming, making Doppler OCT
8
potentially applicable to faster blood vessels such as the carotids.
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Chapter 2
The Automation of Interferometric
Synthetic Aperture Microscopy
In this chapter, we introduce an algorithm framework for the automation of interferometric synthetic aper-
ture microscopy (ISAM). Under this framework, common processing steps such as dispersion correction,
Fourier domain resampling and computational adaptive optics (CAO) aberration correction are carried out
as metrics-assisted parameter search problems. We further present the results of this algorithm applied to
phantom and biological tissue samples and compare with manually adjusted results. With the automated
algorithm, near-optimal ISAM reconstruction can be achieved without manual adjustment. At the same
time, the technical barrier for the nonexpert using ISAM imaging is also significantly lowered.
2.1 Metrics Assisted ISAM
2.1.1 Spatial and frequency domain metrics
A typical OCT dataset S̃OCT(r||, k0) consists of an array of interference spectrum measured at thousands
of linearly spaced wavenumbers, k0, for each transverse scanning position r||. It is related to the spatial
OCT reconstruction SOCT(r||, z) via a Fourier transform in the k0-dimension, and related to the plane wave
decomposition ˜̃SOCT(k||, z) via a two-dimensional Fourier transform in the r||-dimensions. In the following
sections, in order to improve the readability of equations, datasets with the same subscript are by default












In an ISAM imaging system, the reconstruction algorithm can be divided into three stages: dispersion
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correction, Fourier resampling and computational adaptive optics correction. Each stage requires some
system parameters to be passed into the algorithm. Any deviation from the optimal value in the parameters
will result in blurring effects or other artifacts in the image. To automate the process, we treat each stage as
a parameter search problem. We utilize image quality metrics to assign scores at each stage to measure the
sharpness in corresponding dimensions for any possible combinations of parameters in the parameter space,
so that each parameter search problem is converted into an optimization problem. The process is described
by the flowchart in Fig. 2.1. The sharpness metrics can be selected from or be a weighted combination of
the metrics introduced below.
In this chapter, we introduce and compare multiple metrics, which can be categorized into two classes:
spatial-domain metrics and frequency-domain metrics.




∣∣Sα1,...,αn(r||, z)∣∣p] 1p , (2.3)
where Sα1,...,αn(r||, z) represents the spatial image generated at some stage with parameter set (α1, ..., αn),
and p can take on a variety of values.
In the special case of p = ∞, it becomes the maximum-intensity metric, which takes the maximum
intensity of the image,
MMI (Sα1,...,αn) = max
∣∣Sα1,...,αn(r||, z)∣∣. (2.4)
The maximum-intensity metric is based on the intuition that when appropriate parameters are passed in
at each stage, the phase and/or directions of the plane waves become well aligned, thus creating strong
constructive interference [31], resulting in high intensity voxels and sharp images. An alternative metric
based on a similar intuition is the image-power metrics, where p = 2 [37].
In the special case of p = 0, with the addition of a thresholding process, it becomes the sparsity metric,





(∣∣Sα1,...,αn(r||, z)∣∣ , µ0), (2.5)
where Th(·, µ0) is the thresholding function with cutoff µ0. The cutoff is set slightly higher than the noise
floor of the image so that the metric can reflect the number of voxels occupied by the sparse content of the
sample. The metric should reach the minimum when all blurring effects are corrected for.
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Figure 2.1: A general description of the optimization process at each stage.
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When 1 ≤ p <∞, the characteristics of the p-norm metrics transit smoothly between the two extremes.
The other class of metrics is frequency-domain metrics. Based on the hypothesis that a sharper image
will contain more high-spatial-frequency components than a blurry version of the same image, we may make
use of a metric that measures high-spatial-frequency components in certain dimensions of the image. This
metric takes on different forms depending on which dimensions are under consideration. Following is an








where a weighted p-norm of the spatial frequency components in z direction is calculated, with the weighting
w(kz) that places emphasis on high axial spatial frequencies.
From our observation, each metric has its own pros and cons, which will be discussed in detail in Section
2.4.
2.1.2 Dispersion correction
As the OCT setup inevitably contains some imbalance in dispersion between the sample arm and the reference
arm, each wavelength component in the optical spectrum sees a small amount of change in the refractive
index in the system. This effect causes a slowly varying phase shift φ(k0) in the dataset S̃(r‖, k0) along the
wavenumber direction,
S̃(r‖, k0) = S̃ideal(r‖, k0)e
iφ(k0), (2.7)
where k0 denotes the wavenumber coordinate, and the S̃ideal(x, y, k0) refers to the ideal OCT dataset that
contains no dispersion mismatch. Equivalently in the spatial domain, this effect causes a convolution in the
z direction, resulting in lowered axial resolution,
S(r‖, z) =
∫
dz′Sideal(r‖, z − z′)hspread(z′), (2.8)
which is a convolution in z with the spreading function hspread(z) =
∫
eik0z+iφ(k0)dk0.
To correct this dispersion, one has needed to determine parameters to cancel out the second-order (group
velocity dispersion) and the third-order components [30],
Sα2,α3(r||, k0) = S(r||, k0)e
iα2(k0−kc)2+iα3(k0−kc)3 , (2.9)
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where kc is the point around which Taylor series expansion is performed, usually the center point of the
wavenumber space k0. This is a time-consuming process that requires considerable experience. Although it
is possible to measure and store the dispersion-correction parameters of the OCT setup in the system, they
may change as a result of the displacement of the optical elements, stress on the optical fiber, or the presence
of a cover-glass on top of a sample. Thus, OCT systems with stored dispersion correction parameters still
require frequent calibration.
In this stage, we adopt the method from [30] into our framework, and extend it to work with multiple
classes of metrics and optimization methods for different classes of images. The goal is to find the optimal
combination of parameters (β2, β3) so that the dispersion correction produces the sharpest results in the
axial direction. The optimization problem is formulated as
[α2, α3] = argmax
α2,α3
M (Sα2,α3) , (2.10)
where M() can be any one or a linear combination of the aforementioned sharpness metrics. The optimization
methods will be discussed in detail in Section 2.2.
For volumetric datasets from high-resolution, transversely oversampled, large-field-of-view OCT systems,
the amount of data could cause the parameter search to converge slowly. To address this issue, we propose
to down-sample along transverse dimensions prior to the parameter search. Since in this stage the sharpness
in the axial direction is the main concern, down-sampling in the transverse dimensions has very little effect
in the accuracy of the parameter search. After the parameter search is finished, the estimated parameters
can then be applied to the full dataset for dispersion correction.
2.1.3 Fourier resampling
The most important step of ISAM is the Fourier-domain resampling, which brings the whole image into
focus,










In this step, the depth of the focal plane zf is needed as a parameter.
The optimization over a large range of zf can be computationally expensive. So, before performing the
optimization step, we propose to estimate the focal plane depth first according to a sharpness-brightness
score Q(z) at each depth, produced by the transverse sharpness metrics, e.g. the high-spatial-frequency
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metrics,
Q(z) = MFRHF1 (SOCT) =
[∫
d2k‖




where, again, w(k‖) is a weighting that places emphasis on high transverse spatial frequencies. Here we
utilize the fact that the OCT image at the focal plane is sharper and brighter than the out-of-focus part, so
the score Q(z) will peak near the focal plane depth ẑf . With the estimate, the range of optimization can be
narrowed down to several Rayleigh ranges (zR) around the peak of Q(z). The optimization problem is then







It is worth mentioning that, during the ISAM resampling step, where the data need to be circularly shifted
vertically by zf pixels, instead of circularly shifting the matrix, the Fourier shift theorem can be used to
handle non-integer zf values, thus enabling finer granularity in this step. Similar to the previous step, four
types of metrics can be used. The high-transverse-spatial-frequency metric should quantify the sharpness in








∣∣∣∣w (k‖) ∫ d2r‖ eik‖·r‖ ∣∣SISAM,zf (r‖, z)∣∣p∣∣∣∣ 1p , (2.14)
while the sparsity metrics, maximum-intensity metrics and image-power metrics do not need to be changed
since they measure the sharpness in all dimensions.
2.1.4 Aberration correction
The final stage is aberration correction using computational adaptive optics [31, 38, 39, 40]. Because of
the aberration of the lens, the roughness of the sample surface and the lens effect from the refractive
index variations in tissue, the wavefront of each plane wave component of the scanning beam may become
misaligned and thus form an imperfect focal spot. As a result, the resulting ISAM images may have an
imperfect point spread function. Common optical aberrations that appear in the ISAM images include

















where zn(k‖) are the Zernike polynomials corresponding to each type of common aberration, labeled by
number n, and wn describes the amount of corresponding aberration. Note that wn in general can be
different for each depth z0. Such aberrations cause blurring effects such as spreading, tailing and ringing in
the transverse direction.
To correct for the optical aberration in the ISAM images, it is desirable to find out the proper weightings


















Without automation, the method of achieving this is to manually adjust each parameter ŵn until the image
appears sharp by user observation. This again is a repetitious and time-consuming process.
This process can be converted into the following optimization problem [31]:
















The above-mentioned multidimensional optimization problem can be very expensive to solve using current
computational power. So, based on the characteristics of each type of aberration, we categorize it into
several semi-independent groups, as can be seen in Table 2.1 [41], where (ρk, θk) is the polar form of (kx, ky)
coordinates.
Table 2.1: Common types of aberration in OCT.
Group Label Aberrations Zernike Polynomials
I
1 Astigmatism z−22 =
√
6ρ2k sin 2θk
2 Astigmatism z22 =
√
6ρ2k cos 2θk




4 Coma z−13 =
√
8(3ρ3k − ρk) sin θk
5 Coma z13 =
√
8(3ρ3k − ρk) cos θk
III
6 Spherical z04 =
√
5(6ρ4k − 6ρ2k + 1)
7 Defocus z02 =
√
3(2ρ2k − 1)
The optimization problem can then be divided into multiple steps with fewer dimensions within each
stage. The first step is







































, and then updates the dataset again using ŵ4

















Since this step is performed plane-by-plane, all four metrics should be modified for proper dimensionality;



































The previous section has established three optimization problems for the three stages of automated ISAM
processing. For each of them, a variety of methods can be chosen to find the maximum or the minimum
point, depending on the speed and accuracy requirement of the system.
The simplest and most robust of all the methods is the exhaustive grid search. An optimization problem
with k parameters to determine,
[α1, ..., αk] = argmax
α1,...,αk
M (Sα1,...,αk) , (2.24)
can be implemented by k nested for loops in nonvectorized languages such as C/C++, Python and Java,
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to calculate the scores M (Sα1,...,αk) for each possible combination of α1, ..., αk within a certain boundary.
The parameter combination corresponding to the maximum score is the optimal parameter set for this
optimization problem. With an appropriate boundary set for each parameter, this method is guaranteed to
find the global maximum (or minimum). On the other hand, the method is relatively slow and scales badly
as the number of parameters k increases (O(nk)).
Another method that can be used is the gradient descent (or ascent) algorithm. The algorithm starts




































k denotes the value of the k
th parameter at the nth iteration, µ is a parameter that controls the
rate of change, and the operator ∇ takes the gradient of M(Sα1,...,αk) along α1, ..., αk dimensions. Smaller
µ generally leads to a higher probability of convergence and a slower rate of convergence, and vice versa. In
discrete arithmetic, the updating formula for each parameter α
(n)
























where δ is the step size for the finite difference. When the parameters, as well as the value of the objective
function, change little (depending on the precision requirement, e.g. less than 1%) in the most recent
few iterations, convergence is reached and the iteration process can be stopped. Gradient descent requires
the objective function to be smooth and convex; otherwise, the parameters may converge at some local
minimum (or maximum) instead of the global one. Converging at a local minimum will result in suboptimal
reconstruction quality and may further affect the accuracy in the following stages. Gradient descent is in
general faster than grid search, and scales linearly as the number of parameters k increases.
The above are just two simple examples of optimization techniques that can be used in solving this
problem. More advanced techniques such as simulated annealing can be used to achieve higher robustness
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or speed. Cascaded procedures such as a grid search on a coarse-grained grid followed by a gradient descent
near each local maximum may also help improve the robustness and speed.
2.3 Implementation and Results
The algorithm was implemented in Matlab using a workstation equipped with Intel Xeon E3-1225v3 3.2GHz
Quad-core CPU. OCT datasets of sub-resolution phantom (TiO2 particles) and human palm skin tissue were
taken from a spectral domain OCT setup shown in Fig. 2.2. The system uses a superluminescent diode
(SLD) light source centered at 860 nm, with a bandwidth of approximately 80 nm. The light is focused by
a 0.6 NA objective lens forming a theoretical focal spot radius of 0.46 µm and a theoretical Rayleigh length
of 0.8 µm in air, computed from the numerical aperture of the lens.
Figure 2.2: A schematic of the spectral domain OCT system used for collecting the datasets.
2.3.1 Results on particle phantom
The algorithm was first validated using the particle phantom dataset. The dataset was first normalized
according to the power spectrum and interpolated onto linear wavenumber grids. Then automated dispersion
correction was performed on the dataset using gradient descent method. The effects at the start and at
various iterations are shown in Fig. 2.3 (a)-(c), and the manual tuning result is shown in Fig. 2.3 (d). The
automated optimization procedure takes only 12 iterations to reduce the dispersion to a level comparable to
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Figure 2.3: (a) Volumetric plot of the raw OCT image in spatial domain before dispersion correction. (b) -
(c) OCT image after 10 and 20 iterations of automated dispersion correction. (d) Manually tuned dispersion
corrected dataset.
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manual tuning. The algorithm finally reached the optimal state at around iteration 20, where the vertical
resolution reached its optimum.
Figure 2.4: The sharpness-brightness score of the sample for each depth; the inset plots the sharpness metric
output for the finer focal plane depth search process.
After the automated dispersion correction, the algorithm estimates the focal depth using the sharpness-
brightness score computed for each depth. Note that any possible bright reflector, such as the coverslip on top
of the sample, is removed from the data. The sharpness-brightness score for this dataset is plotted in Fig. 2.4,
which peaks at depth 261.6 µm. Following the focal plane estimation is the fine-grained optimization step,
where the algorithm tries various focal plane depths within several Rayleigh lengths around the estimated
depth. The results are shown in the inset of Fig. 2.4. For this dataset, the optimal focal plane depth is
262.8 µm. With this optimal focal plane depth, the algorithm performs ISAM resampling.
Finally after ISAM resampling, the algorithm performs automated computational adaptive optics for
aberration correction. For each depth, the algorithm performs the three stages of aberration correction
described in Section 2.1.4. Figure 2.5 shows a comparison of the raw OCT image, the image after automated
ISAM resampling and the image after automated computational adaptive optics in 3D volumetric rendering.
Two en face planes far from the focal plane are displayed for each stage. It can be observed that the
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automated ISAM resampling significantly extends the depth of field; therefore, many particle scatterers far
from the focus show up clearly. Away from the focal plane, the signal-to-noise ratio (SNR) decreases linearly
with distance [43], and the noise gradually shows up as the cloud at the top and bottom part of the volumetric
rendering. If a series of en face planes farther from the focal plane were depicted, the point-scatterers in
the image would gradually submerge under the rising noise floor. At this stage, the depth of imaging is no
longer bounded by depth of field of the imaging system. Instead, it is bounded by the decaying SNR. With
the help of the automated aberration correction, the usable depth of imaging extends farther, and sharp and
clean information is extracted from regions that were originally submerged in noise.
Figure 2.5: (a)-(d) En face plane 120 µm above focal plane during each stage of processing. (e)-(h) Volumetric
rendering of the 3D particle phantom dataset during each stage of processing. (i)-(l) En face plane 101 µm
below focal plane during each stage of processing.
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Figure 2.6: (a)-(c) En face plane 76 µm above focal plane at each stage. (e)-(g) En face plane 30 µm above
focal plane at each stage. (i)-(k) En face plane 40 µm below focal plane at each stage. (d), (h) and (i)
Reproduced manually processed results of the same dataset at similar depth.
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2.3.2 Results on human palm tissue
The algorithm was then tested on a dataset taken using in vivo human palm skin tissue (also used in [42]).
Since this dataset came with matched dispersion, the automated dispersion correction selected α2 = α3 = 0
as dispersion correction parameters. The algorithm then estimated and optimized the focal plane depth
and selected 192.3 µm. With this parameter, ISAM was performed on the dataset. Automated CAO was
then performed on the dataset layer-by-layer. Figure 2.6 shows a matrix of en face images from the raw
OCT data, automated ISAM results and the automated CAO results for various layers previously reported
in [42]. Figure 2.6 (a)-(c) show the epidermis layer 171 Rayleigh lengths from focal plane, with the nuclei
of a granular cell labeled by the arrow. Figure 2.6 (e)-(g) show the superficial dermis layer 67 Rayleigh
lengths from focal plane, with a dermal papilae labeled by the arrow. Figure 2.6 (i)-(k) show the structure
deep in the dermis 90 Rayleigh lengths from focal plane, with probable collagen fiber bundles labeled by
the arrow. Figure 2.6 (d), (h) and (i) are the manually processed images of the same dataset at similar
depth, reproduced with authorization from the authors of [42]. Note that because of some difference in the
method of data processing, the images produced by the automated algorithm and manual tuning may not
correspond to the exact same slice. However, the difference should be minimal. Compared to the manually
fine-tuned images, it can be seen that the automated algorithm achieves performance similar to that of an
experienced researcher on a highly complicated biological sample.
2.4 Discussion and Conclusion
The algorithm described in this chapter is a general framework for the automation of ISAM data processing.
Many modifications can be made when implementing it for certain applications. For example, for systems
with relatively slowly varying dispersion, the optimization process for dispersion correction (e.g. gradient
descent) can start from the optimal value of the previous dataset, instead of zero, which should take many
fewer iterations to converge. This algorithm, with slight modification, can also be used for multifocal inter-
ferometric synthetic aperture microscopy (MISAM) [43] and polarization-sensitive interferometric synthetic
aperture microscopy (PS-ISAM) [44].
From our observations, the performance of each type of metric varies with the type of sample being
processed. We summarize our observations in Table 2.2. The runtime in Matlab for each dataset is 20-30
minutes. If implemented with a highly parallel processing unit, for instance a GPU [27] using a programming
language such as CUDA, we estimate the runtime to be within 2-3 minutes, according to the speedup seen
in similar applications. If performed manually, we estimate the task for each dataset will take 8-16 hours
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Table 2.2: Comparison of different types of metrics.
Sample \Metrics Maximum-intensity Image-power Sparsity high-spatial-frequency
Particle phantom Good Good Good Good
Biological tissue Poor Good Intermediate Good
Computational cost Low Intermediate Intermediate High
for an experienced researcher.
In this chapter, we have presented an algorithm framework that automates the processing of dispersion
correction, ISAM resampling, and computational adaptive optics to achieve near-optimal reconstruction.
We tested the algorithm on a particle phantom dataset and an in vivo human palm skin tissue dataset,
and achieved results comparable to images manually adjusted by an experienced researcher. This algorithm
significantly lowers the technical barrier for nonexperts to utilize ISAM imaging technology, and saves hours
of processing time for each ISAM dataset.
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Chapter 3
Filtering and Unwrapping Noisy
Doppler Optical Coherence
Tomography Velocity Maps
In this chapter, we report the first application of two phase denoising algorithms to Doppler optical coherence
tomography (DOCT) velocity maps. When combined with unwrapping algorithms, significantly extended
fluid velocity dynamic range is achieved. Instead of the physical upper bound, the fluid velocity dynamic
range is now limited by noise level. We show comparisons between physical simulated ideal velocity maps
and the experimental results of both algorithms. We demonstrate unwrapped DOCT velocity maps having
a peak velocity nearly 10 times the theoretical measurement range.
3.1 Velocity Wrapping in DOCT
As is discussed in Chapter 1, because of the 2π ambiguity caused by the numerical difference of phase, a





Any velocity outside of this range will appear modulo 2Vmax into the range because of phase wrapping. This
usually limits the use of DOCT in larger blood vessels with higher velocity, such as the carotid artery [45].
Velocity wrapping in DOCT has been previously reported [46, 47, 48], but unwrapping was not carried
out in these studies because of the difficulty caused by noise in the velocity map. Successful attempts have
been reported [49, 50, 51, 45] using cellular automata [52] or quality-guided 2D unwrapping algorithms
[53] to achieve an unwrapping of peak velocity up to 7.5Vmax without incorporating noise rejection in
the algorithm. Another algorithm, synthetic wavelengths [54, 55, 56], also achieved successful OCT (axial
height) and DOCT unwrapping by splitting the spectrum and synthesizing an OCT image acquired by a
much shorter wavelength.
The obstacle to unwrapping noisier and higher velocity maps usually lies in the lack of effective denoising
algorithms. Note that spatial low-pass filters are not suitable in this case because they smooth out the
−Vmax to +Vmax jumps; as a result, the unwrap algorithm is unable to detect the edge of a wrap. Similarly
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for spatial median filters, at −Vmax to +Vmax jumps, they will likely reject the values close to −Vmax or
+Vmax and pick up noise with an intermediate value. More advanced wrapped-phase filtering algorithms
[57, 58, 59] have been developed or used by communities studying radar, shearography, digital holography,
etc. We selected two algorithms and adapted them for filtering DOCT velocity maps.
3.2 Methods for Velocity-unwrapping in DOCT
3.2.1 Fast method for unwrapping
For DOCT data with a low peak velocity and moderate noise, we propose to use the sine/cosine average
filter (SCAF) [58]. This method is simpler and faster than the second method below. For the noisy wrapped
phase difference ∆φ(x, z), we calculate its pixel-wise sine and cosine,
P (x, z) = sin (∆φ(x, z)) , (3.2)
Q(x, z) = cos (∆φ(x, z)) . (3.3)
After the transformation, the −π and +π jumps become spatially continuous in value, and thus will not be
negatively affected by filtering. Therefore, spatial low-pass filters and median filters can be applied to P and










with the four-quadrant inverse tangent function used here. This filter can be reapplied as necessary for
better results [58]. After filtering and velocity recovery, direct or quality-guided unwrapping can be applied
to the image to obtain the full range velocity map. This method is easy to implement, computationally
inexpensive, and works well for datasets with moderate noise and wrapping.
3.2.2 Robust method for unwrapping
For highly wrapped or relatively noisier DOCT datasets, we use a more robust method (denoted by the
“phase tracker method” below) for data denoising, inspired by the Regularized Phase Tracker (RPT) method
[57]. Compared to the RPT method, our method uses a simplified cost function without the regularization
term, so that there is no interdependence of output data. This makes it suitable for implementation on
parallel computing platforms. This method assumes that the fluid is incompressible, is irrotational, and
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obeys mass conservation (is source-free). It relies on the fluid dynamics principle that velocity is continuous
everywhere within a flow. The method extracts information and rejects noise by taking advantage of the
spatial correlation and redundancy of nearby pixels.
Figure 3.1: An illustration of the stages in the phase tracker method. (a) A window is chosen. (b) Windowed
data are fit to a plane wave. (c) Error is computed.
The phase tracker method, which is illustrated in Fig. 3.1, is as follows. For each pixel (x0, z0) in the
velocity map, a sliding window
∆φwin(x0,z0)(x, z) = ∆φ(x0 + x, z0 + z), |x| ≤ a, |z| ≤ a (3.5)
of pre-set size (2a+ 1 by 2a+ 1 pixels) is created around it. Depending on the application and noise level of
the system, the window size should be chosen large enough so that wavefronts may be identified under the
noise in the window, but small enough that the wavefronts may be assumed locally flat. The objective is to
fit the window using three free parameters, the horizontal and vertical spatial frequencies (wx, wz), and a
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DC offset φ0,
∆φfit(x0,z0)(x, z) = ωxx+ ωzz + φ0, |x| ≤ a, |z| ≤ a. (3.6)
The optimum fit is found through minimizing the cost function E(x0,z0) over the three free parameters
[ŵx, ŵz, φ̂0] = argmin
(wx,wz,φ0)
E(x0,z0)(wx, wz, φ0), (3.7)
where the cost function minimizes the sum of the weighted l2 error between the sine and cosine value of the
window and the fit,




[ ∣∣∣cos(∆φwin(x0,z0)(x, z))− cos(∆φfit(x0,z0)(x, z))∣∣∣2
+
∣∣∣sin(∆φwin(x0,z0)(x, z))− sin(∆φfit(x0,z0)(x, z))∣∣∣2 ], (3.8)
where G(x, z) is an optional Gaussian weighting mask that emphasizes error in the center part of the window.
The original RPT algorithm [57] uses gradient descent to optimize the cost function, which comes with
the risk of becoming stuck in the many local minima of this cost function. We choose the slower but safer
option of exhaustive search and use parallel processing to mitigate the speed issue. After optimization, the
center pixel of the window in the filtered image Sfiltered(x0, z0) takes the value of the optimum φ̂0 of the
corresponding window. Finally, after the filtering step, the filtered velocity map is mostly noise free and can
be unwrapped directly or using quality-guided unwrapping method.
3.3 Experimental Validations
DOCT imaging experiments and physical-model-based simulations were conducted to validate the algorithm.
In the experiment, an OCT probe was used to measure the velocity map of diluted milk flowing through a
tube. As shown in Fig. 3.2, the fluid flowed from an infusion bag through a plastic tube (PVC, 1.6 mm inner
diameter) into a graduated cylinder. The flow rate was controlled using a pinch clip located at the lower
end of the tube. The average flow rate Qavg was calculated by dividing the volume change in the graduated
cylinder over time.
The system used in the experiment is a commercial swept-source OCT imaging system (Diagnostic
Photonics, Inc.) operating at a center wavelength of 1310 nm, with a spectral bandwidth of 100 nm, an
A-scan rate of 50 kHz and an imaging aperture of 0.043 NA. The transverse resolution is 11.5 µm FWHM.
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Figure 3.2: A schematic of the experimental setup.
The system scans with 4x oversampling at 3 µm step size. The maximum measurable velocity at 45◦ in
diluted milk is Vmax = 1.75 cm s
−1. Beyond this velocity, the wrapping is manifest. Each dataset has an
estimated average signal-to-noise ratio (SNR) of 12.8 dB, and a peak SNR (PSNR) of 34.5 dB.
To provide a ground truth for comparison, we performed noiseless simulations using the simple model
of laminar flow in cylindrical tubes [60] to estimate the true cross-sectional flow velocity map. When the
average flow velocity Vavg = Qavg/Atube is known, the cross-sectional velocity map can be modeled as







where r is the inner-radius of the tube, and ρ is the radius variable of the polar coordinate system, with a
range of 0 ≤ ρ ≤ r. According to this model, the fluid velocity at the inner wall of the tube is 0, and the
velocity at the center is 2Vavg. Note the noiseless simulations serve only as a ground truth for comparison,
and hence are not for demonstration of the denoising or unwrapping algorithms.
Experimental datasets were processed using both algorithms each using the same set of parameters,
combined with simple one-dimensional phase unwrapping algorithm. Because the original velocity maps
contain too much noise, direct unwrapping produces unusable results that are not shown. Figure 3.3 shows a
comparison of the simulations and the experimental results processed by the SCAF method. In this case, the
SCAF method works well for relatively low peak velocities, in the range of 0-5 multiples of Vmax. Striping
artifacts gradually appear as the velocity exceeds this range. Three datasets with more challenging range of
velocities processed by the phase tracker method are shown in Fig. 3.4. It can be seen that the phase tracker
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method generates a much smoother velocity gradient from the noisy raw data, and the results agree well
with the physically simulated velocity profile. The phase tracker method is computationally more expensive
than the SCAF method, but its performance in highly noisy and highly wrapped datasets makes it desirable
for the more challenging scenarios, e.g. in this case a peak velocity over 5Vmax.
Figure 3.3: The array of images shows a comparison of the simulation and experimental results using the
SCAF method. The average velocities of the datasets are (a) - (f) 0 cm s−1, (g) - (l) 2.50 cm s−1, (m) - (r)
4.81 cm s−1, and (s) - (x) 8.62 cm s−1. The measured peak velocities range from 0Vmax to 8.4Vmax. The
velocity profiles were taken at the depth labeled by green arrows. It can be seen that the SCAF method
works well for lower velocities, and gradually starts to break when peak velocities are between 8.64 and
14.67 cm s−1.
In our implementation, the phase tracker method is implemented in CUDA for faster processing on a
graphics processing unit (GPU). Because of the modification on the original Regularized Phase Tracker
that eliminates the interdependence between output pixels, the massively parallel floating point computa-
tion capability of the graphics card can be fully utilized by splitting the workload (pixels and optimization
dimensions) onto the CUDA cores. With some optimization, each DOCT dataset can be filtered and un-
wrapped in around 3 seconds, with the average single precision floating point throughput (FP32) reaching
800-1200 GFLOPS, which is 60-90% of the theoretical peak performance the nVidia GeForce GTX 750 Ti
GPU (nVidia, Inc.).
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Figure 3.4: The array of images shows a comparison of the simulation and experimental results using the
phase tracker method. The average velocities of the datasets are (a) - (f) 4.81 cm s−1, (g) - (l) 8.62 cm s−1,
(m) - (r) 10.42 cm s−1. The peak velocities range from 8.32 to 16.50 cm s−1 (4.8Vmax−9.4Vmax). The velocity
profiles were taken at the depth labeled by green arrows. It can be seen that this method generates smooth
and nearly noise-free velocity maps that agree well with the physical model.
3.4 Discussion
In this chapter, we present two methods for filtering noisy wrapped DOCT velocity maps. The filtered image
can then be unwrapped with much less error, which essentially extends the measurable velocity range of a
DOCT system. The SCAF method uses a sine/cosine transformation to enable the use of low-pass filters and
median filters for noise rejection. The phase tracker method searches for the best fit of the phase through
an optimization process to extract information mixed in noise. By comparing the physical simulation and
the unwrapped results, the validity and performance of both methods are demonstrated. While the phase
tracker method requires more computation per pixel, we have shown that the process can be significantly
shortened by implementation in a parallel processing architecture, making semi-real-time processing possible.
Because this chapter focuses on the denoising aspect, simple one-dimensional unwrapping algorithm is used.
However, if combined with more advanced two-dimensional unwrapping algorithms such as quality-guided
unwrapping, it should be capable of unwrapping even more challenging DOCT velocity maps. It should
be noted that both algorithms, while effective in denoising, also inevitably cause the loss of details in the




Extracting Full Susceptibility Tensor
Using Modified Optical Coherence
Tomography
In this chapter, we introduce a computational imaging method for measuring the full susceptibility tensor of
a sample using a modified optical coherence tomography setup. In our setup, a high NA circularly polarized
Gaussian beam is used to provide polarization diversity at the focal spot, and two rotatable polarizers are
used for varying the illumination polarization components. Multiple scans of the same area are collected
and a regularized least square method is used to solve for all susceptibility tensor elements.
4.1 Introduction
Polarization-sensitive optical coherence tomography (PS-OCT) [61] has generated much interest in recent
years for its ability to reveal the anisotropic structure of semi-transparent samples in the forms of retardation
and fast axis signals. This information is of great interest because it helps to provide contrast between
different tissue types based on the amount of birefringence content in the tissue. Many studies have been
done utilizing PS-OCT for imaging various kinds of tissue, such as retina [62, 63], skin burn [64, 65] and more
recently breast invasive duct tumor [66]. The algorithm of polarization-sensitive interferometric synthetic
aperture microscopy (PS-ISAM) [44] applies ISAM processing on datasets from both PS-OCT channels to
bring the whole volume into focus before the computation of retardation and fast axis.
The multipolarization scattering process can be modeled under the first-order Born approximation, the
same assumption underlying the scalar field optical coherence tomography. The scattered field at observation
























where U incα (r) is the α polarization component of the incident field at position r, ηαβ (r) is the susceptibility
tensor element at position r that scatters β polarized light when illuminated by α polarized light, and G is
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the Green function in the medium.
Conventional PS-OCT images through a low numerical aperture (NA) optical setup have less than ideal
resolution in the order of tens of microns. More importantly, the low NA Gaussian beam contains mostly
transverse polarization components (x̂, and ŷ) and lacks the adequate axial (ẑ) polarization component.
According to the model, it can only interact with at most four (x̂x̂, x̂ŷ, ŷx̂, ŷŷ) of the nine susceptibility
tensor elements of the sample. Therefore, the PS-OCT measurements are dependent on the measurement
angle, and the information contained in the sample susceptibility tensor cannot be fully recovered from
PS-OCT measurements.
On the other hand, techniques have been developed by the vector beam engineering community that can
create arbitrary polarization at the focal spot of a beam [67], which is useful for directly measuring linear
susceptibility tensor elements of discrete particles. However, these techniques require expensive custom-made
filter plates and accurate alignment, and thus are less cost-effective.
In this chapter, we propose a method to measure the full susceptibility tensor of biological samples
indirectly through multiple measurements of a sample using a modified high NA PS-OCT setup.
4.2 Nonparaxial Model and ISAM
In this chapter, we take a step further from the scalar field model in the introduction, and introduce a vector
field nonparaxial model of optical coherence tomography and its inverse problem [19]. This model serves
as the stepping stone of this chapter. For a generalized OCT setup with a beam of arbitrary NA and of















where r is a three-element vector describing the position in the sample, k0 is the wavenumber, and hαβ is the
point spread function of the system when illuminated by the α polarization component of the focused beam
and results in β polarized scattering field. The function hαβ can be calculated by the focal spot geometry
of corresponding polarization components [19],




fα(−r; k0)gβ(−r; k0), (4.3)
where P (k0) is the square root of the power spectral density of the illumination field, and fα and gβ are the
α and β polarized light field components of the focused beam. Equivalently after a two-dimensional Fourier
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With the method of stationary phase applied for the far-from-focus case and expansion near its peak applied

















where kz is the wavenumber in the propagation direction and can be calculated when the transverse wavenum-
ber k‖ is fixed:
kz(k‖) =
√
k20 − k2‖. (4.6)
The coherent transfer function Hα,β for each case is
Hα,β(k‖, k0) =

















































′ − r) η′αβ (r). (4.9)
4.3 Optical Setup and Modeling
We propose a modified PS-OCT setup as shown in Fig. 4.1. The laser output is first converted to horizontally
linear polarized collimated light through a polarization converter, collimator and linear polarizer. This
linearly polarized beam is then converted to a circularly polarized beam by an achromatic quarter-wave
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plate at 45◦ with respect to horizontal direction. A rotatable polarizer is placed after the quarter-wave
plate so that the sample illumination polarization can be varied over different observations. Conversion to a
circularly polarized beam before the linear polarizer ensures that the illumination power will remain the same
while the illumination polarization is varied through rotating the polarizer. The high NA Gaussian beam in
Figure 4.1: An illustration of the modified PS-OCT system.
the system provides a strong axial (ẑ) polarization component, which is on the same order of magnitude as
the transverse (x̂, ŷ) polarizations. If a certain polarization component of the light is too weak, the problem
will become ill-conditioned, and the inverse problem will become sensitive to noise. Figure 4.2 (a) - (c) show
the transverse field amplitude at the focal spot of a 0.6 NA focused x̂ polarized Gaussian beam. Figure 4.2
(d) shows the optical power percentage as a function of system NA, for three polarization components. It
can be seen that in a low NA Gaussian beam (NA < 0.5), the axial polarization component is negligible.
When the system NA exceeds 0.5, axial polarization power increases significantly with higher NA to over
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20% of focal spot optical power.
Figure 4.2: (a) - (c) Transverse light field distribution of x̂, ŷ, and ẑ component of a 0.6 NA focal spot from
an x̂ polarized Gaussian beam. (d) Optical power percentage as a function of numerical aperture for three
polarization components of an x̂ polarized Gaussian beam at any transverse plane.
To model the system, the amplitude of the collimated Gaussian beam after the rotatable polarizer can
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where θn is the angle of the polarizer with respect to the horizontal direction for the n
th scan, and E0
is the field amplitude of each orthogonal component in the circularly polarized beam. The plane-wave
































where the first column containing axx, axy, and axz describes the x̂, ŷ, and ẑ focused field as a result of
x̂ collimated input to the objective lens, and can be derived by combining Eqs. (2.18) and (2.23) in [68].
The second column containing ayx, ayy, and ayz can be derived by rotating the θ in Eq. (2.23) by 90
◦ and














y −szsxsy + sxsy
szsxsy − sxsy s2ysz + s2x
−sx(s2x + s2y) −sy(s2x + s2y)
, (4.12)
where sx, sy, and sz are the normalized wave vector, sx = kx/k0, sy = ky/k0, and sz =
√
k20 − k2x − k2y/k0.
The signal collection of the back-scattered light from the sample can be calculated using optical reciprocity





































































From Eq. (4.9), it can be seen that the OCT dataset after ISAM resampling contains a sum of convolu-
tions between PSFs and susceptibility tensor components with corresponding input and output polarization.
All susceptibility tensor elements can be computed if we can make multiple observations with varying Hαβ
and stack the observations and the varying convolution matrix into an invertible linear system with enough
rank for inversion. This can be realized by altering the input light polarization for each measurement so that
rows become linearly independent. Considering the diagonal symmetry of the 3-by-3 susceptibility tensor,
we only need to solve for six free variables. Therefore, at least six measurements with different Hαβ are
needed to set up an invertible linear system. For one single ISAM observation from one of the orthogonal
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where the superscript (n,m) represents the nth observation from the mth channel (m = 1 or 2). For
convenience, as is indicated in the equation, the vectors will be referred to as observation vector S and
sample vector η, and the matrix will be referred to as convolution matrix H in this chapter. Note that
the single point-scatterer convolution matrix is different for different point-scatterers positions, polarizer
angles and the detection channels. For a system with more point-scatterers, the corresponding H matrix
can be stacked horizontally, and the sample vector can be stacked vertically. For more observations from
another channel or another scan with different polarizer angle, the corresponding signal vector can be stacked
vertically, and the corresponding H matrix can be stacked vertically.
Note that from Eq. (4.8), this problem can be equivalently set up in the Fourier domain. However, we
choose to work in the spatial domain because the point spread function is only nonzero in a few voxels, so
the convolution matrix can be stored as a sparse matrix. This ensures much better scalability when the
number of observations or number of point-scatterers is large.
From the model of the system, the coherent transfer function for any polarizer angle θn and either channel
m can be calculated. Because of the high NA system, nearly all of the image space can be considered far
from focus, compared to the Rayleigh range of the system. Therefore, we are mostly interested in the
approximated point spread function in the far-from-focus regime, which can be explicitly calculated for each



































With a three-dimensional Fourier transform, the point spread function can be calculated and used to
construct the convolution matrix. The shape and amplitude of the point spread function vary with the
polarizer angle, detector channel, and susceptibility tensor element. Figure 4.3 shows the en face images of
the point spread functions with polarizer angle at 40◦. It has been verified that this explicitly calculated
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coherent transfer function and point spread function agree well with simulation results.
Figure 4.3: (a) - (f) En face point spread functions corresponding to each susceptibility tensor element for
detector channel 1 with polarizer angle at 40◦. (g) - (l) En face point spread functions corresponding to
each susceptibility tensor element for detector channel 2 with polarizer angle at 40◦.
With the matrix H in Eq. (4.15), the vector η̃ can be computed by solving the least square problem for
40
each grid point. To prevent instability caused by noise, we use the regularized inverse,
η̃ = (H∗H + λI)
−1
H∗S, (4.17)
where λ is the regularization parameter.
4.4 Extracting Susceptibility Tensor from Discrete
Point-Scatterers
In this section, we discuss the method for reconstructing the susceptibility tensor elements for discrete
point-scatterers in a 3D volume. In previous work, it has been shown that the susceptibility tensor can be
reconstructed for a single point-scatterer near the focal plane [69]. However, the previous work was unable
to handle out-of-focus point-scatterers, nor could it accurately measure susceptibility tensor elements for
multiple closely packed point-scatterers with overlapping point spread functions. These disadvantages limit
its usefulness in many scenarios. Our method combines the refocusing power of ISAM with the optical model
discussed in the previous section to form linear inverse problems which account for the signal interference
between nearby point-scatterers. This combination allows us to accurately recover the susceptibility tensor
elements for closely packed point-scatterers.
Starting from the single point-scatterer convolution model in Eq. (4.15), assume p pairs of datasets
with different polarizer angles are taken from both channels, and the sample consists of q closely packed
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where each S(n,m) is an observation vector from scan n and channel m, each H
(n,m)
rk is a block of submatrices
that describes the convolution contribution from point-scatterer rk to observation vector S
(n,m), and each
ηrk is a sample vector describing each of the six degrees of freedom of the susceptibility tensor of the point-
scatterer at position rk. After establishing this linear system, the regularized inversion can be computed,
and the susceptibility tensor elements for each point-scatterer can be reconstructed.
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Figure 4.4: En face OCT images from both channels for scans 1-3. The images are normalized by the
maximum value of all the images.
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Figure 4.5: En face ISAM reconstructions from both channels for scans 1-3. The images are normalized by
the maximum value of all the images.
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Figure 4.6: Reconstructed en face susceptibility tensor elements. The images are normalized by the maxi-
mum value of all the images.
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Computer simulation is performed in Matlab to demonstrate the capability of this method. In the
simulation, 361 point-scatterers are simulated with an 0.95 NA OCT system, with 100 nm linewidth around
800 nm. For each point-scatterer, the susceptibility tensor matrix is assumed to be real and symmetric
with respect to the main diagonal, and each element has a randomly assigned value between 0 and 1. For
the ease of statistics, the point-scatterers are arranged in a two-dimensional grid in the same depth layer
8 µm from the focal plane. To demonstrate the algorithm’s ability to reject interference from neighboring
point-scatterers, the distances between neighboring point-scatterers are intentionally selected to be very low
at 1µm, or 5 pixels. Additive white Gaussian noise (AWGN) is added in the spectral domain to achieve a
signal-to-noise ratio (SNR) of 0 dB, which is a reasonable worst case scenario. Three scans were taken for
both channels, resulting in 6 OCT datasets altogether. The polarizer angles θn for each scan were randomly
selected between 0◦ and 180◦. Figure 4.4 shows all six OCT observations from three scans and both channels.
Figure 4.7: (a) - (f) True versus reconstructed values of all susceptibility tensor elements.
The defocus is significant in the OCT image. ISAM resampling is then applied to each of the observations,
as is shown in Fig. 4.5 (a)-(f). With ISAM resampling, each observation is brought back into focus, so that
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each point-scatterer is roughly recognizable, but its point spread function still overlaps with the neighboring
point-scatterers, and the information from all susceptibility tensor elements is still mixed in the refocused
image. At this step, the location of each point-scatterer can be either manually labeled or automatically
recognized by algorithms, so we treat it as known. In order to calculate the susceptibility tensor of each
point-scatterer, we set up the least square problem by horizontally stacking the corresponding convolution
matrix H of each point-scatterer, and solving the least square problem with a tiny Tikhonov regularization
parameter of 1× 10−8.
The reconstructed susceptibility tensor is visualized in Fig. 4.6 (a)-(f), and also plotted in a scatter plot
against its original value in Fig. 4.7. It can be seen that the reconstruction shows very good linearity and
has little deviance from its original value. The reconstructed ηzz element shows slightly more deviation from
the true value because in the least square problem this term is the most badly conditioned. The simulation
proves the robustness of this method under very low signal-to-noise ratio, and for very closely packed point-
scatterers. Although this simulation is presented in two-dimensions for the ease of visualization, it works
equally well when the point-scatterers are distributed in three-dimensions.
4.5 Toward Extracting Susceptibility Tensor from Continuous
Samples
Following the method in Section 4.4, it might seem natural that if we assume there is a point-scatterer
at each voxel in the sample space, we can essentially recover the full susceptibility tensor element for any
continuous sample. However, without any further assumption about the sample such as sparsity or low total
variation, that is not so straightforward in theory.
Consider the case of an imaging region with m voxels, which brings m observation data points per scan
per channel. Since each voxel has 6 degrees of freedom in its susceptibility tensor, there are altogether 6m
unknowns that need to be recovered. In order to recover all unknowns, the stacked convolution matrix in
Eq. (4.18) needs to have a rank of 6m, and with reasonably good condition number. In theory, an unlimited
number of observations for both detection channels can be taken. However, in simulation we determined that
such observations can only provide a rank of up to 3m. Therefore, this system is vastly underdetermined.
We believe the lack of matrix rank can be explained by the following reasoning. With the rotatable
polarizer, although the ratio of x̂ and ŷ components in the focal spot can be adjusted, for any plane-wave
component in the focal field with oblique incidence onto the sample, its transverse and axial polarization
components are coupled and determined by its incidence angle. There is no way to change this ratio between
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observations, so that the observations can provide additional numerical discriminance to susceptibility tensor
components.
It is possible to solve this underdetermined problem through imposing assumptions such as sparsity or
low total-variation. However, since our main target application is biological tissue imaging, we feel these
assumptions do not agree well with reality. We also believe it is possible to achieve the extraction of full
susceptibility tensor by taking measurements while tilting the sample at different angles. However, we are
worried it would be very difficult to co-register multiple tilted datasets in reality.
We have explored an approach where we group n nearby point-scatterers into nonoverlapping groups, so
that each point-scatterer belongs to only one group. We impose a condition that within the same group, all
point-scatterers have the same susceptibility tensor. For this problem setup, the convolution relationship
still holds, except that the basic building blocks of the observations change from the point spread function
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where for any group centered at rg, its 0 centered point spread function can be calculated by super-positioning








αβ (r + rg − r
′). (4.20)
In this problem setup, the number of unknowns shrinks by a factor n, making it possible to invert the matrix
with enough rank. With this condition, we hope we can still reconstruct an averaged or low-pass filtered
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Simulations were performed using system parameters similar to those in Section 4.4. We use a cubic
grouping of 2-by-2-by-2 point-scatterers for the reconstruction. The sample susceptibility tensor used for
simulation is designed to be slowly varying, with the hope that the grouping scheme can represent it relatively
accurately. Because of the challenging nature of this reconstruction, no noise was added. Figure 4.8 shows
the en face sample, OCT, ISAM and reconstructed susceptibility tensor elements. From the reconstruction,
it can be seen that the ηxx, ηxy, and ηyy are reasonably well reconstructed. However, for ηxz, ηyz, and
ηzz, the reconstruction is highly contaminated by the cross-talk from other channels. Various levels of
Tikhonov regularization were tried, but we could not achieve satisfying reconstruction results. We believe
the bad reconstructions of the ηxz, ηyz, and ηzz components can be explained by two factors. Firstly, their
point spread functions have much lower amplitude than the other susceptibility tensor elements. Secondly,
their point spread functions all consist of two or three neighboring positive and negative lobes; thus, they
essentially work similarly to a differentiator, oriented edge detector, or oriented Laplacian filter, all of which
attenuate low spatial frequency components and amplify high spatial frequency components.
To reconstruct the full susceptibility tensor for a continuous sample, there are still some improvements
worth implementing. For example, instead of this 2-by-2-by-2 nonoverlapping grouping scheme, an over-






This soft grouping scheme has the advantage that when two group centers are two voxels away, the point-
scatterer in the middle between the two group centers has the average of the susceptibility tensor values
of the two groups; similarly, the corner pixels get the average value of the four neighboring groups. This
scheme provides a smoother transition of susceptibility tensor values between groups, instead of the sudden
jump in value in the old grouping scheme. Furthermore, a radially polarized beam may be tried to see if it
can provide better conditioning for any z related susceptibility tensor elements.
4.6 Conclusions and Discussions
In this chapter, we present a method of extracting the susceptibility tensor elements using a modified optical
coherence tomography setup. We utilize a high NA Gaussian beam to achieve polarization diversity in
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Figure 4.8: (a) - (f) En face sample susceptibility used for the simulation. (g) - (l) En face OCT images
for three scans for both channels. (m) - (r) En face images after ISAM refocusing. (s) - (x) Reconstructed
susceptibility tensor elements.
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the focused field. We incorporate a rotatable polarizer to vary the illumination polarization and perform
multiple OCT scans to achieve an invertible linear system. The ISAM algorithm is used to bring the
whole volumetric OCT scan back into focus. The linear system relating the sample susceptibility tensor
elements and the refocused observations from all scans and both channels is constructed according to the
model, and a regularized least square is performed to recover the susceptibilities. This method accounts
for the interference in observed images caused by nearby point-scatterers, and thus enables robust indirect
measurement of susceptibility tensor elements of multiple spatially closely packed point-scatterers, in or out






There is an inherent trade-off between transverse resolution and depth of field (DOF) in optical coherence
tomography (OCT) which becomes a limiting factor for certain applications. Multifocal OCT and inter-
ferometric synthetic aperture microscopy (ISAM) each provide a distinct solution to the trade-off through
modification to the experiment or via postprocessing, respectively. In this chapter, we solve the inverse
problem of multifocal OCT and present a general algorithm for combining multiple ISAM datasets. Multi-
focal ISAM (MISAM) uses a regularized combination of the resampled datasets to combine the advantages
of both multifocal OCT and ISAM to achieve optimal transverse resolution, extended effective DOF and
improved signal-to-noise ratio. We present theory, simulation and experimental results.
5.1 Extending Interferometric Synthetic Aperture Microscopy
to Contain Multiple Focal Plane
In view of the trade-off of OCT and the advantages and challenges of ISAM and multifocal OCT, we
have developed a new imaging technique which combines the advantages of multifocal OCT and ISAM.
By applying a coherent combination of the reconstruction of each channel with appropriate regularization,
higher lateral resolution and signal-to-noise ratio can be achieved without artifacts from the synthesis of the
data sets. The experiment is similar to conventional OCT, except multiple channels, each with a different
focus, are used.
5.1.1 Forward model
The sample is again described by a susceptibility |η〉, and the data set by |S〉, but |S〉 is now in a larger
Hilbert space. The position of the nth focal spot is denoted rn. Transverse wave vector states are denoted∣∣k‖〉 so that 〈r‖|k‖〉 = 12π e−ik‖·r‖ . We start from Eq. (19.26) in [70], which describes the multifocal OCT
signal component acquired with illumination focal spot at rm and detection focal spot at rn with wavenumber
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k0, that is



















′, k0) 〈k0|U0〉 〈r|η〉 , (5.1)
where again 〈r|η〉 is the sample susceptibility at position r, 〈k0|U0〉 is the field amplitude as a function
of wavenumber, g̃m,n (k




m,n) is the Fourier transform of the beam waist of the
illumination and the detection aperture, and K and G are the field propagator and Green’s function operator
respectively.
We then assume the transverse-scanning position of the illumination aperture is infinitely close to that
of the detection aperture and has the same NA. Therefore, we can set r‖m = r‖n = r‖, g̃m = g̃n = g̃, so
that the problem is converted to the single static case with transverse-scanning position r‖, illumination
focal plane at depth of zm and detection focal plane at zn. The datum at transverse-scanning position r‖,
wavenumber k0, illumination focal plane zm and detection focal plane zn is denoted
〈
r‖, k0, zm, zn|S
〉
. By
performing a change of basis and expressing the received signal as the superposition of the contribution from
each illumination aperture, the multifoci version of Eq. (19.29) in [70] can be derived. The signal received

















is the Fourier transform of 〈r|η〉 with respect to the transverse coordinates. Here,

















which is the two-dimensional Fourier transform of the point spread function of the system, which consists
of M stacked components, as can be visualized in Fig. 5.1.
In order to eliminate the stacked point spread function which is computationally too expensive to decon-
volve, we assume that the path-length difference between channels is much larger than the source coherence
length so that cross-talk components
〈
k‖, k0, zm, zn|S
〉
where m 6= n may be neglected. This can be achieved
experimentally by inserting different lengths of fiber before each aperture [71]. With this assumption, the
signal detected from the nth aperture only consists of the back-scattering caused by the illumination from
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Figure 5.1: Illustration of the different components of the detected signal and the stacked PSF in multifocal
three-channel OCT.
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itself, resulting a simplified point spread function, as is described by
〈

























Since only the signals with the same illumination and detection apertures will be considered,
〈
k‖, k, zn, zn|S
〉




from now on for brevity. The method of stationary phase can be applied
when |zn − z| is large compared to Rayleigh range, where the phase is stationary around k′′(stat.)‖ = k‖/2
[70], resulting in a simplified asymptotic result. The near-focus case can also evaluated by expanding the
integral around the k′‖ = k‖/2 [70]. Generalizing both asymptotic results in the far-from-focus regime and






















3)/[π(k20 − k2‖)] 〈k0|U0〉 g̃
2(k‖/2, k0) near focus
4π3 〈k0|U0〉 g̃2(k‖/2, k0) far from focus
(5.7)
and wr(z − zn) is defined as the relative beam radius compared to w0,










At this stage we have formed a complete forward model of multifocal OCT which relates the susceptibility
distribution |η〉 of the sample to the signal |S〉 detected from the aperture. The next step is to derive its
inverse based on the forward problem, which enables us to reconstruct the susceptibility distribution from
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The detected signal |S〉 can be seen as the result of two operators P and Z acting on the sample
susceptibility |η〉, so that |S〉 = PZ |η〉. As is described by Eq. (5.10), the P operator takes the data and




∣∣k‖, k0〉H(k‖, k0)〈k‖,−2√k20 − (k‖/2)2∣∣∣∣ . (5.10)
The Z operator takes data from |η〉 and applies a depth-dependent weighting of wr(z − zn)−1 in magnitude





dz |z − zn, zn〉wr(z − zn)−1 〈z| . (5.11)
To reconstruct |η〉, we need to derive P+ and Z+, the pseudoinverses of the two operators P and Z,
respectively. The reconstructed |η〉 then can be expressed as |η〉 = Z+P+ |S〉.























dz |z〉wr(z − zn) 〈z − zn, zn| . (5.13)
When noise is considered, the exact inverse does not give the optimal results. For different noise models,





dz |z〉R [wr(z − zn)] 〈z − zn, zn| , (5.14)
to achieve the least square minimum norm solution.
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Here, specifically for the multiplicative noise, Tikhonov regularization promises the least square minimum
norm solution of the problem. The regularizer of Tikhonov regularization is
RTik [wr(z − zn)] =
wr(z − zn)−1
wr(z − zn)−2 + λ
, (5.16)





























where the factor H−1 depends on k‖ and β.
5.1.3 Implementation
Equation (5.17) can be implemented based on a conventional ISAM code. Table 5.1 presents a step-by-step
list to aid the implementation. To start with, multiple sets of OCT data should be acquired and pre-
processed to compensate for dispersion and to remove the complex conjugate image. The part of Eq. (5.17)
in the square brackets can be seen as the ISAM reconstruction of each channel, corresponding to steps 2
through 6 in Table 5.1. Optional aberration compensation using computational adaptive optics (CAO) can
be performed at this stage (not included in Eq. (5.17), and details will be covered in Section 2.5). The
MISAM reconstruction is then the weighted sum of the ISAM reconstructions, with the weighting being
1/
[
1 + λwr(z − zn)2
]
, corresponding to step 7 and 8 in Table 5.1.
5.1.4 Simulation
A computer simulation demonstrates the MISAM algorithm in Fig. 5.2. The sample used in the simulation
consists of a series of point-scatterers on the x-z plane with 5 µm separation in depth between neighboring
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Table 5.1: A step-by-step guide for implementing MISAM.
1























































For each dataset, multiply with the relative beam radius function,〈
r‖, z|ηn
〉


























point-scatterers. An OCT system with an NA of 0.75, refractive index of 1, and wavelength of 800 nm to
1000 nm was used, resulting in a transverse resolution of ∼0.38 µm and a DOF of 1.02 µm in air.
The results in Fig. 5.2(a)-(c) show how the spreading in the OCT image acquired with the focal plane
at different depths becomes more severe at large distances from the focus. Figure 5.2(d) shows the stitched
image multifocal OCT synthetized from data in Fig. 5.2(a)-(c). Although Fig. 5.2(d) shows an immediate
improvement over Fig. 5.2(a)-(c), the transverse resolution achieved by multifocal OCT still varies spatially.
The results in Fig. 5.2(e)-(g) show the corresponding ISAM reconstruction from the OCT data in Fig.
5.2(a)-(c). Note that significant noise can be seen in the lower part of Fig. 5.2(e) and the upper part of
Fig. 5.2(g). The regularization works as a spatial weighting to scale down the noisy signal far from focus
at each channel before the coherent combination. As a result, the noisy part contributes very little to the
final reconstruction. The results in Fig. 5.2(h) show that the regularized inverse solution effectively corrects
the defocus and coherently combines the three datasets to achieve a reconstruction with spatially invariant
resolution. Compared with the multifocal OCT image at Fig. 5.2(d), the resolution in Fig. 5.2(h) again
shows a significant improvement.
With the same parameters as above, Fig. 5.3 shows plots of theoretical transverse resolution and signal-
to-noise ratio of MISAM compared with multifocal OCT and single channel ISAM. In Fig. 5.3(a), MISAM
shows superior transverse resolution, especially at larger distance from each focus, compared to multifocal
OCT. Moreover, in Fig. 5.3(b), MISAM shows overall superior SNR characteristics compared to single-focal
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Figure 5.2: (a)-(c) Three channels of OCT data, focused at −20 µm, −60 µm, and −100 µm respectively
(the contrast has been lowered to show the signal far from focus). (d) Multifocal OCT reconstruction
based on (a)-(c). (e)-(g) Three channels of ISAM reconstruction based on (a)-(c) respectively. (h) MISAM
reconstruction based on (e)-(g). The MISAM image shows spatially invariant resolution and superior SNR.
Figure 5.3: (a) Theoretical transverse resolution for three channels of OCT, multifocal OCT and MISAM,
based on a three-aperture multifocal OCT system with focal plane at −20 µm, −60 µm, and −100 µm. (b)
Theoretical SNR of single-focal ISAM and MISAM, based on the same multifocal OCT system.
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ISAM. In this case, MISAM provides 200% to 700% improvement in SNR far from focus.
5.1.5 Experimental results
Experimental data have been taken and the regularized inverse for MISAM has been applied to demonstrate
the MISAM reconstruction. Three datasets were acquired separately using a single channel SD-OCT setup.
The focal plane depths of the scanning beams were adjusted before each scan. As shown in Fig. 5.4, three
datasets (a)-(c) were acquired with focal plane at −1200 µm, −1000 µm, and −800 µm, respectively. The
OCT system has a NA of 0.1 and the optical spectrum recorded by the spectrometer had central wavelength
of 1330 nm and FWHM bandwidth of ∼150 nm. Thus, the setup has a transverse resolution of ∼7 µm and
a Rayleigh range of ∼50 µm in air. The sample consists of a collection of subresolution sized TiO2 particles
embedded in a semitransparent silicone matrix, which has a refractive index of ∼ 1.4.
Figure 5.4: (a)-(c) Three channels of OCT data focused at −1200 µm, −1000 µm, and −800 µm respectively.
(d) Multifocal OCT reconstruction based on (a)-(c). (e)-(g) Three channels of ISAM reconstruction based
on (a)-(c) respectively. (h) MISAM reconstruction based on (e)-(g). Three outsets on the right side show the
en face planes of multifocal OCT, MISAM and MISAM with computed adaptive optics (CAO) at −300 µm.
Figure 5.4(a)-(c) are the OCT reconstructions of each set of signals. It can be observed that the recon-
structions become defocused far away from their focal plane; thus, each set provides ∼200 µm usable effective
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DOF. After applying the image stitching method over Fig. 5.4(a)-(c), Fig. 5.4(d) is the multifocal OCT
reconstruction of the datasets. It provides an effective DOF of ∼800 µm, from −600 µm to −1400 µm.
The MISAM algorithm was applied to the three channels of OCT data. Because the datasets were
sequentially acquired, they were not phase coherent; thus, the absolute value of each dataset was taken
before the regularized combination was applied.
Because inexpensively priced lens sets were used for the imaging system, moderate aberration, mainly
spherical, was observed in the experimental data, which degrades the imaging quality. In order to eliminate
the effect, we have incorporated computational adaptive optics [31, 72] into the datasets. A phase plate





for each z. The weighting parameters for the Zernike polynomials were searched by
a script for each z to optimize for the maximum pixel intensity in the en face plane.
Figure 5.5: (a) and (d) Three-dimensional volume renderings of size 500µm by 500 µm by 1800 µm in depth
of multifocal OCT and MISAM constructed with channels 1 and 3. (b) and (c) En-face plots of multifocal
OCT and MISAM about 200µm from both focal planes of channels 1 and 3.
By comparing Fig. 5.4(d) with Fig. 5.4(h), it can be observed that after regularized combination and
CAO, the reconstruction in (h) shows not only higher resolution especially far from focus, but also high SNR
throughout all depths. A set of en face planes at the same depth from the multifocal OCT reconstruction,
MISAM reconstruction without CAO and MISAM reconstruction with CAO is shown on the right side.
It can be observed that MISAM corrects for the spreading seen in multifocal OCT images. Based on the
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MISAM image, CAO further corrects the aberration of the system to achieve better point spread functions.
Figure 5.5 shows the three-dimensional rendering of dual-channel multifocal OCT on the left and dual-
channel MISAM on the right using only datasets 1 and 3, and also two en face plots at the middle depth
between the two focal planes. In addition to the obvious advantage of MISAM at the top and bottom of the
reconstruction, this comparison shows that MISAM provides higher quality reconstruction with fewer foci
than multifocal OCT.
5.2 Discussion
We have demonstrated that multifocal ISAM achieves improvements in SNR and image quality over OCT
alone. In this chapter, the method was demonstrated with three focal planes, though the technique can be
readily extended to accommodate arbitrary numbers of foci.
Data for MISAM can be acquired either in parallel using a multifocal OCT setup or in series using a
conventional OCT setup. For serial acquisition, the OCT scan is repeated multiple times with a variety of
focal depths. Serial acquisition trades longer acquisition time (proportional to number of foci desired) and
possible sample drift for lower experimental complexity.
With the aid of computational adaptive optics, inexpensive lenses can be used for data acquisition
without severely affecting the imaging quality, trading equipment expense with computational cost. The
computational cost of MISAM is proportional to the number of foci desired. Reconstruction at a scale similar
to that of Fig. 5.4 can be easily performed using a current mainstream notebook computer (Thinkpad X220
with Intel i7-2620m CPU) within one minute. Furthermore, it is possible to implement the algorithm on a
GPU using a parallel programming language, such as CUDA, to achieve real-time reconstruction [26, 27].
MISAM is based on the assumption of the first Born approximation, as is OCT. Under such approxima-
tion, single scattering is assumed and higher-order scattering is ignored. In many applications of OCT, this
proves to be a good approximation when dealing with many kinds of samples. So for any sample imaged with
OCT, MISAM can be applied to produce images with high resolution, large effective DOF, and high SNR.
Reconstruction artifacts may appear if the sample is strongly scattering. Although the effective DOF is
improved by using MISAM, it may still be bounded by penetration depth for samples with low transparency
at the scanning wavelength.
We have shown that MISAM can realize the benefits of both single-focus ISAM and multifocal OCT by
producing a reconstruction with spatially invariant resolution and theoretically high signal-to-noise over a
large range. MISAM provides a physically meaningful method to combine multiple ISAM data from the
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same sample with different foci to scale up the effective DOF of the image.
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