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Finitude pour les repre´sentations lisses de groupes p-adiques
J.-F. Dat
Juillet 2006
Re´sume´
We study basic properties of the category of smooth representations of a p-adic group
G with coefficients in any commutative ring R in which p is invertible. Our main purpose
is to prove that Hecke algebras are noetherian whenever R is ; a question left open since
Bernstein’s fundamental work [2] for R = C. In a first step, we prove that this noetherian
property would follow from a generalization of the so-called Bernstein’s second adjointness
property between parabolic functors for complex representations. Then, to attack this second
adjointness, we introduce and study “parahoric functors” between representations of groups
of integral points of smooth integral models of G and of their “Levi” subgroups. Applying
our general study to Bruhat-Tits parahoric models, we get second adjointness for minimal
parabolic groups. For non-minimal parabolic subgroups, we have to restrict to classical and
linear groups, and use smooth models associated with Bushnell-Kutzko and Stevens semi-
simple characters. According to recent announcements by Kim and Yu, the same strategy
should also work for “tame groups”, using Yu’s generic characters.
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1 Introduction
1.1 Le proble`me : Soit K un corps local non archime´dien d’anneau des entiers O et de corps
re´siduel k de caracte´ristique p, et G un groupe alge´brique re´ductif connexe de´fini sur K. On pose1
0Classification AMS : 20E50
1De manie`re ge´ne´rale, nous noterons les K-sche´mas par des lettres calligraphie´es et leurs K-points par les lettres
ordinaires correspondantes.
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G := G(K). Si H est un sous-groupe ouvert compact de G, on peut former l’anneau de Hecke
H(G,H) := Z[H\G/H ] des doubles classes de H dans G. Un ce´le`bre the´ore`me de Bernstein [2]
affirme qu’apre`s extension des scalaires de Z a` C, ces anneaux sont noethe´riens. La preuve de Bern-
stein est tre`s indirecte car il e´tudie principalement la cate´gorieModC(G) des repre´sentations com-
plexes lisses de G. Le principe fondamental qui soutient toute sa the´orie est qu’une repre´sentation
irre´ductible supercuspidale complexe est un objet projectif (“modulo le centre”) de ModC(G).
Ainsi, la meˆme preuve fournirait le meˆme re´sultat apre`s extension des scalaires a` n’importe quel
corps de caracte´ristique suffisamment grande (banale dans la terminologie de Vigne´ras [22]), mais
ne fonctionne pas, ne serait-ce que pour un corps de caracte´ristique non-banale, sans parler du
cas d’un anneau. Il est pourtant naturel de s’attendre a` ce que ces anneaux de Hecke ve´rifient une
proprie´te´ de type “the´ore`me de Hilbert” : R noethe´rien ⇒ R[H\G/H ] noethe´rien. C’est ce que
nous e´tudions – entre autres – dans cet article, avec l’hypothe`se supple´mentaire que p est inversible
dans R, car notre me´thode aussi passe par l’e´tude de la cate´gorieModR(G) des RG-modules lisses
et que pour faire le lien avec les alge`bres de Hecke, on a besoin d’une mesure de Haar.
Bien-suˆr, l’inte´reˆt de passer par la cate´gorieModR(G) vient des foncteurs d’induction et restric-
tion paraboliques qui permettent de faire des raisonnements par re´currence sur le rang semi-simple
de G. Si P est unK-sous-groupe parabolique de G etM un sous-groupe de Levi de P , la re´ciprocite´
de Frobenius nous dit que la “restriction” parabolique rMG,P est adjointe a` gauche de l’induction
iGM,P . Dans un article non publie´ [1] mais bien connu des spe´cialistes, Bernstein a de´couvert (avec
surprise) que pour les repre´sentations complexes, il existe une deuxie`me proprie´te´ d’adjonction,
entre le foncteur iGM,P a` gauche et le foncteur δP r
M
G,P
a` droite, ou` P est le parabolique oppose´ a`
P par rapport a` M et δP le module de P . Bushnell a publie´ [10] une preuve diffe´rente de cette
deuxie`me adjonction, mais chacune de ces preuves repose de manie`re cruciale sur la proprie´te´ de
noethe´riannite´ des alge`bres de Hecke complexes.
1.2 Principaux the´ore`mes : Dans le pre´sent article nous proce´dons dans l’autre sens. Dans
la section 4 nous prouverons en effet, pour un anneau de coefficients R noethe´rien et ou` p est
inversible, que la deuxie`me adjonction implique la noethe´riannite´ :
The´ore`me 1.3 Si pour tout sous-groupe parabolique de tout sous-groupe de Levi de G, les fonc-
teurs paraboliques ve´rifient la seconde adjonction, alors la cate´gorie ModR(G) est noethe´rienne,
ainsi que les alge`bres de Hecke HR(G,H) pour tout pro-p-sous-groupe ouvert H de G.
La preuve de ce re´sultat utilise les proprie´te´s des repre´sentations a` coefficients dans des corps
value´s e´tudie´es dans [13].
De`s lors, la majeure partie de cet article vise a` e´tablir la proprie´te´ de seconde adjonction.
Pour cela on utilise un nouvel outil baptise´ induction parahorique. Identifions l’immeuble e´tendu
B(M,K) de M a` un sous-M -espace de celui de G. Si x ∈ B(M,K), on de´finit un certain idem-
potent εx,P normalise´ par Mx, dans l’alge`bre Z[
1
p ]Gx des Z[
1
p ]-distributions sur Gx. Par produit
tensoriel avec le (Mx, Gx)-bimodule εx,PC∞R (Gx), on obtient des foncteurs d’induction Ix,P et re-
striction Rx,P entre Mx-modules lisses et Gx-modules lisses a` coefficients dans R. La motivation
initiale pour introduire ces foncteurs vient des relations de commutation remarquables suivantes,
dans le cas ou` P est minimal (cf 6.2 ii) et 3.5) :
indGGx ◦ Ix,P ≃ i
G
M,P ◦ ind
M
Mx et Res
Mx
M ◦ r
M
G,P ≃ Rx,P ◦ Res
Gx
G .(1.4)
Notons que ceci est nouveau aussi pour R = C. Nous expliquons alors en 3.7 comment la seconde
adjonction (pour les paraboliques minimaux) de´coule de ces formules.
Malheureusement, il semble que ces relations de commutation entre foncteurs paraboliques
et parahoriques soient spe´cifiques aux paraboliques minimaux. En ge´ne´ral on introduit la notion
d’idempotent P -bon de RM , cf 3.6. Il s’agit grosso-modo d’un idempotent ε pour lequel il existe
un x ∈ B(M,K) tel que ε ∈ RMx et
ε.ResMxM ◦ r
M
G,P ≃ ε.Rx,P ◦ Res
Gx
G .
S’il existe “suffisamment” de tels idempotents (i.e. s’ils engendrent la cate´gorie ModR(M)), alors
d’apre`s 3.7, la seconde adjonction est ve´rifie´e pour P .
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Reste donc a` produire des familles ge´ne´ratrices d’idempotents P -bons. Ceci semble une taˆche
ardue en ge´ne´ral, aussi difficile que la construction de strates/types “raffine´(e)s”. Pour un groupe
line´aire ou classique, nous montrons dans les sections 7 et 8 que la famille des idempotents associe´s
aux caracte`res semi-simples de Stevens [20] convient. Nous devons au passage prouver des re´sultats
apparemment nouveaux dans cette the´orie (propositions 7.4 et 8.4). On obtient donc sur tout
anneau de coefficients R ou` p est inversible :
The´ore`me 1.5 Soit G un groupe line´aire, classique (on suppose alors p 6= 2), ou de rang relatif 1,
alors pour tout parabolique de tout sous-groupe de Levi, les foncteurs paraboliques associe´s ve´rifient
la seconde adjonction.
Outre la proprie´te´ de noethe´riannite´ 1.3, on a aussi les conse´quences suivantes :
Corollaire 1.6 Avec la meˆme hypothe`se sur G,
i) Pour R noethe´rien, les foncteurs de restriction parabolique de Jacquet pre´servent la R-
admissibilite´, cf 3.7 i).
ii) Support uniforme : Pour tout pro-p-sous-groupe H de G il existe un sous-ensemble SH de
G, compact modulo le centre et inde´pendant de l’anneau R supportant toutes les fonctions
cuspidales dans CcR(H\G/H), cf 3.8.
iii) Irre´ductibilite´ ge´ne´rique : Si R est un corps alge´briquement clos, alors pour tout sous-groupe
parabolique P =MU et toute π ∈ IrrR(M), la famille i
G
M,P (πψ) pour ψ :M/M
c −→ R× est
ge´ne´riquement irre´ductible, cf 4.9.
Signalons que le dernier point pour R de caracte´ristique positive n’est nouveau que lorsque K est
aussi de caracte´ristique positive, cf [13]. Quant au point ii), il peut eˆtre utile a` ceux qui s’inte´ressent
aux congruences entre formes automorphes.
L’ingre´dient essentiel pour produire des idempotents P -bons est une sorte de ge´ne´ralisation
d’un re´sultat de Howlett-Lehrer [16] ou` l’on remplace les foncteurs paraboliques des groupes de
Lie finis par nos foncteurs parahoriques pour des mode`les entiers de G, cf partie 5, qui dans
les applications seront les mode`les de Bruhat-Tits (cas minimal) ou les mode`les entiers associe´s
aux types de Bushnell-Kutzko-Stevens (cas ge´ne´ral pour les groupes classiques). On peut aussi
appliquer cet ingre´dient aux mode`les entiers de Yu [26] associe´s a` ses types “mode´re´s” [26], voir la
partie 9. En utilisant un re´sultat d’exhaustivite´ (analogue de 7.5 et 8.5) annonce´ re´cemment par
Yu et Kim pour les groupes mode´re´s (ceux dont tout tore se de´ploie sur une extension mode´re´e),
on doit pouvoir prouver le the´ore`me 1.5 pour de tels groupes, avec formellement la meˆme preuve
que pour les groupes classiques.
Enfin, on obtient aussi quelques re´sultats partiels sans conditions sur G ; outre la seconde
adjonction pour les paraboliques minimaux de´ja mentionne´e, on prouve la noethe´riannite´ de la
sous-cate´gorie pleine de ModR(G) des objets “de niveau ze´ro”, ainsi que la seconde adjonction des
foncteurs paraboliques restreints a` ces sous-cate´gories, cf 6.3.
1.7 Organisation de l’article : L’induction parahorique est de´finie dans la premie`re section.
C’est un cas particulier d’”induction” pour des groupes munis d’une de´composition d’Iwahori
“abstraite”, et c’est par une discussion de cette situation ge´ne´rale que la section commence ; le
re´sultat fondamental est la proposition 2.2.
La partie 3 e´tudie les proprie´te´s de commutation entre foncteurs parahoriques et foncteurs
paraboliques (notamment 3.5). On y de´gage la notion d’idempotent P -bon, et on prouve la seconde
adjonction en 3.7, sous re´serve qu’il existe “suffisamment” de tels idempotents. Puis la partie 4
prouve que “la seconde adjonction implique la noetheriannite´”.
Dans la partie 5 on conside`re des mode`les entiers lisses de G et on e´tend implicitement la
notion d’induction parahorique a` ces groupes. On prouve alors un e´nonce´ d’inde´pendence du sous-
groupe parahorique 5.4, analogue a` l’e´nonce´ principal de [16] sur l’inde´pendance du sous-groupe
parabolique pour l’induction parabolique des groupes finis.
Dans la partie 6, on spe´cialise la pre´ce´dente aux mode`les de Bruhat-Tits et on applique les
re´sultats obtenus aux foncteurs paraboliques minimaux et aux repre´sentations de niveau ze´ro. Dans
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les parties 7 et 8, on spe´cialise la partie 5 aux mode`les entiers associe´s aux caracte`res semi-simples
de Stevens, et on prouve le the´ore`me 1.5. Dans la partie 9 on spe´cialise la partie 5 aux mode`les
entiers de Yu et a` ses caracte`res ge´ne´riques ; il ne manque qu’un re´sultat crucial d’exhaustivite´
pour en de´duire la noetheriannite´.
Remerciements : je remercie B. Lemaire pour quelques discussions sur les strates et autres mode`les
entiers, S. Stevens pour quelques explications sur sa the´orie, et G. Henniart pour son inte´reˆt dans
ce travail. Je remercie aussi M.-F. Vigne´ras pour m’avoir transmis ce proble`me de noetheriannite´,
qu’elle a aborde´ dans [23]. Signalons aussi, outre les travaux non-publie´s de Bernstein sur ce sujet
(a` peine e´voque´s dans [1, 5.4, Rk 1]) une autre approche imagine´e par Bezrukavnikov, tre`s naturelle
mais qui a` ma connaissance n’a pas abouti, consistant a` essayer de prouver la noetheriannite´ du
gradue´ des alge`bres de Hecke pour une certaine filtration “ge´ome´trique” [3, II-2].
1.8 Notations : Pour tout groupe localement compact totalement discontinu H et tout anneau
commutatif unitaire R on note :
– C∞,cR (H), le R-module des fonctions localement constantes a` valeurs dans R et a` support
compact.
– RH le R-module des distributions a` support compact et a` valeurs dans R. Le produit de
convolution en fait une R-alge`bre unitaire qui se plonge dans le commutant EndRH(C
∞,c
R (H))
des translations a` droite par H . Lorsque H est compact, ce plongement est un isomorphisme,
et si (Hn)n∈N est une base de voisinages de l’unite´ forme´e de sous-groupes normaux, on a
un isomorphisme de R-alge`bres RH
∼
−→ lim
←−
R[H/Hn].
– ModR(H) la cate´gorie des repre´sentations lisses de H a` coefficients dans R. Tout objet de
ModR(H) est canoniquement muni d’une action de RH , ce qui donne un plongement pleine-
ment fide`le ModR(H) →֒ Mod(RH). S’il existe une mesure de Haar dh sur H a` valeurs dans
R, alors le sous-R-module HR(H) := C
∞,c
R (H)dh de RH forme´ des distributions localement
constantes est un ide´al bilate`re de RH engendre´ par ses idempotents, et l’image essentielle
de ModR(H) dans Mod(RH) s’identifie a` la cate´gorie des modules “unitaux” sur HR(H).
Si K est un sous-groupe compact de H de pro-ordre inversible dans R, la mesure de Haar dk
de volume total 1 sur K de´finit un idempotent de RH que nous noterons eK . Son action sur un
objet (π, V ) de ModR(G) est donc donne´e par eK ∗ v =
∫
K
π(k)vdk.
2 De´compositions a` la Iwahori et induction parahorique
Au de´but de cette section, la lettre G ne de´signe pas un groupe re´ductif p-adique.
De´finition 2.1 Soit G un groupe profini, muni de deux sous-groupes ferme´s U et U normalise´s par
un troisie`me sous-groupe ferme´ M . Nous dirons que le triplet (U,M,U) induit une de´composition
d’Iwahori de G si :
i) L’application produit U ×M × U −→ G est bijective.
ii) Il existe une base (Gi)i∈N de voisinages de G forme´e de sous-groupes ouverts normaux de la
forme Gi = (U ∩Gi)(M ∩Gi)(U ∩Gi).
On obtient par exemple de telles de´compositions lorsque U , U , M et G sont les points entiers
de groupes alge´briques affines lisses U , U , M et G de´finis sur un anneau complet de valuation
discre`te a` corps re´siduel fini tels que l’application produit U ×M× U −→ G est une immersion
ouverte induisant un isomorphisme des fibres spe´ciales (voir aussi 5.10).
Proposition 2.2 Soit G = UMU un groupe profini muni d’une de´composition d’Iwahori comme
ci-dessus. On suppose que M contient un sous-groupe ouvert normal M † tel que l’ensemble G† :=
UM †U soit un pro-p sous-groupe (ouvert) de G. Alors il existe une unique distribution centrale
inversible zU,U ∈ Z(Z[
1
p ]M)
× telle que la distribution z−1
U,U
eUeU soit un idempotent de l’anneau
Z[ 1p ]G.
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Preuve : Comme premie`re conse´quence de la de´composition d’Iwahori, l’application
Z[ 1p ]M → eUZ[
1
p ]GeU
f 7→ eUfeU
(2.3)
est un isomorphisme de Z[ 1p ]M -modules. Elle est en effet injective par l’axiome i) de 2.1, et lorsque
G est fini elle est surjective, puisqu’alors la multiplication induit un isomorphisme de Z[ 1p ] modules
Z[ 1p ][U ]⊗Z[
1
p ][M ]⊗Z[
1
p ][U ]
∼
−→ Z[ 1p ][G]. Pour G profini, on se rame`ne au cas fini graˆce a` l’axiome
ii) de 2.1 qui donne une pre´sentation de G sous la forme G ≃ lim
←−
G/Gi ou` les G/Gi sont des
groupes finis munis de de´compositions d’Iwahori G/Gi = U/(U ∩ Gi).M/(M ∩ Gi).U/(U ∩ Gi).
L’isomorphisme 2.3 est alors la limite projective des isomorphismes correspondants pour les G/Gi.
Par 2.3, il existe un unique e´le´ment zU,U ∈ Z[
1
p ]M tel que
eUeUeUeU = eUzU,UeU = zU,UeUeU .
Par unicite´ et puisque M normalise U et U , cet e´le´ment est central dans Z[ 1p ]M . Reste a` prouver
qu’il est inversible. Par application de ce qui pre´ce`de a` G†, on constate que zU,U ∈ RM
†, et ceci
nous rame`ne au cas ou` G est pro-p. Il nous suffit alors de prouver que pour tout i la distribution
lisse zU,U ∗ eM∩Gi est un e´le´ment inversible dans l’anneau Z[
1
p ][M/M ∩ Gi], et ceci nous rame`ne
au cas ou` G est fini.
Supposons dore´navant que G est un p-groupe fini. Pour montrer que zU,U est inversible, il
suffit de prouver que la multiplication par zU,U dans le Z[
1
p ]-module libre de type fini Z[
1
p ][M ] a
un de´terminant inversible, car alors elle sera surjective et son image contiendra l’unite´. Il suffit
donc de montrer que pour tout corps R de caracte´ristique diffe´rente de p, l’image zR
U,U
de zU,U
dans R[M ] est inversible.
Pour un tel corps R, les cate´gories ModR(M) et ModR(G) sont semi-simples. Notons I
G
M le
foncteur
IGM : ModR(M) → ModR(G)
W 7→ R[G]eUeU ⊗R[M ] W
ou` l’on conside`re R[G]eUeU comme R[M ]-module a` droite et R[G]-module a` gauche par la formule
(g,m).f := gfm. L’isomorphisme 2.3 induit l’isomorphisme
R[M ] → eUR[G]eUeU
f 7→ eUfeUeU
puisque eUf = eUfeU . On a donc eU I
G
M (W ) ≃M W pour tout W ∈ ModR(M). Par ailleurs,
puisque
R[G]eUR[G]eUeU = R[G]eUeU ,
le sous R-module eU I
G
M (W ) engendre I
G
M (W ) en tant que RG-module. Par semi-simplicite´ de
ModR(G), on en de´duit que I
G
M envoie irre´ductibles sur irre´ductibles.
Maintenant, nous pre´tendons que l’application
R[M ] → eUR[G]eUeU
f 7→ eUfeUeU
est aussi un isomorphisme. En effet, on en construit un inverse comme ceci : la restriction des
fonctions R[G] −→ R[MU ] est une application MU -e´quivariante a` droite et a` gauche qui induit
une application M -e´quivariante a` droite et a` gauche eUR[G]eU −→ eUR[MU ]eU ≃ R[M ]. Celle-ci
induit l’inverse cherche´e.
Il s’ensuit que pour tout W ∈ ModR(G), on a eU I
G
M (W ) ≃M W . Supposons de plus W
irre´ductible, alors le R-module eU I
G
M (W ) e´tant non-nul, il engendre le RG-module irre´ductible
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IGM(W ). Ainsi l’inclusion R[G]eUeUeU ⊂ R[G]eUeU induit pour toutW ∈ IrrR(M) (qui rappelons-
le est R[M ]-projectif) un isomorphisme :
R[G]eUeUeU ⊗R[M ] W
∼
−→ R[G]eUeU ⊗R[M ] W.
Par semi-simplicite´ de ModR(M), cet isomorphisme est valable pour tout W ∈ ModR(M) et en
particulier pour R[M ], ce qui nous fournit l’e´galite´
R[G]eUeUeU = R[G]eUeU .
En particulier, il existe f ∈ R[G] telle que feUeUeU = eUeU . On peut choisir f telle que f = eUfeU
et on peut alors e´crire f = eUf
R
MeU = f
R
MeUeU avec f
R
M ∈ R[M ]. On a alors f
R
Mz
R
U,U
eUeU =
fRMeUeUeUeU = eUeU . Par l’isomorphisme 2.3, ceci montre que f
R
M est un inverse de z
R
U,U
dans
R[M ].

2.4 Exemple de calcul de l’e´le´ment zU,U pour SL(2) : Nous incluons ce calcul explicite en
re´ponse a` une question de G. Henniart : on suppose que G est le pro-p-radical du sous-groupe
d’Iwahori “standard” de SL(2,Qp), c’est a` dire le groupe forme´ des matrices a` coefficients entiers
dont la re´duction modulo p est unipotente supe´rieure. On prend alors pour U les matrices de
G qui sont unipotentes supe´rieures et pour U les unipotentes infe´rieures. Pour M on prend les
diagonales. On a donc des isomorphismes
m : 1 + pZp → M
z 7→
(
z−1 0
0 z
)
,
u : Zp → U
x 7→
(
1 x
0 1
)
et
u : Zp → U
y 7→
(
1 0
py 1
)
.
Un calcul e´le´mentaire montre que l’unique e´le´ment de M tel que u(y)u(x) ∈ UmU est m(1+pxy).
On peut alors exprimer la distribution zU,U sous la forme
zU,U =
∫
Zp×Zp
(1 + pxy)dxdy,
ce qui signifie que si φ est une fonction lisse sur M , alors < zU,U , φ >=
∫
Zp×Zp
φ(1 + pxy)dxdy ou`
dx et dy sont des mesures de Haar normalise´es. En particulier siMn est l’image de 1+p
n+1Zp dans
M par l’isomorphisme pre´ce´demment de´crit, on obtient en notant 1? la fonction carate´ristique de
? :
zU,U ∗ 1Mn =
∑
z∈Z/pnZ
a(z)1m(1+pz)Mn
ou` a(z) = 1p2n#{(x, y) ∈ Z/p
nZ2, xy = z}.
2.5 Foncteurs associe´s : On conside`re par la suite un groupe profini Gmuni d’une de´composition
d’Iwahori G = UMU satisfaisant l’hypothe`se de la proposition 2.2. Au (RG,RM)-bimodule lisse
EUU := C
∞
R (G)eUeU est associe´ le couple de foncteurs adjoints (IUU , RUU ) de´fini par :
IUU : ModR(M) → ModR(G)
A 7→ EUU ⊗RM A
et
RUU : ModR(G) → ModR(M)
B 7→ HomRG(EUU , B)
∞
et au (RM,RG)-bimodule E′
UU
:= eUeUC
∞
R (G) est associe´ le couple adjoint (R
′
UU
, I ′
UU
) ou`
I ′
UU
: ModR(M) → ModR(G)
A 7→ HomRM (E′UU , A)
∞ et
R′
UU
: ModR(G) → ModR(M)
B 7→ E′
UU
⊗RG B
.
Le signe ∞ de´signe la partie lisse du RG ou RM -module concerne´.
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Corollaire 2.6 Les foncteurs RUU et R
′
UU
sont isomorphes au foncteur B 7→ eUeUB, et les
foncteurs IUU et I
′
UU
sont isomorphes.
Preuve : L’assertion sur R et R′ est une conse´quence imme´diate de la proprie´te´ d’idempotence
de z−1
U,U
eUeU et de l’inversibilite´ de z
−1
U,U
.
Pour l’assertion concernant I et I ′, on remarque d’abord que pour tout i le diagramme suivant
est commutatif (“infl” de´signe l’inflation et on pose Ui := U ∩Gi, etc...) :
ModR(M/Mi)
infl
//
I
U/UiU/Ui

ModR(M)
IUU

ModR(G/Gi)
infl
// ModR(G)
ainsi que son analogue pour I ′. Ceci nous rame`ne au cas ou` G est fini. Dans ce cas l’application
ϕ :
R[G]⊗R A → HomR(R[G], A)∑
g∈G agg 7→
(
g 7→ ag−1
)
est un isomorphisme de (RG,RM)-bimodules qui, puisque z−1
U,U
eUeU est idempotent, induit un
isomorphisme de (RG,RM)-bimodules
ϕ : R[G]eUeU ⊗R A
∼
−→ HomR(eUeUR[G], A).
Maintenant IUU (A) ≃ (R[G]eUeU ⊗RA)M et I
′
UU
(A) ≃ HomR(eUeUR[G], A)
M , donc la compose´e
de ϕ avec la trace sur M induit un morphisme des co-invariants vers les invariants
ϕ ◦ TrM : IUU (A) −→ I
′
UU
(A).
Puisque R[G]eUeU est projectif sur R[M ], le lemme suivant montre que c’est un isomorphisme. 
Lemme 2.7 Soit M un groupe fini et R un anneau commutatif. Pour toute paire de R[M ]-modules
(B,A), si B est projectif alors l’application trace
TrM : (B ⊗R A)M → (B ⊗R A)
M
b⊗ a 7→
∑
mmb⊗ma
est un isomorphisme de R-modules.
Preuve : On se rame`ne au cas ou` B est libre de rang 1 sur R[M ] que l’on ve´rifie “a` la main”. 
On e´tudie maintenant la de´pendance des foncteurs ci-dessus en la de´composition d’Iwahori de
G :
Lemme 2.8 Soit G = VMV une seconde de´composition d’Iwahori de G telle que G† = VM †V , et
“compatible” a` la de´composition G = UMU , au sens ou` V = (V ∩U)(V ∩U), U = (U ∩V )(U ∩V )
etc... Alors l’application
C∞R (G)eUeU → C
∞
R (G)eV eV
f 7→ f ∗ eV
est un isomorphisme de (RG,RM)-bimodules.
Preuve : En effet, on a
eUeUeV = eUeV eUeV = eUeV eV
ce qui montre que l’application est bien de´finie et qu’elle est surjective puisque les inclusions
C∞R (G)eV eV eV eV ⊆ C
∞
R (G)eUeV eV ⊆ C
∞
R (G)eV eV
7
sont des e´galite´s par la proposition pre´ce´dente. Elle est de plus injective, car l’application f 7→
f ∗ z−1
U,U
eUeU en est un inverse a` droite. 
Comme cas particulier de ce lemme, les bimodules EUU et EUU sont isomorphes. Posons alors
IGM := IUU et R
M
G := RUU . Ces foncteurs ne de´pendent pas, a` isomorphisme pre`s, de l’ordre entre
U et U .
Corollaire 2.9 Sous les hypothe`ses de la proposition 2.2 et avec les notations ci-dessus,
i) Les foncteurs IGM et R
M
G sont adjoints des deux coˆte´s.
ii) Le compose´ RMG ◦ I
G
M est isomorphe au foncteur identite´ de ModR(M).
iii) Le foncteur IGM envoie objets irre´ductibles sur objets irre´ductibles.
Preuve : La premie`re assertion de´coule du corollaire 2.6 et du lemme pre´ce´dent. Pour la deuxie`me
assertion, il suffit de ve´rifier que le morphisme de (RM,RM)-bimodules
C∞R (M) → eUeUC
∞
R (G)eUeU
f 7→ eUeUfeUeU
est un isomorphisme. Or, la de´composition d’Iwahori montre qu’il est surjectif, et la proprie´te´ 2.2
de presqu’idempotence de eUeU montre qu’il est injectif. La troisie`me assertion a e´te´ de´montre´e
au cours de la preuve de la proposition 2.2 dans le cas ou` G est fini d’ordre une puissance de p.
Le cas ou` G est pro-p s’ensuit, par l’axiome ii) de 2.1. Dans le cas ge´ne´ral, il faut commencer par
ve´rifier la proprie´te´ de commutation aux foncteurs d’oublis ResG
†
G ◦ I
G
M ≃ I
G†
M† ◦ Res
M†
M , ce que
nous laisserons au lecteur. Fixons ensuite W ∈ ModR(M) irre´ductible. Sa restriction a` M † est
semi-simple. Par le point iii) pourG† et le point ii), on a la proprie´te´ suivante : pour tout sous-RG†-
module V de IGM (W ), on a longRG†(V ) = longRM†(R
M
G (V )). Ainsi, si V est un sous RG-module
non-nul, alors le RM -module RMG (V ) est non-nul et, par exactitude de R
M
G , est un sous-module
de RMG (I
G
M (W )) ≃W donc lui est e´gal. On en de´duit que longRG†(I
G
M (W )) = longRM†(V ) et donc
V = IGMW . 
2.10 Induction parahorique : Reprenons les notations de l’introduction. AuK-groupe re´ductif G,
Bruhat et Tits ont associe´ un immeuble affine “e´tendu” B(G,K), muni d’une action “affine” de G.
Cet immeuble n’est de´fini qu’a` isomorphisme pre`s ; en fait le groupe des automorphismes affines et
G-e´quivariants deB(G,K) s’identifie canoniquement au R-espace vectoriel aG := HomK−gr(Gm,Z(G))⊗
R.
Si M est un K-sous-groupe de Levi de G, alors le sous-ensemble M.A(G,S,K) des points
de B(G,K) dont la M -orbite rencontre l’appartement A(G,S,K) associe´ a` un K-tore de´ploye´
maximal S de M ne de´pend pas du choix de ce K-tore et est un immeuble e´tendu pour M
relativement a` K. Nous le noterons donc B(M,K) ; il est muni d’une action de aM commutant a`
M que nous noterons (x, λ) 7→ x+ λ ou` λ ∈ aM et x ∈ B(M,K).
Si x ∈ B(G,K), on note Gx son stabilisateur dans G ; c’est un sous-groupe ouvert compact de
G. La the´orie de Bruhat et Tits (notre re´fe´rence sera [21, 3.4]) associe a` x un mode`le entier lisse
Gx de G tel que Gx(O) = Gx. Par lissite´, la re´duction ̟ : Gx = Gx(O) −→ Gx(k) est surjective.
On pose G+x := ̟
−1(uGx,k(k)) ou` uGx,k de´signe le radical unipotent de la fibre spe´ciale Gx,k de
Gx ; c’est un pro-p-sous-groupe ouvert et normal de Gx, parfois appele´ pro-p-radical. Supposons
de plus que x ∈ B(M,K) ; le meˆme proce´de´ que ci-dessus fournit un pro-p-radical M+x qui fort
heureusement co¨ıncide avec l’intersectionM∩G+x (voir aussi 5.1 pour une situation plus ge´ne´rale).
De manie`re ge´ne´rale, pour tout sous-groupe H de G, on notera Hx := H ∩Gx et H+x := H ∩G
+
x .
Soit P = MU un K-sous-groupe parabolique et P = MU son oppose´ par rapport a` M (i.e
l’unique sous-groupe parabolique de G tel que P ∩ P = M). Si x ∈ B(M,K), on sait [9, 4.6.8]
(voir aussi 5.10) que G+x admet une de´composition d’Iwahori G
+
x = U
+
x M
+
x U
+
x au sens de 2.1.
Il s’ensuit que le groupe Gx,P := G
+
x Px admet la de´composition d’Iwahori UxMxU
+
x et satisfait
l’hypothe`se de la proposition 2.2 avec M+x pour M
†. Celle-ci nous fournit donc un e´le´ment
zx,P ∈ Z(RMx)
× tel que zx,P eUxeU+x
est un idempotent de RGx,P .(2.11)
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On obtient aussi deux foncteurs reliant ModR(Mx) et ModR(Gx) qui sont adjoints des deux
coˆte´s :
Ix,P := ind
Gx
Gx,P
◦ I
Gx,P
Mx
et Rx,P := R
Mx
Gx,P
◦ Res
Gx,P
Gx
(2.12)
avec les notations du corollaire 2.9.
Par un le´ger abus de langage que nous expliquons ci-dessous, nous dirons que Gx,P est un
sous-groupe parahorique de Gx. Le foncteur Ix,P me´rite alors le nom d’induction parahorique en
ce qu’il relie les repre´sentations de Mx et Gx en passant par le groupe parahorique Gx,P , comme
l’induction parabolique relie les repre´sentations de M a` G en passant par P . L’innocent foncteur
d’inflation des repre´sentations de M a` P est ici remplace´ par le foncteur I
Gx,P
Mx
. Ce dernier n’est
pas si facile a` de´finir mais partage certaines des proprie´te´s de l’inflation : il envoie irre´ductibles
sur irre´ductibles et la compose´e avec son adjoint est l’identite´ de ModR(Mx), cf 2.6.
Dans la terminologie de Bruhat-Tits [9, 5.2.6], un sous-groupe parahorique de G est un sous-
groupe de la forme̟−1(Pk(k)), ou` Pk est un k-sous-groupe parabolique de la fibre spe´ciale connexe
G◦x,k. En posant M
◦
x = ̟
−1(M◦x,k(k)), on a une application surjective
{K − ss-gr paraboliques contenant M} −→ {k − ss-gr paraboliques contenant M◦x,k}
||
{ss-gr parahoriques de Gx contenant M◦x}
qui n’est injective que si x est un sommet hyperspe´cial. Dans la terminologie usuelle, le sous-
groupe parahorique associe´ a` un parabolique Q = MV s’e´crit G+xM
◦
xVx, tandis que dans cet
article, nous appelons sous-groupe parahorique les sous-groupes de la forme Gx,Q := G
+
xMxVx ; les
deux terminologies peuvent diffe´rer mais sont “en bijection”. Quoiqu’il en soit, le petit diagramme
ci-dessus montre qu’un meˆme parahorique peut eˆtre associe´ a` deux paraboliques contenant M
diffe´rents. Malgre´ les apparences, nos foncteurs d’induction-restriction ne de´pendent, eux, que du
parahorique :
Lemme 2.13 Si Q = M.V et P = M.U sont deux sous-groupes paraboliques tels que Gx,P =
Gx,Q, les foncteurs Ix,P et Ix,Q sont canoniquement isomorphes.
Preuve : D’apre`s [21, 3.1], les de´compositions d’Iwahori Gx,P = UxMxU
+
x et Gx,Q = VxMxV
+
x
sont “compatibles” au sens du lemme 2.8. Il suffit donc d’appliquer ce lemme. 
Une fois re´gle´ ce proble`me, une autre question apparaˆıt naturellement : les foncteurs para-
horiques de´pendent-ils du groupe parahorique ? Dans le cas des groupes re´ductifs finis (sur Fp),
Howlett et Lehrer ont montre´ dans [16] que l’induction parabolique pour les repre´sentations a` co-
efficients dans Z[ 1p ] ne de´pend pas du choix du parabolique contenant un Levi donne´. En s’inspirant
de leur preuve, on est amene´ a` la question suivante :
Question 2.14 Soit P =MU un K-sous-groupe parabolique de G. A-t-on pour tout x ∈ B(M,K)
eU+x eUx ∈ (Z[
1
p
]Gx)eUxeUx et eUxeU+x
∈ eUxeUx(Z[
1
p
]Gx)?
Si cette question avait une re´ponse affirmative, alors l’application
eUxeU+x
C∞(Gx) → eUxeU+x C
∞(Gx)
f 7→ eUx ∗ f
serait un isomorphisme de (Mx, Gx)-bimodules et induirait des isomorphismes Ix,P
∼
−→ Ix,P . Mais
l’inte´reˆt principal de la question 2.14 apparaitra dans la prochaine section. Le seul cas ou` nous
pouvons lui donner une re´ponse positive “sans restrictions” est celui ou` P est minimal, cf 6.2.
3 Commutation aux foncteurs paraboliques
Soit P =MU un sous-groupe parabolique. Rappelons que le foncteur de Jacquet (ou restriction
parabolique) associe a` V ∈ModR(G) le M -module lisse VU := V/V (U) ou` V (U) :=
⋃
K⊂U ker eK
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ou` K de´crit l’ensemble des sous-groupe ouverts compacts de U . On notera aussi parfois rMG,P ce
foncteur et iGM,P son adjoint a` droite (induction parabolique), ainsi que jU : V −→ VU la surjection
canonique. Nos conventions sur les immeubles sont celles du paragraphe 2.10, et on note toujours
P =MU le parabolique de G oppose´ a` P par rapport a` M.
Proposition 3.1 Soit P =MU un sous-groupe parabolique et y ∈ B(M,K). Soit ε un idempotent
de RMy et ε˜ := z
−1
y,P eUyeU+y
ε l’idempotent de RGy associe´. Supposons que pour tout x ∈ y + aM ,
on a
eU+x eUxε ∈ (RGx)eUxeUxε et εeUxeU+x
∈ εeUxeUx(RGx).
Alors pour tout objet V ∈ ModR(G), la projection canonique V
jU−→ VU induit un isomorphisme
ε˜V
∼
−→ εVU de R-modules.
Rappelons que pour tout x ∈ y + aM , on a Mx = My de sorte que l’idempotent ε, vu dans
RGx, commute aux idempotents eUx , eUx etc...
Preuve : Le fait que jU envoie ε˜V dans εVU est une simple conse´quence de sa My-e´quivariance.
Fixons un e´le´ment zM du centre deM dont l’action par conjugaison sur U (resp. U) soit strictement
contractante (resp. dilatante). L’action de zM sur B(M,K) est la translation par un vecteur note´
zM ∈ aM . On s’inte´resse au comportement de U
(+)
x et U
(+)
x lorsque x de´crit la demi-droite d’origine
y et de vecteur directeur zM . On note pour cela x(t) := y + tzM .
Lemme 3.2 Il existe un ensemble discret Iy = {0 6 t1 < t2 < · · · < tn < · · ·} ⊂ R+ tel que si
t ∈]ti, ti+1[ alors :
– Ux(t) = U
+
x(t) = Ux(ti) = U
+
x(ti+1)
– Ux(t) = U
+
x(t) = U
+
x(ti) = Ux(ti+1)
et tel que pour tout i, on a U+x(ti)  Ux(ti) et U
+
x(ti)  Ux(ti).
Preuve : Voir [18, 6.7]. 
En particulier, les applications t 7→ U
(+)
x(t) et t 7→ U
(+)
x(t) sont respectivement croissante et
de´croissante. Rappelons aussi la proprie´te´ suivante :
Fait 3.3 On a
⋃
t>0 U
(+)
x(t) = U et
⋂
t>0 U
(+)
x(t) = 1.
Soit maintenant V ∈Mod(G), on veut montrer d’abord que ε˜V ∩V (U) = 0. Soit w un e´le´ment
de cette intersection, alors par de´finition de V (U) et par le fait pre´ce´dent, l’ensemble
Iw := {t ∈ R+, eUx(t)w = 0}
est non vide. Il admet donc une borne infe´rieure tw qui, par 3.2 (semi-continuite´ supe´rieure)
appartient encore a` Iw et donc ne´cessairement a` Iy . Toujours par 3.2 (meˆme notation) on a tw = 0
ou tw ∈ Iy \ {0}. Le premier cas est trivial : on obtient eUyw = w = 0. Dans le deuxie`me cas, on
conside`re l’e´le´ment w′ = eU+
x(tw)
w, alors
– w′ 6= 0 car il existe ε > 0 tel que U+x(tw) = Ux(tw−ε) d’apre`s 3.2.
– w′ ∈ eU+
x(tw)
e
U
+
y
εV ⊂ eU+
x(tw)
eUx(tw)
εV car Ux(tw) ⊂ U
+
y , toujours par 3.2.
On a donc w′ = eU+
x(tw)
eUx(tw)
εv pour un certain v ∈ V et eUx(tw)w
′ = 0. Or par hypothe`se il
existe φ ∈ RGx(tw) tel que φeUx(tw)w
′ = w′ ce qui contredit la non-nullite´ de w′. On a donc obtenu
l’injectivite´ de la restriction de jU a` ε˜V .
Pour la surjectivite´, fixons v ∈ V et remarquons que pour t assez grand, pre´cise´ment lorsque
e
U
+
x(t)
v = v, l’e´le´ment e
U
+
x(t)
v de V a la meˆme image que v dans V/V (U). On a donc VU =
∪t∈R+jU (eU+x(t)
V ). En conse´quence, si on fixe maintenant w ∈ εVU , l’ensemble
Jw := {t ∈ R+, w ∈ jU (eU+x(t)
ε V )}
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est non vide et admet une borne infe´rieure tw qui comme pre´ce´demment appartient a` Jw et a` Iy.
Supposons tw 6= 0 et fixons v ∈ V tel que jU (eU+x(tw)
εv) = w. D’apre`s notre hypothe`se, il existe
f ∈ RGx(tw) telle que eUx(tw)eU+x(tw)
ε = eUx(tw)eUx(tw)
εf . Il s’ensuit que
w = jU (eUx(tw)eU+x(tw)
εv) = jU (eUx(tw)eUx(tw)
εfv) = jU (eUx(tw)
εfv)
ce qui contredit la minimalite´ de tw, car U
+
x(tw)  Ux(tw) = U
+
x(tw−ε), pour ε assez petit. On en
de´duit que tw = 0, donc εVU = jU (eU+y
εV ) = jU (ε˜V ).

Remarque 3.4 Comme cas particulier de la proposition pre´ce´dente, l’application
C∞,cR (G) → C
∞,c
R (U\G)
f 7→ (g 7→
∫
U f(ug)du)
induit un isomorphisme ε˜ C∞,cR (G)
∼
−→ ε C∞,cR (U\G) de RG-modules.
En effet, l’application f 7→ (g 7→
∫
U
f(ug)du) se factorise par jU et induit un isomorphisme
C∞,cR (G)U
∼
−→ C∞,cR (U\G).
Gardons les notations de la proposition pre´ce´dente et notons Mod(εRMxε) la cate´gorie des
modules sur l’anneau εRMxε = εRMyε, ou` x ∈ y + aM . On a la paire de foncteurs
Tε : Mod(εRMxε) → ModR(Mx)
B 7→ C∞R (Mx)ε⊗εRMxε B
et
ε : ModR(Mx) → Mod(εRMxε)
V 7→ ε.V
.
Corollaire 3.5 Sous les meˆmes hypothe`ses que la proposition 3.1, pour tout x ∈ y + aM on a
i) Les foncteurs ε.Rx,P ◦ Res
Gx
G et ε.Res
Mx
M ◦ r
M
G,P sont isomorphes.
ii) Les foncteurs iGM,P ◦ ind
M
Mx ◦ Tε et ind
G
Gx ◦ Ix,P ◦ Tε sont isomorphes.
Preuve : Le premier point est une conse´quence imme´diate de la proposition 3.1 applique´e a` x
au lieu de y (l’hypothe`se de 3.1 est en effet “invariante” par translation sous aM ) et du fait que
l’application jU est Mx-e´quivariante.
Le deuxie`me point ne se de´duit pas formellement du premier par adjonction. Soit τx un objet
de ModR(Mx). Rappelons que par de´finition, on a
iGM,P (ind
M
Mx (τx)) ≃ (τx ⊗R C
∞,c
R (U\G))
Mx
ou` Mx agit diagonalement sur le produit tensoriel. Pour prouver le point ii), il nous faut d’abord
modifier cette expression en remplac¸ant “invariants” par “coinvariants”. Pour cela rappelons que
l’action de la fonction caracte´ristique 1Mx deMx induit un morphisme du foncteur des coinvariants
vers celui des covariants : pour tout objet W de ModR(Mx), on a donc une application “trace”
R-line´aire (de´pendant du choix d’une mesure de Haar sur Mx)
TrMx : WMx → W
Mx
w 7→ 1Mx .w
.
Nous allons prouver que pour W = (τx ⊗R C
∞,c
R (U\G)), cette application est bijective, bien que
le pro-ordre de Mx ne soit pas inversible dans R. Pour cela, on peut supposer τx de type fini
et choisir un pro-p-sous-groupe ouvert normal Mx,r de Mx dans le noyau de τx et dont on note
Mx := Mx/Mx,r le quotient. On a alors une factorisation TrMx = TrMx ◦ TrMx,r . Puisque Mx,r
est pro-p et p est inversible dans R, TrMx,r est un isomorphisme, et on a donc
TrMx,r : (τx ⊗R C
∞,c
R (U\G))Mx,r
∼
−→ (τx ⊗R C
∞,c
R (U\G))
Mx,r ≃ τx ⊗R C
∞,c
R (Mx,rU\G).
On est donc ramene´ a` e´tudier la trace sous le groupe fini Mx. D’apre`s le lemme 2.7, il nous suffira
de prouver que le R[Mx]-module C
∞,c
R (Mx,rU\G) est projectif. Celui-ci est somme directe des
R[Mx]-sous-modules
C∞,cR (Mx,rU\MxUgH)
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pour g ∈ MxU\G/H , et ou` H de´signe ici un sous-groupe ouvert compact fixe´. Soit (Hn)n∈N une
suite de´croissante et d’intersection triviale de pro-p-sous-groupes ouverts et normaux dans H assez
petits pour que gHig
−1 ∩ (Mx \Mx,r)U = ∅ pour tout i. Alors, pour tout i, l’action de Mx sur
l’ensemble Mx,rU\MxUgH/Hi est libre, et donc le R[Mx]-module Bi := R[Mx,rU\MxUgH/Hi]
est libre. Comme Hi est pro-p, l’inclusion Bi →֒ Bi+1 est scinde´e sur R[Mx] et par re´currence on
construit une base de lim
−→
i
Bi = C
∞,c
R (Mx,rU\MxUgH).
Finalement, on a donc prouve´ que
iGM,P (ind
M
Mx (τx)) ≃ (τx ⊗R C
∞,c
R (U\G))Mx = τx ⊗RMx C
∞,c
R (U\G)
pour tout objet τx ∈ ModR(Mx). Prenons alors τx de la forme Tε(B) pour un εRMxε-module B ;
on obtient
iGM,P (ind
M
Mx (Tε(B))) ≃ B ⊗εRMxε ε C
∞,c
R (U\G)
D’autre part, toujours pour un objet τx ∈ModR(Mx) ge´ne´ral on a par de´finition
indGGx (Ix,P (τx)) ≃
(
τx ⊗RMx eUxeU+x
C∞R (Gx)
)
⊗RGx C
∞,c
R (G) ≃ τx ⊗RMx eUxeU+x
C∞,cR (G).
En appliquant ceci a` τx de la forme Tε(B), on obtient
indGGx (Ix,P (Tε(B))) ≃ B ⊗εRMxε ε˜ C
∞,c
R (G).
On conclut donc graˆce a` la εRMxε-e´quivariance de l’isomorphisme de la remarque 3.4. 
Pour e´noncer le corollaire suivant, donnons quelques de´finitions :
De´finition 3.6 Soit P =MU un sous-groupe parabolique.
– Un idempotent ε de RM sera dit P -bon s’il existe yε ∈ B(M,K) tel que ε ∈ RMyε et les
hypothe`ses de la proposition 3.1 sont ve´rifie´es.
– Une famille E d’idempotents de RM sera dite ge´ne´ratrice si C∞,cR (M) =
∑
ε∈E C
∞,c
R (M)ε.
Remarquons simplement qu’un idempotent P -bon est aussi P -bon et que la famille a` un e´le´ment
{1} est ge´ne´ratrice.
Corollaire 3.7 Soit P = MU un sous-groupe parabolique. Supposons qu’il existe une famille
ge´ne´ratrice E d’idempotents P -bons de RM . Alors
i) Proprie´te´s de finitude : l’induction parabolique iGM,P respecte la proprie´te´ d’eˆtre de type
fini, et la restriction parabolique rMG,P celle d’eˆtre admissible. De plus, pour tout pro-p-sous-
groupe ouvert H de G admettant une (P, P )-de´composition, l’application canonique V H
jU−→
rMG,P (V )
H∩M est surjective.
ii) Seconde adjonction : le foncteur δ−1P r
M
G,P est adjoint a` droite du foncteur i
G
M,P
d’induction
par rapport au parabolique oppose´ P tordu par le module. De plus, pour tout objet V de
ModR(G), on a r
M
G,PV = 0 si et seulement si r
M
G,P
V = 0.
Preuve : Remarquons pour commencer, que si une telle famille E existe, alors on peut en de´duire
une autre, ge´ne´ratrice aussi, et dont les e´le´ments sont des idempotents lisses, i.e. dans C∞,cR (G) : en
effet, si ε ∈ E et Myε,r est un pro-p-sous-groupe ouvert normal de Myε , alors ε commute a` eMyε,r
(qui est central dans RMyε) et le produit εeMyε,r est donc un idempotent. La famille obtenue
en prenant pour chaque ε une base de voisinages de l’unite´ forme´e de tels sous-groupes ouverts
normaux dansMyε est ge´ne´ratrice et satisfait l’hypothe`se de l’e´nonce´. Nous supposerons de´sormais
que les idempotents de E sont lisses.
Soit ε ∈ E et ε˜ l’idempotent de RGyε associe´. Par construction cet idempotent est lisse dans
RG puisque ε l’est dans RM . Il s’ensuit que la repre´sentation C∞,cR (G)ε˜ est de type fini. Or, d’apre`s
le corollaire 3.5 ii) applique´ au εRMyεε-module libre de rang 1, on a
iGM,P (C
∞,c
R (M)ε) ≃ C
∞,c
R (G)ε˜,
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de sorte que l’induite parabolique de la repre´sentation C∞,cR (M)ε est de type fini. D’apre`s notre
hypothe`se, la famille des C∞,cR (M)ε est ge´ne´ratrice dans la cate´gorieModR(M). Puisque l’induction
parabolique est un foncteur exact, on en de´duit qu’elle envoie objets de type fini sur objets de
type fini.
Pour montrer l’”admissibilite´” de la restriction parabolique, il suffit bien-suˆr de prouver la
dernie`re assertion du point i). Fixons donc H = (H ∩U)HM (H ∩U) un pro-p-sous-groupe ouvert
de G. Comme HM est pro-p, il nous suffira de prouver que la restriction de jU a` V
H∩U −→ VU
est surjective. Pour cela, il suffit de voir que pour tout ε ∈ E , l’image jU (V H∩U ) contient εVU .
Choisissons alors yε tel que U
+
yε ⊃ H ∩ U . On a
jU (V
H∩U ) ⊃ jU (eU+yε
V ) ⊃ jU (ε˜V ) = εVU ,
d’ou` la surjectivite´ recherche´e.
Venons-en maintenant a` la proprie´te´ de seconde adjonction. En de´roulant la de´finition du
foncteur d’induction parabolique, on peut en trouver un adjoint a` droite. Ceci est duˆ a` Bernstein
[1] et ne´cessite sa notion de “comple´tion” : pour V ∈ModR(G) on de´finit sa comple´tion Vˆ par
Vˆ := HomG(HR(G), V )
Le R-module obtenu Vˆ est canoniquement un RG-module puisque HR(G) est un ide´al bilate`re de
RG. L’action deG sous-jacente n’est en ge´ne´ral pas lisse, mais en prenant la partie lisse, on retombe
sur V , i.e. Vˆ∞ = HR(G)Vˆ = V . En fait, un peu d’abstract nonsense montre que le le foncteur
“comple´tion” de ModR(G) dans Mod(RG) est un adjoint a` droite du foncteur “lissification”. En
clair, on a la relation d’adjonction HomG (V
∞,W ) ≃ HomG (V, Wˆ ) pour tout RG-module V et
tout RG-module lisse W .
Soit maintenant (π, V ) ∈ ModR(M) et notons encore π l’inflation de π a` P . Par de´finition on
a iG
M,P
(V ) = C∞(G, V )P ou` P agit sur une fonction f par (pf)(g) = π(p)(f(gp)). L’application
R-line´aire ∫
: C∞,c(G, V ) → C∞(G, V )P
f 7→
(
g 7→
∫
P π(p)f(gp)dp
)
induit une application G-e´quivariante C∞,c(G, δ−1
P
V )P −→ C
∞(G, V )P , ou` δP = δ
−1
P de´signe le
caracte`re-module de P . En utilisant la de´composition de Cartan (G = G0P pour G0 compact
spe´cial), on ve´rifie que c’est un isomorphisme.
On a donc pour tout W ∈ModR(G) :
HomG(i
G
M,P
(V ),W ) ≃ HomG((C
∞,c
R (G)⊗R δPV )P ,W )
= HomR(C
∞,c
R (G)⊗R δPV,W )
G×P
≃ HomR(δPV,HomR(C
∞,c
R (G),W ))
G×P
= HomP (δPV,HomG(C
∞,c
R (G),W ))
= HomP (δPV, Wˆ )
= HomM (δPV, Wˆ
U )
= HomM (δPV, (Wˆ
U )∞)
(Prendre garde que dans la dernie`re ligne, Wˆ de´signe la comple´tion de W en tant que G-module
et (WˆU )∞ de´signe la partie lisse de WˆU en tant queM -module.) Ceci montre que le foncteur iG
M,P
est adjoint a` gauche du foncteur W 7→ δ−1P (Wˆ
U )∞. Nous allons maintenant expliciter une fle`che
M -e´quivariante WˆU −→ WU fonctorielle en W . Pour ce faire, prenons un sous-groupe ouvert
compact Uc de U , et conside´rons la compose´e
jU : (Wˆ
U )∞
eUc−→W
jU−→WU .
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La premie`re fle`che est donne´e par action de eUc a` gauche ; son image est dans la partie lisse W de
Wˆ , car pour tout w ∈ (WˆU )∞, on peut trouver H = (H ∩U)HM (H ∩U) tel que (H ∩U) ⊂ Uc et
HM fixe w, qui est aussi fixe´ par U donc par U ∩H . Par de´finition de jU , la compose´e jU ci-dessus
est inde´pendante du choix de Uc, et par suite est M -e´quivariante et fonctorielle en W .
Puisque la famille E est suppose´e ge´ne´ratrice, pour montrer que jU est un isomorphisme, il suffit
de ve´rifier que pour tout ε ∈ E , la restriction de jU induit un R-isomorphisme ε(Wˆ
U )∞
∼
−→ εWU .
Choisissons un point y de B(M,K) tel que ε ∈ RMy et que l’hypothe`se de la proposition 3.1 soit
ve´rifie´e. On a la factorisation
ε(WˆU )∞
eUy
−→ ε˜W
jU−→ εWU
et on sait de´ja par la proposition 3.1 que la fle`che de droite est un isomorphisme. Pour e´tudier
la fle`che de gauche, remarquons tout d’abord que WˆU ≃ HomG (C
∞,c
R (G)U ,W ). On a donc
εWˆU ≃ HomG (C
∞,c
R (G)U ε,W ) et par ailleurs, on a aussi ε˜W ≃ HomG (C
∞,c
R (G)ε˜,W ). Via ces
identifications, on ve´rifie que la fle`che note´e eUy ci-dessus devient la fle`che
HomG(C
∞,c
R (G)U ε,W )
j∗
U−→ HomG(C
∞,c
R (G)ε˜,W )
duale de la fle`che jU : C
∞,c
R (G)ε˜ −→ C
∞,c
R (G)Uε. Or celle-ci, par la proposition 3.1 est un isomor-
phisme ; en effet les groupes U et U jouent un roˆle parfaitement syme´trique dans les hypothe`ses,
et donc dans la conclusion aussi.

Avant d’e´noncer le prochain re´sultat, rappelons qu’une fonction ϕ ∈ C∞R (G) est dite cuspidale
si pour tout sous-groupe parabolique P =MU de G, on a
∫
U f(ug)du = 0 quel que soit g ∈ G.
Proposition 3.8 Supposons que pour tout sous-groupe parabolique P = MU de G, il existe une
famille ge´ne´ratrice d’idempotents P -bons de RM . Alors pour tout pro-p-sous-groupe ouvert H de
G il existe un sous-ensemble SH de G, compact modulo le centre et inde´pendant de la R-alge`bre
R supportant toutes les fonctions cuspidales dans CcR(H\G/H).
Preuve : Fixons pour commencer un sous-groupe parabolique P =MU . D’apre`s notre hypothe`se,
il existe un ensemble fini EH d’idempotents P -bons de RM et des distributions localement con-
stantes a` support compact fε ∈ HR(M) pour ε ∈ EH telles qu’on ait l’e´galite´ eH∩M =
∑
ε∈EH
εfε
dans HR(M). Choisissons un sous-groupe ouvert compact UH de U suffisamment petit pour avoir
les e´galite´s eUH εfεeH = εfεeH dans HR(G) pour tout ε ∈ EH , puis choisissons pour chaque ε ∈ EH
un point yε ∈ B(M,K) tel que Uyε ⊂ UH . Choisissons enfin un sous-groupe ouvert compact UH
suffisamment grand pour contenir chaque Uyε . On a alors l’e´galite´ dans HR(G) :
eUHeH = eUH
∑
ε∈EH
ε˜yεfεeH .
Appliquons cette e´galite´ a` un e´le´ment H-invariant v d’une repre´sentation V ∈ ModR(G) dans
le noyau de la projection jU sur VU . Chaque fεv est encore dans ker jU , donc par de´finition de
“P -bon” et par 3.1, on obtient eUHv = 0.
Soit maintenant ϕ ∈ CcR(H\G/H) une fonction cuspidale. Pour tout parabolique P , on a donc
eUH ∗ ϕ = 0. Il s’ensuit que pour tout e´le´ment g ∈ G tel que UH ⊂ gHg
−1, on a
eH ∗ g
−1ϕ(1) =
∫
H
ϕ(gh)eH = ϕ(g) = 0.
Il nous reste a` utiliser le re´sultat suivant sur la ge´ome´trie de G : l’ensemble des g ∈ G tels que
pour tout P , on a gHg−1 \ UH 6= ∅ est compact modulo le centre de G.

Pour terminer cette section, voici une e´tape facile pour construire des familles ge´ne´ratrices
d’idempotents P -bons. Ne´anmoins, on ne s’en servira pas dans la suite.
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Lemme 3.9 Supposons que pour tout sous-groupe parabolique Q = NV contenant P, il existe une
famille EQ d’idempotents Q-bons de RN qui engendre la partie cuspidale de ModR(N), dans le
sens suivant : pour tout objet V cuspidal de ModR(N), il existe ε ∈ E tel que εV 6= 0. Alors il
existe une famille ge´ne´ratrice E d’idempotents P -bons de RM .
Preuve : Pour tout Q et tout ε ∈ EQ, on choisit un point y ∈ B(N,K) adapte´ a` ε et tel que
(V ∩M)y = (V ∩M)+y et (V ∩M)y = (V ∩M)
+
y . On pose alors εM := z
−1
y,Q∩Me(V ∩M)ye(V ∩M)+y ε.
C’est un idempotent de RMy. Si x ∈ y +AM , on a
eU+x eUxεM = eV +x eV xz
−1ε ∈ RGxeVxeV xε = RGxeUxeUxεM
et de meˆme on ve´rifie εMeUxeU+x
∈ εMeUxeUxRGx. L’idempotent εM est donc P -bon. Appelons
E l’ensemble des εM obtenus en faisant varier Q, ε ∈ EQ et en saturant par M -conjugaison. Il
nous reste a` ve´rifier que cette famille E est ge´ne´ratrice. Puisqu’on a sature´ par conjugaison, il
suffit de prouver que la famille des C∞c (M)εM engendre la cate´gorie ModR(M), et pour cela, il
suffit de montrer que pour tout objet W de ModR(M), il existe un εM tel que εMW 6= {0}.
Soit alors Q = VN un parabolique contenant P et maximal pour la proprie´te´ WV ∩M 6= 0. Alors
la repre´sentation WV ∩M ∈ ModR(N) est cuspidale et par hypothe`se il existe ε ∈ EQ tel que
ε(WV ∩M ) 6= 0. Or par la proposition 3.1, on a εMW
∼
−→ ε(WV ∩M ).

4 Noethe´riannite´
Dans toute cette section et sauf pre´cision supple´mentaire, R de´signe toujours une Z[ 1p ]-alge`bre
noethe´rienne. Nous allons prouver que la seconde adjonction implique la noetheriannite´. Com-
menc¸ons par une mise au point :
Lemme 4.1 Pour un objet V de ModR(G), les proprie´te´s suivantes sont e´quivalentes :
i) Pour tout pro-p-sous-groupe ouvert H, le eHHR(G)eH-module V H est noethe´rien.
ii) Tout sous-objetW de V engendre´ par ses invariants sous un sous-groupe ouvert suffisamment
petit est de type fini sur G.
Une repre´sentation V satisfaisant ces proprie´te´s sera dite localement noethe´rienne.
Preuve : i) ⇒ ii) : soit W ⊂ V et H tel que WH engendre W . Alors WH ⊂ V H est un sous-
eHHR(G)eH -module donc est de type fini. Or, tout sous-ensemble de WH engendrant WH sur
eHHR(G)eH engendre W sur G.
ii) ⇒ i) : fixons H ⊂ G pro-p et ouvert, et M un sous-eHHR(G)eH -module de V H . Le G-
module 〈M〉G engendre´ par M satisfait (〈M〉G)
H =M . Soit v1, · · · , vn des ge´ne´rateurs de 〈M〉G.
On peut les e´crire vi =
∑
gijmij pour des e´le´ments gij ∈ G et mij ∈ M adequates. Donc les mij
obtenus (en nombre fini) engendrent M sur eHHR(G)eH .

Lemme 4.2 Si V ∈ ModR(G) est cuspidale et de type fini, alors V est localement noethe´rienne.
Preuve : (voir aussi [23, A.1.1]). Soit W ⊂ V un sous-objet et H suffisamment petit pour que
W et V soient respectivement engendre´s par WH et V H . Si v ∈ V H , alors par de´finition de
la cuspidalite´, la fonction g 7→ eHgv est a` support compact modulo le centre Z de G, donc le
eHHR(G)eH -module engendre´ par v est de type fini sur l’anneau R[Z/Z ∩H ]. Ainsi, puisque V H
est de type fini sur eHHR(G)eH , il est aussi de type fini sur R[Z/Z ∩H ]. Alors par noethe´riannite´
de R[Z/Z ∩H ], le R-module WH est de type fini sur R[Z/Z ∩H ], donc a fortiori de type fini sur
eHHR(G)eH . Ainsi W est bien de type fini sur G. 
Dans la suite de cette section, on soumet le groupe re´ductif G a` l’hypothe`se suivante que nous
appellerons (Adj) :
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Pour tout sous-groupe parabolique Q = NV de tout sous-groupe de Levi M de G, le foncteur iM
N,Q
est adjoint a` gauche du foncteur δ−1Q r
N
M,Q.
D’apre`s le corollaire 3.7, cette hypothe`se est ve´rifie´e si pour tout parabolique P = MU de G, il
existe une famille ge´ne´ratrice d’idempotents P -bons de RM , au sens de 3.6. Nous allons prouver :
Proposition 4.3 Sous l’hypothe`se (Adj), tout V ∈ ModR(G) de type fini est localement noethe´rien.
En prenant V = indGH (1), on en de´duit :
Corollaire 4.4 (Toujours sous la meˆme hypothe`se) Pour tout pro-p-sous-groupe ouvert, l’alge`bre
de Hecke eHHR(G)eH est noethe´rienne.
Par ailleurs, on e´tendra dans l’appendice A, des re´sultats de Vigne´ras, Moy et Prasad de
de´composition de la cate´gorieModR(G) par le “niveau”. Ces re´sultats montrent qu’une repre´senta-
tion lisse de type fini V de G est localement noethe´rienne si et seulement si elle est noethe´rienne,
de sorte que :
Corollaire 4.5 Sous l’hypothe`se (Adj) et sous l’hypothe`se de validite´ des constructions de Moy et
Prasad, la cate´gorie ModR(G) est noethe´rienne, i.e. tout sous-objet d’un objet de type fini est de
type fini.
Comme l’e´nonce´ de la proposition 4.3 est clairement vrai pour un groupe de rang semi-simple
nul, on fera l’hypothe`se de re´currence (HR) qu’il est aussi connu pour tout sous-groupe de Levi
strict de G. Pour manier cette hypothe`se de re´currence, il sera commode d’utiliser le langage
des sous-groupes paraboliques standards. On fixe donc un K-sous-groupe parabolique minimal
P0 = M0U0 de G ; les sous-groupes paraboliques standards sont ceux qui contiennent P0 et les
sous-groupes de Levi standards sont leurs composantes de Levi qui contiennent M0. Comme les
sous-groupes paraboliques standards sont uniquement de´termine´s par leur composante de Levi
standard, on ommettra de pre´ciser le parabolique dans les notations : on notera rMG pour r
M
G,P et
rMG pour r
M
G,P
, etc... On notera de plus M < G pour “M Levi standard de G”.
Lemme 4.6 Les foncteurs paraboliques pre´servent la type-finitude et le fait d’eˆtre engendre´ par
ses invariants sous un sous-groupe ouvert.
Preuve : Le fait que la restriction parabolique respecte la type-finitude est une conse´quence
imme´diate et classique de la de´composition de Cartan. Pour voir que l’induction iGM respecte
la type finitude, rappelons qu’un objet V ∈ ModR(G) est de type fini si et seulement si pour
tout syste`me inductif filtrant (de´nombrable) (Vi)i∈I , l’application canonique lim
−→
HomG(V, Vi)
γV−→
HomG (V, lim
−→
Vi) est surjective. Si V = i
G
M (W ) pour W dans ModR(M), alors par la seconde
adjonction et le fait que rMG commute aux limites inductives (puisqu’il est adjoint a` gauche de i
G
M ),
on a un diagramme commutatif :
HomG(V, lim
−→
Vi)
γV
// lim
−→
HomG(V, Vi)
HomM (W, δM (lim
−→
rMG (Vi))) γW
// lim
−→
HomM (W, δM rMG (Vi))
.
Si W est de type fini dans ModR(M), l’application γW est surjective donc γV aussi et V est de
type fini.
La deuxie`me proprie´te´ annonce´e dans l’e´nonce´ est une conse´quence de la premie`re : ve´rifions-le
pour iGM par exemple : un objet W ∈ ModR(M) est engendre´ par ses HM -invariants s’il existe un
R-module U et un e´pimorphisme indMHM (1) ⊗ U −→ W . Soit alors H ouvert dans G assez petit
pour qu’il existe un e´pimorphisme indGH (1)
n −→ iGM (ind
M
HM (1)). Puisque i
G
M admet un adjoint a`
droite, il commute aux limites inductives et on obtient un e´pimorphisme indGH(1)⊗U
n −→ iGM(W ).

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Notons L(G) l’ensemble fini des sous-groupes de Levi standards. On le munit d’un ordre to-
tal 6 raffinant l’ordre partiel de´fini par l’inclusion. On obtient donc une nume´rotation L(G) =
{M0, · · · ,Mg = G} telle que Mi ⊂Mj ⇒ i < j.
Lemme 4.7 Soit V ∈ ModR(G), il existe une filtration
{0} = F−1(V ) ⊆ F0(V ) ⊆ F1(V ) ⊆ · · · ⊆ Fg(V ) = V
fonctorielle en V telle que :
i) pour tout i = 0, · · · , g, le gradue´ Gi(V ) := Fi(V )/Fi−1(V ) est un quotient d’un objet de la
forme iGMi(W ) pour un quotient cuspidal W de δMir
Mi
G (V ).
ii) les Gi(V ) sont de type fini, resp. engendre´s par leurs invariants sous un sous-groupe ouvert
suffisamment petit, si V l’est.
Preuve : Pour M sous-groupe de Levi standard de G, notons
GM := coker (i
G
M ◦ δMr
M
G
adj
−→ 1ModR(G))
le conoyau dans la cate´gorie (abe´lienne) des endofoncteurs de ModR(G) de la fle`che d’adjonction
entre iGM et δM r
M
G conforme´ment a` notre hypothe`se (Adj). Remarquons que la fle`che r
M
G ◦ i
G
M ◦
δM rMG
r
M
G
(adj)
−→ rMG est un e´pimorphisme de foncteurs, puisque par de´finition de l’adjonction et torsion
par δ−1M , la compose´e r
M
G
(adj)′ rM
G−→ rMG ◦ i
G
M ◦ δMr
M
G
r
M
G
(adj)
−→ rMG est l’identite´. Ainsi, r
M
G ◦ GM = 0.
Posons alors pour tout i > 0
Fi := ker
(
1ModR(G) −→ GMi ◦GMi−1 ◦ · · · ◦GM0
)
On obtient une filtration du foncteur identite´ de ModR(G) dont les quotients s’identifient
Fi/Fi−1 ≃ ker (GMi−1 ◦ · · · ◦GM0 −→ GMi ◦ · · · ◦GM0 )
≃ im (iGMi ◦ δMir
Mi
G ◦GMi−1 ◦ · · · ◦GM0
adj
−→ GMi−1 ◦ · · · ◦GM0)
Puisque GMi ◦· · ·◦GM0 est un quotient de GMi−1 ◦· · ·◦GM0 , on voit par une re´currence imme´diate
que r
Mj
G ◦GMi ◦ · · · ◦GM0 = 0 pour tout j 6 i. En particulier, r
Mi
G ◦GMi−1 ◦ · · · ◦GM0(V ) est un
Mi-module cuspidal pour tout V ∈ModR(G). Pour un tel V , la filtration F∗(V ) remplit le cahier
des charges du point i) et le point ii) en de´coule par le lemme 4.6. 
D’apre`s ce lemme, pour montrer que tout RG-module V de type fini est localement noethe´rien,
il suffit de le faire pour V de la forme iGM (W ) avec W cuspidal de type fini. De plus, d’apre`s le
lemme 4.2 on peut supposer M 6= G.
Soit alors U ⊂ iGM (W ) un sous RG-module engendre´ par ses invariants sous un sous-groupe
ouvert suffisamment petit ; on veut montrer que U est de type fini. Pour 0 6 i < g, le gradue´ Gi(U)
est d’apre`s 4.7 i) un quotient de iGMi ◦ δMir
Mi
G (U). Or, r
Mi
G (U) est un sous-objet de r
Mi
G (i
G
M (W )),
engendre´ par ses invariants sous un sous-groupe ouvert suffisamment petit. Par l’hypothe`se de
re´currence (HR) applique´e a` δMir
Mi
G (i
G
M (W )) (qui est de type fini sur N) et le lemme 4.6, Gi(U)
est donc de type fini. Il reste a` prouver que le dernier quotient de la filtration Gg(U) (le quotient
cuspidal) est aussi de type fini.
Nous allons utiliser le fait que iGM (W ) est muni d’une structure supple´mentaire : si z est un
e´le´ment du centre de M , il agit par fonctorialite´ de fac¸on G-e´quivariante sur iGM (W ) ; on note
iGM (z) cette action. Fixons alors un re´seau cocompact ZM du centre de M ; on obtient ainsi une
structure de R[ZM ]G-module lisse sur V = i
G
M (W ).
Il n’y a aucune raison pour que U soit stable par cette action de R[ZM ], mais on peut conside´rer
la sous-repre´sentation U˜ := R[ZM ].U de i
G
M (W ) somme des translate´s de U sous ZM . Pour
0 6 i 6 g, la sous-repre´sentation Fi(U˜) est stable sous R[ZM ] et contient Fi(U), par fonctorialite´
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de la filtration 4.7. Par la seconde adjontion et par de´finition, la repre´sentation Fg−1(U˜) n’a aucun
quotient cuspidal et on a donc Fg−1(U˜) ∩ U = Fg−1(U) ; en d’autre termes, Gg(U) est un sous-
objet de Gg(U˜). Ainsi d’apre`s 4.2, si on montre que Gg(U˜) est de type fini, on pourra en de´duire
que Gg(U) est de type fini et on aura termine´ la preuve de la proposition 4.3.
D’apre`s la preuve du lemme 4.2, W est une R[ZM ]M -repre´sentation admissible. Puisque l’in-
duction iGM respecte l’admissibilite´, i
G
M (W ) est elle-aussi R[ZM ]-admissible. Ainsi, pour tout pro-
p-sous-groupe ouvert H , les invariants (Gg(U˜))H forment un R[ZM ]-module de type fini. Si l’on
montre que la restriction de ce module a` R[ZG], ou` ZG := ZM ∩ Z(G) est de type fini, alors en
prenant H suffisamment petit pour que (Gg(U˜))H engendre Gg(U˜), on en de´duira la type-finitude
de Gg(U˜) sur G.
On peut effectuer une re´duction supple´mentaire en pre´sentant W comme un quotient
W0 ⊗R[M/M
c] = indMMc (R ⊗W0|Mc) −→W
ou` W0 ∈ ModZ[ 1p ](M) est de type fini et Z[
1
p ]-admissible. Pour cela il suffit de choisir un ensemble
fini de RM -ge´ne´rateurs de W , de conside´rer la Z[ 1p ]M
c-repre´sentation Wc qu’ils engendrent (et
qui est Z[ 1p ]-admissible puisqueW est cuspidale et ZM ∩M
c = {1}), d’e´tendre celle-ci trivialement
a` M cZM puis de poser W0 := ind
M
McZM (Wc). L’avantage de cette re´duction apparaitra dans la
preuve du lemme suivant. Remarquons seulement que iGM (W0⊗R[M/M
c]) est munie d’une action
de R[M/M c] qui prolonge l’action naturelle de R[ZM ]. Maintenant, Gg(U˜) s’identifie a` un sous-
quotient R[ZM ]-e´quivariant de i
G
M (W0 ⊗ R[M/M
c]), mais le meˆme argument que ci-dessus nous
dit qu’il suffit de prouver la type-finitude de son R[M/M c]-sature´.
En d’autres termes, il nous suffit maintenant de prouver :
Lemme 4.8 Soit M sous-groupe de Levi standard et W0 ∈ ModZ[ 1p ](M) cuspidale de type fini
et admissible. Alors tout R[M/M c]G-sous-quotient cuspidal de iGM (W0 ⊗ R[M/M
c]) est R[ZG]-
admissible.
Preuve : Commenc¸ons par fixer un pro-p-sous-groupe ouvert H de G. Si P est un ide´al premier
de R[M/M c], nous noterons KP le corps re´siduel du localise´ R[M/M
c]P.
Premie`re e´tape : si P est dans le support de XH pour un R[M/M c]G-sous-quotient cuspidal
X de iGM (W0 ⊗R[M/M
c]), alors l’induite iGM (W0 ⊗KP) posse`de un KPG-sous-quotient cuspidal
non-nul.
Comme le foncteur “localisation en P” est exact, le R[M/M c]PG-module XP est un sous-
quotient cuspidal non-nul de YP := i
G
M(W0⊗R[M/M
c]P). Soient U ⊂ V ⊂ YP tels que V/U = XP.
Par le lemme de Nakayama, on a UH ∩ PV H  V H et par le lemme d’Artin-Rees, il existe un
entier k tel que PkY HP ∩V
H ⊂ PV H . Ainsi le quotient U/(PV +U) est un sous-quotient cuspidal
non nul de YP/P
k = iGM (W0 ⊗R[M/M
c]P/P
k).
Posons Yk := YP/P
k et fixons Uk ⊂ Vk ⊂ Yk de quotient non-nul et cuspidal. On a une suite
exact
(Vk ∩PYk)/(Uk ∩PYk) →֒ Vk/Uk ։ (Vk +PYk)/(Uk +PYk)
dans laquelle le terme de gauche est un sous-quotient de PYk et celui de droite est un sous-quotient
de Y1 = Yk/P. Choisissons un syste`me de r ge´ne´rateurs (r ∈ N) de l’ide´al P ; il lui est associe´ un
e´pimorphisme Y rk−1 −→ PYk pour chaque k > 1. On voit donc par re´currence descendante que Y1
admet un sous-quotient cuspidal non-nul.
Deuxie`me e´tape : si l’induite iGM (W0 ⊗ KP) posse`de un KPG-sous-quotient cuspidal non-
nul, alors KP est de caracte´ristique positive l 6= p, et il existe une repre´sentation irre´ductible
σ ∈ ModFl(M) telle que l’induite i
G
M (σ⊗FlKP) posse`de un KPG-sous-quotient cuspidal non-nul.
D’apre`s la the´orie classique de Bernstein, on sait que sur un corps de caracte´ristique nulle, une
induite parabolique n’a pas de sous-quotient cuspidal, d’ou` l’assertion sur la caracte´ristique. Le
reste est e´vident puisque une repre´sentation cuspidale admissible de type fini sur un corps est de
longueur finie.
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Troisie`me e´tape : si iGM(σ⊗FlKP) posse`de un KPG-sous-quotient cuspidal non-nul, alors pour
tout parabolique Q contenant M , l’induite iGM,Q(σ⊗FlKP) posse`de un KPG-sous-quotient cuspidal
non-nul.
Notons R˜ := R/(P ∩R) ; c’est une Fl-alge`bre inte`gre et on note K˜ son corps des fractions. Par
hypothe`se, l’induite iGM (σ ⊗ R˜[M/M
c]) a un sous-quotient cuspidal dont le support contient P.
Par l’argument de [13, 7.3], la repre´sentation σ ⊗ K˜(M/M c) est (P,Q)-re´gulie`re au sens de [13,
2.10], et il existe donc un ope´rateur d’entrelacement non-nul :
JQ|P (σ ⊗ K˜(M/M
c)) : iGM (σ ⊗ K˜(M/M
c)) −→ iGM,Q(σ ⊗ K˜(M/M
c)).
Cet ope´rateur est injectif, par le the´ore`me d’irre´ductibilite´ ge´ne´rique [13, 5.1] que l’on peut appli-
quer graˆce au lemme 4.9 ci-dessous. En effet, soit K une cloˆture alge´brique de K˜. Choisissons une
de´composition de la repre´sentation σ⊗Fl en une somme directe de repre´sentations σi ∈ModFl(M)
irre´ductibles. Chaque σi ⊗Fl K(M/M
c) est (P,Q)-re´gulie`re et lui est donc associe´ un ope´rateur
d’entrelacement. Par de´finition, l’ope´rateur JQ|P (σ⊗K˜(M/M
c)) induit par extension des scalaires
de K˜ a` K la somme directe des ope´rateurs JQ|P (σi⊗K(M/M
c)). Maintenant par [13, 5.1] chaque
iGM (σi ⊗K(M/M
c)) est irre´ductible, d’ou` l’injectivite´ cherche´e (l’ope´rateur JQ|P e´tant non-nul).
Puisque la repre´sentation iGM(σ⊗R˜[M/M
c]) est de type fini, il existe un e´le´ment f ∈ R˜[M/M c]
tel que l’ope´rateur f.JQ|P induise le R˜[M/M
c]G-morphisme injectif :
f.JQ|P (σ ⊗ K˜(M/M
c)) : iGM (σ ⊗ R˜[M/M
c]) −→ iGM,Q(σ ⊗ R˜[M/M
c]).
On en de´duit l’existence d’un sous-quotient cuspidal de support contenant P dans l’induite
iGM,Q (σ ⊗ R˜[M/M
c]) et par la premie`re e´tape, l’existence d’un sous-quotient cuspidal non-nul
dans l’induite iGM,Q(σ ⊗KP).
Quatrie`me e´tape : si R[M/M c]/P n’est pas fini sur R[ZG] alors il existe une valuation ν :
KP −→ R et un m ∈ M ∩ [G,G] tels que ν(ψ(m)) 6= 0, ou` ψ : M −→ K
×
P de´signe le caracte`re
tautologique.
Pour abre´ger, notons RG l’image de R[ZG] dans R[M/M
c]/P et KG son corps de fractions.
L’anneau R[M/M c]/P est fini sur l’anneau engendre´ par RG et ψ(M ∩ [G,G]). Soit d le degre´ de
transcendance de KP sur KG. Deux cas se pre´sentent :
Si d > 0, alors il existe m ∈ M ∩ [G,G] tel que ψ(m) soit transcendant sur KG. On pose
ν(ψ(m)) = 1 et on e´tend de manie`re arbitraire la valuation obtenue a` KP.
Si d = 0, notons R˜G la cloˆture inte´grale de RG dans KP. Puisque R[M/M
c]/P est de type
fini sur RG, il n’est pas inclus dans R˜G (sinon, il serait fini puisqu’entier et contredirait notre
hypothe`se). L’anneau R˜G n’est pas ne´cessairement noethe´rien, mais il est “de Krull” [5, 1.4 Corol-
laire], donc est l’intersection des localise´s en ses ide´aux premiers de hauteur 1. On peut donc
trouver un e´le´ment m ∈ M ∩ [G,G] et un tel localise´ ne contenant pas ψ(m). Or ce localise´ est
normal lui aussi donc est un anneau de valuation discre`te. La valuation associe´e est ne´cessairement
non-nulle sur ψ(m) et s’e´tend au corps de fractions qui par hypothe`se n’est autre que KP.
Fin de la preuve : Supposons que R[M/M c]/P n’est pas fini sur R[ZG] et choisissons une
valuation de KP comme dans l’e´tape pre´ce´dente. Ainsi la compose´e ν ◦ ψ est un e´le´ment non nul
de l’espace vectoriel aGM
∗
:= Hom (M/M c,R)/Hom (G/Gc,R). Nous renvoyons a` [13, 2.2] pour la
de´finition des chambres de Weyl (a∗Q)
+ dans aGM
∗
associe´es aux paraboliques Q dont M est une
composante de Levi. Il existe un Q tel que ν ◦ ψ soit dans l’adhe´rence (a∗Q)
+ de (a∗Q)
+. Cette
adhe´rence est re´union disjointe [13, 2.3] de chambres de Weyl de paraboliques O contenant Q, i.e.
(a∗Q)
+ =
⊔
Q⊆O⊆G
(a∗O)
+.
Soit O l’unique parabolique contenant Q tel que ν◦ψ ∈ (a∗O)
+. Puisque ν◦ψ 6= 0, on a O 6= G. Soit
N sa composante de Levi contenant M . Alors d’apre`s le lemme 4.9 ci-dessous et [13, 3.16] joint a`
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l’argument de [13, 7.3], les repre´sentations iGM,Q(σ⊗KP) et i
N
M,N∩Q(σ⊗KP) ont la meˆme longueur
(KP de´signe une cloˆture alge´brique de KP) ; plus pre´cise´ment, tout sous-quotient irre´ductible de
la seconde s’induit irre´ductiblement par le foncteur iGN,O. Il s’ensuit que l’induite i
G
M,Q(σ⊗KP) ne
peut pas avoir de KPG-sous-quotient cuspidal, ce qui contredit l’e´nonce´ de l’e´tape 3. Cela conclut
la preuve du lemme et de la proposition 4.3. 
Dans la preuve pre´ce´dente, nous avons a` deux reprises fait appel a` certains re´sultats de [13],
comme par exemple la proprie´te´ d’irre´ductibilite´ ge´ne´rique. Dans [13], ceux-ci sont e´nonce´s sous
la condition que G posse`de un sous-groupe discret cocompact, mais cette condition ne sert qu’a`
assurer qu’une certaine proprie´te´ (ν-discret implique cuspidal, cf ci-dessous) soit vraie. Le lemme
suivant montre comment l’hypothe`se (Adj) implique directement cette proprie´te´.
Lemme 4.9 Soit K un R-corps et ν une valuation discre`te de K. Soit (π, V ) une repre´sentation
admissible dans ModK(G) dont les coefficients matriciels tendent essentiellement vers 0 a` l’infini
pour la norme associe´e a` ν (cf [13, 3.18] ou` une telle repre´sentation est dite ν-discre`te). Alors π
est cuspidale.
Preuve : Soit O l’anneau de la valuation ν et ̟ une uniformisante. Par [13, Prop 6.3], il existe
un sous-O-module G-stable et O-admissible ω ⊂ V qui engendre V sur K. Puisque les coefficients
matriciels tendent essentiellement vers 0, il en est de meˆme des application fv : g ∈ G 7→ eHgv ∈ ω
pour v ∈ ω et H prop-p-sous-groupe ouvert, en le sens suivant :
∀n ∈ N, f−1v (ω \̟
nω) est compact modulo le centre.
En d’autres termes chaque, ω/̟nω est cuspidal. Puisque les foncteurs rMG ont des adjoints a`
gauche, il commutent aux limites projectives et par conse´quent la limite lim
←−
n
ω/̟nω est cuspidale
elle-aussi. Or, par admissibilite´ la fle`che canonique ω −→ lim
←−
n
ω/̟nω est injective et ω et donc π
sont cuspidales.

5 Mode`les entiers lisses
On note toujours G un groupe re´ductif connexe sur K. Nous commenc¸ons par donner les
e´nonce´s principaux de cette section, puis nous passerons aux preuves.
5.1 De´finitions et principaux e´nonce´s : Soit G un mode`le lisse et connexe de G sur OK , i.e. un
sche´ma en groupes lisse sur OK a` fibres connexes, et muni d’une identification de sa fibre ge´ne´rique
avec G. Pour un sous-groupe ferme´ H de G nous noterons H son adhe´rence sche´matique dans G ;
ses points entiers sont donc donne´s par H(OK) = H(K) ∩ G(OK).
Si P est un sous-groupe parabolique de G, nous dirons qu’il est G-admissible s’il admet une
composante de Levi M de la forme ZG(S) pour un sous-tore de´ploye´ S de G qui se prolonge en
un sous-tore de G (un tel prolongement est ne´cessairement ferme´ par [14, Exp. VIII. Cor 5.7] donc
e´gal a` S). Le sous-groupe de LeviM est alors dit lui aussi G-admissible, et son adhe´renceM est le
centralisateur ZG(S) de S dans G ; celui-ci est lisse sur OK par [14, Exp. XI, Cor. 5.3] et connexe
puisque les centralisateurs de tores dans les groupes connexes sur un corps sont connexes.
Nous utiliserons souvent la technique e´le´gante de dilatation duˆe a` Raynaud, [4, 3.2], et intro-
duite dans le pre´sent contexte par Yu [26]. Soit G†
νG
−→ G la dilatation dans G du radical unipotent
uGk de la fibre spe´ciale de G. Par de´finition d’une dilatation, on sait que νG induit un isomorphisme
des fibres ge´ne´riques G†K
∼
−→ GK ≃ G et que G
†(OK) = {g ∈ G(OK), g mod ̟ ∈ uGk(k)}. On sait
aussi que G† est un sche´ma en groupes lisse [4, 3.2 Prop 3], donc un mode`le lisse de G. Convenons
de noter H† l’adhe´rence sche´matique dans G† d’un sous-groupe ferme´ H de G. La restriction de
νG induit un morphisme H
† −→ H qui s’identifie a` la dilatation dans H de Hk ∩
uGk.
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Dans le cas ou` H = M est un Levi admissible, alors Mk est de la forme ZGk(Sk) pour un
tore Sk, et on a l’e´galite´ uMk =Mk ∩
uGk d’apre`s [14, Exp XIX, 1.3]. Le morphismeM
†
νG
−→M
co¨ıncide donc avec le morphisme de dilatation νM du radical unipotent de la fibre spe´ciale de M.
Notons maintenant avec des lettres droites les ensembles de points entiers, par exemple H =
H(OK). Notons que H est pro-p si et seulement si uHk est unipotent. En particulier, H
† :=
H†(OK) est pro-p.
Lemme 5.2 Soit R un anneau commutatif unitaire ou` p est inversible. Pour un idempotent central
ε de RG, les proprie´te´s suivantes sont e´quivalentes :
i) ε ∈ RG†eU†RG
† pour tout sous-groupe parabolique G-admissible P =MU de G.
ii) ε ∈ RG†eU†eU†RG
† pour une paire de sous-groupes paraboliques oppose´s G-admissibles min-
imaux (P ,P) de G
Un idempotent satisfaisant ces proprie´te´s sera dit essentiellement de niveau ze´ro.
Remarque : L’expression RG†e†URG
† de´signe le R-module engendre´ par les distributions du type
ϕ ∗ eΩ ∗ ψ ou` ϕ, ψ ∈ RG
†. Cette remarque s’applique a` toutes les expressions de ce genre que l’on
rencontrera dans la suite de ce paragraphe.
Remarquons aussi que l’idempotent associe´ a` un caracte`re lisse θ : G† −→ R× normalise´ par
G est essentiellement de niveau ze´ro si et seulement si θ|U† et θ|U† sont triviaux pour au moins
une paire de paraboliques oppose´s G-admissibles minimaux. Le lemme suivant e´tudie une situation
plus ge´ne´rale, que l’on rencontre souvent dans la the´orie des types.
Proposition 5.3 Soit G∗ un sous-groupe ouvert normal de G tel que [G†, G†] ⊆ G∗ ⊆ G† et
θ : G∗ −→ R× un caracte`re lisse normalise´ par G. On suppose que pour une paire (P ,P) de
sous-groupes paraboliques oppose´s G-admissibles minimaux, on a
i) θ|U∗ et θ|U∗ sont triviaux (ou` l’∗ de´signe l’intersection avec G
∗).
ii) L’accouplement U
†/U∗ × U
†
/U
∗
→ R×
(u, v) 7→ θ([u, v])
est non-de´ge´ne´re´.
Alors l’idempotent central [θ] de RG† associe´ a` θ est essentiellement de niveau ze´ro.
Dans les exemples que l’auteur connait, le groupe G∗ est le groupe des points entiers d’un
mode`le lisse connexe G∗ obtenu par dilatation dans G d’un sous-groupe normal compris entre
[uGk,
uGk] et
uGk.
SiM est un sous-groupe de Levi G-admissible de G, on a vu queM est un mode`le lisse connexe
de M. On peut donc appliquer a` M la notion d’idempotent essentiellement de niveau 0 de RM
de´finie en 5.2.
Le the´ore`me suivant est une ge´ne´ralisation du the´ore`me principal de [16].
The´ore`me 5.4 Soit G un mode`le lisse et connexe de G et (P = MU ,P = MU) une paire de
paraboliques G-admissibles oppose´s de G. Pour tout idempotent central essentiellement de niveau
ze´ro ε de RM , on a
eU†eUε ∈ RGeUeUε.
Ce re´sultat ge´ne´ral ne sera toutefois pas suffisant pour les applications. On se donne maintenant
un autre mode`le lisse connexe G′ de G ainsi qu’un morphisme G′
ϕ
−→ G de OK-sche´mas en groupes
dont la fibre ge´ne´rique est un isomorphisme.
Lemme 5.5 Le noyau de ϕk : G
′
k −→ Gk est unipotent, lisse et connexe.
En particulier, si S ′ est un sous-tore de G′, alors ϕ|S′ est un monomorphisme (et donc une
immersion ferme´e par [14, Exp VIII Cor. 5.7]) de S ′ dans G. Il s’ensuit que si un sous-groupe
parabolique de G est G′-admissible, alors il est G-admissible. Nous de´corerons d’un ′ les objets
de´finis comme ci-dessus relatifs a` G′. Par exemple, G′
†
de´signera la dilatation du radical unipotent
21
de G′. Notons que d’apre`s le lemme ci-dessus, on a uG′k = ϕ
−1
k (
u im (ϕk)). On en de´duit aussi les
e´quivalences suivantes :(
G′ ∩G† ⊆ G′
†
)
⇔
(
ϕ−1(uGk) ⊇
uG′k
)
⇔
(
im (ϕk) ∩
uGk connexe
)
(
G′ ∩G† = G′
†
)
⇔
(
ϕ−1(uGk) =
uG′k
)
⇔
(
u(im ϕk) = im ϕk ∩
uGk
)
La situation un peu alambique´e e´tudie´e dans le re´sultat suivant est, encore une fois, motive´e
par les exemples connus de la the´orie des types.
Corollaire 5.6 Gardons les notations ci-dessus avec l’hypothe`se G′ ∩G† ⊆ G′†. Soit ε′ un idem-
potent central essentiellement de niveau ze´ro de RM ′, et supposons qu’il existe un idempotent ε˜′
de RG′
†
, centralise´ par G′ et satisfaisant les proprie´te´s suivantes :
i) e
U
′† ε˜′eU ′† = eU ′†ε
′eU ′† et eU ′† ε˜
′e
U
′† = eU ′†ε
′e
U
′† .
ii) l’ensemble d’entrelacement IntU (ε˜
′) := {u ∈ U, ε˜′uε˜′ 6= 0} est contenu dans (donc e´gal a`)
U ′.
Alors
eU†eUε
′ ∈ RGeUeUε
′.
5.7 Les preuves : Rappelons que si S est un OK -tore, alors tout morphisme Sk −→ Gk se rele`ve
de manie`re unique a` conjugaison pre`s en un morphisme S −→ G, voir [14, Exp IX, Thm 3.6]. En
particulier les sous-tores de´ploye´s maximaux de la fibre spe´ciale de Gk se rele`vent en des sous-
tores de´ploye´s de G, ne´cessairement ferme´s par [14, Exp VIII, Cor. 5.6]. Leurs fibres ge´ne´riques
sont des tores de´ploye´s, mais ge´ne´ralement pas maximaux dans G. Fixons un tel sous-tore S et
notons S sa fibre ge´ne´rique, X∗(S) son re´seau de caracte`res et V := X∗(S) ⊗ R. Posons aussi
Φ := Φ(Sk,Lie(Gk)) = Φ(S,Lie(G)) ⊂ V , l’ensemble des poids non-nuls de S dans l’alge`bre de Lie
de G. C’est un ensemble syme´trique puisque G est re´ductif. Reprenant la terminologie de Bruhat-
Tits [9, 1.1.2], une demi-droite ouverte α˜ de V contenant une racine de Φ sera appele´e rayon
radiciel de Φ. L’ensemble de ces rayons radiciels sera note´ Φ˜, et l’image d’un sous-ensemble Ω de
Φ dans Φ˜ sera note´e Ω˜.
A` tout rayon radiciel α˜ ∈ Φ˜ est associe´ un K-sous-groupe alge´brique ferme´ connexe Uα˜ de G,
dont les poids de S dans l’alge`bre de Lie appartiennent a` α˜, et qui est maximal pour ces proprie´te´s
cf [9, 1.1.3]. On prolonge cette de´finition a` α˜ = 0 en posant U0 := ZG(S) le centralisateur de S
dans G. Plus ge´ne´ralement, si Ω ⊂ Φ ∪ {0}, on note UΩ le sous-groupe ferme´ de G engendre´ par
les Uα˜ pour α˜ ∈ Ω˜.
Rappelons qu’un sous-ensemble Ω de Φ est dit parabolique s’il est l’intersection de Φ avec
un demi-espace ferme´, et unipotent s’il est l’intersection de Φ avec un demi-espace ouvert. Si
v∗ ∈ V ∗ est une forme line´aire sur V , la composante de Levi du sous-ensemble parabolique
Ω(v∗) := {α ∈ Φ, v∗(α) > 0} est par de´finition Ω0(v∗) := {α ∈ Φ, v∗(α) = 0} = Ω ∩ (−Ω), tandis
que sa composante unipotente est Ω+(v∗) := {α ∈ Φ, v∗(α) > 0} et sa composante unipotente
oppose´e est Ω−(v∗) := −Ω+ = Φ \ Ω. Le groupe PΩ := UΩ∪{0} est un sous-groupe parabolique de
G dont le radical unipotent est UΩ+ et la composante de Levi estMΩ := UΩ0∪{0}. L’oppose´ de PΩ
par rapport a` MΩ est P−Ω dont le radical unipotent est UΩ− .
Fait 5.8 Un sous-groupe parabolique P de G est G-admissible si et seulement si il est conjugue´
par un e´le´ment de G(OK) a` un groupe de la forme PΩ pour un sous-ensemble parabolique Ω ⊂ Φ.
Preuve : Ve´rifions tout d’abord que MΩ est G-admissible (et donc PΩ aussi). Soit SΩ :=
(∩α∈Ω0 ker α)
◦. En tant que sous-tore de S, il se prolonge en un sous-tore de´ploye´ de S, et ses
poids dans Lie(MΩ), resp. dans Lie(UΩ±), sont par construction tous nuls, resp. tous non-nuls.
Puisque ZG(SΩ) est lisse et connexe, et puisque Lie(G) = Lie(UΩ+) + Lie(MΩ) + Lie(UΩ−), on a
ZG(SΩ) =MΩ et MΩ est G-admissible.
Re´ciproquement, soit P un parabolique G-admissible, et M une composante de Levi de la
forme ZG(T ) pour un tore T de´ploye´ qui se prolonge en un sous-tore de´ploye´ T de G. Comme la
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fibre spe´ciale de T est conjugue´e par un e´le´ment de Gk(k) a` un sous-tore de Sk, il re´sulte de [14,
Exp. XI, Thm 5.2 bis] que T est lui-meˆme conjugue´ par un e´le´ment de G(OK) a` un sous-tore de
S. On peut donc supposer M⊃ S. On a alors P = PΩ pour Ω := Φ(S,Lie(P)).

Les paraboliques de la forme PΩ seront dits semi-standards (relativement au choix du tore
de´ploye´ maximal S de G).
Fait 5.9 (Bruhat-Tits) Soit (P ,P) une paire de sous-groupes paraboliques de G de composante de
Levi commune M suppose´e G-admissible. Alors
i) le morphisme produit induit un isomorphisme U ⋊M−→ P.
ii) le morphisme produit induit une immersion ouverte C := U ×M×U
µ
−→ G. En particulier,
U et U sont lisses et connexes. De plus l’image de µ est le comple´mentaire d’un diviseur.
iii) le morphisme produit induit un isomorphisme (uGk∩Uk)×(
uGk∩Mk)×(
uGk∩Uk)
∼
−→ uGk,
et de plus on a uGk ∩Mk =
uMk.
iv) Supposons P et P semi-standards et soit Q un autre parabolique G-admissible semi-standard,
de radical unipotent V. Alors l’application produit (V ∩ U) × (V ∩M) × (V ∩ U) −→ V est
bijective.
Preuve : Compte tenu de 5.8, les deux premiers points sont donne´s par [9, 2.2.3 ii) et iii)]. Pour le
troisie`me point, la de´composition de uGk est donne´e par [9, 1.1.11] et la relation entre les radicaux
unipotents a de´ja e´te´ mentionne´e plus haut. Une fois choisis des ensembles Ω et Θ tels que P = PΩ
et Q = PΘ, le point iv) est donne´ par [9, 2.2.3 i)]. 
Si dans le point iv) on prend P minimal, de sorte que V ∩ M = {1}, on obtient pour les
idempotents associe´s eV † = eV †∩UeV †∩U . Ceci combine´ a` 5.8 montre l’implication ii)⇒ i) de 5.2.
Pour voir l’implication re´ciproque, fixons une paire (P ,P) comme dans 5.2 ii). Sous l’hypothe`se 5.2
i), on a ε ∈ RG†eU†RG
† ∩ RG†e
U
†RG† donc ε ∈ RG†eU†RG
†e
U
†RG† puisque ε est idempotent.
Or par le lemme ci-dessous applique´ a` G′ = G†, on a une de´composition d’Iwahori G† = U †M †U
†
,
et donc eU†RG
†e
U
† = RM†eU†eU† . Ceci cloˆt la preuve de 5.2.
Lemme 5.10 Soit (P ,P) une paire de paraboliques G-admissibles oppose´s, et G′
ϕ
−→ G la dilata-
tion dans G d’un sous-groupe lisse connexe Hk de Gk de la forme (Hk ∩Uk)(Hk ∩Mk)(Hk ∩Uk).
Alors le triplet (U ′,M ′, U
′
) induit une de´composition d’Iwahori de G′ = G′(OK) au sens de 2.1.
Preuve : Il est sous-entendu dans l’e´nonce´ que les notations U ′, etc..., de´signent les groupes de
points entiers des adhe´rences sche´matiques U ′, etc..., de U , etc... dans G′. Ces groupes sont bien
ferme´s dans G′ et satisfont les hypothe`ses du pre´ambule de 2.1.
Montrons qu’ils satisfont le point i) de 2.1. On a de´ja remarque´ que la restriction U ′ −→ U
de ϕ s’identifie a` la dilatation de Hk ∩ Uk dans U . Reprenons alors les notations de 5.9 ii).
L’ouvert re´ciproque C′ de C dans G′ s’identifie a` la dilatation dans C de Hk (qui par hypothe`se
est bien contenu dans Ck). Par commutation des dilatations aux produits ou par application de
[9, 2.2.3], on a C′ = U ′ ×M′ × U ′ et l’immersion ouverte dans G′ est donne´e par le produit µ′
dans G′. Soit alors d ∈ OK [G] une e´quation du diviseur comple´mentaire de C dans G. On a donc
OK [C] = OK [G][1/d] et OK [C
′] = OK [G
′][1/d]. Comme le support Hk de la dilatation effectue´e
dans G est disjoint du diviseur d = 0, l’e´le´ment d est inversible dans le localise´ OK [G
′](̟), et on a
donc OK [C
′](̟) ≃ OK [G
′](̟). En particulier µ
′ induit une bijection C′(OK) −→ G
′(OK). D’ou` le
point i) de 2.1.
Pour obtenir le point ii), on remarque que la discussion ci-dessus s’applique a` la dilatation
G1 −→ G de l’unite´ de Gk dans G, et par re´currence, aux dilatations successives G
n −→ Gn−1 de
l’unite´ de la fibre spe´ciale. Or les groupes Gn = Gn(OK) sont les groupes de congruences de G ; ils
sont normaux et forment un syste`me de voisinages ouverts de l’unite´, cf [26, 2.8]. 
Si P est un sous-groupe parabolique G-admissible de G, le groupe P˜k := uGkPk est un sous-
groupe parabolique de Gk. Plus pre´cise´ment, supposons P = PΩ comme dans 5.8, et introduisons
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le quotient re´ductif qGk := Gk/
uGk de Gk et son syste`me de racines Φ† := Φ(Sk,
qGk) ⊆ Φ ⊂ V .
On ve´rifie alors que P˜k/uGk est le parabolique de
qGk contenant Sk et associe´ au sous-ensemble
parabolique Ω† := Ω ∩ Φ† de Φ†. L’application
{Paraboliques G-admissibles de G} −→ {Paraboliques de Gk}
ainsi obtenue est croissante pour la relation de contenance, surjective, mais ge´ne´ralement pas
injective. Nous appelons “co-rang re´siduel” de P dans G le co-rang du parabolique associe´ P˜k dans
Gk. Il est toujours infe´rieur ou e´gal au co-rang de P dans G.
On de´finit maintenant GP
νP−→ G la dilatation dans G de P˜k. Le OK-sche´ma GP est un mode`le
lisse connexe de G qui a le meˆme ensemble de paraboliques admissibles que G. Notons que P a un
corang re´siduel nul dans GP et que νP est un isomorphisme si et seulement si P a un corang re´siduel
nul dans G. De plus si Q ⊂ P est admissible, alors (GP)Q ≃ GQ. Soit G
†
P −→ GP la dilatation
du radical unipotent de la fibre spe´ciale de GP . On prendra garde au fait que cette dilatation
ne se factorise pas par G† mais au contraire on a une fle`che canonique G† −→ G†P (penser aux
groupes parahoriques : les relations de contenance des pro-p-radicaux sont oppose´es a` celles des
groupes eux-meˆmes). En fait, G†P −→ G s’identifie a` la dilatation de
uP˜k dans G. On a donc, par
de´finition, GP = G
†P et G†P = G
†U , et par 5.10, le triplet (U
†
,M,U), resp. (U
†
,M †, U), induit
une de´composition d’Iwahori de GP , resp. G
†
P .
Par ailleurs, si Q est un autre parabolique G-admissible, la projection G −→ qGk(k) induit une
bijection des doubles classes :
Q\G/GP ≃ GQ\G/P
∼
−→ Q˜k\Gk/P˜k.
Plus pre´cise´ment, supposons Q et P semi-standards pour un choix de tore de´ploye´ maximal S
dans G. D’apre`s [14, Exp. XI, Cor. 5.3.bis], le OK -foncteur en groupes “normalisateur de S dans
G” est repre´sentable par un sche´ma lisse sur OK . On sait [9, 1.1.13] que le groupe de Weyl
W (Φ†) s’identifie a` W (Sk,Gk) := NG(S)(k)/ZG(S)(k). Par lissite´, on peut donc relever chaque
w ∈W (Sk,Gk) en une OK-section nw de NG(S). On obtient ainsi une de´composition
G =
⊔
w∈[W (Sk,Q˜k)\W (Sk,Gk)/W (Sk,P˜k)]
PΘnwPΩG
†(5.11)
ou` les crochets de´signent un ensemble de repre´sentants des doubles classes dans W (Sk,Gk).
5.12 Preuve de 5.4 : re´duction au co-rang re´siduel 1 : Commenc¸ons par remarquer que l’e´nonce´
de 5.4 est vide lorsque P est de corang re´siduel nul dans G, puisqu’on a alors U = U †. Nous
supposerons donc ce corang re´siduel strictement positif et nous allons nous ramener au cas ou` il
vaut 1. Pour cela, il sera pratique de supposer P semi-standard, i.e. de la forme PΩ pour un choix
de tore maximal de´ploye´ S dans G et un sous-ensemble parabolique Ω de Φ(S,G). Rappelons alors
qu’on peut trouver une suite Ω0 := −Ω,Ω1, · · · ,Ωr := Ω de sous-ensembles paraboliques de Φ, de
composante de Levi commune Ω0 et tels que
i) pour tout i, la re´union Θi := Ωi−1 ∪Ωi est un sous-ensemble parabolique tel que VectR(Ω0)
est de codimension 1 dans VectR(Θ
0
i ).
ii) la suite Ω+ ∩ Ω+i est strictement croissante.
(Pour me´moire : les paraboliques dont la composante de Levi contient Ω0 sont de la forme Ω(v∗)
pour v∗ ∈ VectR(Ω0)⊥. Les classes d’e´quivalence pour la relation Ω(v∗1) = Ω(v
∗
2) sur VectR(Ω
0)⊥
sont les facettes d’une de´composition en coˆnes convexes. Les coˆnes ouverts (chambres) correspon-
dent aux paraboliques de Levi Ω0. On obtient des Ωi comme dans l’e´nonce´ en choisissant une
galerie tendue (i.e. de longueur minimale, cf [8, 1.1]) entre les coˆnes correspondant a` Ω et −Ω.)
Posons alors Gi := GPΘi
. Par construction, P est de co-rang re´siduel 6 1 dans chaque Gi.
Lemme 5.13 Supposons que pour chaque i, l’e´nonce´ de 5.4 est ve´rifie´ lorsqu’on remplace G par
Gi. Alors l’e´nonce´ de 5.4 est ve´rifie´ pour G.
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Preuve : Restant cohe´rents avec le syste`me de notations utilise´ jusqu’ici, nous notons U i, resp.
U†i , l’adhe´rence sche´matique de U dans Gi, resp. dans G
†
i . Insistons sur le fait que le † de G
†
i se
rapporte a` Gi et non a` G, cf plus haut. En particulier U
†
i est ge´ne´ralement distinct de U
† ∩Gi.
Nous allons prouver
U1 = U, U
†
r = U
†
et ∀i = 1, · · · , r, U
†
i = U i+1(5.14)
et syme´triquement
U†1 = U
†, Ur = U et ∀i = 1, · · · , r, U i = U
†
i+1(5.15)
De 5.14 nous retiendrons en particulier eU = eUi
eU pour tout i = 1, · · · , r, de sorte que l’hypothe`se
du lemme nous donne
∀i = 1, · · · , r, eU†i
eU ∈ RGieUieU .
On termine alors la preuve du lemme en e´crivant graˆce a` 5.15
eU†eU = eU†1
eU ∈ RGeU1eU = RGeU†2
eU ⊂ RGeU2eU · · · ⊂ RGeUreU = RGeUeU
ou` les · · · de´signent une re´currence e´vidente. Reste donc a` prouver 5.14 et 5.15. Pour des raisons
de syme´trie,on se contentera de prouver 5.15. Vue la de´finition de Gr, l’e´galite´ Ur = U e´quivaut a`
la relation Ω+ ⊆ Θr, laquelle est vraie puisque Θr ⊃ Ω. Vue la de´finition de G
†
1 , l’e´galite´ U
†
1 = U
†
e´quivaut a` la relation Ω+ ⊆ −Θ1, laquelle est assure´e par Θ1 ⊃ Ω0 = −Ω. Enfin pour i = 1, · · · , r,
vues les de´finitions de Gi et G
†
i+1, l’e´galite´ U i = U
†
i+1 e´quivaut a` l’identite´ Ω
+ ∩Θi = Ω+ ∩Θ
+
i+1.
Or,
Ω+ ∩Θ+i+1 = Ω
+ ∩ (Ω+i ∩ Ω
+
i+1) = Ω
+ ∩ Ω+i
par la proprie´te´ ii) de la suite (Ωi)i, tandis que
Ω+ ∩Θi = Ω
+ ∩ (Ωi ∪ Ωi−1) = Ω
+ ∩ (Ω+i ∪ Ω
+
i−1) = Ω
+ ∩ Ω+i ,
par cette meˆme proprie´te´ ii) (la deuxie`me e´galite´ vient de Ω+ ∩ Ω0 = ∅).

5.16 Preuve de 5.4 : re´currence : Fixons un mode`le lisse connexe G de G. Nous allons de´montrer
le pre´dicat a` trois variables suivant : Pour tout couple P ⊂ Q de paraboliques admissibles et tout
idempotent essentiellement de niveau ze´ro ε de RM , l’e´nonce´ de 5.4 est vrai pour P, ε et pour
GQ a` la place de G, par re´currence sur P , c’est a` dire en le supposant vrai pour tout P
′  P . Il
suffira alors de prendre Q = G pour obtenir 5.4.
D’apre`s 5.8, on peut supposer P et P semi-standards relativement a` un sous-tore de´ploye´
maximal S de G. D’apre`s le lemme pre´ce´dent, on peut aussi supposer P de corang re´siduel 1 dans
GQ. Par ailleurs, GQ ayant les meˆme proprie´te´s formelles que G, nous pouvons supposer GQ = G
pour prouver le pas de re´currence, et Q n’apparaitra plus dans ce qui suit.
Enfin, en l’absence d’ambigu¨ıte´, nous alle`gerons les notations en cessant de souligner les groupes
de points entiers ; G devient donc G, U † devient U †, etc...
Comme dans [16], le principe de la preuve repose sur l’e´galite´ suivante dans RG :
[U : U †]eU†eUeUeU = eU†eUeU†eU +
∑
u∈U/U†\{1}
eU†eUueU†eU .
D’apre`s 2.2 applique´ a` GP = U
†M †U , il existe un e´le´ment central inversible zP dans RM tel
que eU†eUeU†eU = zPeU†eU . Ainsi pour prouver l’e´nonce´ de 5.4, il suffira de prouver que pour
tout u ∈ U \ U †, on a
X(u) := εeU†eUueU†eUε ∈ RGeUeUε.(5.17)
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D’apre`s 5.11 applique´e a` u, il existe un e´le´ment nw ∈ NG(S)(OK) d’image w ∈ W (Sk, qGk) \
W (Sk, qMk), des e´le´ments ui ∈ U et mi ∈ M pour i = 1, 2 et un e´le´ment g
† ∈ G† tels que
u = m1u1nwu2m2g
†. Puisque M normalise U et U †, il s’ensuit que
X(u) ∈ RM.εeU†eUnw.RG
†.eUεRM.
Utilisons maintenant l’hypothe`se faite sur ε d’eˆtre “essentiellement de niveau 0” ; elle nous permet
d’e´crire que ε ∈ RM †eM∩wU†RM
†, ou` on a pose´ w? := w?w−1. On en de´duit
X(u) ∈ RM.εeU†eM∩wU†eUnw.RG
†.eUεRM.
On de´compose maintenant le premier eU en un produit eU∩wUeU∩wMeU∩wU graˆce au point iv) de
5.9. En remarquant que eU∩wUnw.RG
†.eU ⊆ nw.RG
†.eU , on obtient
X(u) ∈ RM.εeU†eM∩wU†eU∩wUeU∩wMnw.RG
†.eUεRM.
Observons que le produit eU∩wU†eM∩wU†eU∩wU est l’idempotent associe´ au pro-p-groupe
wU †(wU∩
U) et s’e´crit encore ewU†eU∩wU = eU∩wUewU† . Ainsi, en de´composant eU† = eU†∩wUeU†∩wMeU†∩wU ,
puis en commutant a` nw, on obtient en posant ?
w := w−1?w = w
−1
?
X(u) ∈ (RM.εeU†∩wU nw) eM∩U†w(eU∩Uw eU†)eM∩Uw .RG
†.eUεRM
⊂ RG.eM∩U†weU∩UweM∩UweU† .RG
†.eUεRM
= RG.eM∩U†weU∩UweM∩UweU†eUεRM
= RG.eM∩U†weU∩UweU†eUeM∩Uw .εRM
= RG.eU∩Uw (eU†eM∩U†w)(eUeM∩Uw).εRM (∗)
Dans la deuxie`me ligne, on fait commuter eM∩Uw et eU† carM normalise U
†. A` la troisie`me ligne,
on utilise la de´composition a` la Iwahori G† = U †M †U
†
pour e´crire eU† .RG
†.eU = eU†eU .RM
†. La
quatrie`me ligne vient encore du fait que M normalise U † et U , et la dernie`re vient du fait que M †
normalise le groupe U †(U ∩ U
w
) puisqu’il normalise U , U † et agit trivialement sur le quotient.
Deux cas se pre´sentent maintenant : supposons tout d’abord que M∩Pw soit un parabolique
propre de M et posons P ′ := (M∩ Pw)U . C’est un sous-groupe parabolique de G qui contient
strictement P . Son radical unipotent est (M∩ Uw)U , sa composante de Levi semi-standard est
L := M∩Mw, et son oppose´ semi-standard est P
′
:= (M∩P
w
)U . Par ailleurs, si M = ZG(T )
pour un sous-tore de S, on a L = ZG(T .T w) et P ′ est donc G-admissible. La de´composition
d’IwahoriM † = (M †∩Uw)L†(M †∩U
w
) nous fournit une unique distribution εL dans RL
† telle que
eM†∩UwεeM†∩Uw = eM†∩UwεLeM†∩Uw . Par unicite´ et par la proposition 2.2, εL est un idempotent
central de RL†. Pour ve´rifier que εL est essentiellement de niveau 0, fixons un parabolique G-
admissible minimalR de G et contenant P ′. Par la de´finition 5.2, on a ε ∈ RM †eM†∩V eM†∩VRM
†.
On en de´duit
eM†∩UwεeM†∩Uw ∈ eM†∩UwRM
†eM†∩V eM†∩VRM
†eM†∩Uw
= eM†∩UwRL
†eM†∩UweL†∩V eL†∩V eM†∩UwRL
†eM†∩Uw
= eM†∩UwRL
†eL†∩V eL†∩VRL
†eM†∩Uw
On a utilise´ la de´compositionM † = (M †∩Uw)L†(M †∩U
w
) pour changerM en L dans la seconde
ligne, et on a applique´ 2.2 a` cette meˆme de´composition pour passer a` la troisie`me ligne. Par unicite´,
il s’ensuit que εL est essentiellement de niveau 0 dans RL. On peut donc appliquer l’hypothe`se de
re´currence a` P ′ et εL. On obtient, a` partir de la ligne (∗)
X(u) ∈ RG.(eUeM∩Uw )(eUeM∩Uw).εRM
⊂ RGeUeUε
toujours en utilisant le fait que M normalise U et U .
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Supposons au contraire que M∩ Pw = M, ou de manie`re e´quivalente, que M = w−1Mw.
C’est ici qu’intervient l’hypothe`se de corang re´siduel 1. En effet, w−1 normalise aussi qMk qui
sous cette hypothe`se est un Levi maximal (et propre) de qGk. Il s’ensuit que le groupe de Weyl
W (Sk,Mk) est normal et d’indice 2 dans le groupe de Weyl W (Sk,Gk), et puisque w n’est pas
dans W (Sk,Mk), son action par conjugaison e´change le radical unipotent de P˜k et celui de P˜k.
Par conse´quent, la conjugaison par nw induit un isomorphisme GP
∼
−→ GP , induisant a` son tour
un isomorphisme G†P
∼
−→ G†
P
qui sur les point entiers signifie simplement que w−1G†Uw = G†U .
On en tire imme´diatement que U = U †(U ∩ U
w
), et la ligne (∗) ci-dessus nous donne
X(u) ∈ RG.eUeUε.
On a donc termine´ la preuve de 5.17 et par la` celle du the´ore`me 5.4.
5.18 Preuve du corollaire 5.6 : Comme dans la preuve pre´ce´dente, nous alle´geons les notations
en ne soulignant pas les groupes de points entiers. D’apre`s la proposition 2.2 applique´e a` la
de´composition d’Iwahori G†
P
= U †M †U , on a eU†eU ∈ RGeUeU†eU . Ainsi, graˆce a` l’hypothe`se i),
eU†eUε
′ ∈ RGeUeU†eUε
′ = RGeU ε˜
′eU† ε˜
′eU .
D’apre`s notre hypothe`se sur l’entrelacement de ε˜′ et notre hypothe`se U † ∩ U ′ ⊆ U ′†, on a donc
eU†eUε
′ ∈ RGε˜′eU ′† ε˜
′eU = RGε˜
′eU ′†eU ′ε
′eU .
D’apre`s le the´ore`me 5.4 applique´ a` G′ et ε′, on obtient
eU†eUε
′ ∈ RGε˜′RG′ eU ′eU ′ε
′eU = RGε˜
′RG′ eU ′ ε˜
′eU = RGε˜
′eU ′ ε˜
′eU .
Or, par notre hypothe`se sur l’entrelacement, on a ε˜′eU ′u ε˜
′ = 0 pour tout u ∈ U \ U ′, et donc
ε˜′eU ′ ε˜
′ = [U : U ′]−1ε˜′eU ε˜
′. On en de´duit que
eU†eUε
′ ∈ RGeU ε˜
′eU = RGeUeUε
′.
5.19 Preuve de 5.3 : Comme dans les preuves pre´ce´dentes, nous alle´geons les notations en
ne soulignant pas les groupes de points entiers. Pour un caracte`re χ : U †/U∗ −→ R×, on note
[χ] l’idempotent de RU † associe´. L’hypothe`se ii) implique que R est suffisamment gros pour que∑
χ[χ] = eU∗ , la somme e´tant sur tous les caracte`res χ. On a donc l’e´galite´ dans RG
†
[θ] =
∑
χ
[χ][θ].
Fixons maintenant un tel χ ainsi qu’un e´le´ment u ∈ U
†
et calculons l’expression [χ]u[χ][θ]. On a
|U †/U∗|.[χ]u[χ][θ] =
∑
v∈U†/U∗
χ−1(v)eU∗vu[χ][θ]
=
∑
v
χ−1(v)eU∗vuv
−1χ(v)[χ][θ]
= eU∗u
∑
v
[u−1, v][χ][θ] = eU∗u
∑
v
θ([u−1, v])[χ][θ]
D’apre`s le ii) de notre hypothe`se, la somme
∑
v θ([u
−1, v]) est non-nulle seulement si u ∈ U
∗
. On
en de´duit que
|U
†
/U
∗
|[χ]e
U
† [χ][θ] =
∑
u∈U
†
/U
∗
[χ]eU∗u[χ][θ]
= [χ]eU∗ [χ][θ] = [χ][θ]
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et donc que
[θ] =
∑
χ
[χ][θ] = |U
†
/U
∗
|
∑
χ
[χ]e
U
† [χ][θ]
∈ RG†e
U
†RG†
De meˆme on prouve que [θ] ∈ RG†eU†RG
† et par produit et de´composition d’Iwahori, on en de´duit
que [θ] ve´rifie le point ii) de la de´finition 5.2.
5.20 Preuve de 5.5 : La premie`re e´tape consiste a` de´visser au cas ou` ϕ est une dilatation.
Notons pour cela que, en tant que quotient de G′k, le groupe image im (ϕk) est re´duit, donc lisse.
Soit G1
ν1
−→ G la dilatation de im (ϕk). On sait que G
1 est lisse et, par la proprie´te´ universelle
des dilatations sur les OK-sche´mas plats, que ϕ se factorise en ν1 ◦ ϕ1 ou` ϕ1 : G
′ −→ G1 induit
un isomorphisme des fibres ge´ne´riques. Ite´rons le proce´de´ : on obtient une suite de dilatations
Gn
νn
−→ Gn−1 et une suite de factorisations ϕn−1 = νn ◦ ϕn. Notons que si νn n’est pas un
isomorphisme, alors l’indice de Gn dans Gn−1 est un entier > 1. Comme l’indice de G′ dans G
est fini, il existe un entier n a` partir duquel la suite devient stationnaire. On a alors G′ = Gn, et
par unicite´ des mode`les lisses [9, 1.7], ϕn est un isomorphisme. On a donc pre´sente´ ϕ comme une
composition de dilatations de G a` centres lisses. En particulier ker (ϕk) a une suite de composition
dont les sous-quotients sont les ker (νn).
On est donc ramene´ au cas ou` ϕk est une dilatation (la dilatation de centre im (ϕk)). Dans ce
cas le noyau est meˆme vectoriel ; en effet, revenant a` la de´finition originale d’une dilatation comme
ouvert de l’e´clatement du centre, on peut identifier G′k comme l’extension vectorielle de im (ϕk)
associe´e au fibre´ conormal de im (ϕk) dans Gk.
6 Paraboliques minimaux, niveau ze´ro
Nous reprenons maintenant les notations du paragraphe 2.10. En particulier si x ∈ B(G,K), on
note Gx le mode`le lisse de G associe´ a` x par Bruhat-Tits, et G◦x sa composante neutre. Commenc¸ons
par la remarque suivante :
Remarque 6.1 Soit x ∈ B(G,K) et M un Levi de G. Les proprie´te´s suivantes sont e´quivalentes :
i) x ∈ B(M,K)
ii) L’adhe´rence sche´matique dans Gx du tore de´ploye´ maximal du centre de M est un tore.
iii) M est G◦x-admissible au sens de 5.1.
Preuve : Supposons x ∈ B(M,K), et soit S un tore de´ploye´ maximal de M dont l’appartement
associe´ contient x. Par construction, le groupe de Bruhat-Tits Gx contient le prolongement canon-
ique de S a` OK . Comme S contient la partie de´ploye´e du centre de M, on en de´duit i) ⇒ ii).
L’implication ii)⇒ iii) est tautologique, vue la de´finition d’admissibilite´. Prouvons donc iii)⇒ i).
Supposons que M est G◦x-admissible et choisissons un tore de´ploye´ T de M se prolongeant en un
sous-tore Tx de Gx et dont le centralisateur dans G est M. Choisissons alors un tore de´ploye´ max-
imal Sx de Gx contenant Tx. (Pour ce faire, on choisit d’abord Sx,k dans Gx,k contenant Tx,k, on
rele`ve Sx,k en un tore S′x par [14, Exp IX. Thm 3.6], puis Tx,k en T
′
x ⊂ S
′
x, puis on utilise l’unicite´
a` conjugaison pre`s des rele`vements de Tx,k pour conjuguer S′x en un tore contenant Tx). Alors la
fibre ge´ne´rique S de Sx est un tore de´ploye´ maximal de G contenu dans le centralisateur de T , c’est
a` dire M. Par de´finition x appartient a` l’appartement associe´ a` S et par conse´quent a` B(M,K).

Proposition 6.2 Soit P = MU un sous-groupe parabolique de G et x un point de l’immeuble
B(M,K).
i) (niveau ze´ro) eU+x eUxeM+x ∈ (RGx)eUxeUxeM+x .
ii) Si P est minimal, alors eU+x eUx ∈ (RGx)eUxeUx .
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Preuve : Remarquons pour commencer que les groupes Ux et Ux obtenus par adhe´rence sche´ma-
tique de U dans Gx sont connexes donc contenus dans G◦x. Pour le voir, on peut se ramener aux
adhe´rences de groupes radiciels Uα,x, lesquelles sont explicite´es par Bruhat-Tits (construction en
[9, 4.3 et 5.2.2] et proprie´te´ d’immersion ferme´e de [9, 3.8.1 (S2)]) qui montrent que leurs sche´mas
sous-jacents sont des vectoriels sur OK . Comme G+x = (G
◦
x)
†(OK), on voit que tous les idempotents
de l’e´nonce´ sont en re´alite´ dans G◦x.
Dans le point i), l’idempotent eM+x est clairement “essentiellement de niveau ze´ro” au sens
de 5.2, donc on peut appliquer le the´ore`me 5.4. Dans le point ii), on remarque que l’idempotent
1M+x (e´le´ment unite´) satisfait aussi les hypothe`ses de 5.2 puisque M n’a pas de parabolique M
◦
x-
admissible propre. 
En combinant ce corollaire avec 3.5, on obtient bien la proprie´te´ de commutation 1.4 annonce´e
dans l’introduction pour les paraboliques minimaux, et par 3.7, la proprie´te´ de seconde adjonction
dans ce cas.
En ce qui concerne le niveau ze´ro, voici le re´sultat obtenu :
Proposition 6.3 Soit ModR(G)0 la sous-cate´gorie pleine des objets engendre´s par la re´union de
leurs G+x -invariants, pour x ∈ B(G,K) (objets de “niveau ze´ro”), et ModR(G)>0 celle des objets
dont tous les G+x -invariants sont nuls, pour x ∈ B(G,K) (objets de “niveau positif”).
i) On a une de´composition ModR(G) = ModR(G)0⊕ModR(G)>0.
ii) Les foncteurs paraboliques envoient objets de niveau ze´ro, resp. positif, sur objets de niveau
ze´ro, resp. positif.
iii) Pour tout sous-groupe parabolique P de G, la restriction du foncteur rMG,P a` la cate´gorie
ModR(G)0 est adjointe a` droite de la restriction du foncteur δP i
G
M,P
a` la cate´gorieModR(M)0.
iv) La cate´gorie ModR(G)0 est noethe´rienne.
Preuve : La de´composition du point i) est explique´e dans l’appendice. Pour le point ii), soit
P =MU un sous-groupe parabolique. D’apre`s le corollaire pre´ce´dent et 3.5, on a iGM,P(ind
M
M+x
(R)) ≃
indGx
G+x
(R) pour tout x ∈ B(M,K). Par exactitude de iGM,P , on en de´duit que celui-ci envoie
ModR(M)0 dans ModR(G)0. Par fide´lite´, et puisque toute G-orbite dans B(G,K) rencontre
B(M,K), on en de´duit qu’il envoie aussiModR(M)>0 dansModR(G)>0. Par re´ciprocite´ de Frobe-
nius, on en de´duit les proprie´te´s analogues pour rMG,P .
Pour le point iii), on recopie la preuve de 3.7 en utilisant le fait que les eM+x pour x ∈ B(M,K)
forment une famille ge´ne´ratrice de ModR(M)0 d’idempotents P -bons. Enfin, les arguments de la
partie 4 montrent que iii) implique iv). 
7 GL(N)
Pour coller aux notations de Bushnell, Kutzko et Stevens, nous noterons F le corps local que
nous notions K jusqu’ici.
7.1 Dictionnaire Bruhat-Tits/Bushnell-Kutzko : Ce dictionnaire est tre`s bien explique´ dans [6]
auquel on renvoie le lecteur pour les de´tails. Soit V un F -espace vectoriel. Une fonction re´seau
sur V relativement a` F est une fonction Λ : R −→ {OF − re´seaux de V } qui est de´croissante,
continue a` gauche, et telle que Λ(r + vF ) = PFΛ(r) pour tout r ∈ R, ou` vF ∈ R+ de´signe la
valuation d’une uniformisante de F . L’ensemble FRF (V ) de ces fonctions est muni d’une action
de G et d’une action de R par translations que nous noterons Λ 7→ Λ[t] : r 7→ Λ(r − t). Soit G le
F -sche´ma en groupes des automorphismes F -line´aires de V , dont le groupe des points rationnels
est G = AutF (V ). D’apre`s [6, Prop. 2.4], il y a une application naturelle B(G, F ) −→ FRF (V ).
Celle-ci est bijective, G-e´quivariante, et R-e´quivariante si on identifie X∗(Z(G)) ⊗ R
∼
−→ R en
envoyant un endomorphisme scalaire de V sur l’oppose´ de la valuation de ce scalaire.
Notons A := EndF (V ). La fonction re´seau Λ ∈ FRF (V ) de´termine une fonction re´seau a(Λ) ∈
FRF (A) de´finie par ar(Λ) = {x ∈ A, ∀u ∈ R, xΛ(u) ⊆ Λ(r + u)} pour r ∈ R. On note aussi
29
ar+(Λ) :=
⋃
s>r as(Λ). Alors a0(Λ) est un ordre he´re´ditaire, a0+(Λ) est son radical de Jacobson
et tous les ar(Λ) en sont des ide´aux fractionnaires. Posons aussi u0(Λ) := a0(Λ)
×, c’est un sous-
groupe compact ouvert de GL(V ) dont la famille ur(Λ) := 1 + ar(Λ) pour r > 0 est une filtration
par des pro-p-sous-groupes ouverts normaux. Si x ∈ B(G, F ) est le point correspondant a` Λ, on a
u0(Λ) = Gx et u0+(Λ) = G
+
x , et d’apre`s [6, Appendice A], la filtration Gx,r := ur(Λ), r > 0 est
celle de Moy et Prasad.
SiM⊂ G est le sous-groupe de Levi correspondant a` une de´composition V =
⊕
i∈I Vi, le “sous-
immeuble” B(M, F ) de B(G, F ) s’identifie au sous-ensemble des fonctions re´seaux de´compose´es
par M au sens ou` ∀r ∈ R,Λ(r) =
⊕
i∈I Λ(r) ∩ Vi. Soit x le point de B(M, F ) associe´ a` une telle
fonction re´seau, alors l’ensemble x + aM est l’ensemble des fonctions re´seau de la forme
⊕
Λi[ti]
ou` les ti sont des re´els.
Nous dirons que Λ est rationnelle si ses sauts sont dans QvF ⊂ R. Il existe alors un plus petit
entier positif e = e(Λ) tel que la fonction Λ˜ : r 7→ Λ(er/vF ) soit une suite de re´seaux au sens
de Bushnell-Kutzko [12, 2.1] La pe´riode de Λ˜ est justement e(Λ). Re´ciproquement, une suite de
re´seaux de´termine une unique fonction re´seau ; il suffit de rendre la pe´riode e´gale a` vF .
7.2 Strates et caracte`res semi-simples : Soit V un F -vectoriel et A = EndF (V ). Une strate dans
V est un quadruplet [Λ, n, r, γ] ou` Λ est une fonction re´seau, γ ∈ a−n(Λ) et r < n. On de´finit
l’e´quivalence de telles strates comme dans le cas des suites de re´seaux conside´re´ par Bushnell
et Kutzko. D’ailleurs, lorsque Λ est rationnelle et n ∈ vFe(Λ)N, seul cas que l’on conside`rera ici,
le quadruplet [Λ˜, e(Λ)vF n,
e(Λ)
vF
r, γ] est une honneˆte strate au sens de [11, 3.1]. On dira alors que
[Λ, n, r, γ] est fondamentale, simple, semi-simple si [Λ˜, e(Λ)vF n,
e(Λ)
vF
r, γ] l’est.
A` toute strate [Λ, n, 0, β] simple, resp. semi-simple, Bushnell et Kutzko [12, 5], resp Stevens [20,
3], associent deux sous-ordres j(Λ, β) ⊇ h(Λ, β) de a0(Λ), et un ensemble de caracte`res dits simples,
resp. semi-simples, du sous-groupe H+(Λ, β) := h(Λ, β) ∩ u0+(Λ) de J(Λ, β) := j(Λ, β) ∩ u0(Λ).
Comme le groupe H+(Λ, β) est pro-p, les caracte`res (semi-)simples sont a` valeurs dans l’anneau
Zp−cycl des entiers de l’extension p
∞-cyclotomique de Q. Rappelons aussi que leur de´finition
de´pend du choix d’un caracte`re ψ : F/PF −→ Z
×
p−cycl.
Proposition 7.3 Soit [Λ, n, 0, β] une strate semi-simple et P =MU un sous-groupe parabolique
de G = GL(V ) tel que M contienne le tore F [β]× et B(M, F ) contienne le point x de B(G, F )
associe´ a` Λ. Soit θ ∈ C(Λ, 0, β), θM sa restriction a` H+(Λ, β) ∩M et εθM l’idempotent de RMx
associe´, ou` R = Zp−cycl[
1
p ]. On a
eU+x eUxεθM ∈ RGxeUxeUxεθM .
Partons maintenant d’un sous-groupe parabolique P =MU dans G et notons V =
⊕
i∈I Vi la
de´composition de V associe´e au sous-groupe de Levi M. Donnons-nous pour chaque i une strate
semi-simple [Λi, ni, 0, βi] dans EndF(Vi) et un caracte`re semi-simple θi ∈ C(Λi, 0, βi). La collection
des Λi correspond a` un point de B(M, F ) et la collection des caracte`res simples nous fournit un
idempotent ε ∈ RMx que nous qualifierons de semi-simple.
Proposition 7.4 Soit Λ :=
⊕
i∈I Λi. Il existe une strate semisimple [Λ, n, 0, β] avec F [β]
× ⊂ M
et un caracte`re semi-simple θ ∈ C(Λ, 0, β) tel que εθM = ε.
En appliquant ce re´sultat aux collections translate´es Λi[ti], avec ti ∈ Q, on en de´duit que
l’idempotent ε est P -bon au sens de 3.6.
Proposition 7.5 (Stevens, Bushnell-Kutzko) La famille des idempotents semi-simples engendre
la cate´gorie ModR(M), ou` R = Zp−cycl[
1
p ].
Avant de prouver ces trois propositions, expliquons comment descendre ces re´sultats a` Z[ 1p ].
Remarquons que le groupe Γp := Gal(Qp−cycl|Q) agit sur les caracte`res ψ : F/PF −→ Z
×
p−cycl.
Soit [Λ, n, 0, β] une strate semi-simple, on peut donc avec des notations e´videntes conside´rer les
ensembles
C(Λ, 0, β) :=
⋃
γ∈Γp
Cψγ (Λ, 0, β).
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Alors la somme
εΛ,β :=
∑
θ∈C(Λ,0,β)
εθ
est un idempotent de Z[ 1p ]Gx (ou` x correspond a` Λ). La proposition 7.5 implique que la famille
des idempotents de la forme ×i∈IεΛi,βi ∈ Z[
1
p ]Mx engendre ModZ[ 1p ](M), et les propositions 7.3
et 7.4 assurent que ces idempotents sont P -bons au sens de 3.6.
7.6 Preuve de la proposition 7.3 : Nous voulons appliquer les e´nonce´s “ge´ne´raux” 5.3 et 5.6.
Notons pour cela A(β) := EndF [β] (V ) ⊂ A = EndF (V ), et ar(Λ, β) := A(β) ∩ ar(Λ) pour
r ∈ R. On sait alors que a0(Λ, β) est un OF -ordre he´re´ditaire dans la F -alge`bre semi-simple A(β)
et que a0+(Λ, β) est son radical de Jacobson. De meˆme notons jr(Λ, β) := j(Λ, β) ∩ ar(Λ). On
sait que j0+(Λ, β) est le radical de Jacobson de j(Λ, β) et on a par de´finition l’e´galite´ j(Λ, β) =
j0+(Λ, β) + a0(Λ, β).
Lorsqu’on a une OF -alge`bre finie et plate B, le foncteur sur les OF -alge`bres qui a` R associe
(B ⊗R)× est repre´sentable par un sche´ma en groupes affine lisse sur OF (un ouvert d’un espace
affine sur OF ). Nous noterons Gx, resp. Gβ,x, le sche´ma en groupes associe´ a` a0(Λ), resp. a0(Λ, β)
et J celui associe´ a` j(Λ, β). Les relations de contenance de ces ordres induisent d’une part un
morphisme ϕ : J −→ Gx qui sur la fibre ge´ne´rique induit l’identite´ de GL(V ) et d’autre part une
immersion ferme´e ψ : Gβ,x −→ J . Puisque a0+(Λ) ∩ j(Λ, β) est le radical de Jacobson de j(Λ, β),
on a ϕ−1k (
uGx,k) = uJk ou, de manie`re e´quivalente, J †(OF ) = J+(Λ, β) := G+x ∩J(Λ, β). Puisque
j(Λ, β) = j0+(Λ, β)+a0(Λ, β), la fibre spe´ciale de ψ induit un isomorphisme des quotients re´ductifs
qJkF
∼
−→ qGβ,x,kF . Notons que, par la de´finition d’une strate semi-simple, la fonction-re´seau Λ
de´finit un point xβ de l’immeuble B(Gβ , x) associe´ au groupe re´ductif Gβ des inversibles de la
F -alge`bre A(β) (le centralisateur de β). Le groupe Gβ,x s’identifie au groupe parahorique de Gβ
associe´ a` xβ . En particulier, comme Gβ est un groupe line´aire, Gβ,x est connexe (ainsi que Gx), et
par conse´quent J l’est aussi.
Maintenant l’hypothe`se M ⊃ F [β]× implique que le centre Z(M) de M est inclus dans Gβ ,
et par conse´quent l’intersection Mβ :=M∩Gβ = ZGβ (Z(M)) est un sous-groupe de Levi de Gβ .
L’hypothe`se x ∈ B(M, F ) implique que xβ ∈ B(Mβ , F ) et par la remarque 6.1, que l’adhe´rence
sche´matique de Z(M) dans Gβ,x est un tore. Il en est donc de meˆme de l’adhe´rence sche´matique
de Z(M) dans J , autrement dit M est J -admissible au sens de 5.1.
Re´ciproquement, partons d’un sous-groupe de Levi L dans G qui est J -admissible et choisissons
un tore T de´ploye´ dont le centralisateur est L et qui se prolonge en un tore Tx de J . Alors d’une
part Tx s’envoie sur un sous-tore de Gx (car le noyau de Jk −→ Gx,k est unipotent) donc L est Gx-
admissible et, par 6.1, on a x ∈ B(L, F ). D’autre part, comme l’immersion ferme´e Gβ,x,kF −→ JkF
induit un isomorphisme des quotients re´ductifs, le tore Tx,kF est contenu dans Gβ,x,kF . Par [14,
Exp IX, Thm 3.6bis], il s’ensuit que Tx est conjugue´ par un e´le´ment de J(Λ, β) a` un tore de Gβ,x,
et par conse´quent que L contient un conjugue´ sous J(Λ, β) du tore F [β]×. On de´duit aussi du
paragraphe pre´ce´dent que le centre de L tout entier se prolonge en un sous-tore ferme´ de J .
Rappelons maintenant les re´sultats suivants de la the´orie des types :
Fait 7.7 (Stevens) Avec les hypothe`ses et notations de la proposition 7.3,
i) J(Λ, β) normalise H+(Λ, β) et θ.
ii) H+(Λ, β) a la de´composition d’Iwahori par rapport a` P, P et les restrictions de tout caracte`re
semi-simple dans C(Λ, 0, β) a` H+ ∩ U , H+ ∩ U sont triviales.
iii) [J+(Λ, β), J+(Λ, β)] ⊆ H+(Λ, β) ⊆ J+(Λ, β) et l’application (u, u) 7→ θ([u, u]) induit un
accouplement non-de´ge´ne´re´
(J+ ∩ U)/(H+ ∩ U)× (J+ ∩ U)/(H+ ∩ U) −→ R×.
iv) E´crivons V =
⊕
Vi la de´composition associe´e a` M et β = ⊕iβi la de´composition de β
correspondante. Alors H+(Λ, β)∩M =
∏
iH
+(Λi, βi) et la restriction de tout caracte`re semi-
simple dans C(Λ, 0, β) a` H+ ∩M est un produit de caracte`res semi-simples dans C(Λi, 0, βi).
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v) L’ensemble d’entrelacement IntGx(θ) de θ dans Gx est J(Λ, β).
Preuve : (re´fe´rences et commentaires) le premier point est prouve´ en [20, Coro 3.12 (iii)] et
[20, Lemma 3.15.(iii)], et le dernier point de´coule de [20, Thm 3.22] (qui calcule l’entrelacement
dans tout G). Le point iv) est une conse´quence a` peu pre`s directe de la de´finition [20, 3.13] d’un
caracte`re semi-simple et de la proposition 3.4 de [20]. La de´composition d’Iwahori du groupe H+
et des caracte`res semisimples dans le point ii) de´coule de leur de´finition inductive, suivant le meˆme
argument que [11, 7.1.19] (qui est le cas simple), [12, Prop 5.2.ii)] ou [20, Lemma 3.15 i)]. Enfin le
point iii) se de´duit de [20, Prop. 3.24] et du point ii) suivant la meˆme observation que [11, 7.2.3
(i)].

Fixons un parabolique J -admissible minimal Q = LV de G ; par la discussion pre´ce´dente on
a x ∈ B(L, F ) et on peut supposer, quitte a` conjuguer, que F [β]× ⊂ L. On peut donc appliquer
les points i), ii) et iii) ci-dessus a` Q a` la place de P , et obtenir graˆce a` 5.3 que tout idempotent
de RJ(Λ, β) associe´ a` un caracte`re semi-simple est “essentiellement de niveau ze´ro”, au sens de
5.2. D’apre`s le point iv) ci-dessus, l’idempotent εθM de R(J(Λ, β) ∩M) est donc essentiellement
de niveau 0 pour le mode`le lisse deM obtenu comme adhe´rence sche´matique deM dans J . Mais
d’apre`s le point ii) a` nouveau et le point v), les hypothe`ses du corollaire 5.6 sont satisfaites pour
le morphisme ϕ : J −→ Gx et pour ε˜
′ = εθ. Il ne reste donc plus qu’a` appliquer ce corollaire.
7.8 Preuve de la proposition 7.4 : Ce re´sultat ne figure explicitement ni dans [20], ni dans [12],
mais de´coule pourtant des techniques de´veloppe´es dans ces deux articles. La discussion qui suit
entend en convaincre le lecteur de´ja familier de ces techniques.
Introduisons la famille de sous-groupes Hr(Λ, β) := h(Λ, β)∩ur(Λ) pour r ∈ R+. Cette famille
est de´croissante et ses sauts sont dans le mono¨ıde discret 1e(Λ)N. Pour r ∈ R, nous conviendrons
de noter r+, resp. r− le plus petit saut strictement plus grand que r, resp. le plus grand saut
strictement plus petit que r. Lorsque r est infe´rieur a` l’entier k0(β,Λ) = k0(β) de´fini en [20, (3.6)],
Stevens de´finit [20, 3.13] un ensemble de caracte`res complexes C(Λ, r, β) du groupeHr+(Λ, β), pour
r ∈ R+. D’apre`s [20], Rk 3.14.ii) et Lemma 3.15.i), les applications de restriction C(Λ, r, β) −→
C(Λ, r′, β) pour 0 6 r 6 r′ < k0(β) sont surjectives. On peut donc prolonger la notation a` tout
r ∈ R+ en de´finissant C(Λ, r, β) comme l’ensemble des restrictions a` H
r+(Λ, β) des caracte`res
dans C(Λ, 0, β). En particulier, pour r > n2 , on a H
r+(Λ, β) = ur+(Λ) et C(Λ, r, β) = {ψβ |Hr+}, ou`
ψβ : un
2
+(Λ) −→ Zp−cycl[
1
p ]
× est le caracte`re x 7→ ψ(Tr(β(x − 1)) associe´ a` β et ψ. De plus, par
[20, 3.14.(ii)], on a C(Λ, r, β) = C(Λ, r, γ) pour toute strate [Λ, n, r, γ] semi-simple, e´quivalente a`
[Λ, n, r, β] et telle que F [γ]× ⊂M(β) ou` M(β) est le Levi de G de´coupe´ par l’alge`bre semi-simple
F [β] ⊂ A.
Revenons a` l’e´nonce´ de 7.4. Posons n := max(nβi)i∈I et notons M le sous-groupe de Levi
associe´ a` la de´composition Λ =
⊕
i∈I Λi. La strate semi-simple
∏
i[Λi, nβi, 0, βi] pour M de´coupe
un Levi M(β) ⊂ M dont nous noterons V =
⊕
j∈Jβ
Vj la de´composition associe´e. On a donc
une application surjective Jβ −→ I qui a` j associe l’unique i(j) tel que Vj ⊂ Λi(j) ⊗ F , et des
de´compositions Λi =
⊕
j 7→i Λi ∩ Vj .
Nous allons prouver par re´currence descendante sur n > t > 0 (nombre fini de sauts !) l’assertion
suivante :
Il existe une strate semi-simple [Λ, n, t, γt] avec F [γt]× ⊂ M(β) ⊂ M(γt), et un caracte`re
semi-simple θt ∈ C(Λ, 0, γt) tels que
– Ht+(Λ, γt) ∩M =
∏
iH
t+(Λi, βi),
– θt|Ht+(Λ,γt)∩M =
∏
i θi|Ht+(Λi,βi)
Le premier saut est t = n, pour lequel il suffit de prendre la strate nulle [Λ, n, n, γn = 0] et le
caracte`re trivial de H+(Λ, γn) = u0+(Λ).
Supposons donc l’e´nonce´ connu pour t et de´duisons-le pour t−. E´crivons γt =
⊕
i∈I γ
t
i la
de´composition de γt comme e´le´ment deM . Comme en 7.7 iv), pour tout r ∈ R+ on a Hr+(Λ, γt)∩
M =
∏
iH
r+(Λi, γ
t
i ) et si θ ∈ C(Λ, r, γ
t), alors θ|Hr+(Λ,γt)∩M est un produit sur i de caracte`res
semi-simples dans C(Λi, r, γti ). On de´duit alors du lemme 7.9 ci-dessous et de l’hypothe`se de
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re´currence que Ht(Λ, γt)∩M =
∏
iH
t(Λi, βi). Il existe donc un e´le´ment b =
⊕
i bi ∈
⊕
i a−t(Λi) ⊂
a−t(Λ) tel que
θt|Ht(Λ,γt)∩M .ψb|Ht(Λ,γt)∩M =
∏
i∈I
θi|Ht(Λi,βi),
ou` ψb est le caracte`re de ut(Λ)/ut+(Λ) associe´ a` ψ et b. En fait, par de´composition d’Iwahori 7.7
ii)4 des caracte`res semi-simples, on peut supposer que chaque bi se de´compose en bi =
⊕
j 7→i bj
avec bj ∈ a−t(Λi ∩ Vj) et j ∈ Jβ , de sorte que pour tout j ∈ Jβ , on a
θt|Ht(Λj ,γtj)
.ψbj |Ht(Λj ,γtj)
= θi(j) |Ht(Λj ,βj)
ou` les deux θ ainsi restreints sont des caracte`res simples.
Soit alors V =
⊕
k∈Kt
Vk la de´composition de´termine´e par l’alge`bre semi-simple F [γ
t] (cor-
respondant au Levi M(γt)). Puisque M(γt) ⊃ M(β), on a une application surjective Jβ −→ Kt
qui a` j associe l’unique k(j) tel que Vj ⊂ Vk(j). On a aussi la de´composition en produit de
corps F [γt] ≃
∏
k∈Kt
Ek. Choisissons alors pour chaque k ∈ Kt une corestriction mode´re´e
sk : EndF (Vk) −→ EndEk (Vk). Puisque F [γ
t]× ⊂ M(β), celle-ci induit par restriction une core-
striction mode´re´e sj : EndF (Vj) −→ EndEk (Vj) pour tout j tel que k = k(j). D’apre`s [12,
4.6], la Ek(j)-strate [Λj , t, t−, sj(bj)] est e´quivalente a` une strate simple, e´ventuellement nulle.
On en de´duit que pour tout k ∈ Kt, la Ek-strate [Λk, t, t−, sk(bk)], ou` Λk =
⊕
j 7→k Λj et
bk :=
⊕
j 7→k bj est e´quivalente a` une strate semi-simple. Par [20, 3.5], il s’ensuit que la strate
[Λ, n, t−, γt + b] est e´quivalente a` une strate semi-simple, disons [Λ, n, t−, γt−]. En outre, comme
dans la preuve de [20, 3.4], on peut choisit γt− tel que F [γt−]× ⊂M(β). D’apre`s [20, Rk 3.14.(i)], on
aHt(Λ, γt−) = Ht(Λ, γt) et C(Λ, t−, γt−) = ψb.C(Λ, t−, γt). Comme l’application de restriction des
caracte`res induit une surjection C(Λ, 0, γt−) −→ C(Λ, t−, γt−) on peut choisir un θt− ∈ C(Λ, 0, γt−)
tel que
θt−|Ht(Λ,γt−) = (ψbθ
t)|Ht(Λ,γt).
Celui-ci remplit le cahier des charges.
Nous avons utilise´ dans cette preuve le lemme suivant qui est une ge´ne´ralisation au cas semi-
simple de [11, 3.5.9].
Lemme 7.9 Soient [Λ, n, 0, βi], i = 1, 2, deux strates semi-simples et r > 0 telles que H
r+(Λ, β1) =
Hr+(Λ, β2), et C(Λ, r, β1) ∩ C(Λ, r, β2) 6= ∅. Alors Hr(Λ, β1) = Hr(Λ, β2).
Preuve : Choisissons deux strates [Λ, n, 2r, γi] semi-simples avec γi ∈ M(βi), et respectivement
e´quivalentes a` [Λ, n, 2r, βi]. On sait alors que pour tout t > r, on a h
t(Λ, βi) = h
t(Λ, γi) et
C(Λ, 2t, βi) = C(Λ, 2t, γi). En particulier, puisque pour tous t > t′ l’application de restriction
C(Λ, t′, βi) −→ C(Λ, t, βi) est surjective, on a C(Λ, 2r, γ1) ∩ C(Λ, 2r, γ2) 6= ∅. Soit θ un e´le´ment de
cette intersection, le the´ore`me 3.22 de [20] calcule l’ensemble d’entrelacement de θ dans G et nous
fournit l’e´galite´
Γ2r(Λ, γ1)Gγ1Γ2r(Λ, γ1) = Γ2r(Λ, γ2)Gγ2Γ2r(Λ, γ2)
avec les notations de loc. cit. En prenant l’intersection avec ar(Λ) et en prenant la cloˆture additive,
on obtient l’inde´pendance de i de l’ensemble suivant :
(ar(Λ) ∩Aγi) + (ar(Λ) ∩Aγi)(n−2r(Λ, γi) ∩ ari−2r(Λ)) + (ar(Λ) ∩Aγi)j
ri
2 (Λ, γi)(7.10)
ou` on a pose´ ri := k0(γi,Λ) (cf [20, (3.6)]). Soit r
′
i := 2r −
ri
2 < r. On a
(ar′i(Λ) ∩Aγi)(n−2r(Λ, γi) ∩ ari−2r(Λ)) ⊂ (n−
ri
2
(Λ, γi) ∩ a ri
2
(Λ))
⊂ j
ri
2 (Λ, γi)
par [20, 3.10.i)], donc
(ar(Λ) ∩Aγi)(n−2r(Λ, γi) ∩ ari−2r(Λ)) ⊂ (ar−r′i(Λ) ∩Aγi)j
ri
2 (Λ, γi)
⊂ h
ri
2 +(Λ, γi) ⊂ h
r+(Λ, γi)
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par [20, 3.11.i)]. De plus, par [20, 3.11.ii)], on a (ar(Λ)∩Aγi)j
ri
2 (Λ, γi) ⊂ hr+(Λ, γi). Ajoutons alors
a` l’ensemble 7.10 le groupe hr+(Λ, γi) qui par hypothe`se est aussi inde´pendant de i. On obtient que
l’ensemble (ar(Λ) ∩Aγi) + h
r+(Λ, γi) est inde´pendant de i. Mais celui-ci n’est autre que h
r(Λ, γi)
puisque ri > 2r. 
Pour la preuve de la proposition 7.5, on renvoie a` celle de la proposition 8.5 au paragraphe 8.9.
8 Groupes classiques
Nous adoptons les notations de Stevens dans [20]. Cette fois le corps de base, que nous notions
K pre´ce´demment sera note´ F0 et sera suppose´ eˆtre le corps des points fixes d’une involution x 7→ x
sur un corps F de caracte´ristique re´siduelle diffe´rente de 2. On n’e´carte pas le cas ou` F0 = F et
l’involution est l’identite´. Soit V un F -espace vectoriel muni d’une forme biline´aire h ε-hermitienne
(pour ε = ±1) non-de´ge´ne´re´e. La F -alge`bre A est munie de l’anti-involution “adjoint pour h” qui
prolonge l’involution donne´e sur F et que nous noterons encore x 7→ x. Notons G˜ le F -groupe
GL(V ) ; alors cette anti-involution munit le F0-sche´ma en groupes ResF |F0(G˜) d’une involution σ
dont le sous-sche´ma des points fixes G s’identifie au F0-sche´ma en groupes unitaire, orthogonal ou
symplectique associe´ a` (V, h).
8.1 Immeuble et fonctions re´seaux autoduales : La re´fe´rence ici est [7]. Pour un OF -re´seau L de
V , on note L# := {v ∈ V, h(v, L) ⊂ PF }, et pour une fonction re´seau Λ ∈ FRF (V ), on note Λ# la
fontion re´seau r 7→ Λ((−r)+)#. La bijection naturelle B(ResF |F0(G˜), F0) = B(G˜, F )
∼
−→ FRF (V )
est compatible avec les involutions σ sur B(ResF |F0(G˜), F0) et # sur FRF (V ). Par l’hypothe`se
de caracte´ristique re´siduelle 6= 2, elle induit en prenant les invariants une application bijective et
G-e´quivariante B(G, F0) −→ FRF (V )#.
Si Λ ∈ FRF (V )#, on a ar(Λ) = ar(Λ), resp. σ(ur(Λ)) = ur(Λ), pour tout r ∈ R, resp. r ∈ R+.
Si x ∈ B(G, F0) correspond a` Λ, alors Gx = G ∩ u0(Λ) = u0(Λ)σ et G+x = G ∩ u0+(Λ) = u0+(Λ)
σ,
et les spe´cialistes s’accordent a` penser que la filtration (ur(Λ)
σ)r∈R+ co¨ıncide avec celle de Moy et
Prasad (Gx,r)r∈R (ce qui ne nous importe gue`re ici). Un sous-groupe de Levi M de G correspond
a` une de´composition h-orthogonale V =
⊕
i∈I(Vi ⊕ V−i)
⊕
V0 ou` h|V0×V0 est non-de´ge´ne´re´e et
pour chaque i ∈ I, Vi est totalement isotrope et h|Vi×V−i est un accouplement parfait. On a
alors M := M(F0) ≃
∏
i∈I AutF (Vi) × AutF (V0)
σ. Le sous-immeuble B(M, F0) correspond aux
Λ qui sont de´compose´es sous la forme Λ =
⊕
i∈I(Λi ⊕ Λ−i)
⊕
Λ0 ou` Λ0 ∈ FRF (V0)
# et les
Λ±i ∈ FRF (V±i) sont telles que Λ−i = Λ
#
i . Si x est le point correspondant a` Λ, alors le sous-
espace affine x + aM de B(M, F0) est l’ensemble des Λ′ de la forme
⊕
i∈I(Λi[ti]⊕ Λi[ti]
#)
⊕
Λ0
ou` ti ∈ R.
8.2 Strates semi-simples autoduales : Une F -strate [Λ, n, r, γ] dans V est dite autoduale si
Λ = Λ# et γ = −γ. Soit [Λ, n, r, β] une strate semi-simple et autoduale. La sous-alge`bre F [β] ⊂ A
est stable par x 7→ x et l’ensemble de ses idempotents centraux primitifs aussi. On peut donc
arranger la de´composition de V associe´e a` β sous la forme V =
⊕
i∈Iβ
(Vi ⊕ V−i)
⊕
j∈Jβ
Vj ou`
les espaces indexe´s par Iβ ∪ Jβ sont deux a` deux orthogonaux et pour i ∈ Iβ , Vi et V−i sont
isotropes maximaux dans Vi ⊕ V−i. Suivant Stevens, la strate semisimple autoduale [Λ, n, r, β] est
dite gauche (skew en anglais), si Iβ = ∅, c’est-a`-dire si β est elliptique.
Dans [20, 3.6], Stevens de´finit les caracte`res semi-simples pour G associe´s a` une strate semi-
simple gauche [Λ, n, 0, β]. L’hypothe`se gauche n’est pas ne´cessaire pour cette de´finition, il suffit
de supposer la strate autoduale ; le point est que pour tout r > 0 , on peut trouver une strate
semi-simple autoduale [Λ, n, r, γ] e´quivalente a` [Λ, n, r, β], avec de plus γ dans le Levi de GL(V )
de´coupe´ par β (combiner [20, 3.4] et [19, (1.10)]). Il s’ensuit que les ordres h(Λ, β) et j(Λ, β) sont
stables par l’involution x 7→ x, les groupes Hr+(Λ, β) et Jr+(Λ, β) sont stables par σ, ainsi que
les ensembles de caracte`res semi-simples C(Λ, r, β). Un caracte`re semi-simple de Hr+(Λ, β)σ est
alors, par de´finition, la restriction d’un caracte`re semi-simple σ-invariant de Hr+(Λ, β)σ.
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Proposition 8.3 Soit [Λ, n, 0, β] une strate semi-simple autoduale et P = MU un sous-groupe
parabolique de G tel que M contienne le “tore” (F [β]×)σ et B(M, F0) contienne le point x de
B(G, F0) associe´ a` Λ. Soit θ ∈ C(Λ, 0, β)σ, θM sa restriction a` H+(Λ, β)σ ∩M et εθM l’idempotent
de RMx associe´, ou` R = Zp−cycl[
1
p ]. On a
eU+x eUxεθM ∈ RGxeUxeUxεθM .
Partons maintenant d’un sous-groupe parabolique P =MU dans G et notons V =
⊕
i∈I(Vi ⊕
V−i)
⊕
V0 la de´composition orthogonale de V associe´e au sous-groupe de Levi M. Donnons-nous
pour chaque i 6= 0 une strate semi-simple [Λi, ni, 0, βi] dans EndF (Vi) et un caracte`re semi-simple
θi ∈ C(Λi, 0, βi), ainsi qu’une strate semi-simple autoduale [Λ0, n0, 0, β0] et un caracte`re semi-
simple θ0 ∈ C(Λ0, 0, β0)σ. La collection des Λi correspond a` un point de B(M, F0) et la collection
des caracte`res semi-simples nous fournit un idempotent ε ∈ RMx que nous qualifierons de semi-
simple.
Proposition 8.4 Soit Λ :=
⊕
i∈I(Λi ⊕ Λ
#
−i)
⊕
Λ0. Il existe une strate semisimple autoduale
[Λ, n, 0, β] avec (F [β]×)σ ⊂M et un caracte`re semi-simple θ ∈ C(Λ, 0, β)σ tel que εθM = ε.
En appliquant ce re´sultat aux collections translate´es Λi[ti], avec ti ∈ Q pour i 6= 0, on en
de´duit que l’idempotent ε est P -bon au sens de 3.6.
Proposition 8.5 (Stevens) Les idempotents semi-simples forment une famille ge´ne´ratrice de la
cate´gorie ModR(M).
8.6 Preuve de la proposition 8.3 : Comme dans la preuve de la proposition 7.3, on veut appliquer
5.3 et 5.6. Rappelons que dans ladite preuve, nous avons introduit et utilise´ des morphismes de
OF -sche´mas en groupes lisses
G˜β,x
ψ˜β
−→ J˜
ϕ˜
−→ G˜x
(on rajoute ici des˜pour eˆtre cohe´rent avec les notations du paragraphe 8.1). Comme les ordres
auxquels ils sont associe´s, ces sche´mas en groupes sont munis d’une action semi-line´aire de σ.
Appliquons-leur le foncteur ResOF |OF0 (−)
σ. On sait que la restriction des scalaires pre´serve la
lissite´, et d’apre`s [15, 3.4] et l’hypothe`se de caracte´ristique re´siduelle 6= 2, le passage aux σ-
invariants aussi. On obtient donc des morphismes de OF0 -sche´mas en groupes lisses
Gβ,x
ψβ
−→ J
ϕ
−→ Gx,
le premier e´tant une immersion ferme´e et le second induisant un isomorphisme des fibres ge´ne´riques.
Les points entiers sont donne´s par Gx(OF0) = Gx et J (OF0) = J(Λ, β)
σ. En particulier Gx est
le mode`le lisse de G associe´ par Bruhat-Tits a` x ∈ B(G, F ). Comme dans le cas line´aire, par
de´finition d’une strate semi-simple auto-duale, la fonction-re´seau Λ de´finit un point, disons xβ de
l’immeuble du centralisateur Gβ , et le groupe Gβ,x s’identifie au fixateur de xβ (voir aussi [7, part.
6]). Il s’ensuit que Gβ,x est le mode`le lisse de G associe´ par Bruhat-Tits a` xβ .
Vient maintenant une difficulte´ technique par rapport au cas line´raire : si la restriction des
scalaires pre´serve la connexite´, il n’en va pas de meˆme du passage aux σ-invariants. En fait, dans
les cas unitaires et symplectiques, ou` G est connexe et simplement connexe, on sait que Gx et
Gβ,x sont connexes et donc, comme on va le voir ci-dessous, J l’est aussi. On peut alors suivre
mot pour mot la meˆme preuve que 7.3, graˆce a` 8.7 ci-dessous. Dans le cas orthogonal impair, G
est connexe mais pas simplement connexe et les Gx et Gβ,x peuvent ne pas eˆtre connexes. Dans
le cas orthogonal pair, G lui-meˆme n’est de´ja pas connexe ! Cependant on observe comme dans
la preuve de 6.2 que les idempotents eUx , eUx de l’e´nonce´ de 8.3 vivent dans RG
◦
x, et que par
ailleurs εθM ∈ RJ
+(Λ, β) = RJ †(OF0) ⊂ RJ
◦(OF0). On peut donc essayer de raisonner sur les
composantes neutres de ces groupes, ce qui permettra d’appliquer les re´sultats de la partie 5.
Commenc¸ons par ve´rifier que le Levi M de l’e´nonce´ de 8.3 est J ◦-admissible. Soit M˜ le sous-
groupe de Levi de G˜ de´coupe´ par la de´composition associe´e a` M. On a donc M = ResF |F0(M˜)
σ.
D’apre`s les hypothe`ses faites sur x et M et la preuve de la proposition 7.3, M˜ est J˜ -admissible
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et meˆme, plus pre´cise´ment, Z(M˜) se prolonge en un tore de´ploye´ de J˜ . Il s’ensuit que la par-
tie de´ploye´e du centre ResF |F0(Z(M˜)) de ResF |F0(M˜) se prolonge en un OF0 -tore de´ploye´ de
ResOF |OF0 (J˜ ), puis, passant aux points fixes, on en de´duit que la partie de´ploye´e connexe de
Z(M) se prolonge en un tore de J , et donc que M est J ◦-admissible.
Pour suivre la strate´gie de la preuve de 7.3, l’analogue de 7.7 est :
Fait 8.7 (Stevens) Avec les hypothe`ses et notations de la proposition 7.3,
i) J(Λ, β)σ normalise H+(Λ, β)σ et θ.
ii) H+(Λ, β)σ a la de´composition d’Iwahori par rapport a` P, P et les restrictions de tout car-
acte`re semi-simple dans C(Λ, 0, β)σ a` H+ ∩ U , H+ ∩ U sont triviales.
iii) [J+(Λ, β)σ, J+(Λ, β)σ] ⊆ H+(Λ, β)σ ⊆ J+(Λ, β)σ et l’application (u, u) 7→ θ([u, u]) induit
un accouplement non-de´ge´ne´re´
(J+ ∩ U)/(H+ ∩ U)× (J+ ∩ U)/(H+ ∩ U) −→ R×.
iv) E´crivons V =
⊕
i(Vi ⊕ Vi)
⊕
V0 la de´composition orthogonale de V associe´e a` M , β =
⊕i(βi ⊕ β−i) ⊕ β0 la de´composition de β correspondante, et identifions M a`
∏
iGL(Vi) ×
GL(V0)
σ. Alors H+(Λ, β) ∩ M ≃
∏
iH
+(Λi, βi) × H+(Λ0, β0)σ et la restriction de tout
caracte`re semi-simple dans C(Λ, 0, β) a` H+ ∩M s’identifie a` un produit de caracte`res semi-
simples dans C(Λi, 0, βi) par un caracte`re semi-simple autodual dans C(Λ0, 0, β0)σ.
v) L’ensemble d’entrelacement IntGx(θ) de θ dans Gx est J(Λ, β)
σ.
Preuve : (re´fe´rences et commentaires) les deux premiers points de´coulent imme´diatement des
points correspondants de 7.7. Le point iii) est prouve´ dans [20, 3.28]. Le point iv) se prouve
comme le point correspondant de 7.7, en combinant [19, (1.10)] et [20, Prop 3.4]. Enfin, le dernier
point de´coule de [20, Thm 3.27] qui calcule l’entrelacement dans tout G. 
On remarque que les points ii) iii) et iv) de 8.7 concernent des objets relatifs a` J ◦ et on peut
toujours restreindre le point i) a` J ◦(OF0). On en de´duit en particulier comme dans le cas line´aire
que εθM est un idempotent essentiellement de niveau ze´ro pour le mode`le lisse de M obtenu par
adhe´rence sche´matique dans J ◦.
Le point v) nous donne IntG◦x(θ) = J(Λ, β)
σ ∩ G◦x, ce qui, compte tenu de ce que Ux est
connexe (voir preuve de 6.2) implique IntUx(εθ) = J (OF0)∩Ux. Ainsi, pour pouvoir appliquer 5.6
au morphisme J ◦ −→ G◦x, avec ε
′ := εθM et ε˜
′ := εθ, et terminer la preuve de 8.3 comme dans le
cas line´aire, il reste deux choses a` prouver :
i) U+x ∩ J (OF0) ⊆ Ux ∩ J
†(OF0)
ii) J (OF0) ∩ Ux = J
◦(OF0) ∩ Ux.
Pour cela, l’ingre´dient essentiel est : soit Nk un groupe unipotent sur un corps parfait de
caracte´ristique 6= 2 et σ une involution. Alors H1(〈σ〉,Nk) = 0, et si de plus Nk est lisse et
connexe, alors N σk l’est aussi. Utilisant une se´rie centrale caracte´ristique, l’assertion sur le H
1 se
de´visse imme´diatement au cas abe´lien ou` elle est e´vidente. Pour l’assertion de connexite´, on peut
commencer par e´tendre les scalaires a` une cloˆture alge´brique. Utilisant ensuite une se´rie centrale
caracte´ristique dont les sous-quotients sont des produits de Ga [14, Exp. 4.1.1 iii) et 4.1.5] et la
nullite´ du H1 qu’on vient de ve´rifier, on est ramene´ au cas Nk ≃ G
r
a. On peut alors diagonaliser
la matrice de σ et re´duire encore au cas r = 1 ou` c’est e´vident.
Prouvons alors ii) : il suffit de voir que l’adhe´rence sche´matique de U dans J est connexe. Or,
celle-ci est la partie σ-invariante de l’adhe´rence sche´matique de ResF |F0(U˜) dans ResOF |OF0 (J˜ ),
laquelle est connexe par 5.9 ii), puisque ResOF |OF0 (J˜ ) est connexe. L’assertion de connexite´ de
l’ingre´dient ci-dessus permet donc de conclure. Pour obtenir i), nous prouverons l’assertion plus
forte ϕ−1(uGx,k) =
uJk, ce qui e´quivaut a` J
†(OF0) = J (OF0) ∩G
+
x . Posons J˘ := ResOF |OF0 (J˜ )
et k := kF0 pour alle´ger les notations. La nullite´ du H
1 ci-dessus montre qu’en appliquant le
foncteur des σ-invariants, la suite exacte uJ˘k →֒ J˘k ։ qJ˘k reste exacte. L’assertion de connexite´,
et le fait que le groupe des invariants d’un groupe re´ductif par une involution est re´ductif assurent
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alors que uJ˘k
σ
= uJk. De meˆme avec des notations similaires, on a uG˘x,k
σ
= uGx,k. Mais on sait
que ϕ˘−1(uG˘x,k) = uJ˘k par le cas line´aire (par compatibilite´ entre les radicaux de Jacobson des
ordres auxquels sont associe´s ces groupes), et il ne reste plus qu’a` prendre les σ-invariants.
On en de´duit aussi au passage que ψβ induit un isomorphisme π0(Gβ,x,k)
∼
−→ π0(Jk), i.e. que
le de´faut de connexite´ de J est le meˆme que celui de Gβ,x.
8.8 Preuve de la proposition 8.4 : On peut faire le meˆme raisonnement inductif que pour la
preuve de 7.4, en demandant que les strates interme´diaires [Λ, n, t, γt] ve´rifient γt = −γt et que les
caracte`res θt ∈ C(Λ, 0, γt) soient invariants par σ. Pour assurer la proprie´te´ requise des γt− dans
la construction inductive, on utilise [19, (1.10)]. L’invariance des caracte`res θt− sous σ est alors
automatique par de´composition d’Iwahori.
8.9 Preuve de la proposition 8.5 : Le groupeM est un produit de groupes line´aires et d’un groupe
classique, il suffit donc de traiter chacun de ces groupes se´pare´ment. En fait nous ne traiterons que
le cas classique car c’est le cadre dans lequel les outils ne´cessaires ont e´te´ de´veloppe´s par Stevens
(notamment le lemme 5.4. de [20]). Nous laisserons le lecteur se convaincre que la meˆme preuve
fonctionne dans le cas line´aire, en admettant que les outils correspondants sont encore valables (ils
sont en fait plus faciles a` obtenir et souvent, un analogue “simple” se trouve dans [11, Ch. 8.1]).
Supposons donc M = G, R = Zp−cycl[
1
p ] et V ∈ ModR(G). On veut trouver un idempotent
semi-simple ε tel que εV 6= 0. Il suffit bien-suˆr de le faire pour V irre´ductible. Quitte a` e´tendre les
scalaires on peut supposer que V est de´finie sur un corps alge´briquement clos de caracte´ristique
diffe´rente de p.
Donnons-nous une strate [Λ, n, r, β] semi-simple autoduale avec r 6 n et un caracte`re θ ∈
C(Λ, r, β)σ tels que εθV 6= 0. Remarquons que pour r assez grand, il existe de telles donne´es.
Choisissons un prolongement θ˜ ∈ C(Λ, r−, β) de θ. Nous noterons A− := {x ∈ A = EndF (V ), x =
−x} et a•(Λ)− := A− ∩ a•(Λ). Comme dans le de´but de la preuve du the´ore`me 5.1 de [20], il
existe un e´le´ment c ∈ a−r(Λ)− tel que le caracte`re ϑ := θ˜ψc|Hr(Λ,β)σ apparaisse dans V|Hr(Λ,β)σ .
De´composons F [β] =
∏
i∈Iβ
(Ei × E−i)×
∏
j∈Jβ
Ej en un produit de corps ou` l’involution x 7→ x
identifie Ei et E−i et stabilise chaque Ej . On a aussi la de´composition orthogonale V =
⊕
i∈Iβ
(Vi⊕
V−i)
⊕
j∈Jβ
Vj selon les idempotents primitifs de ce produit. Par le meˆme argument que le lemme
5.2 et le paragraphe qui le suit dans [20], on peut supposer que c se de´compose en c =
⊕
i∈Iβ
(ci⊕
ci)
⊕
j∈Jβ
bj avec ci ∈ a−r(Λi) pour i ∈ Iβ et cj ∈ a−r(Λj)− pour j ∈ Jβ .
Choisissons des corestrictions mode´re´es sk : EndF (Vk) −→ EndEk (Vk) pour k ∈ Iβ ⊔ Jβ. On
de´finit comme dans [20, (5.3)] la F [β]-strate de´rive´e (autoduale) [Λ, r, r−, s(c)] comme la somme⊕
i∈Iβ
([Λi, r, r−, si(ci)]⊕ [Λ−i, r, r−, si(c−i)])
⊕
j∈Jβ
[Λj , r, r−, sj(cj)].
L’e´le´ment s(c) est donc dans l’alge`bre Aβ ⊂ A centralisatrice de β et ve´rifie s(c) = −s(c).
Lemme 8.10 [19, Thm 4.4] Il existe une F [β]-strate autoduale semi-simple [Λ′, r, r−, α′] dans V
telle que
s(c) +
(
a−(r−)(Λ) ∩Aβ
)
⊂ α′ +
(
a−(r−)(Λ
′) ∩Aβ
)
.
Preuve : Cet e´nonce´ est une “somme” d’e´nonce´s analogues pour chaque i ∈ Iβ , j ∈ Jβ . Nous
traitons seulement le cas j ∈ Jβ , les autres cas se traitant de la meˆme manie`re mais sans les
complications “autoduales”. D’apre`s [19, Prop 4.2], il existe une Ej-fontion re´seau autoduale dans
Vj telle que a−(r−)(Λj) ⊂ a−(r−)(Λ
′
j) et sj(cj) ∈ a−r(Λj)− soit “de re´duction semisimple” (voir
loc. cit pour le sens de cette expression). Si cette re´duction est nulle, on a sj(cj) ∈ a−(r−)(Λ
′
j) et
on peut prendre α′j = 0. Sinon, le re´el r est ne´cessairement de la forme n/e(Λ
′
j) et on peut suivre
la proce´dure de la preuve de [19, Thm 4.4]. 
L’outil fondamental est le lemme suivant qui n’est e´nonce´ que pour les strates gauches dans
[20], mais dont la preuve s’e´tend aux strates autoduales :
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Lemme 8.11 [20, Lemma 5.4] Soit [Λ′, r′, r′−, α
′] une F [β]-strate autoduale dans V telle que
s(c) +
(
a−(r−)(Λ) ∩Aβ
)
⊂ α′ +
(
a−(r′−)(Λ
′) ∩Aβ
)
.
Alors il existe θ˜′ ∈ C(Λ′, r′−, β) et c′ ∈ a−r′(Λ′) de corestriction s(c′) = α′ tels que la repre´sentation
V contienne le caracte`re ϑ′ := θ′ψc′ |Hr′ (Λ′,β)σ . Si de plus α
′ = 0, alors on peut choisir c′ = 0.
Preuve : Nous nous contenterons de remarquer que les arguments de type “the´orie des repre´senta-
tions” de la preuve de Stevens (lemme 5.9 de [20]) concernent des repre´sentations de pro-p-groupes
et restent valables dans notre situation ou` C est remplace´ par un corps alge´briquement clos de
caracte´ristique diffe´rente de p. On pourrait aussi facilement remplacer ces arguments en prouvant
εθ˜ψc ∈ RGεθ˜′ψ′c′
RG
de manie`re analogue a` la preuve de la proposition 5.3. 
Appliquons ce lemme a` la strate [Λ′, r, r−, α′] du lemme 8.10. D’apre`s [20, Lemma 3.5], la
strate [Λ′, n, r−, β + c′] est e´quivalente a` une strate semi-simple, disons [Λ′, n, r−, β′] et par [20,
Rk 3.14.ii)], on a ϑ′ ∈ C(Λ′, r−, β).
On a donc une proce´dure pour baisser strictement le “niveau” d’un caracte`re semi-simple auto-
dual intervenant dans V . Cependant, il n’est pas encore clair que cette proce´dure produise apre`s
plusieurs ite´rations un caracte`re semi-simple autodual de “niveau” 0 ; on peut en effet supposer
les r rationnels, mais on ne controˆle pas les de´nominateurs. Pour les controˆler, il faut appliquer le
lemme 8.11 dans la situation ou`
i) θ˜ intervient dans V et c = 0.
ii) Λ′ est une somme sur i, j de fonctions-re´seaux optimales (au sens de Moy-Prasad, cf [19,
(4.3)] dans le contexte pre´sent), r′ 6 r est tel que a−r′−(Λ
′) ⊃ a−r−(Λ) et α
′ = 0.
Le lemme 8.11 nous dit alors que V contient un caracte`re de C(Λ′, r′−, β), mais cette fois Λ′
est somme de strates optimales et sa pe´riode est borne´e par un entier de´pendant seulement de
dimF (V ). Ainsi les r ∈ Q qui sont des sauts pour de telles strates ont leur de´nominateurs borne´s,
et la proce´dure de raffinement ci-dessus produit bien un caracte`re dans un certain C(Λ, 0, β)
intervenant dans V .
9 Groupes mode´re´s
Dans cette section, le corps de base redevient K et le groupe re´ductif connexe G est suppose´
mode´re´ment ramifie´. Nous allons appliquer les re´sultats ge´ne´raux de la partie 5 aux caracte`res
ge´ne´riques introduits par Yu dans [25].
9.1 Groupes de Yu : Suivant [25, sec. 2], un sous-groupe ferme´ G0 de G est appele´ sous-groupe
de Levi tordu mode´re´ si apre`s extension des scalaires de K a` une extension mode´re´ment ramifie´e,
il devient un sous-groupe de Levi. On sait alors –toujours de manie`re non-canonique, mais peu
importe– identifier B(G0,K) a` un sous-ensemble de B(G,K), et ce de telle sorte que pour un point
x ∈ B(G0,K), on ait G0x = G
0 ∩Gx et G0+x = G
0 ∩G+x .
E´tant donne´e une suite de Levi tordus mode´re´ment ramifie´s ~G := {G0 ⊂ G1 ⊂ · · · ⊂ Gd := G},
et une suite ~r = {0 6 r0 6 · · · 6 rd}, Yu de´finit dans [25, sec 2] un groupe ~Gx,~r qu’il re´alise dans
dans [26, sec 10] comme groupe des points entiers d’un mode`le lisse ~Gx,~r de G sur OK .
D’apre`s [26, Prop. 10.4], la fibre spe´ciale de ~Gx,~r est unipotente si r0 > 0. Dans le cas contraire
r0 = 0, il y a une immersion ferme´e G0x →֒ ~Gx,~r qui induit sur les fibres spe´ciales un isomorphisme
des quotients re´ductifs. Comme dans la preuve de la proposition 7.3, on en de´duit qu’un sous-
groupe de Levi M de G est ~G◦x,~r-admissible si et seulement si i) x ∈ B(M,K), ii) M contient le
centre connexe Z(G0)◦ e´ventuellement conjugue´ par un e´le´ment de Gx,~r. On en de´duit aussi que
~G†x,~r(OK) = G
+
x,~r := Gx,~r ∩G
+
x .
38
9.2 Caracte`res ge´ne´riques : Gardons les notations pre´ce´dentes et donnons-nous aussi une suite
~φ := {φ0, · · · , φd} ou` chaque φi est un caracte`re de Gi := Gi(F ) qu’on supposera Gi+1-ge´ne´rique
(pour i < d), au sens de [25, sec. 5]. On suppose que la suite ~r des niveaux ri des φi ve´rifie 0 < r0 <
· · · < rd−1 6 rd, on pose si := ri/2 et on note ~s := (0, s0, · · · , sd−1) et ~s+ := (0+, s0+, · · · , sd−1+).
Selon [25, Prop 4.1], la donne´e de ~φ de´finit un caracte`re θ =
∏
i φˆi de
~Gx,~s+, normalise´ par
~Gx,~s, et tel que
i) IntGx(θ) = ~Gx,~s, cf [25, Prop 4.1]
ii) la forme biline´aire (x, y) 7→ θ([x, y]) sur ~G+x,~s/
~Gx,~s+ est non-de´ge´ne´re´e ; c’est la somme de
i = 0 a` d− 1 des assertions de non-de´ge´ne´rescence de [25, 11.1] applique´es a` (Gi, Gi+1)ri,si
et φˆi.
Soit alors M un sous-groupe de Levi ~G◦x,~r-admissible contenant Z(G
0)◦, et (P ,P) une paire de
paraboliques oppose´s de Levi commun M. Il re´sulte imme´diatement des de´finitions qu’on a une
de´composition d’Iwahori ~Gx,~s+ = ~Ux,~s+ ~Mx,~s+
~Ux,~s+ pour laquelle les restrictions θ|~Ux,~s+ et θ|~Ux,~s+
sont triviales. De plus, le groupe ~Mx,~s+ est le groupe de Yu associe´ a` la suite de Levis mode´re´s
~M := {M ∩ G0 ⊂ · · · ⊂ M ∩ Gd = M} de M et a` la suite de “re´els” ~s+, et la restriction
θM := θ| ~Mx,~s+ est le caracte`re associe´ a` la suite de caracte`res ge´ne´riques
~φ| ~M.
On a donc rassemble´ tous les ingre´dients pour prouver de la meˆme manie`re que pour les groupes
line´aires et classiques la proposition suivante qui est un analogue de 7.3 et 8.3 :
Proposition 9.3 Gardons les notations ci-dessus, posons R = Zp−cycl[
1
p ], et notons εθM l’idem-
potent de R ~Mx,~s associe´ a` θM . Alors
eU+x eUxεθM ∈ RGxeUxeUxεθM .
Preuve : Par ce qui pre´ce`de et par 5.3, εθM est un idempotent essentiellement de niveau ze´ro pour
le mode`le lisse ~M◦x,~s de M. Par ce qui pre´ce`de encore, on peut appliquer 5.6 avec G
′ = ~G◦x,~s et
G = G◦x, et ε
′ = εθM et ε˜
′ = εθ. On omet les de´tails en renvoyant aux preuves de 7.3 et 8.3. 
Remarquons maintenant que G0 contient le centre connexe de M et par conse´quent, l’in-
tersection B(G0,K) ∩ B(M,K) est stable par translations sous aM . Appliquant la proposition
pre´ce´dente aux points de x + aM , on en de´duit que l’idempotent εθM de R ~Mx,~r est P -bon au
sens de 3.6. Il est fort probable qu’en utilisant des re´sultats annonce´s re´cemment par Ju-Lee Kim
et Yu sur l’exhaustivite´ de la construction de Yu pour les groupes mode´re´s (ceux dont tous les
tores sont mode´re´ment ramifie´s), on puisse prouver que la famille des idempotents du type εθM
comme ci-dessus est ge´ne´ratrice dans ModR(M). Il faut pour cela attendre de lire les de´tails de
leur preuve.
A De´composition “par le niveau” de ModR(G)
Le but de cette section est d’e´tendre a` la cate´gorieModR(G) la de´composition “par le niveau”,
implicite dans les travaux de Moy et Prasad lorsque R = C et explicite´e dans le cas ou` R est un
corps par Vigne´ras dans [24, II.5].
Les arguments reposent in fine sur les constructions de Moy et Prasad dans [18], et notamment
sur la comparaison entre deux familles de filtrations concernant le groupe et l’alge´bre de Lie. Pour
cette comparaison, des hypothe`ses sont ne´cessaires, cf le commentaire qui suit [26, Cor 5.6.]. Ces
hypothe`ses, peu contraignantes, sont ve´rifie´es dans tous les cas conside´re´s dans le pre´sent article,
et quoiqu’il en soit, Yu explique dans [26, 5-6] comment modifier la construction originale de
Moy-Prasad dans le cas ge´ne´ral.
A.1 De´composition de cate´gories abe´liennes : Nous rappelons ici un peu d’abstract nonsense.
Soit C une cate´gorie abe´lienne (avec limites inductives exactes). Pour une famille (Qn)n∈N d’objets
de C on conside`re les proprie´te´s suivantes :
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– (PROJ) Chaque Qn est projectif et de type fini (“compact”).
– (DISJ) Si n 6= m, alors HomC (Qn, Qm) = 0.
– (GEN) Pour tout objet V de C, on a HomC (
⊕
nQn, V ) 6= 0.
Par ailleurs, pour tout objet V de C, posons
Vn :=
∑
φ∈HomG (Qn,V )
im φ ⊆ V,
un sous-objet de V . Les proprie´te´s (PROJ) et (GEN) impliquent que V =
∑
n Vn. La pro-
prie´te´ (DISJ), toujours avec (PROJ), assure que la somme est directe, i.e. V =
⊕
n Vn. On
peut paraphraser cela en introduisant la sous-cate´gorie pleine Cn de C forme´e des objets ve´rifiant
HomC (Qm, V ) = 0 pour tout m 6= n. On obtient en effet une de´composition de C en une somme
directe de sous-cate´gories “facteurs directs” C ≃
⊕
n Cn.
Plus ge´ne´ralement, pour I ⊂ N, notons CI la sous-cate´gorie pleine de C forme´e des objets
ve´rifiant HomC (Qm, V ) = 0 pour m /∈ I. Alors CI est une sous-cate´gorie “facteur direct” de C.
A.2 Types non raffine´s de Moy-Prasad et de´composition de ModZ[ 1p ](G) : Soit x ∈ B(G,K).
Moy et Prasad ont de´fini ([17], [18] et [24, II.5]), une certaine filtration de´croissante de Gx par
des pro-p-sous-groupes ouverts Gx,r, r ∈ R+. Les sauts de cette filtration sont discrets et on a des
relations de commutateurs (Gx,r, Gx,s) ⊂ Gx,r+s. Si l’on convient de noter Gx,r+ :=
⋃
s>r Gx,s,
alors Gx,0+ = G
+
x , et pour tout r > 0, le groupe fini Gx,r/Gx,r+ est naturellement un Fp-espace
vectoriel. Ils ont ensuite de´fini certains caracte`res complexes des gradue´s Gx,r/Gx,r+ appele´s types
non raffine´s minimaux de niveau r, dont nous noterons l’ensemble NRx,r. Ces caracte`res sont donc
a` valeurs dans l’extension Z[ 1p , ζp] si ζp est une racine p-ie`me de l’unite´. Enfin, Moy et Prasad ont
de´fini un ensemble PO de “points optimaux” dans l’immeuble, fini modulo action de G, et nous
noterons (rn)n∈N une e´nume´ration des sauts des filtrations associe´es aux points de PO.
Posons maintenant Q0 :=
⊕
x ind
G
Gx,0+
(Z[ 1p ]) ou` x de´crit un ensemble (fini) de repre´sentants
des G-orbites de sommets de I. Pour r ∈ R+, posons (comme dans la remarque de [24, p. 136])
P (r) :=
⊕
x∈PO,χ∈NRx,r
indGGx,r (χ)
que l’on voit comme une repre´sentation de type fini a` coefficients dans Z[ 1p ].
Lemme A.3 La famille Qn := P (rn), n ∈ N d’objets de ModZ[ 1p ](G) ve´rifie les proprie´te´s
(PROJ), (GEN) et (DISJ).
Preuve : D’apre`s [24, II.5], pour tout corps alge´briquement clos R de caracte´ristique 6= p, la famille
de repre´sentations (Qn⊗Z[ 1p ] R)n∈N de ModR(G) ve´rifie les proprie´te´s (PROJ), (DISJ) [24, II.5.8]
et (GEN) [24, II.5.3] de la section pre´ce´dente. Nous allons montrer que cela implique formellement
qu’il en est de meˆme de la famille (Qn)n∈N dans ModZ[ 1p ](G).
(PROJ) : En tant que somme d’induites de Z[ 1p ]-repre´sentations de type fini de pro-p-sous-
groupes ouverts, P (r) est projective et de type fini dans ModZ[ 1p ](G).
(DISJ) : puisque Qm est sans torsion, HomG(Qn, Qm) →֒ HomG(Qn⊗C, Qm⊗C). Ce dernier
est nul par [24, II.5.8] applique´ a` R = C.
(GEN) : soit V un objet de ModZ[ 1p ](G) tel qu’il existe l 6= p premier tel que Vl := {v ∈ V, lv =
0} 6= 0. On peut voir Vl comme une Fl-repre´sentation de G. On sait alors par [24, II.5.3] qu’il existe
n ∈ N et un morphisme non nul φ : Qn −→ Vl ⊗ Fl. Par engendrement fini de Qn, ce morphisme
se factorise par Vl ⊗ Flk pour un certain k ∈ N. D’ou` un morphisme non nul Qn −→ (Vl)
k et
par suite l’existence d’un morphisme non nul Qn −→ Vl que l’on peut composer avec l’injection
Vl →֒ V .
Si maintenant Vl = 0 pour tout l 6= p, c’est a` dire si V n’a pas de torsion, V se plonge
dans V ⊗ Q. Comme pre´ce´demment on de´duit de [24, II.5.3] l’existence d’un morphisme non nul
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Qn −→ V ⊗Q. Par engendrement fini de Qn, on peut multiplier par un “de´nominateur commun”
pour obtenir un morphisme a` image dans V .

Bien-suˆr on obtient des de´compositions similaires en e´tendant les scalaires a` toute Z[ 1p ]-alge`bre
R. On obtient aussi la de´composition annonce´e dans la preuve de 6.3. Enfin, on de´duit de cette
de´composition que si une repre´sentation est engendre´e par ses invariants sous un sous-groupe
ouvert compact, alors tous ses sous-objets ont la meˆme proprie´te´. Ceci justifie le corollaire 4.5.
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