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1. Introduction
Even more than a century after their discovery, fundamental questions about cosmic
rays remain unanswered. It is still not clear which astrophysical objects accelerate
cosmic rays to extreme energies of more than 1020 eV and what is their chemical
composition.
Vast ground based detectors such as the Pierre Auger Observatory address these
questions by measuring the arrival direction, energy and mass of the cosmic ray
particles up to the highest energies. They utilize the Earth’s atmosphere to detect
cosmic rays indirectly by means of extensive air showers initiated by inelastic colli-
sions of the cosmic ray with air nuclei in the upper atmosphere. The air showers are
commonly registered either by sampling secondary shower particles at ground level
or by telescopes which track fluorescence light emitted when the shower particles
propagate through the atmosphere.
Besides these established detection techniques, a promising innovative approach is
the detection of cosmic ray air showers by means of electromagnetic radiation emitted
during the shower development. The emission becomes coherent at MHz frequencies
and can be detected by arrays of radio antennas at ground level. The ultra-short
broadband radio pulses carry information about the shower development and the
properties of the primary cosmic ray particle. Besides the measurement of the comic
rays arrival direction and energy, it is especially interesting to exploit the radio
technique for complementary measurements of the chemical composition of cosmic
rays. Furthermore, the radio technique could provide a cost effective alternative to
established detection techniques for the instrumentation of large areas in the scope
of next generation cosmic ray detectors.
A pathfinder experiment to explore the potential of radio detection for large scale
applications is the Auger Engineering Radio Array (AERA). Its co-location with the
baseline detectors of the Pierre Auger observatory in Argentina allows for comple-
mentary studies of cosmic rays and provides unique opportunities for the calibration
of the radio emission.
AERA currently consists of 124 autonomous radio detector stations covering an area
of about six square kilometers. The sensitive component of the detector stations are
two different types of radio antennas.
In this thesis we aim for the measurement of one of the fundamental cosmic ray
parameters with the radio technique, the energy of the primary cosmic ray. This
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task requires two major steps. First, the calibration of the antenna response is vital
as it provides the basis for the reconstruction of the electric field emitted by cosmic
ray air showers. Second, a radio energy estimator needs to be developed based on
the calibrated electric field data obtained from the radio detector stations. Con-
sequently, this thesis is subdivided into two main sections.
As a basis for the antenna calibration we introduce the theoretical concepts to de-
scribe antennas and adapt them to enable a full characterization of antennas for the
application in cosmic ray radio detection. We describe the development and design
of the radio antennas used at AERA as a consequence of multiple demands imposed
by the nature of the radio emission and environmental conditions at AERA. The
design of the antennas is evaluated by various measurements of their electrical prop-
erties and extensive testing of the mechanical structure in dedicated test benches.
We apply the experience gained in these studies to develop an improved mechanical
structure for the so called Butterfly antenna which is currently deployed in 100 of
the AERA radio detector stations.
We conduct in situ calibrations of the AERA antennas by measurements of the
vector effective length which describes the antenna response depending on the fre-
quency and incoming direction of the radio signals and furthermore includes signal
dispersion effects which occur within the antenna structure. For this purpose we
develop novel methods based on calibrated signal sources which are placed either
by a balloon or a GPS-controlled flying drone in the far-field region of the radio
stations. We compare the antenna calibration measurements with simulations and
develop the antenna simulation models of the Butterfly antenna station which are
currently used for the radio reconstruction at AERA.
Having achieved a calibration of the AERA stations we can reconstruct the vectorial
electric field emitted by air showers. We select radio events which are confirmed as
cosmic ray events by coincidences with the surface detector of the Pierre Auger
Observatory. We probe the dominating radio emission mechanisms present in the
AERA data by comparisons of the polarization of the measured electric field with
model predictions.
Based on the identified emission mechanisms, we formulate geometrical corrections
on the radio signal amplitude. We parameterize the lateral distribution of the signal
amplitude and define a unified energy estimator at a certain lateral distance. Finally,
we calibrate the radio energy estimator with the corresponding energy measurement
of the Auger surface detector and enable an energy measurement of cosmic rays with
the AERA radio detector.
2. Physics of Ultra-High Energy
Cosmic Rays
The term ’cosmic rays’ refers to charged particles originating from space. With an
energy density comparable to the one of visible starlight or the microwave back-
ground [1] cosmic rays form a major fraction of radiation reaching the earth from
outside our solar system.
Cosmic rays were discovered in conjunction with early investigations of radioactiv-
ity. The fact that statically charged bodies lose their charge in the course of time
was first explained with the discovery of radioactivity by A. H. Bequerel in 1986.
Radioactive isotopes in the Earth’s crust were believed to ionize the air which then
discharges the body. Following this theory the air ionization would thus decrease
with growing height above the surface of the earth.
In 1912 Victor Hess found using balloon flights that beyond 1000 m, the intensity
of the ionizing radiation increases with increasing altitudes, rather than decreases
as is expected for sources on the earth’s surface [2]. He concluded that at least a
part of the ionizing radiation is of extraterrestrial origin. Further dedicated balloon
ascents up to 9 km of altitude by W. Kohlho¨rster [3] confirmed Hess’s findings. For
the discovery of cosmic radiation Hess was awarded the Nobel Price in Physics in
1936.
In 1937 Pierre Auger investigated cosmic rays with arrays of particle detectors at
ground level. Thereby he was able to observe coincidences between spatially sep-
arated detectors. He concluded that extensive particle showers are generated by
high-energy primary cosmic rays that interact with air nuclei high in the atmo-
sphere, initiating a cascade of interactions that ultimately yield a shower of second-
ary particles that reach ground level. His further studies suggested that the energy of
these cosmic ray induced air showers vary over several orders of magnitude extending
up to 1015 eV.
2.1 Energy Spectrum
After Hess’s discovery multiple experiments have been dedicated to the exploration of
cosmic rays at various energies. They complementary cover a range of approximately
12 orders of magnitude in energy. The resulting energy spectrum of cosmic rays is
depicted in Fig.2.1. It is expressed in terms of the differential flux
J(E) =
d4N
dE dAdΩ dt
, (2.1)
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Figure 2.1: Energy Spectrum of cosmic rays as measured with the denoted experi-
ments. The references to the experiments in the order of appearance in the legend
[4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]
where N denotes the number of observed cosmic rays per energy E, sensitive area
A, solid angle Ω and exposure time t.
Below energies of ≈ 10 GeV the cosmic ray flux is modulated by magnetic fields in
our solar system depending on the activity of the sun [18]. Towards higher energies
the flux decreases steeply. The spectrum can be approximated by a power law
J(E) ∝ Eγ with γ ≈ −2.7. (2.2)
On closer inspection the spectrum features small changes in the power law’s spectral
index γ. Above energies of ≈ 1015 eV, the so called ’knee’ of the spectrum, the
spectral index changes from γ = −2.7 to γ = −3.1. The region around 1018 eV is
called ’ankle’ of the spectrum, where the spectral index changes back to γ = −2.7.
Cosmic rays above the ’ankle’ with energies exceeding 1018 eV are referred to as
ultra-high energy cosmic rays (UHECRs). Above 4 × 1019 eV a strong suppression
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of the flux has recently been observed [15, 19]. The measured spectrum ends at
energies of around 1020 eV, the so far highest energetic particle was observed at an
energy of 3× 1020 eV [20].
Within the broad energy range of the cosmic ray spectrum the flux drops about
33 orders of magnitude. As a consequence two fundamentally different detection
techniques are being applied. At energies below ≈ 100 TeV the flux is sufficiently
high to allow for a direct detection of the primary cosmic rays with balloon borne
or satellite experiments such as LEAP [4] and PROTON [21]. At higher energies
large detectors are necessary to gather sufficient statistics in a reasonable time of
observation as e.g. at energies of 1020 eV only one particle per square kilometer and
century is expected. At these energies vast ground based detectors measure cosmic
rays indirectly via their induced air showers.
2.2 Composition
In the energy region below ≈ 100 TeV, where a direct detection of cosmic rays is
possible, the chemical composition is well known [1, 23]. It matches roughly the
element distribution in our solar system consisting of 79% protons, 15% helium and
1% heavier nuclei. Also small fractions of leptons are present, with a suppressed flux
towards higher energies due to synchrotron radiation losses in magnetic fields.
With the transition to indirect measurements the composition has to be determined
from the properties of the measured air shower such as its longitudinal development
in the atmosphere. From the point of the first interaction of the cosmic ray with the
atmosphere, the number of shower particles grows due to subsequent interactions
until it reaches a maximum at a certain depth in the atmosphere. This point of the
longitudinal shower development is referred to as shower maximum. With further
increasing depth, the number of shower particles decreases again mainly due to the
absorption of low-energetic shower particles in the atmosphere. The corresponding
depth of the shower maximum in the atmosphere Xmax is sensitive to the mass of
the primary particle1. Due to large fluctuations in the development of air showers,
the identification of the primary particle’s mass is challenging on an event by event
basis. Instead, the mean mass in terms of the mean depth of the shower maximum
〈Xmax〉 and its fluctuation RMS(Xmax) are usually investigated to characterize the
composition.
For an interpretation of the data, air shower simulations are indispensable. In par-
ticular, the dependency of 〈Xmax〉 and RMS(Xmax) on the primary particles energy
is simulated for specific atomic masses or mass groups and compared to the meas-
urements.
Composition measurements in the energy range from the ’knee’ to 1017 eV have
been performed by the KASCADE experiment [24]. The measurements suggest an
1For a detailed description of the air shower development please refer to the next chapter.
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Figure 2.2: Measurement of the mean depth of the shower maximum 〈Xmax〉 (left)
and its fluctuation RMS(Xmax) (right) as a function of the primary cosmic rays
energy. Systematic uncertainties are represented by the gray bands, the number of
events is denoted for each energy bin. Predictions from simulations for both a pure
proton and a pure iron composition based on four different interaction models are
depicted as lines [22].
increase of the mean mass with energy. The ’knee’ feature in the all-particle spec-
trum can thus be interpreted with the decreasing flux of the light elements [25].
In the subsequent decade in energy, studies based on HiRes data show that the
composition is changing again from a heavy to a lighter mix of nuclei as the energy
increases [26].
A composition measurement in the ultra-high energy region as performed by the
Pierre Auger Collaboration is depicted in Fig.2.2. The respective expectations from
simulations for proton and iron nuclei are denoted for comparison. The measure-
ment indicates a transition from a predominantly light composition to a composition
dominated by heavier elements at the highest energies. However, composition meas-
urements in the ultra-high energy range appear not consistent yet between different
experiments. Corresponding results by the Telescope Array [27] and HiRes Col-
laboration [28] indicate a composition dominated by protons also at the highest
energies.
2.3 Propagation
On their way from the source to the observer, cosmic rays are subjected to galactic or
intergalactic magnetic fields respectively. Magnetic fields in the Milky Way disk and
halo can be determined to a few µG from observations of Faraday rotation measures,
e.g. [29]. Intergalactic magnetic fields can be constrained based on the observation
of the CMB to be weaker then a few nG [30]. If an inhomogeneous structure of
magnetic fields as provided by large scale structure simulations is assumed, the in-
terpretation of rotation measure yields upper limits for the field strength in cosmic
filaments and sheets in the order of µG [31, 32].
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The implications of magnetic fields for the propagation of cosmic rays can be under-
stood in a simplified picture. A particle with charge Z · e and energy E will rotate
in a homogeneous magnetic field with field strength B on a circle with the Larmor
radius rL:
rL[pc] = 1.08 pc
E[PeV ]
Z ·B[µG] , (2.3)
With increasing energy the Larmor radius will exceed the thickness of the galactic
disk and a confinement of the particle within the galaxy becomes more and more
unlikely. Consequently a leakage from particles out of our galaxy occurs (leaky-box
model). In this context the ’knee’ in the all-particle spectrum can be understood as
a propagation effect [1]. Due to the dependency on the atomic number rL ∝ 1/Z,
the leakage will first occur for protons, sequentially followed by the heavier ele-
ments. The resulting rigidity dependent cut-off of the flux for individual elements
thus causes the steepening of the spectrum above the knee and the associated change
towards a heavier composition. For a review of astrophysical models regarding the
knee feature refer to [33].
A further implication of Eq. 2.3 is that cosmic rays below approximately the energy
of the ankle are presumably of galactic origin. Assuming galactic magnetic fields
of a few µG, the gyro radius of a proton reaches the order of the thickness of the
galactic disk of a few kpc at an energy of ≈ 1 EeV. Thus cosmic rays with energies
 1 EeV are bound to the galactic magnetic field. Vice versa, cosmic rays with
energies below ≈ 1018 eV originating from other galaxies and subjected to similar
magnetic fields would not be able to escape their galaxy and would thus never reach
us. Hence, a popular interpretation for the spectral slope around the ankle and the
corresponding change in composition is the onset of an extragalactic component of
cosmic rays.
Cosmic rays with energies above the ankle can not be confined by magnetic fields
within our galaxy anymore as implied by Eq. 2.3. Furthermore, the arrival directions
of cosmic rays with energies from the ankle up to several 1019 eV are observed to be
isotropic [1]. Galactic UHECR sources are thus disfavored as they would result in
an observable anisotropy. Consequently it is likely that cosmic rays above the ankle
are of extragalactic origin. Hence, a popular interpretation for the spectral slope
around the ankle and the corresponding change in composition is the onset of an
extragalactic component of cosmic rays.
Besides the deflection in magnetic fields, the flux of cosmic rays at the highest
energies will be attenuated due to interactions with background photons during the
propagation. Protons with energies above 6 ·1019 eV should be attenuated by photo-
production processes [34] while heavier elements with similar energies are broken up
due to photodisintegration e.g. [35].
A prime example of the former process is the production of a ∆+(1232) - resonance
if the center of mass energy of a cosmic ray proton together with a photon of the
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Figure 2.3: Simulated decrease of the proton energy with traveled distance for dif-
ferent initial energies according to the GZK-effect [37].
CMB exceeds the rest mass of the ∆+. This implies proton energies above 6 ·1019 eV
with increasing interaction probability towards higher energies. The ∆+ will decay
in two dominant channels:
p + γCMB → ∆+ → n+ pi+
p + γCMB → ∆+ → p+ pi0.
(2.4)
The proton will loose a fraction of its primary energy to produce the mass of the
pion. If the proton energy is still sufficient to produce another ∆+ the process will
repeat, yielding a successive energy loss.
Assuming these processes, the propagation of protons over large distances can be
simulated for different initial energies. This is shown in Fig. 2.3 for 1020 eV, 1021 eV
and 1022 eV. In all cases the proton will be decelerated below energies of 1020 eV
after about 100 Mpc traveled distance. Hence, cosmic rays reaching the earth with
energies above 1020 eV must come from sources closer than ≈ 100 Mpc. This effect
should lead to a suppression of the flux at the highest energies. The effect is called
GZK-Cutoff after Greizen, Zatsepin and Kuzmin [34, 36] who predicted it in 1966. A
suppression of the flux above 4 ·1019 eV was recently observed with the Pierre-Auger
Observatory and the HiRes experiment is consistent with the GZK-Cutoff [19, 15].
2.4 Origin and Anisotropy
The question of the sources of cosmic rays is strongly related to the question of
which mechanism is responsible for the acceleration of cosmic rays. The variety of
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Figure 2.4: Extension and magnetic field strength of potential sources of UHECRs
(Hillas Plot). Adopted from [1], originally based on [38].
acceleration mechanisms currently discussed (for an overview see e.g. [39]) can be
classified into ’direct’ acceleration in electric fields and ’stochastic’ acceleration in
magnetic fields.
Sufficiently high electric field gradients for a direct acceleration can be found in the
proximity of neutron stars or near black holes. However, models of direct acceler-
ation are disfavored as they lack a consistent explanation of the observed energy
spectrum [39].
The favored models rely on stochastic acceleration in magnetic fields based on a
model by Enrico Fermi [40]. In the ’first-order’ Fermi mechanism, particles gain
energy by diffuse scattering in magnetized plasma. Such an environment is e.g.
provided by supernova explosions which emit shock fronts that propagate from a
supernova remnant (SNR) into the interstellar medium. A charged particle passing
the shock front back and forth will gain an amount of energy ∆E ∝ E at each
cycle. At each cycle, there is a probability that the particle leaves the shock region.
Assuming an energy-independent escape probability, a power law energy spectrum
is generated [41].
An upper limit for the maximum energy attainable by a source can be estimated
with the Larmor radius (cf. 2.3). The acceleration is stopped when the Larmor
radius of a particle exceeds the size of the acceleration region. A.M. Hillas adap-
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ted this consideration to diffusive shock acceleration and formulated the following
constraint [38]:
Emax ' 1018eV Z βs
(
R
kpc
)(
B
µG
)
. (2.5)
Sources with size R and magnetic fields of strength B are thus able to accelerate
particles with charge Z · e up to energies Emax. Further, βs denotes the velocity of
the scattering centers, respectively the speed of the supernova shock front in units
of the vacuum velocity of light c.
Typical values of Type II supernovae yield maximum energies of Emax ≈ Z·1014 eV [42]
and Emax ≈ Z · 3 · 1015 eV for special types of supernovae [43] respectively. The
dependence of Emax on the charge of the nucleus Z ·e introduces consecutive cut-offs
for the spectra of the individual elements contributing to the cosmic ray composi-
tion. The steepening in the all particle spectrum and the associated shift towards
heavier elements at the knee can thus be interpreted by the increasing acceleration
efficiency towards heavier elements. In section 2.3 the knee feature was discussed as
a propagation effect. In [33] a combination of both effects is favored as it leads to a
better agreement with recent observations in the knee region.
For the origin of galactic cosmic rays SNR are widely accepted (for a review of
galactic cosmic rays refer to [44]). Models of diffusive shock acceleration in SNR
can explain the observed power law energy spectrum. Furthermore supernovae can
provide the total energy input needed to generate the overall cosmic ray flux [45].
Direct evidence that protons are accelerated in SNR has recently been found by
observations of γ-rays. High-energy γ-rays are considered a tracer for cosmic ray
sources as they partly originate from decays of neutral pions produced in collisions
of cosmic rays with background plasma [46]. For some of the observed SNR the
emitted γ-rays are of hadronic origin, giving evidence that cosmic rays are acceler-
ated in the SNR [47].
For UHECRs the situation seems less clear. A compilation of various astrophysical
objects with respect to typical values of their magnetic field strengths and exten-
sions is shown in Fig. 2.4. Eq. 2.5 is evaluated for protons with a maximum energy
of 1020 eV and plotted as diagonal lines for βs = 1 and βs = 1/300 respectively.
Considering the Hillas constraint, protons can only be accelerated up to energies of
1020 eV by sources that touch or lie above the diagonals. Thus, for UHECRs only
a few source candidates remain: gamma ray bursts (GRBs), neutron stars, active
galactic nuclei (AGNs), radio galaxy lobes and clouds of intergalactic matter.
An additional constraint on potential sources of UHECRs is imposed by the GZK
effect discussed in section 2.3. The GZK-horizon of a 1020 eV proton surrounds a
sphere around earth with a radius of about 100 Mpc. Within this sphere only a
limited number of possible sources exist which fulfill the Hillas criteria (cf. Eq. 2.5).
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These source candidates are distributed anisotropically. For the highest energies, the
deflection of cosmic rays during their propagation becomes relatively small. Simu-
lations assuming realistic galactic and intergalactic magnetic fields (cf. section 2.3)
predict that cosmic rays point back to their source for proton energies exceeding
about 4 · 1019 eV [48]. Thus, the anisotropy of the sources should be reflected in the
arrival directions of UHECRs observed at Earth.
A correlation of arrival directions of cosmic rays at the highest energies with the
direction of nearby astrophysical objects is being probed by the Pierre Auger Obser-
vatory. In particular, the correlation with AGNs as obtained from the Ve´ron-Cetty
and Ve´ron (VCV) catalogue [49] has been studied as they are considered one of the
most promising source candidates. The analysis published in [50] is influenced by
three parameters listed below.
First, the maximum angular deviation Φ from an AGN is defined. If the observed
arrival direction has a angular deviation smaller than Φ to one of the considered
AGNs, the event is counted as correlated. This cut takes the detector resolution and
the fact that even the most energetic cosmic rays are slightly deflected into account.
Second, the minimum energy from which cosmic rays are expected to point back to
their sources is considered with the threshold energy Eth.
Third, the distance Dmax up to which AGNs are taken into account. This constrain
reduces the number of eligible AGNs due to the implications of the GZK-Cutoff.
In an exploratory scan using an initial dataset, these parameters have been op-
timized to minimize the probability that the correlation with AGNs in the VCV
catalog could occur by chance if the flux was isotropic. The scan yields: Φ = 3.1◦,
Eth = 55 EeV and Dmax = 75 Mpc. In an analysis of a subsequent dataset using the
prescribed parameters, 8 out of 13 events were correlated with AGNs. Under the
hypothesis that the flux is isotropic, only a fraction of 21% is expected to correlate.
The isotropic hypothesis could thereby be rejected with a least 99% confidence level.
It should be mentioned that the observed correlation with AGNs does not necessar-
ily imply that AGNs are the sources of cosmic rays.
With increased statistics the AGN-correlation has been updated [51]. A total of
69 events has been detected in excess of 55 EeV until December 2009. The arrival
directions of these events are mapped in Fig. 2.5 together with AGNs closer than
75 Mpc. From 55 events (14 out of 69 are excluded as they have been used for the
exploratory scan), 21 correlate with AGNs. This gives a degree of correlation of
(38+7−6)%, to be compared with 21% for an isotropic expectation.
In a current report of the Pierre Auger Collaboration, the degree of correlation with
AGNs decreased to (33± 5)% (28 of 84 events correlate) [52]. However, the chance
probability of observing such a correlation from a random distribution remains be-
low 1%.
Equivalent analyses from the HiRes [53] and Telescope Array Collaborations [54]
indicate a compatibility with an isotropic flux. The differences between these ob-
servations and the Auger data is currently under discussion. Possible causes are
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differences in the energy scale of the experiments and the fact that they operate on
opposite hemispheres [1].
Besides the presented correlation of arrival directions with AGNs, the Auger col-
laboration has performed further extended analysis of the UHECR arrival direction
distributions in several energy ranges and different angular scales. For a overview of
the latest results of these analysis please refer to [55].
Figure 2.5: Map of the of the sky in galactic coordinates (Aitoff-Hammer projection)
showing the arrival direction of 69 UHECRs in excess of 55 EeV (black dots) as
measured by the Pierre Auger Observatory until December 2009. The solid line
represents the border of the field of view of the Observatory for zenith angles smaller
than 60◦. The blue circles of radius 3.1◦ are centered around AGNs in the VCV
catalog closer than 75 Mpc and within the field of view of Auger. Darker blue
indicates larger relative exposure. Taken from [51].
3. Extensive Air Showers
Cosmic rays hitting the atmosphere of our earth will collide with an air nucleus
at a certain height above ground. In this collision, particles are produced which
themselves carry enough energy to initiate further inelastic processes. The result is
a cascade of particles propagating through the atmosphere with almost the speed
of light. UHECRs can induce air showers consisting of billions of particles. The
particles partly reach ground level and can spread over several km2. This justifies
the commonly used term Extensive Air Shower (EAS).
In the first section of this chapter we focus on a theoretical description of EAS.
Based on simplified models, fundamental air shower properties are introduced and
their correlation to the nature of the primary cosmic ray is deduced. Furthermore,
simulations of EAS are briefly discussed.
In the second section we consider the fact that today’s UHECR detector systems
utilize the earth’s atmosphere as a giant calorimeter to detect cosmic rays indirectly
via their induced EAS. Quantities of EAS accessible through measurements with
recent detection techniques are emphasized.
3.1 Theory of Air Showers
The earth’s atmosphere acts as a calorimeter with variable density and an integrated
column density of 1033 g/cm2 (at sea level) in vertical direction. Considering the
mean path lengths in air, this corresponds to a thickness of ≈11 hadronic interaction
lengths and ≈26 electromagnetic radiation lengths [56].
EAS are usually grouped into three components according to their respective particle
content, a hadronic, an electromagnetic and a muonic cascade. A schematic over-
view of an air shower subdivided into these cascades is presented in Fig. 3.1. The
hadronic cascade, consisting at rough approximation of 90% pions and 10% kaons,
evolves directly from the first interaction of the primary cosmic ray with an air
nucleus. The charged pions and kaons extend the hadronic cascade through fur-
ther hadronic interactions. Finally they decay into muons and neutrinos forming
the muonic cascade. As muons and neutrinos are unlikely to interact further in the
atmosphere, they do not contribute significantly to the further shower development.
Due to their high γ-factor most of the muons reach ground level before they de-
cay 1 and thus contribute a major fraction of the particles that can be observed with
1For very inclined showers (showers with zenith angles exceeding 60◦) the muon decay can not
be neglected anymore. Very inclined showers are not discussed here as they will not be part of the
analysis within this thesis. For a detailed discussion see [57].
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Figure 3.1: Schematic overview of an air shower divided into a hadronic, electro-
magnetic and muonic sub cascade [58].
ground based detectors.
The electromgnetic cascade is initiated by the decay of neutral pions. With a life-
time of τ ≈ 10−16 s they decay into two photons. Consecutive pair production and
Bremsstrahlung processes constitute the electromagnetic component consisting of
photons, electrons and positrons. As approximately 1/3 of all produced pions are
neutral, at each hadronic interaction length, about 1/3 of the energy of the hadronic
cascade is transferred into photons. For a typical vertical air shower of 1019 eV ob-
served at sea level, the electromagnetic component contains about 99% of the total
shower particles and carries about 85% of the total energy [56].
In the following we discuss a simplified model of electromagnetic showers suitable to
derive basic shower properties. Hadronic showers are reconsidered by an extension
of the electromagnetic model in the subsequent section.
3.1.1 The Heitler Model of Electromagnetic Showers
Within the Heitler model [60], electromagnetic showers are approximated by a per-
fect binary tree as depicted in Fig. 3.2, left. The tree is initiated by a photon or
electron (a photon is shown in Fig. 3.2) of energy E0. At each node an interaction
occurs which produces two secondaries. Photons interact by pair production, creat-
ing an electron and a positron of equal energy. Electrons emit a single photon via
Bremsstrahlung and survive with half of the initial energy. The cross section of both
processes are assumed energy independent and equal. Consequently at each level of
the binary tree, the number of shower particles is doubled, yielding N = 2n particles
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Figure 3.2: Schematic views of an electromagnetic cascade (left) and a hadronic
cascade (right). In the hadron shower, not all pion lines are shown after the n = 2
level. Diagram is not to scale. From [59].
of energy E = E0/N at depth n. The splitting length d is then associated with the
radiation length λr of the medium as
d = λr ln2 with λr = 37 g/cm
2. (3.1)
in air. The shower development continues until the individual energy of the shower
particles drops below a critical energy Ec. Below Ec energy losses are dominated
by ionization processes rather then pair production and Bremsstrahlung. In air,
Ec amounts to ≈ 85 MeV [59]. At this point the shower evolution has reached a
maximum, by means of the maximum number of particles which is then given as
Nmax = E0/Ec = 2
n = en ln2 (3.2)
An important result is thus that the number of particles at the shower maximum is
proportional to the energy of the primary particle.
The integrated slant depth of the shower maximum Xmax corresponds to n steps of
length d and is thus given by
Xmax = X0 + n d, (3.3)
with the depth of the first interaction X0. Solving Eq. 3.2 for n yields
n = ln(E0/Ec)/ln2 (3.4)
Insertion of Eq. 3.1 and Eq. 3.4 in Eq. 3.3 yields
Xmax = X0 + λr ln(E0/Ec). (3.5)
The depth of the shower maximum in the atmosphere hence scales logarithmically
with the cosmic ray’s energy.
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Comparison of measurements with detailed simulations indicate that Nmax is overes-
timated by a factor of 2 – 3 in the Heitler model. Furthermore it predicts an electron
to photon ratio of two, whereas simulations give a ratio of about 1/6 [56]. These
differences can be attributed to an underestimation of the electron cross section and
to the fact that multiple photons can be emitted due to Bremsstrahlung.
Despite these restrictions, the general dependencies derived in Eq. 3.2 and Eq. 3.5
hold true also for the development of real air showers and are confirmed by meas-
urements and simulations.
3.1.2 Extension to Hadronic Showers
An extension of Heitler’s model from electromagnetic to hadronic showers has been
developed by Matthews [59]. Therein, the hadronic cascade of an air shower is also
modeled as a tree as depicted in Fig. 3.2, right. The splitting length d is given by
the hadronic interaction length λI as
d = λI ln2, with λI = 120 g/cm
2 in air (3.6)
which is assumed to be constant. The cascade is started with a proton of energy
E0. At every node, a hadronic interaction produces Nch charged pions and 1/2 Nch
neutral ones of equal energy. The pion multiplicity as a model parameter is set to
Nch = 10 in agreement with laboratory experiments
2. The neutral pions decay and
extend the electromagnetic cascade. In this way, 1/3 of the energy is transferred
to the electromagnetic component whereas the total energy of the hadronic cascade
decreases with every step as
Etotpi = (2/3)
nE0. (3.7)
With the number of charged pions extending the hadronic cascade, Npi = Nch
n, the
energy of a single pion after n steps can be calculated as
Epi =
Etotpi
Npi
=
E0
(3
2
Nch)n
. (3.8)
The cascade progression ceases when a decay of the pions becomes more likely than
a next hadronic interaction. For pions in air, this is the case for Epic = 20 GeV. At
this point, all pions are assumed to decay into muons. The number of muons thus
equals the number of charged pions at the final stage nc of the shower development,
Npµ = Nch
nc . The depth nc is obtained by solving Eq. 3.8 for n,
nc =
ln(E0/E
pi
c )
ln(3
2
Nch)
. (3.9)
2In fact, the pion multiplicity changes as a function of energy. The adopted value is accurate
to within a factor of two for pion kinetic energies from about 1 GeV to 10 TeV and provides a
simplification for the model [59].
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We can now express the number of muons as a function of the primary proton’s
energy,
Npµ = Nch
nc (3.10)
⇔ lnNpµ = nc lnNch eq.3.9= ln(E0/Epic )
lnNch
ln(3
2
Nch)︸ ︷︷ ︸
≡β
(3.11)
⇔ Npµ = (E0/Epic )β. (3.12)
Unlike the particle number in an electromagnetic cascade (cf. Eq. 3.2), the muon
number does not scale linearly with the primary particles energy but grows at a
smaller rate depending on the pion multiplicity Nch. With Nch = 10 we obtain
β ≈ 0.85.
So far we have only considered proton primaries. An air shower initiated by a nucleus
with atomic number A can be modeled as a superposition of A proton showers of
energy E0/A starting at the same point. This is valid as the binding energy of the
nucleus can be neglected compared to the cosmic rays energy. For Eq. 3.12 this
implies
NAµ = A
(
E0/A
Epic
)β
= (E0/E
pi
c )
β A1−β = Npµ A
1−β. (3.13)
The muon number for a given initial energy depends on the mass of the primary
cosmic ray. Showers of heavier primaries produce more muons. The sensitivity of
the muon number to the composition is exploited by air shower experiments. As
electron number and muon number scale differently with the primary mass, usually
the electron-to-muon ratio is used as a robust composition estimator.
By applying energy conservation we obtain that the cosmic ray’s energy is distributed
between the electromagnetic and the hadronic component, E0 = Eem + EH . At the
final stage of the shower development, the energy of the hadronic component is
carried by the muons, EH = NµE
pi
c . With Eq. 3.13 the fraction of energy in the
electromagnetic component reads
Eem
E0
= 1−
(
E0
Epic
)β−1
A1−β. (3.14)
For a proton shower of 1018 eV and the previously used values of β and Epic , more
than 90 % of the cosmic rays’s energy end in the electromagnetic component.
As likewise the particle content of the air shower is dominated by the electromag-
netic component, the maximum of the air shower is given by the maximum of the
electromagnetic cascade. In the first interaction Nch/2, neutral pions are produced
which decay into a total of Nch photons. These initiate electromagnetic cascades of
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energy E0/(3Nch). Hence, the depth of the shower maximum can be estimated by
Xmax of an electromagnetic shower of enegy E0/(3Nch) starting at X0 with
Xpmax = X0 + λr ln
(
E0
3NchEc
)
. (3.15)
A shower started by a nucleus is treated as a superposition of proton showers of
energy E0/A. For X
A
max follows
XAmax = X
p
max − λr lnA. (3.16)
Showers induced by heavier primaries thus develop higher in the atmosphere than
proton showers. The depth of the shower maximum is a widely used composition
estimator for detectors that are able to measure the shower development within
the atmosphere. For instance, the data shown in Fig. 2.2 are obtained with this
method. Furthermore it is intuitive that the superposition of A proton showers av-
erages the fluctuations in the individual showers. The variation of the shower max-
imum RMS(Xmax) (also shown in Fig. 2.2) thus decreases with increasing primary
mass.
The qualitative dependencies of EAS derived in the model are in agreement with
observations. However, the introduced simplifications impose some restrictions. The
pion multiplicity Nch and the critical energy E
pi
c , implemented as constant factors,
change as a function of energy. Furthermore, in high energy hadron interactions
only constituents of the hadron interact, yielding a significant fraction of energy
carried away by a single ’leading’ particle. This effect can be taken into account by
introducing the inelasticity of a hadron interaction in the above model.
Such simplifications can be omitted by air shower simulations. They provide a
helpful tool for direct comparisons with experimental data.
3.1.3 Simulations of Air Showers
Recent air shower simulation programs such as CORSIKA [61] and AIRES [63] allow
to individually track each shower particle. Possible interactions or decays of each
particle can then be applied according to its individual species and energy. For the
description of these processes, interaction models from particle physics are adap-
ted. While the electromagnetic and weak interactions are well described within the
standard model, the hadronic interactions introduce the dominating uncertainties
in air shower simulations [64]. As the energies in EAS collisions exceed the energies
accessible in man-made accelerators, the relevant cross-sections have to be extrapol-
ated from experimental data at lower energies.
The features of CORSIKA are briefly discussed here as they become relevant in the
scope of simulations of radio signals from air showers in the following chapter. As
input CORSIKA accepts primaries of different species specified by their energy and
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Figure 3.3: Image of a 1015 eV proton shower simulated with CORSIKA [61]. Elec-
tron, positron and photon tracks are red, muon tracks green and hadron tracks blue.
Taken from [62].
incoming direction. CORSIKA recognizes 50 different elementary particles which
can be tracked through the atmosphere, are able to interact, annihilate or decay,
and produce secondary particles. Access to the shower particles is provided by de-
fining observation levels, for instance the ground level containing the detector. All
particles penetrating these levels with an energy exceeding a predefined cutoff will be
stored together with their kinematics and provide the output of the simulation. An
image of a CORSIKA shower simulated for a 1015 eV proton is shown in Fig. 3.3.
For the high-energy hadronic interactions one of five different interaction models
can be selected and their influence on the air shower development can be compared.
Furthermore, the environmental conditions, such as models of the atmosphere and
the geomagnetic field can be adjusted by the user. This allows to study systematic
effects as for example the influence of the seasons.
Air shower simulations have become essential for the interpretation of data from
modern UHECRs experiments (cf. Fig. 2.2 and the corresponding discussion). They
provide a link between the primary cosmic rays properties and the quantities ob-
served by experiments discussed in the following.
3.2 Shower Profiles and Methods of Observation
For the detection of UHECRs, two technical approaches have been well established:
Arrays of particle detectors and flourescence detectors. The former method is based
on the observation of the lateral shower profile at ground level. Fluorescence tele-
scopes measure the longitudinal profile of an air shower by tracking fluorescence
light emitted during the shower development in the atmosphere. Both techniques
are visualized together with the geometry of an air shower in Fig. 3.4.
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Figure 3.4: Geometry of an air shower. The shower propagates along the shower
axis defined by the incoming direction of the primary cosmic ray. Secondary shower
particles are located within a curved shower disk of a few meters longitudinal exten-
sion. Common measurement techniques are depicted. From [58].
3.2.1 Lateral Shower Profile
After the first interaction, the newly produced hadrons will carry a transverse mo-
mentum with respect to the direction of the inducing cosmic ray. This transverse
momentum is transferred in further interactions and yields a lateral spreading of the
shower particles with increasing shower age. The resulting shower disk reaches a few
kilometers lateral extension for typical UHECR showers at ground level [65]. The
geometry of an air shower is visualized in Fig. 3.4.
The lateral profile is observed by registering secondary shower particles at ground
level in particle detectors employed with a certain spacing. As the size of the air
shower scales with the primary energy, the detector spacing implies a lower energy
threshold of the array. For UHECR arrays, a typical spacing is in the order of 1
km. The total instrumented area is chosen with respect to the cosmic ray flux and
reaches several 1000 km2 for an effective observation at the highest energies.
If an air shower is detected in at least three non-collinear stations, the shower axis
can be reconstructed by adjusting a planar wavefront (cf. Fig. 3.4), to the arrival
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Figure 3.5: Lateral profile of an air shower measured with the surface detector of
the Pierre-Auger Observatory. The response of the individual stations is given in
units of a vertical incident muon (VEM). The color indicates the timing of the
signals from early (yellow) to late (red). A fit of the LDF is shown as solid line
with its uncertainties as gray band. The red square marks the energy estimator at
a distance of 1000 m to the shower axis. The cosmic rays energy was reconstructed
to (1.43± 0.09) · 1019 eV.
times observed in the individual stations. If more than three stations are included,
more complex models of the wavefront such as a sphere can be fitted.
The signal measured in a single station represents a sample of the particle density at
a certain distance r to the shower axis. To obtain a continuous particle distribution,
the signals of the triggered stations are fitted to a model of a lateral distribution
function (LDF). A commonly used LDF is based on the Nishimura-Kamata-Greisen
function [66],
fNKG(r) ∝
(
r
rM
)s−2(
1 +
r
rM
)s−4.5
, (3.17)
with the Molie`re radius rM and the shower age s which can be parameterized as a
function of depth X as:
s(X) =
3X
X +Xmax
. (3.18)
The evaluation of the fitted LDF at an optimum distance gives an estimate of the
cosmic rays energy. This optimum distance varies mainly with the energy range and
spacing of the experiment. It is chosen such that the fluctuations from shower to
shower and the statistical fluctuations from particle counting are minimized.
In Fig. 3.5, a measurement of the lateral shower profile of a single air shower with
the surface detector array of the Pierre Auger Observatory and the corresponding
fit of the LDF are presented . Here the primary energy is estimated at an optimum
distance of 1000 m.
The measurement of the lateral shower profile resembles a single snapshot of the
shower and provides little information of the shower development. In particular,
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ground arrays usually give no direct access to the position of the shower maximum,
a strong limitation for composition studies. Composition information is commonly
extracted from the longitudinal profile.
3.2.2 Longitudinal Shower Profile
Secondary charged shower particles excite nitrogen molecules along their path in the
atmosphere. While deexciting, the nitrogen molecules emit photons isotropically into
several spectral bands in the UV regime between 300 nm and 420 nm. The number
of emitted photons per energy deposit in the atmosphere is given by the ’fluorescence
yield’. It depends on the atmospheric conditions and amounts to about 4 photons
per charged particle per meter at ground level pressure [56].
With imaging telescopes, the emitted fluorescence light can be tracked at distances
up to several 10 km from the shower axis. The imaging optics project the light track
from the atmosphere onto a segmented camera. The amount of fluorescence light
emitted at a certain depth X is proportional to the number of charged particles
present in the shower, essentially the number of electrons Ne(X) (cf. Sec. 3.1).
Thus, the observed light track provides a direct image of the shower development in
the telescope’s field of view.
From the timing and the pointing of the camera pixels, the geometry of the air
shower can be reconstructed. With known shower geometry and fluorescence yield
and under consideration of the frequency dependent absorption of the fluorescence
photons on their way to the telescope, the amount of fluorescence light is converted
into the energy deposit in the atmosphere. The energy deposit dE/dX can be
described by the Gaisser-Hillas function [67, 68] as a function of the slant depth X
as
fGH(X) =
dE
dX
(Xmax)
(
X −X0
Xmax −X0
)xmax−X0
λ
e
xmax−X
λ , (3.19)
with the depth of the first interaction X0 and absorption length λ. Such a calori-
metric measurement of the longitudinal profile is presented in Fig. 3.6. A fit of the
Gaisser-Hillas function determines the position of the shower maximum Xmax. The
total deposited energy is obtained by integrating over the whole shower development,
Ecal =
∫
fGH(X) dX. (3.20)
A small fraction of the shower particles does not contribute to the fluorescence emis-
sion. Those are mainly neutrinos, neutral hadrons and penetrating muons. This
’invisible’ energy can be determined by simulations and is typically in the order of
10 % for UHECR showers. After correction for the invisible energy, Ecal yields the
energy of the primary cosmic ray.
Beside the generation of fluorescence light, charged shower particles can directly emit
photons due to the Cherenkov effect. The Cherenkov light can as well be exploited
for the detection of cosmic rays (refer to [69] for a review of Cherenkov cosmic ray
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Figure 3.6: Longitudinal profile of an air shower observed with the fluorescence
telescopes of the Pierre-Auger Observatory. The energy deposit in the atmosphere is
shown as a function of the traversed slant depth. The red line represents the fit of the
Gaisser-Hillas function (see. Eq. 3.19). The red dot marks the reconstructed position
of the shower maximum Xmax = 744 ± 15 g/cm2. The corresponding measurement
of the same event with the surface detector is presented in Fig. 3.5.
detection) but is inapplicable for the UHECR regime as it is strongly beamed along
the shower axis and thus can only be detected close to the shower core. Nevertheless,
depending on the geometry of the shower, Cherenkov light can contribute a strong
background component for fluorescence detection. Fluorescence measurements need
to be corrected for a Cherenkov fraction to be determined from the shower geometry
on an event-by-event basis.
The dominating uncertainties of fluorescence detection arise from changing or im-
precisely known atmospheric conditions. The fluorescence yield as well as the atten-
uation of photons in air depend on atmospheric properties. The fluorescence yield is
measured in dedicated experiments [70]. Atmospheric conditions are usually mon-
itored by multiple instruments employed along with the telescopes.
Fluorescence measurements are only possible in cloudless and moonless nights. This
reduces the duty cycle to about 10 % [56]. Despite this restriction, fluorescence
detection is presently the favored technique to measure the energy and composition
of UHECRs.
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4. Radio Emission from Air
Showers
Within an air shower, several processes take place which yield an emission of radio
signals. It was first proposed by Jelly [71] back in 1958 to exploit the radio emission
for the detection of cosmic rays. In 1962, Askar’yan [72] formulated a first theory of
radio emission from air showers. These investigations initiated intensive research in
the field of radio emission in the 1960s and 70s on both theoretical and experimental
side. Despite the important results achieved in these pioneering years, the interest
in radio detection ceased due to technical problems and the success of alternative
techniques.
Recently, radio detection of cosmic rays has become a vivid field of research again.
Several experiments have been set up to study the radio emission in detail and to ex-
amine the feasibility of radio detection for large scale cosmic ray experiments. These
strongly benefit from improved electronics and computational resources compared
to the ’early days’. Likewise, progress on the theoretical side has been made due to
advanced emission theories and the inclusion of computer simulations.
We begin this chapter with a summary of theoretical emission processes followed
by the implications for the polarization of the radio signal. The implementation of
the emission theories within computer simulations and their results are discussed
accordingly. We conclude with recent experimental results.
4.1 Emission Processes
For the radio emission from EAS a multitude of theories have been formulated.
Within these theories the radio emission can essentially be attributed to one of the
following causes:
• Differences in the nature of interaction of electrons, positrons and photons with
the atmosphere. These differences cause a negative charge excess within the
air shower which causes the emission of coherent radio-frequency radiation.
• The interaction of charged shower particles with the magnetic field of the
earth. Charged particles are deflected and accelerated by the geomagnetic
field. Consequences are a charge separation which creates an electric dipole
field and yields a transverse current within the shower. The time-variation of
the dipole field and the transverse current throughout the shower development
are sources of radio emission.
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• The interaction of charged shower particles with the electric field of the atmo-
sphere. The static geoelectric field yields radiation mechanism similar to those
caused by the geomagnetic field.
In this section we focus on ’classical’ descriptions of radio emission mechanisms
which allow for an intuitive understanding of fundamental properties of the radio
signals from air showers derived from the above physical processes. Modern theories
of radio emission are strongly associated with computer simulations and incorporate
the classical mechanisms embedded in a complex mathematical formalism. They are
discussed in Ch. 4.3.
Furthermore we focus on radio emission in the MHz range, that is at frequencies
of the order 1 MHz – 100 MHz. It should be stated that the emission mechanisms
discussed below may also yield a radio emission at higher frequencies up to the GHz
range as discussed in [73]. Furthermore, at GHz frequencies additional processes
such as molecular Bremsstrahlung [74] may lead to radio emission. Nevertheless, we
restrict the discussion to MHz radio emission which is relevant for this thesis.
4.1.1 Charge Excess Radio Emission
Within his theory of charge excess radio emission [72], Askar’yan proposed that ra-
dio signals from air showers originate from a superposition of Cherenkov radiation of
shower particles. Charged shower particles emit Cherenkov radiation as they move
faster than the speed of light in air. As positive and negative charges emit radiation
of opposite phase, the individual contributions cancel out if the number of negative
particles equals the number of positive ones. Thus, a charge excess within the air
shower becomes a necessary condition for a non-vanishing total Cherenkov emission.
Askar’yan proposed that a negative charge excess would arise from the annihilation
of shower positrons with electrons from air molecules. It was shown later by detailed
calculations and Monte Carlo simulations that positron annihilation only accounts
for about 10% of the total charge excess (see [65] and references therein). The dom-
inating contributions are due to Compton recoil electrons and knock-on electrons
which gain relativistic speed and propagate along with the air shower. Allan cal-
culated that the number of shower particles NCE composing the charge excess can
amount up to 20% of the total particle content [75] at the shower maximum.
The charge excess results in a non-canceling Cherenkov radiation which constitutes
the total radio signal. The total radiated power is proportional to the number of
radiating particles NCE if they are considered to emit independently, i.e. incoher-
ent. However, in case of radio waves when the wavelength is large compared to
the distance between individual radiating particles, the emission becomes coherent.
The maximum distance between radiating particles is identified with the longitud-
inal thickness of the shower disk of a few meters. For coherent emission, the total
radiated power scales with N2CE, leading to an important amplification with respect
to an incoherent process. Coherence of the radio emission is mostly stressed as re-
quirement to achieve measurable radio pulses, independent of the actual emission
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mechanism.
As a consequence of coherence, a frequency spectrum of the radio signal in favor of
the lower frequencies is created. An upper limit to the spectrum is imposed by the
loss of coherence at high frequencies.
Assuming that the number of charge excess particles NCE is proportional to the
total number of shower particles N and considering a linear scaling of the particle
number N with the cosmic ray’s energy E0 (cf. Eq. 3.2), for the total radiated
power P holds
E0 ∝
√
P , (4.1)
in case of coherent emission. The radio signal amplitude A ∝ √P is thus predicted
to scale linearly with the cosmic rays energy.
Askar’yans classical theory draws an intuitive picture of fundamental characteristics
of the radio emission such as coherence effects and the scaling with the cosmic rays
energy. However, in contrast to Askar’yan, some recent models of radio emission (see
Ch. 4.3) do not explicitly attribute the radio emission evolving from a charge excess
to classical Cherenkov radiation. In these models, the radio emission is generated
by the time-variation of the net charge excess in the shower front itself. This leads
to a charge excess radio emission even if the index of refraction is n = 1.
4.1.2 Geomagnetic Radio Emission
Askar’yan already pointed out that a charge separation due to the geomagnetic field
could also lead to coherent radio emission [72]. Kahn and Lerche [76] demonstrated
later that this process could be dominating in a frequency range from 30 MHz to
300 MHz. Since then, several emission mechanisms based on a geomagnetic origin
have been formulated.
The basic idea of geomagnetic emission is that charged shower particles (charge q)
are deflected by the Lorentz force
~FL = q (~v × ~B) (4.2)
in the earth’s magnetic field ~B from their direction of propagation ~v in the atmo-
sphere. Positively and negatively charged particles are deflected in opposite dir-
ections which leads to a transverse charge separation. Consequently the shower
emerges a transverse electric dipole moment. Since the transverse dipole is being
sustained by repeated charge separation, there is also a continuous flow of transverse
current throughout the lifetime of the shower. The transverse current emits dipole
radiation which is strongly beamed along the shower axis due to the relativistic ve-
locity of the dipole.
As in the case of the charge excess emission, the emission becomes coherent when
the longitudinal extend of the shower front is smaller than the emitted wavelength.
An alternative approach for the geomagnetic emission is followed by Gorham and
Falke [77] and Falke and Huege [78] respectively. Within their theory of ’Geosyn-
chrotron’ emission, the radio signal directly evolves from synchrotron radiation of
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the charged shower particles. In particular, the semi-analytical approach developed
in [78] is based on the synchrotron emission of electron-positron pairs gyrating in
the earth’s magnetic field. The treatment of electron-positron pairs instead of single
particles incorporates the pair production processes within an air shower (cf. Ch. 2)
and provides an important simplification for model calculations. By applying real-
istic shower geometries, the total radio pulse is calculated as a superposition of
synchrotron radiation from the single electron-positron pairs. An integration over
the lateral and longitudinal structure of the air shower yields coherence of the radio
signal. For coherent emission the radiated power scales quadratically with the num-
ber of radiating shower particles as discussed in case of the charge excess emission.
Thus, for geomagnetic emission, also a linear scaling of the radio signal amplitude
with the cosmic rays energy is expected.
The geosynchrotron approach allows quantitative predictions of properties of the
radio signal which can be a accessed by measurements. For instance the frequency
spectrum of the radio pulse is directly limited by the thickness of the shower disk.
Furthermore, the lateral dependence of the emission can be understood within this
model, as it is governed by the intrinsic beaming cone of the synchrotron radiation
and its superposition over the whole shower development.
To what extend the geosynchrotron and the geomagnetic emission processes dis-
cussed above are separate and independent of each other is not fully resolved yet.
Some authors state that they might well be alternative descriptions of equivalent
physical scenarios eg. in [65, 78, 79]. In the following, if we speak of ’geomagnetic
emission’, we refer to the emission mechanisms described in this section as a whole.
4.1.3 Geoelectric Emission
Under normal conditions, the Earth exhibits a vertical electrostatic field with an
electrostatic field gradient of ≈ 100 V/m at the surface with decreasing strength to-
wards increasing altitude. Weather conditions can significantly influence the electric
field within the atmosphere. During thunderstorms the electric field gradient can
locally reach strengths of up to 200 kV/m [80].
The electrostatic field component perpendicular to the trajectory of an air shower
causes a deflection and thus a separation of charged air shower particles, as dis-
cussed by Charman in 1967 [81]. Analog to the case of geomagnetic emission, an
electric dipole and a transverse current evolve within the air shower, causing the
radio emission. Charman calculated that under normal conditions the separation
due to electric fields and the resulting radio emission is negligible compared to the
geomagnetic emission. However, a strong amplification of the geoelectric emission is
expected for extreme electric field gradients as present in the proximity of thunder-
storms.
By incorporating recent computer simulations, Buitink et. al. [80] have revisited the
topic of geoelectric radio emission. They conclude that, for normal weather con-
ditions, atmospheric electric fields are too small to significantly influence the radio
emission from air showers. For air showers that pass through thunderstorms, both
the strength and the polarization of the radio signal can be altered strongly. Radio
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signals measured in the proximity of thunderstorms should thus be analyzed separ-
ately from those recorded under normal conditions. To allow for such a separation,
a weather monitoring along with the radio detector is recommended.
4.2 Polarization of Radio Emission
Figure 4.1: Alignment of the electric field vector as a function of the observer position
for charge excess emission (left) and geomagnetic emission (right). The displayed
situation corresponds to a vertical air shower and a horizontal geomagnetic field in
case of the geomagnetic emission. The black dot marks the shower core. Adapted
from [79].
Both, the negative charge excess and the geomagnetic emission generate linear po-
larized radio signals, that is the direction of the electric field vector is constant
throughout the duration of the radio pulse. However, regarding the position of the
observer, both mechanisms yield different polarization signatures.
In the case of the negative charge excess emission, the electric field is radially po-
larized towards the shower axis [65], as illustrated in Fig. 4.1, left. The polarization
measured at ground level thus depends on the position of the observer relative to
the shower axis.
In case of geomagnetic emission, the electric field vector ~E is aligned in the direction
of the Lorentz force [75], (cf. Eq. 4.2) as
~E ∝ ~n× ~B, (4.3)
where we identify ~n with the direction of the shower axis. The polarization is thus
independent of the position of the observer. The situation for a vertical air shower
and a geomagnetic field aligned in north-south direction is depicted in Fig. 4.1, right.
Eq. 11.6 implies that the direction of the emitted electric field varies with the direc-
tion of the shower axis, that is the incoming direction of the air shower. Furthermore,
the strength of the emission scales with the angle α between the shower axis and the
geomagnetic field,
| ~E| ∝ |~n× ~B| = |~n|| ~B| · sin(α). (4.4)
The electric field vectors for various incoming directions as computed with Eq. 11.6
are visualized in Fig. 4.2. The geomagnetic radio emission is thus maximized for in-
coming directions perpendicular to the direction of the magnetic field and vanishes
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Figure 4.2: Polarization due to geomagnetic radio emission for various incoming
directions of the air shower in a polar skyplot. Zenith direction is in the center, north
at the top and east to the right. Each vector gives the direction of the horizontal
component of the electric field. The vertical component is color coded. The length
of the vectors scales with the emission strength. The dashed line indicates the
directions of maximal geomagnetic emission. The geomagnetic field points almost
to the north with a zenith angle of 58◦, corresponding to the magnetic field at the
site of the Pierre Auger Observatory in Argentina.
if the showers propagates parallel to the magnetic field vector.
For an air shower that radiates from both, geomagnetic and charge excess emission,
the electric fields from the individual contributions will interfere at a given observer
position. For linearly polarized contributions with an equal time structure, the
superposition will also be polarized linearly [82]. The orientation of the total electric
field is then given by the sum of the electric fields of the individual contributions. It
depends on the position of the observer and the relative strength of the individual
contributions. The polarization of the radio signal is thus sensitive to the mechanisms
of emission and their relative weight.
4.3 Simulation of Radio Emission
Recent models of radio emission incorporate multiple of the emission mechanisms
discussed above to predict the total radio emission. As these models are usually
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developed in close conjunction with associated computer simulations, they are also
referred to as simulations of radio emission. They can be grouped in macroscopic
and microscopic approaches.
The macroscopic approaches MGMR [83] and EVA [84] derive the radio signal from
macroscopic quantities such as currents within the shower. In particular, MGMR
and EVA calculate the radio emission based on the time variation of a net charge,
a dipole moment and a transverse current (cf. Ch. 4.1). The underlying particle
distributions are either parameterized (MGMR) or taken from individual CORSIKA
showers (EVA).
Microscopic approaches follow individual particles of the air shower and calculate
their radio emission from electrodynamics. The emission is directly governed by
the distribution and motion of the shower particles. No direct assumptions to the
actual emission mechanism are made. Such a microscopic approach is followed by
REAS3 [85], CoREAS [86], SELFAS3 [87] and ZHAireS [88]. CoREAS and ZHAireS
are full Monte Carlo simulations, that is, the calculation of the radio emission is dir-
ectly integrated within a simulation of the air shower such as CORSIKA or AIRES
(cf. Ch. 3.1.3) respectively. REAS3 and SELFAS3 apply histogrammed CORSIKA
showers to describe the particle distribution within the shower.
The underlying electrodynamics are applied in a specific formalism within micro-
scopic approaches. An example of such a methodology is the ’endpoint formal-
ism’ [89] which is incorporated in REAS3 and CoREAS. The motion of air shower
particles is described by a series of discrete acceleration events or ’endpoints’, with
each endpoint being a source of emission. Under certain boundary conditions, the
’classical’ radiation processes such as synchrotron radiation and Cherenkov radiation
follow from the ’endpoint’ emission. Due to its discreteness the formalism is well
suited for direct numerical implementation in simulation codes.
Despite the fundamentally different approaches, recent simulations have converged
in the last years and deliver consistent results. A comparison of the radio pulse as
predicted by REAS3 and MGMR simulations is depicted in Fig. 4.3. Both simu-
lations predict bipolar pulses with similar shapes. With increasing distance of the
observer to the shower axis, the pulse amplitudes decrease and the shape becomes
flatter. The pulse amplitudes of both simulations are in fair agreement especially
towards larger lateral distances.
The frequency spectra obtained from REAS3 and MGMR simulations are presented
in Fig. 4.4. Generally the spectral field strength decreases with increasing frequency.
This effect can be attributed to the loss of coherence towards higher frequencies as
discussed in Sec. 4.1. For observers close to the shower core, the spectrum extends to
several 100 MHz. With increasing lateral distance, the high-frequency cutoff moves
towards lower frequencies and the spectrum becomes dominated by low frequencies.
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Figure 4.3: Radio pules simulated with the REAS3 (left) and the MGMR (right) for
observers at different lateral distances to the shower core. The curves for distances
larger than 100 m are scaled with the scaling factor denoted in the legend. Simulated
is the west polarization component of a vertical air shower with a primary energy of
1017 eV. From [90].
An important observable for radio detectors is the lateral distribution of the radio
signal amplitude. In analogy to the lateral distribution of particles within an air
shower (cf. Ch. 3.2.1), it is called LDF (Lateral Distribution Function). Simulations
of LDFs for different primaries and primary energies are summarized in Fig. 4.5. To
compare the LDFs of showers with different energies, the field strengths are normal-
ized with the energy deposited in the atmosphere by the electromagnetic cascade
of the shower. An approximately exponential falloff of the signal amplitude with
Figure 4.4: Frequency spectra of radio pules simulated with the REAS3 (thick lines)
and the MGMR (thin lines) for observers at different lateral distances to the shower
core. Simulated his the total spectral field strength for a vertical air shower with a
primary energy of 1017 eV. From [90].
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Figure 4.5: Lateral distribution of the 32 – 64 MHz filtered radio signal amplitude
normalized with the energy deposited in the atmosphere by the electromagnetic
cascade of the air shower. Shown are 180 air showers of different primaries in an
energy range from 1018 to 1020 eV, simulated with REAS. From [91].
increasing distance is observed for all simulated showers. However, the slope of the
LDF changes with energy and mass of the primary particle. This can be understood
as the distance of the shower maximum to the ground varies with energy and mass of
the cosmic ray (cf. Ch. 3). The collimated radio emission is distributed over a larger
area on ground for showers that have their maximum higher in the atmosphere than
for those with the maximum close to the ground. Consequently, the LDF becomes
flatter. The slope of the LDF is thus sensitive to the depth of the shower maximum
and therewith to the mass of the cosmic ray.
On closer inspection the normalized LDFs intersect in a narrow region at about
150 m lateral distance. The position of this well defined interception region does
not depend on the energy of the air shower. Furthermore, shower to shower fluc-
tuations are minimal in this region and the signal strength is independent of the
primary mass. The signal strength measured at the lateral distance of the intercep-
tion region, relatively close to the shower core, is thus expected to serve as a suitable
energy estimator. On the other hand, an increased sensitivity to the primary mass
is expected for measurements at large distances to the shower core.
The current microscopic models discussed above as well as the macroscopic approach
EVA comprise a realistic treatment of the refractive index of the earth’s atmosphere.
The refractive index is about n ≈ 1.0003 at sea level and decreases with increasing
altitude towards n = 1. A consequence of the refractive index n > 1 is that radiation
emitted at different times and points within the shower development can reach an
observer at the same time for suitable geometries. In these cases the radio pulses
are compressed in time which can lead to an extension of the frequency spectrum
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up to GHz frequencies [73].
Furthermore simulations suggest that the interplay of different emission mechanisms
together with the realistic refractive index can cause an amplification or attenuation
of the total radio amplitude at certain observer distances mostly very close to the
shower core [84, 88]. This could lead to significant derivations from an exponential
lateral falloff of the signal amplitude close to the shower core.
4.4 Measurements of Radio Emission
The radio emission from air showers can be detected with ground-based arrays of ra-
dio antennas. The radio emission forms an electromagnetic pulse front that propag-
ates along with the particle shower front of the air shower. When it reaches ground
level, the pulse front creates a footprint around the shower core, similar to the foot-
print of the shower particles. Antennas placed in the vicinity of the shower core will
detect short pulses in the radio frequency regime with electrical field strengths per
unit bandwidth up to several µVm−1MHz−1.
The first measurements of radio emission associated with cosmic ray induced air
showers date back to the mid 1960s. Jelly and co-workers [92] used an array of
72 radio antennas to firstly detect radio pulses in coincidence with Geiger-Mu¨ller
counters.
Allan et al. [75] performed systematic studies of radio emission recorded in coincid-
ence with particle detectors at the Haverah Park cosmic ray air-shower experiment.
He investigated the dependence of the radio signal on the shower geometry and the
primary energy. He summarized his findings with a parameterization of the electric
field amplitude εν obtained from measurements at different frequencies as
εν = 20
(
Ep
1017eV
)
· sinα · cos θ · exp
(
− R
R0(ν, θ)
)
, [µV m−1MHz−1]. (4.5)
Here, εν is the electric field strength at the center frequency ν of the used receiver
divided by its bandwidth. The normalization by the bandwidth results in a quantity
that is comparable also between measurement setups operating at different frequen-
cies and different bandwidths. The parameterization incorporates the cosmic rays
energy Ep, the angle α between the shower axis and the geomagnetic field vector,
the zenith angle θ of the air shower and the distance R of the antenna to the shower
axis.
Allan stated that his formula is valid for zenith angles smaller than 35◦ and lateral
distances up to 300 m. In this region he observed a linear scaling of the signal amp-
litude with the cosmic ray’s energy Ep. For the scaling factor (here 20) he found
values ranging from 1.6 to 25 in different experiments. This rather large uncertainty
can mainly be attributed to poor calibration of the receiving systems [65].
The sinα term in Eq. 4.5 is motivated by the scaling of the signal amplitude with
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the angle between the shower axis and the geomagnetic field characteristic for geo-
magnetic emission mechanisms (cf. Eq. 4.4).
The factor cos θ is introduced to account for a reduction of the radio signal towards
larger zenith angles due to an increasing distance between the shower maximum and
the observer.
The observed lateral falloff of the signal amplitude is modeled with an exponential,
where the scale parameter R0 describes the lateral slope. Allan found values between
R0 = 100 m and R0 = 140 m depending on the receiver frequency and zenith angle
of the shower.
The characteristics of the radio signal found by Allan are mostly in agreement with
recent experimental data. An exception is the cos θ term introduced by Allan which
has not been explicitly reproduced in recent experiments. Some modern experiments
and major results are briefly discussed in the following.
With the availability of digital electronics and computing resources, the radio detec-
tion of cosmic rays experienced a revival in the last decade. An overview of several
recent MHz radio detectors can be found e.g. in [93].
For the radio detection at MHz frequencies, the digital radio arrays LOPES [94]
and CODALEMA [95] have been key experiments. LOPES (LOFAR Prototype Sta-
tion), located within the KASCADE cosmic ray detector at KIT in Germany, was
originally planned to develop hardware for the LOFAR [96] (Low Frequency Array)
telescope. It uses an array of 30 dipole antennas in the frequency range from 40 MHz
to 80 MHz, externally triggered by KASCADE. LOPES has stopped data taking in
2013 after almost 10 years of operation.
CODALEMA (Cosmic ray Detection Array with Logarithmic ElectroMagnetic An-
tennas), embedded in the Nancay Radio Observatory in France operates 24 dipole
antennas in coincidence with an array of scintillators and has recently been extended
by 34 additional antenna stations. The antennas cover a relatively broad frequency
range from 0.1 MHz to 230 MHz.
The experience gained from these experiments has been merged into the design of
the next generation digital radio array AERA. The setup of the AERA detector and
results based on AERA data will be discussed in detail later in this thesis.
LOPES and CODALEMA proved that radio detection of cosmic rays in the MHz
regime is feasible and substantially contributed to the understanding of the radio
emission. Both experiments identify the geomagnetic emission as the dominating
source of radio emission from cosmic ray induced air showers [94, 97, 95].
The geomagnetic signature is intuitively represented in the distribution of arrival
directions of cosmic ray events. The sky map presented in Fig. 4.6 (left) contains
the arrival directions of 2030 air showers as detected with CODALEMA. A strong
asymmetry with an excess of detected events to the north is observed. This excess
points towards arrival directions perpendicular to the magnetic field at the site of
the experiment. For these directions, the geomagnetic radio emission is maximized
(cf. Eqs. 4.4 and 4.5), yielding a more efficient detection of the corresponding events.
An equivalent anisotropy is observed at AERA (see Fig. 4.6 (right)) with an excess
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Figure 4.6: Arrival directions of 2030 radio events from air showers as observed by
CODALEMA (left) in a polar sky view [98]. On the right a corresponding skyplot
of 129 AERA cosmic ray events confirmed by coincidences with particle detectors
of the Pierre Auger Observatory is shown. In case of AERA, only events which
have triggered at least three radio detector stations and have zenith angels smaller
than 55◦ are shown. The red dot (left) or red star (right), respectively, indicates the
direction of the local geomagnetic field. The dashed line in the right plot indicates
directions perpendicular to the earth’s magnetic field.
to the south as the earth’s magnetic field points approximately to the north at the
AERA site.
Having identified the predominant role of geomagnetic emission, presently, experi-
ments aim to determine second order contributions to the radio signal. Indications
for a contribution in agreement with the emission due to a negative charge excess
have recently been reported by CODALEMA [100].
Polarization studies of AERA data [99] reveal a radial polarization component of
the radio signals as characteristic for charge excess emission. For a set of AERA
cosmic ray events the relative strength a (referred to as charge excess fraction) of
the radial polarization component with respect to the geomagnetic component has
been measured (see Fig. 4.7). Although a large spread of a from event to event was
observed, a significant deviation from zero with an average charge excess fraction of
14 ± 2 % was found.
The lateral distribution (LDF) of the radio signal amplitude can be measured if an
air shower is detected in multiple stations at different distances to the shower axis.
Systematic studies of the LDF have been performed with LOPES [101]. Typical
LDFs as depicted in Fig. 4.8 feature an exponential signal falloff as already reported
by Allan (cf. Eq. 4.5). For the shown LDF, the fit of an exponential results in a
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Figure 4.7: Distribution of the most probable values of the charge excess fraction a
for a set of AERA cosmic ray events. The solid blue line indicates the confidence
belt of 68% around the observed mean value of a = (14 ± 2) %. The error bars
denote the 68% uncertainty of the most probable value. From [99].
slope parameter of R0 = 107 m. On averaging over all considered LOPES events, an
average slope parameter of R0 = 157± 54 m is obtained. Alternatively, power laws
have been tested to parameterize the LDF but were found to fit the data worse.
Supporting the LOPES results, the CODALEMA collaboration as well measures an
exponential falloff of the radio signal e.g. in Ref. [102].
The LOFAR detector with its extremely dense antenna array is well suited for high-
resolution measurements of the radio LDF. An example LDF as measured with
LOFAR is depicted in Fig. 4.9. About 95 % of all measured LOFAR events feature
an LDF similar to the given example, with a flattening below 100 – 150 m distance
to the shower core [103]. Although the results have to be treated with caution as no
calibration of the signal amplitude has been performed yet, the flattening of the LDF
might be interpreted as a consequence of the refractive index effects suggested by
recent simulations (cf. Sec. 4.3). However, outside the flattening region all LOFAR
events show the common steep exponential falloff.
Currently, findings obtained from the LDF studies at LOFAR have been applied
to AERA data [104]. The LDF of AERA events has been parameterized by a two
dimensional function with four free parameters which is composed of two gaussian
distributions [105]. A good agreement between data and parameterization was found
for the selected events. However, at this point the relatively low statistics and the
low number of signal stations compared to LOFAR do not allow for more precise
conclusions.
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Figure 4.8: Lateral distribution (LDF) of the radio signal amplitude measured at
multiple distances from the shower core with LOPES. The results of a 2 parameter
exponential fit (black line) are given in the legend. A fitted power law is indicated
as dashed line. Taken from [101].
The radio detectors discussed above strongly benefit from combined measurements
with associated particle detectors. For instance, an energy estimator obtained from
the radio measurement can be calibrated with the energy of the primary cosmic ray
reconstructed from the particle detectors.
Such an energy calibration as performed by LOPES is depicted in Fig. 4.10. In this
case the radio energy estimator, named ε50m, ~Pew is defined as the signal strength,
corrected for the geomagnetic dependence 1, at an optimum distance 2 to the shower
axis. The signal amplitude at this optimum distance is extrapolated from an ex-
ponential fit to the measured LDF. The optimum distance is chosen such that the
RMS-spread around the subsequent linear energy calibration (Fig. 4.10) is minim-
ized. For the shown calibration, an optimum distance of ≈ 50 m was found.
Finally the energy calibration is performed by fitting a linear function reading
E = p0 · ε50m, ~Pew . The data is compatible with a linear correlation between the
radio energy estimator and the cosmic rays energy. Interpreting the RMS-spread
around the linear calibration as calibration accuracy, a relative energy resolution of
26 % is achieved.
In similar analysis of LOPES data [106] and CODALEMA data [102], a power law
E ∝ εγRadio is adjusted to the data instead of the linear function. A power law index
close to one is found in both cases. In summary, the experimental data indicates a
linear scaling of the radio signal amplitude with the cosmic ray’s energy as predicted
1In this case the radio amplitude is normalized by the east-west component of the ~n× ~B vector
(cf. Eq.4.4).
2In the previous section we have shown based on simulations that such an optimum distance
exists, and that the radio amplitude obtained at this distance is well suitable as an energy estimator.
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Figure 4.9: Radio LDF as measured with LOFAR. The signal amplitude is given in
arbitrary units as the amplitude calibration, necessary for the reconstruction of the
electric field, has not been performed yet. From [103].
by the theories discussed above.
Besides the observation of the energy and arrival directions, the measurement of the
chemical composition of the primary is a major goal of cosmic rays experiments.
Particularly, as the conventional method for composition measurements, the fluores-
cence technique, suffers from low duty cycles, alternative techniques are demanded.
Simulations already suggest that radio detection is sensitive to the mass of the cos-
mic ray as discussed in the previous section. Recently, first experimental evidence
that the depth of the shower maximum Xmax can be reconstructed from radio meas-
urements has been reported by the LOPES collaboration in [108, 109]. The slope
of the radio LDF as Xmax estimator has been correlated with the associated meas-
urement of the KASCADE detectors. An Xmax resolution of 90 g/cm
2 of the radio
measurement was achieved with this method.
The question whether the accuracy of Xmax measurements with the radio detec-
tion technique can be improved and compete with recent techniques is currently
addressed by the next generation radio detector AERA.
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Figure 4.10: Linear correlation of the cosmic rays energy as reconstructed by the
KASCADE particle detectors with the LOPES radio energy estimator ε50m, ~Pew (See
text for details). Taken from [107].
5. The Pierre Auger Observatory
The Pierre Auger Observatory [110, 111, 112] is currently the largest experiment
for the observation of cosmic rays. It is located in the southern hemisphere near
the town Malargu¨e in the province of Mendoza, Argentina. The remote location
provides an essentially flat area of thousands of square kilometers at an altitude of
1400 m above sea level and a low amount of light pollution, both excellent conditions
for the two detection techniques applied at the observatory.
As a hybrid detector, the observatory combines a ground array of particle detectors
with the fluorescence technique to detect cosmic rays indirectly by measuring their
induced air showers. The layout of the observatory is depicted in Fig. 5.1. The
surface detector consists of 1660 water Cherenkov detectors spread over an area of
≈ 3000 km2. It is overlooked by 24 fluorescence telescopes located at four different
sites at the border of the surface detector. The Cherenkov detectors sample the lat-
eral density of secondary particles at ground level while the fluorescence telescopes
provide a direct image of the longitudinal shower development in the atmosphere.
The hybrid approach allows to combine the advantages of both detection techniques.
The surface detector with its near 100 % duty cycle and excellent angular resolution
allows to measure the arrival directions of cosmic rays with high statistics. On the
other hand, the fluorescence telescopes provide an absolute energy measurement and
a direct access to the depth of the shower maximum and therewith to the composition
estimation but are restricted to a relatively low duty cycle. An inter-calibration of
both detectors, using so called hybrid events which are registered in both detectors
simultaneously, enables energy measurements with the surface detector independ-
ently of Monte Carlo simulations. Furthermore the angular reconstruction accuracy
of the fluorescence detectors is improved for hybrid events.
Besides the ’baseline’ detectors introduced above, several enhancements have been
installed at the POA. Their aims are to lower the energy threshold of the observatory
and to incorporate new detection techniques such as specialized muon detectors or
the radio detection technique. These extensions will be discussed after a detailed
description of the baseline detectors.
From the start of data taking in January 2004 until December 2012, just with the
baseline detectors alone, a total of more than 90000 high quality cosmic ray events
with energies in excess of 3× 1018 eV have been recorded [55]. This unprecedented
statistics provide the basis for a number of breakthroughs in the field of cosmic
ray research. Several results by the Pierre Auger Collaboration, such as the energy
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Figure 5.1: Layout of the Pierre Auger Observatory situated close to the town
Malargu¨e, Argentina. Each dot marks the position of a water Cherenkov station
composing the surface detector. The fluorescence telescopes at the periphery of the
surface detector are indicated by their viewing angles as blue lines. The detector
covers an area of ≈ 50 x 70 km2.
spectrum and composition measurements at the highest energies as well as anisotropy
studies have already been presented in Ch. 2. For further recent results based on
Auger data refer e.g. to the ’Highlights of the Pierre Auger observatory’ in [55].
5.1 The Surface Detector
The surface detector (SD) [111] of the POA is composed of 1660 water Cherenkov
detectors arranged in a regular hexagonal grid of 1.5 km spacing. A picture and a
sketch of an SD station is displayed in Fig. 5.2.
The detectors are made from a polyethylene cylinder of 3.6 m diameter containing
a sealed liner with a reflective inner surface. The liner is filled with 12000 liters of
ultra-pure water. Secondary charged shower particles produce Cherenkov light as
they traverse the water volume. Energetic photons convert into e+ e−-pairs which
likewise emit Cherenkov light. The Cherenkov light is reflected by the liner and
collected by three nine-inch diameter photomultiplier tubes looking downwards into
the water.
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Figure 5.2: Picture of a surface detector station of the Pierre Auger Observatory
(left) and schematic view of the station showing the major components (right) [57].
The stations operate fully autonomously, powered by a solar panel on top of the de-
tectors. The photovoltaic system generates in average 10 W to feed the PMT high
voltage supplies, the station electronics, the GPS system and the wireless transceiver.
The station electronics are weather protected by a dome on top of the station. A
battery mounted in a separate box serves as a buffer to ensure a stable power supply
during nights and periods with faint solar radiation.
The stations are designed to withstand the environmental conditions throughout a
lifetime of ≈ 20 years. Temperatures from -15 to 50 ◦ C as well as strong winds, UV
radiation and the wildlife in the Argentinean Pampas (cf. Fig.5.2) were considered
for the choice of materials and the design of the stations. As a result of the robust
design, in average 98 % of the deployed stations are operational [55].
The timing as well as the amplitude of the individual PMT signals are calibrated
individually for each station. The timing is measured by the GPS receivers in com-
bination with a clock in the station electronics. For a precise timing, the exact
knowledge of the detector position is crucial. In addition to the GPS measurement
of the station itself, various GPS surveys of the surface detector array have been
performed. The calibrated detector stations are able to measure the event time of
an air shower with a precision of 14 ns [110].
The amplitude calibration of the PMTs is achieved by measuring the background
noise created by single muons [113]. These originate from air showers with low en-
ergies and induce in average equal signals at a rate of about 2.5 kHz in all detector
stations. The gain of the individual PMTs is then adjusted accordingly. Con-
sequently the signal amplitude at the SD stations is measured in units of vertical
equivalent muons (VEM).
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The PMT signals are digitized by 10 bit flash analog-to-digital converters at 40 MHz
sampling rate, yielding recorded traces with 25 ns time binning. The digitized signals
are processed by a custom made electronics board on which various trigger decisions
are implemented.
The triggering of the surface detector stations [114] is organized in three hierarchic
levels (T1,T2,T3). The T1 trigger either requires a signal above a threshold of
1.75 VEM in all three PMTs of a station or a signal level in at least two PMTs
above 0.2 VEM for the duration of at least 325 ns (time-over-threshold trigger,
ToT). While the first condition corresponds to muons with a rather large but short
signal, the latter applies to the electromagnetic component which typically produces
numerous weak signals.
The T2 trigger is fulfilled if the T1 was either a time-over-threshold trigger or the
coincident signal exceeds 3.2 VEM. The T2 trigger is implemented to reduce the
local station trigger rate to 20 Hz, necessary to sent the data to the central data
acquisition (CDAS) via a bandwidth limited wireless link.
The T3 trigger is formed by the CDAS located in the campus building of the ob-
servatory in the town of Malargu¨e. If the timestamps of at least three neighboring
stations are coincident within an adequate time window, a T3 trigger is set and the
CDAS requests the FADC traces from the local stations. Finally, some consistency
checks [114] are applied, considering the spatial distribution of the triggered detect-
ors and verifying that the timing is consistent with a planar shower front.
The trigger efficiency of the SD obtained from simulations of proton and iron primar-
ies is depicted in Fig. 5.3 as a function of the cosmic ray’s energy. The efficiency
steeply increases for energies above 1017.5 eV and reaches full efficiency for energies
above 1018.5 eV [114].
Cosmic ray events triggered as T3 are reconstructed with the Auger software frame-
work Oﬄine [117]. The ’standard reconstruction’ in Oﬄine applies to showers with
zenith angles up to 60◦. For the reconstruction of very inclined showers (θ > 60◦),
which are not discussed here, refer to [57].
The Oﬄine reconstruction uses the methods briefly discussed in Sec. 3.2 to obtain
the properties of the primary cosmic ray. The shower axis is reconstructed by fitting
a plane wave front to the signal times of the triggered SD stations. For higher station
multiplicities a spherical wave is fitted as the model of the shower front. The an-
gular resolution varies with the zenith angle and the multiplicity of the SD stations
as visible in Fig. 5.4. For the worst case, a vertical shower that triggers only three
stations, a resolution of 2.2◦ is achieved. With increasing multiplicity, the accuracy
rapidly improves, being better than 1◦ for six or more stations over the whole zenith
angle range. A multiplicity of 6 stations corresponds to vertical air showers with
1019 eV primary energy [116].
The energy of the primary particle is reconstructed by evaluating the LDF of the
signals. An example of a LDF measured by the Auger surface detector is depicted
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Figure 5.3: Trigger efficiency for the detection of air showers in at least three neigh-
boring stations (3ToT) of the surface detector, obtained from simulations of proton
and iron primaries for zenith angles up to 55◦. Additionally the efficiency of the
Auger infill array (cf. Sec. 5.3), a low-energy extension of the regular Auger surface
detector with a detector spacing of 750 m is displayed. From [115].
in Fig. 3.5. The signal strength S(r) measured in the SD stations at a distance r to
the shower core is fitted to a model of the LDF reading
S(r) = S1000 · fNKG(r), (5.1)
where fNKG(r) is based on the Nishimura-Kamata-Greisen function (see Eq. 3.17).
The normalization is given by the parameter S1000, the estimated signal strength
at a distance of 1000 m from the shower core. At a distance of 1000 m the model
uncertainties to the precise shape of the LDF are minimal for a detector with 1.5 km
spacing [118].
The energy estimator S38 is obtained after correcting S1000 for the zenith dependency
of the signal as
S38 =
S1000
CIC(θ)
, (5.2)
with CIC(θ) = 1 + ax+ bx2 with x = cos2θ− cos238◦. The term CIC(θ) takes into
account that the value of S1000 for a given energy decreases with the zenith angle due
to the attenuation of shower particles and geometric effects. The zenith dependency
is extracted from the data under the assumption of a isotropic flux of primary cosmic
rays, using the so called ’constant intensity cut’ (CIC) method [119]. The measured
zenith dependency is then parameterized as the CIC(θ) term with a = (0.87±0.04)
and b = (−1.49 ± 0.20). The energy estimator S38 can be understood as the signal
S1000, the shower would have produced if it had arrived at a zenith angle of 38
◦.
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Figure 5.4: Angular resolution of the Auger surface detector as a function of the
zenith angle and the station multiplicity [116].
Finally, S38 is calibrated with the energy measurement of the fluorescence detector
using hybrid events. The relation between S38 and the energy EFD measured by FD
is well described by a power law reading
EFD = A · SB38. (5.3)
The fit of the calibration function shown in Fig. 5.5 yields A = (1.68±0.05)×1017 eV
and B = 1.035± 0.009. The resulting relative energy resolution σE/ESD of the SD
is denoted in the table below for different energy ranges.
Energy Range [EeV] Energy Resolution σE/ESD [%]
3–6 15.8± 0.9
6–10 13.0± 1.0
>10 12.0± 1.0
The systematic uncertainty of the SD energy measurement is given by the systematic
uncertainty of the absolute energy scale of the FD of 14 % [120] (cf. next section).
5.2 The Fluorescence Detector
The fluorescence detector (FD) [112] operates at four different elevated sites, named
Coihueco, Loma Amarilla, Los Leones and Los Morados, at the periphery of the sur-
face detector. At each site 6 independent telescopes are arranged within a climate-
controlled building, together forming one ’eye’ of the FD. Each telescope has a field
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Figure 5.5: Correlation between the energy estimator S38 of the surface detector
with the energy E measured by the fluorescence detector for 839 selected hybrid
events [119]. The absolute energy calibration of the surface detector is obtained by
the fit of a power law denoted as the black line.
of view of 30◦ in azimuth and 30◦ in elevation, yielding a 180◦ azimuthal coverage
for the complete eye (cf. Fig. 5.1).
The telescopes are designed as a modified Schmidt camera as visible in Fig. 5.6. The
fluorescence light emitted by the air shower passes a UV-filter window which trans-
mits almost the complete nitrogen fluorescence spectrum and rejects visible light to
reduce the background. The filtered UV-light passes a circular aperture of 2.2 m
diameter and is reflected by a 13 m2 spherical mirror into a segmented camera loc-
ated on the focal surface of the telescope. A corrector ring covering the outer 25 cm
of the aperture radius partially corrects spherical aberration and eliminates coma
aberration of the spherical mirror. The corrected optics concentrate 90 % of the
light from a distant point source anywhere within the field of view of the telescope
into a circle smaller than 15 mm in diameter on the focal surface, corresponding to
an angular spread of 0.5◦. In comparison, a single pixel of the segmented camera of
FD has a field of view of 1.5◦.
The camera consists of 440 pixels, each pixel realized as a hexagonal photomulti-
plier tube (PMT) with a light collector. The light collectors compensate insensitive
surfaces between neighboring PMTs on the focal surface and therewith increase the
light collection efficiency to 94 % compared to 70 % without light collectors.
The PMT traces are digitized at 10 MHz with 12 bit analog-to-digital converters
embedded in the front-end electronics of the telescope. The triggering of the digit-
ized signals is realized by two hardware triggers within the front-end electronics and
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Figure 5.6: Photograph of an Auger SD telescope showing the mirror and the camera
(left) and schematic view (right) [112], highlighting the major components.
a subsequent software trigger. The first level trigger (FLT) compares the voltage of
a single PMT to a dynamic threshold. The threshold of each PMT is individually
adjusted to maintain a constant pixel trigger rate of 100 Hz. This allows to com-
pensate for varying background light conditions.
The second level trigger (SLT) searches for spatial coincidences of at least five time-
coincident FLTs. That is, an algorithm checks if neighboring triggered pixels form
a straight track within the camera which is characteristic for an air shower.
The software trigger (TLT) finally rejects lightning events that trigger large parts of
the camera (hundreds of pixels) based on the multiplicity of time-coincident FLT.
Furthermore, randomly triggered pixels that lie far off the light track caused by an
air shower are rejected.
A typical light track of an air shower as seen by the cameras of two adjoining fluor-
escence telescopes of the FD eye Los Leones is shown in Fig. 5.7. The light track
in the cameras determines the shower detector plane, that is the plane containing
the shower axis and the telescope. The timing information of the triggered pixels
together with their pointing fixes the alignment of the shower axis within the shower
detector plane and the distance of the shower axis to the telescope.
The reconstruction of the shower geometry from the light track shown in Fig. 5.7 is
visualized with the event display depicted in Fig. 5.8. The shown event is a stereo
hybrid event, that is an event simultaneously observed in two eyes of the FD (stereo)
and additionally in the SD (hybrid). The accuracy of the geometrical reconstruction
of the FD can be strongly improved if the information of a second FD eye is included.
Further improvement is achieved by fixing the shower axis on the ground with the
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Figure 5.7: Light track of an air shower hybrid event propagating through two
adjacent telescopes of the Auger fluorescence eye Los Leones. The color of the
triggered camera pixels indicate the timing of the signal from early (blue) to late
(red). The full red line represents the fitted shower detector plane. Gray pixels
have a signal within the time of the trigger but were marked by the reconstruction
algorithm as too far either in distance from the shower detector plane or in time.
The black squares at the bottom mark coincident surface detector stations. The red
dot indicates the position of the shower maximum. A top view with the geometrical
reconstruction of the same event is displayed in Fig. 5.8.
timing and position of the SD station with the highest signal of an associated SD
event. To access information also from SD stations which do not contribute in a
triggered SD event (this requires at least 3 neighboring stations, cf. 5.1), a hybrid
trigger (T3) is created for each FD event with TLT. The hybrid trigger estimates the
impact time of the shower front on the ground from the FD reconstruction and sends
an external trigger to the SD array, reading out single SD stations at the predicted
impact time. For these hybrid events, the resolution of the arrival direction is better
than 0.6◦ [112].
With known shower geometry, energy and mass of the cosmic ray are reconstruc-
ted as described in Sec. 3.2.2. The energy measurement with the Auger FD has a
statistical uncertainty below 10 % [112]. Systematic uncertainties [120] are due to
the uncertainty of the fluorescence yield of 4 % which has been measured by the
dedicated AIRFLY experiment [121]. Further contributions are due to the recon-
struction procedure, the calibration of the telescopes (refer to [112] for details of the
calibration procedures), the correction for invisible energy and atmospheric effects.
All uncertainties sum up to a total systematic uncertainty on the FD energy scale
of 14 %. The depth of the shower maximum Xmax can be reconstructed if it lies
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Figure 5.8: Stereo hybrid event detected with the two FD eyes Los Leones (lower
left) and Los Morados (lower right) and additionally with 12 stations of the SD. The
colored rays indicate the pointing and timing (from early (blue) to late (red)) of the
triggered camera pixels. The shower axis as reconstructed by the individual meas-
urements from the two FD eyes (red) and the surface detector (blue) are marked.
The triggered SD stations are marked with circles scaled with the measured signal
strength and color coded according to their timing. The shower maximum recon-
structed by both eyes is marked with the red circles. For the shown event, the
longitudinal profile of the air shower measured by Los Leones and the lateral profile
observed with the SD are depicted in Fig. 3.6 and Fig. 3.5 respectively.
within the field of view of the FD. For those events an average precision of 20 g/m2
is achieved [122].
The Auger FD operates in nights with less than 60 % moon fraction corresponding
to 16 days per month with, in average, 10 hours of data taking. For higher moon
fractions, the background light from the moon disturbs an efficient detection of air
showers. Including restrictions due to cloud coverage of the sky the total duty cycle
of the Auger FD is 13 % [119].
5.3 Extensions
The Pierre Auger Observatory is designed to detect cosmic ray’s from about 1018 eV
up to the highest energies with high precision. However, for the discrimination
between astrophysical models, in particular the cosmic ray composition in the en-
ergy region between 1017 eV and 1019 eV is interesting as in this region the transition
from galactic to extragalactic cosmic ray sources is expected (cf. Ch. 2).
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Figure 5.9: Layout of the low-energy enhancements HEAT and AMIGA of the Pierre
Auger Observatory. Each blue dot marks the position of a surface detector station.
The SD stations of the Infill array are highlighted with the blue shaded patch. The
solid lines indicate the field of view of the six telescopes of the FD eye Coiheuco.
The field of view of the tree HEAT telescopes in maintenance position is marked
with the red shaded triangles. The gray patch indicates the footprint of AERA (see
Ch. 6).
To extend the energy range of the Pierre Auger Observatory down to ≈ 1017 eV,
enhancements of both baseline detectors have been installed. The low energy en-
hancement of the surface detector, AMIGA and its counterpart for the fluorescence
telescopes, HEAT are co-located at the FD site Coihueco to keep the successful
concept of hybrid detection. The layout of the low energy enhancements is depicted
in Fig. 5.9.
Amiga (Auger Muons and Infill for the Ground Array) [123] is a combination of reg-
ular SD stations deployed in a denser grid of 750 m (Infill) with an associated set of
muon detectors. The Infill array [115] consists of 71 regular surface detector stations
covering a hexagonal area with an extension towards Coihueco of nearly 30 km2.
The halved spacing with respect to the regular array lowers the energy threshold by
approximately one order of magnitude. Full trigger efficiency is reached for energies
above 1017.5 eV as visible in Fig. 5.3.
An engineering array composed of seven muon detectors is currently being deployed
within the Infill array. The muon detectors are scintillators with an active area
of 30 m2, buried 2.3 m deep in the ground. The soil absorbs the electromagnetic
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component of the shower but is penetrated by the muons, allowing for a separ-
ate measurement of muons with the scintillators. The separate measurement of
electromagnetic and muonic component can be exploited to study the cosmic ray
composition with ground arrays as performed by KASCADE [24].
HEAT (High Elevation Auger Telescopes) [124] comprises three standard Auger
fluorescence telescopes tilted upwards by 30◦. This is realized by mounting the tele-
scopes on a tiltable platform which can alternate between a measurement position
(tilted upwards by 30◦) and a maintenance position. The maintenance position al-
lows easy access to the HEAT telescopes for maintenance and a cross calibration
with the baseline telescopes of Coihueco.
The shifted field of view enables the detection of nearby low energetic showers. As
the amount of emitted fluorescence light decreases with decreasing shower energy,
low energetic showers can only be detected close to the telescopes. In addition, the
shower maximum of these showers lies higher in the atmosphere and thus often above
the field of view of the standard FD telescopes,
The HEAT telescopes are aligned towards AMIGA, which is located in an optimum
distance to guarantee a maximal overlap between the two detectors for an effective
hybrid detection. The combination of both low energy enhancements enables hybrid
measurements at energies as low as 1017 eV.
The Pierre Auger Observatory with its well calibrated baseline detectors and low
energy enhancements provides a perfect environment to explore the prospects of al-
ternative detection techniques to cosmic rays. Several R&D projects are dedicated
to the radio detection of cosmic rays, both at MHz and GHz frequencies.
The research for radio detection in the GHz regime has been triggered recently by
laboratory experiments by Gorham et al. [74], suggesting that GHz emission due to
molecular Bremsstrahlung from air showers could be exploited for the detection of
cosmic rays. An overview of GHz activities at the observatory and recent results
can be found in [125].
Two complementary techniques to GHz emission are being pursued at the Pierre
Auger Observatory. EASIER (Extensive Air Shower Identification with Electron
Radiometer) utilizes the infrastructure, that is the power supply and DAQ system,
of the SD stations. A sub-array of 61 SD stations is equipped with C-band (3.4 GHz
– 4.2 GHz) antennas oriented towards the zenith. The readout is triggered by the
SD stations. EASIER, for the first time, detected an UHECR air shower by GHz
emission.
AMBER (Air-shower Microwave Bremsstrahlung Experimental Radiometer) and
MIDAS (MIcrowave Detection of Air Showers) are imaging telescopes realized as
a reflector dish with a segmented receiver of GHz antennas. AMBER is mounted
at the FD site Coihueco, overlooking the Infill array. The receivers are sensitive to
both, the C-band and the Ku-band (10.95 GHz – 14.5 GHz). The trigger is provided
by the SD. MIDAS follows the same antenna concept but aims for a self-triggered
detection of air showers. The viability of GHz detection, presently remaining an
open question, will be addressed by the activities at the Auger Observatory in the
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near future.
MHz detection of cosmic rays at the Pierre Auger Observatory is performed with the
next generation digital radio array AERA, which is the subject of the next chapter.
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6. The Auger Engineering Radio
Array
The Auger Engineering Radio Array (AERA) is presently the largest radio detector
for the observation of cosmic rays. Motivated by the success of the digital radio
arrays LOPES and CODALEMA, AERA represents the next step towards estab-
lishing the radio detection technique for large scale cosmic ray experiments at the
highest energies. In particular, AERA aims at the following science goals:
• Calibration of the radio emission from air showers by hybrid 1 and super-hybrid
measurements. This includes a detailed understanding of underlying dominant
and sub-dominant emission mechanisms and quantifying their contribution to
the total radio signal.
• Exploring the feasibility of radio detection for future large-scale cosmic-ray ex-
periments. AERA will evaluate the quality of the angular, energy and primary
mass measurements of a stand-alone radio detector and whether radio detec-
tion can compete with the precision of established detection techniques. Fur-
thermore, the operation in coincidence with the existing Auger detectors will
allow to assess the benefit of radio measurements as an ingredient of future
multi-hybrid detectors.
• Composition measurements in the transition region of galactic to extragalactic
cosmic rays. With its sensitivity to the longitudinal shower development, radio
detection promises high-duty cycle composition measurements. The energy
range of AERA fits the region between about 1017 eV and 1019 eV where the
transition from galactic to extragalactic sources is expected.
The layout of AERA and the design of the used hardware evolved from several small
prototype setups which have been installed at the Pierre Auger Observatory. These
setups worked as a test-bench to compare hardware components such as different
antenna types and electronics and to adapt to the environmental demands at the
site of the experiment. The setups were located at two different sites, at the Balloon
Launching Station (BLS) in the western part of the SD array (see Fig. 5.1) and close
1in this context hybrid measurement refers to cosmic ray induced air showers detected with
AERA and simultaneously with one (hybrid) or multiple (super-hybrid) different detectors of the
PAO.
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to the Central Laser Facility (CLF).
The setup at the BLS initially consisted of three antenna stations arranged in a
triangle of 100 m base length, installed in 2006. The antennas were read out by
a central DAQ located in the BLS via coaxial cables. The trigger for the readout
was provided by a scintillator. As antennas, Logarithmic Periodic Dipole Antennas
(LPDAs) as well as dipole antennas from LOPES were used. The first radio signal
in coincidence with the Auger surface detector was observed with this setup [126].
Several hundred coincident radio events were detected until 2008.
In 2008 the setup was modified and given the name MAXIMA (Multi Antenna eX-
periment In Malargu¨e Argentina) [127]. The three previous stations were replaced
by four fully autonomous stations featuring digital signal processing electronics with
the capability to self-trigger on the received radio pulses, a solar power supply and
a wireless communication system. The transition from a wired setup to autonomous
stations provided the basis for a scalable radio detector. Furthermore, a prototype
version of the LPDA, currently used at AERA has been extensively tested. MAX-
IMA stopped data taking in 2011.
The setup at the CLF, named RAuger, was deployed in 2006 in parallel to the BLS
setup. Three autonomous stations, forming a 140 m triangle around a SD station,
were equipped with CODALEMA dipole antennas. In a later upgrade the antennas
were replaced with bowtie, also called butterfly antennas. RAuger firstly detected
a confirmed cosmic ray air shower with a self-triggered radio detector and obtained
important information about the general behavior of self-triggered radio detectors.
RAuger terminated operation in 2010. An overview of RAuger and a summary of
results is given in [128].
6.1 Deployment and Layout
The deployment of AERA started in April 2010 at a location in the western part
of the SD array close to the FD eye Coihueco. The site was chosen to achieve a
maximum overlap between AERA and the low-energy enhancements of the baseline
detectors, AMIGA and HEAT, as visible in Fig. 5.9.
The deployment of AERA was organized in three subsequent phases. The first phase
comprises a dense core of 24 radio detector stations, arranged as depicted in Fig. 6.1
in a triangular grid with a spacing of 150 m. Three of the 24 phase 1 stations form
a ’triple station’, being separated by only 30 m. The triple station allows to invest-
igate fluctuations of the radio signal on small scales. Commissioning of phase 1 was
finished in September 2010. Since then, 21 stations are taking data while three of the
stations were initially used to test different hardware components during operation,
but were not involved in the regular data taking.
With phase 2, AERA was expanded with 100 additional stations in 2013. The sta-
tions are grouped in two sub-arrays with different spacings. The dense core of phase
1 is surrounded by stations with a mutual distance of 250 m, enclosed by a sparse
array of 375 m spacing. The detector stations of phase 1 and phase 2 cover an area
of approximately 6 km2. The graded spacing of the radio stations yields an efficient
detection over a broad energy range from roughly 1017 eV to 1019 eV.
6.1. Deployment and Layout 57
0 1 2 3 4 5 6
Easting [km]
0
1
2
3
N
or
th
in
g
[k
m
]
Coordinate offset: N = 6114.228 km, E = 449.049 km (UTM 19 South)
LPDA Station (Phase 1)
Butterfly Station (Phase 2)
Planned Butterfly Station
Central Radio Station
Surface Detector Station
Figure 6.1: Layout of the Auger Engineering Radio Array. The position of the radio
detector stations according to the different deployment phases of AERA, as well as
the SD tanks are marked as denoted in the legend. The shaded patches highlight
the graded spacing between the radio stations.
The phase 2 stations use an advanced hardware design evolving from the experience
with the operation of phase 1. Besides improved station electronics, a different an-
tenna type has been introduced in phase 2. While the phase 1 stations are equipped
with logarithmic-periodic dipole antennas, a ’Butterfly’ antenna is used for phase 2.
The radio detector stations are compared in detail in the next section.
A third phase with 36 additional detector stations is planned. These will extend the
sparse array of 375 m spacing towards the east, yielding a footprint of more than
10 km2 for the complete array.
Along with the deployment of the phase 1 RDS, an infrastructure had to be created
at the remote site of AERA. Dirt roads were constructed to provide access with
vehicles to the RDSs for installation and maintenance. A Central Radio Station
(CRS) was set up at the border of the phase 1 array (see Fig. 6.1), serving as a base
for the deployment and as a shelter for the central DAQ of AERA.
The CRS (Fig. 6.2) is a 40 feet shipping container equipped with a workshop and
several cabinets for the storage of tools and spare parts. A separate compartment
holds the computers and electronic devices of the central DAQ of AERA. A ’refer-
ence antenna’ was placed next to the CRS which can be read out from inside the
container to e.g. continuously monitor the radio background at the site.
The power for the electric components inside the container is delivered by a photo-
voltaic system. Almost 40 m2 of solar panels have been mounted to continuously
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Figure 6.2: The Central Radio Station (CRS) of AERA. The left picture was taken
during the installation of the solar panels which provide an autonomous power supply
for the DAQ and electronics inside the sea-container. On the right photograph, the
CRS in its present state is shown. The two masts and a cable spanned above the
container compose a lightning protection for the CRS. The wireless communication
antennas to the radio stations mounted at the left mast and a reference antenna in
the background are visible.
supply 480 W at 12 V. Periods of low solar irradiation are buffered by batteries
inside the container.
The RDSs of phase 1 were initially connected with an high-speed optical net-
work [129] to the DAQ placed in the CRS. For this purpose, several kilometers
of optical fibers had to be deployed in the ground. The optical network in principle
allows to constantly stream the full amount of data recorded at the RDSs to the
DAQ due to its high bandwidth. However, for an array consisting of hundreds of
RDS employed at large mutual distances, an optical network is not feasible anymore
due to its high costs. Hence, a wireless network was developed and tested in parallel
to the operation of the phase 1 array.
With the deployment of phase 2, all RDSs communicate with the wireless network,
including the phase 1 stations which have been updated with the wireless communic-
ation hardware. The limited bandwidth of the wireless communication in comparison
to the optical connection is compensated by a preselection of data at the local RDS
level.
6.2 Radio Detector Stations
The main components of the RDSs are the radio antennas, an analog signal pro-
cessing chain, the digital electronics, the wireless communication system, a GPS
reciever and the photovoltaic power supply system. Both, the phase 1 and phase
2 RDSs feature these components with some modifications in detail. The phase 2
stations are basically optimized towards a more compact design compared to the
phase 1 stations which yields a cost reduction and an easier and faster deployment
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Figure 6.3: Photograph of phase 1 (left) and phase 2 (right) radio detector stations
of AERA.
of the stations. A photograph of both versions of the RDSs is presented in Fig. 6.3.
While the phase 1 stations are equipped with logarithmic periodic dipole antennas,
the phase 2 stations use a ’Butterfly’ antenna as sensor to the radio emission of air
showers. Both antenna types provide two independent channels, being sensitive to
the north-south or east-west component of the impinging electric field respectively.
The antennas are aligned to the magnetic north which deviates about 3◦ from the
geographic north direction at the AERA site. To allow high precision measurements
of the electric field polarization, the antennas are aligned with an accuracy better
than 1◦. The alignment procedure is documented in [130].
Furthermore, the antennas incorporate a low noise amplifier for a first amplifica-
tion of the voltage received at the antenna terminals. The antennas are mounted
on a steel pole embedded in concrete. Both antennas are described in detail in Ch. 8.
The pre-amplified antenna signals are further amplified by a filter-amplifier which
also applies an analog band-pass filter from 30 MHz to 80 MHz. Accordingly, the
analog signals enter the main electronics board of the station referred to as ’di-
gitizer’. Besides the signal digitization by flash analog-to-digital converters, the
digitizer boards provide a ring buffer memory for storage of the signal traces, a
Field Programmable Gate Array (FPGA) where real-time trigger algorithms are
implemented, slow-control and monitoring features and an interface to the wireless
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communication system.
In order to test different technical solutions towards an optimization of the radio
technique for future large scale observatories, two different custom-made digitizer
boards are used. According to the institutes responsible for the development of the
digitizers, they are referred to as Nikhef/RU and KIT/BUW digitizers respectively.
Although the digitizers use a different hardware architecture, their key specifications
are similar. The Nikhef/RU digitizers sample the analog traces with a dynamic range
of 14 bits at 200 MHz while the KIT/BUW digitizers employ 12 bit analog-to-digital
converters at 180 MHz. In total, 40 phase 2 stations, located to the east of the dense
core are equipped with the Nikhef/RU digitizers. The other stations, including these
of the dense core, use the KIT/BUW digitizers.
The processed signals are transferred to a central DAQ via a 5 GHz wireless sys-
tem [131]. While the DAQ for the RDSs with KIT/BUW digitizers is located at the
building of the FD eye Coiheuco, the RDSs with Nikhef/RU digitizers communicate
to a separate DAQ housed in the CRS. The DAQ has been split up into two separate
locations to first test the performance of the wireless communication system with an
intermediate number of subscribers. It is planned to merge both DAQs in the near
future.
The communication system is designed to support high data rates up to 10 Mbytes/s
of at least 150 subscribers. To communicate over large distances up to 10 km between
the RDSs and Coiheuco, the stations are equipped with directional dish antennas
mounted on a pole close to the radio antennas (see Fig. 6.3).
The timing of the measured radio pulses is obtained from a GPS receiver mounted
at each RDS with an accuracy of ≈ 10 ns. The timing accuracy can be improved
by a ’beacon’ reference transmitter [132] located at Coiheuco. By an analysis of the
phases of the beacon signal observed in the RDSs, a timing resolution of 1 ns should
be achievable.
The RDSs are powered by an autonomous photovoltaic system [133] consisting of
solar panels, a charge controller and buffer batteries. In case of the phase 1 stations,
the photovoltaic system is designed to constantly deliver 20 W at 12 V. As the power
consumption of the phase 2 stations could be reduced significantly in comparison to
the phase 1 stations, smaller solar panels and buffer batteries are used here.
All station electronics are sheltered in an electronics box placed in the shadow of the
solar panels. Besides protection from weather influences, the electronics box shields
possible noise generated by the station electronics. At prototype setups at the BLS
it was observed that the station electronics itself can cause disturbing signals in the
highly sensitive radio antennas if not properly shielded.
While the electronics box is directly attached to the antenna pole in case of the
phase 2 stations, it is mounted in a separate frame anchored to the ground for the
phase 1 stations.
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The complete stations are surrounded by a fence to protect them from animals
omnipresent in the Argentinean Pampas. Only non-conducting materials are used
for the fence as any conducting material would influence the characteristics of the
radio antennas.
6.3 Radio Background at AERA and
Self-Triggering
All AERA stations are capable of self-triggering on radio pulses emitted by air
showers. The challenge of self-triggering is to discriminate pulses originating from
air showers from those generated by man-made noise sources. Although the re-
mote site of AERA is relatively radio-quiet compared to urban environments such
as at LOPES, several man-made sources of noise in the radio frequency domain are
present. To characterize relevant noise sources, surveys using different techniques
have been carried out at the AERA site [134, 135].
The nature of different noise contributions is revealed by a dynamic spectrum recor-
ded over several days at AERA which is presented in Fig. 6.4. The spectrum was
recorded with a spectrum analyzer connected to the reference antenna close to the
CRS. Several continuous narrow-band transmitters can be observed as horizontal
lines, mostly at frequencies below 30 MHz and above 100 MHz, corresponding to
the short-wave-band and FM-band of radio broadcasting. The frequency band of
AERA from 30 MHz to 80 MHz was explicitly chosen to exclude these transmitters.
However, a strong transmitter at 67 MHz remains within the AERA band. Further-
more the continuous signals of the reference beacon are visible around 72 MHz.
Mainly between about 30 MHz and 40 MHz non-continuous signals occur only at
certain times of the day. These ’noisy periods’ indicate an increased emission of
transient noise pulses which constitute a fundamentally different type of radio noise.
In a directional analysis of AERA data it was found that the majority of transient
noise pulses originates from several ’hot spots’ located at horizontal directions in the
proximity of AERA [136]. A correlation of these hot spots with the location of poten-
tial artificial noise sources such as transformer stations and power lines was observed.
Within AERA, various strategies have been developed to suppress both, continuous
and transient noise for an efficient self-triggering. Continuous transmitters in the
short-wave and FM-bands are suppressed by subsequent band-pass filter stages with
a pass band from 30 MHz to 80 MHz. The LNAs within the antennas incorporate
the first analog filter stage, followed by the analog filter of the filter amplifier. After
the digitization of the analog signals, a fast fourier transform is performed by the
FPGA of the digitizer and an additional digital band pass filter is applied in the
frequency domain.
Continuous transmitters which remain within the AERA band (e.g. the beacon ref-
erence signals and the 67 MHz transmitter) are removed by several adjustable digital
notch filters in the frequency domain. Filtering of these continuous signals reduces
the noise level of the signal traces and thus allows to set lower thresholds for the
successive self trigger. It should be noted that the notch filters are only applied for
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Figure 6.4: Dynamic Spectrum recorded over several days at the AERA site. The
power spectral density as measured with a spectrum analyzer connected to an AERA
phase 1 LPDA antenna is shown as a function of the local time.
triggering. In case of a positive trigger, the unfiltered traces are recorded.
Self-triggering is performed in the time domain after an inverse fourier transform
is applied to the filtered traces. The trigger logic [137] employs multiple voltage
thresholds which can be dynamically adapted to the present noise situation. A com-
bination of these thresholds allows to set trigger conditions which are sensitive to
the shape of radio pulses as expected from air showers. The majority of transient
noise pulses is rejected due to their pulse shape. However, some noise pulses are
very similar to these expected from air showers and pass the trigger.
Noise pulses often occur with a certain periodicity, e.g. with a frequency of 100 Hz,
matching twice the frequency of the power grid in Argentina. These events are ve-
toed directly at the station level by an algorithm which dynamically adjusts to the
phase drift of these periodic pulses [138].
The trigger conditions described above are applied to each of the two channels, cor-
responding to a single polarization direction, individually. The final trigger decision
on station level then requires either a pulse in a single polarization direction or an
’and’ condition of both channels. In both cases, 2048 samples of both channels, con-
taining the triggered pulses, are stored in the digitizer memory and a trigger time
stamp is sent to the central DAQ.
At the DAQ, an event trigger is formed considering the time stamps and positions of
multiple triggered stations. An algorithm searches for patterns which are compatible
with an planar shower front moving with the speed of light. In case of a positive
event trigger, the stored signal traces are requested from the participating stations
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and written on hard disk.
To reduce the amount of recorded data and further increase the purity, a fast dir-
ectional reconstruction of triggered events can be performed by the DAQ. This fast
reconstruction requires only the trigger time stamps of the stations. Events correl-
ating with directions of known artificial hot spots can then be rejected.
Despite the advanced self-trigger strategies, a 100 % efficiency and purity of cosmic
ray data has not been achieved yet. The purity of self-triggered events can be
substantially improved by an oﬄine selection taking into account various properties
of the measured radio emission such as the polarization of the signals [139]. However,
to clearly identify self-triggered radio events as being caused by air showers, yet the
information from the SD or the FD has to be considered. In this thesis only radio
data that was recorded in coincidence with the SD is used.
6.4 External and Particle Triggering
As an alternative to self-trigger on the radio emission, the AERA stations equipped
with the KIT/BUW digitizers can be triggered externally by the SD and the FD.
The AERA DAQ requests the trigger information of the SD stations and fluores-
cence telescopes which is collected at CDAS, the central DAQ of the observatory
(see Ch. 5). As this request takes a few seconds, the waveform data recorded at the
RDS has to be stored in the meantime. For this purpose, the KIT/BUW digitizers
are equipped with a ring buffer memory which is able to store the full waveform data
for up to 7.2 s. The event data can then be extracted backdated to the time of the
external trigger.
To improve the efficiency of triggering by the SD for the lowest energies, the energy
threshold of the infill array is locally lowered by six additional water Cherenkov tanks
co-located with the dense core of AERA. This configuration is visible in Fig. 5.9 and
Fig. 6.1 and is referred to as AERALET [140].
A further method of triggering is provided by particle detectors as an integral part of
the RDSs. The 40 stations using the Nikhef/RU digitizers are equipped with small
scintillators which register the secondary particles of the air shower. The scintillator
signals are continuously sampled by the digitizer and trigger the readout of radio
waveform data if they exceed a certain threshold.
6.5 Calibration and Monitoring
To perform calibrated measurements of the electric field emitted by air showers, the
impact of readout electronics and especially of the radio antennas has to be unfolded
from the recorded signals. The calibration of the radio antennas as a major scope
of this thesis is discussed later.
The components of the analog electronics, that is the low noise amplifier, coaxial
cables and the filter amplifier introduce a frequency dependent gain and further-
more frequency dependent group delays which cause a dispersion of the recorded
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broad-band signals. Their characteristics can be fully described by their scattering
parameters (S-Parameters). The scattering parameters of each individual analog
component have been measured in a laboratory and are considered in the radio re-
construction.
Furthermore the response of the individual analog-to-digital converters used in the
digitizers are a priori not identical. Hence, a calibration of each digitizer channel in
a laboratory has been carried out [141].
For the analysis of radio air shower data, an exact knowledge of the environmental
conditions and the detector status is essential. The radio emission from air showers
can be significantly altered by atmospheric electric fields, e.g. during thunderstorms
(see Ch. 4.1.3). Hence, the atmospheric electric field and several weather related
quantities are constantly monitored by a weather station mounted at the CRS [142].
Air shower data recorded during exceptional weather conditions can thus be ex-
cluded from the analysis.
The functionality and status of the individual RDSs is surveyed permanently. Be-
sides information on trigger rates and communication status, temperatures and
voltages of the electronics are measured by internal sensors and sent to the DAQ.
6.6 Prospects
The physics goals of AERA as discussed at the beginning of this chapter have partly
been fulfilled already with the first phase of AERA. Hundreds of self-triggered cos-
mic ray radio events recorded in coincidence with the surface detector demonstrate
that self-triggering on the radio emission is feasible to detect cosmic rays.
With AERA, for the first time, air showers have been observed with three different
detector techniques simultaneously. Several of these ’superhybrid’ events were re-
corded and allow to study multiple aspects of air showers.
Analysis of first AERA data support the findings of previous experiments regarding
the radio emission mechanisms and moreover allow to quantify their contributions
to the total radio emission (cf. Ch. 4.4).
A measurement of the cosmic ray energy based on AERA data will be presented
later in this thesis. Composition studies using AERA data are ongoing [143].
The instrumented area of AERA has increased by about a factor of 15 with the
deployment of phase 2 and will further grow to ≈ 10 km2 with phase 3. An estimate
of the number of expected cosmic ray events for the fully equipped detector is given
in Fig. 6.5. The energy dependent effective area of AERA has been simulated based
on parameterizations of the radio signal obtained from extrapolations of LOPES and
CODALEMA data as well as air shower simulations [144]. The number of events is
then calculated by multiplying the effective area with the cosmic ray spectrum as
measured by Auger.
The estimates predict several thousand cosmic ray events per year between 1017 eV
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Figure 6.5: Expected number of cosmic ray events with zenith angles smaller than
60◦ per year for the fully deployed AERA detector. From [144].
and 1019 eV. The lower energy threshold of AERA varies slightly with the used
extrapolation of the radio signal. However, AERA will deliver an unrivaled statistics
of high-quality radio cosmic ray measurements in the next years.
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7. Antenna Theory
In this chapter we discuss theoretical antenna properties to provide a basis for a
characterization and calibration of radio antennas for the detection of cosmic rays.
By means of the commonly used scalar power quantities, concepts such as radiation
patterns and antenna efficiencies are introduced. Accordingly, we focus on the vector
effective length which is suitable to fully describe the antenna response with a single
vectorial quantity and which is used for the reconstruction of the electric field emitted
by air showers. A last section is dedicated to the simulation of the antenna response
with antenna simulation software.
7.1 Directivity, Effective Area and Gain
An antenna is a linear reciprocal device which converts electric power into electro-
magnetic waves and vice versa. Due to its reciprocity, antenna properties obtained
in a transmitting situation also apply if the antenna is used as a receiver [145]. When
deriving antenna properties, it is valid and often advantageous to switch perspect-
ives.
The space around an antenna can be classified into a near field and far field region.
The near-field directly surrounds the antenna structure and ends at a certain radial
Figure 7.1: Spherical coordinate system used to describe antenna radiation proper-
ties. An exemplary antenna is displayed in the center of the coordinate system.
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distance R around the antenna where it connects to the far-field region. In con-
trast to the near field, the angular field distribution of the radiation is essentially
independent of the distance to the antenna in the far field region [145]. The field
components are transverse and the radiation can be treated as a spherical wave.
Definitions of the distance R where the far field begins will be discussed in a later
chapter. The radiation properties of antennas discussed in the following always re-
late to the far-field region.
The radiation properties of antennas are commonly characterized by the power based
quantities directivity and gain. According to the standard definitions given in [145],
the directivity of an antenna is ’the ratio of the radiation intensity in a given direc-
tion from the antenna to the radiation intensity averaged over all directions’. The
radiation intensity U in a given direction is defined as the power radiated from an
antenna per unit solid angle. The unit of radiation intensity is watts per steradian
[U ] = W/sr. The average radiation intensity U0 is equal to the total power radiated
by the antenna Prad divided by the complete solid angle of 4pi. In equation form we
obtain
D(θ, φ, ω) =
U(θ, φ, ω)
U0
=
4piU(θ, φ, ω)
Prad
(7.1)
with the angular frequency ω = 2pif . In other words, the directivity of a nonisotropic
source equals the radiation intensity in a given direction normalized by the radiation
intensity radiated by an isotropic source.
In the above definition we already included the dependencies on the spatial angles if
the antenna is considered in a spherical coordinate system with the antenna in the
center as depicted in Fig 7.1. In this case the electric field of the impinging plane
wave can be split in the two orthogonal polarizations along the unit vectors ~eθ and
~eφ of the spherical coordinate system,
~E = Eθ ~eθ + Eφ ~eφ. (7.2)
The radial component ~er vanishes for an antenna in the center of the coordinate
system.
The power density of an electromagnetic wave is described by the Poynting vector.
For a uniform plane wave with a certain polarization k = (θ, φ) the time averaged
power density can be expressed by the peak values1 of the electric field only as
Sk =
|Ek|2
2Z0
, (7.3)
with the vacuum impedance Z0 = µ0c ≈ 120piΩ which holds in good approximation
also for free space media as air.
1we will use always peak values in the following. Another common convention is to use effective
values which relate to the peak values as Eeff = E/
√
2.
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Output Terminals
Directivity Reference
Figure 7.2: Antenna losses and their position with respect to the antenna structure
(gray shaded area). Structural losses occur within the antenna structure whereas
reflection losses evolve at the input terminals. The reference powers for directivity,
gain and absolute gain are denoted at the corresponding terminals.
A receiving antenna captures a certain amount of power from an incoming plane
wave with power density Sk. The power delivered to the readout terminals PL,k
of the antenna can be accessed with the maximum effective area Aem,k (also called
maximum effective aperture) for an impinging plane wave with polarization k,
PL,k = Aem,kSk. (7.4)
The maximum effective area relates to the directivity of the antenna [146] by
Aem,k =
λ2
4pi
Dk. (7.5)
We wrote the directivity Dk with k = θ, φ for a single polarization component in the
above equation which is called partial directivity. The partial directivities sum up
to the total directivity as defined in Eq. 7.1,
D = Dtot = Dθ +Dφ. (7.6)
The maximum effective area is only achieved if no losses are associated with the
antenna. Losses always occur in reality, both within the antenna structure and due
to the connection to a readout system.
In Fig. 7.2 the possible antenna losses are visualized with respect to a transmitting
antenna structure. Structural losses are composed of conduction losses due to a
ohmic resistance of the antenna material and dielectric losses which occur for instance
in insulators within the antenna structure. The power that is radiated by an antenna
Prad is reduced by the structural losses with respect to the power Pacc that is accepted
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at the antenna input terminals. In terms of power transfer, these losses can be
accounted for by the dimensionless radiation efficiency ,
Prad = Pacc (7.7)
If we insert the above equation in the definition of the directivity (Eq. 7.1), we obtain
the definition of the gain of an antenna
G(θ, φ, ω) = D(θ, φ, ω) =
4piU(θ, φ, ω)
Pacc
. (7.8)
As well as the directivity, the gain of an antenna describes the spatial distribution
of the radiation but takes into account the losses that occur within the antenna
structure. Hence, the gain refers to the power that is accepted by the antenna and
not to the power that is radiated. The gain is commonly expressed in a decibel scale
wich relates to the above definition as
GdBi = 10 log10(G), (7.9)
where usually an i is added to the unit dB to indicate that the reference is an
isotropic source.
As an illustrative example, Fig. 7.3 shows a simulation of the three dimensional
distribution of the gain of an half-wave dipole which is referred to as gain pattern
or gain sphere. Analog to the directivity, the total gain can be split into the partial
gains Gθ and Gφ for the two orthogonal polarization components of the electric field
G = Gtot = Gθ +Gφ. (7.10)
In terms of a receiving antenna, the middle gain pattern of Fig. 7.3 then indicates
the response of the dipole to plane waves polarized in ~eφ-direction while the right
pattern refers to waves of ~eθ-polarization. Both sum up to the total gain shown
in the left pattern. For a plane wave impinging from a horizontal direction, ~eφ is
aligned horizontally and ~eθ points vertically (cf. Fig. 7.1). This is why the partial
gains Gφ and Gθ are also referred to as horizontal gain and vertical gain respectively.
Every antenna has a characteristic intrinsic impedance ZA which depends on multiple
factors mainly related to its geometrical structure and which is generally frequency
dependent. It manifests at the input terminals of the antenna as ratio of complex
voltage to complex current. If an antenna is connected to a source with intrinsic
impedance ZS (cf. Fig. 7.2), not all the power PS delivered by the source will be
accepted at the input terminals but will partly be reflected if the impedances ZA and
ZS are not equal. This is called impedance mismatch. The fraction of power Pref
that is reflected at the input terminals can be expressed with the squared voltage
reflection coefficient [146],
Pref
PS
= |Γ|2, Γ = ZA − ZS
ZA + ZS
. (7.11)
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Figure 7.3: Simulation of the gain of an half wave dipole. The gain for a specific
direction is depicted as the distance to the center of the coordinate system and
additionally color coded. The middle and right patterns indicate the partial gains
Gφ and Gθ respectively which add up to the total gain Gtot shown on the left.
The power transfer from the source to the antenna terminals can then be considered
by the dimensionless reflection or mismatch efficiency r as
Pacc = rPS = (1− |Γ|2)PS. (7.12)
We can include the mismatch effects in the definition of the gain and define the
absolute gain as
Gabs(θ, φ, ω) =
4piU(θ, φ, ω)
PS
= (1− |Γ|2)G = rD. (7.13)
Looking at Fig. 7.2 we find that the absolute gain refers to the power that is delivered
by a source.
Furthermore, the above equation implies that the quantities directivity as well as
gain and absolute gain all describe the same spatial distribution of radiation. That
is the shape of the spatial patterns as for instance visualized in Fig. 7.3 is the same,
only the scale of the pattern varies with the considered antenna losses.
7.2 The Vector Effective Length
In the previous section we have discussed antenna properties based on scalar power
quantities. We will now focus on an antenna description by complex voltages as the
response to an incident electric field vector which is obtained by the vector effective
length. The vector effective length (VEL) allows to treat polarization effects as well
as dispersion effects within the antenna structure with a single quantity.
The vector effective length ~H relates the complex voltage V developed at the readout
terminals of an antenna to the impinging electric vector for a given incoming direc-
tion. In the frequency domain this can be conveniently written as
V (θ, φ, ω) = ~H(θ, φ, ω) · ~E(θ, φ, ω) (7.14)
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It should be noted that the VEL can alternatively be evaluated in the time domain.
In this case it maps the instantaneous electric field ~E(t) to the instantaneous response
voltage V (t). The equivalence of time and frequency domains is given through a
Fourier transform [147].
Analog to the previous discussion we can divide the electric field into the orthogonal
components and accordingly the vector effective length
~H = ~eθHθ + ~eφHφ. (7.15)
The antenna response is then the superposition of the two response voltages due to
the two components of the vector effective length
V = Vθ + Vφ = HθEθ +HφEφ. (7.16)
The response voltages and electric fields are generally complex quantities which
are commonly expressed in the phase vector (phasor) notation and so is the vector
effective length
~H = ~eθHθ + ~eφHφ = ~eθ|Hθ|eiϕHθ + ~eφ|Hφ|eiϕHφ , (7.17)
with the magnitude |Hk| and phase ϕHk of the phasor for the respective components.
The magnitudes |Hk| are closely related to the partial gains Gk which will be demon-
strated in a later section. Together, the magnitudes |Hθ| and |Hφ| form a vector in
the spherical coordinate system. For a set of incoming directions we obtain a vector
field as depicted in Fig. 7.4 at a single frequency. The direction of the vectors indic-
ate the antenna polarization. The antenna polarization commonly is defined as the
polarization of the plane wave emitted by a transmitting antenna in a given direc-
tion [145]. By reciprocity, a plane wave incident upon a receiving antenna will yield
the maximum response voltage if the polarization of the wave matches the antenna
polarization. The polarization dependency of the antenna response is expressed by
the vector product in the definition of the VEL according to Eq. 7.14.
Looking at Fig. 7.4 we find that the antenna polarization of the simulated logar-
ithmic periodic dipole antenna is given by the projection of the dipole axis towards
the unit sphere. For certain incoming directions, e.g. waves impinging along the
x-axis, the vector effective length vanishes. This is intuitive as the electric field of
the incoming plane wave can not have a component along an antenna dipole and
thus can not induce a current along the dipole. This is referred to as polarization
mismatch.
The VEL thus includes polarization mismatch effects in contrast to the scalar quant-
ities directivity and gain. The definition of directivity and gain assumes that the
polarization of the impinging plane wave is always matched to the antenna polariz-
ation.
The phase of the vector effective length enables the treatment of dispersion effects
which occur within an antenna structure. Impinging plane waves will be subjected to
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Figure 7.4: Three dimensional pattern of the vector effective length simulated for a
logarithmic periodic dipole antenna. From [148].
a delay within the antenna structure depending on the frequency of the wave which
is referred to as group delay. A broad band signal which is composed of multiple
frequencies will then superimpose at the readout terminals depending on the delay
of its spectral components and manifest as the complex voltage V . Consequently, in
the time domain, a broad band signal will suffer a dispersion which is fully described
by the frequency dependent phase of the vector effective length. The VEL is thus
suitable to describe the response of the antenna structure to an arbitrary waveform.
In [148] the VEL of several radio antennas used at the AERA experiment was ex-
plicitly evaluated in the time domain to calculate the voltage traces obtained at the
antenna terminals due to an impinging broad band pulse and therewith to determ-
ine dispersion effects. In this thesis we will describe the dispersion effects with the
group delay of the antenna for mono-frequent incoming signals. The group delay is
directly related to the phase ϕHk of the VEL. For a single component of the VEL
we write the group delay as
τk(θ, φ, ω) = − d
dω
arg(Hk(θ, φ, ω)) = −dϕHk
dω
(7.18)
Analog to the phase of the VEL, the group delay also depends on the incoming dir-
ection of the signal and is represented by a pattern of group delay in three dimensions.
We can conclude that the VEL fully describes the antenna response in terms of the
voltage obtained at the readout terminals. In the following we investigate the impact
of a readout system connected to the antenna terminals.
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Figure 7.5: The Thevenin antenna equivalent circuit of a receiving antenna (imped-
ance ZA) connected to a readout system with intrinsic impedance ZL.
7.3 The Realized Vector Effective Length
In a real measurement setup, the response voltage of the antenna is read out over a
load impedance ZL connected in series with the antenna terminals with impedance
ZA. The load impedance may be the impedance of a connected transmission line, an
amplifier or, in case of a transmitting antenna, the intrinsic impedance of the source.
In Fig. 7.5 the Thevenin equivalent circuit of the measurement setup is depicted.
From the circuit quantities we obtain for the voltages in the loop
Voc = VA + VL, (7.19)
with the open circuit voltages Voc at the antenna terminals and the voltages VA and
VL developed over the antenna and load impedance respectively. For the current
within the circuit holds
I0 =
Voc
ZA + ZL
. (7.20)
Thus we can express the voltage measured over the load impedance as
VL =
ZL
ZL + ZA
Voc =: ρVoc. (7.21)
where we define the transfer function ρ. In the previous section the VEL was defined
with respect to the complex voltage developed at the antenna terminals which cor-
responds to Voc of the equivalent circuit. With the above equation we can now relate
the VEL to the voltage obtained at the load. By including the transfer function we
define the realized vector effective length Hr as
VL = ρ ~H · ~E = ~Hr · ~E. (7.22)
We can thus describe the impact of an arbitrary complex readout impedance through
the realized vector effective length.
For later use we write the active power delivered to the load in terms of peak values
PL =
1
2
Re(I0V
∗
L ) =
1
2
|I0|2Re(Z∗L) =
1
2
|Voc|2
|ZA + ZL|2Re(Z
∗
L), (7.23)
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where the star denotes the complex conjugate of the previously defined quantities.
Maximum power transfer is reached for conjugate matching [146], that is the load
impedance equals the complex conjugate of the antenna impedance, ZA = Z
∗
L. In
case of conjugate matching, Eq. 7.23 simplifies to
PL =
1
8
|Voc|2
Re(ZA)
(7.24)
7.4 Amplification in Active Antennas
Besides passive antennas where the readout impedance is a constant pure resistive
load of commonly ZL = 50Ω, we will examine active antennas. In this case, the
antenna terminals will be directly connected to an amplifier with a frequency de-
pendent complex input impedance. Below we derive a transfer function which can
be included in the realized VEL and includes the mismatch effects between antenna
and amplifier and furthermore the amplification.
Amplifiers are commonly treated as active linear two-port networks. In high-frequency
electrical engineering, these networks can conveniently be described by scattering
parameters (S-parameters) [149]. S-parameters can be measured with a vector net-
work analyzer with respect to a nominal source impedance which has to be specified
together with the measured S-parameters. In our case the nominal source impedance
is 50 Ω which is most common.
A two-port network is fully described by the four S-parameters S11, S21, S12 and
S22.
The S21 parameter relates the amplified complex voltage Va at the output of the
amplifier to the voltage delivered by the source VS
S21 =
Va
VS
, (7.25)
and thus indicates the amplification of an amplifier.
The S11 parameter is the ratio of the complex reflected voltage Vref at the input of
the amplifier to the voltage delivered by the source. In terms of circuit quantities it
can be written as
S11 =
Vref
VS
=
ZL − ZS
ZL + ZS
(7.26)
with ZL, the input impedance of the amplifier. S11 corresponds to the previously
discussed voltage reflection coefficient Γ (cf. Eq. 7.11).
The voltage developed over input impedance ZL of the amplifier is the superposition
of the voltage delivered by the source and the reflected voltage at the input
VL = VS + Vref = VS(1 + S11) = VS(1 + ΓL). (7.27)
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The ratio of the amplified voltage at the output of the amplifier to the input voltage
is then given by
Va
VL
=
Va
VS(1 + S11)
=
S21
1 + S11
(7.28)
In Eq. 7.22 the realized VEL was defined with respect to the voltage delivered to
an arbitrary load. For the active antenna this load becomes the input impedance of
the amplifier. Solving the above equation for Va and inserting the definition of the
realized VEL yields
Va =
S21
1 + S11
~Hr ~E =
S21
1 + S11
ZL
ZL + ZA
~H ~E =: ~Ha ~E. (7.29)
Above we have defined the amplified vector effective length ~Ha which maps the
incoming electric field to the amplified voltage delivered into a nominal 50 Ω system
by an active antenna.
7.5 Vector Effective Length and Gain
We can access the power PL,k delivered to the readout impedance of a receiving
antenna by the maximum effective area according to Eq. 7.4, where we insert the
relation to the directivity given by Eq. 7.5 and the power density of the incoming
wave with polarization k = (θ, φ) from Eq. 7.3. Together we obtain
PL,k =
λ2|Ek|2
(8piZ0)
Dk. (7.30)
As the directivity does not include any losses within the antenna structure (radiation
efficiency is unity) or mismatch losses (reflection efficiency is unity), Eq. 7.30 applies
only for lossless antennas and conjugate matching to the load. In case of conjugate
matching we can relate the power delivered to the load to the open circuit voltage
using Eq. 7.24. Plugging this relation into Eq. 7.30 and rearranging yields
|Voc,k|2
|Ek|2 =
λ2Re(ZA)
piZ0
Dk = |Hk|2, (7.31)
and we recall the left ratio in the above equation as the definition of the VEL. Hence,
we have derived the relation between partial directivity and VEL.
If the radiation efficiency is included in the VEL, which is the case when we access
the VEL through measurements or simulations, we can write Eq. 7.31 in terms of
the partial antenna gain Gk as
|Hk|2 = λ
2Re(ZA)
piZ0
Dk =
λ2Re(ZA)
piZ0
Gk. (7.32)
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7.6 Reconstruction of the Electric Field
When analyzing the radio emission from cosmic ray induced air showers, the quant-
ity of choice is the vectorial electric field ~E(t) rather than the voltage traces V (t)
recorded by the radio antennas. The electric field is in principle independent of the
used detector2 and thus allows to compare results from different setups.
Recent radio detectors measure the radio emission with at least two independent
antennas at one observer position which are usually aligned perpendicular to each
other, commonly with one antenna aligned in north-south direction while the other
points east-west. Although such setups measure only the projection of the three-
dimensional electric field to the horizontal plane, they allow for a reconstruction of
the tree-dimensional electric field if the incoming direction of the signal is known.
Such a reconstruction of the electric field from dual-polarized measurements is im-
plemented within Radio Oﬄine [150], the radio extension of the software framework
Oﬄine of the Pierre Auger Observatory. The reconstruction unfolds the antenna
characteristics by evaluating the VEL in the frequency domain for a certain incom-
ing direction. This requires a preceding conversion of the measured voltage traces
into the frequency domain by a Fourier transform. Furthermore, the antenna pattern
which is simulated on a certain grid has to be interpolated to the excact incoming
direction. The interpolation method is described in detail in [151].
The two recorded voltages V1(ω) and V2(ω) are the response to the same electric
field ~E given by the two VELs ~H1 and ~H2 of the two antennas
V1(ω) = ~H1(θ, φ, ω) ~E(ω)
= H1,θ(θ, φ, ω)Eθ(ω) +H1,φ(θ, φ, ω)Eφ(ω) (7.33)
V2(ω) = ~H2(θ, φ, ω) ~E(ω)
= H2,θ(θ, φ, ω)Eθ(ω) +H2,φ(θ, φ, ω)Eφ(ω). (7.34)
This system of equations can be solved for the components of the electric field Ek
for a certain incoming direction k = (θ, φ). The incoming direction can be obtained
from the signal timing in multiple radio stations or by external detectors. For the
electric field components follows
Eθ(ω) =
V1(ω)H2,φ(ω)− V2(ω)H1,φ(ω)
H1,θ(ω)H2,φ(ω)−H1,φ(ω)H2,θ(ω) (7.35)
Eφ(ω) =
V2(ω)H1,φ(ω)− V1(ω)H2,φ(ω)H2,θ(ω)
H1,φ(ω)H2,φ(ω)−H1,φ(ω)H2,θ(ω) (7.36)
2Exceptions are a bias due to the geometrical location of the experiment and its observation
bandwidth.
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Finally the electric field components Eθ and Eφ can be transferred back into the
time-domain and transformed into a cartesian coordinate system by taking into
account that the field components are transverse to the incoming direction of the
signal.
7.7 Antenna Simulations
Analytic calculations, especially of the radiation properties of antennas, are only
feasible for relatively simple antenna structures. For complex geometrical struc-
tures, the far field radiation evolves from an interplay of structure elements and
furthermore depends on an interaction with the environment such as the ground
below the antenna. These effects can be modeled to a large extend by numerical
antenna simulations which provide an important tool for the design and evaluation
of antennas.
7.7.1 Antenna Simulations with NEC2
An advanced and widely used software for antenna simulations is the Numerical Elec-
tromagnetics Code (NEC) [152]. In this thesis we use the version NEC2++ [153]
which is available through the Linux Debian package management system as an
open source code under the GNU Public License (GPL). NEC2++ is a rewrite in
C++ of the original Fortran NEC2 code. Furthermore we use the graphical interface
4Nec2 [154] available for NEC2.
We briefly summarize the functionality of NEC based on the detailed description
given in [152]. NEC uses an electric field integral equation to model the response of
antenna structures which is especially suitable for thin-wire structures. Surfaces can
be approximated with grids of thin wires. The electric field integral equation [155]
can be written in a compact way as
~E(~r) = − i
4pi0ω
∫
V
~J(~r′) ~G(~r, ~r′)dV ′ (7.37)
with the dyadic Green’s functions ~G. The electric field ~E(~r) at a given observer
position ~r follows from the current density ~J(~r′) at position ~r′.
The integral equation is solved numerically by the so called method of moments [156].
Therefore a wire is divided into a certain amount of straight segments. The current
distribution on each segment is approximated with a superposition of three terms,
a constant, a sine, and a cosine. The amplitudes of the three terms are related such
that their superposition satisfies physical conditions of the currents at the segment
ends.
The response of the complete structure is finally computed as a superposition of the
electric fields obtained from the solution of the integral equation for each individual
segment with the approximated current distribution. The response is always com-
puted at a single frequency.
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Prior to the simulation of the response of an antenna, its geometrical structure has
to be modeled and an excitation of the structure has to be specified by an input file.
The geometrical structure is composed of thin wires which are defined by their two
end points, their radii, their conductivity and the number of segments into which
each wire is divided. A guideline for the segmentation is that the length of the
segments should be smaller than λ/10 for the simulated frequency to obtain a suffi-
ciently precise approximation of the currents [152].
The excitation of the structure can be realized as a complex voltage or current source
placed on a certain segment within the structure. Alternatively, the structure can
be excited with an impinging plane wave specified by its incoming direction and
polarization.
On demand NEC stores several quantities in an output file after processing the
simulation. In case of an excitation with a voltage or current source NEC2 delivers
the near field and the radiated far-field as well as the impedances of the segments.
For a plane wave excitation NEC2 provides the currents and the impedances of the
segments.
7.7.2 Ground Effects
A significant influence on the radiation characteristics of antennas is introduced
by the ground underneath an antenna. Plane waves reflected at the ground plane
interfere with the wave directly impinging in the antenna. The reflected wave is
phase-delayed with respect to the direct signal and thus alters the total received
signal depending on the incoming direction of the wave, its frequency and the height
of the antenna above the ground plane. Consequently, the directivity or gain pattern
of the antenna is deformed due to the presence of a ground plane. This can cause
so-called side lobes in the antenna pattern which we will discuss later in the scope
of antenna calibration measurements.
The reflection of a plane wave on a uniform planar interface can be described by the
Fresnel equations. For the component of the impinging wave parallel to the ground
Eφ the reflected wave ER,φ is calculated in NEC2 as
~ER,φ = Rφ ~Eφ, with Rφ =
ZRcos(θ)−
√
1− Z2Rsin2(θ)
ZRcos(θ) +
√
1− Z2Rsin2(θ)
, (7.38)
where ZR describes the properties of the ground by its relative permittivity r and
conductivity σ,
ZR = (r − i σ
0ω
)−1/2. (7.39)
In Fig. 7.6, the reflection coefficient Rφ is plotted as a function of the ground para-
meters r and σ. Within 4NEC2 a set of typical ground scenarios is predefined which
is indicated in the figure. The reflection can change by several 10% throughout the
range of different ground scenarios.
However, a reasonable choice for the ground conditions at AERA can be found in the
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Figure 7.6: The reflection coefficient Rφ for horizontally polarized plane waves as a
function of the ground parameters r and σ. Typical ground scenarios as provided
by the 4NEC2 antenna simulation program are indicated as well as the result of a
conductivity measurement at the AERA site. From [159].
lower left region of Fig. 7.6, corresponding to the extremely dry and sandy ground
at AERA. Soil measurements performed at the AERA site indicate a relatively low
conductivity of σ = (1±0.1) ·10−3 [Ω−1m−1] [157]. We chose for antenna simulations
associated with the AERA site values of σ = (1.38) · 10−3 [Ω−1m−1] and r = 5.5.
These values have been used for previous simulations of the SBS antenna [148]. The
chosen value for the conductivity is close to the measurement. The selected value
for r is motivated by typical ground scenarios with low conductivities [158].
Besides the incorporation of ground effects with the Fresnel equations, NEC2 provides
a more advanced method which additionally considers a modification of the current
distributions in the antenna structure due to near field interactions with a ground
plane. This method, called Sommerfeld/Norten ground is especially recommended
for structures placed relatively close to lossy grounds planes and is more accurate
than the Fresnel method in this case [152]. For our simulations we use the Sommer-
feld/Norten ground option.
7.7.3 Accessing the Vector Effective Length through NEC2
Simulations
Due to the reciprocity, the VEL can be accessed from NEC2 either by a simulation of
a transmitting or a receiving antenna. In the former case we place a current source
at the segment which corresponds to the input terminals of the antenna.
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In antenna theory [146], the electric field ~E(R) radiated by a transmitting antenna
with current IT0 in its terminals is given at a distance R from the antenna as
~E(R) = − i Z0
2λR
IT0 ~H e
−iωR
c , (7.40)
where ~H denotes the VEL of the transmitting antenna and λ the wavelength of the
emitted plane wave. For a given electric field we can solve the above equation to
obtain the VEL
~H =
i 2λR
Z0 IT0
~E(R) e
iωR
c . (7.41)
The radiated far-field ~Enec given by a NEC2 simulation is always normalized to a
unit distance of R = 1 m [152]
~E(R) =
~Enec
R
e−
iωR
c . (7.42)
When inserting the above equation in Eq. 7.41, the distance cancels out and we
obtain the VEL as calculated from the electric field given by the simulation
~H =
i 2λ
Z0 IT0
~Enec. (7.43)
Mismatch effects and amplification in case of an active antenna are not considered
in the simulation. These effects can be included later, analog to the discussion in
Sec. 7.3 and Sec. 7.4, and we obtain the amplified vector effective length ~Ha from a
NEC2 simulation as
~Ha =
S21
1 + S11
ZL
ZL + ZA
~H =
S21
1 + S11
ZL
ZL + ZA
i 2λ
Z0 IT0
~Enec. (7.44)
The impedance ZA of the antenna input terminals corresponds to the impedance of
the segment where the current source is placed in the simulation. ZL denotes the
input impedance of the amplifier. The amplified vector effective length can then
directly be compared to measurements which include mismatch and amplification.
Alternatively, the antenna structure can be excited with a linear polarized plane
wave as a receiving antenna. For each incoming direction of the wave, the voltage
at the antenna terminals can be computed as the product of the current and imped-
ance of the corresponding segment delivered by NEC2. With the voltage and the
initial electric field of the plane wave, the VEL can finally be obtained using Eq. 7.14.
We have verified in simulations that both methods yield equivalent results. However,
as NEC2 only allows to define one plane wave with a specific incoming direction in
a simulation, multiple simulations have to be performed when a three-dimensional
gain pattern is desired. Thus, for technical reasons, we chose the former method.
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8. Antennas for the Detection of
Air Showers at AERA
The basis for the conception of radio antennas for the detection of cosmic ray air
showers are various demands given by the characteristics of the radio emission and
by the site of the experiment. As a consequence of these demands we will discuss
in detail the design and performance aspects of the two different types of radio
antennas which are currently used at AERA, the ’Small Black Spider Antenna’
and the ’Butterfly’ antenna. With respect to the Butterfly antenna we present an
improved mechanical design optimized for the environmental conditions at AERA
which was developed within the scope of this thesis.
The directional properties of both antennas will be discussed in a later chapter in
conjunction with the calibration of the radio stations.
8.1 Demands on Radio Antennas for the Detec-
tion Of Air Showers
The frequency spectrum of radio emission has a broad range from several MHz to
above 100 MHz as discussed in Ch. 4 (cf. Fig. 4.4). To access as much information
as possible from the radio signal, a wide band reception is thus preferred.
However, the usable frequency range is limited in a measurement setup due to vari-
ous noise sources. In the operational bandwidth of the receiving system, the received
noise has to be sufficiently low to identify the cosmic ray radio pulse superimposed
with the noise background. In other words, the signal to noise ratio of the measured
radio pulse has to be sufficiently high.
The contribution of man-made noise to the received noise background can be sup-
pressed to a large extend by an appropriate choice of the operational bandwidth. At
AERA, an operational bandwidth ranging from 30 MHz to 80 MHz is used which is
essentially free from signals due to radio broadcasting. Consequently, the antenna
should be sensitive over this large frequency range and preferably suppress frequen-
cies beyond. The suppression of the few continuous noise sources which remain
within the AERA frequency range was discussed in Ch. 6.3 as well as the suppres-
sion of transient man-made noise.
However, what remains within the AERA bandwidth and yields an inevitable noise
floor are radio emissions from natural noise sources such as the galactic radio back-
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ground and the sun, and furthermore, the noise generated by the receiving system
itself.
The total noise power PS delivered to the readout terminals of a receiving system
can be expressed with the system noise temperature TS and directly depends on the
bandwidth of the receiving system ∆f [146]
PS = kB TS ∆f, (8.1)
with the Boltzmann constant kB. The bandwidth should not be reduced for our
application to maintain the full spectral information. Thus, a preferably low system
noise temperature is desired 1. The system noise temperature is a complex quantity
which combines the above mentioned contributions to the received noise floor. As
the noise due to natural sources is irreducible, the reduction of the noise generated
by the receiving system itself is of vital importance. Contributions to the latter
are thermal noise in the antenna structure, transmission lines and noise generated
in electronic components e.g. of the antenna amplifiers. They can be reduced by
preferably short transmission lines and the application of low noise amplifiers.
Radio pulses should preferably be detectable from air showers with any arrival dir-
ections. The antenna should thus exhibit a uniform directivity towards the upper
hemisphere which maintains stable over the whole frequency range of AERA. On
the other hand, most of the man made noise impinges from directions close to the
horizon. Hence it is favorable to suppress signals from this directions directly with
the antenna characteristics.
The weather conditions at the Argentinean Pampa alternate from hot dry summers
to cold snowy winters. An antenna has to cope with temperatures from -20 to 50◦ C,
it has to be water and frost proof and resistant against UV-radiation. Strong winds
with squalls up to 150 km/h occur frequently at the AERA site located close to the
Andes. The antenna exposed on a pole in the flat environment has to withstand the
permanent oscillations induced by the wind. These oscillations can be reduced by a
preferably small wind load and a low mass of the antenna structure. The antenna
must survive these conditions without any damage for years as expenses for main-
tenance are extensive in this environment.
Particularly with regard to future large scale radio detectors the production costs of
of the antenna play an important role.
Among a large diversity of antenna types, only few exist which combine all of the
mentioned properties. In the scope of the predecessor experiments of AERA, various
suitable antenna types have been tested. Finally a dedicated comparison of antenna
types explicitly designed for the detection of air showers [148] has led to the choice
of the two currently used antennas types which are described in the following.
1Contrary to most of the recent radio detectors, early experiments such as described in [75]
mainly used relatively small bandwidths to reduce the noise floor.
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Figure 8.1: Photograph of the Small Black Spider LPDA installed at AERA.
8.2 Small Black Spider LPDA
The ’Small Black Spider’ antenna used for phase 1 of AERA utilizes the principle of
a Logarithmic Periodic Dipole Antenna (LPDA). LPDAs essentially combine dipoles
of different resonance frequencies to achieve a broad band sensitivity. LPDAs have
firstly been adapted to the needs of radio detection for the LOPES experiment [160].
The LOPES type LPDA has been successfully used to detect air showers at the pre-
decessor setup of AERA at the balloon launching station [126], however, it turned
out that the antenna dipoles made from aluminum rods brake due to the perman-
ent oscillations induced by the strong winds at the site. This issue was solved with
the ’Black Spider’ LPDA [161] which used wires as dipoles and performed well over
several years of operation at MAXIMA.
Finally the current design of the Small Black Spider LPDA was developed at the
RWTH-Aachen University [162] and represents an optimization of the Black Spider
antenna towards a more compact design and with respect to the production in large
quantities. A photograph of the Small Black Spider installed at AERA is shown in
Fig. 8.1.
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Figure 8.2: Principle construction of an LPDA. Adapted from [163]).
8.2.1 The Principle of a Logarithmic Periodic Dipole An-
tenna
In Fig. 8.2 the construction of an LPDA consisting of n λ/2-dipoles is illustrated.
The dipoles are connected to a central waveguide in an alternating way which is
visualized in the sketch by the crossed connections. The input terminals of the an-
tenna, also called footpoint, are located at the upper end of the waveguide close to
the shortest dipole. The lower end of the waveguide is short-circuited at a certain
distance S0 from the longest dipole.
The power of an incoming monochromatic wave with wavelength λ will be primarily
absorbed by the dipole with length li ≈ λ/2. If we assume an incoming broad band
radio pulse e.g. from an EAS, every dipole will feed the waveguide with a different
wavelength λi. The signals from the single dipoles should interfere preferably con-
structively at the footpoint to gain a maximum total amplitude. This is realized
by a constant ratio of the wavelengths to the distances Ri from the corresponding
dipole to a virtual array vertex
λi
Ri
= const. i = 1...n. (8.2)
This condition is fulfilled by constant ratios of sequenced distances and wavelengths
λi
Ri
=
λi−1
Ri−1
⇒ Ri
Ri−1
=
λi
λi−1
=: τ. (8.3)
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The design parameter τ sets the ratio of the lengths of sequenced dipoles if we assume
λi ∝ li. We can calculate the dipole lengths li and the distances Ri successive from
the resulting geometric series
li = l1τ
i−1, Ri = R1τ i−1, i = 1...n, (8.4)
whereas l1 and R1 are the initial values. These equations imply that the antenna
structure becomes periodic in the logarithm of both the dipole length and the dis-
tances from the virtual footpoint. With given distances Ri the spacing Si between
the dipoles follows:
Si = Ri −Ri+1 = Ri(1− τ). (8.5)
The ratio of the spacings to their corresponding dipole lengths is also constant
Si
λi
≈ Si
2li
= const. =: σ. (8.6)
It defines the second design parameter σ which indicates the relative spacing between
the dipoles. The parameter σ relates to τ and the opening angle α of the structure
σ =
1− τ
4
cot
(α
2
)
. (8.7)
With the two design parameters σ and τ and the choice of the operational frequency
range, the complete antenna design is described. The operational frequency range
from fmin to fmax can be estimated by the length of the longest and shortest dipole
lmax ≈ λmax
2
⇒ fmin ≈ c
2lmax
, (8.8)
lmin ≈ λmin
3
⇒ fmax ≈ c
3lmin
. (8.9)
Note that the upper frequency limit deviates from the assumption of a half-wave
resonance of the corresponding dipole as the complex interplay with the waveguide
is empirically taken into account by the formula. A detailed investigation of these
effects for the Small Black Spider LPDA can be found in [162]. Nevertheless, the
above formulae only give a rough estimate, the actually achieved bandwidth is usu-
ally somewhat larger [146].
The design parameter τ affects the number of dipoles between lmin and lmax. More
dipoles in this range will cause a more constant sensitivity as the resonances of se-
quenced dipoles will overlap to a larger extend. Assuming a constant relative spacing
σ the antenna height will increase with a increasing value of τ . The height can be
reduced by choosing a smaller value of σ. From Eq. 8.7 we can conclude that a
smaller σ results in a wider opening angle α. The opening angle directly affects the
directivity of the antenna, the wider the opening angle, the lower the directivity.
8.2.2 Electrical Layout
The design parameters of the Small Black Spider (SBS) were optimized with respect
to the demands of radio detection at AERA by means of the LPDA design program
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Figure 8.3: Engineering drawing of the Small Black Spider LPDA. Dimensions are
given in mm.
LPCAD [164]. LPCAD estimates the antenna gain and computes the structural
dimensions for a set of specifications such as the desired bandwidth and the design
parameters τ and σ.
The bandwidth was chosen according to the radio quiet frequency range from 30 MHz
to 80 MHz at the AERA site. The design parameters τ and σ were chosen to achieve
a compromise between a preferably constant sensitivity over the entire bandwidth,
a reasonable number of dipoles, a relatively low gain to cover a broad area of the
sky and reasonably small overall dimensions.
The design process lead to the following design parameters
τ = 0.875, σ = 0.038,
lmax = 4250 mm, lmin = 1470 mm.
The remaining dipole lengths and their spacings can be calculated with Eq. 8.4 and
Eq. 8.5 and are given in Fig. 8.3. From Eq. 8.7 an opening angle of 78 ◦ is obtained.
The, in total, 9 dipoles feed the received signals into a central waveguide consisting
of two parallel wires, referred to as Lecher line. The cross connection of the dipoles
to the Lecher line (cf. Fig 8.2) is realized by Printed Circuit Boards (PCB) attached
to the waveguide. The uppermost PCB, located closely to the shortest dipoles (see
Fig. 8.7 c)) constitutes the footpoint of the antenna. Note that the position of the
footpoint is slightly shifted downwards with respect to the virtual array index due
to practical reasons. It has been found in previous studies that the deviation from
the virtual array index does not yield any performance losses in case of the SBS.
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The footpoint of the antenna is usually the optimal place for a low noise amplifier,
following the rule that weak signals should be amplified as soon as possible in order
to minimize additional noise from transmission lines. However, in case of the SBS
installed at AERA, the footpoint is located about 5 m above ground and is thus
not accessible for maintenance. Hence, the LNA has been moved to the bottom of
the antenna. The footpoint is connected through a transmission line transformer to
a low loss coaxial cable which runs downwards to the LNA. The transmission line
transformer, also called balun (balanced - unbalanced), is mounted on the upper-
most PCB and serves two purposes. Firstly it transforms the balanced signal2 from
the Lecher line to the unbalanced coaxial cable whose outer shielding is grounded
through the radio detector station. Secondly it provides a 4:1 impedance transform-
ation from the Lecher line with an intrinsic impedance of about 200 Ω to the 50 Ω
coaxial cable. It thus minimizes reflections due to an impedance mismatch between
Lecher line and coaxial cable.
The antenna impedance of the SBS can be accessed through reflection measurements
with a Vector Network Analyzer (VNA). The VNA feeds the antenna at its input
terminals, which is in case of the SBS the 50 Ω coaxial connector at the bottom of
the antenna, with a defined voltage amplitude VS and measures the magnitude and
phase of the reflected voltage Vref . The VNA thus delivers the complex S-parameter
S11 as a function of the frequency. We rewrite the definition of S11 given in Eq. 7.26
in terms of the antenna impedance ZA
S11 =
Vref
VS
=
ZA − ZS
ZA + ZS
, (8.10)
where ZS is the source impedance of the VNA of 50 Ω. Solving the above equation
for the antenna impedance yields
ZA = ZS
1 + S11
1− S11 . (8.11)
The real and imaginary part of the antenna impedance obtained by a reflection
measurement is shown in Fig. 8.4. Additionally, the antenna impedance is displayed
in a Smith Chart, commonly used in electrical engineering to visualize impedances,
in appendix A.1.
We find that the real part (resistance) of the antenna impedance oscillates around
a value of about 50 Ω within the AERA bandwidth. By taking into account only
the frequency bins from 30 MHz to 80 MHz we obtain a mean value of Re(ZA) =
48.8 ± 18.2 Ω. The imaginary part (reactance) shows a similar oscillation with a
mean of Im(ZA) = −0.3± 18.1 Ω within the AERA band.
The oscillations of the antenna impedance are due to the resonances of the single
dipoles. An antenna is referred to as resonant when the input impedance becomes
purely resistive, that is its reactance vanishes. The input impedance of a single
dipole is a function of its length l with respect to the impinging wavelength. For
2Balanced or symmetric signals denote inversely phased voltages working against the same
electrical potential whereas unbalanced signals denote a single voltage working against ground.
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Figure 8.4: Input impedance of the SBS as obtained from the reflection measurement
depicted in Fig. 8.5. The histograms on the right contain the frequency bins within
the AERA bandwidth from 30 MHz to 80 MHz.
l = λ/2 it equals ZA = 73 + i42.5 Ω in case of a dipole of infinitesimal thickness
in free space [146]. The non-vanishing reactance implies losses in terms of a signal
transfer to a pure resistive readout load and is commonly reduced to zero by slightly
reducing the dipole length until the dipole becomes resonant. Consequently the res-
onance frequency deviates in practice slightly from the the one implied by l = λ/2.
In case of the SBS the interplay of the dipole impedances together with the intrinsic
impedance of the Lecher line and the impedance transformation of the balun enables
a broad band matching to a readout impedance of 50 Ω as observed in Fig. 8.4.
Having investigated the impedance behavior of the SBS we can understand the be-
havior of the reflected power which evolves as a consequence of the former.
In Fig.8.5 the ratio of reflected to input power |S11|2 = |Γ|2 (cf. Eq. 7.11 and
Eq. 8.10) of the same reflection measurement that delivered the previously discussed
antenna impedance is given as function of the frequency. The measurement indicates
that the power reflection within the AERA bandwidth is always smaller than 20%,
typically only a few percent of the input power. Furthermore we observe similar
oscillations as in case of the antenna impedance. The minima of reflection corres-
pond to the resonances of the dipoles of the SBS. As discussed before they indicate
an optimal impedance matching from the source throughout the LPDA structure to
the dipole and thus minimal reflections.
The measured resonance frequencies significantly deviate from those given by the
condition of l = λ/2. Assuming the latter we obtain for the shortest dipole of the
SBS fmax = 102.0 MHz and for the longest dipole fmin = 35.3 MHz. Furthermore
it might be somewhat surprising that we only observe eight resonances in the reflec-
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Figure 8.5: Power reflection (full curve) and reflection efficiency (dashed curve)
measured at the input of a SBS antenna installed at the AERA site. The dashed
vertical lines denote the bandwidth of the SBS from 26.7 MHz to 85.0 MHz.
tion measurement although the SBS has nine dipoles. Both can be explained by the
complex interplay of impedances within the antenna structure and the associated
shift of resonance frequencies.
Beyond the resonances of the dipoles the reflection steeply increases. Comparing
with the impedance behavior we find that this is due to the mismatch caused by
large absolute values of both the resistance and reactance of the antenna impedance.
The fraction of power that is not reflected at the antenna terminals is accepted
by the antenna structure. Without any structural losses within the antenna, that
is the radiation efficiency  equals unity (cf. Eq. 7.7), all of the accepted power
will be radiated by the antenna structure. Simulations of the SBS with Nec2 yield
a radiation efficiency close to 99% throughout the AERA bandwidth [162]. The
assumption of  = 1 is thus fulfilled in good approximation.
From the reflection measurement we can then compute the frequency dependent
fraction of radiated power by (cf. Eq. 7.7 and Eq. 7.12)
Prad =  Pacc =  r PS =  (1−|Γ|2)PS ⇒ Prad
PS
= r = (1−|Γ|2),  = 1.
(8.12)
The quantity (1 − |Γ|2) was previously defined as the reflection efficiency r and is
depicted in Fig. 8.5.
The reflection efficiency provides a convenient way to give a proper definition of the
bandwidth of the SBS. According to the standards in [145], the bandwidth denotes
’the range of frequencies within which the performance of the antenna, with respect
to some characteristic, conforms to a specified standard’. We here characterize the
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Figure 8.6: Input impedance (left) and power gain and input power reflection (right)
of the LNA of the SBS.
performance by demanding that the reflection efficiency is always larger than 80%
within the bandwidth. For the SBS this yields a bandwidth from 26.7 MHz to
85.0 MHz which is depicted in Fig. 8.5.
Within this bandwidth we find an average reflection efficiency of 94.0%. Thus for
 = 1, 94% of the input power is radiated by the antenna. Due to the reciprocity, this
performance characteristics are likewise valid for reception. With the steep decline
of sensitivity beyond the bandwidth, the SBS thus explicitly introduces a bandpass
filter to attenuate man-made noise sources.
For the SBS a dedicated LNA has been developed which is described in detail in
[165, 166]. It is attached at the bottom of the SBS (see Fig. 8.7 b)) to the coaxial
cable which runs upwards to the antenna footpoint.
Amplifiers are commonly characterized by their power gain |S21|2 and input power
reflection |S11|2 rather than discussing the full set of complex S-parameters (cf. Ch. 7.4).
It is convenient to express these power ratios in a decibel (dB) scale which relates
to a linear scale as
XdB = 10 log10(Xlin), (8.13)
where X denotes a arbitrary ratio of physical quantities.
A measurement of the power gain and the input power reflection is depicted in
Fig. 8.6 together with the input impedance calculated from S11 with Eq. 7.12. The
LNA input impedance with a resistance mostly close to 50 Ω and a relatively small
reactance within the AERA bandwidth is designed to match the antenna impedance
of the SBS. This results in a low input power reflection, typically lower than -10 dB
within the AERA band which corresponds to 10% reflected power.
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The power gain which denotes the amplification of the LNA is about 18 dB within the
AERA band. Beyond, the gain steeply decreases due to a bandpass filter integrated
at the LNA input for the purpose of noise supression.
8.2.3 Mechanical Layout
The mechanical design of the SBS was developed by means of a Computer-Aided
Design (CAD) program according to the parameters specified by the electrical design.
The three dimensional CAD model of the SBS is presented in Fig. 8.7.
The SBS unites two self-contained LPDA antennas in a single mechanical structure.
The two antenna planes are aligned perpendicular and intersect at the central alu-
minum pole which carries the entire antenna structure. Two crosses of rigid tubes
span an outer frame out of Dyneema ropes on which the dipoles are fixed. This
frame yields overall dimensions of the SBS of about 4.5 x 4.5 x 3.5 m3. The overall
weight of the SBS amounts to about 18 kg.
Eight of the nine SBS dipoles are made from coated copper wires which reduces their
wind load and mass and prevents them from breaking due to oscillations induced by
the wind. They are spanned and aligned horizontally by coil springs attached to the
outer frame. The springs as a whole introduce sufficient tension in the outer frame
to keep a rigid structure and compensate for a potential distension due to aging of
the ropes. The inner end of the dipole wires is guided by silicone plugs through
bores in the central pole where they are soldered to the PCBs of the waveguide (see
Fig. 8.7 c)). For the longest dipoles, the lower cross which spans the structure is
utilized. It is made of aluminum tubing connected by a short flexible wire to the
waveguide inside the central pole. The dipole tubes are insulated from the central
pole and the outer wiring by short inserts of plastic. The upper cross does not have
any electrical function and is made from tubes of non conducting fiberglass com-
pound.
Both, the upper and lower cross are attached to the central pole by pivot joints (cf.
Fig. 8.7 c)) which allow to fold the tubes against the pole once the lower ropes of
the frame are released. Due to this folding mechanism, the size of the antenna can
be reduced to only 0.2 x 0.2 x 3.5 m3. It can thus be assembled in a lab, easily and
cost efficiently shipped, and finally, unfolded in a few minutes for installation at the
AERA site.
The Lecher lines are made of 0.5 mm wires fixed at a distance of 12 mm by the
PCBs. The coaxial cables attached at the uppermost PCB are guided through two
plastic tubes, which serve as a stabilization for the waveguide at the same time, to
the bottom of the antenna. They end in a coaxial connector where the LNAs, placed
in a separate housing for each antenna plane (see Fig. 8.7 b)), are directly connected.
The LNAs are additionally sheltered by an aluminum cylinder.
The close positioning of the two Lecher lines within the waveguide may suggest an
electrical crosstalk between the two antenna planes. In measurements it was verified
that the crosstalk is actually less than 0.06% of the received signal power within the
bandwidth [167].
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Figure 8.7: Engineering drawings based on the three dimensional CAD model of
the SBS antenna. Fig. a) shows the complete antenna, Fig. b) the bottom of the
antenna with the two attached LNAs in their blue housing (the aluminum cylinder
was removed for demonstration). In Fig. c) the upper central region is shown with
the central pole removed to allow a view on the internal waveguide.
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Figure 8.8: Reflection measurements of both channels of the 24 SBS antennas in-
stalled at AERA. The bandwidth (cf. Sec. 8.2.2) is indicated by the dashed vertical
lines. The reflection efficiency within the bandwidth is histogrammed on the right.
A gaussian fit to the data is shown.
Stress tests have been performed on subcomponents of the antenna prior to the
installation at AERA. In temperature tests of the waveguide it was verified that
the thermal expansions are within the elastic limits of the used materials and the
Lecher lines keep their parallel alignment during the expected temperature drifts.
Furthermore, the oscillation of the dipoles stimulated by wind has been simulated
over a period of one year in a dedicated test bench. Except a few dipoles which got
detached from the outer frame during a storm in 2012, no damages to the SBS have
been observed over almost 4 years of operation at AERA.
Most of the mechanical parts of the SBS are manufactured by CNC (Computer Nu-
meric Control) machines to ensure a high precision and reproducibility during series
production. As a benchmark of the reproducibility of the electrical properties, re-
flection measurements of both channels of the 24 SBS antennas installed at AERA
have been performed and are summarized in Fig. 8.8. Very little deviations between
different antennas are visible, indicating an excellent production quality. The reflec-
tion efficiency within the bandwidth of the SBS amounts 93.9% with a spread of
only 0.3%.
8.3 Butterfly Antenna
The 100 radio detector stations of phase 2 of AERA are equipped with a Butterfly
antenna as a sensor to the radio emission. The predecessor version of this an-
tenna [168] has been developed in the scope of the CODALEMA experiment. Three
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Figure 8.9: Side face of the Butterfly antenna used for phase 2 of AERA. Dimensions
are given in mm.
Butterfly antennas were successfully used at the Auger Observatory in an upgrade
of RAuger [128] to detect cosmic rays. The current version of the Butterfly antenna
was developed within the scope of this thesis as an optimization towards the applic-
ation on large scales at AERA. It maintains to a large extend the electrical layout
of the predecessor version.
8.3.1 Electrical Layout
The Butterfly antenna belongs to the family of broad band dipoles, more specific,
it is an approximation of a so called bow-tie antenna. Its active elements, in the
following referred to as radiator, are two triangular arms arranged as depicted in
the side face of Fig. 8.9. In case of a classical bow-tie antenna the areas enclosed by
the triangles are filled by a plane conducting patch. The Butterfly antenna approx-
imates the patch by a wire to minimize the wind load and weight of the radiator
while the electric properties of the classical bow-tie antenna are maintained to a
large extend [146].
The Butterfly antenna is explicitly designed as an active antenna, meaning that the
antenna characteristics arise from an interplay of the antenna radiator together with
a dedicated LNA. The terminals of the radiator are the inner tips of the triangles.
They are directly connected to the input terminals of the LNA placed inside the
central nut (the black cylinder in Fig. 8.9).
To access the input impedance of the antenna radiator only, a reflection measure-
ment was performed at the input terminals of the radiator analog to the measurement
discussed Sec. 8.2.2. To transform the unbalanced signal of the network analyzer
to a balanced signal at the input terminals of the radiator elements, a balun was
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Figure 8.10: Input impedance (left) and power reflection of the Butterfly radiator
(right) measured with a Vector Network Analyzer at 50 Ω.
used. Its influence has been removed from the result depicted in Fig. 8.10 by a null
calibration of the setup. A Smith chart of the reflection measurement is attached in
appendix A.2.
The impedance of the Butterfly radiator shows a strong variation with the frequency,
typical for dipole like antennas. A matching to the 50 Ω system of the VNA is only
achieved around 50 MHz contrary to the broad band matching of the SBS.
Consequently the power reflection becomes minimal around 50 MHz. A relatively
broad resonance compared to a simple dipole of infinitesimal thickness is indicated
by the power reflection.
However, the Butterfly radiator is not designed for an operation in a 50 Ω system
as during the reflection measurement, but for a coupling to the input impedance of
the Butterfly LNA.
The conception and design of the Butterfly LNA is described in detail in [168]. Its
electrical characteristics obtained from measurements with a VNA are depicted in
Fig. 8.11.
The LNA input impedance is designed to achieve conjugate matching with the im-
pedance of the Butterfly radiator. The LNA input resistance increases with the
frequency, reaches a maximum around 70 MHz and then decreases again to about
200 Ω at 100 MHz, following the behavior of the radiator resistance.
The positive input reactance of the LNA at lower frequencies partly compensates
the negative reactance of the radiator for frequencies lower than about 50 MHz.
Thus, with the frequency dependent tuning of the LNA input impedance, a broad
band matching to the Butterfly radiator is achieved despite its strong impedance
variation. The broad band performance of the Butterfly antenna including its LNA
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Figure 8.11: Input impedance (left), power gain and input power reflection of the
Butterfly LNA (right) measured with a Vector Network Analyzer at 50 Ω.
will be discussed further in the scope of the calibration of the radio detector stations.
The Butterfly LNA provides a high power gain of about 30 dB (corresponding to an
amplification factor of 1000), almost constant over the AERA bandwidth as depicted
in Fig. 8.11 (right). The input reflection is relatively high as the input impedance is
not matched to the 50 Ω system of the VNA.
8.3.2 Mechanical Layout
To enable dual polarized measurements of the radio emission, the Butterfly antenna
unites two perpendicular aligned antennas in a single structure (see Fig. 8.13). The
radiators are bent out of 6 mm aluminum rods. Their endings fit into an aluminum
plug (see Fig. 8.13 b)) which is plugged into the central nut. On their inner side,
the plugs provide screw threads (see Fig. 8.13 c)) where the input terminals of the
LNA are connected through short wires.
The central nut is CNC machined from a special UV resistant non-conducting plastic
to electrically insulate the radiators from each other. Each plug is fixed by a headless
screw in the nut to ensure a vertical alignment of the radiator triangles. The nut is
made watertight by rubber seals at the radiator plugs and by a silicone seal (white
ring in Fig. 8.13 c)) on the top of the nut. The two LNAs for the two channels of the
antenna are realized on a single PCB placed in the interior of the nut. Its output
signals are guided by coaxial connectors through the bottom of the nut and then
further through the antenna pole to the station electronics.
The flexible radiator rods tend to oscillate or even permanently bent due to the
strong winds at the AERA site and furthermore sag due to their self-weight. To
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Figure 8.12: Comparison of the power reflections of the Butterfly radiator with and
without attached support structure.
solve these issues a support structure was developed for the Butterfly antenna.
A machined aluminum cap (see Fig. 8.13 b)) is screwed on top of central nut and
holds four rigid tubes of non-conducting fiberglass compound. The fiberglass tubes
are connected to the dipole ends by aluminum clamps as visible in Fig. 8.13 d).
Thereby forces acting on the radiator are absorbed by the support structure and the
radiators are fixed in their design position.
A potential influence of the support structure on the electrical characteristics of the
Butterfly antenna is studied by an additional reflection measurement of the radiator
performed with the support structure detached from the antenna. A comparison to
the reflection measurement shown in Fig. 8.10 is presented in Fig. 8.12. The meas-
urements indicate no significant influence of the support structure on the power
reflection within the AERA bandwidth. The mean deviation of the two measure-
ments between 30 MHz to 80 MHz is 1.5% in reflected power only.
In conclusion it can be stated that the Butterfly antenna features a very compact,
cost effective and relatively simple electrical and mechanical design compared to
complex antennas such as the SBS. These are mayor arguments why the Butterfly
antenna was chosen for phase 2 of AERA.
8.3.3 Stress Testing in a Wind Tunnel
To estimate the degree of deflection of the Butterfly radiator, a stress test in the
wind tunnel of the Institut fu¨r Stahl und Leichtmetallbau at the RWTH Aachen
University was performed. The wind tunnel provides a platform on which the But-
terfly antenna, equipped with a single radiator, was mounted perpendicular to the
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Figure 8.13: Engineering drawings based on the three dimensional CAD model of
the Butterfly antenna. Fig. a) shows the complete antenna, Fig. b) the central nut
(black cylinder) with the support structure on top. In Fig. c) the interior of the
central nut and in Fig. d) the clamp fixing the radiator to the support structure is
depicted.
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Figure 8.14: Measurement setup for the stress testing of the Butterfly antenna in a
wind tunnel (left) and schematic top view of the Butterfly antenna with attached
strain gauges for the monitoring of the deflection of the Butterfly radiator (right).
airstream as visible in Fig. 8.14 (left).
To dynamically monitor the deflection of the butterfly radiator, the fiberglass tube
of the support structure was assembled with strain gauges. Strain gauges are used
in engineering to measure very small deformations of solid objects. They consist
of a metallic foil pattern embedded in a thin plastic layer which is applied to the
object under test by special adhesives. As the object is deformed, the strain gauge
is deformed, causing its electrical resistance to change.
In case of the measurement setup for the Butterfly antenna two strain gauges have
been glued on opposite sides to the vertical faces of the fiberglass tube in a distance
of about 10 cm from the nut as illustrated in Fig. 8.14 (right). When the fiberglass
tube is bent in the horizontal plane, one of the strain gauges is stretched while the
other is compressed. The small changes in resistance are converted by a Wheatstone
bridge to a measurable voltage signal. The two strain gauges are connected within
the Wheatstone bridge such that a simultaneous stretching due to thermal expan-
sion of the fiberglass tube is compensated. The voltage delivered by the Wheastone
bridge thus only depends on the horizontal deflection of the fiberglass tube.
The voltage delivered by the Wheatstone bridge was recorded with a data logger
at a sampling rate of 500 Hz. Wind speeds between 0 m/s and 20 m/s in steps of
2.5 m/s were set. The wind tunnel monitors the present wind speed with a sensor
placed at the exhaust port at about 1 m distance from the Butterfly radiator and
adjusts the power of the fans until the set value is reached. For each adjusted wind
speed, voltage traces of 32 s were recorded.
An exemplary voltage trace recorded at a wind speed of 10 m/s is shown in Fig. 8.15.
A driven oscillation with a varying amplitude is observed. On closer inspection we
find a constant frequency of about 5 Hz. The voltage traces recorded at different
wind speeds yield essentially the same frequency of oscillation and thus indicate the
resonance frequency of the Butterfly radiator together with the support structure.
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Figure 8.15: Voltage trace indicating the oscillation of the Butterfly radiator induced
by an airstream with a speed of 10 m/s. On the right, a zoom of the left trace is
depicted.
To translate the measured voltage to the deflection of the radiator, a calibration was
performed. A scale has been mounted in front of the outer ending of the fiberglass
tube. The tube was deflected from s = −5 cm to s = 5 cm from its rest position in
steps of 5 mm. For each deflection the voltage delivered by the Wheatstone bridge
was recorded. A linear correlation between adjusted deflection s and measured
voltage V was observed. A linear regression yields
s[cm] = V [V ] · 2.575± 0.052[cm/V ]. (8.14)
Looking at Fig. 8.14 (right) we can compute the deflection α in degrees as
α = arctan
(
s[cm]
113.8cm
)
. (8.15)
The deflections measured at two specific windspeeds are shown in the histograms of
Fig. 8.16. We observe a normal distribution of the data samples. The mean of the
distribution shifts towards higher deflections with increasing windspeed indicating
that the center of oscillation deviates from the rest position. Furthermore, the amp-
litudes of the oscillation become larger with increasing windspeed which manifests
in the increasing width of the distribution. We thus characterize the deflection with
the mean and the standard deviation observed at a specific windspeed.
These values are plotted in Fig. 8.17 as a function of the accessed windspeeds. The
mean deflection is below 1◦ for wind speeds smaller than 10 m/s. Even at maximum
accessed wind speed of 20 m/s the mean deflection stays below 2◦.
If it is demanded that the deflection of the radiator is always below a certain max-
imum value, e.g. for precision polarization measurements of the radio emission,
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Figure 8.16: Deflection of the Butterfly radiator for windspeeds of 10 m/s and
15 m/s. The Histograms contain 16,000 entries computed from the voltage samples
of a 32 s trace. Fitted normal distributions are shown as the dashed lines.
criteria could be formulated based on the maximum amplitudes which are addition-
ally denoted in Fig. 8.17.
The wind speed at the AERA site recorded over a period of almost nine months is
depicted in Fig. 8.18. In 93.3% of the total observation time, the wind speed at the
AERA site is below 10 m/s, corresponding to a mean deflection of the Butterfly ra-
diator below 1◦. Respectively, in 99.96% of the time, wind speeds are below 20 m/s
according to a mean deflection below 2◦.
To continuously monitor the alignment of the Butterfly antenna at AERA, a mon-
itoring system based on the discussed setup is in preparation [169]. The monitoring
data could then be included as an uncertainty on the antenna alignment in data
analysis.
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Figure 8.17: Mean deflection of the Butterfly radiator from its rest position meas-
ured at various wind speeds. The errorbars indicate the standard deviation of the
samples corresponding to the histograms of Fig. 8.16. Additionally the maximum
and minimum amplitudes are denoted. A linear interpolation of these amplitudes is
given by the gray band.
Figure 8.18: Wind Speed as measured with a weather station [142] installed at
AERA. The weather station samples the wind speed each second. Each dot indicates
the maximum value of the wind speed observed in an interval of 2 minutes.
9. Setups for in situ Calibration of
Radio Antennas
For the reconstruction of the electric field emitted by cosmic ray air showers a precise
knowledge of the antenna response is essential. The antenna response does not
only depend on the frequency and incoming direction of the signal but also on the
environment in which the antenna is operated. A calibration of the antenna response
directly at the site of the experiment which incorporates realistic ground effects and
potential influences of the radio detector station is thus preferred.
Major challenges of such calibration measurements in the MHz regime are to realize
far field conditions and to minimize the influence of the measurement setup itself.
In the following we introduce two alternative measurement setups which allow to
determine the directional properties of MHz antennas in the far field region at the
site of the experiment. Both setups are based on a calibrated signal source that
is placed in the sky by either a helium balloon or a GPS-controlled drone, the
octocopter. The setups enable a three dimensional measurement of the antenna
radiation pattern including the vectorial phase information. That is, the complex
vector effective length which gives a complete description of the antenna response is
obtained.
It should be stated that so far, the directional properties of antennas for the detection
of cosmic rays have been measured with down-scaled versions of the antenna under
test [170] or were constrained to a measurement of the scalar power transfer without
the vectorial phase information [171].
9.1 Baloon Setup
The principle of the measurement setup is to measure the signal transfer between
a calibrated transmitting antenna and the Antenna Under Test (AUT) for various
directions. The transmitting antenna is carried by a helium balloon and hold in
position by a system of ropes according to Fig.9.1. Two ropes are arranged analog
to a swing such that the movement of the transmitting antenna is restricted to a
circular path lying in the YZ-plane with a radius of 30 m. A third rope is used to
set the zenith angle by moving its anchorage point over the ground along the Y-axis.
To account for irregularities in the planarity of the ground, a reference Y-axis was
realized in the setup by spanning a horizontal rope.
When a vertical force induced by the balloon acts upon the system of ropes, the
transmitting antenna is automatically aligned parallel to the AUT.
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Figure 9.1: Schematic of the balloon calibration setup. Transmission lines are shown
in red, the rope system to align the transmitting antenna in blue. An SBS antenna
is depicted as AUT.
The used balloon, a conventional weather balloon filled with 5 m2 of helium is shown
in Fig. 9.2. Following the principle of Archimedes the static buoyancy of the helium
balloon is given by the weight of the displaced air volume reduced by the weight of
the balloon and the payload
F = g(mAir −mBal) = g(ρAirVBal − ρHeVBal −mPayload) (9.1)
The ratio of densities of helium and air is ρHe/ρAir = 0.138, given that both gases
are maintained at the same pressure and temperature [172, 173]. Thus we can write
F = gρAirVBal(1− 0.138)− g mPayload. (9.2)
According to the barometric formula [174], the air density at AERA at 1400 m above
sea level is about ρAir(1400m) ≈ 1.05 kg/m3 (1.24 kg/m3 at sea level). The buoy-
ancy of the used 5 m2 helium balloon itself is then F ≈ 44.3 N. The balloon is thus
able to lift about 4.5 kg.
The payload consisting of the transmitting antenna (≈ 2.5 kg), a wooden rod used
to attach the antenna to the ropes, the balloon hull and the signal cable has a total
weight of about 3.2 kg. Hence, a vertical force of about 13 N lifts the transmitting
antenna, sufficient to tension the system of ropes and to align the antenna stable.
The electrical measurement setup is as follows. A calibrated sinusoidal signal is
generated by a Rhode&Schwarz FSH4 type [175] vector network analyzer and runs
through a RG58 [176] type coaxial cable up to the transmitting antenna. The latter
is a biconical antenna [177] by the manufacturer Schwarzbeck, especially designed for
reference measurements. The antenna has a dipole like radiation pattern (cf. Fig. 7.3)
with a constant gain in the main beam direction which is the plane perpendicular to
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Figure 9.2: Photograph of the balloon calibration setup at the AERA site. The left
photograph was taken during a calibration measurement of the SBS antenna with
the balloon hoovering almost in the zenith of the detector station in the foreground.
On the right a zoom to the balloon with the transmitting antenna is depicted.
the antenna axis. Its free space gain is calibrated including the reflection efficiency
within a 50 Ω system, thus GTabs is given as a function of the frequency. The calib-
ration data of the antenna is attached in appendix A.3.
The radiated signal is received by the AUT and runs through a readout coaxial cable
towards the input of the VNA. As the antennas discussed in this thesis operate to-
gether with a dedicated LNA we include the LNA in the antenna calibration. A DC
voltage to supply the LNA is coupled into the readout coaxial cable by a so called
bias tee.
The influences of the cables and the bias tee (red components in Fig. 9.1) are re-
moved prior to the measurement by a null calibration of the VNA. Thus the signal
transmission measured in terms of the S21 parameter by the VNA only includes the
characteristics of both antennas and the signal propagation in air.
The VNA allows to access the entire AERA frequency range in a single measurement
by performing a predefined frequency sweep. Thereby, the time synchronization of
output and input signal is done automatically.
For radio waves the helium balloon acts in good approximation as a free space me-
dia. Furthermore no conducting structures are introduced in the near field of the
transmitting antenna. We can thus assume that the balloon setup has no influence
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on the calibrated characteristic of the transmitting antenna.
Due to the horizontal alignment of the transmitting antenna the emitted field is
horizontally polarized, that is in eφ direction. The setup depicted in Fig. 9.1 thus
allows to measure the frequency and zenith dependency of Ha,φ of the AUT. The
azimuth dependency can in principle be accessed by turning the AUT. However,
for antenna structures which are contained in a single vertical plane as the case for
the antennas discussed in this thesis, the azimuth dependency is given by the po-
larization mismatch (cf. Ch. 7.2) and follows a simple sinusodial pattern. This has
already been confirmed in measurements for the SBS [162, 167].
9.2 Octocopter Setup
The octocopter setup was developed as an optimization of the balloon setup towards
better practicability and to achieve a higher data output with lower measurement
efforts. Although the balloon setup proved to be very successful (see next chapter) it
suffered from its high sensitivity to wind. Due to the large wind load of the balloon,
measurements can only be performed when it is completely windless which is rarely
the case at AERA (cf. Fig. 8.18). Furthermore, for each desired measurement direc-
tion the balloon setup has to be adjusted. With the octocopter setup it is possible
to access the entire zenith range in a single flight of about ten minutes. Thereby,
the GPS-controlled positioning system of the octocopter allows to compensate even
for intermediate wind speeds.
The principle of the octocopter measurement depicted in Fig. 9.3 is essentially the
same as for the balloon setup. Instead of the balloon the transmitting antenna is
lifted by the octocopter and aligned by its position control system instead of the
system of ropes. The flight path of the octocopter is not necessarily circular as the
distance to the AUT can be obtained from GPS position and elevation measure-
ments of the octocopter at any time.
The transmission measurement between the transmitting antenna and the AUT is
likewise performed with the FSH4 VNA. The output signal is fed through a light-
weight LMR-100 type coaxial cable [178] into the transmitting antenna. To further
reduce the payload of the octocopter, a weight optimized biconical transmitting an-
tenna [179] has been custom made by the manufacturer Schwarzbeck. It is attached
to the octocopter by a special support structure as depicted in Fig. 9.5.
As a consequence of the small size of the transmitting antenna, the absolute gain
within the accessed frequency range is significantly lower than in case of the an-
tenna used for the balloon setup (cf. appendix A.3). To achieve sufficient signal
strengths at the AUT the signal from the VNA is amplified by a Minicircuits (Type
ZFL-1000H+) amplifier [180]. The amplifier is directly attached to the octocopter
to prevent high signal levels on the long coaxial cable running towards the ground.
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Figure 9.3: Schematic of the octocopter calibration setup. The cabled signal chain
is shown in red. A Butterfly antenna is depicted as AUT.
The inevitable attenuation occuring along the cable and potential radiative losses
(see next chapter) are reduced to a minimum by this configuration. The amplifier
is powered by a custom voltage divider with a stabilized DC voltage from the octo-
copter battery.
As in case of the balloon setup, the influences of the cables, bias tee and the amplifier
are removed from the transmission measurement by a null calibration of the VNA.
The octocopter was assembled from a construction kit developed by the German
company HiSystems GmbH [181]. A photograph of the octocopter prepared for
its most common application, the aerial photography, is shown in Fig. 9.4. It is
propelled by eight electric motors mounted on aluminum beams. The beams are
assembled with center plates from fiber composite composing a rigid frame.
The center plates hold the battery beneath, and on top, three modular electronics
boards (see Fig.9.4 (right)). The power board features eight individual controllers for
the three-phase brushless motors. The ’flight control’ board holds various sensors, in
particular 3 gyroscopes (one for each rotation axis) a three-axis acceleration sensor
and a barometric altimeter. The data of all sensors is processed by the flight control
to compute control commands for the eight motor controllers, based on the desired
flight attitude. The latter is either a stable flight attitude, maintaining the opto-
copter in a hoovering position or a pilots command given by a radio control.
The ’navi control’ board enhances the octocoper electronics with navigation cap-
abilities by adding an electronic compass and an interface to a GPS module. The
octocopter can thus determine its GPS position and alignment with respect to the
earth’s magnetic field at any time during the flight.
The navi control communicates via a separate wireless link to a computer on the
ground. The pilot can predefine a flight path by setting GPS way points with a
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Figure 9.4: Photograph of the ’Mikrocopter Okto XL’ prepared for aerial photo-
graphy. On the right picture the center with the electronics boards is shown. Pho-
tographs from [181].
special software. For each way point, the alignment of the octocopter, a standby
time where the octocopter holds its position as well as a constant climb or sink rate
can be set. The flight path can then be sent to the navi control board and activated
by a command of the pilot. The octocopter will then autonomously perform the
flight according to the flight plan.
Furthermore, the data sent by the navi control provides an important tool for the
pilot to monitor certain flight parameters in real-time. Particularly important is to
supervise position, alignment, altitude and remaining battery capacity to ensure a
save and successful ’mission’.
All information gathered by the octocopter electronics during the flight is recorded
on an micro SD card hold by the navi control board. The position data is then
merged oﬄine (see next section) with the transmission measurements obtained from
the VNA to process the measured antenna characteristics.
The transmitting antenna is mounted on a rigid support structure of lightweight
fiberglass compound tubing about 80 cm below the center plate (cf. Fig. 9.5). The
installation at this distance from any conducting structures, in particular the alum-
nium beams of the frame, minimizes the influence on the gain of the transmitting
antenna (see Sec. 9.4). To allow for a safe take-off and landing with attached trans-
mitting antenna, the landing gear was replaced by a custom version from fiberglass
tubing.
An important parameter for the development of the octocopter setup was the max-
imum payload of the octocopter. In test measurements a maximum payload of about
2 kg was determined to allow a save performance of calibration flights. All compon-
ents attached to the octocopter were chosen to fulfill this criterion.
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Figure 9.5: Photograph of the octocopter calibration setup at the AERA site with
the octocopter hoovering in about 30 m height above an AERA phase 2 station
equipped with a Butterfly antenna (left). On the right the octocopter with at-
tached transmitting antenna and prepared with an additional differential GPS for
test measurements at the LOFAR radio detector in the Netherlands is shown.
9.3 Data Processing
9.3.1 Measurement Equation
With the schematic of the measurement setup and recalling the antenna theory of
Ch. 7 we can now derive the equation for the measurement of the VEL of the AUT.
We first derive the relation of the VEL of the transmitting antenna to its realized
gain.
The active power delivered by the VNA to the coaxial cable during the transmission
measurement is
PS =
|VS|2
2ZTL
. (9.3)
Only a fraction of PS is available for the transmitter due to the impedance mismatch
between the cable and the transmitter antenna. The available power PT for the
transmitter can be expressed with the voltage reflection coefficient ΓT between the
cable and the transmitter with
PT = PS(1− |ΓT |2), ΓT = ZTL − Z
T
A
ZTL + ZTA
(9.4)
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The active power consumed by the transmitting antenna in terms of the current
developed in the antenna terminals is given by
PT =
|IT0 |2Re(ZTA)
2
. (9.5)
Combining the above equations yields
|IT0 |2Re(ZTA) =
|VS|2
ZTL
(1− |ΓT |2). (9.6)
After multiplying with the squared VEL of the transmitter we obtain
|IT0 |2
|VS|2 |H
T
k |2 =
(1− |ΓT |2)
Re(ZTA)ZTL
|HTk |2. (9.7)
We write the relation between VEL and partial gain (Eq. 7.32) in terms of the
transmitting antenna and insert in the above equation,
|IT0 |2
|VS|2 |H
T
k |2 =
λ2
piZ0ZTL
(1− |ΓT |2)GT = λ
2
piZ0ZTL
GTabs. (9.8)
We can thus express the VEL of the transmitting antenna by its absolute gain. This
step is necessary as only the gain is given by the manufacturer of the transmitting
antennas. Note that in contrast to the VEL the gain does not include information
on the phase shifting within the transmitting antenna. Such simplification is accept-
able as the transmitting antennas are explicitly designed to introduce only minor
distortions to the phasing due to an almost constant group delay. This has been
verified in preceding test measurements of the transmitting antennas and will be
demonstrated by simulations in a later section.
We now go back to the voltage based calculations to infer the characteristics of the
AUT. The electric field ETk radiated by the transmitter antenna with current I
T
0 in
its terminals is given at a distance R from the antenna as [146]
ETk =
−iZ0
2λR
IT0 H
T
k e
−iωR
c , (9.9)
where HTk denotes the VEL of the transmitting antenna and λ the wavelength of the
emitted plane wave. The radiated electric field induces a response voltage VA in the
receiving AUT which is obtained through the VEL of the receiving antenna Ha,k,
VA = Ha,kE
T
k . (9.10)
The VEL Ha,k includes the antenna efficiency, all possible mismatch effects and the
amplification of the antenna under test. We measure the response voltage in terms
of the S21 parameter in relation to the voltage VS delivered by the VNA,
S21 =
VA
VS
(9.11)
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Plugging Eq. 9.10 and Eq. 9.11 into Eq. 9.9 and rearranging yields
S21 =
−iZ0
2λR
IT0
VS
HTk Ha,ke
−iωR
c . (9.12)
The above equation represents a voltage based form of the Friis Transmission Equa-
tion. In its most common form, as for instance given in [146], it relates the scalar
power delivered to a receiver load to the input power of the transmitting antenna
via the power gains of the antennas. The above equation gives the signal transfer in
terms of the complex VEL and also includes the phase information.
After introducing Eq. 9.8 on the right hand side of the above equation, we obtain
the measurement equation for our setup
Ha,k = iRS21
√
4piZTL
Z0GTabs
e
iωR
c , (9.13)
where we measure magnitude |S21| and phase ϕS21 of the S-parameter S21 and the
distance R between the antennas for a certain direction of the transmitting antenna
with respect to the AUT.
We can write the above equation separately for the magnitude and phase of the VEL
|Ha,k| = R|S21|
√
4piZTL
Z0GTabs
,
ϕHa,k = arg(Ha,k) = ϕS21 +
ωR
c
+
pi
2
.
(9.14)
We will express the phasing of the VEL by the group delay
τ = −dϕHa,k
dω
= −dϕS21
dω
− R
c
(9.15)
9.3.2 Data Merging
In case of the balloon setup, a certain zenith angle is accessed by setting the an-
chorage point of the third rope on the y-axis (cf. 9.1) to a corresponding distance
from the AUT. This distance is measured with a laser rangefinder commonly used in
construction industries with a precision of a few mm. The lengths of the remaining
ropes as well as the distance of their anchorage points on the x-axis are measured
likewise. From these information, the zenith angle of the transmitting antenna with
respect to the AUT can be computed. For each adjusted zenith angle θ, a measure-
ment of S21 is performed and Ha,φ(θ) is computed from Eq. 9.13 with R=30 m.
In case of the octocopter setup, the zenith angle and distance to the AUT are
obtained from the GPS position XOCT and elevation above ground h measured by
the octocopter. This information is written on the internal micro SD card each
second together with a GPS time stamp. The GPS position of the AUT, XAUT is
measured by placing the octocopter at the position of the AUT for about 20 minutes
114 9. Setups for in situ Calibration of Radio Antennas
and averaging the measured GPS coordinates. The distance R and zenith angle θ
of the transmitting antenna to the AUT are then computed by
R =
√
(XAUT −XOCT )2 + h2, θ = 90◦ − arcsin( h
R
). (9.16)
In the above equation the height h is corrected for the difference between the refer-
ence point of the position measurement and the position of the transmitting antenna
underneath the octocopter. Uncertainties of the position measurement are discussed
in the next chapter.
The VNA is steered by a laptop computer during the octocopter measurement. For
this purpose a software library enabling a remote control of the VNA has been de-
veloped which is documented in detail in [182]. Basically, a script running on the
laptop starts a transmission measurement of the VNA each second and reads out the
data to store it on hard disk together with a time stamp from the computer clock.
The computer clock is synchronized with an internet clock prior to the measurement.
By a comparison of the timestamps, the single transmission measurements can be
assigned to the corresponding GPS position and therewith to a distance and zenith
angle.
9.4 Measurement Uncertainties
9.4.1 Uncertainty of the Transmission Measurement
For both measurement setups, the dominating systematic uncertainties on the meas-
urement of the VEL are given by the uncertainty of the transmitted signal. These
are due to the calibration of the transmitting antenna and the measurement uncer-
tainty of the VNA.
The absolute gain GTabs of the biconical antenna used for the balloon setup is given
by the manufacturer with a 2σ uncertainty of 0.7 dB [177]. In case of the small
biconical antenna used for the octocopter setup, the 2σ calibration uncertainty is
1.0 dB [179]. As these uncertainties are normally distributed [183] we assume 1σ
uncertainties of 0.35 dB and 0.5 dB respectively. Both uncertainties are given inde-
pendent of the frequency.
The systematic uncertainty of the VNA for the measured magnitude of the transmis-
sion |S21| increases with decreasing signal level [175]. For the signal levels realized
in our measurement setups the uncertainty is smaller than 0.6 dB.
The phase of S21 is measured with a systematic uncertainty smaller than 3◦ [175]
within the accessed frequency range. As we evaluate the phasing of the signals in
terms of the group delay (cf. eq. 9.15), a systematic phase offset is not relevant.
We will determine the uncertainty on the group delay by its variation observed in
multiple measurements.
9.4.2 Uncertainty on Position Measurements
A position uncertainty of the transmitting antenna introduces an uncertainty on the
measured magnitude and phase of the VEL through the distance R between trans-
mitter and AUT (see Eq. 9.13).
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Figure 9.6: Uncertainty of the octocopter GPS position measurement. The left figure
shows the distribution of the GPS positions measured every second over about 20
minutes with the octocopter maintained at the same position on the ground. On
the right, histograms of the x and y coordinates are plotted.
For the balloon setup, the position of the transmitting antenna is determined by
the lengths of the ropes fixing the antenna which are measured with a precision
of a few mm. A potential elastic elongation of the ropes due to the acting forces
was determined to be less than 10 cm in preceding measurements. We can thus
conservatively assume an uncertainty of ∆R = 10 cm on the distance between the
transmitter and the AUT. Looking at the measurement equation (Eq. 9.14), a vari-
ation of ∆R = 10 cm would cause a variation of the magnitude of the VEL of about
0.3 % for R = 30 m which is negligible compared to the variation caused by the un-
certainty of the transmitted signal. From Eq. 9.15 we conclude that an uncertainty
on the group delay smaller than 0.4 ns is introduced for R = 30 m and ∆R = 10 cm.
In case of the octocopter setup we can estimate the position uncertainty by a con-
tinuous measurement with the octocopter maintained at the same position. Such a
measurement performed over 20 minutes at AERA is depicted in Fig. 9.6.
The maximum deviation of a single measured GPS position from its mean value is
smaller than 1 m. The standard deviation of the distribution is 0.26 m in x-direction
and 0.34 m in y-direction.
Besides the GPS position, the octocopter measures its elevation above ground and
its three dimensional alignment with internal sensors. These information, as like-
wise recorded during the 20 minutes measurement on the ground, are summarized
in Fig. 9.7.
The elevation which is initially set to zero, mostly maintains this value throughout
the measurement. Besides, a relatively broad distribution extending up to 1.5 m is
observed which can be attributed to a change of the air pressure during the meas-
urement. During multiple measurements deviations up to 2 m have been observed
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Figure 9.7: Uncertainty of the octocopter elevation and alignment measurement.
During the continuous measurement over 20 minutes the octocopter is maintained
at the same position on the ground. See text for details.
which we take as the uncertainty on the elevation.
These uncertainties on the position and the elevation are propagated to the VEL for
each accessed position of the octocopter individually.
Although the octocopter is symmetric with respect to the vertical axis it has a
dedicated front direction which is indicated by the red aluminum beam visible in
Fig. 9.4. With respect to the front direction, the roll angle denotes the rotation
around the longitudinal axis while the nick angle defines the rotation around the
lateral axis. Together with the compass direction giving the rotation around the
vertical axis, the alignment of the octocopter is completely determined.
With the start of the measurement all angles are calibrated to zero. Throughout the
measurement the angles deviate less than 2◦ - 3◦ as visible in Fig. 9.7. The octocopter
maintains its alignment during the flight based on the measurement of these angles.
Thus, comparable small deviations of the alignment of the transmitting antenna
with respect to the AUT occur during the calibration measurement. The impact of
a misaligned transmitting antenna on the calibration measurement is discussed in a
following section.
9.4.3 Influence of the Octocopter on the Transmitter Gain
Any conducting structure in the proximity of an antenna influences its characterist-
ics. To estimate the influence of the octocopter, in particular its aluminum frame,
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Figure 9.8: Simulation model of the small biconical antenna (left) and the antenna
together with the frame of the octocopter (right). The simulated gain pattern is
shown centered around the antenna.
on the small biconical transmitting antenna, the setup was modeled in NEC2.
The simulation model of the biconical antenna is depicted in Fig. 9.8 (left) together
with the gain delivered by NEC2 at a frequency of 55 MHz. In comparison to the
simulation of a simple half-wave dipole (cf. Fig. 7.3) we observe a very similar sym-
metric gain pattern. The maximum gain of 2.23 dBi is very close to the gain of a
lossless thin half-wave dipole of 2.15 dBi [184].
With the simulated antenna input impedance we can compute the absolute gain
realized in a 50 Ω- system using Eq. 7.13. The absolute gain in the main beam dir-
ection (plane perpendicular to the antenna axis) is shown in Fig. 9.9 as a function of
the frequency. The absolute gain is strongly reduced with respect to the gain due to
the mismatch of the antenna impedance at the given frequencies. Furthermore we
observe a remarkably good agreement with the calibration data of the manufacturer
which gives confidence in the developed antenna model.
The octocopter frame is now modeled and placed below the model of the biconical
antenna in a distance of 80 cm (cf. Fig. 9.8 (right)). The simulated absolute gain in
the main beam direction for θ = 90◦ is compared in Fig. 9.10 to the absolute gain
of the biconical antenna only. The curves lie almost on top of each other indicating
that the influence of the octocopter for this specific direction is minimal. To allow
a quantitative statement for all relevant directions and frequencies, a scan was per-
formed covering the entire zenith range in 1◦ steps and the AERA frequency range
in 1 MHz steps. This results in 360 x 50 simulated gain values for both simulated
scenarios. The difference of the absolute gain values with and without the octo-
copter frame are filled into the histogram shown in Fig. 9.10 (right). The maximum
deviations in gain due to the influence of the octocopter are about 0.1 dB, for most
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Figure 9.9: Absolute gain of the small biconical antenna simulated in the main beam
direction. The manufacturer calibration data is shown for comparison.
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Figure 9.10: Influence of the octocopter on the absolute gain of the biconical trans-
mitting antenna. The gains in the main beam direction for θ = 90◦ are compared in
the left figure. On the right the gain differences over the AERA bandwidth and the
full zenith range are histogrammed. See text for details.
frequencies and directions much lower. Compared to the calibration uncertainty of
1.0 dB of the biconical antenna we can thus neglect these influences.
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Figure 9.11: Influence of the octocopter on the group delay of the biconical trans-
mitting antenna simulated in the main beam direction for θ = 90◦.
We can inspect a potential influence of the octocopter frame on the phasing of the
transmitted signal by simulating the group delay for both scenarios. Fig. 9.11 indic-
ates that the group delay introduced by the transmitting antenna is in the order of
1 ns only and almost constant over the AERA bandwidth. We will find later that
for the AUT the group delay and its variation over the bandwidth is at least one
order of magnitude larger. This justifies the simplification made in the measurement
equation (cf. Sec. 9.3.1) where the group delay of the transmitting antenna is not
considered.
Furthermore, the comparison shows that the influence of the octocopter frame on
the group delay is minimal.
Besides the influence of the octocopter on the transmitter gain it is conceivable that
the electronics of the octocopter or its radio control system emit transient radio
signals that would disturb calibration measurements. We have performed dedicated
test measurements during the operation of the octocopter by monitoring the radio
noise in both the time and frequency domain. No indication of radio signals of
neither transient nor of continuous nature emitted by the octocopter could be found
in the relevant frequency range.
9.4.4 Influence of Octocopter Misalignment
Uncertainties of the octocopter alignment, and therewith the transmitter alignment,
and uncertainties of the octocopter position can influence the transmitted signal.
The effect of a misaligned octocopter to the measurement setup is illustrated in
Fig. 9.12 (left) while the effect of an octocopter deviating by a distance s from its
reference position is depicted in the middle figure. The consequence of both effects
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Figure 9.12: Effect of a misaligned (left) and shifted (middle) transmitting antenna
on the measurement setup. On the right, measurement errors caused by a spherical
wave front are illustrated.
is that the calibrated main beam of the transmitting antenna is not pointing exactly
towards the AUT anymore. The transmitted signal then depends on the transmitter
gain in the direction of the azimuth angle θ.
The azimuthal dependence of the absolute gain of the small biconical antenna is
shown in Fig. 9.13 at 55 MHz. The shape of the pattern is essentially the same over
the entire AERA bandwidth. When looking at the main beam direction around 90◦
we find that the gain varies less than 0.1 dB for deviations smaller than about 8◦ in
azimuth. Keeping in mind the uncertainty of the octocopter alignment and position
measurement, such deviations are very unlikely at a measurement distance of 30 m.
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Figure 9.13: Simulated azimuthal dependence of the absolute gain of the biconical
transmitter. The right figure shows a zoom in the main beam direction.
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9.4.5 Far Field Approximation
Various definitions of the of the distance R from the antenna where the far field
region (cf. Ch. 7) begins are discussed in literature. The most common one is that
the far-field is taken to exist at distances greater than
R = 2D2/ λ, (9.17)
with the largest dimension D of the antenna structure and λ, the emitted wavelength
[145, 146]. This definition is generally only valid if D is large compared to the
wavelength (D>λ), which is typically the case for instance for dish antennas. For the
antennas discussed in this thesis, the wavelength is in the same order of magnitude
as the antenna dimension and the condition is thus not fulfilled.
In Ref. [185] further criteria are added to the above far-field condition to extend the
definition towards antennas of intermediate size such as half-wave dipoles
(1) R > 2D2/ λ, (2) R > 5D, (3) R > 1.6λ. (9.18)
Far-field conditions can be assumed if all of the above criteria are fulfilled. For the
SBS and Butterfly antenna respectively, the minimum far-field distances according
to the above conditions are summarized in the table below.
Condition SBS (D=4.25 m) Butterfly (D=2.28 m)
R = 2D2/ λ (80 MHz) 9.76 m 2.81 m
R = 5D 21.25 m 11.38 m
R = 1.6λ (30 MHz) 15.99 m 15.99 m
Following a conservative approach we realize measurement distances between 30 m
and 50 m in our calibration setup which is safely in the far-field over the entire
AERA frequency range.
In the far-field region, the emitted radiation can be treated as a spherical wave. In
the scope of a measurement setup the spherical wave front emitted by the transmitter
causes a phase error between the center of the AUT and its edges. Based on the
geometry in Fig. 9.12 (right), the phase error can be calculated as [186]
∆φ ≈ piD
2
4λR
(9.19)
Demanding that the phase error is smaller than pi/8 which corresponds to 22.5◦ leads
to the far field condition of Eq. 9.17, also called Rayleigh distance. A phase error of
22.5◦ typically yields acceptable uncertainties in antenna measurements [184].
For our measurement setup with a distance of 30 m the maximum phase error at
80 MHz according to the above equation is smaller than 7.3◦ for the SBS and smaller
than 2.1◦ the Butterfly antenna and thus well within the common standards.
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From Fig. 9.12 (right) we identify another common source of uncertainties in an-
tenna measurements, referred to as amplitude taper. Due to the source antenna
pattern, the field amplitudes are slightly larger in the center of the AUT than at
its edges. The AUT is illuminated by the transmitter by a cone of opening angle
2α with sin(α) = D/(2R), which gives α = 4.1◦ for the SBS and α = 2.2◦ in case
of the Butterfly antenna. Looking at the gain pattern of our transmitting antenna
(see Fig.9.13) we find an amplitude taper below 0.03 dB for α < 5◦. Even an amp-
litude taper of 0.25 dB typically causes uncertainties below 0.1 dB in the measured
gain [186]. This effect is thus negligible for our setup.
10. Calibration of the Radio
Detector Stations of AERA
In this chapter we present the results of the calibration measurements of the SBS
antenna and the Butterfly antenna station performed at AERA. The corresponding
simulation models are introduced to allow for direct comparisons with the measure-
ments. Furthermore, we discuss calibration measurements of the Butterfly antenna
performed at the RWTH-Aachen university using a modified octocopter setup.
10.1 Small Black Spider LPDA
The measurement campaign to calibrate the SBS was carried out in 2010 in the
scope of the deployment of the first phase of AERA. An SBS was installed at one of
the AERA triple stations (see. Fig. 6.1) with its lowest dipole having a height of 3 m
above ground. At the time of the measurement no station components, except the
pole and the fence, were installed yet. The measurement thus contains a realistic
ground scenario but does not include a potential influence of the AERA phase 1
station components.
It should be stated that the influence of conducting station components to the an-
tenna characteristics is expected to be very low in case of the SBS. The LPDA
principle introduces a strong directivity towards the upper hemisphere and makes
the antenna essentially insensitive to directions from the ground. A radiative coup-
ling to any conducting station components below the antenna is thus suppressed.
10.1.1 Simulation Model of the Small Black Spider LPDA
The antenna model of the SBS depicted in Fig. 10.1 consists of all active elements of
the SBS, the eight wire dipoles, the lower aluminum dipole and the waveguide cor-
responding to their exact dimensions. The waveguide is implemented as an assembly
of non-radiating crossed transmission lines. In case of the real SBS, the waveguide
is electrically shielded by the central tube which to a large extend corresponds to
the simulated situation.
The SBS model is placed above a ground plane of infinite extension at a height
corresponding to the measurement. The ground parameters are adjusted to the
values discussed in Ch. 7.7.2). The structure is excited with a current source and
the radiated far field is simulated over the AERA frequency range. The amplified
vector effective length is processed as described in Ch. 7.7.3 based on the measured
characteristics of the SBS LNA introduced in Ch. 8.2.2.
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Figure 10.1: Simulation model (right) of the SBS designed following the dimensions
of the corresponding CAD model (left). Transmission lines are blue and the current
source is depicted as the pink dot.
10.1.2 Calibration Measurements
The calibration of the SBS was performed using the balloon setup, adjusted to access
the Hφ- component of the VEL in the south direction of the AERA station. In the
coordinate system of Fig. 9.1 this corresponds to an azimuth angle of φ = 270◦ with
the negative x-axis pointing to the south. The antenna plane aligned in east-west
direction is read out. Due to the symmetry of the SBS, the response characteristics
obtained at φ = 270◦ are identical to those at φ = 90◦ and φ = 0◦, φ = 180◦
respectively, if the antenna plane in north-south direction is read out.
The setup was adjusted to access 31 zenith angles covering the range from 0◦ to 90◦.
For each zenith angle the transmission was measured thirty times in consecutive
frequency sweeps ranging from 20 MHz to 90 MHz. Exemplary, the magnitude of
the thirty transmission measurements obtained at a zenith angle of θ = 30.6◦ is
depicted in Fig. 10.2. The variations between the different sweeps are very small
indicating an excellent reproducibility. For further analysis, the mean value of the
transmission in each frequency bin is used. The standard deviation in each frequency
bin (see. Fig. 10.2 (right)) represents the statistical uncertainty of the transmission
measurement and is below 0.05 dB over the AERA frequency range. The statistical
uncertainty of the phase of the transmission is determined in an analogous manner.
The frequency dependence of the magnitude of the VEL |Hφ(θ = 270◦)| is depicted
in Fig. 10.3 for two different zenith angles, θ = 0◦ and θ = 45◦. Beyond the AERA
frequency range from 30 MHz to 80 MHz, the VEL steeply decreases towards zero
as the reception is suppressed by both, the antenna characteristics and the filter
elements of the LNA. Within the AERA band, the VEL decreases with increasing
frequency. Given a gain approximately independent of the frequency which is typ-
ically the case for LPDAs towards the main beam direction [146], such a constant
decrease of the VEL is expected when looking at Eq. 7.32. For θ = 45◦ a steeper de-
crease from 30 MHz to 50 MHz is observed followed by an almost constant response.
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Figure 10.2: Magnitude of the transmission (left) between the transmitting antenna
and the SBS as measured with the balloon setup at a zenith angle of θ = 30.6◦.
The figure contains thirty frequency sweeps plotted on top of each other. The mean
transmission is denoted as dashed curve. On the right, the standard deviation of
the thirty curves in each frequency bin within the AERA band is shown.
Ripples in the frequency dependence are a consequence of the resonance behavior of
the different dipoles as discussed in Ch. 8.2.2.
Both, the magnitude and the functional dependence are in fair agreement with the
corresponding simulations.
The measured phasing of the VEL expressed as group delay is depicted in Fig. 10.4.
The group delay and its frequency dependence is caused by the circuits of the LNA,
in particular the integrated bandpass filter, and by the antenna structure itself. With
increasing frequency the radio signals are mainly received by the shorter dipoles of
the LPDA which are located closer to the footpoint (cf. Fig. 8.2) at the top of the
antenna. This leads to a decreasing propagation time of the signals within the an-
tenna structure and thus a decreasing group delay with increasing frequency.
While a constant group delay has no impact on the pulse shape of a broad band
radio pulse, the change of the group delay over the AERA frequency range leads to
a dispersion of the pulse. A variation of the group delay of about 50 ns is observed
within the AERA band. The resulting dispersion is corrected for in the reconstruc-
tion of the electric field.
The simulations predict a similar magnitude and overall decrease of the group delay
compared to the measurements. In detail, deviations of up to about 30% are visible
in the frequency range from 30 MHz to about 50 MHz.
The zenith dependencies of the magnitude of the VEL and the group delay are de-
picted in Fig. 10.5 for three frequencies within the AERA band. At low frequencies
a broad coverage of the sky with a maximum response at about θ = 45◦ is observed.
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Figure 10.3: Magnitude of the VEL of the SBS for θ = 0◦ and θ = 45◦ as a function
of the frequency. The gray band indicates the systematic uncertainties (see. Ch. 9.4).
The statistical uncertainties obtained from multiple measurements (cf. Fig. 10.2) are
smaller than the line width.
With higher frequency a side lobe pattern evolves. The position of the side lobe
shifts to lower zenith angles with increasing frequencies and a second side lobe ap-
pears at the highest frequencies. The lobes are mainly caused by constructive and
destructive interference of the direct impinging monochromatic wave and the wave
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Figure 10.4: Group delay of the SBS for zenith angles of θ = 0◦ and θ = 45◦ as a func-
tion of the frequency. Systematic uncertainties are smaller than 0.4 ns (see. Ch. 9.4).
Statistical uncertainties observed in multiple measurements are smaller than 1.3 ns.
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Figure 10.5: Zenith dependencies of the magnitude of the VEL (left) and the group
delay (right) of the SBS for 35 MHz, 55 MHz and 75 MHz. The uncertainties
correspond to those of Fig. 10.3 and Fig. 10.4.
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Figure 10.6: Comparison of measurement and simulation for the magnitude of the
VEL (left) and the group delay (right) of the SBS. See text for details.
reflected on the ground at the position of the antenna placed in a certain height
above ground (see. Ch. 7.7.2).
A remarkably good agreement of the shape of the zenith patterns is observed between
measurements and simulations. When comparing the absolute scales of the patterns,
offsets occur at certain frequencies, for instance at 35 MHz in the case of the group
delay (cf. also Fig. 10.4).
The group delay exhibits similar but less distinct side lobe patterns as in the case of
the magnitude of the VEL which is observed in both, measurements and simulations.
To further quantify the agreement between measurement and simulation, the ratio
of the measured and the simulated values in a zenith range from 0◦ to 80◦ has been
computed in 0.5 MHz steps from 30 MHz to 80 MHz. The resulting 2828 ratios for
the magnitude of the VEL and the group delay are summarized with the histograms
of Fig. 10.6. Regarding the magnitude of the VEL, the mean of the histogram indic-
ates an overall agreement, that is in average over all frequencies and zenith angles, of
about 5% between measurement and simulation. We conclude that the simulation,
in average, slightly underestimates the antenna response. For certain frequencies
and zenith angles, the simulations deviate up to 50% from the measurements. The
standard deviation of the distribution is about 14%.
Concerning the group delay, the overall agreement between measurement and simu-
lation amounts to about 2.5% with a standard deviation of about 16%.
10.2 Butterfly Antenna Station
In contrast to the SBS, the Butterfly antenna is a priory equally sensitive to the
sky and to the ground. The directivity towards the upper hemisphere is explicitly
introduced by placing the antenna in a short distance above the ground plane. A
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Figure 10.7: Simulation model (right) of the AERA phase 2 station in comparison
the the CAD model (left). The color scale indicates the magnitude of the currents
simulated at a frequency of 55 MHz.
consequence is that the Butterfly antenna is more sensitive to the ground conditions
and to any conducting components placed below the antenna. It is thus necessary to
treat the antenna together with the station as a whole. Consequently, the calibration
measurements were performed using a ’dummy station’, assembled of the relevant
mechanical parts such as the electronics box and the antenna poles.
10.2.1 Simulation Model of the Butterfy Antenna Station
The corresponding simulation model (Fig. 10.7) is directly derived from the CAD
model of the AERA phase 2 station. The only ’active’ element is one of the two
polarization planes of the butterfly radiator which is excited by a current source in
the center. Any other station components are electrically isolated as in case of the
real butterfly antenna station but can couple radiatively to the fields generated by
the active radiator. All conducting station components are approximated by wire
grids with a segmentation and mesh size following the modeling guidelines of NEC2
(cf. Ch. 7.7.1). The ground conditions for the simulation are equal to those used for
the SBS simulations.
The radiative coupling of the station components to the active radiator can already
be studied by looking at the simulated current distribution within the simulation
model(cf. Fig. 10.7). The radiator itself shows a standing wave current distribution
with a maximum in the center and knots at the dipole radiator ends. Moreover,
currents are induced particularly in the antenna poles close to the radiator and the
electronics box. These parasitic currents influence the radiation characteristics of
the butterfly antenna depending on the frequency and incoming direction.
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Figure 10.8: Impact of the station components to the frequency dependence (left)
and the zenith pattern (right) of the butterfly antenna station. The black curve
represents the simulation of the single butterfly radiator without any station com-
ponents present in the simulation model. The red curves show the corresponding
simulations performed with the full model of the AERA phase 2 station for three
different azimuth angles. The response in west direction is almost identical to the
one in east direction and is thus not plotted.
The impact of the station components becomes evident when comparing the antenna
characteristics obtained from the above simulation model with those of the butterfly
radiator only, without any station components. The frequency dependence of |Hφ|
of the antenna station is summarized in Fig. 10.8 (left) for three different azimuth
angles corresponding to the north, south and east direction in comparison to the
simulation of the butterfly radiator only. The response of the latter is equal for all
of the four cardinal points due to the symmetry of the butterfly antenna.
This symmetry is broken mainly due to the asymmetric placement of the electronics
box with respect to the butterfly antenna. The effect is most distinct for eφ-polarized
waves impinging from north or south directions. Their electric field vector is aligned
parallel to the electronics box allowing a maximum power transfer due to the induc-
tion of currents in the box. The electronics box consequently becomes a resonant
antenna for frequencies matching approximately its length and interferes with the
butterfly radiator. This causes the drop in sensitivity for the butterfly antenna
around 65 MHz. For waves impinging from east or west, the resonance of the elec-
tronics box is at higher frequencies beyond the AERA band and the response of the
station remains close to the one of the single butterfly radiator. The response for
east and west directions is almost equal as the station is symmetric with respect to
the north-south axis, except the placement of the comms-antenna pole slightly off
the antenna center (cf. Fig. 10.7).
Similar considerations explain the deformation of the zenith patterns due to the in-
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clusion of the station components depicted in Fig. 10.8 (right). Here it is observed
that the response of the station is not always reduced as in the case of the pre-
viously discussed frequency dependency at a zenith angle of θ = 45◦. In fact, for
small zenith angles the response can be enhanced due to a constructive interference
of the radiation fields from the antenna and the station components. In conclusion
it can be stated that the influence of the station can alter the antenna response up
to about 40% for certain frequencies and incoming directions and has thus to be
considered for a precise reconstruction of the electric field emitted from air showers.
The presented simulation model has been implemented as the default antenna model
for the reconstruction of radio data in the Auger reconstruction framework Oﬄine.
10.2.2 Calibration Measurements
The measurements were performed using the octocopter setup as described in Ch. 9.2.
The zenith and frequency dependencies of the VEL were accessed for the north and
south direction of the AERA station in multiple flights. During each flight of about
5 min effective measurement time, in the order of 200 transmission measurements
were performed maintaining a distance of 30 m to 50 m between the octocopter and
the AUT. The data is merged and processed as described in Ch. 9.3.
Exemplary, the zenith dependency of the magnitude of the VEL obtained in 2 con-
secutive flights is shown in Fig. 10.9 for 35 MHz. The same smooth pattern is
observed in both flights indicating that the measurement is reproducible. However,
in particular for small zenith angles a relatively large spread of the data is observed.
This spread is unlikely to be caused by the uncertainties of the individual data points
which are due to the uncertainty of the octocopter position. Furthermore, various
other sources of uncertainties have been discussed in Ch. 9.4 and were found to be
negligible. We thus conclude that an additional source of uncertainties is present in
the setup which has not been considered yet.
In systematic tests during the operation, components of the setup as the octocopter
and the VNA could be excluded as the source of uncertainties. Finally, the signal
cable running vertically from the VNA on the ground to the octocopter was revealed
as the cause of the fluctuations. Despite the shielding of the used coaxial cable, it
emits radiation which interferes with the signal of the calibrated transmitting an-
tenna. Due to its random orientation and movement during the flight, this causes a
spread of the data points observed in Fig. 10.9. The effect increases with decreasing
zenith angle as the cable moves closer to the AUT.
To quantify the influence of the cable, the setup has been modified to perform a
background measurement. The transmitting antenna was aligned vertically below
the octocopter which yields a maximum polarization mismatch between the trans-
mitting antenna and the AUT. Furthermore, if the octocopter is maintained at small
zenith angles, the gain of the transmitting antenna towards the AUT is essentially
zero (cf. Fig. 9.4.3) so that no signals are transmitted to the AUT. The transmitter
has not been completely removed from the setup as it provides an impedance ter-
mination of the coaxial cable which influences standing waves within the cable that
can be a source of radiation [184].
With the modified setup, a flight following the same procedure as for the calibration
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Figure 10.9: Measurement of the magnitude of the VEL of the AERA phase 2 station
as a function of the zenith angle at 35 MHz. The, in total, 381 data points (left)
were recorded in 2 consecutive flights in the east direction of the AERA station. The
errorbars result from the uncertainty of the octocopter position (cf. Ch. 9.4.2). On
the right, a profile of the combined measurement is shown. The errorbars indicate
the standard deviation of the data in zenith bins of 5◦. The systematic uncertainties
of the transmission measurement (cf. 9.4) is indicated by the gray band.
measurements was performed. In Fig. 10.10 the transmission |S21|2 of the noise
measurement is compared to the transmission obtained with the regular measure-
ment shown in Fig. 10.9. For small zenith angles, noise signals that can exceed
the magnitude of the signals emitted by the transmitting antenna during a regular
measurement are observed. We identify those as radiation from the cable. Further
proof of this finding will be given in a later section based on a octocopter setup
which completely omits the cable.
We quantify the impact of noise on the measurement by defining a signal to noise
ratio (SNR) depending on the zenith angle. The transmission magnitude gives the
direct power ratio |S21|2 = PA/PS between the received power at the antenna PA
and the power delivered by the VNA, PS. Dividing the transmission magnitude of
the regular and noise measurement thus gives the direct ratio of signal to noise power
SNR =
|S21Signal|2
|S21Noise|2 =
P SignalA
PNoiseA
. (10.1)
The resulting SNR is shown in Fig. 10.10 (right) in 5◦ zenith bins. An increase with
increasing zenith angle is observed. To ensure that the influence the cable to the
calibration measurement is minimal, we demand that the SNR is always larger than
20. Considering the SNR distribution of all accessed frequencies, this leads to an
exclusion of events with zenith angles smaller than 40◦ in the further analysis.
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Figure 10.10: Measurement of the noise background introduced by the coaxial cable
of the octocopter setup in comparison to a regular calibration measurement as a
function of the zenith angle (left). The errorbars indicate the standard deviation of
the data points in zenith bins of 5◦. On the right the signal to noise ratio, defined
as SNR = |S21Signal|2/|S21Noise|2 is shown.
The measured zenith patterns of the AERA phase 2 station in north and east dir-
ection are presented in Fig. 10.11 after the application of the zenith cut. Compared
to the SBS, the response is relatively smooth as no side lobes are observed in the
accessed zenith range. A reduction of the response in the north direction, compared
to the east direction is observed which is most distinctive at 75 MHz. This behavior
is predicted by the simulations and can be attributed mainly to the presence of the
electronics box. Except at 35 MHz, a fair agreement between measurements and
simulation is observed for the shape and the magnitude of the response.
The frequency dependence of the VEL (see. Fig. 10.12) is on a relatively constant
high level compared to the SBS which is mainly due to the high gain of the integrated
LNA. Beyond the AERA bandwidth the reception is suppressed due to an increasing
impedance mismatch between the butterfly radiator and the LNA (cf. Ch. 8.3.1). A
distinct bump is visible around 60 MHz which is not predicted by the simulation.
Going to larger zenith angles (see. Fig. 10.12 (right)), a slight increase of the VEL
with increasing frequency is observed over the AERA bandwidth in measurement
and simulation.
For the north direction (Fig. 10.13) a similar flat response is observed with a slightly
lower overall magnitude.
The group delay of the AERA phase 2 station depicted in Fig. 10.14 exhibits a char-
acteristic bump around 30 MHz followed by a plateau towards the higher frequencies.
The change in group delay over the bandwidth of about 20 ns is small compared to
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Figure 10.11: Zenith dependencies of the magnitude of the VEL for east (left) and
north direction (right) of the AERA phase 2 station for various frequencies. The
errorbars indicate the standard deviation of data points in 5◦ zenith bins. System-
atic uncertainties (gray band) are due to the systematics of the transmitted signal
(see Ch. 9.4).
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Figure 10.12: Magnitude of the VEL of the AERA phase 2 station in east direction
for θ = 45◦ and θ = 60◦ as a function of the frequency. The shown curves are the
average of measurements in a zenith bin of ±2.5◦ around the denoted zenith angle.
The thin lines indicate the standard deviation of data in this interval. The gray
band indicates the systematic uncertainties (see. Ch. 9.4).
the SBS (about 50 ns) which leads to lower dispersion of the received broadband
pulses from air showers. The shape of the frequency dependence is an fair agreement
with the simulations. The observed offset from the simulations is of minor interest
for the signal reconstruction as it only causes a constant signal delay. Comparing
the group delay at different zenith angles Fig. 10.14 (right) results in only minor
differences, indicating that the group delay is in first approximation independent
of the zenith angle as predicted by the simulations. The group delay for the north
direction is similar and depicted in appendix A.4.
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Figure 10.13: Same as Fig. 10.12 for the north direction.
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Figure 10.14: Group delay of the AERA phase 2 station measured in the east direc-
tion for θ = 45◦ and θ = 60◦ as a function of the frequency. The shown curves are the
average of measurements in a zenith bin of ±2.5◦ around the denoted zenith angle.
The thin lines indicate the standard deviation of data in this interval. The gray
band indicates the systematic uncertainties resulting from the position uncertainty
of the octocopter (see. Ch. 9.4.2).
10.3 Calibration Measurements with a Modified
Octocopter Setup
To omit the restrictions resulting from the influence of the signal cable used in the
octocopter setup, a modified setup was developed. The signal cable was completely
removed from the setup by replacing the signal generated on the ground by the VNA
with a custom calibrated signal source attached to the octocopter. In consequence,
an automatic synchronization between transmitted and received signal as done by the
VNA during the transmission measurement is not possible anymore. The complex
voltage transmission S21 has to be replaced by the scalar power transfer |S21|
S21 =
VA
VS
→ |S21| =
√
PA√
PS
, (10.2)
with the power received at the antenna PA and the source power PS which have
to be determined in separate measurements. The phase information of the VEL
(cf. Eq. 9.13) is thus a priori lost using this setup. It can in principle be obtained by
performing measurements in the time domain at multiple frequencies. From the rel-
ative phasing of the signals at different frequencies, the group delay can be computed.
However, the previously discussed measurements and simulations of the group delay
indicate that the group delay exhibits only small variations with the zenith angle,
in particular for the AERA phase 2 station. Extensive directional measurements of
the group delay may thus not be necessary.
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Figure 10.15: Calibration signal received by the AUT during a test setup in the lab.
The peak power of the signal (vertical dashed line) as observed in 983 consecutive
spectrum measurements is histogrammed on the right. A fit to a normal distribution
is shown.
The used signal generator is based on a stabilized oscillator circuit generating a si-
nusoidal voltage with a frequency of 40.7 MHz. It has a weight of about 100 g only
and is powered with the stabilized voltage divider (cf. Ch. 9.2) from the octocopter
battery. The amplifier attached to the octocopter, which was used to amplify the
signals coming from the VNA in case of the regular setup, can now be omitted as
the signal generator provides a sufficient output level.
The signal power delivered by the generator was calibrated prior to the octocopter
flights with the FSH4 spectrum analyzer directly attached to the generator out-
put. An output power of 9.2±0.5 dBm at 40.7 MHz was found. The denoted
systematic uncertainty [175] is given by the manufacturer for measurements in the
spectrum mode of the FSH4 VNA and applies likewise to the measurement of the
received power PA at the AUT. Both uncertainties together with the uncertainty
of the transmitter calibration are considered as the total systematic uncertainty for
further analysis.
To investigate the frequency and power level stability of the calibration signal, the
complete calibration setup was set up in a lab. The signal received by the AUT
(Fig. 10.15) peaks at 40.698 MHz and appears about 50 dB above the noise floor. In
a continuous measurement over about 20 min, 983 spectrum measurements were per-
formed. The peak values of the calibration signal obtained from each spectrum are
filled in the histogram depicted in Fig. 10.15 (right). The small variance of 0.07 dBm
of the fitted normal distribution indicates that the signal is both frequency and time
stable. The variations are negligible compared to further uncertainties of the setup.
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Figure 10.16: Magnitude of the VEL of the Butterfly antenna obtained from three
calibration flights with the modified octocopter setup. The left plot contains 314
measurement points recorded during the first flight. The right plot shows in total
1023 measurement points combined from 2 consecutive flights performed a week later
than the first flight. The errorbars of the individual measurement points are due to
the uncertainty of the octocopter position. Additionally, a profile is shown with the
black radial errorbars denoting the spread of data in 5◦ zenith bins.
First calibration measurements with the modified setup have been carried out at the
RWTH-Aachen University. A single butterfly antenna has been deployed on a plane
meadow and three calibration flights were performed realizing distances of 30 m to
50 m between the octocopter and the AUT.
The zenith dependencies of the VEL obtained in these measurements are summar-
ized in Fig. 10.16. A smooth pattern is observed in all of the flights. The remarkably
low spread of the data is compatible with the uncertainties of the individual data
points given by the position uncertainty of the octocopter. The patterns recorded
at different days (Fig. 10.16 (left) and (right)) are compatible within their uncer-
tainties. However, they are not merged to a single pattern as they were recorded
at different days and the ground condition may have changed slightly between the
measurements.
Regarding the statistical uncertainties, the introduction of the modified setup leads
to a significant improvement compared to the regular setup, in particular for the
small zenith angles. The fact that, except the omission of the signal cable, both
setups use the same hardware further supports that the signal cable was the source
of uncertainties in the previous octocopter setup.
The above measurements are shown in Fig. 10.17 in comparison to the simulations
and including the systematic uncertainties. The used simulation models correspond
to the modified setup where no components of the AERA station were present, thus,
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Figure 10.17: Comparison between measurement and simulation of the VEL of the
butterfly antenna. Instead of the individual data points of Fig. 10.16 the profiles
are shown here. The systematic uncertainties resulting from the calibration of the
transmitting antenna and the power measurements of the VNA are given with the
gray band.
only the butterfly antenna is simulated. The ground conditions for the simulation
were adjusted to σ = 5 ·10−3 [Ω−1m−1] and r = 10 which corresponds to an average
ground scenario in 4NEC2 (see Fig7.6).
The simulations overestimate the antenna response slightly for small zenith angles.
The histograms shown in Fig. 10.18 indicate that the deviations between measure-
ment and simulation are in average about 9% in the range from θ = 0◦ to θ = 80◦.
The distributions show a relatively small standard deviation of about 7%.
The deviations may be caused by the choice of ground conditions for the simula-
tions. The latter are an estimate of typical conditions for the environment where the
measurements were performed but are not confirmed by dedicated measurements as
in the case of the measurements performed at AERA.
10.4 Conclusions
Some conclusive remarks concerning the calibration of cosmic ray radio detectors
shall be drawn at this point based on the results obtained with the developed calib-
ration setups.
The balloon setup applied for the calibration of the SBS antenna features small stat-
istical uncertainties for the measurement of the magnitude and phase of the VEL
due to the static operation. The consequence of the latter is that the setup has to
be extensively adjusted to access the angular distribution of the antenna response.
The octocopter setup allows a fast dynamic measurement of the directional antenna
response and is in principle suitable to measure the three dimensional response pat-
tern with a high angular resolution. The losses of accuracy caused by the influence
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Figure 10.18: Ratio between measurement and simulation for each data point of
Fig. 10.16 in a zenith range from θ = 0◦ to θ = 80◦.
of the signal cable as observed at calibration measurements of the AERA phase 2
stations have been eliminated with the modified octocopter setup. The modified
setup has recently been enhanced to allow broad band measurements and is being
prepared for an upcoming calibration campaign at AERA.
Systematic uncertainties are for all setups dominated by the calibration of the trans-
mitting antenna and the precision of the signal measurement. Transmitting antennas
suitable for the developed setups and providing a significantly better calibration ac-
curacy are currently only available for narrow band applications. The accuracy of
the signal measurements could be improved by high precision VNAs or spectrum
analyzers respectively.
At the present state, the calibration measurements provide a benchmark for the
simulations used in the radio reconstruction. The comparisons of simulations and
measurements for the antenna response of the SBS discussed in this thesis indicate
a mean agreement on a 5% level in average over the AERA bandwidth and the rel-
evant zenith range. In particular when it comes to complex structures such as the
AERA phase 2 stations, larger deviations from the simulations appear in detail, that
is for certain frequencies or incoming directions. A future goal to increase the recon-
struction accuracy of radio signals would thus be to implement measured antenna
characteristics in the reconstruction or to scale the simulated characteristics based
on measurements. This would require further measurements of the Hθ-component
of the VEL (in this thesis the Hφ-component is discussed) and of the azimuthal
dependencies. The presented calibration setups are suitable tools to achieve theses
goals.
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The antenna response is likely to be still the largest hardware-based uncertainty in
radio measurements of air showers. Hence, the precision of the antenna calibration
will influence the accuracy of the reconstruction of the cosmic rays parameters and
will play a key role in exploring the future potential of radio detection.
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11. Polarization Signature of
Cosmic Ray Radio Data
The polarization of the electric field emitted by cosmic ray air showers is an indicator
of the underlying radio emission mechanisms (see Ch. 4.2). We describe in the
following how the polarization and the amplitude of the radio pulse are extracted
from the instantaneous electric field vector measured by AERA. We will then study
the polarization signature of AERA cosmic ray data and identify the dominating
emission processes. Under consideration of the identified radio emission mechanisms
we derive geometrical corrections for the radio signal amplitude. Based on the latter
we will formulate a radio energy estimator for the energy of the primary cosmic ray
in the next chapter.
11.1 Definition of the Amplitude and the Polar-
ization of Radio Pulses
The instantaneous electric field ~E(t) as a basis for analysis of the radio emission
has to be reconstructed from the voltage traces measured at the individual antenna
stations. For this task we use the standard sequence of the Oﬄine reconstruction
framework which follows the calculus described in Ch. 7.6. This procedure incorpor-
ates the antenna response, given by the VEL obtained from the antenna simulations
discussed in the previous chapter and, furthermore, requires the knowledge of the
incoming direction of the radio signal. The latter can be reconstructed by fitting a
model of the radio wavefront to the arrival times of the radio pulses. Alternatively,
the incoming direction measured by other Auger detectors can be used for the radio
reconstruction. As we will focus on radio events which are confirmed as cosmic ray
events by coincidences with the Auger surface detector we apply the directional in-
formation from the SD.
An example of a time series of the reconstructed electric field vector ~E(t), containing
a cosmic ray radio pulse is depicted in Fig. 11.1. A pulse consisting of several oscil-
lations is observed in all three components of the electric field. Beyond the pulse,
the omnipresent noise is visible.
The dispersion introduced by the varying group delay of the antenna is unfolded
from the pulse in Fig. 11.1 through the reconstruction of the electric field. Looking
at simulations of cosmic ray radio signals we would expect a bipolar pulse as e.g.
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Figure 11.1: Reconstructed electric field in the cartesian coordinate system of the
radio detector (NS = North-South axis, EW = East-West axis, Z = vertical axis) of
a cosmic ray radio pulse recorded with AERA station 13 (Radio Event Id: 48861).
An upsampling by a factor of 5 has been applied (see text). The lower plot shows
the frequency spectrum. Note that the frequency spectrum of the entire trace is
shown, including the noise.
shown in Fig. 4.3. The fact that the reconstructed electric field pulses still consist of
several oscillations is due to the bandwidth limitation of the setup [148]. Besides the
bandwidth limitation of the AERA station hardware, the signals are filtered from
30 MHz to 80 MHz during the reconstruction as visible in the frequency spectrum de-
picted in Fig. 11.1. Furthermore, the transmitter at 67 MHz and the AERA beacon
signals (cf. Ch. 6.3) are filtered prior to the reconstruction. The 67 MHz transmitter
is removed by a bandpass filter which results in a gap in the spectrum. The signals
of the AERA beacon can be removed without the loss of spectral information by a
sine wave suppressor [187] as they have a well defined sinusodial time structure.
Given the time series of the reconstructed electric field vector ~E(t), it is a priori not
clear how the amplitude and the polarization of the radio pulse are defined.
To estimate the total amplitude S of a radio pulse consisting of several oscillations
we use the maximum of the Hilbert envelope as depicted in Fig. 11.2. More specific,
the maximum of the quadratical sum of the Hilbert envelopes of the single electric
field components
S = max
(√
H2NS +H
2
EW +H
2
Z
)
. (11.1)
The definition of the polarization, that is the direction of the electric field vector ~E,
is illustrated in the middle and lower plot of Fig. 11.2. We find that in the pulse
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Figure 11.2: Definition of the total signal amplitude S (vertical dashed gray line)
of a radio pulse as the maximum of the Hilbert envelope. The Hilbert envelope
(dashed black curve) is computed from the components of the electric field accord-
ing to Eq. 11.1. The shown electric field trace is a zoom into the pulse region of
Fig. 11.1. The middle plot exemplarily shows the time-series of the polarization
vector composed of the NS-component and the Z-component of the above electric
field. The lower plot shows the angular difference between the three dimensional
electric field vector ~E(t) and the maximum vector ~Emax (marked in the upper plot).
region, ~E(t) essentially points in the same direction for each time sample t, except
a flip in the sign of the vector. In two dimensions this can be visualized by plotting
two components of the electric field vector (for instance EZ vs ENS, see Fig. 11.2
(middle)) for each time bin. The observed time-invariant linear polarization also oc-
curs in three dimensions. This becomes clear when computing the angular distance
between ~E(t) and an arbitrary reference vector, for example the maximum observed
electric field vector as done in Fig. 11.2 (bottom). The angular difference within the
pulse region is either close to zero or close to 180◦ which is due to the sign flip of
the electric field vector.
To demonstrate that the observed time-variant linear polarization is a feature of the
radio pulse only, the above considerations can be applied to a time series within the
noise region of the electric field trace (see. Fig. 11.3). A random like variation of the
polarization is observed in this case.
Given the linear polarization of the radio pulse, we could, in principle, determine the
polarization by evaluating any time sample within the pulse region. An exception
are the zero crossings of the electric field where the polarization becomes uncertain
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Figure 11.3: Polarization of a noise trace extracted from the electric field trace shown
in Fig. 11.1. The same plots as in Fig. 11.2 are shown except that the ~eZ-axis is
chosen as the reference vector to compute the angular distance (lower plot). Note
the scale of the electric field in the upper plot, which is about a factor of 50 lower
than in the pulse region.
due to the superposition of noise. To achieve an optimal precision we determine the
mean electric field vector 〈 ~E〉 by averaging over all electric field vectors ~E(t) within
the FWHM interval of the Hilbert envelope (see. Fig. 11.2),
~E = 〈 ~E〉 =
∑
t∈FWHM
~E(t). (11.2)
The above sum implies that the vectors are averaged with a weight corresponding to
their magnitude. This further increases the accuracy as vectors with low amplitudes
and consequently a low signal to noise ratio have less influence.
The sign flips of the vectors are corrected prior to the averaging as follows. A start
vector for the averaging process is chosen as the maximum amplitude ~Emax of the
three components left of the signal amplitude S. Each vector within the FWHM
that has an angular difference larger than 90◦ is flipped by 180◦.
In the following, we will refer to the quantities defined in Eq. 11.1 and Eq. 11.2
as radio signal amplitude S and the electric field vector (or polarization vector) ~E
respectively. The calculation of these quantities as described above has been imple-
mented into the radio functionality of Oﬄine.
The uncertainties on the reconstructed radio signal amplitude and the polarization
vector caused by the superposition of noise have been studied in detail by simulations
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Figure 11.4: Uncertainties on the Signal amplitude S (left) and the direction of the
electric field vector ~E (right) due to the influence of noise for different SNRs. Two
parameterizations are adjusted to the simulated data and are shown in the plots
with different colors. Adapted from [188].
in [188]. For this purpose, electric field traces have been generated as a superposition
of a bandwidth limited delta pulse which mimics the cosmic ray pulse and a noise
trace obtained from recorded AERA cosmic ray events. The relative amplitudes of
the three components of the simulated cosmic ray pulse were adjusted according to
the geomagnetic emission model (see. Eq. 11.6). The pulses were scaled relative to
the superimposed noise traces such that multiple SNRs ranging from 6 to 300 were
realized. The SNR corresponds to the definition commonly used in Oﬄine
SNR =
H2max
H2RMS
=
S2
H2RMS
, (11.3)
with the maximum of the Hilbert envelope Hmax and the root mean square of the
Hilbert envelope HRMS and the definition of the Hilbert envelope as in Eq. 11.1.
For each SNR, the signal amplitude and the polarization vector was processed for
2100 simulated electric field traces. From the deviations between the processed
values and the true values (without the superimposed noise), the uncertainties on
the signal amplitude and polarization were determined for each SNR.
The results are shown in Fig. 11.4. Both uncertainties decrease with increasing SNR.
The uncertainty on the signal amplitude σS can be parameterized as
σS
S
=
0.423± 0.005√
SNR
− 0.501± 0.062
SNR
+
3.395± 0.175√
SNR
3 . (11.4)
The uncertainty on the polarization vector σPol can be described with the paramet-
erization
σPol =
23.6◦ ± 0.2◦√
SNR
− 4.3
◦ ± 2.9◦
SNR
+
41.8◦ ± 7.2◦√
SNR
3 . (11.5)
We will use the above parameterizations to describe the uncertainties on signal
amplitude and polarization in the following.
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11.2 Data Set and Cuts
We will investigate the polarization signature of AERA radio events that have been
identified as cosmic ray air showers by coincidences with the Auger surface detector.
That is, radio events which occur within a certain time window with respect to the
event time stamp given by SD have been selected from the total amount of recorded
radio events. Furthermore only radio events which allow a directional reconstruc-
tion were taken into account. This implies that at least three radio stations have
identified a pulse and furthermore that the timing of the pulses in different stations
is in agreement with a planar shower front.
The selected radio events are time-coincident with the low energy enhancement of
the surface detector, the infill array (see Ch. 5.3). As we incorporate the information
of the infill reconstruction (directional and energy reconstruction), we reject cosmic
ray events with zenith angles larger than 55◦ and energies lower than 2.8 · 1017 eV,
following the standard quality cuts for the infill energy reconstruction [189].
The application of the above criteria yields an initial dataset of 97 cosmic ray radio
events recorded in the period from 29-Apr-2011 to 18-Mar-2013. The data were
taken with the phase 1 setup of AERA, that is with the 24 LPDA detector stations.
33 of these events were recorded in a self-trigger mode while for the remaining 64
events the detector was triggered externally by SD.
Cut Condition # Events Comment
θSD < 55
◦ 154 SD quality cut
ESD > 2.8 · 1017 eV 97 SD quality cut
∠( ~nSD, ~nRD) < 20◦ 85 Reconstruction quality cut
At least 3 stations with SNR > 10 82 Reconstruction quality cut
No Thunderstorm 77 Weather cut
No weather data 47 Weather cut -> Golden Dataset
We apply further cuts listed in the above table to ensure a reliable radio reconstruc-
tion and to exclude events which have been recorded under abnormal or undefined
weather conditions. Demanding that the shower axis reconstructed by AERA agrees
within 20◦ with the shower axis obtained by SD leads to the rejection of twelve events.
In our analysis we exclude data from stations which have recorded a pulse with a
SNR smaller than 10 to allow a precise reconstruction of the signal amplitude and
polarization. If less than three stations have a SNR larger than 10 we reject the
entire event which applies to three events.
Abnormal weather conditions such as thunderstorms can alter the atmospheric elec-
tric field and therewith the radio emission from air showers as described in Ch. 4.1.3.
We identify periods of abnormal atmospheric conditions based on the electric field
monitoring of the AERA weather station. If the electric field strength either exceeds
50 V/m, falls below -150 V/m or shows an RMS greater than 30 V/m the period
is flagged as abnormal. A second algorithm [190] which was explicitly developed to
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identify thunderstorm conditions at the LOPES radio detector is used additionally.
We identify five events as thunderstorm events and reject them.
For thirty of the remaining events the AERA weather station was not operational.
These events are excluded as we can not guarantee normal weather conditions.
A dataset of 47 high quality ’golden events’ which we use for our analysis remains.
Major physical quantities of this dataset are summarized in Fig. 11.5. A list of the
events is attached in appendix A.5.
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Figure 11.5: Overview of physical quantities of the golden dataset of SD coincident
cosmic ray radio events recorded with AERA. The cosmic ray energy as measured
by the surface detector, the angle α between SD shower axis and the geomagnetic
field, the number of signal stations (stations with a SNR > 10) per event, and
the distance of the signal stations to the SD shower axis are shown. The arrival
directions are given with the skyplot on the bottom. The dashed curve indicates
incoming directions perpendicular to the magnetic field vector (red star) at the
AERA site.
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11.3 Probing Radio Emission Mechanisms with
the Polarization of AERA Cosmic Ray Events
For the golden dataset we can test the measured polarization vectors with regard
to the two predominant radio emission mechanisms, geomagnetic and charge excess
emission.
Recalling the discussion of Ch. 4 we find that the polarization of the emitted elec-
tric field is determined only by the incoming direction of the air shower ~n and the
direction of the geomagnetic field ~B in the case of geomagnetic emission. The unity
vector indicating the geomagnetic polarization ~eGM points into the direction of the
Lorentz force (see also Fig. 4.2),
~eGM ∝ ~E ∝ ~n× ~B. (11.6)
The distribution of arrival directions (see Fig. 11.5) of AERA events already reveals
the characteristics of the dominating geomagnetic radio emission process. The typ-
ical asymmetry with respect to the direction of the geomagnetic field is observed.
The distribution of α (Fig. 11.5) shows a clear deviation from isotropic arrival direc-
tions towards directions perpendicular to the geomagnetic field where the maximum
geomagnetic radio emission is expected.
In case of charge excess emission the electric field is polarized radially towards the
shower axis. The polarization vector ~eCE points from the position of the observer
perpendicular to the shower axis. The polarization thus changes with the position
of the radio station relative to the shower axis. Using vector calculus ~eCE can be
obtained from the shower axis defined by the position of the SD shower core and
the arrival direction and by the position of the individual radio station as shown in
appendix A.6.
We consider two radio emission models, the pure geomagnetic emission
~EGMModel := ~eGM , (11.7)
and the combination of geomagnetic and charge excess emission
~EGM+CEModel := sin(α)~eGM + a~eCE. (11.8)
For the latter model we assume that the total electric field vector is the vectorial sum
of the two linearly polarized electric field vectors from geomagnetic and charge excess
emission. The scaling of the strength of the geomagnetic emission with the angle α
between shower axis and geomagnetic field (cf. Eq. 4.4) is considered with the sin(α)
term. The relative strength of the charge excess emission (charge excess fraction) is
set to the average value recently measured at AERA of a = 14% (see Ch. 4.4).
Note that, in this chapter, we are only interested in the direction of the electric field
predicted by the above models. We thus might as well normalize the vector ~EGM+CEModel
to unity. However, as we focus on the magnitude of the emission in the next chapter
we directly define the models in the above manner.
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Figure 11.6: Polar skyplot of measured polarizations (horizontal components) in
comparison to the expectation from the geomagnetic emission model (left). All vec-
tors are normalized to unity. Note that at least three black vectors are plotted on
top of each other for a specific incoming direction according to the multiple meas-
urements of the electric field vector at the different radio stations triggered in the
event. The dashed curve indicates incoming directions perpendicular to the mag-
netic field vector (red star) at the AERA site. The histograms on the right show the
angular deviation between the three-dimensional measured vectors and the polariza-
tion vectors predicted by two different radio emission models - the pure geomagnetic
emission (red histogram) and the combination of geomagnetic and charge excess
emission (gray histogram). To quantify the deviations, the mean of the histograms
and the 68% quantile (maked as vertical dashed lines) are denoted. Both histograms
contain 232 entries corresponding to the total number of signal station in 47 events.
An intuitive way to visualize the polarization and its dependence on the direction
is to plot the horizontal projection of the polarization vectors measured at the ra-
dio stations in a skyplot according to the incoming direction of the corresponding
event as shown in Fig. 11.6. In first approximation, the same linear polarization
is observed in all stations participating in a radio event. Furthermore, only small
deviations from the prediction of the pure geomagnetic emission are visible in the
skyplot, supporting its dominant role but also suggesting the contribution of second
order effects.
We can also take the vertical component of the polarization vector into account and
compute the angular difference between measured vector and geomagnetic model
prediction for each station. The resulting distribution shown in Fig. 11.6 (red histo-
gram) indicates only small deviations from the polarization of geomagnetic emission.
68% of the stations measure a deviation smaller than 10.86◦.
An analog comparison for the combined model yields the distribution shown in the
gray histogram of Fig. 11.6. With 68% of the stations measuring an angular de-
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Figure 11.7: The left histogram shows the SNRs of the cosmic ray radio pulses of
the golden dataset. 26 pulses have a SNR larger than 200 and are in the overflow
of the histogram. On the right the uncertainty on the polarization direction σPol
(red histogram) due to the noise is depicted. For comparison the observed deviation
from the model prediction (same as the gray histogram in Fig. 11.6) is shown.
viation smaller than 7.49◦ an even better agreement with the model prediction is
observed. The mean deviation of (6.47 ± 0.49)◦ is significantly smaller than in case
of the pure geomagnetic model ((9.78 ± 0.53)◦). The combined model thus delivers a
better description of the polarization of the investigated AERA events. We conclude
that a radial polarization component compatible with the charge excess emission is
present in the AERA data which supports the results found in [99].
We also estimate the uncertainty of the angular measurement. In Sec. 11.1 the uncer-
tainties on the measured polarization were parameterized as a function of the SNR.
The SNRs of the cosmic ray radio pulses for our dataset are shown in Fig. 11.7. Using
Eq. 11.5 the uncertainties are computed and shown in comparison to the measured
distribution of Fig. 11.6. The comparison suggests that the observed deviations from
the model prediction are to a large extend caused by the measurement uncertainty.
Substracting these uncertainties yields
σPol =
√
6.47◦ 2 − 3.4◦ 2 = 5.49◦. (11.9)
Given this, we estimate that, in average, the assumed combined model describes the
polarization with a precision of about 5.5◦.
By varying the charge excess fraction a in the combined model we can test the
agreement between measured polarization and model prediction for different relat-
ive strengths of the charge excess component. For large values of a (an example
for a = 50% is shown in Fig. 11.8 (left)) the distribution of the angular deviations
becomes significantly broader. We estimate the average agreement between meas-
urement and model prediction of the entire dataset by the mean of the distribution.
Performing a scan of the mean angular deviation for charge excess fractions from
0% to 50% results in the distribution depicted in Fig. 11.8. A global minimum at
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Figure 11.8: Distribution of the angular deviation of the measured polarization from
the model prediction for charge excess fractions of a = 0.14 and a = 0.5. On the
right a scan of the mean angular deviation for charge excess fractions from 0% to
50% is shown. The values correspond to the mean of the corresponding histograms,
the errorbars are the standard error on the mean.
a charge excess fraction of a = 18% is observed. This value corresponds to the
best agreement between the assumed model and the measured polarization for the
considered dataset and is within 2σ in agreement with the value of a = (14 ± 2) %
found in [99].
It is beyond the scope of this thesis to investigate the significance and uncertainties
of the determination of the charge excess fraction with this method in detail. In this
scope we understand the above considerations as a crosscheck which confirms that
the introduction of the charge excess component with a suitable choice of a indeed
leads to a better description of the polarization data. We maintain a charge excess
fraction of 14% for the further analysis.
However, the shown approach represents an intuitive way to test models of radio
emission mechanisms by a direct comparison of polarization vectors. An alternative
approach was followed in the polarization analysis presented in [99], where the po-
larization was probed based on the Stokes parameters of the horizontal electric field.
Having demonstrated the capability of the combined model to describe the electric
field polarization we will use the combined model as a basis for radio measurements
of the cosmic ray energy in the next chapter.
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12. Energy Measurement
In this chapter we develop a radio energy estimator to enable measurements of the
cosmic ray energy based on the radio signals measured with AERA. The initial
point is the reconstructed electric field which requires the calibration of the antenna
response as done in this thesis.
We first discuss geometrical corrections on the signal amplitude which incorporate
the emission mechanisms identified in the previous chapter. As the signal amplitude
is measured at different distances from the shower axis from event to event, we need
to interpolate the lateral signal distribution to define a unified estimator which is
done in a second step. Finally we calibrate the radio energy estimator with the
energy measurement of the Auger surface detector.
12.1 Geometrical Corrections on the Radio Signal
Amplitude
The signal amplitude S of a cosmic ray pulse measured in a single antenna station was
defined based on the Hilbert envelope according to Eq. 11.1. We define a corrected
signal amplitude SCorr by a scaling with the absolute value of the polarization vector
of the combined model (cf. Eq. 11.8)
SCorr =
S
| ~EGM+CEModel |
=
S
| sin(α)~eGM + a~eCE| . (12.1)
By adding the unity vectors ~eGM and ~eCE according to the above equation we con-
sider two geometrical effects. First, the relative strength of the two emission mech-
anisms which scales with the angle α between the incoming direction and the Earth’s
magnetic field and the charge excess fraction a. Second, the effect on the total signal
amplitude due to a superposition of the geomagnetic and charge excess electric field
vector. This superposition is either constructive or destructive depending on the
position of the observer relative to the shower axis.
This is exemplary visualized for a single event in Fig. 12.1. Basically the electric
field of the geomagnetic emission component is increased by the addition of the
charge excess component for stations on the right hand side of the shower core and
decreased for stations on the left.
Besides the change of the total signal amplitude, the vectorial sum of both emis-
sion components alters the direction of the total polarization vector. We notice in
Fig. 12.1 that the sum of both emission vectors is in better agreement with the
156 12. Energy Measurement
~EMeas
sin(α)~eGM
a~eCE
−26.3 −26.2 −26.1 −26.0 −25.9
E-W [km]
15.1
15.2
15.3
15.4
15.5
N
-S
[k
m
]
0.59
0.82
0.65 0.85
0.77
0.8
RD Event 85842
α = 46.4◦
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
|sin(α)~eGM + a~eCE|
0
10
20
30
40
50
60
E
nt
rie
s
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
sin(α)
0
20
40
60
80
100
E
nt
rie
s
Figure 12.1: Array map of an AERA cosmic ray event (Radio Event Id: 48861)
showing the horizontal components of the measured electric field vectors (normalized
to unity) and the predicted vectors from geomagnetic and charge excess emission in
comparison. The vectors end at the position of the corresponding AERA station.
The predicted vectors are scaled corresponding to their relative strength. The star
denotes the SD shower core, the ellipse its uncertainties and the gray line is the
shower axis. Note that the event shown is almost vertical (θSD = 12
◦). On the
right, the geometrical corrections on the total signal amplitude for all signal stations
of the golden dataset are shown for the combined emission model (top) and the pure
geomagnetic model (bottom). The corresponding corrections due to the combined
model are denoted in the array map on the left.
measured polarization vector than the pure geomagnetic vector. We have analyzed
this behavior for the entire dataset in the previous chapter.
The amplitude corrections of the entire dataset are histogrammed in Fig. 12.1(right)
for the combined and the pure geomagnetic model. In case of the latter the amp-
litude correction is simply given by sin(α) and is consequently for most of the stations
close to one as the majority of events impinges approximately perpendicular to the
geomagnetic field (cf. Fig. 11.5). For the combined model the distribution becomes
broader as the charge excess component modulates the total signal strength depend-
ing on the relative position of the station.
12.2 Interpolation of the Lateral Signal Distribu-
tion
The radio emission from air showers features a characteristic lateral falloff of the
signal strength with increasing distance from the shower axis. In Ch. 4 we discussed
that most experiments and simulations report a lateral distribution function (LDF)
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Figure 12.2: Lateral signal distribution of an AERA cosmic ray event (Radio Event
Id: 4981) with an exponential fit. The errorbars indicate the signal uncertainty due
to noise (cf. Eq. 11.4). On the right the LDF of the same event is shown after a
variation of the shower core (see text for details). The dashed line indicates the
distance D0 where the energy estimator 110 is evaluated.
compatible with an exponential falloff. An exception are recent results from LO-
FAR which suggest deviations from the exponential behavior for distances close to
the shower axis.
Current LDF studies at AERA using a two dimensional LDF (cf. Ch. 4.4) are prom-
ising but require a minimum number of five signal stations to fit the LDF paramet-
erization. Looking at Fig. 11.5 we find that we would reduce our dataset from 47
to 19 events by applying the two dimensional LDF model in our analysis. For our
dataset and in the scope of an energy calibration we find that the LDF is sufficiently
described with an exponential falloff.
The LDF is obtained for each cosmic ray event by plotting the corrected signal
amplitudes SCorr (Eq. 12.1) versus the distances of the signal stations to the shower
axis. An example is presented in Fig. 12.2. The measured LDF is parameterized by
adjusting an exponential function
SCorr(R) = C exp(− R
R0
), (12.2)
with the two parameters C and R0. The energy estimator 110 is than defined as
the corrected signal amplitude at a fixed distance of D0 = 110 m obtained from the
LDF fit. We will motivate the choice of D0 later.
The dominating uncertainty on 110 is caused by the uncertainty of the shower core
given by SD. The error ellipse of Fig. 12.1 indicates that the uncertainty of the
shower core can be in the same order as the distances between adjacent radio de-
tector stations. A shift of the shower core not only changes the distances of the RDS
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Figure 12.3: Uncertainty on the energy estimator 110 due to the variation of the
shower core. The left figure shows the positions of the 500 random generated shower
cores. 68% of the generated cores lie within the error ellipse representing the shower
core uncertainty of SD. On the right the distribution of the energy estimator ob-
tained from the LDF for each core position is shown. The standard deviation of
the histogram is taken as the uncertainty on 110. The dashed vertical line gives the
energy estimator for the unvaried SD core.
to the shower axis but also the direction of the charge excess component included in
the geometrical correction. Thus a complicated systematic uncertainty is introduced
which can not be described by a simple uncertainty on the distance to the shower
axis in the LDF fit.
We account for this uncertainty by a Monte Carlo simulation which varies the shower
core (see Fig. 12.3) and repeat the LDF fit for each realization. The shower cores
are generated following the two dimensional normal distribution given by the un-
certainty of the SD core. For each realization, 110 is evaluated from the LDF. The
uncertainty on the energy estimator is then defined as the standard deviation of
the resulting distribution of 110 as exemplarily depicted in Fig. 12.3 (right)). This
uncertainty is always larger than the uncertainty on 110 of the LDF fit itself.
Besides the dominating uncertainty due to the variation of the shower core, fur-
ther uncertainties on the signal amplitude are introduced by the uncertainty of the
shower axis. A change of the latter affects the antenna response as the antenna
pattern is evaluated at a different incoming direction and furthermore the distance
of the stations to the shower axis. The latter effect is already considered with the
Monte Carlo variation of the shower core. For the given dataset the maximal uncer-
tainty on the SD arrival direction is about 3◦ and typically below 1◦. For such small
variations of the incoming direction, the associated change of the antenna response
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can be neglected compared to the error on the signal amplitude due to noise.
Also the antenna model introduces uncertainties on the signal amplitude. An estim-
ate of the uncertainty of the antenna model can be obtained from the comparisons
of the simulated response of the SBS with the corresponding measurements (cf.
Ch. 10.1.2). The comparisons indicated that the SBS is described well by the simu-
lated model with a mean agreement of the VEL in average over the AERA frequency
range and the relevant zenith range of about 5%. Due to the linear scaling of the
VEL with the reconstructed electric field we estimate that a systematic uncertainty
on the signal amplitude equal to the one of the VEL is introduced by the antenna
model.
The uncertainty of the signal amplitude causes a systematic shift of the energy es-
timator 110. We have verified that, for a broadband radio pulse, this shift is in
first order independent of the arrival direction of the event and is thus equal for all
observed cosmic ray events. As we calibrate the radio energy estimator with the en-
ergy of the surface detector in the following, the systematic uncertainty introduced
by the antenna model is not relevant for our analysis.
Above, we have defined the energy estimator at a fixed distance of D0 = 110 m. Sim-
ulations already predict that the LDF exhibits a region relatively close to the shower
core where the impact of shower to shower fluctuations on the signal amplitude is
minimal and the amplitude is independent of the primary mass (cf. Ch. 4.3).
We determine the optimal distance D0 in a data driven approach. An energy cal-
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Figure 12.4: Scan for the optimum distance to the shower axis D0 for the definition
of a radio energy estimator. On the y-axis the energy resolution obtained in an
energy calibration with the surface detector is plotted. See text for details.
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ibration of the radio energy estimator D0 with the energy measurement of SD
1 is
performed for various choices of D0. From the calibration we compute the radio
energy resolution for the corresponding choice of D0.
The results of this scan for the optimal D0 are presented in Fig. 12.4. The best
energy resolution is achieved at D0 = 110 m which leads to our definition of the
energy estimator 110.
The same result for D0 was obtained by a previous analysis of a smaller AERA
dataset [191]. Simulations and measurements at LOPES indicate similar values of
D0 [91, 192].
12.3 Calibration with the Energy Measurement
of the Surface Detector
Having defined the radio energy estimator 110 and its uncertainties we can perform
a calibration with the energy measurement given by the Auger surface detector.
The calibration depicted in Fig. 12.5 shows a clear correlation over about one order
of magnitude in cosmic ray energy with the radio energy estimator 110. We para-
meterize the correlation by adjusting a linear function in the double-logarithmic
representation
log10(ERD[eV]) = c+m log10(110[µV/m]). (12.3)
The fit yields c = 14.96± 0.08 and m = 1.06± 0.03 with a χ2 per degree of freedom
of 2.5. After transferring to a linear scale we obtain the calibration equation which
gives the energy of the cosmic ray ERD measured by the radio detector
ERD[eV] = 10
14.96±0.08 (110[µV/m])1.06±0.03. (12.4)
The power law index m is within 2σ compatible with one. As the energy estimator
corresponds to the signal amplitude at a certain distance, this is equivalent to a lin-
ear scaling of the radio signal amplitude with the cosmic rays energy. This behavior
is expected from theories of radio emission and was observed by other experiments
as discussed in Ch. 4.
We can estimate the energy resolution of the radio energy measurement by comput-
ing the relative differences (ECR−ERD)/ECR between the energy ERD predicted by
the calibration equation and the energy ECR measured by SD. The resulting distri-
bution is depicted in Fig. 12.5 (right). The standard deviation of the distribution
indicates the energy resolution of the radio energy reconstruction of 26%. The dis-
tribution includes the energy resolution of the surface detector which is better than
17% for the Infill array in the accessed energy range [189]. Subtracting the energy
resolution of the Infill array yields
σERD =
√
26%2 − 17%2 = 19.7%. (12.5)
1The procedure of the energy calibration is described in detail in the next section.
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Figure 12.5: Energy calibration of the radio energy estimator 110 with the cosmic
ray energy measured by the Auger surface detector. The parameters of the fitted
power law (black line) are denoted in the box. Uncertainties on the SD energy are
given by the standard SD reconstruction [189]. The histogram indicates the relative
energy resolution for the given calibration.
We can thus estimate that the energy resolution σERD of the radio measurement
alone is about 20%.
In conclusion it can be stated that the achieved quality of the radio energy recon-
struction is about to become competitive to established detection techniques. With
the commissioning of AERA phase 2, the instrumented area was recently increased
by about a factor of 15. The resulting advance in statistics and energy range will
certainly push the prospects of cosmic ray radio detection in the next years.
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13. Summary
With the Auger Engineering Radio Array, radio technique for the detection of high-
energy cosmic rays is being probed for applications in large scale future cosmic ray
detectors. The success of this technique will be judged by its capabilities to measure
the primary parameters of cosmic rays such as arrival direction, energy and com-
position. The precision of these measurements depends on the calibration of the
detector response, in particular the antenna response and on the definition of suit-
able estimators for the cosmic ray parameters.
The work performed within this thesis includes major contributions to the R&D of
MHz antennas as well as to the construction and commissioning of the first AERA
setup with 24 radio stations. Furthermore, we developed and applied novel meth-
ods for the in situ calibration of MHz radio antennas of cosmic ray radio detectors.
Based on calibrated measurements of the AERA radio stations we developed an es-
timator for the cosmic ray energy and determined the cosmic ray energy resolution
with AERA.
A fundamental ingredient for the radio detection of cosmic rays are antennas which
are optimized for the detection of radio emission from air showers and adapted to
the environment of the experiment. AERA’s sensors to the radio emission are the
SBS logarithmic-periodic dipole antenna and the Butterfly bow-tie antenna. Im-
portant contributions to the development and optimization of these antennas have
been delivered within the scope of this thesis. By means of antenna measurements,
we evaluated the electrical properties and monitored the production quality of all
antennas currently deployed at AERA. We have successfully adapted the Butterfly
antenna to the harsh environmental conditions at AERA by redesigning the mech-
anical structure and conducting extensive testing in a wind tunnel. Both antenna
types have performed flawless over years of operation at AERA.
Reconstruction of the vectorial electric field emitted by air showers requires know-
ledge of the directional and frequency dependent antenna response including the
dispersion effects within the antenna structure and preferably the influence of the
environment on the antenna characteristics.
Within this thesis we have developed novel methods to access the entity of these in-
formation by measuring the vector effective length of MHz radio antennas directly at
the site of the experiment. We have presented measurement setups which are based
on a calibrated signal source placed in the far field region of the antenna under test
by either a balloon or a flying drone.
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We have successfully applied the balloon setup to perform a calibration of the SBS
antenna. The calibration represents the first directional measurement of the antenna
response including signal dispersion effects for the AERA detector. In a comparison
with corresponding simulations we found a remarkable agreement of the zenith side-
lobe pattern of the vector effective length. The mean deviation between measurement
and simulation is 5% on average over the entire frequency and zenith range.
The octocopter setup was used to conduct a measurement of the vector effective
length of the Butterfly antenna station at AERA. The measurements indicated that
an azimuthal asymmetry of the antenna response is introduced by the presence of
the AERA station components. A corresponding simulation model of the Butterfly
station which includes the influence of the station components was developed in the
scope of this thesis and is currently used for the radio reconstruction at AERA.
From the experience gained with the calibration measurements at AERA, a modified
octocopter setup was developed to overcome limitations in the measurement accur-
acy at small zenith angles. First measurements with the modified setup demon-
strated superior precision. Further calibration campaigns at AERA are currently
under preparation and will build on our extensive R&D of calibration techniques.
Measurements of the primary cosmic ray energies using radio detectors appear to be
a challenging task as the observed total radio emission evolves from a superposition
of different radio emission mechanisms which exhibit individual dependencies on the
geometry of the air shower.
In a first step we have identified the dominant emission mechanisms in a set of high-
quality cosmic ray induced radio events by probing the polarization of the emitted
electric field. For this purpose, we exploited theories of radio emission in the form of
two emission models describing the polarization of cosmic ray radio data, the pure
geomagnetic model and a combined model which includes the superposition of a
charge excess component.
By comparison of the measured polarization vector of the electric field and the pre-
diction of the emission models we confirmed the dominant role of the geomagnetic
emission. Moreover, we found that the combined model yields a significantly better
description of the polarization in AERA cosmic ray events which confirms the ex-
istence of a sub-dominant charge excess emission component. A remarkably small
mean angular deviation between the measured polarization and the prediction of the
combined model of 5.5◦ was observed. Furthermore, we found that the charge excess
component contributes with a relative strength of 18% to the total radio emission
which supports previous polarization studies at AERA.
Having identified the dominant and sub-dominant emission mechanisms we were
able to define a corrected radio signal amplitude which considers the interplay of
both emission mechanisms at each individual radio station. We modeled the lateral
distribution of the corrected signal amplitude by an exponential falloff to obtain a
unified radio energy estimator at an optimal lateral distance from the shower axis.
The optimal distance of 110 m was determined to yield the best energy resolution
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in the subsequent energy calibration.
We finally performed a calibration of our energy estimator with the corresponding
energy measurement of the Auger surface detector. The obtained correlation indic-
ates a linear dependency of the radio signal amplitude with the cosmic ray energy,
which is compatible with theories of radio emission and radio energy measurements
of other radio detectors. With our method, we achieved a relative energy resolution
of 26% for the radio measurement of the cosmic ray energy, including the energy
resolution of the surface detector. Using preliminary studies of the energy resolution
of the surface detector of 17% implies that the cosmic ray energy resolution of the
radio measurement alone amounts to 20%.
Further improvement can be expected by the rapidly growing statistics of cosmic
ray radio data due to the recent commissioning of 100 radio stations extending the
instrumented area of AERA by a factor of 15 to 6 km2.
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A. Appendix
A.1 Antenna Input Impedance of the SBS An-
tenna
Figure A.1: Smith chart of the measured complex antenna input impedance of the
SBS antenna obtained by a reflection measurement. The frequency is color coded.
The center is normalized to the pure resistive source impedance of 50 Ω. For the
interpretation of Smith chart diagrams refer to e.g. [193]
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A.2 Antenna Input Impedance of the Butterfly
Antenna
Figure A.2: Smith chart of the measured complex antenna input impedance of the
Butterfly antenna obtained by a reflection measurement. The frequency is color
coded. The center is normalized to the pure resistive source impedance of 50 Ω. For
the interpretation of Smith chart diagrams refer to e.g. [193]
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A.3 Manufacturer Calibration of the Transmit-
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Figure A.3: Manufacturer calibration of the biconical (left) and small biconical
(right) transmitting antennas used for the antenna calibration measurements. Sys-
tematic calibration uncertainties of 0.7 dB (left) and 1.0 dB (right) as given by the
manufacturer are denoted as errorbars. The red dashed lines show spline interpola-
tions.
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A.4 Group Delay of the AERA phase 2 Station
in North Direction
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Figure A.4: Group delay of the AERA phase 2 station measured in the north direc-
tion for θ = 45◦ and θ = 60◦ as a function of the frequency. The shown curves are the
average of measurements in a zenith bin of ±2.5◦ around the denoted zenith angle.
The thin lines indicate the standard deviation of data in this interval. The gray
band indicates the systematic uncertainties resulting from the position uncertainty
of the octocopter (see. Ch. 9.4.2).
A.5 List of Radio Events of the Golden Dataset
Number Radio Run Id Radio Event Id
1 2161 1228094
2 2162 66963
3 2162 432988
4 2162 3577029
5 2169 283437
6 200200 178857
7 200207 2404336
8 200207 3001396
9 200216 210413
10 200259 78544
11 200266 1076751
12 200270 915194
13 200270 946864
14 200270 995888
15 200270 1623268
16 200277 253774
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17 200277 554064
18 200279 1052125
19 200282 663394
20 200282 768615
21 200283 9466377
22 200284 3999806
23 200285 1741117
24 200285 2818596
25 100122 30272
26 100155 85842
27 100155 86566
28 100189 9559
29 100189 111914
30 100189 218106
31 100189 327770
32 100189 347978
33 100189 400454
34 100190 48861
35 100192 45932
36 100192 271987
37 100192 340134
38 100192 365777
39 100192 486607
40 100194 81019
41 100194 242772
42 100196 4981
43 100198 794948
44 100223 94080
45 100220 65340
46 100231 189815
47 100231 904692
Table A.5: AERA radio events included in the selection
of the golden dataset for polarization analysis and energy
calibration.
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A.6 Calculation of the Charge Excess Vector
Figure A.6: Sketch illustrating the calculation of the charge excess vector.
The charge excess vector ~ce is the vector pointing from the position of the observer
perpendicular to the shower axis (cf. Fig. A.6). It is equal to the difference of the
position vector ~obs of the observer and the position vector of the intercept point ~icp
on the shower axis.
~ce = ~icp− ~obs (A.7)
The position vector of the intercept point is obtained by the projection of the dif-
ference vector of the observer ~obs and the shower core ~sc onto the shower axis ~sa
~icp =
(( ~obs− ~sc) · ~sa)
| ~sa|2 · ~sa = ((
~obs− ~sc) · ~esa) · ~esa (A.8)
The unity vector ~esa of the shower axis is given by the azimuth and zenith angle of
the SD directional reconstruction after a transformation into cartesian coordinates.
The unity charge excess vector as used in the radio emission models is
~eCE =
~ce
|~ce| (A.9)
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