Spatio-temporal variation of hydrological processes that have a strong lagged autocorrelation (memory), such as soil moisture, snow accumulation and the antecedent hydro-climatic conditions, significantly impact the peaks of flood waves. Ignoring these memory processes leads to biased estimates of floods and high river levels that are sensitive to the occurrence of these compounding hydro-meteorological processes. Here, we investigate the role of memory in hydrological and meteorological systems at different temporal scales for the Rhine basin. We simulate the hydrological regime of the Rhine river basin using a distributed hydrological model (SPHY) forced with 1950-2000 atmospheric conditions from an ensemble simulation with a high resolution (0.11 • /12 km) regional climate model (RACMO2). The findings show that meltwater from antecedent anomalous snowfall results in a time shift of the discharge peak. Soil moisture modulates the rainfall-runoff relationship and generates a strong runoff response at high soil moisture levels and buffers the generation of runoff peaks at low levels. Additionally, our results show that meteorological autocorrelation (manifesting itself by the occurrence of clustered precipitation events) has a strong impact on the magnitude of peak discharge. Removing meteorological autocorrelation at time scales longer than five days reduces peak discharge by 80% relative to the reference climate. At time scales longer than 30 days this meteorological autocorrelation loses its significant role in generating high discharge levels.
Introduction
In many natural systems memory effects play a prominent role. Although the memory of atmospheric processes generally does not entail more than a few days [1] [2] [3] [4] , atmospheric autocorrelation is propagated to the slow hydrological storage reservoirs such as soil moisture (hereafter referred to as SM), snow pack, glaciers, groundwater and riverine storage [5, 6] . Hydrologic processes with longer time scales "remember" past atmospheric anomalies and their effects are reflected in subsequent events or periods. For instance, a storm event may persist within the soil columns for a long time even after the external forcing has ceased. Similarly, accumulation of heavy snowfall may persist for a long time ultimately affecting the hydrological regime of a region.
Hydrological systems are governed by processes with memory at different time scales [7] . Examples are evaporation [8, 9] , ground water [10, 11] , SM [1, 12] , snow dynamics [13] [14] [15] and riverine storage [6] having memory of days to up to several years. Similarly, the long term persistence-or 'Hurst phenomenon'-has triggered many studies supporting engineering applications such as design discharge for hydraulic infrastructure [16] , lake inflows [17] , river inflows [18] , the regional hydrological cycle [19] , floods [20] and droughts [21] . Predictability studies have addressed SM memory effects [22] [23] [24] , ground water memory [10, 11, 25, 26] and snow memory [15, 27, 28] .
In reality, many phenomena act simultaneously, and their compound occurrence is highly influential in determining the final state of the system [29] . For instance, persistence in SM may lead to a drought during warm periods [1, 30] but can similarly increase the likelihood of severe floods during cold periods [31, 32] . Likewise, snowfall from a prior season can strongly modulate subsequent stream flow.
The co-occurrence of hydro-climatic extremes may propagate disproportionally to extreme hydrological events. For instance, the co-occurrence of heavy precipitation with heavy snowmelt, high SM or high groundwater levels can lead to extreme discharge. This compounding nature of extreme events may be crucial to understand the background of extreme hydrological events [33] [34] [35] [36] [37] . Hydrometeorological compound events (CEs) are increasingly receiving scientific attention [29, 38, 39] . This study primarily focuses on compound hydrometeorological events and their intensification by the memory of hydrological processes. For Dutch coastal areas, several studies describe CEs for storm surges in combination with wind [34] , precipitation [33, 34, 38, 40, 41] and discharge [35, 42] . These studies confirm a clear correlation structure among the compound occurrence of storm surges and discharge (precipitation). Further, they share some shortcomings emanating from using limited observation records, reanalysis products or model simulations, and/or focusing on a limited dynamic range of the lagged signals contributing to the CEs [33] [34] [35] 40, 41] . Moreover, these studies focused on a predefined timescale without explicitly exploring the role of process memory in the governing hydrometeorological systems. In a large river basin like the Rhine, where basin SM and snow storage in the Alps and upper Rhine play an important role in determining the flow regime, extreme antecedent rainfall or snowfall can contribute to elevated risk of high discharge, leading to coastal or fluvial flooding. A significant part of the precipitation during the winter months (DJF) is temporarily stored as snow in the upper/alpine part of the Rhine [42, 43] . The stored snow releases the meltwater with a certain time delay [44] , and contributes annually around 34% to the discharge at Lobith [45] . The co-occurrence of snowmelt either with a persistent single low depression or sequence of low depressions extending over multiple weeks can result in high discharge volumes [46] . Extreme rainfall on frozen or saturated soil can also generate extreme floods in the Rhine [47] . In addition, high discharge of the Rhine at Lobith requires a series of moisture laden low pressure depressions passing over the basin [48, 49] . The most destructive floods in Netherlands in 1926 (heavy rainfall episodes leading to dike breach), 1993 (heavy rainfall episodes on saturated soil), and 1995 (rain on frozen soil) are examples of CEs. A good understanding of the memory processes and their nonlinear interaction with extremes is required to correctly estimate risk imposed by these CEs.
A deeper analysis for such CEs requires a consistent long spatial-temporal dataset for soil moisture, snowfall and snowmelt. There are no such datasets available for historical periods. It is a challenging task to analyze the CEs from a limited observed record [33] . Several studies have shown that long and realistic simulations of hydrodynamic processes and events can bypass the limitation posed by the limited observation record and improve the accuracy of estimation of the statistical properties of compound extreme events [33, 34, 41] . However, the climate data requires downscaling and bias correction of precipitation and temperature fields before it could be used for the hydrological impact studies [50] [51] [52] .
In this study we synthesize to what extent memory within hydro-meteorological systems affects the generation of extreme discharge. We particularly investigate memory effects at monthly to seasonal timescales. To achieve this, first, we explore the role of meteorological autocorrelation by perturbing the time-correlation of the meteorological time series used as forcing for streamflow simulations by a hydrological and hydraulic model system. Next, we investigate the role of snow and SM memory in the hydrological regime of the Rhine. Finally, we analyze the role of memory in the hydro-meteorological system that leads to intensification of the hydrological extremes.
Study Area
The Rhine basin covers an area of 185,000 km 2 and runs over 1320 km from its source in the Alps to the North Sea. The largest fraction of the basin (about 2/3 rd ) is located in Germany, amongst the nine countries through which the Rhine flows ( Figure 1 ). Along its course, the Rhine collects water from major tributaries like the Aare, Neckar, Main and Moselle. The mean annual precipitation across the Rhine basin varies from about 500 (Rhine valley) to 2000 mm (Alpine region), and the mean annual discharge at Lobith is about 2200 m 3 s −1 . During summer the streamflow for the upper part of Rhine at Basel is dominated by snowmelt and rainfall-runoff from the Alps [53] . However, for the lower parts at Lobith, the Netherlands, streamflow is dominated by rainfall resulting in streamflow peaks during winter. The annual mean hydrograph shows a change of the discharge peak from summer to winter when descending from the upper Rhine at Basel down to the lower Rhine at Lobith [47, 54] . The annual mean contribution of snowmelt to total streamflow at Lobith is around 34% [45] , while discharge from the area upstream of Basel consists of snowmelt for almost 50% [55] . The travel time of the flood wave between Basel and Lobith is around five days [56] . Downstream of Lobith, the Netherlands is protected by numerous dikes measuring a total length about 22,000 km. The highest discharge ever recorded in the Rhine at Lobith is about 12,000 m 3 s −1 during the floods of January 1926, which was primarily caused by multi-day episodes of rainfall after a period of moderate rain filling up the SM reservoir, in combination with melting of snow stored over the previous winter. Similarly, in December 1993 a flooding was caused by an extreme 10-day rainfall sum on saturated soil. In January 1995 an anomalous high temperature episode following a cold spell caused a coincidence of precipitation falling as rain on frozen soil and melting of snow leading to a strong discharge peak. Current protection levels for flood infrastructure in the Netherlands are designed to withstand a flood event of a strength that has a recurrence time of 1250 years [57] . This leads to a so-called "design discharge" of 16,000 m 3 s −1 . Discussions to increase this level to higher discharge volumes, to account for changing climate and socio-economic conditions, are ongoing.
Data, Model and Methods

Data
In this study we used daily output from a 16-member ensemble of climate model simulations with the Global Climate Model (GCM) EC-Earth for the period 1951-2000 [58] . The 12 km resolution Regional Climate Model (RCM) RACMO2 was used to dynamically downscale the GCM ensemble [59] . E-OBS v14 daily gridded precipitation data at 0.25 • resolution were used for the bias correction of outputs from the RCM [60] . Daily temperatures were adjusted to local topography using a vertical lapse rate of −6.5 • C km −1 . The downscaled data were used as input for the hydrological model.
Hydrological Model
In this study we used the Spatial Processes in Hydrology (SPHY) hydrological model [61] . SPHY is a conceptual, spatially distributed (raster-based) "leaky-bucket" type model. The model integrates dominant hydrological processes like (i) rainfall-runoff; (ii) lake/reservoir outflow, (iii) cryospheric processes (snow, ice, glaciers) (iv) evapotranspiration and (v) soil hydrological processes. SPHY requires input data as fixed state and dynamic variables. Digital Elevation Model (DEM), land use type, glacier cover, reservoirs and soil characteristics are the relevant fixed state variables. The main dynamic variables are metrological data such as precipitation and temperature (maximum, minimum and average). The model contains sub-grid variability (e.g., cells can be glacier-free or partially to fully covered with glaciers) and melt generation is based on the widely used degree-day melt modeling approach [62] . The snow storage at each time step is updated with snow accumulation and/or snowmelt. Precipitation is segregated in the form of rain or snow, depending on the temperature. Precipitation can be intercepted by canopy and in part or in whole evaporated. The reference evapotranspiration is calculated using the modified Hargreaves method [63] . A fraction of the liquid precipitation contributes to the surface runoff, whereas the remainder infiltrates into the soil. The resulting soil moisture, depending on the soil properties and fractional vegetation cover, is available for the evapotranspiration, while the remainder contributes in the long-term to river discharge by means of lateral flow from the first soil layer, and base flow from the groundwater reservoir. Glacier ice melt contributes to the river discharge by means of a slow and fast component, being (i) percolation to the groundwater reservoir that eventually becomes base flow, and (ii) direct runoff. The cell specific sum from surface runoff, lateral flow, base flow, snowmelt and glacier melt is further routed. It is coupled to the PCRaster Global Water Balance model (PCR-GLOWB2) kinematic wave routing scheme to represent the hydrodynamic processes in the basin [64] . SPHY is calibrated and validated against observed daily discharge, obtained from the Global Runoff Data Centre, at seven locations ( Figure 1 ) along the Rhine for the period of 1989-2000 [65] . The model is calibrated for the time period 1989-1995 and validated for 1996-2000. The calibration was done sequentially for five independent upstream locations and subsequently for the two downstream locations Andernach and Lobith. We used the mean square error (MSE) as the objective function and maximum likelihood estimation (MLE) to calibrate the model parameters [35] . The generated daily specific fluxes from SPHY for each grid cell are then routed through the river network using the simple kinematic wave scheme from PCR-GLOBWB 2 model (hereafter referred to as 'routing model'). The routing model is calibrated for the Manning's n value using the observed discharge.
Snow Memory Effects
To investigate the effects of snow memory on the hydrological regime of the Rhine, we used a conditional sampling approach. From the 16 ensemble simulations we sampled hydrological years with above average and below average snowfall in separate bins, and assessed the discharge characteristics for the two sets of years. To account for snow accumulation and ablation the hydrological year runs from October until September in the next year.
Soil Moisture Memory Effects
Conditional sampling was also applied to study the impact of SM memory effects. The SM calculated is only confined to the top rootzone layer. The rootzone layer, a calibration parameter in SPHY model, varies from 50 (Alpine parts) to 500 mm (lower valley) along the basin. We used the fraction of actual water stored in the top rootzone layer and the potential capacity of rootzone layer to calculate the dimensionless SM. Winter and summer months which are preceded by a 10-day precipitation sum exceeding the long-term 95% percentile value are separately stored and analyzed. This selection reflects anomalously high initial SM values that limit the soil infiltration capacity for subsequent rainfall events.
The interaction of PPT in combination with SM on discharge was assessed based on the multi-conditional sampling method. First, two groups of PPT samples, high (HPPT) and low (LPPT), were separated by above and below median 10-day cumulative PPT values. Then from each of PPT groups two sub groups, climatological and anomalously low (<10% quantile, LSM) and high (>90% quantile, HSM) initial (beginning of 10 day) SM, were segregated. We thus created four groups of 10-day samples, namely LPPT_LSM (low precipitation and low SM), LPPT_HSM (low precipitation and high SM), HPPT_LSM (high precipitation and low SM) and HPPT_HSM (high precipitation and high SM). Finally, we compared the discharge characteristics in each of these samples and evaluated the effect of antecedent SM conditions on discharge. While analyzing the data it was ensured that the SM and discharges were segregated at the beginning and end of the 10 days period of each event respectively.
Meteorological Autocorrelation
Meteorological autocorrelation results from the occurrence of clustered rainfall events, e.g., series of low depressions passing the Rhine basin. We tested the sensitivity of the occurrence of peak discharge in the Rhine basin to the length of the autocorrelation time scale of the sequence of daily weather events. The evaluation was carried out by removing autocorrelation at chosen time scales by reconstructing the meteorological time series using a randomized selection from the 800 years of model data. In this reconstruction, precipitation and temperature fields were selected jointly without replacement, retaining consistency between these meteorological variables, and the structure of the spatial patterns [66, 67] . This is analogous to a non-parametric resampling weather generation method. The reshuffling procedure does preserve the probability density distribution of the original time series.
The shuffling was applied using five different time scales. All autocorrelation exceeding a daily time scale was removed by randomly resampling daily meteorological fields. Autocorrelation at the five-day time scale is retained by resampling five-day blocks of meteorological fields, thereby removing all autocorrelation beyond a five-day time scale. Similar procedures were applied to time scales of 10, 30 and 180 days. Figure 2 illustrates the procedure. These sets of weather sequences serve as input forcing for SPHY and the routing model.
Finally, in a set of specific case studies, we analyzed a number of synoptic meteorological patterns leading up to an extreme hydrological event. We selected two synoptic meteorological patterns that lead to the generation of extreme discharge, one for the original and one for the shuffled simulations using one-day selection blocks. The comparison of these anecdotal situations provides insight in the role of memory in the meteorological systems for the generation of extreme discharge. We investigated the climatology and anomaly of mean sea level pressure (SLP), wind speed, precipitation, rainfall, SM and temperature corresponding to the extreme discharge for each of the two cases. We also investigated the role of compounding snow, rain and SM to generate the extreme discharge. Figure 2 . The resampling technique used in the study. 'd' stands for the calendar day, 'y' stand for the year and 'M' stands for the ensemble member number. The color designates the sequences of days kept together as per the block and data from the same ensemble member is used. For instance, in the block of five days, the five days memory is preserved both in temperature and precipitation.
The block containing day one (d001) to day five (d005) has been taken from a given ensemble member (16) . For the subsequent five day block (d006-d010) another ensemble member (01) is randomly chosen.
Results and Discussion
Performance of the Hydrological Model
We assessed the performance of the hydrological and routing model in two steps. First the daily flow at Lobith was compared to observations. Next, the temporal characteristics of the flood wave were assessed to check the ability of the model to generate realistic peak discharge features.
Daily Flows
First, we compared the simulated discharge at Lobith to the observed time series separately for the calibration and validation period as shown in Table 1 [65] . During the calibration period, the model simulates the observed discharge values fairly well, with an overall bias and Nash Sutcliffe Efficiency (NSE) of 3.3% and 0.78, respectively [68] . The 95 th quantile of discharge is overestimated on average by 4.5%, which is acceptable given the fact that the timing during these events is essential to obtain a good performance score (Figure 3) . The validation of the model shows similar performance. 
Flood Wave Timings
To assess the performance of the hydrological and routing model, the calibrated SPHY and routing models were forced with E-OBS daily precipitation and temperature data for the period 1951-2000. We evaluated the amplitude, timing and duration of extreme discharge events by using a simplified threshold approach to identify discharge waves [35] . A discharge (or flood wave) event is defined as a series of consecutive days (minimum of two days) with daily discharge exceeding the 95 th quantile of the discharge. The length of each flood wave (in days) is calculated as the time difference between the onset (flow exceeds the threshold) and offset (flow falls below the threshold). Following this segregation method, we found 116 flood waves, on average just over two flood waves per year. The direct comparison of the timings for peak discharge (Figure 3b) shows that most of the simulated discharge waves reach the outlet at the same time as the observed discharge waves. Almost 80% of the flood waves reach the outlet within ±1 day. Furthermore, the ratio between modelled and observed mean discharge is close to 1, suggesting that the wave volumes are estimated fairly well. Figure 4a shows the effect of separating the snowfall events in low and high values on peak discharge. The years with above average snowfall tend to produce higher peak discharge than years with below average snowfall. Longer return periods are dominated by the years with above average snowfall, and similarly below average snowfall corresponds to shorter return periods (Figure 4b ). The ratio between the cumulative number of points below average and total show an exponential decay with increasing return time, confirming that higher discharges are dominated by above average snowfall years. The seasonality of the snowfall and melting process play significant roles for the extent and seasonality of discharge extremes [69] . Figure 5 shows that years with above average snowfall have high discharge for January and February. The peak discharge regime is prolonged compared to years with below average snowfall. Snow accumulated in December in combination with fresh snow in January and February leads to this regime shift. 
Snow Memory Effects
Soil Moisture Memory Effects
In summer, SM content is generally low. This gives a high infiltration capacity of the basin resulting in low to medium discharge response to extreme precipitation (Figure 6a ). High SM is a default state in winter, which generates a stronger discharge response to precipitation (Figure 6b ). The above analysis shows the effect of seasonal variation of SM on discharge, but significant variability in the SM-discharge-precipitation interaction prevails. To explore this interaction further, we applied a conditional sampling approach. Figure 7 shows that low precipitation on low initial SM results in the generation of low discharge values. The left two low precipitation (grey box plots within the red and blue partition) samples show the similar distribution implying that the discharges are solely driven by the SM conditions rather than the precipitation. The same applies for the right-hand side two high precipitation samples (grey box plots within the black and green partition). For both low and high precipitation values the effect of initial SM is evident: low SM values reduce the discharge volume strongly. Low precipitation on high SM results in higher discharge scenarios than high precipitation on low SM. SM controls the overland flow processes and is non-linearly related to the rainfall-runoff response [70, 71] . High SM limits vertical infiltration in the soil, and precipitation will be routed towards saturation excess runoff triggering overland flow [72] . The results from this study are in line with the studies describing the antecedent SM controls on rainfall-runoff response [73] [74] [75] . 
Meteorological Autocorrelation
Importance of Autocorrelation
The role of autocorrelation between meteorological events is shown in Figure 8 and Table 2 , demonstrating the significance of meteorological memory for extreme hydrological events. Removing the memory in the meteorological system (shuffled time series using a one-day block; red line) reduces the slope of generalized extreme value (GEV) annual maximum discharge distribution down to 45% of the original non-shuffled simulation (black line), e.g., the associated peak discharge becomes 45% lower.
Removing all correlation at length scales exceeding a single day leads to a GEV slope that is more than 50% lower than the original ( Table 2 ). This shows that high discharge peaks originate from multi-day precipitation events, generated by synoptic systems that generate rainfall for a subsequent period of time. Indeed, preserving the meteorological memory for five days retains almost 80% of the original GEV slope. This is a time scale that can be associated with large low pressure systems that are slowly moving over the basin. Virtually all peak discharge events are well reproduced when autocorrelation at the monthly timescale is retained. Shuffling the data with half-yearly blocks increases the GEV slope slightly, but primarily by generating lower discharge at low return periods (see Figure 8) . Differences in the model runs are mainly due to the other memory processes in the hydrological system such as snowfall, SM, and snowmelt.
The monotonic decrease in maximum discharge with incremental reductions in the block length shows a relatively large step (from 0.78 to 0.46) timescales of one and five days ( Table 2 ). This implies that most of the memory in the meteorological system in the Rhine basin is present at time scales around five days. This includes the possibility of high discharge events affected by sequences of storms. Memory characteristics at longer time scales can also include effects of accumulating snow, SM and groundwater processes. Particularly the difference between retaining 10-day or 30-day memory is related to snow processes. At this timescale, snow in the higher Alpine areas of the Rhine can be stored. At the half-yearly time scale the seasonal cycle of snow accumulation and ablation, and the dynamics of SM storage, become prominent. 
Case Studies
For a number of hydrological extreme events we analyzed the synoptic meteorological patterns leading up to these events, and how the events develop in time. Following earlier studies exploring the relation between peak discharge from the Rhine and the precipitation time scale [33, 34, 76, 77] , we analyzed the meteorological situation for the 10-day period preceding an extreme discharge event. Anomalous circulation characteristics and associated land surface fields were evaluated for extreme discharge events, both for the original and for the shuffled (one-day block) simulations. The comparison of these anecdotical situations was carried out for the most extreme events in these two simulations.
Floods occurring during the winter half of the year in the western part of Europe are primarily due to zonal westerly circulation systems [78] . Synoptically the most extreme event in the standard simulation is characterized by a strong low-pressure system moving from Iceland to the Scandinavian region [33] . The persistent low pressure over the Iceland region results in development of strong westerly winds. These are characterized by humid Atlantic moisture conditions and transport moisture towards the Alps (Figure 9a ). The climatological flow of the period in which this event took place has a more south westerly direction resulting in less rainfall than during the event (Figure 9b ). The patches of high precipitation in the upper Rhine and Alpine regions are aligned with the N-S orientation of the Black forest and Vosges mountain range (Figure 9c ). The moisture laden westerlies result in topographically induced rainfall and snowfall in the mountainous region of the Black forest and Alps (Figure 9d,e ). In the shuffled simulations the circulation anomalies for the most extreme event are much less pronounced than in the control simulation (Figure 10a ). The south westerly winds are aligned parallel to the mountain ranges and result in less precipitation than the winds in the control simulation that are aligned nearly perpendicular to the mountains. The rainfall anomalies are positive mainly in the middle Rhine, Cochem and Main catchments (Figure 10d ). Conversely, there are no significant differences in snowfall and snow melt anomalies in the region. The temperature evolution 10 days prior to the event reveals that most of the region is cold (below 0 • C) for multiple days early in that period ( Figure S1a ), thus resulting in precipitation falling as snow (Figure 9g ). The precipitation event, mainly characterized by the sequence of moderate rainfall episodes, continued for about six days prior to the extreme discharge event. Accumulated snowfall at T-10 to T-8 served as a source of snow melt later in the period, when temperatures reached values above 0 • C. Snowmelt thus occurred jointly with snow/rain and contributed to the peak discharge ( Figure  S1b ). In some areas (mainly higher alpine regions and the Neckar region) low temperatures prevailed during the entire 10 day period thus triggering rain on snow processes. A saturated antecedent SM state, which is normal in this time of the year ( Figure S3 ) aggravated the magnitude of the discharge generating processes [69, 79, 80] . Therefore, the coincidence of persistent meteorological patterns resulting in multiple episodes of rainfall events, warmer temperature activating snow melt, high antecedent SM in combination with rain on snow processes, and preceded by several days of snowfall together resulted in an extreme discharge event.
Contrary to the extreme discharge generation mechanism from the control simulation, shuffled simulations show a different magnitude and different types of discharge generation processes ( Figure 10 ). The striking difference in magnitude of the discharge peak is notable (Figure 10g ). The complete removal of memory from precipitation resulted in the reduction of the discharge peak by nearly 50%. The precipitation is mostly in the form of rain except for six days prior to the peak discharge event, consistent with the evolution of the region's temperature ( Figure S2) . The lower and middle part of the Rhine experience cold temperatures and this results in the accumulation of snowfall. The temperature throughout the basin is found to be above zero except one day before the discharge event. The event is solely dominated by rainfall-runoff mechanism. The rainfall event stretching for multiple days in combination with the saturated antecedent SM ( Figure S4) generates the peak discharge. The snow memory effect hardly plays a role in this event.
Discussion and Conclusions
Though this study overcomes the limitations posed on the past studies for instance limited observation records, reanalysis products or model simulations, and/or focusing on a limited dynamic range of the lagged signals contributing to the CEs, it still has a number of potential caveats. First, the analysis is based on the cascade of meteorological, hydrological and routing models, which all are imperfect and biased. Downscaling of GCM simulations may impart the extreme meteorological signal [81] [82] [83] . The choice of routing scheme has a considerable influence on the timing of simulated river discharge and its peak values [84] [85] [86] . Furthermore, the limitations in the hydrological model structure and hydraulic model to correctly simulate the timing and magnitude of flood waves add to the uncertainty from downscaling of climate data [87] [88] [89] [90] .
The meteorological shuffling represents a combination of, and interaction between, memory from the meteorological and hydrological systems. To exclusively isolate the contribution of hydrological memory from the meteorological memory a random SM or snow storage state could be considered at each time step of the model run. This ensures that any system memory in the hydrological system is removed, and remaining memory is resulting from the meteorological autocorrelation. The riverine memory, for instance off-channel, canals, lakes and reservoir storages of the hydrological systems, are not modeled in this study. Though the ground water interacts and modulates with the SM and base flow, the explicit contribution to the peak generation is not assessed. The ground water memory [1, 10, 11, 91] , a contributing memory component for the generation of extreme flood in Rhine [92] , is not directly attributed here. Further, the SM calculations are only limited to the top rootzone layer and it lacks the effects of progressively deeper SM memory processes.
The most extreme discharge in the control simulations (representative for a return period of once in 800 years) at Lobith is around 26,000 m 3 s −1 which is around 50% higher than the current design discharge of 18,000 m 3 s −1 (for a return period of once in 1250 years) [49] . This high estimate can be partly attributed to biases in EOBS, calibration of the hydrological and hydraulic model and the atmospheric models used in the study. However, the high estimate could also be the result of an unprecedented extreme event that has not been realized in the limited observational records and cannot be estimated by extrapolation of the observational record. The use of a large ensemble overcomes this limitation posed by the short-term observations and therefore the possibility of occurrence of such an extreme event cannot be neglected. Additionally, the systematic biases are not expected to have a large impact on the correlation structures of the processes and events studied here.
The findings confirm that the years with annual snowfall above average tend to generate anomalous high discharge. The snow accumulated in the basin serves as an additional source of meltwater for the discharge resulting in a significant shift of the discharge peak. A strong asymmetric rainfall-runoff response is triggered by the sensitivity to the initial SM state. Additionally, our results show that meteorological autocorrelation has a strong impact on the magnitude of peak discharge. The higher discharge peaks tend to level off (flatter slopes) in the hypothetical and shuffled weather scenarios where all the correlations in the meteorology are removed. The shuffling randomizes the sequence of the weather events, and thus deletes the memory of the meteorological system. A monotonic increment in extreme discharges with longer memory time scales is found. The results highlight that removing any meteorological autocorrelation occurring at time scales longer than five days reduces peak discharge by 80% relative to the control simulations. Autocorrelation at time scales longer than 30 days plays a minor role. Most memory in the meteorological system in the Rhine basin is found at time scales around five days. Furthermore, we show how hydrological memory from snow accumulation and SM complements the generation of extreme discharges. These findings are relevant when exploring the effect of extreme discharge events that are caused by a compound occurrence of drivers. The time scales identified do diagnose the time scale at which compounding drivers need to be considered in order to contribute to a meaningful analysis of compound events. 
