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Abstract—An attempt will be made to present a coherent view of current ideas regarding the origin of the stripe
instability. Special emphasis will be put on the problem of how to combine the microscopic pictures, leaning on
spin–charge topological aspects, with the notion of frustrated phase separation. q 1998 Elsevier Science Ltd. All
rights reserved
1. INTRODUCTION
I have noticed that newcomers to the field of stripes [1]
seem to perceive an atmosphere of theoretical contro-
versy surrounding the issue of stripe microscopy. It is
actually so that there is a sense of growing consensus on
what is understood—self-evidently, much remains still
in the dark. The confusion finds its origin in the history of
the subject: stripes were several times (re)discovered
theoretically over the past 20 years from quite different
physical perspectives. It took a little time to realize that
these different pieces of physics in fact all matter.
I will present here a crude sketch of the main ideas,
ordered according to my personal view on this subject.
Stripes were found by Gunnarsson and me [2] to be a
generic classical instability of doped Mott–Hubbard
insulators, with classical in the sense of ‘‘integrating
out fermions around the classical saddlepoint’’—lingo
for Hartree–Fock. Although still of relevance, subse-
quent developments made clear that naive Hartree–
Fock does miss some essential pieces of cuprate physics.
I refer in the first place to the highly non-trivial role
played by quantum fluctuations (Section 2): the realiza-
tion by Prelovsˇek and coworkers [3, 4] that the stripe
instability emerges entirely from the soup of quantum
fluctuations, linking the phenomenon to spin–charge
separation; the very recent discovery by White and
Scalapino [5] that stripes can be made out of pairs of
holes, instead of single holes, suggesting interesting
relationships with superconductivity.
A theorem by Laughlin states that a complicated theory
which is right looses on the short term from a simple
theory which is wrong [6]. I perceive the statement that
stripes exist because there are short range attractive
interactions and long range repulsive interactions as a
theory of the second kind. It is even so that it can be
directly seen from the experiments that such a statement
does not make sense. This is different from claiming that
longer range interactions (neglected in Hubbard models)
do not exist. The frustrated phase separation mechanism
[7] hits full force at x . 1/8 where the stripes likely
become internally charge compressible (Section 3).
2. STRIPES AS HOLONS IN TWO DIMENSIONS
A first set of ideas emerged from microscopic calcula-
tions. They have in common that stripes can be looked at
as two-dimensional generalizations of the topological
excitations known from one-dimensional physics. One
can exercise the notion that the holons from one dimen-
sion do survive in two dimensions as long as they bind
into stripes [8]. However, this should be handled with
care: as the remainder will make clear, stripes have to be
an irreducible two-dimensional phenomenon which
cannot be simply thought of as N times one-dimensional
physics. I actually like to dream that stripes are about
nature teaching us how to properly generalize the mathe-
matical theory of one-dimensional physics to higher
dimensions. This theory is yet to be discovered, and all
we possess at the moment are some vague contours of the
real thing.
The lesson to be drawn from the early mean-field
calculations is that the problem of the doped Mott–
Hubbard insulator is on the semi-classical level a close
relative of the doped Peierls insulator. In the latter, the
doped holes bind to topological defects (domain walls) of
the density wave, forming the so-called Su–Schrieffer–
Heeger solitons [9]. Although the doped Mott–Hubbard
insulator is different (the antiferromagnetic is itself made
out of electrons and the order parameter is a vector), this
soliton mechanism was shown to survive in this context
[2, 10–14], with the longitudinal Ne´el order parameter
component taking the role of the phonon field of the SSH
problem. As was substantiated by Zaanen and Oles´ [15],
the stability of the charged domain walls is best under-
stood by first considering the hole motions perpendicular
to the walls. This is like a one-dimensional problem,
where the order parameter defect pulls out a ‘‘mid-gap’’
state from the Hubbard bands which is occupied by the
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carrier. This corresponds with a hole bound to an Ising-
like domain wall, in the sense that the staggered order
parameter changes sign upon passing the localized
charge, regardless of its overall orientation (‘‘classical
holon’’). In two dimensions, these holons can only
survive when they are ‘‘put on a row’’ to satisfy the
topological requirements of a two-dimensional Ne´el
order parameter. Remarkably, the energetics of at least
the filled wall (one hole/domain wall unit cell) is one-
dimensional-like in the sense that most of the energy is
gained by the motions of the holes perpendicular to the
wall. For instance, these Hartree–Fock walls are char-
acterized by an extremely soft transversal dynamics: as
long as the holons form a connected trajectory, the
energies associated with shape deformations of the
walls are barely detectable. In a sense, this is like ‘‘N
times one-dimensional physics’’. However, it is a speci-
alty of this particular type of stripe phase. The stripes of
relevance to cuprates are half-filled (one hole per two
domain wall unit cells), and as will be explained further in
the next section, in order to acquire special stability, a gap
has to develop in the mid-gap band itself [15, 16]. Since
the physics of a system of particles on a line is not
reducible to that of particles living on disconnected
points, these half-filled stripes are truly two-dimensional
objects.
Despite their meat-and-potato image, classical saddle-
points are very serious objects. Since the static stripe
phase is a classical vacuum (a Ne´el state and charge
density wave), there has to be a theory which is controlled
by this vacuum, and this theory has to have the structure
of Hartree–Fock: the quasiparticles can be integrated out
by letting them scatter against the order parameter
potential, and this zero-th order state can be adiabatically
continued to the true vacuum. The caviat is of course that
this theorem is only valid with regard to the appropriately
renormalized Hamiltonian. There is no a priori reason to
believe that simple Hubbard models can claim this status.
Nevertheless, it seems that Hubbard model Hartree–Fock
gives a correct and even quantitatively meaningful
description of the ground state of doped nickelates,
where the stripes were first observed [17, 18].
That it also can go wrong is vividly illustrated by the
more recent discovery of stripes in the t–J model. It is
easy to check that in terms of the bare spins and bare
holes, there is no stripe instability in the classical (S ! ‘)
limit of the t–J model. The t–J model has to do with the
large U limit of the Hubbard model, and it was early on
established [16] that stripes disappear on the mean-field
level when U becomes larger than twice the bandwidth.
The stripes of the t–J model are a genuine quantum order-
out-of-disorder phenomenon. Without quantum fluctua-
tions (S ! ‘) stripes do not exist, and one has to go far
beyond the Gaussian level (linear spin waves) to recover
the stripe instability. In fact, Prelovsek and coworkers,
who were the first to identify a tendency for stripe forma-
tion in the t–J model [3, 4], came up with a mechanism
linking it to the holons of one-dimensional physics.
In one dimension, spin–charge separation is a trivial
kinematical effect and it can be illustrated by a simple
strong coupling cartoon [19]. A bare hole can freely hop
in a S ¼ 1/2 spin system, and after a couple of hops the
hole has ‘‘decayed’’ into a Ising-like domain ‘‘wall’’
(better viewed as a Jordan–Wigner fermion; the spinon)
while the hole is surrounded by anti-parallel spins: the
hole is ‘‘bound’’ to a domain wall (Fig. 1). Although this
holon looks similar to the ‘‘classical holon’’ of the
Hartree–Fock solutions, it exists because of the deloca-
lization of charge which is not present in the semiclassical
theory. This kinematical effect is unavoidable in any
clean one-dimensional system and spin–charge separa-
tion is physical law. In two dimensions, the spinon and
holon are connected by a ‘‘magnetic string’’ of flipped
spins (Fig. 1): the energy grows linearly with the spinon–
holon separation because of the ferromagnetic bonds to
the spins neighboring the string. At least in the well
understood one-hole case, the short time dynamics is
spinon–holon like, but at low energies these confine to
form a hole—the well known Landauesque quasiparticle
[20].
Prelovsek and coworkers [3, 4] recognized that in the
many hole problem there is another possibility: holons do
survive but they condense in connected trajectories
corresponding with fluctuating stripes. The underlying
mechanism adds a completely new meaning to the
expression ‘‘electron correlations’’. Start out with a
stripe, viewed as a string of holons (Fig. 2). What happens
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Fig. 1. In one dimension, spin–charge separation finds its origin
in simple kinematics: a hole injected at the origin has trans-
formed after a couple of hops into a domain wall-like spin defect
(spinon) and a hole surrounded by antiparallel spins (holon). In
two dimensions (dashed arrows), the spinon and holon are con-
fined by the magnetic string potential: the spins are flipped along
the trajectory connecting the spinon and the holon, and the num-
ber of parallel spins grows proportionally with the distance
between the two.
when an individual holon hops to a neighboring lattice
site? The spin moves backward, but since the stripe is an
antiphase boundary, this spin ends up in a ‘‘right’’ spin
domain, not causing any ferromagnetic bond. A neigh-
boring holon can now move even more easily, and the net
result is that two kinks propagate away freely, connected
by a piece of stripe which is displaced by a lattice
constant (Fig. 2) [21]. Because all holons can hop, these
kinks will tend to proliferate, thereby delocalizing the
stripe as a whole. Hence, although the price is paid of a
reduced hopping configuration space, individual charges
can hop as if there is no antiferromagnetic background
hindering their motions, by coordinating these hoppings
with those of all other particles. Prelovsek et al. sub-
stantiated this qualitative idea with extensive quantitative
calculations [3, 4]. Intrigued by these observations, we
have spent much time in Leiden studying abstract
‘‘lattice string’’ models. Given that kinks proliferate as
just described, how does the string as a whole fluctuate?
This turned out to be a rather amusing affair, with links to
the hidden order of Haldane spin chains, surface statis-
tical physics, etc. The tentative conclusion is a ‘‘don’t
worry theorem’’: when these strings delocalize, their long
wavelength dynamics are always of the simplest possible
kind, namely, governed by free field theory [22, 23].
The exact diagonalization studies by White and
Scalapino [5] show that the above story is still incom-
plete. Although the dust has not settled yet, their message
appears to be that the stripes in S ¼ 1/2 systems are made
out of pairs of charges instead of single charges.† This is
appealing, if not only because it has to be explained how
superconductivity enters the picture [25, 26]. It is appar-
ently so that in the considerations by Prelovsek et al. the
local quantum spin fluctuation is underestimated. These
tend to stabilize local singlet spin pairs, especially so
when holes are in their neighborhood. The simulations
show that there is a tendency to form a bound state
consisting of two holes and two spins. The holes tend to
sit on opposite sides of the elementary plaquette, while
the two spins on the other corners form a strong singlet
bond along the diagonal of the plaquette. Leaving a more
detailed explanation of this pairing mechanism to Scala-
pino et al. [27], it is easy to see that they cause anti-phase
Ne´el correlations in the spin background. The singlets are
formed along the diagonal of the plaquette, forcing anti-
parallel spin correlation on the same sub-lattice. If the
surrounding spin system is near to its classical limit, the
singlet-triplet logic of e.g. the bilayer Heisenberg model
[28] applies and it follows that these pairs act like local
antiphase magnetic boundaries (‘‘bosonic holons’’).
3. RELEVANCE OF LONG RANGE INTERACTIONS
As already announced in the introduction, there is a
second set of ideas which do not fit in directly in the
smooth flow of ideas alluded to in the previous section:
frustrated phase separation [7]. There is little to be
explained, since the beauty of the argument is in its
simplicity: a classical system of particles on a lattice,
characterized by short range attractions and long range
repulsions, minimizes its energy by forming linear
domains of enhanced and reduced density. In the context
of stripes, it is sometimes argued that this is the big
number physics and in the space left behind after all this
has happened, subtleties can occur of the kind described
in the previous section. The problem with this kind of
argument is that it relies on a perceived detailed knowl-
edge of the short wavelength physics, and it is a long time
experience (at least mine) that this regime is littered with
messy intricacies.‡ Instead, the tractable question is as to
what extent long range interactions are consequential for
the long wavelength physics. For instance, under the rule
of frustrated phase separation, the Rome group [30] might
well be on the right track developing the relevant field
theory. Longitudinal fluctuations are expected to dom-
inate: holes fluctuate from hole rich to hole poor regions
thereby decreasing the amplitude of the stripe order
parameter. Alternatively, when the ‘‘holon glue’’
dominates, the stripes disorder by transversal (shape-
changing) fluctuations and the string liquid ideas [16,
22, 23, 31] become more natural. The truth is of course
somewhere in the middle, and it is a matter of high
urgency to find out where this somewhere is.
Regardless of the importance of long range inter-
actions, it is not always realized that the ‘‘holon-glue’’
of the previous section is also about big numbers. A key
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Fig. 2. The order-out-of-disorder mechanism of Prelovsek and
Zotos. The magnetic string potential can be avoided in two
dimensions by forming closed trajectories of holons: when an
individual hole hops, the spin moves backwards into its right spin
domain. The price is paid of a reduced hopping phase space, but
much of the kinetic energy is recovered by the delocalization of
the ‘‘string’’ as a whole.
†This possibility was for the first time pointed out in Ref. [24].
‡For instance, why is it so that Sr impurities only very weakly
pin stripes, although calculations using 1/er potentials predict
impurity potential of order 0.5 eV? See Ref. [29].
consequence of Section 2 is that stripes are also anti-phase
boundaries in the spin system—a fact not addressed at all
by frustrated phase separation. Obviously, the strength of
the exchange interaction J9 connecting the spins on oppo-
site sides of the domain wall is intimately related to the
tendency of the hole (or pair) to surround itself with
antiparallel spins and this exchange interaction is actually
quite large. The spin waves have been measured in a
nickelate stripe phase [32], indicating that J9 is smaller by
no more than a factor of two as compared to the exchange
at half filling. In addition, the dynamical fluctuations in
superconducting cuprates remain incommensurate up to
rather large temperatures and frequencies [33], and this is
only possible when J9 is at least as large. The implication is
that a lower bound to the strength of the ‘‘holon-glue’’
interaction is actually known and this quantity is of order
of the exchange interaction at half-filling—a big number.
As emphasized by Emery and Kivelson [34], the
behavior of the stripe period as a function of doping
gives away an important clue. It was already emphasized
that, since static stripes do form a classical vacuum, a
theory with the structure of Hartree–Fock should exist. It
is possible to make deductions based merely on the
structure of the theory: if the effective Hamiltonian is
characterized by only short range interactions, special
stability is only obtained if the order parameter potential
is such that it causes a gap in the electronic spectrum in at
least part of the Brillioun zone. Applied to stripes, the
mere magnitude of the spins in the magnetic domains ( .
0.3mB at x ¼ 1/8) implies that a rather large gap is
associated with the electrons moving in these domains.
The quasi one-dimensional electronic subsystem living
on the wall is more delicate. If the instability lives in the
diagonal (spin density and/or charge density) channel,
gaps can only occur when the charge density is commen-
surate with the underlying lattice. For instance, starting
from Hubbard models one finds a preferred density of one
hole per domain wall unit cell (filling fraction n ¼ 1)
corresponding with a gap between the completely empty
mid-gap band and the lower Hubbard band. Alterna-
tively, special stability at n ¼ 1/2 (one hole per two unit
cells) implies the presence of either a 2kF [15] or 4kF [8]
density wave instability on the stripes.
If on-stripe charge-commensuration dominates, every
hole adds a fixed length of domain wall and it follows
directly that the domain wall spacing d is inversely
proportional to the number of holes x, while the
incommensurability e,1/d,x. In the nickelates this
rule is very closely obeyed at low temperatures§ and
since n ¼ 1 Hubbard model Hartree–Fock appears as a
sensible theory [18]. The situation in the cuprates is more
interesting [1]. For doping levels x , 1/8, one finds again
e,x with n ¼ 1/2, indicating on-stripe charge commen-
surability. However, for x . 1/8 the stripe period remains
roughly constant, indicating that the stripes become
internally charge compressible.
The significance of the frustrated phase separation
argument is that is shows that long range interactions
can change the basic rules of the game. In the presence of
these interactions, charge density waves can acquire
special stability, regardless of the response of the states
at the Fermi level. Charge density waves can exist in
purely classical systems (e.g., the Wigner crystal). Con-
sider the interesting situation of competing short range
attractive and long range repulsive interactions where, as
a subtle compromise, the charges pile up in linear strip-
like domains. What happens when this system is mildly
quantized? Since the kinetic energy favors a homoge-
neous state, the charges spread out thereby decreasing the
magnitude of the charge modulation and likely also
changing the ordering wavevector. However, it will do
so in some smooth way, unrelated to the wavevectors
spanning the emerging Fermi-surface. The system
becomes a metal with a charge density modulation
which is to the zero-th order driven by the interactions
alone.
The microscopic picture of the previous section and the
principal exposed in the previous paragraph refer to
completely different aspects of the physics, and there is
nothing preventing them from being achieved at the same
time. Consider the classical limit but take instead of
featureless local attractions a minimal way of incorporat-
ing the holon idea,
H ¼
X
~i~d
vn~in~i þ ~d
~M~i· ~M~i þ ~d
þ Jh
X
~i~d
(1 ¹ n~i)n~i ¹ ~dn~i þ ~d ~M~i ¹ ~d· ~M~i þ ~d ð1Þ
1 ¹ n~i is the number operator of the charged particle (the
hole, or the pair of White and Scalapino) on the ~i site of
the lattice while ~M denotes the direction of the staggered
order parameter. This describes a classical Heisenberg
magnet doped by ‘‘classical holons’’: for Jh . 0, indivi-
dual charges want to be coordinated with an antiparallel
configuration of the staggered magnetization. For the
present argument it suffices to know that the ground
state for Jh $ 1 is a charge commensurate but transver-
sally disordered stripe state, while for smaller Jh phase
separation occurs (eqn (1) defines a surprisingly compli-
cated statistical physics [37]). If long range charge–
charge interaction is added, stripe long range order is
stabilized and for Jh ¼ 0 these stripes are precisely of the
frustrated phase separation kind. The ‘‘holon interac-
tion’’ disfavors broad stripes and when Jh becomes larger
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§A caviat is that this rule is violated at higher temperatures
[35]. However, it should be realized that the range of validity of
the above arguments is strictly limited to zero temperature. For
instance, although there is at least in the x ¼ 1/3 system a large gap
in the electronic spectrum at low temperatures, this gap apparently
closes at the charge ordering temperature [36], indicating that
thermal fluctuations do play a highly interesting role.
the narrow ‘‘holons on a row’’ stripes recover. However,
these stripes are now ‘‘doped’’ in the sense that additional
holons are incorporated in the form of transversal kink
defects carrying a net charge [37]. The mechanism is
straightforwardly understood: in the frustrated phase
separation limit (Jh ¼ 0) the stripe period is set by a
different mechanism (competition of short and long range
interactions) than in the Jh ! ‘ limit (charge commen-
suration) and doped stripes appear as a compromise in the
intermediate regime.
4. AN OPEN ENDED STORY
There are reasons to believe that the understanding of
even the ‘‘easy’’ static stripes in the cuprates is still
highly incomplete. Some of the most obvious problems
are as follows: (1) Why is there a kink in the e versus x
curve at 1/8 [1]? It is not easy to see why this should
happen, given the wisdom of the previous section: there is
no obvious reason why the system should switch sud-
denly from on-stripe charge commensuration (x , 1/8) to
stripe-to-stripe commensuration (x . 1/8). (2) Why is it
that the resistivity increases only slowly (like a loga-
rithm) below the charge-ordering temperature? Stronger,
why is the low temperature resistivity smallest at x ¼ 1/8,
while it increases for both higher and lower dopins [38]? x
¼ 1/8 is the point of maximal commensuration and this is
not at all reflected in transport properties. e,x should
relate to the presence of some gap in the electronic
spectrum and one would expect a strong asymmetry in
the transport properties around x ¼ 1/8. This asymmetry
is absent. (3) How to incorporate properly superconduc-
tivity? It seems that the superconducting and stripe
phases are connected by a (near) second order phase
boundary, and it might even be that a coexistence
(‘‘antiferromagnetic supersolid’’) phase exists [1]. On
the most general level, the dynamical stripe correlations
showing up in the superconductors should be understood
as reflecting this second order behavior: on ‘‘short’’ (in
fact, relatively large) length scales the system still
remembers that it could become a stripe phase. Conver-
sely, it should be the case that the stripe phase is also a
superconductor, which failed at the very last moment.
This raises some problems of principle. Focusing on the
charge sector, the stripe phase is best called a complex
solid, and the quantum liquid crystal ideas of Kivelson
et al. [39] effectively illustrate what this can means for
the phase dynamics. The stripe phase is also an antiferro-
magnet. Although it is unclear to me why one should
worry about a 0.6mB antiferromagnet at x ¼ 0, knowing
about the lingering 0.3mB antiferromagnet at x ¼ 0.15,
Zhang’s SO(5) ideas [40] make clear that there is
still much to be learned concerning the problem of the
near-coexistence of an antiferromagnet and a supercon-
ductor. What is needed is an in-depth experimental
characterization of the stripe phase.
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