In this paper, a new goodness-of-fit test for a location-scale family based on progressively Type-II censored order statistics is proposed. Using Monte Carlo simulation studies, the present researchers have observed that the proposed test for normality is consistent and quite powerful in comparison with existing goodness-of-fit tests based on progressively Type-II censored data.
Introduction
One of the most interesting problems in statistics is finding a distribution which fits to a given set of data. In other words, it is desired to test whether a specific distribution coincides with given data or not. To review the classical goodness-of-fit test problem, let X 1 , ..., X n be random sample from an absolutely continuous population with cumulative distribution function (CDF) F (.), and probability density function (PDF) f (.). Based on the observed sample x 1 , ..., x n , hypotheses testing of interest is H 0 : f = f 0
where f 0 (x) = f 0 (x; θ), where θ ∈ Θ ⊆ R k is a k-vector parameter for some k ∈ N. For more overview on the topic of goodness-of-fit test, refer to the books by D'Agostino and Stephens [10] and Huber-Carol et al. [14] .
Most of goodness-of-fit tests are based on the distance between empirical distribution function (EDF) and theoretical distribution functions over the interval (0, 1), the null hypothesis is rejected if the distance is too large in some metrics. However, one can construct a goodness-of-fit test based on order statistics in terms of the deviation of each order statistic U i:n from its expected value i/(n + 1), say, V i = U i:n − i/(n + 1). Statistics that can be considered in this regard are as follows:
For the suitability of uniformity, the upper tail of the appropriate null distribution is usually used to test. One may refer to Brunk [8] , Stephens [27] and Hegazy and Green [13] , for more discussion on these statistics.
Goodness-of-fit testing can also be done based on the spacings D i = U i:n −U i−1:n , i = 1, ..., n+1, where U 0:n = 0 and U n+1:n = 1. However, several statistics based on spacings have been reported in the literature, including Greenwood's [11] statistic
D 2 i , Quesenberry and Miller's [24] statistic
ln (n+1)D i . The null hypothesis will be rejected for large values of these statistics. Also Torabi [28, 29] has introduced a new and general method for estimation and hypotheses testing using spacing.
The classical goodness-of-fit tests for complete data can no longer be used for progressively Type-II censored data, Pakyari and Balakrishnan [21] employed a modification to the aforementioned statistics based on order statistics and spacings including the class of C statistics, Greenwood's statistic, and Quesenberry and Miller's statistic, making them suitable for progressively Type-II censored data.
For progressive Type-II censoring, we refer to the recent survey paper by Balakrishnan [6] and the monograph by Balakrishnan and Aggarwala [2] . In progressive Type-II censoring, it is assumed that the removals of still operating units are carried out at observed failure times and that the censoring scheme (r 1 , r 2 , ..., r m ) is known in advance. Moreover, the number of units (n) and the number of observed failure times (m) are prefixed. Starting all n units at the same time, the first progressive censoring step takes place at the observation of the first failure time X 1:m:n , at this time, r 1 units are randomly chosen from the still operating units and withdrawn from the experiment.
Then, the experiment continues with the reduced sample size n − r 1 − 1. After observing the next failure at time X 2:m:n , r 2 units are randomly removed from n − r 1 − 2 active units. This process continued until the mth failure is observed. Then, the experiment ends. The failure times X 1:m:n , ..., X m:m:n are called progressively Type-II censored order statistics and x 1:m:n , ..., x m:m:n are the corresponding observations. For their relation to order statistics and other related models of order random variables, one may refer to Balakrishnan [6] .
Goodness-of-fit test for the exponential distribution based on spacings from progressively Type-II censored data introduced by Balakrishnan et al. [3] , then they extended their method to general location-scale families of distributions [4] . Also Wang [31] proposed another goodness-of-fit test for the exponential distribution under progressively Type-II censored samples. Recently, Pakyari and
Balakrishnan [20] proposed a modification to the EDF goodness-of-fit statistics under progressively Type-II censored data. One may also refer to [1, 5, 7, 16, 17, 23, 25, 27] for some other developments in this regard.
In Section 2, we review the test statistics based on spacings that are modification to the previously defined C + , C − , C, K, T (1) , T (2) , modification to the Greenwood's statistic and modification to the Quesenberry and Miller's statistic for the progressively Type-II censored data that proposed by Pakyari and Balakrishnan [21] . In Section 3, we propose a new test statistic that will be used for test of normality under the progressively Type-II censored data. In Section 4, we investigate consistency of our test statistic using a simulation study under five progressively Type-II censored schemes. The power of the proposed test is then assessed through Monte Carlo simulations in Section 5, and its performance is compared with those of the test procedures introduced earlier by Balakrishnan et al. [4] and Pakyari and Balakrishnan [21] . It is shown that the proposed goodness-of-fit test to be more powerful than or at least as good as the tests of Balakrishnan et al.
[4] and Pakyari and Balakrishnan [21] for different choices of sample sizes and progressive censoring schemes. In Section 6, we illustrate the application of proposed goodness-of-fit procedure with a real data set.
Review on the test statistics based on spacings
In Section 1, some several test statistics based on the deviation between order statistics and the corresponding expected value in the case of a complete sample were presented. These statistics were extended to progressively Type-II censored data by Pakyari and Balakrishnan [21] as follows
where in this case, V i:m:n = U i:m:n − µ i:m:n , which U i:m:n is the ith order statistic from uniform (0,1) distribution base on Type-II Progressive censored data and µ i:m:n is its expected value, i.e
It is easy to show that all the above statistics are location-scale invariant. If the null hypothesis is true, we expect that V i:m:n to be small and consequently the above test statistics to be small. If the above test statistics exceed the corresponding upper-tail null critical values, the null hypothesis may be rejected. Recently, several goodness-of-fit statistics based on spacings have been developed.
The one-step spacings are defined by
where U 0:m:n = 0. It was shown by Balakrishnan and Aggarwala [2] and Viveros and Balakrishnan [2] that if the underlying distribution is exponential, then S 1 , S 2 , ..., S m are independent and identically distributed as exponential with the scale parameter σ.
The following statistics are based on the spacings that generalized by Pakyari and Balakrishnan [21] under the progressively Type-II censored data:
• Statistics based on the sum of squares of the spacings, which are the generalization of Greenwood's statistic for progressively Type-II censored samples, are simply of the form
• The generalization of Quesenberry and Miller's statistic for progressively Type-II censored samples will be of the form
The exact distributions of G m:n and Q m:n are not available explicitly but by Monte Carlo simulations the percentage points will be determined.
• The above statistics can also be defined in terms of higher order spacings. The overlapping k-step spacings, for integer k, are defined as
with U l:m:n for l > m. Hartley and Pfaffenberger [12] presented that the higher order spacings could be useful for testing large complete samples. The extensions of Greenwood's statistic and Quesenberry and Miller's statistic in terms of overlapping k-spacings take the forms
The null hypothesis of uniformity is rejected if these statistics are too large.
• Balakrishnan et al's [4] test statistic was defined as below:
where
In the next section, we propose a new test statistic and in Section 5 compare it with the test statistics reviewed in this section.
Proposed test
In this section, we propose a new approach for goodness-of-fit testing for normality under progressively Type-II censored data. Consider again the goodness-of-fit testing problem (1) based on X 1:m:n , ..., X m:m:n , where f 0 (x; µ, σ) = 1/ √ 2πσ 2 e −(x−µ) 2 /2σ 2 , x ∈ R, in which µ ∈ R and σ > 0 are both unknown. Supposeμ andσ are the MLEs of µ and σ based on X 1:m:n , ..., X m:m:n . Because of consistency of the ML estimators, we expect F 0 (X i:m:n ,μ,σ) has the same distribution as U i:m:n ; so it is justifiable that F 0 (X i:m:n ,μ,σ) µ i:m:n ≃ 1. Our proposed test is based on this ratio. More precisely, define
where h : (0, ∞) → R + is assumed to be continuous, decreasing on (0, 1) and increasing on (1, ∞)
with the absolute minimum at x = 1 such that h(1) = 0. In the simulation study for comparison of powers, by trying some different choices of h, the best choice is
that has the maximal power. Plot of the function h is given in F igure 1. We know that MLE of µ and σ are location-scale invariant for µ and σ, respectively. Therefore under a location-scale transformation, the distribution of H m:n does not depend on the parameters µ and σ under location-scale transformations.
It is expected that the null hypothesis of normality is rejected if the statistic H m:n is too large;
Thus the critical region is of the form H m:n > c, for some c > 0. But for finding c for a test of size α, the exact distribution of H m:n could not be explicitly obtained, fortunately using Monte Carlo simulations, the critical points can be determined. In Section 4, the consistency of our proposed test has checked and in Section 5 critical values of our test statistic has gained and its power has compared with the power of existence test statistics based on Monte Carlo simulations against Student's t, Logistic and Double Exponential models.
An adequate test statistic for a goodness-of-fit test problem should be consistent, i.e, with increasing sample size, it is expected that the statistic tends to a finite value, especially under H 0 tends to zero. We cannot prove consistency of our test statistic but using a Monte Carlo simulation study, is proved and discussed in Section 4.
4 Consistency of the new statistic using a simulation study
In this section, we investigate consistency of our test statistic using a simulation study under five progressively Type-II censored schemes. To illustrate the goal, we consider 5 various censoring schemes as follows:
• Scheme 1: a progressive Type-II censoring scheme with constant removal, r = (1, 1, ..., 1), in this case n = 2m;
• Scheme 2: a progressive Type-II censoring scheme with increasing removal, r i = i for
• Scheme 3: a progressive Type-II censoring scheme with decreasing removal, r i = m − i + 1 for i = 1, 2, ..., m, thus n = m(m + 3)/2;
• Scheme 4: a Type-II censoring, r i = 0 for i = 1, 2, ..., m − 1, r m = m/5, hence n = 1.2m;
• Scheme 5: complete data, i.e., r i = 0 for i = 1, 2, ..., m, thus n = m;
As it is stated, the normal model is considered as the parent model in H 0 but it can be changed with any location-scale model because of the structure of test statistic. Against this model, we consider some alternative models as follows:
• Student's t distribution with ν degrees of freedom (t (ν) ) with the density function
• Logistic distribution with parameters µ and σ (L(µ, σ)) with the density function
• Double exponential distribution with parameters µ and σ (DE(µ, σ)) with the density func-
For more details of these distributions refer to Casella and Berger [9] .
Results that are given in Tables 
Simulation Study
In this section, we assess the power of the our new statistic by comparing the simulated power values with those of the test of Balakrishnan et al. [4] and Pakyari and Balakrishnan [21] . We calculated the power of the proposed test for testing of normality against some different alternatives with simulating 10,000 random samples for some different choices of sample sizes and progressive Table 4 : Consistency of H m:n using the Monte Carlo simulations for Scheme 4. n m N (0, 1) al. [4] and Pakyari and Balakrishnan [21] in their studies are considered again here, and these are listed in Table 6 . Also the simulated critical values of H m:n for every 27 censoring scheme has listed in Table 7 . All the simulations were carried out in R software.
In Table 8 [4] , [7] , [10] , [13] , [16] , [19] , [22] , [25] ), the G
m:n statistic has the most power in 6 out 36 situations, the G (3) m:n statistic has the most power in 11 out 36 situations, the Q m:n statistic has the most power in 1 out 36 situations, the T (2) m:n statistic has the most power in 4 out 36 situations, the T-statistic has the most power in 4 out 36 situations and the H m:n statistic has the most power in 10 out 36 situations. In addition, in non-early censoring schemes ( [2] , [3] , [5] , [6] , [8] , [9] , [11] , [12] , [14] , [15] , [17] , [18] , [20] , [21] , [23] , [24] , [26] , [27] ), the G (3) m:n statistic has the most power in 1 out 72 situations, the Q m:n statistic has the most power in 1 out 72 situations, the T-statistic has the most power in 2 out 72 situations and the H m:n statistic has the most power in 68 out 72 situations. Also note that, as one would normally expect, it can be observed from the values in the Table 8 
Illustrative data analyses
In this section, the wire connection strength data from Nelson [19] , (Table 5 .1, p. 111) are considered. these data, originally studied by King [15] , concern the breaking strength of 23 wire connections. The wires were bonded at one end to a semiconductor wafer and at the other end to a terminal post. The first two and the last one of the observations were eliminated from the analysis due to validity suspection of the data; see Nelson [19] , for more details. Pakyari and Balakrishnan [21] randomly generated a progressively Type-II censored sample of size m = 10 from n = 20
observations. Table 9 presents the data and the corresponding progressive censoring scheme. The possibility of fitting a normal model to the data was done by Nelson [19] , and we, therefore, tested for normality. Table 9 show that the p-value of the our test statistic, H m:n , is greater than other p-values.
Conclusions
In this paper, we proposed a simple and powerful test for normality based on progressively Type-II censored order statistics and compared this new test with all previous tests proposed for normality.
Using a simulation study, consistency of our test was illustrated and also power of the test for some various alternatives were obtained and summarized. It was apparent from Table 6 that none of the tests considered performs better than all other tests against all alternatives. Comparing with other tests, however, the proposed test H m:n , was the most powerful with respect to approximately all censoring schemes. Then, the performance of our test was examined for a real data set and the results were completely coincided with the other tests.
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