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Abstract
Semi-analytical solutions for one-dimensional models of microwave thawing and
one and two-dimensional models of microwave reactors are presented. Each of the
models includes, as part of the governing equations, a forced heat equation and a
steady-state version of Maxwell's equations. The temperature dependent properties

of a material, the electrical conductivity and the thermal absorptivity, result in t

coupling of these equations. Numerical models presented validate the semi-analytica
results for the heating and thawing scenarios considered in this thesis.
The microwave thawing of a one-dimensional slab and cylinder are both considered, where power-law temperature dependencies are assumed. The speed of the
moving phase boundary is governed by the Stefan condition. A feedback control
process is used to examine and minimise slab melting times. This allows a thawing
strategy to be developed which greatly shortens the thawing time whilst avoiding
thermal runaway, hence improving the efficiency of the thawing process.
One and two-dimensional continuous-flow microwave reactors are also examined,

which are unstirred so the effects of diffusion are important. A reaction-diffusion
equation describes the reactant concentration with the reaction rate described by

the Arrhenius law. A stability analysis is performed on the semi-analytical reactor
model. This analysis allows the prediction of Hopf bifurcations, and hence periodic
solutions called limit-cycles.
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Chapter 1
Introduction
Microwave heating is an important contemporary technique with numerous indus-

trial and domestic applications. Some of these include the drying of paper, texti

and photographic film, oil extraction from tar sands, vulcanisation, casting, join

sintering ceramics, cross-linking polymers and improving the efficiency of chemic

reactors. The food industry uses microwave energy for cooking, thawing, tempering
freeze-drying, pasteurisation and sterilisation.
The attractiveness of microwave heating arises from the advantages it holds over
conventional heating methods. These include quick start-up periods and higher

heating rates resulting in shorter processing times, the ability to heat througho
the volume of the material, cleaner operating conditions, more compact heating

devices and selective energy absorption by the more lossy constituents of the loa
A major issue associated with microwave heating is the difficulty in controlling

the heat generated by the microwaves. Thermal runaway (ignition) occurs because o

the temperature dependent properties of a material, such as the thermal absorptiv
1
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which usually increases with temperature. This phenomenon can easily result in th
destruction of the heated material. The ability to predict the onset of thermal

runaway has resulted in a growing interest in the field of mathematical modelling
microwave heating.
A number of analytical techniques have been used to model microwave heating.

In their paper, Hill and Marchant [17] reviewed some of the work in this area. Du

the intractability of Maxwell's equations, most of these models require assumptio
to ensure the analytical amenability of the problem. One assumption is the limit

no diffusion, valid when the time scale for microwave heating is small compared w

that over which the diffusion of heat occurs. Another simplifying assumption is t

of constant electric-field amplitude. A quadratic, exponential or Arrhenius sourc
term is used in the forced heat equation depending on the experimental thermal
absorptivity of the material. Another useful assumption is the exponential decay

the electric-field amplitude with distance. These types of solutions are importan

but limited as usually the coupling between the temperature and the electric-fiel
amplitude is ignored.
The fully coupled system of equations governing microwave heating has also been
examined using a number of numerical techniques. The greatest hurdle to devel-

oping these numerical models is the solution of Maxwell's equations of electromag
netism. The literature describes numerous numerical models of microwave heating

that cover a wide variety of problems such as thawing, drying, sintering and join

in different geometries. The finite-element method, which is known to be successf

in the solution of large field problems in electromagnetics (see Hoole [18]), has
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regularly employed in solving Maxwell's equations. The finite-element time-domai
(FE-TD) method was a more recent development used in the numerical simulation

of microwave heating (see Dibben and Metaxas [10]). It was the first technique u

to model an irregular shaped object in a multimode cavity (see Malan et.al. [29])

A drawback in both these methods is the excessive computer resources required fo

their successful implementation. This is due to the large, sparse, linear system

that must be assembled and solved at each iteration. The standard finite-differe
time-domain (FD-TD) scheme has also been used on a significant scale. Zhao and

Turner [41] recently analysed three-dimensional FD-TD schemes for microwave heat

ing problems. This method portrays an excellent model of the microwave radiation
power and temperature in a microwave heating problem, however, it is also very
computationally intensive. The method of lines, another technique that has been

successfully employed to solve Maxwell's equations (see Fu and Metaxas [13]), has

proven itself to be a simple technique to implement. It has, however, also prove

itself to be excessively computational intensive, as a result of its requirement
solve a large system of differential equations. The Finite-Volume Time-Domain
(FV-TD) scheme has been used to solve Maxwell's equations for problems with
non-rectangular domains (see Madsen and Ziolkowski [28]). Other numerical tech-

niques have been preferred because of the method's need for a fine mesh to ensur
acceptable accuracy.

Semi-analytical solutions provide, to a degree, the best of both worlds. In many

fully coupled nonlinear systems, including the microwave heating problem, no ana
lytical solutions are possible. In particular, Maxwell's nonlinear equations of
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tromagnetism, which govern the propagation of microwave radiation, are generally

intractable. Semi-analytical techniques, however, have been successfully obtained
for fully coupled systems, such as the heating of a three-dimensional block in a

waveguide (see Liu and Marchant [27]) and the heating of a two-dimensional slab i
a cavity with an iris (see Kriegsmann [21]).

In the case of two and three-dimensional problems, the success of semi-analytical

solutions can be gauged by comparing the results of the semi-analytical model wit

the results of a numerical model describing the same problem. The numerical model
requires many orders of magnitude more computational time and resources com-

pared to the semi-analytical model. Moreover, the semi-analytical solutions deliv
acceptable accuracy. Therefore, the semi-analytical model has significant value

tool to be used in real-time processing or in an environment requiring efficient

computational resources. The semi-analytical model can also assist in understand-

ing the underlying nature of complicated physical systems, such.as the underlying
processes of the microwave heating problem.
In this thesis three microwave heating problems are examined. In each problem,
Maxwell's equations of electromagnetism and the forced heat equation govern the
propagation of microwave radiation and the absorption and diffusion of heat re-

spectively. The thermal absorptivity and electrical conductivity of the material

temperature dependent, while the electrical permittivity and magnetic permeabilit

are assumed to be constant. The Galerkin method is used to develop semi-analytica

models, which results in the system of partial differential equations reducing to

system of ordinary differential equations. The semi-analytical models are analyse
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and compared with numerical solutions to verify their accuracy.
In Chapter 2, microwave thawing of a semi-infinite one-dimensional slab is examined. Both the thermal absorptivity and electrical conductivity of the material
are assumed to have power-law temperature dependencies. Convective and radia-

tive heating occurs at the leading edge of the slab, with the position of the phas
boundary governed by the Stefan condition. A semi-analytical model of the thawing

is developed using the Galerkin method. Semi-analytical solutions are found for th

temperature and the electric-field amplitude in the slab, which when combined with

the Stefan condition allows the position of the moving front to be found. It is sh

that the model produces accurate results in the limits of no heat-loss (insulated
large heat-loss (fixed-temperature) at the leading edge of the slab when compared
with the full numerical solution for a number of different parameter choices. The

semi-analytical model is coupled with a feedback control process in order to exam-

ine and minimise slab melting times. A thawing strategy is developed which greatly
shortens the thawing time whilst avoiding thermal runaway, hence improving the
efficiency of the thawing process.
In Chapter 3, microwave thawing of a cylinder is examined. The governing
equations of Chapter 2 are used, suitably modified for the cylindrical geometry.

chapter shows that the semi-analytical method is useful for different geometries a
also illustrates the geometrical effects of radiation focusing in the cylinder.
In Chapter 4, problems involving microwave-assisted chemistry are examined. A

prototype chemical reaction is analysed in one and two-dimensional continuous-flow

microwave reactors, which are unstirred so the effects of diffusion are important.

Chapter 1: Introduction

6

The reaction rate is both concentration and temperature dependent (and governed

by the Arrhenius law). A semi-analytical model consisting of a set of ordinary dif

ential equations is obtained. A stability analysis of the system leads to the accu

prediction of Hopf bifurcations (and hence periodic solutions called limit-cycles)
An excellent comparison is obtained between the semi-analytical and numerical so-

lutions, both for steady-state solutions and for time-varying solutions, such as t
limit-cycle.

Chapter 2
Thawing a slab

2.1 Introduction
The contents of this chapter have been published in Lee and Marchant [22]. The

number of applications that use microwave radiation as a source of thermal energy

has increased in the recent past, mainly due to its ability to heat materials muc

faster than conventional heating techniques. One of the obvious applications is t

use of microwaves in the thawing of foodstuffs, in both the industrial and domest

arena. However, one problem that has arisen, is the control of the heat generated

the microwaves, which can easily cause thermal runaway and thus destruction of th

material. Thermal runaway occurs due to the temperature dependent properties of a

material, such as the thermal absorptivity, which usually increases with temperat
For microwave thawing an additional difficulty is that the thermal absorptivity
of a frozen material is negligible compared to its thawed state. This means that
the power must be large to initiate thawing, hence runaway can occur as thawing
7
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begins and heat absorption increases. Therefore avoiding thermal runaway during
microwave thawing is a major industrial concern.
Thus far a number of approaches have been developed to model the thawing

of frozen substances by microwave radiation. Taoukis et. al. [37] used a numerica

approach to track the moving phase boundary using the modified isotherm migratio
method, treating the problem as the propagation of a phase front. The microwave

radiation was approximated by Lambert's law, where the power decays exponentiall

in the material. A mushy region, which is neither completely frozen nor melted, w

also considered. As well as showing that the microwave heating greatly accelerate
thawing times compared to ambient convection, the optimisation of the time taken
to thaw foods was considered.
Coleman [8] used both analytical and numerical methods to model the microwave

heating of a frozen half-space. The analytical model exhibits superheating, howev
the numerical model, which implements the enthalpy formulation using an explicit

finite-difference scheme, does not. The mushy region, which is neither completely

frozen nor melted, is the result of using the enthalpy formulation, and is the re
the model does not exhibit superheating.
A finite-element method was used by Pangrle et. al. [34] in a one-dimensional

model describing microwave thawing of lossy dielectric materials. Maxwell's equa-

tions were solved analytically, assuming constant material properties. A power-la

relationship between thawing time and slab thickness was found. Pangrle et. al. [
considered temperature dependent material properties when they investigated the
microwave thawing of cylinders using the finite-element numerical method. It was
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shown that focusing occurs when the wavelength of the radiation is a harmonic of t

cyUnder radius, resulting in the thawing of the cylinder from the centre outwards.
In the heating of cryopreserved biomaterials, Evans et. al. [11] determined the-

oretical stability factors, which were used to predict the occurrence of thermal r
away. These factors were based on the material's dielectric properties, geometry

and orientation with respect to the electric field. Experimental results were used
confirm the theory for a spherical geometry representing a rabbit kidney.
Dewynne and Hill [9] considered the classical single phase Stefan problem to

describe the inward thawing of a sphere, cylinder and slab. An integral formulatio

for the problem was obtained, which leads to an iterative approach to determine th
approximate temperature and position of the moving boundary. The pseudo steady-

state approximation for the problem, valid for large latent heat, is used as an in
guess for the temperature in the iterative scheme. The approximate solution was

shown to be extremely accurate for each geometry, but failed for both the cylinder
and sphere as the moving boundary approached the centre.
Gilchrist [14] considered the microwave thawing of a slab for both constant and

temperature dependent material properties. An implicit Crank-Nicolsen finite diffe
ence scheme was used to solve the nonlinear system, allowing the moving boundary

to be tracked with time. It was shown that the final position of the melting front
depends, in a highly non-linear manner, on the microwave power. The model also

suggested how the power could be controlled to reach a desired steady-state meltin
front position.
Chamchong et. al. [4] compared the effect of power levels and power cycling
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on thawing times and the non-uniformity of heating during the thawing of foods.
The numerical model used a finite element package (FIDAP) to solve the governing
equations, where Lambert's law was used to approximate the microwave radiation.
Experiments on samples of Tylose were used to strengthen the theory. It was shown

that there is little difference between continuous and cycled power when the conti

uous power level is the time average of the cycled power. Chamchong et. al. [5] al

compared the effect of the size, shape and dielectric properties on the non-unifo

of heating in the thawing of foods using the same numerical and experimental setup

It was shown that the aspect ratio and volume have a significant effect on the hea
rates, thawing times and non-uniformity of heating during thawing.
Kriegsman [20] examined a simple linear control process for the microwave heat-

ing of a nearly insulated one-dimensional slab. This control process relies on the
feedback of the temperature and power during the heating process, to arrive at
a temperature on the middle or upper branch of the S-shaped power versus tern- .
perature curve. Averaging the forced heat equation gives an ordinary differential

equation which, when coupled with the control equation, describes the evolution of
the temperature. The aim is to achieve this steady-state without thermal runaway
or overshoot, and in minimum time. This facilitates the sintering of ceramics in

the region of parameter space where multiple solutions exist as the upper or middl
branch of the solution can be chosen as the desired steady-state. The system ex-

hibits qualitatively different behaviours, such as limit-cycles or oscillatory de
the steady-state, depending on the parameter choices.
The steady-state microwave heating of one-dimensional slabs with an Arrhenius
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law temperature dependency was considered by Marchant and Liu [30]. They found
semi-analytical solutions for the electric-field amplitude, the temperature and the
steady-state S-shaped power versus temperature curve. They developed their semianalytical solutions using the Galerkin method, which requires the choice of trial
functions that satisfy the boundary conditions exactly, while satisfying averaged
versions of the governing equations.
This chapter considers the thawing of a semi-infinite one-dimensional slab by a
combination of microwave radiation, convective and radiative heating. The thermal
absorptivity and electrical conductivity of the material are assumed to have powerlaw temperature dependencies, a physically reasonable approximation, while the
electrical permittivity and magnetic permeability are assumed constant. Convective
and radiative heating is assumed at the leading edge of the slab. As the dielectric
loss of ice is negligible compared with that of water (see Pangrle et. al. [34]), it
is assumed that the deposition of heat via the microwave radiation occurs only in
the melted region of the slab. Thet governing equations are derived in §2.2. The
microwave radiation within the slab is governed by Maxwell's equations, which re-

duce to a steady-state equation for the electric-field amplitude. The heat conduction
within the slab is modelled by the forced heat equation, with the source term pro-

portional to the square of the electric-field amplitude. The speed of the melting fr
is governed by the Stefan condition. The semi-analytical solutions are developed in

§2.3 for arbitrary heat-loss on the leading edge of the slab. Semi-analytical soluti

are found as two ordinary differential equations for the electric-field amplitude, t
temperature in the slab and the speed of the moving front. A full numerical solu-

9 03295305 6
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tion is produced (see Appendix §A.l) to verify the results from the semi-analyti

model presented. An implicit finite-difference scheme of the enthalpy formulatio

of the governing equations, which requires iteration, is used. The special cases

no and large heat-loss at the leading edge of the slab are examined in more deta

in §2.5. Comparisons are made between the semi-analytical solutions, the full nu

merical solutions, and a pseudo steady-state model, where the model from §2.3 is

simplified accordingly. In §2.6 the prediction and optimisation of the thawing t

is investigated in the no heat-loss limit. A linear control process, which allow
temperature and power feedback, is used to avoid thermal runaway.

2.2 Governing equations

The propagation of microwave radiation is governed by Maxwell's equations of ele

tromagnetism, whilst the absorption and diffusion of heat by the material is gov
by the forced heat equation. Maxwell's equations are given by Portis [35]
V-D = V-(eE) = p, V-B = V-0/H) = 0,
(2.1)
V x E = -|(MH), V x H = !(€E) + crE,

where a is the electrical conductivity, e is the electrical permittivity and p i

magnetic permeability. As dielectric materials are being considered there are no

external charges (p = 0) or currents. In general, all the material properties ar

temperature dependent. For a plane wave propagating in a slab we have E = E(x, t
and H = H(x, t)k, which when substituted into (2.1) gives

Ex = -(pH)t, Hx = -(eE)t-oE. (2.2)
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As (2.2) is temperature dependent, it is coupled with the forced heat equation

P^^ = KV2T + 7(T)\E\2, (2.3)

where p is the density and K is the thermal conductivity, which are both assumed
constant. The parameters 7 and Cp are the thermal absorptivity and specific heat,
which are temperature and phase dependent. The thermal absorption depends on

the square of the electric-field amplitude and it is assumed that the heating occu

a length scale much greater than a microwave- length, so that in (2.3) the absorpt
of heat is averaged over a wavelength.
The electric and magnetic fields can be written as steady-state amplitudes modulated by the frequency,

E(x, t) = U(x)e~iut, H(x, t) = V(x)e~iujt. (2.4)

As the time scale for electromagnetic propagation is much smaller (see Kriegsman

et. al [19]) than that for thermal diffusion, the time derivatives of U, V and a c
be ignored. Substituting (2.4) into (2.2) gives

j (j

Uxx + k2x(l + -)U
oje

= 0,

(2.5)

as the governing equation for the steady-state electric-field amplitude, where the
wavenumber kx = OJ/C, with c being the speed of the radiation in the material.

Equation (2.5) is obtained even when the electrical permittivity is temperature de

pendent though the assumption of constant electric permittivity simplifies the lat
analysis.
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To correctly model thawing, the release of latent heat due to the change in state

from solid to liquid must be considered. The Stefan condition defines the heat-fl
at the phase boundary in terms of its velocity,
Tds(t)

BT
p L ^ = -K—,

atx = s(i),

(2.6)

where s(t) is the position of the moving boundary, and L is the latent heat of fu
The steady-state amplitude equation (2.5), the forced heat equation (2.3) and
the Stefan condition (2.6) are non-dimensionalised by the scalings

t' = J!L x=X- s-S- If-" T'-T-Tm (2

where I is a reference slab length, Ui is the amplitude of the incident radiation
is the melting temperature, Ta is the ambient temperature and Cpi is the specific

heat of the liquid at the melting temperature. This results in the scaled frequen

thermal absorptivity, electrical conductivity, wavenumbers, latent heat and speci
heat having the forms
l2U?i > o- .i

} 7 r>

I'W^T^Y

L

n' ^P (OR-)

=

" -'kl = hl' L = cpl(T»-Tmy y = c^- (2'8)

The governing equations can then be written (after dropping the primes)
Uxx + k2(l + ia)U = 0, (CpT)t = Txx + 7|^|2,
where a = af(T), 7 = /*/C0, (2-9)

S = -if- at * = *(*)•
The same form of temperature dependency is chosen for the electrical conduc-

tivity and the thermal absorptivity, as physically it is expected from conservati
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energy that the energy lost by the microwaves is absorbed as heat. The initial and
boundary conditions for the electric-field amplitude and the temperature are
Ux + ikU = 2ik, x = 0, Ux — ikxU = 0, x = s,
Tx - B{(T - 1) - S((T + l)4 - 1) = 0, x = 0, (2-10)
T = 0, x = s(t), T(x, 0) = 0, s(0) = 0.

The first of (2.10) describes the reflection and transmission of the microwave radi

ation at the leading edge of the slab. The second of (2.10) describes the reflectio
and transmission of radiation between the molten and frozen portions of the slab,
the frozen portion having no dielectric loss and wavenumber kx. Both are derived
by assuming the electric-field amplitude and its derivatives are continuous at the
boundaries. The wavenumber of the radiation in free space is k. The Biot-number,
Bi, and radiation number S are measures of the convective and radiative heat-loss

respectively In the no heat-loss limit (Bi,S = 0) a zero heat- flux boundary condi-

tion is obtained, while-in the large heat-loss limit (Bi, S —> oo) a fixed-temperat
boundary condition applies. Also note that the non-dimensional melting temperature is zero and the non-dimensional ambient temperature is unity

2.2.1 Material properties of foodstuffs
The main application considered here is the thawing of foodstuffs and other water-

based materials. A representative example is that of a 0. IM NaCl solution, irradia

at 915 MHz, which is used for all the examples considered later. The material prop-

erties of 0.1M NaCl solution is given in Pangrle et. al. [33]. Firstly, the tempera
dependency of the thermal absorptivity and decay rate of the liquid phase is given
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by the quadratic function

f(T) = anT2 + blxT +

Cll,

(2.11)

which accurately represents the physical dielectric properties of many materials (
Hill and Jennings [16]). For general power-law or exponential dependencies, the

coefficients of (2.11) can be chosen using a Taylor series expansion about the mel
temperature. The coefficients for the 0.1M NaCl solution are axl = 0.208, blx =
0.056 and cn = 0.008.
The thermal absorptivity of the frozen phase is negligible compared to the molten

phase and is therefore ignored. The specific heat of water is very nearly constant
over the temperature range of interest, between 0°C and 100°C (see table A.3 of
Chapman [6]), hence can be assumed to be temperature independent. The solid

phase (ice) has a much lower specific heat though, hence Cps = 0.485. This represen

the ratio of the specific heats of ice and water as the specific heat has been non
dimensionalised by that of the liquid phase at the melting temperature. The non-

dimensional latent heat for water is L — 3.9, which is also used in the examples i
§2.5.

2.3 The semi-analytical solutions

In this section a semi-analytical model describing the melting of a slab due to co

bined microwave and convective/radiative heating is developed. The trial functions

for both the temperature and electric-field amplitude that satisfy the boundary con

ditions for the slab are considered. These trial functions are substituted into th
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governing equations and integrated over the domain of the slab. The resulting ordi-

nary differential equation is solved in conjunction with the Stefan condition to find

the position of the melting front, the temperature in the slab and the electric-field
amplitude. The pseudo steady-state approximation, valid when the speed of the
front is slow compared to the heat conduction and absorption (L^> 1), is also considered. In this limit the power versus temperature curve is given by an S-shaped
curve.

2.3.1 Melting with microwave heating and convection
The method of Marchant and Liu [30] for developing semi-analytical solutions, is
used in conjunction with the Stefan condition to find the melting time of the slab,
electric-field amplitude and temperature. The Galerkin method requires the solution to be approximated by a sum of orthogonal basis functions. The parameters
associated with the basis functions are found by evaluating averaged versions of
the governing equations, weighted by the basis functions themselves. The semianalytical solutions are chosen as <px and <p2 for the temperature and electric-field
amplitude respectively. There are two undetermined parameters, C, which is related

to the temperature in the slab, and a, the decay rate of the electric field. These tw
parameters are determined by the Galerkin method. The basis functions are chosen
to satisfy the boundary conditions (2.10) while also satisfying averaged versions of
the governing equations

f ujx((l>Xxx + (3f((t)X)\(t>2\2)dx= j u)X(f)lt,
Jo
/ u2(faxx + kf(l + iaf{(t>i)<fa))dx = 0,
Jo

Jo

(2.12)
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where the integrals are weighted by uix and CJ2, which are normally chosen as the

basis functions <j>x and 02 respectively. Note that as the heat deposited in the

portion of the slab is. assumed to be zero, the integration in (2.12) is perform
over the melted portion of the slab (from x = 0 to x = s).

The heat required to melt the frozen material results from two sources: convectiv
and radiative heating from the surrounds and also heat generated internally by
the microwave radiation. Thus the basis function for the temperature must be

sufficiently general to model both these forms of heating. In the case of convec

and radiative heating the temperature profile is linear, while for microwave hea

the, lowest-order terms from the series solution of the unforced heat equation ar
used (see Marchant and Liu [30]). Combining these gives

<t>i(x,t) = Ccos(X*x)+Dsm(X2x) + Ex + F, (2.13)

as the trial function for the temperature. Substituting (2.13) into the boundary
conditions (2.10) (the convective/radiative heating terms and the microwave abi

sorption terms are made to satisfy the boundary conditions separately) gives the
basis function for the temperature as

T(x, t) = C(cos(A^) - ^^) + E(x - s), (2.14)
tan(A 2 s)
where E and A satisfy the transcendental equations

E-Bi(-Es-1)-S((-Es + 1)4-1) = 0,
-^2- - B{C - S(C4 + AC3(-Es + 1) (2-15)
+6C2(-Es + l)2 + AC(~Es + l)3) = 0.
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Note that (2.14) depends implicitly on time via the temperature coefficient C and
the moving phase front s(t). In the limits of no and large heat-loss, the heat-loss
parameter A becomes
2 2

A = ^, BhS = 0, A^^- BhS-^oo. (2.16)

The basis function

(j)2(x) = A(a) cosh(az) + B(a) sinh(a:r),
A(n\ __ 2fc(<ucosh(as)+fci sinh(as)) /O Y7\
^ '
ai(fc+fci)cosh(os)-a2sinh(as)+fcfcisinh(as)'

^ *

'

f}(n\ _ — 2fc(fci cosh(as)+aisinh(as))
^ /
ai(k+ki) cosh(as)-a2 sinh(as)+fc/ci sinh(as)"

is chosen to represent the electric-field amplitude, as it is the solution to (2.9) in
the case of constant electrical conductivity, where the constants A(a) and B(a) are
found from the boundary conditions (2.10) (see Marchant and Liu [30]).
Substituting the basis functions for the electric-field amplitude (2.17) and the
temperature (2.14) into the second of'(2.12) gives the decay rate a, as

a = ikx(l + — / f(<t>i)dx)5, (2.18)
s Jo
where the weight uo2 = fa1 is used which results in an explicit expression for the
decay rate a. Marchant and Liu [30] showed that there was little difference between

the choices co2 = <f>2 and CJ2 = <f>21 in the large heat-loss limit (in the small heatlimit there is no difference). Further numerical investigation, for the examples considered in §2.5, showed a negligible difference compared with the standard choice
of u)2. Using the weight ux — (f)X and substituting the basis functions for the tem-

perature (2.14) and the electric-field amplitude (2.17) into the first of (2.12) leads
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to
% = -\I2 + /3I3,

Ix(C,a) = lf*<t>2dx,
I2(C,a)=f*<j>l(j)lxxdx, (2.19)
h{C,a) = ^(j)xf((t>x)\^2\2dx,
^ ~£(pixi at x= s,

where the last equation is the Stefan condition (the third of (2.9)). Together, th

system (2.19) comprises a system of ordinary differential equations for the moving

front s and the temperature coefficient C. This system is solved using a fourth-or

Runge-Kutta method, hence the time to melt the slab is found easily. To facilitate

the integration of I3 in (2.19) we resolve the square of the electric-field amplit

\U\2 — ax cosh(2u:r) + bx

COS(2OT)

+ cx sinh(2wx) + dx sin(2ua:),

where 2ai=AA + BB, 2b!=AA-BB, 2ci = AB + BA, (2-20)
2dx = i(BA - A~B), a = u + iv,

and ax,bx,c\,d\,u and v axe all real. If the front moves slowly compared to both he

conduction and heat absorption, a pseudo steady-state solution may be appropriate.

In the classical melting problem of a half-space via convection, the pseudo steady
state solution is valid when the latent heat is large (L » 1). For the combined
microwave and convective/radiative heating problem considered here, large latent
heat (L ;§> 1) is also a necessary condition. In the large heat-loss limit, where

convection and radiation are important, this is a sufficient condition for the pse

steady-state solution to be valid. In the no heat-loss limit however, the power (3
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must also be an 0(1) quantity. Letting ^ = 0 in the first of (2.19) gives

XIo
0 = ^T,

(2.21)

as the steady-state power versus temperature curve. The non-dimensional microwave power (3 is the ratio of the steady-state power absorbed by the material

to the net difference between the convective/radiative heat absorbed at the leading
edge and the heat-loss due to the phase change. The lower branch of the S-shaped

power versus temperature curve, where the microwave power is less than the critical

value Pc, is stable. Any slight increase in the power level above the critical valu
sees the temperature jump to the higher branch with subsequent thermal runaway.

In this melting problem, the S-shaped curve, and thus (3C, varies significantly wit
the moving front position s. This is because the thermal absorptivity of the slab,

which changes dramatically as the slab melts, is reduced substantially when a large
proportion of the slab is still frozen.

2.4 Results and Discussion

In this section the semi-analytical solutions of §2.3 are compared with the numeric
solutions of Appendix §A.l, in two special cases. These are the limits of no and

large heat-loss at the leading edge of the slab, and comprise a case where the slab
heated purely by microwave radiation and a case of mixed microwave and convective
heating.
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2.4.1 An insulated boundary

An insulated boundary is defined by the no heat-loss limit (Bi,S = 0). This represents the case where the slab is melted only by microwave radiation with no

convective or radiative heating. This limit is physically realistic due to the lar
ference in time scales between thawing a frozen material using ambient convection
and radiation compared to thawing using microwave heating. In the no heat-loss
hmit the basis function for the temperature (2.14) becomes

7TT

T(x,t) = Ccos(-—),

x<s.

(2.22)

Note that, as required, the heat-flux is zero at the leading edge. The form (2.14)
seems physically sensible, as an insulated boundary would see the evolution of the

temperature profile being similar to that of a cosine curve with an increasing amp
tude. Substituting the basis function (2.22) into the approximate governing equations (2.19) gives '

§-<» + ?'•-£• S-55-

C(0)

= °'

(2 23)

'

as the governing ordinary differential equations with the expression for J being sub-

stituted into ^ where necessary. The basis function for the electric-field amplitu
(2.17) remains unchanged, which results in the decay rate (2.18) becoming

a = ikx(l + ia(an +

2

^

7T

C

+
Z

-~))>-

(2-24)
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Upon integration of (2.19) we get, in the no heat-loss limit,
r

2a11(cos(2sv)6i--4'Ddi) 2ou(cosh(2sM)oi-+sinh(2su)ci--4uci)
/•»

—

5

«

«—

^-16v2

S

*|+16v2

I vbn(bi sin(2sy)~dicos(2s^)—1) _ ubn(ai sinh(2su)+ci cosh(2su)+ci)

4-4f2 4+4«2
, bn fbi sin(2sv)+di(l—cos(2st>) . 01 sin(2su)+ci(l—cosh(2su)) \
2 2

• ciifcifoos(2w)
cnfli|cosh(2sM)
4-16«2 4+16V2 h 4_1|0 4V2+2|6V4 ^- ^
3 ± i 160 2 ^ „ 2 , 256 ..4

, cnci(smh.(2su)~ — 4u) cudi
Hj+16tt2

{S\TL{2SV)

^

^

TT4 , 160 2E2 „2_|_256.,4

'

c11d1(±sm(2sv)f-*+2v) e11d1(±sm(2sv)f+f+2v)
^£-16^+16 J2

cufri jLcoB(2at;)(gr+^-)

^+16u^+16v 2

~— Av)
^-16w2

'

which is used in (2.23) and (2.26). The pseudo steady-state approximation is

XCs ds^C^
^ 2/3 ' dt 2Ls

y J

Given @ and s, a value for C can be found from the first of (2.26) using a simple
numerical root finding technique. This is substituted into the Stefan condition to
enable the speed of the moving front to be found, using the fourth-order RungeKutta mpthod.
A number of results are presented for the no heat-loss limit, comparing the semianalytical theory with the numerical model. In each case, the common parameters
are /3 - 17.5, a = 0.01 and k ~ kx - 1. As the frozen slab is transparent to the
microwave radiation, the slab must be slightly thawed initially (s(0) = 0.04) to

absorb radiation. A realistic value for water, of L = 3.9 (see Pangrle et. al. [33]
is chosen in the examples presented, along with a smaller value L = 0.1, which
illustrates the accuracy of the approximate solutions when the pseudo steady-state
solution is not valid.
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Figure 2.1: Various slab temperature profiles (T versus x) in the no heat-loss limi
T h e parameters are k = kx = 1, a = 0.01, L = 0.1, (3 = 17.5. Shown are the
semi-analytical (solid line) and numerical (dashed line) solutions.

Figure 2.1 shows various slab temperature profiles for latent heat L = 0.1. Shown
are the semi-analytical (solid line) and numerical (dashed line) solutions. An ex-

cellent comparison is obtained between the semi-analytical and numerical solutions
The maximum error, of 1.1%, in the semi-analytical temperature profile is at the

leading edge of the slab, at x = 0. Figure 2.2 shows various slab temperature profi
for latent heat L — 3.9. Shown are the semi-analytical (solid line) and numerical
(dashed fine) solutions. Again the comparison is excellent with a maximum error
of 5.8% at the slab's leading edge. Note that the maximum temperature is greater
when the latent heat is larger as the front moves more slowly and the molten portion of the slab has had longer to heat-up. The pseudo-steady state approximation
produces a temperature profile with a leading edge temperature of T = 5.51, which
is independent of L. Thus, as the latent heat is increased, the temperature at the
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Figure 2.2: Various slab temperature profiles (T versus x) in the no heat-loss limi
T h e parameters are k = kx = 1, a = 0.01, L = 3.9, (3 = 17.5. Shown are the
approximate analytical (solid line) and numerical (dashed line) solutions.

leading edge, as predicted by the semi-analytical and numerical models, increases
as seen in figure 2.2, and approaches the pseudo steady-state solution. Hence the
pseudo steady-state approximation is verified in the large latent-heat limit. ,
Figure 2.3 shows the position of the moving front s(t) versus time for L = 0.1
and 3.9 up to s = 1. Shown are the approximate analytical (solid line), pseudo
steady-state (dashed line) and the numerical (dotted line) solutions. The speed

of the front is slow initially, but speeds up as the slab thaws. Physically, this i
because the frozen portion absorbs no heat, hence as the melted layer increases so
does the heat absorption. The comparison between total thawing times (at s = 1)

for the numerical and the semi-analytical solutions shows a difference of 7.2% in t
thawing time for L = 0.1, and a difference of 20.1% for L = 3.9. These differences
are much larger than those in the leading edge temperature C. This is because the
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Figure 2.3: T h e position of the moving front versus time (s(i) versus t) in the no
heat-loss limit for L — 0.1 and L = 3.9. T h e parameters are k = kx — 1, a = 0.01,
(3 = 17.5. Shown are the semi-analytical (solid line), pseudo steady-state (dashed
line) and numerical (dotted line) solutions.

total melting time is found by integrating the Stefan condition, hence the errors are
cumulative. Moreover, as the temperature gradient at the moving front is small, any

errors there are magnified disproportionally. The pseudo steady-state solution give

a 7.5% difference for L = 3.9, reflecting its accuracy in the large latent heat limi
The pseudo steady-state solution gives a better estimate of total melting time than
the full approximate model because it overestimates C. As the speed of the front is
proportional to C it produces a faster, and therefore more accurate, thawing time.
Figure 2.4 shows the leading edge temperature, C versus moving front position s for
L = 0.1 and 3.9. Shown are the semi-analytical (solid line) and numerical (dotted
line) solutions. The semi-analytical solution is very accurate in both cases with C
increasing for large latent heat L.
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Figure 2.4: The position of the moving front versus temperature (s(t) versus C) in
the no heat-loss limit for L — 0.1 and 3.9. The parameters are k = kx = 1, a = 0.01
and (3 = 17.5. Shown are the semi-analytical (solid line) and numerical (dotted line)
solutions.

2.4.2 Combined microwave and convective thawing

In this section, the large heat-loss limit (Bt,S —> oo) is investigated. Physically

limit, implies significant convective and radiative heating at the boundary, result

in the leading edge temperature being fixed at the ambient temperature of unity. In
this limit the basis function becomes

T(x) = Csin(—) + S-^, x<s, (2.27)
S

o

which represents the combined effects of microwave heating, convective and radiati
heating. This gives

f .-CA + M-ffil*^. £ = £(1 + 00,
a = ik1(l + ia(a11 + b11(f + 1)+

Cll(f

(22g)

- 1+ f ))4, C(0) = 0,

Chapter 2: Thawing a slab

28

Figure 2.5: Various slab temperature profiles (T versus x) in the large heat-loss
limit. T h e parameters are k = kx = 1, a = 0.01, L = 0.1,ft= 17.5. Shown are the
approximate analytical (solid line) and numerical (dotted line) solutions.

as the system of ordinary differential equations describing the thawing, which ar
again solved using the fourth-order Runge-Kutta method. The expression for the

integral I3 has not been presented due to its size and complexity in this limit. T
pseudo steady-state approximation is

^^t^. i=ib+<*>-

(2 29)

-

A number of results are presented for the large heat-loss limit, comparing the ap
proximate analytic theory with the numerical model. In each case, the common

parameters are (3 = 20, a = 0.01 and k = kx = 1. Initially, the slab must be sligh

thawed (s(0) = 0.01) because the speed of the moving front (see (2.28)) is infini
at s = 0.
Figure 2.5 shows various slab temperature profiles for L = 0.1 up to s = 1.

Shown are the semi-analytical (solid line) and numerical (dotted line) solutions.
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excellent comparison is obtained between the semi-analytical and numerical solu-

tions. Note that the temperature profiles show only a little variation from the lin

convective/radiative heating profiles, indicating the small effect of microwave hea

ing in this case. Figure 2.6 shows various slab temperature profiles for L = 3.9 up
to s = 1. Shown are the semi-analytical (solid line), pseudo steady-state (dashed

fine) and numerical (dotted line) solutions. The approximate analytic solutions are
very accurate when the slab is partially melted (up to s = 0.6) with a maximum

difference of 6.1% while when the slab is fully melted (at s = 1) there is up to a

13.3% difference. Also, the pseudo steady-state solution gives us a good qualitativ
prediction. The temperature maximum now clearly occurs within the slab, indicative of the increased importance in this case of microwave absorption compared to
convective and radiative heating.
Figure 2.7 shows the position of the moving front s(t) versus time for L = 0.1
and 3.9 up to s = 1. Shown are the approximate analytical (solid line), pseudo
steady-state (dashed line) and numerical (dotted line) solutions. The comparison
between total thawing times (at s = 1) for the numerical and the semi-analytical

solutions shows a 24.7% difference in total thawing time at s = 1 for L = 0.1, and
a 6.5% difference for L = 3.9. As expected, the pseudo steady-state limit is only

valid for larger latent heat, with an error of 14.4% for L = 3.9. In the absence of
any microwave heating the front position is given by s = (f )2. Hence, with purely
convective heating the phase boundary moves fast initially, then slows down like
t~2. For these examples the convective and radiative heating causes the front to
move fast initially, but it slows to a near constant rate as the microwave thawing
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Figure 2.6: Various slab temperature profiles (T versus x) in the large heat-loss
hmit. T h e parameters are k = kx = 1, a = 0.01, L = 3.9, (3 = 17.5. Shown are the
approximate analytical (solid line), pseudo steady-state (dashed line) and numerical
(dotted line) solutions.
becomes important, rather than decreasing like t~2 for purely convective heating.

In the case of L — 3.9 the slab would thaw in time t = 1.95 with purely convective

and radiative heating, while the application of microwave radiation causes the sla
to melt much faster in time t = 1.1.

2.5 Feedback control of microwave thawing

A major problem with the use of microwave heating is the possibility of thermal ru
away. Thawing using microwave radiation is even more problematic as the thermal
absorptivity increases as the material changes state. This is mainly due to water
having a much greater thermal absorptivity (two orders of magnitude higher) than
ice. The steady-state S-shaped power versus temperature curves for varying s(t)
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Figure 2.7: The position of the moving front versus time (s(t) versus t) in the l
heat-loss limit for L = 0.1 and 3.9. The parameters are k — kx = 1, a — 0.01,
(3 — 17.5. Shown are the semi-analytical (solid line), pseudo steady-state (dashed
fine) and numerical (dotted line) solutions.
illustrate this fact. As s(t) increases, the critical power level, (3C, decreases

ically. Thus, a power level which will slowly thaw the slab in the early stages of
melting, can cause thermal runaway at a later stage. This means that the use of a

constant power level (3 in the thawing process will either result in a long proce

time, or thermal runaway. The objective of the following optimisation is to ensure
thermal runaway is avoided while minimising the slab thawing time.
Kriegsman [20] proposed a simple linear control process which aims at preventing
thermal runaway,

d

£ = -7(P-(3s)-5(Crn-Cs), 0(0) = ft, (2.30)
dt

where the point (j3s, Cs) is the desired steady-state solution on the S-shaped cur

This control process (2.30) allows the transient values of the temperature and po
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to feed back into the system. The feedback parameters 7 and 6 determine the
stability of the process. The control process (2.30) simply becomes part of our
system of ordinary differential equations (2.19).
A number of results are presented to investigate the control process (2.30) as a

means of optimising the thawing times in the case where the leading edge of the sla
is insulated and thawing occurs by microwave radiation alone. The parameters are

chosen to be the same as those used in the insulated slab case in §2.5. The control

parameters are chosen as (/3S,CS) = (7.5,1.0) and p0 = 500, since it is our desir
to keep the temperature in the thawed slab below a maximum value (the ambient
temperature of unity say). Thus the power ps is chosen so that Cs = 1 on the Sshaped power versus temperature curve for the fully melted slab (s = 1). Note
that the steady-state point ((3S)CS) is unlikely to be reached however, because the
heating is stopped when the slab is fully melted. At this time however, when the
slab is fully melted, the point (/?, C), where (3 is the-final power level and Cm =

the temperature at the slab's leading edge, will be in the vicinity of the steadypoint (Ps, Cs) on the steady-state curve.
A large initial power level is chosen because the thermal absorptivity of the

nearly frozen slab is much less than that of a fully thawed slab. This is clearly s
when comparing the steady-state power versus temperature curves for small and

large values of s. The critical power level, at which bifurcation occurs, is pc_ ->•
as s -> 0, while (3C « 17.5 for s = 1. Choosing a large value of P initially allows

rapid initial thawing, while there is little danger of thermal runaway. Later, as t

slab melts, the value of /? is reduced due to the control process, ensuring no ther
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Figure 2.8: T h e temperature versus power curve (C versus /?) in the no heat-loss
hmit for L = 3.9. The parameters are k = kx = 1 and a = 0.01. Shown are the
steady-state power versus temperature curve (2.26) (solid line) and P versus C for
7 = 5 = 7.0 (short dashed line), 7 = 5 = 9.0 (dashed line) and 7 = 8 = 11.0 (dotted
fine).

runaway.
The parameters 7 and 8 are chosen to be equal. These parameters define the
gradient of the feedback control line m = -7<5-1 = -1, whose intersection with the

steady-state curve is the ultimate destination of the system in the steady-state.
choice of gradient results in the S-shaped power versus temperature curve and the

feedback control line having one steady-state solution rather than multiple solut
Figure 2.8 shows the temperature versus power curve (C versus P) resulting

from solving (2.30) and (2.19) for L = 3.9. Shown are the steady-state power versu

temperature curve (2.26) (solid line) and P versus C for 7 = 6 = 7.0 (short dashed
line), 7 = 5 = 9.0 (dashed line) and 7 = <5 = 11.0 (dotted line). The choice of
small feedback parameters results in the temperature exceeding our upper limit.
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Figure 2.9: The position of the moving front versus time (s(t) versus t) in the n
loss limit for L = 3.9. The parameters are k = k\ = 1, a — 0.01, P = 17.5. Shown
are the reference curve (solid line) with P = 17.5 and P versus C for 7 = 5 = 7.0
(short dashed fine), 7 = S — 9.0 (dashed line) and 7 = 5 — 11.0 (dotted line).

In this case the maximum temperature in the slab is C = 3.5 when 5 = 1 and
the temperature has exceededx the desirable maximum value of unity. The choice of

intermediate feedback parameters represent the case when the slab was melted in th
fastest time, without exceeding the maximum temperature of unity. The choice of

large feedback parameters decreases P very quickly until it hits the feedback con
fine, whereupon it follows this line towards the desired steady-state point (Ps,
Figure 2.9 shows the position of the moving front s(t) versus time corresponding
to the three previous examples of figure 2.8, along with a reference curve (solid
line) thawed using a constant microwave power ((3 = 17.5). The path (dotted line)

is slowest of all the controlled examples, because of the large feedback parameter

chosen. However, it is still 1.2 times faster than the constant power case. The ne
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path (dashed line), which ensures no temperature overshoot, is 2 times faster than
the constant power case. The fastest path (short dashed line) is 8.8 times faster

the constant power case, however, the final slab temperature exceeds the desirable
maximum value of unity.

2.6 Conclusion
The thawing of a semi-infinite one-dimensional slab by combined microwave, convective and radiative heating has been investigated. A semi-analytical model is
developed which compares favourably with the full numerical solution in both the
insulated slab and fixed-temperature boundary limits. A feedback strategy is em-

ployed to thaw the slab in minimum time without allowing the temperature to exceed
a pre-defined maximum. This mechanism allows the slab to be thawed in about half

the time needed using the most efficient choice of constant microwave power p. The

semi-analytical method reduces the full system of partial differential equations t

a system of ordinary differential equations. Hence a numerically efficient algorit
results that may have applications as a real-time feedback mechanism to control
thermal runaway in industrial thawing applications.

Chapter 3
Thawing a cylinder

3.1 Introduction

The contents of this chapter appear in Lee and Marchant [23]. This chapter consid-

ers the thawing of a cylinder by a combination of microwave radiation and convecti
heating. As the cylindrical geometry is applicable in many industrial heating and
thawing scenarios, this< chapter aims to extend the work of Chapter 2 to provide

further evidence of the accuracy and usefulness of semi-analytical solutions. Moreover, with the cylindrical geometry, focusing of radiation can occur, which is not

possible for the slab geometry of Chapter 2. The thermal absorptivity and electric
conductivity of the material are again assumed to have power-law temperature de-

pendencies, a physically reasonable approximation, while the electrical permittivit
and magnetic permeability are assumed constant. As for the slab, the deposition of
heat via the microwave radiation occurs only in the melted region of the cylinder.
Basak and Ayappa [2] considered the microwave thawing of two-dimensional
36
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cylinders. Their model used the Galerkin finite-element method in conjunction with
the heat capacity method, which allowed mushy regions to appear. The results show
that the microwave thawing of cylinders was classified into three regimes; uniform
thawing, thawing from the unexposed face, and thawing from the exposed face of
the cylinder. These regimes were predicted using the penetration depth and the
wavelength of the microwaves, both scaled by the diameter of the cylinder.
The governing equations are derived in §3.2. The microwave radiation within the
cylinder is governed by Maxwell's equations, which reduce to a Helmholtz equation

for the electric-field amplitude at the steady-state. The heat diffusion and absorp
within the cylinder is modelled by the forced heat equation, with the source term

proportional to the square of the electric-field amplitude. The speed of the meltin
front is governed by the Stefan condition. In §3.3 semi-analytical solutions are

found as a system of ordinary differential equations for the electric-field amplitu
the temperature in the cylinder and the speed of. the moving front. The special
cases of insulated and fixed-temperature boundary conditions are examined in more
detail in §3.4. Comparisons are made between the semi-analytical model of §3.3

and numerical solutions of the governing equations. In §3.5 a linear control process
which allows both temperature and power feedback, is used in the prediction and
optimisation of thawing times in the zero heat-flux limit.
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3.2 Governing equations

The propagation of microwave radiation is governed by Maxwell's equations of el

tromagnetism (2.1). The incident radiation and temperature distribution is assume

axisymmetric, hence the electric and magnetic fields have the forms E = E(r, t)
and H = H(r,t)uz. Substituted into (2.1) these give the governing equations as

Er = (pE\, Hr = (eE)t + oE. (3.1)
As (3.1) is temperature dependent, it is coupled with the forced heat equation

(2.3). The electric and magnetic fields can be written as steady-state amplitudes
modulated by the frequency,
E(r, t) = U(r)e-iwt, H(r, t) = V (rOe"*". (3.2)
Substituting (3.2) into (3.1) and ignoring the time derivatives gives
1 ?(T

-(rUr)r + k2(l + —)U
r
uje

= 0,

(3.3)

ag the governing equation for the steady-state electric-field amplitude, where

wavenumber kx = tu/c, with c being the speed of the radiation in the material. T

Stefan condition defines the heat-flux at the phase boundary in terms of its ve
pL^&

= -KVT at r = s(t), (3.4)
dt

where s(t) is the position of the moving boundary, and L is the latent heat of

The steady-state amplitude equation (3.3), the forced heat equation (2.3) and the
Stefan condition (3.4) are nondimensionalised by the scalings
tK , r i s i U < T — Tm , s

t=

^iP' T=R' S=R<

v=

w T-^wv

(3 5)

'
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where R is the radius of the cylinder, Ui is the amplitude of the incident radiati
Tm is the melting temperature, Ta is the ambient temperature and Cp\ is the specific heat of the liquid at the melting temperature. Note that the nondimensional
radius is unity, the nondimensional melting temperature is zero and the nondimen-

sional ambient temperature is unity. This results in the scaled thermal absorptivi

electrical conductivity, wavenumbers, latent heat and specific heat having the for
7 =

JOT—TV

a=

77y

kl

=

klR

'

J^\Ja — J-m)

L'

U€

/g g\

= ^ c' -= —

Cpi(Ta — Tm)
' Cpi
The nondimensional governing equations can then be written (after dropping the
primes) as
-(rUr)r + k2x(l + ia)U = 0,
r
(CpT)t = -(rTr)r + j\U\2,
r
(3-7)

d

x

±-- -?L

at r-s(t)
dt~

Ldr

at

r _ S W

'

where a = af(T), -y = Pf{T).

The initial and boundary conditions for the electric-field amplitude and the tempe
ature are
H^(k)Ur + kHil\k)U = -^, Tr + Bi(T-l) = 0 at r = 1,
(6.H)

Ur = Tr = 0 at r = 0, T = 0, s = l at * = 0.

The first of (3.8) describes the reflection and transmission of microwave radiatio

at the surface of the cylinder, derived by expressing the electric field outside t
cylinder in terms of incident and reflected waves (see Pangrle et. al. [33])

E(r) = CxH{01)(kR) -r E0HL\2)(kR), (3.9)
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where the wavenumber of the radiation in free space is k and H^ and H^ are
Hankel functions of the first and second kind respectively. The amplitude of the

incident radiation is E0 while Cx is the amplitude of the radiation reflected from th
cylinder. The boundary condition is found by using (3.9) and assuming the electric-

field and its derivative are continuous. The second of (3.8) describes heat-loss fro

the surface of the cylinder, where the Biot-number, Bi, is a measure of the convecti
heat-loss. The boundary condition at r = 0 in (3.8) describe the symmetry of the
solution about the centre of the cylinder. The temperature dependency f(T) of the
material properties are the same as used in Chapter 2 (see §2.2.1).

3.3 The semi-analytical solutions
In this section a semi-analytical model describing the melting of a cylinder due to
combined microwave and convective heating is developed using the Galerkin method.
We consider basis functions for both the temperature and electric-field amplitude

that satisfy the boundary conditions for the cylinder, but not the governing equa- '
tions themselves. The semi-analytical solutions are chosen as (f>\ and (j>2 for the
temperature and electric-field amplitude respectively. There are three undetermined
parameters, C and D, which relate to the temperature in the cylinder, and a, the
decay rate of the electric field. These parameters are found by evaluating averaged
versions of the governing equations,
f 1 1 f1
/ wi n (0 l r r + -<f>lr + Pf{(f)X)\(j)2\2) dr = / uXn<plt dr,
Js

r

Js

1

f 1
/ Mforr + ~02r + k\(l + iaf (<f)X)<f>2)) dr = 0,
J8

7*

n = 1,2
(31Q)
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where the integrals are weighted by uiXn (n — 1,2) and UJ2, which are normally chosen
from the basis functions (f>x and <f>2. Note that as the heat deposited in the frozen
portion of the cylinder is zero, the integration in (3.10) is performed only over the
melted portion of the cylinder (from r = s to r = 1).
The basis function for the temperature must be sufficiently general to model
convective heating from the surrounds as well as heat generated internally by the
microwave radiation. The temperature basis function is chosen as

01(r,i) = C011 + JD012 + 013, (3.11)

where 4>n and </>i2 are the microwave absorption terms and (t>X3 is the convective hea
ing term. The free parameters C and D are determined by the averaging procedure.
The terms 0n and <f>x2 are chosen as quadratic and quartic polynomials respectively
while </>i3 is the solution to the unforced heat equation at the steady-state. The
basis function

Mr) = J^1 or— (3-12)
•

n(aJx(a)H0:i\k) - fej0(a)ffi(1)(fc))

is used for the electric-field amplitude as it is the solution to (3.7) and (3.8) in

the case of constant electrical conductivity. Substituting the basis functions for th
electric-field amplitude (3.12) and the temperature (3.11) into the second of (3.10)
gives the decay rate a, as

a = kx(l + iala)\, Ia = /V(0i) dr, (3-13)
Js

where the weight w2 = fa1 is used which results in an explicit expression for the
decay rate a. Using the weights u>Xn = (j)\n and substituting the basis functions for
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the temperature (3.11) and the electric-field amplitude (3.12) into the first o
leads to

—^ = -l2n + Phn, n=l,2,
IXn(C,D,a) = j\n(j>xdr, (3.14)
I2n(C,D,a)= ujnf((j)X)\(j)2\2dr,
Js
1

f 1
I3n(C,D,a) =
Js

ujn-(r(j)Xr)r) dr,
r

ds
1,
— = -T</>ir, at r = s,
dt
L
5 = 1 C = D = 0 at £ = 0.

where the fifth of (3.15) is the Stefan condition. (3.15) comprises a system of ordi-

nary differential equations for the moving front s and the temperature paramete
C and D. This system is solved using a fourth-order Runge-Kutta method, hence

the position of the moving phase boundary and the temperature profile are easily

found. To facilitate the calculation of the integral I2n in (3.15) we use a Tayl
expansion for the Bessel function in <f)2,

Jo(ar) ~ 1

M

2

(3.15)

A balance between the accuracy and the efficiency of the semi-analytical solutions

was required when choosing the number of terms to retain in (3.15). It was found
that retaining additional terms makes little difference to the accuracy of the
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3.4 Results and Discussion

In this section the semi-analytical solutions of §3.3 are compared with numerical

solutions of the governing equations (see Appendix §A.2), in two special cases. Thes

are the limits of no heat-loss and large heat-loss at the surface of the cylinder, a
comprise a case where the cylinder is thawed purely by microwave radiation and a
case of mixed microwave and convective thawing.

3.4.1 Microwave Thawing

An insulated boundary occurs when Bi = 0. This represents the case where the
cylinder is melted only by microwave radiation with no convective heating. This

limit is physically realistic due to the large difference in time scales between th
a frozen material using ambient convection compared to thawing using microwave
radiation. In the no heat-loss limit the basis function for the temperature (3.11)

T(r,t) = C</>n + D<f>12, s < r < 1,
(3.16)
0n = s2 - r2 + 2(r - s), 012 = s4 - r4 + ^(r3 - s3),

is used. The microwave heating terms 0n and 0i2 are made to satisfy the boundary conditions (3.8) separately while the convective term 0i3 = 0 in the insulated

case. Substituting the basis function (3.16) into the system of ordinary differenti
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equations(3.15) gives
dC_
dt '

315((96s2 + 53s + 19)/ 42 - (112s4 + 119s3 + 75s2 + 25s + 5)/41)
2(192s2 + 204s + 59)(s-l) 7
'

dD
dt

6615(21 (96s2 + 53s + 19)/ 41 - 4/42)
2(192s2 + 204s + 59)(s-l) 7
'

Ui = (Pl2i + l3i + £;(s-l)5(C + 2Ds2)2),

(3 17)

'

J42 = (pi22 + /32 + ^(s - 1)5(C + 2L>s2)2),
ds 2
-=

j-(s~l)(C + 2Ds2),

C(0) = £(0) = 0,s(0) = l.

where J2n and 73n are given in Appendix §B.l. Note that the expression for ~ has
been substituted into ^ and ^ where necessary. The electric-field amplitude is
(3.12), where the expression for Ia is also in Appendix §B.l.
A number of results are now presented for the insulated boundary case. In
each example, the common parameters are P = 4.5, a = 1.0 and k = kx = 1.
The microwave power P is chosen to ensure the maximum temperature within the

cylinder remains less than the ambient temperature of unity, which ensures that t

material is not damaged by overheating.^ As the frozen cylinder is transparent to

the microwave radiation, slight ambient thawing (s(0) = 0.96) is used to initiate

absorption of radiation. A physically realistic value of the latent heat, L = 3.9

used (see Pangrle et. al. [33]). A smaller value of L = 0.1 is also used, for com
purposes.

Figure 3.1 shows various temperature profiles in the cylinder, when s = 0.9,0.7,
and 0.1, for latent heat L = 0.1. Shown are the semi-analytical (solid line) and
merical (dashed line) solutions. An excellent comparison is obtained between the

two solutions. The maximum error of 6%, in the semi-analytical temperature profil
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Figure 3.1: Various temperature profiles (T versus r) in the cylinder for the no
heat-loss limit. T h e parameters are k = kx = 1, a — 1, L = 0.1, P = 4.5. Shown are
the semi-analytical (solid line) and numerical (dashed line) solutions.

is at about r = 0.6 while the variation at the surface of the cylinder, r = 1, is onl
2%. The profiles show that the temperature at the surface increases as the cylinder
melts. The temperature remains relatively constant in the region near the surface
before decreasing sharply to T = 0 at r = s. Figure 3.2 shows temperature profiles
in the cylinder, when s = 0.9,0.7,0.5,0.3 and 0.1, for latent heat L = 3.9. Shown
are the semi-analytical (solid line) and numerical (dashed line) solutions. Again
the comparison is excellent with a maximum error of 17% at about r = 0.6 for

the s = 0.1 profile while the variation at the surface of the cylinder r = 1 is still
very small only 5%. As the latent heat is larger here than for figure 3.1 the front
moves more slowly and subsequently the molten portion of the cylinder has longer
to heat-up; this results in higher surface temperatures than the case in figure 3.1.
For the s = 0.1 profile the semi-analytical model predicts an internal maximum at
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Figure 3.2: Various temperature profiles (T versus r) in the cylinder for the no
heat-loss limit. T h e parameters are k = kx = 1, a = 1, L = 3.9, P = 4.5. S h o w n are
the semi-analytical (solid line) and numerical (dashed line) solutions.

about r = 0.7, which is not reflected in the numerical solution. Note however that

the semi-analytical profile is accurate at r = s and r = 1, the two endpoints of th

profile. Modelling these points accurately is particularly important as the tempera
ture at the surface can be experimentally measured while the slope of the curve at
r = s determines the speed of the phase boundary.
Figures 3.3 and 3.4 show the position of the moving front versus time (s versus

t) for L = 0.1 and L = 3.9 respectively. Shown are the semi-analytical (solid line)
and the numerical (dashed line) solutions. In both, cases the speed of the front

is slow initially, but speeds up as the cylinder thaws. Physically, this occurs for
two reasons; firstly, the frozen portion absorbs no microwave radiation, hence as
the melted layer increases so does the internal heat absorption, and secondly, the
cylindrical geometry causes focusing which ensures more rapid thawing near the
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Figure 3.3: The position of the moving front versus time (s(i) versus t) in the no
heat-loss limit for L = 0.1. T h e parameters are k = kx — 1, a = 1, P = 4.5. Shown
are the semi-analytical (solid line) and numerical (dashed line) solutions.

centre. The rapid increase in the speed of the moving front as s —*• 0 is more

apparent in the case of large latent heat, as the speed of the front is significantl

slower, which allows more time for the melted portion to heat up, and then drive the
subsequent thawing. The comparison between total thawing, times (when s = 0) for
the numerical and the semi-analytical solutions is excellent and shows a difference
of 3% in total thawing time for L = 0.1, and a difference of 6% for L = 3.9.

3.4.2 Combined microwave and convective thawing

In this section the large heat-loss limit, when Bi -* 00, is investigated. Physicall

this implies significant convective heating resulting in the surface temperature be
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Figure 3.4: T h e position of the moving front versus time (s(i) versus t) in the no
heat-loss hmit for L = 3.9. T h e parameters are k = kx = 1, a = 1, P = 4.5. Shown
are the semi-analytical (solid line) and numerical (dashed line) solutions.

fixed at the ambient temperature of unity. In this limit the basis function

T(r, t) = Ccf>xx + Dcj)X2 + 0i3,

s < r < 1,

0n = (r - s)(l - r), 0i2 = (r2 - s2)(l - r2),
ln(r)
013 = 1

(3.18)

ln(s)'

is used, which represents the combined effects of microwave heating, from the terms
0n and 0i2, and convective heating from 0i3. Note that the expression 0X3 is the

relevant steady-state temperature profile, satisfying the boundary conditions (3.8)
The microwave heating terms merely satisfy T = 0 at r = s and r = 1. This results
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in the system of ordinary differential equations
dC _ 75600((f + a + l)^-(|l + | + ^ + § + ±)&hl)
dt 7(85s2 + 166s + 85)(s-l)7 '

™ _17.1r,fe-(¥ + ^ + Ti)^)
(85s2 + 166s + 85)(s-l) 7 '

dt

(3.19)

c

i +2D j i

i4( <«- > * - >+7iy.
C(0) = L>(0) = 0,
where the integrals 74n are given in Appendix §B.2. The basis function for the

electric-field amplitude (3.12) remains unchanged; the expression for Ia in (3.13
given in Appendix §B.2.
For the examples presented in the large heat-loss limit the common parameters

are P = 10, a = 1.0 and k = kx = 1. Again, the cylinder is assumed to be slightly

thawed (s(0) = 0.96) because the speed of the moving front (see (3.19)) is infini
at s = 1.

Figure 3.5 shows various temperature profiles in the cylinder, when s = 0.9,0.7,
and 0.1, for latent heat L = 0.1. Shown are the semi-analytical (solid line) and
merical (dotted line) solutions between which a good comparison is obtained. As

the latent heat is small the cylinder melts quickly, hence the effect of the micr

heating is small with convective thawing the dominant source. In the limit P —> 0

no microwave heating occurs with our semi-analytical solution representing a pseu

steady-state solution. Pseudo steady-state solutions are not valid for small late
heat, so it is not surprising that the semi-analytical and numerical temperature

profiles show some variation. Figure 3.6 shows various temperature profiles in th
cylinder, when s = 0.9,0.7,0.5,0.3 and 0.1, for latent heat L = 3.9. Shown are
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Figure 3.5: Various temperature profiles (T versus r) in the cylinder for the large
heat-loss limit. T h e parameters are k = kx = 1, a = 1, L = 0.1, p = 10. Shown are
the semi-analytical (solid line) and numerical (dashed line) solutions.

the semi-analytical (solid line) and numerical (dotted line) solutions. As the lat
heat is large here, the pseudo steady-state solution is appropriate, consequently
comparisons here are excellent, with a maximum error of 5%. Convective heating is

dominant early, as the temperature profile is nearly a straight line at s = 0.9. As
the melting progresses microwave heating is much more significant. The temperature profiles for s = 0.1 and 0.3 show evidence of microwave heating as they have
an internal maximum at which the temperature is greater than the surface (ambient) temperature. The larger value of latent heat slows down the thawing process
allowing the internal heating from the microwave radiation to become important.
Figures 3.7 and 3.8 show the position of the moving front s(t) versus time for L =

0.1 and L — 3.9 respectively travelling from s(t) = 0.96 to 0.0. Shown are the semi

analytical (solid line) and numerical (dashed line) solutions for the large Biot-n
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Figure 3.6: Various temperature profiles (T versus r) in the cylinder for the large
heat-loss limit. T h e parameters are k = kx — 1, a = 1, L = 3.9, /? = 10. Shown are
the semi-analytical (solid line) and numerical (dashed line) solutions.

limit. Also shown for L = 3.9 are the reference curves (the two curves furthest to

right) for the pseudo steady-state semi-analytical (solid line) and numerical (das
fine) solutions describing convective heating alone. The comparison between the
total thawing times (at s = 0) for the numerical and the semi-analytical solutions
shows a 43% difference in total thawing time for L = 0.1, and a 5% difference for
L = 3.9. In the absence of microwave heating (p = 0) the pseudo steady-state gives
the phase boundary as t = j(s2(2ln(s) -1) +1), with a total thawing time of t = \.
The comparison between total thawing times in the case of convective heating alone

shows a 12.5% difference in thawing time for L = 3.9 and a 78% difference in thawin
time for L = 0.1. The pseudo steady-state approximation, (which represents the
convective part of the semi-analytical model) is valid when the front moves slowly
(L is large), hence it is not surprising that the semi-analytical model is invalid
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Figure 3.7: T h e position of the moving front versus time (s(t) versus t) in the large
heat-loss limit for L = 0.1. T h e parameters arefc =fci= l , a = l , / 3 = 10. Shown
are the semi-analytical (solid line) and numerical (dashed line) solutions.

small L. The semi-analytical model is quite acceptable however for L = 3.9, the
physically relevant case. The figures show that the convective heating is dominant
early. On figure 3.8 all the curves follow nearly the same path to about s = 0.7.

The fronts then move at a near constant rate in the middle section (s = 0.7 to 0.2),
with the microwave thawing curves having the steeper gradients. During the final
section of the thawing (s = 0.2 to 0.0) the fronts all speed up considerably due to
focusing of the radiation.

3.5

Feedback control of microwave thawing

Thawing cylinders with microwave radiation is likely to cause thermal runaway for

two main reasons. Firstly, as for the slab in Chapter 2, there is a significant dif
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Figure 3.8: The position of the moving front versus time (s(t) versus t) in the lar
heat-loss limit for L = 3.9. The parameters are k = kx = 1, a = 1, P = 10. Shown
are the numerical (dashed line) and semi-analytical (solid line) solutions. T h e pair
of curves on the left represent microwave and convective heating, while the pair of
curves on the right represent purely convective heating.

between the thermal absorptivity of ice and water. Moreover, due to focusing, which

occurs in the cylindrical geometry, the temperature increases abruptly as the movi

front nears the centre of the cylinder (r = 0). The aim is to ensure the absence of
thermal runaway, however, a constant power level P which satisfies this criterion
will result in slow thawing times. The objective of the feedback control process
is to minimise thawing times of the cylinder while avoiding thermal runaway, by
adjusting the power level during the thawing process. The control strategy (2.30)
is used where

Cm = C(s2 - 1 + 2(1 - s)) + D(s4 - 1 + ^(1 - s3)) (3.20)
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is the temperature on the surface of the insulated cylinder. This control process
(3.20) allows the transient values of the temperature and power to feed back into
the system. Note that for microwave thawing, reaching a steady-state temperature is

not the main objective; melting the cylinder is. However, choosing the desired targe

as (ps, Cs) = (4.5,0.5) allows us to achieve the objective of melting the cylinder w
ensuring that the maximum temperature Cm (at the surface) does not exceed the
ambient temperature of unity. This choice ensures that any overshoot of the desired
target temperature is likely to satisfy our condition that the temperature remains
less than unity. The initial power level is chosen to be large (/?0=30) to offset
negligible thermal absorptivity during the early stages of thawing and consequently
speed up the thawing process. The feedback parameters 7 and <5 determine the
stability of the process. The control process (3.20) simply becomes part of our
system of ordinary differential equations (3.15).
A number of results are presented to investigate the control process (3.20) as
a means of optimising the thawing times for the insulated cylinder. The physical
parameters are chosen to be the same as those used in the insulated cylinder case
in §3.4.
The total thermal absorptivity of the nearly frozen cylinder is small compared
with the same cylinder nearly thawed. Thus, a large initial power level is chosen
to ensure the early stages of thawing, which are the most time consuming, can be
completed efficiently The parameters 7 and S, which are chosen to be equal, define
the gradient of the feedback control line m = -jS'1 = -1, whose intersection with

the steady-state curve is the ultimate destination of the system in the steady-state

Chapter 3: Thawing a cylinder

55

Figure 3.9 shows the temperature versus power curve (Cm versus p) resulting

from solving (3.20) and (3.15) for L = 3.9. Shown are the curves, from right to lef
for -> = 5 = 1.5, 7 = 5 = 2.0, 7 = 8 = 3.0 and 7 = 5 = 9.0. The choice of small
feedback parameters implies the slowest rate of change in the microwave power and
therefore the least amount of stability in the feedback process. The choice of the
smallest feedback parameters results in the maximum temperature in the cylinder
reaching Cm = 1.5 when s = 0, which has exceeded the desirable maximum value of
Cm = 1. The next choice of feedback parameters, 7 = 8 = 2.0, fractionally exceeds
the desired temperature of unity. Both cases of small feedback parameters resulted

in the curve not reaching the feedback load line. The two choices of larger feedbac
parameters represent cases of the cylinder being melted quickly, without exceeding
the maximum temperature of unity. In these two cases P decreases until it hits

the feedback control line, whereupon it follows this line towards the desired targ

point (Ps, Cs). Overshoot of the temperature Cs = 0.5 has occurred in all four cases
However, in the two examples with higher feedback parameters, the cylinder fully
melts before the temperature reaches unity.
Figure 3.10 shows the position of the moving front versus time (s versus t)

corresponding to the four examples from Figure 3.9 and a reference curve (far right
which represents the path of quickest thawing using a constant microwave power
(P = 4.5) without the temperature exceeding unity. The next curve, 7 = 5 = 9.0,

is the slowest of all the controlled examples. However, it is still 1.3 times faste
than the constant power case. The next path, which also ensures no temperature
overshoot, is 1.7 times faster than the constant power case. The two fastest paths
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Figure 3.9: The temperature versus power curve (Cm versus P) in the no heat-loss
hmit for L = 3.9. The parameters are k = kx = 1 and a = 1. Shown are the
T versus P, from right to left, for 7 = 8 = 1.5, 7 = 8 = 2.0, 7 = 8 = 3.0 and
7 = 5 = 9.0.
are 2.4 and 3.1 times faster than the constant power case. However, in both cases
the final cylinder temperature exceeds the desirable maximum value of unity
t

3.6 Conclusion
The thawing of a cylinder by microwave radiation has been investigated. Two cases
are considered; an insulated boundary, where the thawing occurs by microwave heating alone, and combined microwave and convective thawing. The semi-analytical

method reduces the full system of partial differential equations to a system of or

nary differential equations. The semi-analytical model gives a good comparison wit

the full numerical solution for all examples considered. The comparison is particu-

larly good for large latent heats, which corresponds to the physically relevant ca
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Figure 3.10: T h e position of the moving front versus time (s(i) versus t) in the no
heat-loss limit for L — 3.9. The parameters are k = kx — 1 and a = 1. Shown are
the s(t) versus t, from left to right, for 7 = 8 = 1.5, 7 = 8 = 2.0, 7 = 5 = 3.0,
7 = 8 = 9.0 and a reference curve where P = 4.5.

of water-based materials such as foodstuffs. A feedback process is used to thaw the
cylinder in minimum time while ensuring the temperature does not exceed a predefined maximum temperature. This mechanism allows the cylinder to be thawed
significantly faster than the most efficient choice of constant microwave power. As

in the case of the slab, the semi-analytical model represents a numerically efficie
algorithm that may have applications as a real-time feedback mechanism to control
thermal runaway in industrial thawing applications.

The work in this chapter assumes that the amplitude of the incident radiation
has no angular dependence, resulting in a one-dimensional problem. More generally,
the incident mode will have a ^-dependence, making the problem two-dimensional.

The 9-variation of the incident field would result in sectors of the cylinder, which
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correspond to peaks in the electric-field amplitude, thawing faster than sectors c
sponding to troughs. We note that the semi-analytical method has been successfully
applied to two and three-dimensional problems (see Liu and Marchant [25, 27]).

Chapter 4

Continuous-flow microwave
reactors

4.1 Introduction
The contents of this.chapter appear in Lee and Marchant [24]. Microwave chemistry
is an emerging area of experimental and theoretical study due to its advantages
over conventional chemical reactors. Some of these advantages are increased yield,
shorter processing times and cleaner operating conditions. The applications which
are aided by using microwave heating include the synthesis of organic compounds
and pharmaceuticals, soil decontamination, oil recovery, desorption of trace com-

ponents and catalytic reactions (see Strauss [36] or Zlotorzynski [42] for details o
these applications).
It is well known that controlled uniform heating is difficult to achieve with microwave radiation as thermal runaway (ignition) can occur in some materials for a
59
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small increase in incident power. The phenomenon of thermal runaway, due to the
temperature dependence of the material properties, is analogous to the combustion
of an exothermic chemical reactant or a flashover in a fire. Moreover, the temperature versus microwave power relationship is described by the classical S-shaped
curve of combustion theory, hence thermal runaway occurs at a critical power level,
when the temperature jumps from the low (cool) branch to the upper (hot) solution
branch.
The equations governing the microwave heating of a material are Maxwell's equations, governing the propagation of microwave radiation through the material, and

the forced heat equation, governing the heat absorption and the resultant heat diffu

sion. It is also necessary to calculate the electromagnetic field within the wavegui
or microwave cavity, inside which the material is processed. In microwave chem-

istry applications additional reaction-diffusion equations are needed, to describe t

concentrations of chemical species associated with the reaction (s) occurring in the
microwave reactor.
The prediction of temperature and concentration profiles requires the numerical
solution of Maxwell's equations within the reactor and the waveguide or microwave

cavity, coupled with the solution of a set of reaction-diffusion equations within th
microwave reactor. For reactors with a realistic two or three-dimensional geometry
this approach is computationally expensive, and unlikely to be of much practical
use, particularly if real-time feedback control over the reactor is required. Hence
development of semi-analytical models of microwave heating has generated a lot of

interest in the last few years. Moreover, the governing partial differential equatio

Chapter 4: Continuous-Bow microwave reactors

61

are unsuited to the analysis techniques used in combustion theory.
Liu and Marchant [25] considered the heating of a two-dimensional slab in a long
rectangular waveguide propagating the TE1Q waveguide mode. The temperature
dependency of the electrical conductivity and the thermal absorptivity were assumed
to be governed by an Arrhenius-type law. Semi-analytical solutions were found for
the steady-state temperature and the electric-field amplitude using the Galerkin
method. The steady-state temperature versus power curve was found to be Sshaped. Examples were presented in the limits of small and large heat-loss and
an excellent comparison with numerical solutions of the governing equations was
obtained.
Liu and Marchant [26] considered feedback control of microwave heated slabs
in one and two-dimensional waveguides. A semi-analytical feedback control model,

consisting of ordinary differential equations, was developed. A local stability anal
allowed the feedback parameters for which Hopf bifurcations occur, to be predicted.
An excellent comparison was obtained between numerical and semi-analytical solutions for the transient evolution of the temperature, including examples describing
h'mit-cycles.
Booty et. al. [3] considered the microwave heating of a solid combustible material, in order to model the combustion synthesis of ceramics and alloys. A one-step
exothermic reaction with Arrhenius kinetics and a high activation energy was considered, with asymptotic solutions obtained using the Biot-number and the inverse
activation energy as two small parameters. The ratio of these parameters was found
to be important in determining the position of the ignition site in the material.
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Tilley and Kriegsmann [38] considered a one-dimensional model of microwaveenhanced chemical vapor infiltration. In this process a silicon carbide composite is
generated by the forcing of reactant gases into an Alumina preform. A set of coupled
reaction-diffusion equations were obtained describing the temperature, gas concen-

tration, electric-field amplitude and pore radius in the preform. Numerical solutions
were obtained of a sharp-interface model and processing strategies discussed.
Chemat et. al. [7] designed a new continuous-flow well-stirred microwave reactor
and used it to test the organic synthesis of esters. The reaction takes place with
the aid of a catalyst; the advantage of the microwave reactor is that the catalyst
has a much higher dielectric loss than the solvent containing the reactants. This
allows the catalyst to be selectively heated, thus speeding up the reaction-rate,
without significantly heating the solvent. Experiments showed that, for the same
bulk temperature of the solvent, the microwave reactor resulted in an increased yield
and a faster reaction, compared to the conventional continuous-flow reactor.
Typically, coupling between the concentration of the reactant and the temperature in a chemical reactor occurs because the reaction is exothermic and it has a
temperature dependent reaction-rate, governed by the Arrhenius law. The Sal'nikov
thermokinetic oscillator is an example of such a system, in which Hopf bifurcations

(limit-cycles) can occur (see Forbes [12]). This coupling occurs for both conventional
and microwave reactors, except of course, that the volumetric heating characteristic of microwave processing allows faster heating of the reactants than conventional
heating does.
In this chapter a different coupling mechanism between concentration and tern-
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perature is considered which is specific to microwave reactors, and for which there
is no analogue in conventional reactors. The dielectric-loss of the reactant shall be
assumed to be vastly greater than that of the reaction products, hence the thermal
absorptivity (the dielectric-loss) will be a function of reactant concentration. This
likely to be a common scenario as, even for members of the same chemical family, the
dielectric-loss varies dramatically. For example, at a microwave frequency of 3GHz,
the dielectric-loss of methanol is an order of magnitude larger than that of ethanol.
A similar dramatic difference in dielectric-loss occurs for Mono and Dichlorobiphenyl
(see Von Hippel [40]).
Experimental evidence of this phenomenon is provided by Acierno et. al. [1],
who showed that the dielectric-loss of an epoxy resin decreases significantly, by
up to 30%, as the cross-linking curing reaction proceeds. Another experimental
scenario in which this type of coupling would be important is microwave catalysis
(see Chemat et. al. [7]), involving a lossy catalyst consumed in the reaction.
In §4.2 governing equations are developed for the reactant concentration, the

temperature and the electric-field amplitude for both one and two-dimensional continuo

flow microwave reactors. Note that the reactors are not stirred so diffusion is important. In §4.3 a semi-analytical model, consisting of ordinary differential equations,

obtained for the reactors using the Galerkin method. In §4.4 the results are presented

and discussed. The stability is determined using a local stability analysis of the sem
analytical model. This also allows regions of parameter space in which limit-cycles
occur, to be identified. Comparisons are made between the semi-analytical model
and numerical solutions of the governing equations, both for the steady-state re-
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sponse curves and in the concentration versus temperature phase-plane. Examples
of limit-cycles are also considered in detail.

4.2 Governing equations
The microwave chemistry problem involves solving Maxwell's equations, which gov-

ern the propagation of the microwave radiation, and coupled reaction-diffusion equa

tions, which govern the absorption and diffusion of heat and the creation, decay and

diffusion of the relevant chemical species. Maxwell's equations of electromagnetism
(2.1) are coupled with a reaction-diffusion equation for the temperature,

rt = V2T + 7(T,c)E-E, (4.1)

where 7 is the thermal absorptivity and c is the concentration of some chemical
species. It is assumed that the thermal absorptivity is both temperature and concentration dependent.
At the reactor boundaries convective heat-loss occurs,

VT-n + J5i(r-Ta) = 0, (4.2)

where B{ is the Biot-number, a measure of the relative effect of convective heat-loss
compared to conduction, n is the normal to the boundary and Ta is the ambient temperature. In the small heat-loss limit (B{ -• 0) a zero heat-flux boundary condition

results, while in the large heat-loss limit (Bi -»• 00) a fixed-temperature boundary

condition is obtained. The boundary conditions for the electric-field at the interf
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with free space are
(E-E/)xn= 0, (H-H/)xn = 0, (eE- efEf) • n = 0, (4.3)
where Ey and Hy are the electric and magnetic fields in the free space incident
upon the material, e and €f are the electrical permittivities of the material and

free space respectively. Hence the tangential components of E are continuous across
the dielectric interface while the normal component of E is discontinuous. On the
surface of the waveguide
E x n = 0, (4.4)
as there is no electric-field in a conductor.
A prototype chemical reaction
C -> P, rate = rxce~^, (4.5)
is considered, which represents the one-step decay of a chemical reactant C to a
product P. The reaction rate is proportional to the concentration of the reactant,
c, and is temperature dependent, with the rate governed by the Arrhenius law. The

parameter n is a rate constant while Ea is the activation temperature. It is assume
that the heat of reaction is small, compared to the heat absorbed by the microwave

energy, and hence can be ignored. Also, the dielectric-loss of the reaction's produ
is assumed to be negligible, compared to the dielectric-loss of the reactant. This
means that the thermal absorptivity is proportional to the concentration of the
reactant, but not dependent on the concentration of the products. The governing
equation and boundary condition for the reactant is
a = V2c - rxce~^, Vc • n + N(c - ca) = 0, (4.6)
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where ca is the ambient reactant concentration and N is the Sherwood-number, the
mass-diffusion equivalent of the Biot-number.

4.2.1 The two-dimensional microwave reactor
The microwave reactor has non-dimensional length and width of two, and completely

fills the cross-section of the infinitely long rectangular waveguide. The reactor

into a slot cut in the waveguide. Slotted waveguides represent a common experimen-

tal tool, allowing the input of materials to be processed, whilst avoiding signifi

radiation leakage. The radiation propagates in the positive ^-direction and consi
of the fundamental transverse-electric waveguide mode, TEXQ, the usual choice for
single-mode commercial waveguides. The walls of the reactor at x = ±1 are made
of an impermeable material which is transparent to the microwave radiation. At
y = ±1 the reactor boundaries are porous membranes. These allow diffusion into
the reactor, from reservoirs containing the reactant at a constant concentration.
- The electric and magnetic fields can then be written as
E = U(x, y)e-^k, H = Vx(x, y)e~iuti + V2(x, y)e**l (4.7)

where the time-harmonic form is used. Substituting (4.7) into Maxwell's equations
(2.1) gives the governing equations as
Uxx + Uvy + kx2(l + io-)U = 0, (4.8)
Tt = Txx + Tvy + pcf(T)\U\2,
<h — Cxx + cyy ~ °ce T'
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where the temperature has been scaled with respect to the activation temperatur

the reactant with respect to the reservoir concentration and the electric-field
respect to its incident amplitude. The parameters are kx, the wavenumber of the

radiation in the reactor, a, the electrical conductivity and 8, a reaction rate
The thermal absorptivity 7 = Pcf(T), where f(T) is the form of the temperature
dependency and P is the microwave power. We choose the electrical conductivity

be proportional to the thermal absorptivity, a = acf(T), as physically it is exp

from conservation of energy that the energy lost from the microwaves is absorbe
as heat.

Note that the scaled electrical conductivity in (4.8) is equal to ^, in terms o

the unsealed variables. The electrical permittivity is often written as the com

expression e = e + ie", where e is the dielectric constant and e is the dielect

loss. The scaled electrical conductivity is then given by cr = e /e , and is re
as the loss tangent.
The TEXQ mode has the form
t

U = cos(^)eik^x+1\

V2 = -^cos(^)e^(^),
where kr = Jk2 - -^ and k is the wavenumber of the microwave radiation in
free space. For the microwaves to propagate in the waveguide k > ^, the cut-off
wavenumber. The boundary conditions are

Ux + ikrU = 2ikr c o s ( — ) ,
2m

x = -1,
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Ux — ikrU = 0, x — 1,

U = 0, y = ±m,
T = Ta, x = ±l, y = ±l, (4.10)
cv-AT(c-l) = 0, y = -l,
Cy + Nc=0,y = l,
cx = 0, x = ±1.

A fixed-temperature boundary condition is assumed at all the reactor's surfaces. A
the reservoir locations, y = ±1, mass-loss boundary conditions are applied to the
concentration. The Sherwood Number, N, is a measure of the relative mass-loss at
the boundary. At x = ±1 a zero-mass flux condition is imposed. To facilitate the

transport of reactant into the microwave reactor, the reservoir at y = -1 contains

reactant (at a scaled concentration of unity) while the reservoir at y = 1 contain
no reactant. The initial conditions are
T = Ta c=--

NV

N,

at t = 0. (4.11)
a
'
2

2(1 + A T ) '

4.2.2 The one-dimensional microwave reactor
In the one-dimensional case we assume that the width of the reactor is small and

hence the y-variations in the electric-field amplitude, temperature and concentrat

are negligible. Hence the temperature and concentration profiles in the y-directio
are nearly uniform and the second and third of (4.8) can be integrated in the ydirection (see Kriegsmann [20] for a description of this averaging for a problem
involving the microwave heating of ceramics in the small Biot-number limit).
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The governing equations become
Uxx + kx2 (l + ia)U = Q,
Tt = Txx + Pcf(T)\U\2 + g(Ta - T), (4.12)
Ct = cxx - 8ce~T + r(i _ c),

where two new parameters, g and r, have been introduced. The parameter r rep-

resents the rate at which fresh reactant of concentration unity is exchanged wit

the reactor contents. The parameter g is the rate of heat-transfer between the r
actor and the reactant reservoirs, which are at the ambient temperature. With

no electric-field (U = 0) this system represents a continuous-flow unstirred rea

(CFUR) (see, for example, Merkin et. al. [32]). Here the CFUR is subject to plane
microwave radiation, incident at x — — 1. The boundary conditions are
Ux + ikU = 2ik, x = —1, Ux - ikU = 0, x = 1,
(4.13)
T = Ta, cx = 0, x = ±l,
where fixed-temperature and zero-mass flux boundary conditions apply at x = ±1.
The initial conditions are
T = Ta, c = 0, at t = 0. (4.14)

4.3 Semi-analytical solutions

In this section the semi-analytical model for the one and two-dimensional microw

reactors is presented. The Galerkin method is used to obtain ordinary differenti

equations, which describe the evolution of the temperature, concentration and th
electric-field amplitude in the microwave reactor.
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4.3.1 The Arrhenius law and its approximation
The temperature dependent rate of reaction in (4.8) is governed by the Arrhenius
law, which in its scaled form is

Ar(T) = e-$. (4.15)

When the temperature is zero, so is the reaction-rate (Ar(0) = 0), while as the

temperature becomes large, T —> oo, then the reaction rate is bounded, Ar(T) —» 1.

The Arrhenius law is not amenable for analytical work, so a rational-cubic functio
is chosen to approximate it. This function has the form

rc(T) = f|l

where

Ri(T) = J2n^, i = l,2, (4.16)

R2 (1)

j=0

where the parameters
rio = 0, r-13 = r23 = 1, (4.17)

are chosen for the rational-cubic function so it is the same as (4.15) in the limi
small and large temperatures. In order to obtain a good fit between the rational-

cubic function and the Arrhenius law over the whole temperature range, the remaining parameters are chosen by the least squares method. The least squares method
gives the rational-cubic parameters as

rn = 0.01455, r 12 = -0.2451, r20 = 0.07387, r2X = 0.2617, r22 = 0.7560. (4.18)
To graphical resolution there is no difference between the Arrhenius law (4.15) and
the rational cubic (4.16) with the parameters (4.17) and (4.18), indicating that
this approximation method is extremely accurate (see Liu and Marchant [25] for
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an example of the use of an Arrhenius-type law in the microwave heating of twodimensional slabs).
The temperature dependence of the thermal absorptivity and electrical conduc-

tivity of the reactant, f(T), can have exponential, Arrhenius or power-law form (

Hill and Jennings [16] for a discussion of this dependency for some real dielect

materials). In this chapter, for convenience, the temperature dependency f(T), is
assumed to be equal to the Arrhenius law (4.15).

4.3.2 The Galerkin method

The semi-analytical model for the two-dimensional microwave reactor is now deriv

The model for the one-dimensional reactor, which follows a similar derivation, i
presented. Firstly, the governing equations (4.8) are written in the form
R2(T)Tt = TXXR2(T) + TyyR2(T) + PcRx(T)\U\2,
Ra(X)ct = cxxR2(T) + CyyR2(T) - 8cRx(T), (4.19)
UXXR2(T) + UVVR2(T) + k2(R2(T) + iacRx(T))U = 0,
where the Arrhenius law (4.15) has been approximated by the rational-cubic function (4.16). Also, all equations have been multiplied by the denominator of the
rational-cubic function so that analytically amenable expressions are obtained.

simple application of the Galerkin method is used, with the electric-field ampli

temperature and the concentration each represented by one or two basis functions,

T(x,y,t) = fa, c(x,y,t) = <h, U(x,y) = fa,
0! = Ta + To0n, 0n = cos(^z) cos(-y),
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02 = 021 + C O 0 22 + Ci023,
1
Ny
1—
22 = C0S A
foi = 2 ~ 2(1 +NY ^
W 2?/)'
023 =

COS(VTX)

cos(y%y),

(4.20)

Try

03 = cos(-—)(A(d) cosh(a£) + B(d) sinh(ax)),
£TYv

A(a) = —ifc(asinh(a) — ifccosh(a))-1,
B(a) = ik(acosh(a) — ik sinh.(a))~1,

where T0, Co, Cx and a are all parameters to be determined. The basis functions are

chosen to satisfy the boundary conditions (4.10) exactly, but will satisfy average

versions of the governing equations. The basis function for the electric-field amp

tude is the exact solution in the case of constant electrical conductivity. Note t

y-variation of the electric-field amplitude matches that of the TEX0 mode. The bas

functions for the temperature and concentration are motivated by the series soluti

for the diffusion equation and the nature of the physically realised solution. The

linear term in 02 is due to the different concentrations in the two reactant reser
located at y = ±1.
The transcendental equation
N = y/%tim(y/%), (421)

which arises from substituting (4.21) into (4.10), resolves the relationship betwe
A2 and the Sherwood number N.
The averaged governing equations are
j1 f1 ux<f>ltR2dxdy = f f ujx(((f)Xxx + (t>iyy)R2 + PlfoffcR^dxdy,
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/ / U>2n(f)2tR2dxdy = U2n{{<foxx + 4>2yy)R2 - 8(j)2Rx)dxdy, (4.22)

/ / u3((4>3xx + (j)3yy)R2 + kl(R2 + iu(t)2Rx)(f)3)dx = c),
J — 1 J— 1

where the integrals are weighted by u>i, which are normally chosen as the basi

functions themselves. We let u>x = 0n, UJ2 = 1, u>2 = 022 and u>3 = 031. The weig
for UJ3 is unusual; it is chosen as it gives a simple explicit expression for
rate,
a =

(T

_ k

" (x+iaI^2~1))2 •

(4 23)

-

The ordinary differential equations describing the evolution of the temperatur
concentration are

T0 — —\TQ + piaI\) ,
C0Id2 + C1Idi2 = —\C0Id2 —^CXIdi2
(4.24 J
—Id — CoICiX — CxIdn, i — 1,2.

r„(o)= c0(o) = Ci(o) = o.
where the integrals in (4.23) and (4.24) are defined as
/a=<</>n</>2#i|</>3|2>, h =< 0?i^2 >, Idj =< RjMii1 >, (4.25)
Idij=<Rj(pi3>, Iei=<Rlhl4t>^ Ifl=<<t>2Rl>, If2=<R2>and <> refers to the integral of the enclosed quantity over the dimensions

reactor. All these integrals are calculated using the symbolic manipulation

Maple, and appear in Appendix §B.3. To simplify the calculation of Ia the s
of the electric-field amplitude is written as
|03|2

= cos2g)(ai cosh(2w:r)

+ h cos(2vx)), where

a = u + iv, 2ax = AA + BB, 2bx = AA-BB.
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The new parameters ax,bx,u and v are all real. Also note that the expression (4.26)
contains only the symmetric terms of |03|2 as the nonsymmetric terms integrate to
zero in Ia.
The steady-state solution of (4.24) is

P = \TQlhI~ ,
C0 = -4(5/e27r2/di2 - 57r2Id22IeX + AIe2Idxx - AId2XIeX)D3\
Ci = -4(4Jel/c21 + Iel7r2Ic22 - 4/cll/e2 - 7r2IcX2Ie2)D3\ (4-27)
D3 = -20/cll/T2/d22 - 16/Cllld21 - 57r4/ci2/rf22 ~ 47T2icl2id21

+20/T2/dl2/c2i + 57r4Jdi2/c22 + 16/dn42i + 4/dn7r2/c22,
which represent explicit expressions for the temperature versus power curve (Ta +
versus P) and the concentration versus power curve (| + Co + Ci versus /?). Note

that the temperature and concentration in the centre of the reactor are considered
By choosing a value of T0 the steady-state values of Co and Ci can be found, by
using the expressions in Appendix §B.3. Then substitution of the temperature and

concentration parameters into (4.23), gives the decay rate a, which in turn allows
the power P to be calculated.
For the one-dimensional microwave reactor a similar procedure is followed to

obtain the semi-analytical model, which is sketched below. The basis functions are

T(X, t) = 01, C{X, t) = 02, U(x) = 03,
0i =Ta + To0n, 0n = cos(|x), (4.28)
02 = C0 + Ci021, 021 = C0S(7TX),
03 = A(a) cosh(aa;) + B(a) sinh(a:r),
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where A and B are given in (4.21). The semi-analytical model of ordinary diff
equations becomes

T'o = -(j + g)To + piaiy:\
CQIci2 + C1/Cii+li2 = rl^i - CQ(ICV2 + Idx)
714

-Cx((—

+ r)IC!i+1,2 + ICti+ltX), z = l,2,

(4.29)

a = z(fc2 + ia{CQIcll + CxIc2l)I^2f^
ro(0) = Co(0) = d(0) = 0,

which describes the evolution of the temperature and concentration and the d
of the electric-field amplitude. The integrals in (4.30) are defined as,

h =< 0ii02#i|03|2 >, h =< 0?i^2 >, Iaj =< 0271^- >, i= 1,2,3. (4.30)

The steady-state solution of (4.30) can be written as

0 = (T + 9)TohI-\
Co = (-4i2((7r2 + r)/^ + /c2i) + /222(7r2 + r) + Ic2XIc22)Dx\

A = (-4i2(r/c2i + (rrr2 + r2)/c32) + Wfr2 + r)/c2i + r7r2/ci2)
-Iei{~IC2i + if1 + r)^),

which again are explicit expressions for the steady-state temperature and co
tration versus power curves.
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4.4 Results and Discussion
The steady-state and dynamical behaviour of the one and two-dimensional microwave reactors will be considered. Comparisons will be made between the semianalytical and numerical (see Appendix §A.3) steady-state temperature and concen-

tration versus power response curves. Also, a local stability analysis is performe

on the semi-analytical models. This allows the stability of the steady-state solu

to be calculated and also gives the region of parameter space in which Hopf bifur-

cations, and the subsequent limit-cycles, occur. Comparisons are also made for the
transient evolution of the temperature and concentration in a number of examples,
including those for which limit-cycles occur.

4.4.1 Local stability analysis

The local stability can be found by perturbing the semi-analytical models about th
steady-state solution,

r0 = r0s + Tb, Co = cOs + c0, cx = cls + cx, (4.32)
where \f0\ < |T0s|, |C0| < |C0s| and \CX\ « |Cls|. Substituting (4.32) into the
semi-analytical models gives the linear system v' = Jv, where v = (T0, C0, Cx)
and J is the Jacobian matrix. For our models the eigenvalues, Ae, of the Jacobian
are described by the cubic equation
X\ + axX\ + a2Xe + a3 = 0, (4-33)
where the coefficients, au of the cubic equation are not presented here, but are
calculated using the symbolic manipulation package, Maple. The stability of a
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particular steady-state solution is then found by solving (4.33), together with the

steady-state equations, (4.27) or (4.31), using a standard root-finding routine from
the IMSL library.
When the eigenvalues are negative and real or are complex with a negative real
part, the steady-state solution is stable. Hopf bifurcations occur for this system
when one pair of eigenvalues are purely imaginary, which implies q — a3 — axa2 = 0.
The region of parameter space in which Hopf bifurcations occur is found from the
loci of the degenerate Hopf points (see Golubitsky and Schaeffer [15]). There are

two types of points to consider: the double-zero eigenvalue (DZE) and transversality
(H2) degenerate Hopf points. The DZE condition implies that a pair of eigenvalues
are zero while the H2 degeneracy occurs when two Hopf points on a solution branch
merge with their eigenvalues having a non-zero imaginary part. The degenerate
points are given by the conditions
i (In

DZE:

a 2 = a 3 = 0, H 2 : q = -± = 0,

(4.34)

together with the conditions for a steady-state solution. For the H2 degeneracy
. condition the total derivative of q w.r.t. to P is taken, where the variables T0,
C0 and Cx and a all depend implicitly on p. This introduces new variables (such
as ^) so the system of equations is supplemented by the total derivative w.r.t.
P of the steady-state equations. The relevant transcendental equations are found
using Maple, and solved using a root-finding routine from the IMSL library (see
Marchant [31] for further details on the application of this method for calculating

degenerate Hopf points for a set of reaction-diffusion equations describing a cubic-
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Figure 4.1: T h e region of (r, Ta) parameter space in which Hopf bifurcations are
possible, for the one-dimensional reactor. Shown is the semi-analytical solution for
g = 0.1, 1, 4 and 8 (the curves from left to right).

autocatalytic reaction).

4.4.2

The one-dimensional microwave reactor

For the one-dimensional reactor, the c o m m o n parameters are k = kx - 1, g - 1,
r = 0.1, a = 0.1, 8 = 1, Ax = 0.05 and At = 1 x 10-4, unless otherwise stated. For
all the steady-state S-shaped curves and phase-plane diagrams the temperature and
concentration at the centre of the reactor, x = 0, is plotted.
Figure 4.1 shows the portion of (r,Ta) parameter space, in which Hopf bifurca-

tions occur, for various values of g. These are g = 0.1, 1, 4 and 8 (the curves fr

left to right). These curves are constructed from the union of the parameter regio

Chapter 4: Continuous-Row microwave reactors

79

bounded by the DZE and H2 Hopf degeneracy curves (4.34). For a given value of g
Hopf bifurcations are possible for parameter values inside these curves. Hence, for
a given value of g, there is a maximum value of ambient temperature Ta, for which
Hopf bifurcations are possible. As g is increased the region of parameter space in
which Hopf bifurcations occur also increases.
Figure 4.2 (a) shows the steady-state temperature versus power (T = Ta + T0
versus P) curve. Shown are the semi-analytical (solid line) and numerical solutions
(dashed line). The ambient temperature Ta = 0.17. The response curve is S-shaped
hence ignition (or thermal runaway) occurs as the temperature jumps from the cool
to the hot solution branch. The numerical solution is shown on the lower branch and
a portion of the upper branch, where it is stable. An excellent comparison between
the semi-analytical and numerical solution is obtained, with a difference of 3% at
0 = 30.
Qualitatively similar S-shaped response curves are obtained for the microwave

heating of slabs (see, for example, Liu and Marchant [25]). For the heating of a sla
a simple stability analysis indicates that steady-state solutions on the lower and

upper solution branches are stable nodes, while steady-state solutions on the middl
solution branch are unstable nodes. No oscillatory behaviour is possible as the

semi-analytical model is described by only one ordinary differential equation. Here
the stability of the S-shaped response curve is much more complicated. The lower

branch is stable, the majority of it being a stable node, except close to the bifur
point, where it becomes a stable focus. Solutions on the middle branch are saddle

points (unstable) while the lower portion of the upper branch, up to (3 = 20.9, is a
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Figure 4.2: (a) is the steady-state temperature versus power curve (T = Ta + T0

versus P) and (b) is the steady-state concentration versus power curve (c = C0 + C

versus P) for the one-dimensional reactor. Shown are the semi-analytical (solid l
and numerical (dashed line) solutions. The ambient temperature Ta = 0.17.
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unstable focus. There is a point of Hopf bifurcation at P = 20.9, beyond which the
upper branch is a stable focus. Any initial condition in the parameter region where

three steady-state solutions exists evolves to the lower (cool) steady-state solutio
due to the instability of the upper branch. However, between the bifurcation point

on the lower solution branch (P = 16.7) and the point of Hopf bifurcation (P = 20.9),

no stable steady-state solution exists and a periodic solution (a limit-cycle) occur

Hence, in contrast to a microwave heated slab, oscillatory behaviour can occur for th

reactor, with both oscillatory convergence to the steady-state and periodic solution
possible. In fact a jump from the low branch to the high branch will result in a
stable hmit-cycle occurring.
Figure 4.2(b) shows the steady-state concentration versus power (c = C0 + C_
versus P) curve. The ignition point represents a jump from the low conversion
to the high conversion branch, as more reactant is consumed due to the higher
temperature. Again the comparison with numerical solutions is excellent with only.
a small difference between the curves.
Figure 4.3 shows the steady-state (a) temperature, (b) concentration and (c)
electric-field amplitude profiles. The ambient temperature Ta = 0.17 and the power
P = 25, hence this example is on the stable part of the upper branch of figure
4.2. An excellent comparison is achieved for each of the profiles, indicating the
accuracy of the semi-analytical solutions. The nearly uniform volumetric heating

and convective heat-loss results in a central temperature peak forming in the reacto
This, in turn, speeds up the reaction in the centre of the reactor, which results in
a central concentration trough. The electric-field amplitude shows a small decay of
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Figure 4.3: T h e steady-state (a) temperature, (b) concentration and (c) electric-field
amplitude profiles in the one-dimensional reactor. Shown are the semi-analytical
(solid line) and numerical (dashed line) solutions. T h e parameters are Ta = 0.17
n.TiH (3 = 2 5 .
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about 1% through the microwave reactor.
Figure 4.4(a) and (b) shows the evolution of the solution in the concentration
versus temperature phase-plane. For g = 1 the point (r,Ta) = (0.1,0.17) lies within

the Hopf region given in figure 4.1, so limit-cycles are possible. The parameters fo

figure 4.4(a) are the same as for figure 4.3, hence a steady-state solution results

The dominant eigenvalues, from the local stability analysis, are Ae = —0.26 ± i 1.36,

which implies a stable focus. The oscillatory nature of the convergence to the stead

state Can be clearly seen on the figure with a considerable overshoot in temperature
before the steady-state is reached. For figure 4.4(b) the power P = 20 while the
other parameters are the same as for figure 4.4(a). Now the steady-state solution
is located lower down on the upper branch, in the unstable region. The dominant
eigenvalues are Ae = 0.07 ± il.06, hence, as there is no other stable steady-state,
a Umit-cycle occurs. For both figures the comparison between the semi-analytical
and numerical solutions is excellent. The semi-analytical amplitude of the limitcycle is 2.29 (temperature) and 0.53 (concentration), while the period is 25.8. The
numerical values are 2.43 and 0.52 for the temperature and concentration amplitudes

respectively, while the period is 24.2. Hence, the semi-analytical solution provides

very accurate estimate (no more than 5% error) of the limit-cycle's characteristics.

4.4.3 The two-dimensional microwave reactor
For the two-dimensional microwave reactor the common parameters are k = kx =
2, kr = 1.239, 8 = 1, a = 0.1, Ax = Ay = 0.1 and At = 1 x IO""4, unless

otherwise stated. For all the steady-state S-shaped curves and phase-plane diagrams
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Figure 4.4: The evolution in the concentration versus temperature phase-plane,
for the one-dimensional reactor. Shown are the semi-analytical (solid line) and
numerical (dashed line) solutions. T h e ambient temperature Ta = 0.17. The power
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are possible, for the two-dimensional reactor.

the temperature and concentration at the centre of the reactor, (x,y) = (0,0), are
plotted.
Figure 4.5 shows the portion of (y/%, Ta) parameter space in which Hopf bifur-

cations occur. These curves are constructed from the union of the parameter region
bounded by the DZE and H2 Hopf degeneracy curves (4.34). A quick inspection
will show that Hopf bifurcations are only possible when \Ai_ < 1- For the range
0 < y/X~2 < 1, the maximum value of Ta at which Hopf bifurcations occur is about
0.24 near y/% = 0.1. There is another local maximum of Ta = 0.22 near y/T2 = 0.7.
Figure 4.6 (a) shows the steady-state temperature versus power (T = Ta + T0
versus p) curve, while 4.6(b) shows the steady-state concentration versus power
(c = l + c0 + Cx versus /?) curve. The ambient temperature Ta = 0.2, while the
Sherwood Number, N -»• oo, implies the large mass-loss limit. Again the response
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Figure 4.6: (a) is the steady-state temperature versus power curve (T = Ta + T0
versus p) and (b) is the steady-state concentration versus power curve (c =

5

+ Co +

Ci versus P) for the two-dimensional reactor in the large mass-loss limit N -^ oo.
Shown are the semi-analytical (solid line) and numerical (dashed line) solutions.
T h e ambient temperature Ta = 0.2.
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curve is S-shaped, hence ignition (or thermal runaway) occurs as the temperature

jumps from the cool to the hot solution branch and the concentration jumps from the
low conversion to the high conversion branch. The numerical solution is shown on
the lower and upper branches, where it is stable. An excellent comparison between

the semi-analytical and numerical solution occurs for both figures. For example, th
error in the semi-analytical temperature at P = 50 is only 3%.
The stability of the S-shaped response curves is as follows: the lower branch is a
stable node, the middle branch a saddle point and the upper branch is also stable.
The lower portion of the upper branch is a stable node, while between P = 29.3 and
P = 59.6 it is a stable focus. Beyond P = 59.6 it returns to a stable node. Hence

Hmit-cycles are not possible for this example, but oscillatory convergence to uppe
branch steady-state solutions can occur. This data also concurs with Figure 4.5,
as the large mass-loss limit (N -> oo) and (4.21) implies y/% = f = 1.57. This
value of y/% lies outside the parameter space in Figure 4.5, confirming that Hopf
bifurcations do not exist in the large mass-loss limit N —> oo.
Figure 4.7 shows contours of the steady-state temperature, (a) and (b), concen-

tration, (c) and (d), and electric-field amplitude, (e) and (f), in the reactor. Sh

are the semi-analytical (a, c, e) and numerical (b, d, f) solutions. The parameters
match those in Figure 4.6, with the power P = 40, hence this example is on the
upper branch of figure 4.6. The semi-analytical temperature profile has an axisym-

metric temperature peak, of 1.89 located at the centre of the reactor. The numerica
solution has a temperature peak of 1.94 at (x,y) = (0,-0.1). The difference between the maximum temperatures is only 2%. The numerical temperature peak is
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Figure 4.7: Steady-state temperature, concentration and electric-field amplitude
contour plots for the two-dimensional reactor in the large mass-loss limit N -*• oo.
S h o w n are the semi-analytical (a, c, e) and numerical (b, d, f) solutions. The
parameters are Ta = 0.2 and P = 40.
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the two-dimensional reactor in the large mass-loss limit N —> oo. Shown are the
semi-analytical (solid line) and numerical (dashed line) solutions. T h e parameters
are Ta = 0.2 and /? = 40.

compressed slightly in the y-direction as less heat is deposited near the waveguide
walls. Moreover, the peak is displaced towards the reservoir at y = — 1, due to the
concentration of reactant being higher there. The concentration contours show a
trough in the centre of the reactor, which is due to the reaction proceeding faster
in the region of the maximum temperature. In the absence of any reaction (8 = 0)
the concentration is 0.5 at the reactor's centre. The semi-analytical and numerical

concentrations for this example are 0.412 and 0.414 respectively. The electric-field
amplitude shows decay of about 6% through the reactor, with the difference between
the semi-analytical and numerical predictions less than 1%.

Figure 4.8 shows the evolution of the solution in the concentration versus temperature phase-plane. The parameters for figure 4.8 are the same as for figure 4.7,
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hence a steady-state solution results. The dominant eigenvalues from the local sta-

bility analysis are Ae = -2.63+21.26, which implies a stable focus. This is confirmed
by the figure which shows oscillatory convergence to the steady-state solution and
an excellent comparison between the semi-analytical and numerical solutions.
Figure 4.9(a) shows the steady-state temperature versus power (T = Ta + T0
versus /?) curve, while 4.9(b) shows the steady-state concentration versus power
(c = | + C0 + Ci versus p) curve. The ambient temperature Ta = 0.18 while the
Sherwood number N = 0.1020765330 (y/X^ = ^=0.3141592654) is a measure of the
relative mass-loss at the y = ±1 boundaries. The numerical solution is shown on the
lower and upper branches, where it is stable. An excellent comparison between the
semi-analytical and numerical solution occurs on the lower branch for both figures.
The upper branch however sees an error in the semi-analytical temperature at P = 80
of about 20%.
The lower branch is stable, the majority of it being a stable node, except close
to the bifurcation point, where it becomes a stable focus. Solutions on the middle
branch are saddle points (unstable) while the lower portion of the upper branch,
up to P = 67.1, is an unstable focus. There is a point of Hopf bifurcation at
P = 67.1, beyond which the upper branch is a stable focus. Any initial condition in
the parameter region where three steady-state solutions exists evolves to the lower
(cool) steady-state solution, due to the instability of the upper branch. However,
between the bifurcation point on the lower solution branch (P = 51.2) and the point

of Hopf bifurcation (J3 = 67.1), no stable steady-state solution exists and a period
solution (a limit-cycle) occurs. This is in agreement with Figure 4.5, as the given
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Figure 4.9: (a) is the steady-state temperature versus power curve (T = Ta + T 0
versus /?) and (b) is the steady-state concentration versus power curve (c =

5

+

C 0 + Ci versus (3) for the two-dimensional reactor with relative mass-loss measured
by the Sherwood number N = 0.1020765330. Shown are the semi-analytical (solid
line) and numerical (dashed line) solutions. The ambient temperature Ta = 0.18.
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parameter choice is such that the point (\ZA7,T0) = (0.560499122,0.18) lies within
the Hopf region given in figure 4.5, so limit-cycles are possible.
Figure 4.10(a) and (b) shows the evolution of the solution in the concentration
versus temperature phase-plane. The parameters for figure 4.10 are the same as for
figure 4.9. For figure 4.10(a) the power /? = 80 with the dominant eigenvalues from
the local stability analysis being Xe = -0.33±il.04. This implies a stable focus, and

hence, a steady-state solution results. For figure 4.10(b) the power P = 60, which is
in the unstable region of the upper branch. The dominant eigenvalues from the local
stability analysis are Ae = 0.23 ± i0.73, which implies an unstable focus and hence
a Umit-cycle occurs. For both figures the comparison between the semi-analytical
and numerical solutions is excellent. The semi-analytical amplitude of the limitcycle is 2.15 (temperature) and 0.21 (concentration), while the period is 19.9. The
numerical values are 2.29 and 0.20 for the temperature and concentration amplitudes
respectively, while the period is 22.3. Hence, similar to the one-dimensional model,
the semi-analytical solution provides a very accurate estimate of the limit-cycle's
characteristics.

4.5 Conclusion
This chapter shows the usefulness and accuracy of semi-analytical solutions for microwave reactors, illustrated by the analysis of both a one and two-dimensional
microwave reactor. Comparison with numerical solutions shows the semi-analytical
model to be extremely accurate, both for the steady-state solutions and for temporal
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Figure 4.10: The evolution in the concentration versus temperature phase-plane,
for the two-dimensional reactor with relative mass-loss measured by the Sherwood
number N = 0.1020765330. Shown are the semi-analytical (solid line) and numerical
(dashed line) solutions. The ambient temperature Ta = 0.18. The power for (a) is
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evolution, such as when a limit-cycle occurs. As the semi-analytical model consists
of ordinary differential equations, it can be easily analysed using the established
techniques of combustion theory, such as the local stability analysis. This analysis
also allows any parameter regions in which Hopf bifurcations occur to be identified.
It was found that Hopf bifurcations (and the subsequent limit-cycles) occurred
for both the one and two-dimensional reactors with these limit-cycles predicted very
accurately by the semi-analytical theory .
Other generalisations in the microwave reactor model could involve the inclusion
of more complex chemistry. Equations for the concentration of all the reactants and
products could be included in the model, together with the modelling of two (or
many) step reactions.

Chapter 5
Conclusion
This thesis has presented semi-analytical models of microwave heating and thawing.
The basis of each set of governing equations comprises Maxwell's equations of electromagnetism and the forced heat equation, which are coupled, as a result of the
temperature dependent properties of the material.
The advantages of the semi-analytical solution method are outlined in Chapter

1. A semi-analytical solution of an analytically intractable problem, can be particularly valuable. For example, numerical modelling can require excessive amounts of
computer time and resources, particularly for three-dimensional problems with realistic geometries. The semi-analytical model also provides a deeper understanding
of the fundamental nature of the problem, which is not always true of a numerical
model.
The microwave thawing of a one-dimensional slab and cylinder are considered in

Chapters 2 and 3 respectively. In these chapters a numerical model is used to verify
the semi-analytical results. A feedback process is included in both semi-analytical
95

Chapter 5: Conclusion

%

models as part of the system of ordinary differential equations. This allows thawing times to be minimised whilst avoiding destruction of the material as a result
of thermal runaway. Both models provide an excellent comparison between the
semi-analytical and numerical model. Due to the efficiency of these semi-analytical
thawing models, they could be useful for real-time feedback and be capable of accu-

rate prediction of the final temperature profiles and minimisation of thawing times.
A one and two-dimensional microwave reactor is examined in Chapter 4. Firstly,
the semi-analytical model provides an accurate and efficient solution. Secondly, as

the semi-analytical model consists of ordinary differential equations, the technique
of combustion theory can be applied to the model. A stability analysis is applied,
which allows the accurate prediction of the occurrence and nature of limit-cycles.
These are verified by comparison with the numerical model.
As proposed in this thesis, the semi-analytical technique is a valuable tool for
the modelling of complicated non-linear systems such as fully coupled microwave
heating and thawing problems. The technique not only provides efficient and accu-

rate predictions of microwave heating and thawing, but also offers versatility arisi

from the relatively simple system of ordinary differential equations produced by th
model.
The semi-analytical solution method is likely to be a useful tool in modelling
real industrial applications involving microwave heating and thawing. The semianalytical method generalises easily to problems with three-dimensional geometries
(see Liu and Marchant [27]). Numerical solution methods for three-dimensional
problems involving Maxwell's equations use extremely large amounts of CPU re-

Chapter 5: Conclusion

97

sources, hence the semi-analytical method provides an extremely useful alternative
to numerical solution methods in dealing with real industrial problems.
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Appendix A: The numerical
models

A.l The thawing of a slab

An implicit finite-difference scheme, second-order accurate in spac

veloped to solve the equations governing microwave thawing of a sla

the accuracy of the semi-analytical solution and the pseudo steady-

obtained in §2.3 to be investigated. The Stefan condition (the third
governs the speed of the melting front, is replaced by considering

mulation of the heat-equation. Thus, the non-dimensionalised heat e
second of (2.9)) becomes
Ht = Txx + Pf(T)\U\2, (Al)

where H, the enthalpy, is the heat content per unit mass. The entha
to the temperature is

T = H/Cps, H < CpsTm,
T = Tm, CpsTm<H<Tm + L, (A.2)
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T = (H-L), H>Tm + L,
where L is the non-dimensional latent heat of fusion and Cps is the specific heat
solid phase. Note that in the liquid phase the specific heat has been scaled to unity
O n e advantage of the enthalpy formulation is that it allows the development of a
mushy region, the portion of the slab which is partially melted and frozen, instead
of a sharp phase change, as modelled by the Stefan condition. Another advantage
is that the position of the phase change boundary need not be explicitly tracked.
Moreover, multiple phase change boundaries within the slab without modifications
to the numerical scheme.
A n implicit centeredfinite-differencescheme is used to represent the governing
equations
Tj = T(jAx, iAt),

U] = U(jAx,

iAt),

Uj+1 + U)_x + (-2 + Ax2k\(l + iaf(T])))U) = 0,
At

—

2Aa;2

^

2Az 2

+f(/(T])|^| 2 + /(rj+1)|in+1|2).
where Tl is the temperature, U\ is the complex electric-field amplitude and H] is
the enthalpy at the jth gridpoint and zth time step. The numerical scheme (A.3) for
the temperature is the Crank-Nicolson method in the absence of microwave heating
(p = 0). T h e Crank-Nicolson scheme is unconditionally stable and convergent.
T h e melted portion of the slab has a much higher thermal absorptivity than
the frozen region. This is represented in the semi-analytical model where only heat
absorption in the melted region is considered. To model this numerically, the thermal
absorptivity f(T) is assumed to be zero in the frozen portion of the slab. Because
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of this, in the absence of any convective/radiative heating, the initial temper

profile must include a small melted portion to allow initial heating. Moreover,
mushy region will occur during the thawing.

The boundary conditions for the temperature and electric-field amplitude are

(Ti+1 + T{) - (Ti+i + Tx) - 2Ax[Bi(Tt1 + 2j) - 2)
+S((Ti+1 + l)4 + (TJ + l)4 - 2)] = 0,
(A.4)
+

(l£l + Ti+X) - (Tn _\ + TU)

= 0,

U{ - Uix + 2ikAxUl0 = AikAx, Wm+1 - Ulm_x - 2ikxAxUim = 0,

The first of (A.4) represents the convective and radiative heating at the leadi
edge of the slab while the second represents an insulated boundary at x = nAx.

This is the location where the semi-infinite slab is truncated .far beyond the

position of the moving front. These boundary conditions are averaged between th
ith. and i+lst time steps so that they are consistent with the Crank-Nicolson

(A.3). The third and fourth of (A.4) represent reflection and transmission of th

electric-field at the leading edge of the slab and the phase boundary, at x = m

The implicit scheme (A.3) cannot be solved by a single matrix inversion at each

time step, as is the case with the usual Crank-Nicolson scheme. This is because

position of the phase change boundary at the i + 1st time step is not known apr

and this information is needed to obtain the new relationship between enthalpy

temperature. Additionally, the numerical scheme (A.3) depends nonlinearly on th
temperature at the i + 1st time step via the microwave absorption term.
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An iterative scheme of the form

^(P)T(p+i)=b(P)) B(P)TJ(P+I)

=

o where p = 0,1, 2,3...., (A.5)

is used at each time step. T(p+1) and TJ(p+1) represent updated temperature and
electric-field amplitudes at the % + 1st time step. The initial guess for T is the
solution at the ith time step. Before each iteration the matrices A and B must be
updated as they are dependent on the enthalpy H and the decay rate, both of which
are temperature dependent. The matrices A and B are tridiagonal, hence Thomas'
algorithm is used to efficiently find the new estimates. Moreover, the matrix A
is diagonally dominant, which guarantees the stability of the iteration procedure.

The iteration is complete once the variation in the enthalpy between two iterations
is within the chosen tolerance of O(10~6). Voller and Cross [39] successfully used
the same implicit scheme, with iteration, to solve a spot welding problem with a
temperature dependent source term.

A.2 The thawing of a cylinder

An explicit finite-difference scheme, second-order accurate in space and first-ord

accurate in time, is used to solve the governing equations for the thawing of a cy
numerically. The Stefan condition (the third of (3.7)) is replaced by considering
the enthalpy formulation of the heat equation. Thus, the nondimensionalised heat
equation (the second of (3.7)) becomes

Ht = -(rTr)r + Pf{T)\U\2, (A-6)
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where H, the enthalpy, is the heat content per unit mass. The enthalpy's relationship
to the temperature is given by (A.3).

A forward time centred space (FT-CS) finite-difference scheme is used to re
sent the governing equations

T; = T(jAr,iAt),
(1 +

U; = U(jAr,iAt),

2^}^ + t^*1
Ar

H +1

)

P = ~ ,
Ar1

+ i0i T

^ ^ ~ 2)^ + (X " ¥i)VU = 0. (A-7)
Ar

= H)+P(i + — ) T ; + 1 +P(i - -J-)T;_X + 2PT; + p(f(r;)\utf.
3

'j

where 2J is the temperature, Uj is the complex electric-field amplitude and H) is

the enthalpy at the jth gridpoint and ith time step. The numerical scheme (
stable if ^ < 0.5.

As with the semi-analytical model we neglect heat absorbed in the frozen re

This is because the melted portion of the cylinder has a thermal absorptivi

orders higher than does the frozen region. As for the thawing slab, the ini

temperature profile must include a small melted portion to allow initial he

The boundary condition's for the temperature and electric-field amplitude a
TUi =
Ti T'i
1
-i —

TLi + ^r(Bi(Tn - 1)),
1

u

(A.8)

Ar
il)
rji - Tji
i 22Ar
((k,H„m„Nrw
(k)Ui, 4i£
+ c^^
WUn+
Un+1- Un-l + JW^{kHl
IT

Ul_x= U{.
The first of (A.8) represents the convective heating at the surface of the cylinder
while the second and fourth equations represent symmetry conditions at the
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of the cylinder. The third of (A.8) represents reflection and transmission of the
electric-field at the surface of the cylinder.

A.3

The microwave reactor

Here the numerical scheme for the governing equations of the one-dimensional mi-

crowave reactor is presented. The scheme for the two-dimensional reactor is obtai
with appropriate modifications.
For the one-dimensional case, the solution is

T = [T?}, c=[ci], u=[un,
T? = T(-l + {i- l)Ax, (n - l)At),
c»

= c(-l + (i- l)Ax, (n - l)At), (A.9)

U? = U(-l +(i- l)Ax, (n - l)At),
2
where i = l,...,h

n = l,...,

h=lAx +

The governing equations (4.12) are discretised to become

Tn+1 =Tn + a(j« j +

+1
Ci

^ _

2Tn} + At/?C?

Ar (7™) |[/jf + At9(Ta - TJ1),

= cn{+ s(cU + cIVi - 2c?) - At8c?Ar(iJ) + Atr(l ~ c?)> (A-10)

^+i + UU - 2U? + Ax2k\(l + a#Ar{T?))U? = 0,
At
where

i = l,...,h,

n=l,... and s = 2
A:r "

This represents the explicit F T C S method for the heat and concentration equations,

which is stable for s < 0.5. The accuracy of the numerical scheme is 0(A
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The boundary conditions (4.13) become

mn _ rpn _ rp n _ n n _ n
1

1 ~ 1h ~ 1a)

C 2 — C 0 , Ch+X — Ch_x,

L/2n - U£ + 2AxikrUxn = AAxkr, (A.ll)
UZ+1 - Ul_x - 2AxikrUZ = 0.

The matrix form for the discretised Helmholtz equation (A.ll) is

AU' = d, (A.12)

where the vector U' represents the electric-field amplitude U. The form of (A.12)

chosen so that the matrix A has constant coefficients. All the nonlinear Arrheniu

terms of (A.ll) are placed in the right hand side d of the equation (A.12). The m

trix A is reduced to upper triangular form whilst the lower triangular matrix whi

performs the reduction is stored for later use. As A has constant coefficients th
reduction to upper triangular form is only performed once. When the temperature
and concentration at the time level t=(n+l)At has been found it is used in the
right hand side of (A.12), which is then solved via the iteration procedure

AU'(n+1) = d(n), n = 0,l,2,3..., (A.13)

where each iteration step requires one matrix multiplication and a back-substitut

As the initial guess for U' is the solution at the old time-level and the time st
is small, the iteration usually needs only one or two steps to converge.
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B.l

The microwave thawing of a cylinder
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ail(-2p3JD

1
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B.2

The combined microwave and convective
thawing of a cylinder

,h =

alx(D2^l

- 2PlD^l

+ (-2p3D+p2)^±

+

2p2px(±^
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2

Appendix B: Integrals for semi-analytical models

ds
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The integral 72n has not been presented due to its size; it is easily calculated
using a symbolic manipulation package however.

1
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B.3 The microwave reactor
Below are the integrals (B.4) which form the semi-analytical model for the onedimensional reactor
I - 39AiCoaxnA (e4u - 1) e~2" 127r3g31C0a1 (1 + e4") e~2u
a

IQu (u2 + rr2) (Au2 + TT2)

(ff2iC0ai7r

+

2

(eAu - 1) e~2"

Au (Au2 + TT2)

+

(16u2 + 9TT2) (16u2 + TT2)

37r4ff4iC06i sin(2p)
32^ 5 - 4 0 ^ % 2 + 8VTT4

2Acos(2v)7r3g3XC0bx _ 7r2g2iC0bi sin(2u) 4 cos(2^)7rffiiC06i
4
2
9TT 4 - 160V 2 TT 2 + 256v
Sv3 - 2VK2
- T T 2 + 16*;
g2iC16i7r2 sin(u) cas(v) (2v2 + TT2) cos(2^)61Ciffn7r(127r2 + QAv2)
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4
2v (Av4 - 5U 2 TT 2 + TT4)
9TT4 - 160?;2TT2 + 256u
^ ' '
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2
Au
2u
2
4
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U^g^da-, {IQu - 15TT2) (1 + e ") e'2u
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1057T
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and the integrals (B.4) for the two-dimensional microwave reactor
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TT 2 (256Ag 2 -160AgTT 2 + 9TT4) "

Appendix B: Integrals for semi-analytical models

j

_

du

c

°s(>ADg£i
10 0
' ~AT.4 A 2 - T1125
1g/Q

sin(v/Ag")TT2ggi
192 cos(v/Ag")TT2^i
2
2o——T
J-/ AA-g/ (
X A g - T 2o7
77TT-2
^T,
) +' 80Ag
-200AgTT
+ 45 7T4:

1 /0

2

9ii cos(V/A. ') sin(v^.1
irf9K

112 9K [~K2 (cos(y/T2)) + 8AgJ

+' »"
9n' 15
+

=

VAg

+

118

TT2(-TT2 + 16Ag)

gsi (8 Ag3/2 - 2 VAg"TT2 - sin(2 ^X~2)TT2)
32Ag3/2-8v/Ag"vT2
1216 g4i (9 TT4 (cos(x/A7))2 + 128 Ag 2 - 80 Ag IT2)
Tr 2 (256Ag 2 -160AgTT 2 + 9TT4)

315

921

2gu+8^T

/el

32 g41

+ 1/2 ^ + —

9 TT<

TT

=

Ie2

_ g / o cos(VA7)^gj _ sin(x/A7)ffgj T 2

4Ag-TT2

4 (Ag - TT2) y[X2

96 cos(v/Ag")T2^i
45TT4 + 80Ag 2 -200AgTT 2 '

Ifl — hi + CQ I ell + Ciidll
16
64
If2 = 4012 + 032 + TT"
-3 022 +9TT
^2"0422
'
Both sets of integral use the c o m m o n expressions

9u

= ri0 + riiTa + r i2 r 2 + ri3T3,

02i = rixT0 + 2ri2TaT0 + 3ri3T2T0,
03i = n2T2 + 3ri3T2Ta,

g±i = ri3T3.

(B-5)
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