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1. In this paper we mainly consider the nonlinear differential equations 
w + PWfW = 0, (1.1) 
where y(t) is positive and absolutely continuous, p(t) is defined and positive 
on t, < t < 00, and f(u) satisfies 
(4 uf(4 > a 
(8) pl+ iIf dx = + ma 
Besides we assume that r(t)p(t) is absolutely continuous. A solution of (1.1) 
is a real valued function u(t), absolutely continuous together with its first 
derivative, which satisfies the differential equation for almost all t. 
In Section 2 we prove boundedness results which generalize known 
theorems due to Waltman [l] and Taam [2]. The nonoscillation theorem 
in Section 3 extends a result of Jones [3] and the oscillation theorem in 
Section 4 is a generalization of one due to Waltman [l]. 
2. As in Taam [2] the following well-known lemma due to Bellman [4] 
is used. 
LEMMA. If u, v are real-valued functions, akfked, and nonnegative for 
t>,t,,andu,u.vEL(t,,t)foreveryt>t,,andif 
u<c+ 1 
t 
u(s) v(s) ds (c, a positive constant), 
to 
then 
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THEOREM 1. Let r, p, and f satisfy the assumptions tated in Section I. 
Further, suppose that 
6) (r(t) P(t)>’ E4to 9a). 
(ii) r(t) p(t) has a positive lower bound on [t,, ,a). 
Then, for every solution of (1.1) both u and TU’ are bounded. 
PROOF. Firstly, in view of (i) and (ii) above, r(t)p(t) tends to a positive 
limit, say a, as t -+ 03. Thus, there exists tl such that (rp)-i (rp)l_ EL(tl , a), 
where q- = min (4, 0). 
Multiply (1.1) by YU’ and integrate from t, to t, we get 
(ru')~ 
- - co + r(t)p(t) F(u) - J’;, (rp)‘F(u) ds = 0, 
2 (2.1) 
where 
F(u) = j:f(x) dx. 
It may be noted that F(u) is nonnegative, monotone increasing for u > 0 and 
monotone decreasing for u < 0. Therefore, we have 
4t)PtWtu) < co + j’ (~P);W 4 4+ = mm k7,O). 
t1 
Hence, by the Lemma 
Since 
r(t) p(t) 0) < co exp 
s 
t 
fl 
(rp)” (up)’ ds = In rp - In cr - 1” (rp)” (rp)’ ds, 
fl 
we obtain 
r(t) PW F(u) G ca r(t) p(t) exp (- jl, @P>” (vJ)’ ds) . 
Consequently, 
In view of the definition of F, there are two numbers a, b such that 
F(a) = F(b) = c, , a > 0 and b < 0. If c = max (a, - b), then ( u ( < c. 
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To show the boundedness of TU’, we rewrite (2.1) as 
i(YU’)s + aF(u) = t + c(t) 
where E is a nonnegative constant and 
c(t) = (a - r(t)p(t))F(u) - j’y (rp)‘F(u) ds. 
Clearly c(t) -+ 0 as t -+ 00. The boundedness of YU’ now follows immediately. 
This completes the proof. 
The following theorem can be proved (with obvious changes in the proof 
of theorem 2 in Taam [2]) as the above one, 
THEOREM 2. Let 
(i) @pi)’ EL(tO , w), i = 1, 2, -*-, n, 
(ii) rp, 3 a, as t--too, ai > 0, i = 1,2, a’*, n. 
Then, for every solution u(t) of 
(4’ + j; pi fi(U) = 0, 
2=1 
where fi satisfy the same hypotheses as f, both u and ru’ are bounded. 
3. A solution of a differential equation is called nonoscillatory if it does 
not have arbitrarily large zeros. Theorem 3 below gives a set of sufficient 
conditions under which (1.1) does not have solutions with arbitrarily large 
zeros. 
THEOREM 3. Let, in addition to the hypotheses of Theorem I, f be non- 
negative, nondecreasing, and positive subhomogeneous of degree m (2 l), that is 
Then, if 
f+) < Vfh>, k >O. 
s mp(t)f(t) dt < 00, to (3.1) 
and r(t) has a positive lower bound r, , every nontrivial solution of (1.1) is non- 
oscillatory. 
PROOF. According to Theorem 1, for every solution of (l.l), both u and 
TU’ are bounded. Since r(t) > Y,, (> 0), u’(t) is bounded. 
7 
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Suppose that a nontrivial solution u(t) has arbitrarily large zeros 
5 9 t2, l ‘a t, ) t,+1 , -a* . 
Let tk be a positive zero for which r/(tk) > 0. Let 2, be the first zero of u’ in 
(tk , tk+J. Then, integrating (1 .l) from t, to 8, , 
Now in (tk , i,), u’(t) > 0 and so is u(t). Therefore, 
Thus, from (3.2) we have 
&) Wk) < flp(t)f (* z&J t) dt, 
I.e., 
As the zeros of u(t) become arbitrarily large since u’ is bounded as tk + 00, 
the right hand side of the above inequality tends to zero in view of (3.1). 
This contradiction prove the theorem. 
Using an argument similar to the above one (with necessary changes) we 
can prove 
THEOREM 4. If r(t) has a positive lower bound y. and ;f 
(i) (rp,)’ EL(to ,m), i = 1, 2, a--, n, 
(ii) rp, has a positive lower bound, 
(iii) p,>O, d=l,2;*-,n and 
& /cpi(t) t’“-l dt < 0~) 
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tken every nontrivial solution of 
(YU’)’ + 3 pi(t) G-1 = 0, 
i=l 
is nonoscillatory. 
(The boundedness of u and ru’ is provided by theorem 3 in Taam [2].) 
4. In this section we assume that 
I 
t 
lim t-m 
r-l(s) a5 = + a. 
*a 
(4.1) 
It is known (Leighton [5]) that all solutions of the linear equation 
0-Y’)’ + PWY = 0 (4.2) 
are oscillatory if, in addition to (4.1), p(t) is positive near t = + 00 and 
f 
+mf(t) dt = + ~0. 
to 
Following Utz [6] a function p(t), defined for all real t, is called an oscihtion 
coemt provided there exists a real number K such that for each real k, 
K > k > 0, some solution of 
(ru’)’ + kp(t) u = 0 
is oscillatory. Also, as in [l], we define the class F of real functionsf(x) having 
the properties 
(i) f(0) = 0. 
(ii) f is monotone increasing in an interval (0, a) and monotone decreas- 
ing in (b, 0), where a > 0 and b < 0. 
(iii) f(x) > f(a) for x > a and f(x) > f(b) for x < b. 
The proof of the following theorem follows closely that of Theorem 3 
in [I]. 
THEOREM 5. If p(t) is positive, continuous, and is an oscillation coe@ient, 
and f E F, then a solution u(t) +z 0 of 
(4’ + p(t)f(u) u = 0, (4.3) 
valid for all large t, is oscillatory. 
450 DAS 
PROOF. Assume that u(t), u(t) f 0, does not oscillate. Then we show 
that u(t) must be eventually strictly monotone. If not, then there are arbi- 
trarily large t, such that ~‘(t& = 0. Since u(t) does not oscillate, there exists T 
such that for t > T, u(t) is of one sign. Hence, for t > T all of the zeros of 
U’(t) are all maxima or all minima since YU” = - p(t)f(u) u is either negative 
or positive. Since this is not possible, we have the desired result. 
Next, we show that u(t) + 0 as t + 00. Let E > 0. In view of the fact that 
~EF, f(x) < do implies that 1 x 1 < E. If we take d = min (do , K), then the 
equation 
(YY’)’ + @(t) y = 0 (4.4) 
has oscillatory solutions since p(t) is an oscillation coefficient and d < K. 
Let t, , t, be consecutive zeros of (4.4) with T < t, < t, . There is no loss 
of generality if we assume that y’(Q > 0 and y’(t,) < 0, that is, y(t) > 0 in 
(tr , tz). Multiplying (4.4) by u and (4.3) by y and subtracting 
u(~Y’) - ~0-4 = w(t) (fO4 - 4. 
Integrating from t, to t, , 
r(h) @a) Y’(k) - &I NtJ r’(tl) = s” w(t) (f(u) - 4 dt. (4.5) 
t1 
If u(t) > 0 for t > T, the left hand side of (4.5) is negative, thus (f(u) - d) 
must be negative for some t*, t, < t* < t, , or 
which implies 
f@(t)) < d 
( zl(t*) 1 < E. 
Similarly, if u(t) < 0 for t > T, we have the same result. 
Thus, if u(t), u(t) + 0, is a solution of (4.3) valid for all large t and if u(t) 
does not oscillate as t -+ 00, then u(t) + 0 monotonically as t -+ a. 
Now, if u(t) > 0 for t > T, then YU’ < 0 since u’ < 0. Moreover, 
(m’) = - p(t)f(u) u 
implies that YU’ is monotone decreasing. Therefore, 
i.e., 
r(t) u’(t) d r(T) U’(T) (< 01, 
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In view of (4.1) the second term (on the right hand side) which is negative, 
could be made arbitrarily large in magnitude and thus u(t) < 0 for suitable t. 
This implies that u must have a zero for t > T. A similar argument holds in 
case u(t) < 0 for t > T. Thus, in either case, we get a contradiction of the 
assumption that u is nonoscillatory. 
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