In this paper, we present a progressive and iterative approximation method with memory for least square fitting (MLSPIA). It adjusts the control points and the weighted sums iteratively to construct a series of fitting curves (surfaces) with three weights. For any normalized totally positive basis even when the collocation matrix is of deficient column rank, we obtain a condition to guarantee that these curves (surfaces) converge to the least square fitting curve (surface) to the given data points. It is proved that the theoretical convergence rate of the method is faster than the one of the progressive and iterative approximation method for least square fitting ( 
Introduction
Least square fitting to a set of data points by a parametric curve or surface is a fundamental problem in Computer Aided Geometric Design [1, 2] and a well-known key technology in many application areas. It is powerful especially when dada set is very larger.
Based on different metric descriptions, there are two main kinds of least square fittings. One is to take control points and parameter knots as variables, so that nonlinear least square problems should be solved. Since it is nonlinear, a proper initial fitting need. The other one is to assign a parameter for each data point, so that the data set becomes organized. In this case, linear least square fittings need to be solved to obtain control points. Since it is linear, $ Fully documented templates are available in the elsarticle package on CTAN.
the construction of the method may be simpler. One can look for more details about these two kinds of fittings, for examples, in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] and references therein.
To improve the smoothness of fitting curves or surfaces, fairness terms with user-defined parameters may be considered sometimes [2, 4, 5, 11, 14] . As you know, choices of these user-defined parameters may affect the smoothness and accuracy, but there is no optimal choice of these user-defined parameters.
To obtain better fitting efficiency, researchers also consider the way of how to determine a relatively low number of control points used in the least square fitting [8] .
In this paper, we consider the linear least square fitting, with a given number of control points, to the data set of which each point is assigned to a parameter value. For simplicity, we also assume that there are no fairness terms.
Standard fittings to any data set of such kind are to obtain control points by solving corresponding systems of linear equations directly. When occasionally extra control points need to be added to improve the fitting accuracy, new systems of linear equations should be assembled and resolved. The LSPIA method, a least square version of PIA method [15] , developed in [7] , is one of the least square fitting methods that need not solve any system of linear equations directly. It approximates control points iteratively, and generates a series of curves (surfaces) converging to the least square fitting result of the given data points. It is easy to make the fitting result hold the shape preserving property.
When an extra control point should be added, rather than assembling a new system of linear equations, only iterative formula needs to be modified, as said in [7, 12] .
To increase the convergence speed, in this paper, a PIA method with memory for least square fitting (abbr. MLSPIA) is presented. As usual, the method constructs a series of curves (surfaces) by adjusting the control points and the weighted sums iteratively. Reasons for us to call the new method as MLSPIA method can be found in Section 3.
Our contributions to the MLSPIA method are:
• We prove in a same way that the MLSPIA method is feasible regardless of whether the collocation matrix is of deficient column rank or not.
• Compared with the LSPIA method in [7] , the MLSPIA method does not increase too high cost, especially for the case of a very large data set, while the convergence rate is much faster when the collocation matrix is of full column rank.
• The MLSPIA method preserves the advantages of the LSPIA method, including handling point set of large size and allowing the adjustment of the number of control points and knot vectors in the iterations, the shape preserving property and parallel performance.
The paper is organized as follows. In Section 2, related works are introduced briefly, and in Section 3, the iterative format and the convergence analysis of the MLSPIA method are presented. We compare the convergence speed of the MLSPIA method with that of the LSPIA method in Section 4, and propose the MLSPIA iterative format of the surface in Section 5. Finally, five representative examples are performed in Section 6.
Related work
PIA methods, i.e., geometric fitting methods that make use of the progressive and iterative approximation property of univariate NTP bases, have the similar iterative formats as the geometric interpolation (GI) methods, such as in [16, 17] , etc. The PIA methods depend on the parametric distance while the GI methods rely on the geometric distance. The study starts from the woks of de Boor [18] , Qi and co-authors [19] , and Yamaguji [20] in 1970's. Rather than those methods based directly on the solution of a linear system, by fixing parameters, each PIA method generates a series of curves (or surfaces) to approximate the interpolation curve (or surface).
Give a point set
and m ≥ n. Let 0 ≤ t 1 < t 2 < · · · < t m ≤ 1 be an increasing sequence.
Choose B 1 (t), B 2 (t), · · · , B n (t) as an normalized totally positive (NTP) basis of a vector space of real functions defined on [0, 1]. As you know, the basis is said to be NTP if B i (t) ≥ 0, i = 1, 2, · · · , n, and n i=1 B i (t) = 1 hold for all t ∈ [0, 1], and its collocation matrix at any increasing sequence is a totally positive matrix. A matrix is called to be totally positive if all of its minors are nonnegative [21, 22] .
Clearly, the collocation matrix of the basis B 1 (t), B 2 (t), · · · , B n (t) at the given increasing sequence 0 ≤ t 1 < t 2 < · · · < t m ≤ 1 is
in the vector space, where the set
is located, as the initial control points set, the PIA method defined in [15] (with m = n) and the LSPIA method in [7] (with m > n) approximate the target curve with the NTP basis B 1 (t), B 2 (t), · · · , B n (t) by the following curves iteratively:
with
where
, for LSPIA method [7] , i = 1, 2, · · ·,n, k ≥ 0, and µ > 0 is a constant. The PIA method in the format of (1) and (2), defined and firstly named in [23] , is based on the idea of profit and loss modification proposed in [18, 19] by using the non-uniform B-spline basis. It is generalized to the method in the same format as in [15] by replacing the non-uniform B-spline basis with any totally positive basis whose collocation matrix is nonsingular.
The PIA method in [15] has been developed to a weighted PIA method in [24] that speeds up the convergence, and to an extended PIA (EPIA) format with NTP bases in [25] that focuses on large-scale data sets. It is also extended to approximate the NURBS curves (surfaces) in [26] by using homogeneous coordinates.
In [27] , the author considers the local property of the progressive iteration approximation, and proposes a PIA method with local format. It is shown that the limit curve will still interpolate the subset of data points if only a subset of the control points are adjusted iteratively, and the others remain unchanged.
The PIA method in [15] has been modified to approximate surface by constructing series of tensor product surfaces based on the corresponding tensor bases to fitting in [15, [23] [24] [25] 27] , to approach the triangular Bézier surface or the rational triangular Bézier surface in [28, 29] by using the non-tensor product triangular Bernstein basis. It is also generalized to construct the progressive interpolation (PI) methods for subdivision surface fittings such as the Loop subdivision fitting [30, 31] , the Catmull-Clark subdivision fitting [32] and the Doo-Sabin subdivision surface fitting [33] .
The PIA methods converge with suitable weights, and own the advantages of convexity preserving and the explicit expression of curves (or surfaces), locality and adaptivity. The locality and adaptivity makes it possible for us to improve the approximation precise to a segment of the result curve (or surface) by changing only control points that link with this segment with lower cost [15, 23] . One can look for more details in the survey paper [12] .
The LSPIA method in the format of (1) and (2), defined in [7] , is constructed mainly for very large-scale data sets, and inherits advantages of PIA methods. It is developed by using the T-splines in [? ] . By replacing the B-spline basis with the generalized B-spline basis, it is generalized in [9] to the weighted least square fitting curve, and, by replacing the tensor product B-spline basis with the non-tensor product bivariate B-spline basis, extended in [13] to the regularized least square fitting surface.
The convergence of the LSPIA methods in the singular case is first proved in [10] for the LSPIA method published in [7] and some variants of it. In [7] , only convergence in the nonsingular cases is proved. The way used in [10] to prove the convergence in the singular case is different from that used in [7] to prove the convergence in the nonsingular case.
The history of a least square fitting to a curve with B-spline function can be traced back to [34] at least, where authors computed the least square cubic spline fitting with fixed knots based on the Gram-Schmidt process.
The MLSPIA method and its convergence
In this section, we will propose the MLSPIA method, i.e., the progressive iteration approximation method with memory for least square fitting, and discuss its convergence.
For the given data point set
and any initial control point set {P
, with m > n, in the vector space where
is located, the NTP basis B 1 (t), B 2 (t), · · · , B n (t) and the increasing sequence 0 = t 1 < t 2 < · · · < t m = 1 , the MLSPIA method approximates the curve iteratively by (1) and (2) with
where Λ 0 j is an arbitrary point in the vector space where
is located for each j = 1, 2, · · · , m, and ω, γ, υ are three real weights.
There are at least two reasons for us to call the method, defined by (1), (2) and (3), the MLSPIA method. It is called as a LSPIA method since the construction of it is very similar to the LSPIA method in the format of (1) and (2), defined in [7] , expect the difference of ∆ k i for each possible i and k. As we can see later, it will also converge to the least square fitting curve of the given data point set {Q i } that have been computed, and compute δ k i for each k ≥ 1 and i = 1, 2, · · · , n. Since the price of DRAM becomes more and more cheaper, storing data of the previous step becomes more and more cheaper, too. It is a non-stationary method since it needs to store the information of previous steps.
Compared with the LSPIA method in [7] , the MLSPIA method just needs two more additions and three more scalar multiplications for each k ≥ 1 and each 1 ≤ i ≤ n. So it does not increase too much cost for the case of a very large data set. As we can see in the next section, the MLSPIA method has the faster convergence rate.
In the following, we at first give an equivalent expression of the MLSPIA method defined by (1), (2) and (3).
, and any point set {Λ (2) and (3), can be rewritten as
Proof. When k = 0, it can be easily checked that (4) holds by (2) and (3). Suppose that (4) holds for some k ≥ 0. Since, for each 1 ≤ i ≤ n,
holds by (3), we have by (2) and (3) for each 1 ≤ i ≤ n that
It follows that
which shows that (4) holds for k + 1. By the induction method, (4) holds for any k ≥ 0. The proof is completed.
and
where (4) and (5), respectively, for each k ≥ 0. Then (4) and (5) can be written as
or, Λ
( 9) can be regarded as the matrix iterative format of the MLSPIA method. So to consider the convergence of the curves generated by the MLSPIA method, we only need to discuss the convergence of Λ k P k generated by (9) for the given
Theorem 2. Let m > n and B be defined by (7) . If rank(B) = r and σ 1 ≥ σ 2 ≥ · · · ≥ σ r > 0 are the singular values of the matrix B, then, for any initial control point set {P
and any point set {Λ
, the series of the curves, generated by the MLSPIA method, defined by (1), (2) and (3), with weights ω, γ, υ, converge to the least square fitting curve of the given
To prove Theorem 2, we at first rewrite the equivalent format of the iteration matrix H ω,γ,υ defined by (10) .
Suppose that the singular value decomposition of B is
where U ∈ R m×m and V ∈ R n×n are orthogonal matrices and
then W ∈ R (m+n)×(m+n) is an orthogonal matrix. By the equalities
whereĤ
The following lemmas are useful in analyzing the convergence of the method.
Lemma 3. Under the assumption of Theorem 2, λ is an eigenvalue ofĤ ω,γ,υ defined by (15) if and only if λ = 1 − ω or λ is a root of the one of the following equations
Proof. Since m > n, it follows from (15) that
by the computational property of determinant. So λ is an eigenvalue ofĤ ω,γ,υ if and only if
holds. In other words, λ = 1 − ω or λ is a root of the one of the equations (16) . This completes the proof. Lemma 5. Under the assumption of Theorem 2, ρ(Ĥ ω,γ,υ ) < 1, where ρ(Ĥ ω,γ,υ ) denotes the spectral radius ofĤ ω,γ,υ defined by (15) , if and only if weights ω, γ, υ satisfy (11).
Proof. For the given weights ω, γ, υ, by Lemma 4, all the roots of equations in (16) are less than unity in modulus if and only if
holds, so by Lemma 3, ρ(Ĥ ω,γ,υ ) < 1 if and only if |1 − ω| < 1 and (17) holds. Or equivalently,
Since σ (11) is equivalent to (18) . This completes the proof.
We now turn to prove Theorem 2.
Proof of Theorem 2
Proof. Since proving that the curve sequence {C k (t)} k≥0 , generated by the MLSPIA method, converges to a least square fitting curve of the data set
is equivalent to proving that the iterative sequence {P k } k≥0 , generated by (8) , converges to a solution of B T BX = B T Q, where B and Q are defined by (7), we consider the convergence of the sequence {P k } k≥0 . For any weights ω, γ, υ satisfying (11), let α = Q − Bβ, where β is any solution of B T BX = B T Q, then it can be easily verified that (α T β T ) T is a solution of the equation
where H ω,γ,υ and C ω,γ,υ are defined in (10) . That is to say, the equation (19) is consistent.
Let Λ P be any solution of the equation (19), i.e.,
Then,
By Lemma 5, (11) guarantees that ρ(Ĥ ω,γ,υ ) < 1 for the weights ω, γ, υ chosen andĤ ω,γ,υ defined by (15) , so lim k→∞Ĥ k ω,γ,υ = 0. By (14) , it holds that
where W is defined by (13) . Therefore,
By (21), lim (21) and (22),
holds as k → ∞ in (21) . Since
follows from (14), we have by (20) that
Thus, Λ ∞ P ∞ is also a solution of (19) , and Λ k P k converges to a solution of (19) . Since ωυ = 0, it follows from (25) that
By eliminating Λ ∞ , we obtain
which means that the sequence {P k } k≥0 converges to a least square fitting result. This completes the proof.
In the following remark, we list the expressions of the absolute error and the backward error at the kth step for computing Λ k P k .
Remark 1. The absolute error and backward error at the kth step are
separately, where Λ ∞ P ∞ is defined by (23) and Λ P is any solution of (20), H ω,γ,υ is defined by (15) and V r is the first r column of V in (13) . In fact, by (15) and (23), it follows that
and then it holds that
The comparison of the LSPIA and MLSPIA methods
In this section, we compare the convergence rates of the LSPIA method and MLSPIA method.
Usually, the convergence rate of any method in the format similar to (9) is measured by the spectral radius of the iteration matrix. The smaller the spectral radius is, the faster the convergence rate is.
In the following, we give a comparison result.
Theorem 6. Under the same assumption of Theorem 2, we have 1) the convergence rate of the MLSPIA method (8) for approximating curves at the weights ω = ω
Here ω * , γ * , υ * are defined by
ρ(Ĥ ω * ,γ * ,υ * ) is the spectral radius of the matrixĤ ω * ,γ * ,υ * , and σ 1 and σ r are the largest and the smallest singular values of the matrix B, respectively, as in Theorem 2.
2) when σ 1 = σ r , the fastest convergence rate of the MLSPIA method for approximating curves is faster than that of the LSPIA method defined in [7] for the case that the NTP basis is linearly independent.
Proof. By Lemma 3, the eigenvalues of the iterative matrix H ω * ,γ * ,υ * are 1 − ω * and all the roots of the corresponding quadratic polynomials defined by (16) with ω, γ, υ replaced by ω * , γ * , υ * for each i = 1, 2, · · · , r. Clearly, it holds that
Since
, for each i = 1, 2, · · · , r, the discriminant of the corresponding quadratic polynomial defined by (16) , for each i = 1, 2, · · · , r, satisfies
If D i = 0 for some 1 ≤ i ≤ r, i.e., σ
r , then the corresponding quadratic polynomial has multiple roots
for these 1 ≤ i ≤ r. In a word,
holds for these 1 ≤ i ≤ r. If D i < 0 for some 1 ≤ i ≤ r, then the corresponding quadratic polynomial has two conjugate imaginary roots, denoted as λ i and λ i without inconvenience. Then it holds that
for these 1 ≤ i ≤ r.
It follows from (28), (31) and (32) that
By Lemma 4, the inequality ρ(Ĥ ω * ,γ * ,υ * ) < 1 means that ω * , γ * , υ * satisfy (11). The fact that
deduces that the inequality of (26) is true. 1) is proved. For the case when the NTP basis is linearly independent, B is of full column rank, that is to say, r = rank(B) = n, we have σ r = σ n and that σ It is shown in [7] that σ
is the fastest convergence rate of the LSPIA method, so, by the inequality in (26), ρ(H ω * ,γ * ,υ * ), the spectral radius of H ω,γ,υ at weights ω = ω * , γ = γ * , υ = υ * , is smaller than the fastest convergence rate of the LSPIA method [7] if σ 1 = σ n . We can now conclude that the fastest convergence rate of the MLSPIA method is faster than that of the LSPIA method [7] for this case when σ 1 = σ n . 2) is proved.
The proof is completed.
Based on Theorem 6, ω = ω * , γ = γ * and υ = υ * may be a suitable choice to guarantee the faster convergence of the MLSPIA method.
Remark 2. In this paper, we do not consider the problem of how weights influence the convergent rate of the algorithm. The answer to this problem may be long due to the difficulty of obtaining the expression of the ρ(Ĥ ω,γ,υ ) for any weights ω, γ, υ that guarantee the convergence. It is interesting and hard and could be the subject of a new paper.
Remark 3. After all, it is a least square fitting, some unwanted undulations, a not well local approximation to a segment of the original curve, might happen sometimes. In this case, local adjustments of knots and increment of control points during the iterative procedure may improve the fitting result, as is done for the LSPIA method in Section 5.2 of [7] . Since we are only interested in accelerate the convergence rate of iteration methods here, we omit the discussion of this part here.
The MLSPIA method for surfaces
In this section, we will extend the MLSPIA method to fitting surfaces.
For the given data point set {Q ij } m1,m2 i=1,j=1 and any initial control point set {P ij } n1,n2 i=1,j=1 in the same vector space with m 1 > n 1 , m 2 > n 2 , let {t i , s j } m1,m2 i=1,j=1 , satisfying 0 ≤ t 1 < t 2 < · · · < t m1 ≤ 1 and 0 ≤ s 1 < s 2 < · · · < s m2 ≤ 1, be two increasing sequences and {φ i (t)} n1 i=1 and {ψ i (t)} n2 i=1 be two NTP bases of the vector spaces of real functions defined on [0, 1]. The MLSPIA method approximates the surface iteratively by the tensor product surfaces
Here, P k+1 ij
for all i = 1, 2, · · · , m 1 , j = 1, 2, · · · , m 2 , where ω, γ and υ are three real weights. Similar to the Theorems 2 and 6, we have 
2) the convergence rate of the MLSPIA method at the weights ω = ω * , γ = γ * , υ = υ * for the tensor product surfaces is
and ρ(Ĥ ω * ,γ * ,υ * ) is the spectral radius of the matrixĤ ω * ,γ * ,υ * .
The proof to the Theorem 7 is omitted since it is similar to the case for Theorems 2 and 6.
Based on 2) of Theorem 7, the wights ω * , γ * , υ * , defined by (37), may be a suitable choice to guarantee the faster convergence of the MLSPIA method for fitting the given surface.
Similar to the case in Section 4, how weights influence the convergent rate of MLSPIA method for the surface fitting does not considered.
Implementation and examples

Examples, parameter knots and weights
In this section, five representative examples are used to test the efficiency of the MLSPIA method. They are
• Example 1: 205 (m = 205) points measured and smoothed from an airfoilshape data.
• Example 2: 305 (m = 305) points derived from a subdivision curve generated by in-center subdivision scheme.
• Example 3: 501 (m = 501) points sampled uniformly from an analytic curve whose polar coordinate equation is r = sin The given data sets of Examples 1-3 and Example 5 are the same as that used in [7] for cubic B-spline curves fitting and that in [27] for cubic B-spline (tensor product) surface fitting, separately. The given data set used in Example 4 contains 269 points which is a set smaller than that used in [7] . All these data sets are obtained from one of the authors of [7, 27] .
In the case of curves, for the given data point set
and n ≤ m, as other researchers do, we use the cubic B-spline basis defined on the knot vector with the parameters, satisfying the Schöenberg-Whitney condition [36] , created by the normalized accumulated chord parameterization method. One can look for more details in (9.5) and (9.69) of the book [1] .
In the case of surfaces, for the given data point set {Q ij } m1,m2
i=1,j=1 , n 1 ≤ m 1 and n 2 ≤ m 2 , we use two groups of the cubic B-spline bases defined separately on two knot vectors with different parameters
is generated by the normalized accumulated chord parameterization method (9.5) in [1] for the data set {Q ij } m2 j=1 , and for each i = 1, 2, · · · , m 2 , {s ji } m1 j=1 for the data set {Q ji } m1 j=1 . In numerical experiments, the weights appeared in the MLSPIA method are chosen as ω = ω * , γ = γ * and υ = υ * , where ω * , γ * , υ * are defined by (27) for Examples 1-4 and by (37) for Example 5, and the weight appeared in the LSPIA method is chosen as µ = µ * , where µ * is the value defined by (18) in [7] .
Initial control points
The discussion on the choice of initial control points for the MLSPIA method is not an aim of this paper. To compare the numerical experiments of the ML-SPIA and LSPIA methods, only two trivial initial control points are considered.
As what is done in tests for methods that solve systems of linear systems, a trivial choice is that all initial control points in {P
are zero points. In this case, we can get directly via (4) and (5), without any real numerical computation, that P To compare with the LSPIA method, the other trivial choice is to use the same initial control points as that used by another authors in numerical experiments. Since the initial control point set is selected as a subset of the given data set in [7, 9] , we choose them as initial control points, too, and let Λ 
II: accompanied by Λ
is described in the equation (23) of [7] .
Similarly, two kinds of trivial initial control points for the case of surfaces may be:
I: all the elements of {P
i=1,j=1 are zero points accompanied by
II: accompanied by
all the elements of {P
i=1,j=1 are chosen as
where the function f is defined by (38).
As is listed in Table 1 of Section 6, we can see that under the same stop criterion, the iteration steps starting from the second kind of the initial control points are usually fewer. In the following, all the initial control points are chosen as the second kind, except in the Table 1 , where two kinds of initial control points are used.
Numerical results
In all of our implementations for the comparison of the LSPIA and MLSPIA methods, the iteration process is stopped if |E k | < 10 −7 , where
and the ith row ofP k andQ are coordinates of the control point P k i at the kth step and corresponding ith ordered point Q i , separately, andB is the collocation matrix for the cases of curves andB = B 1 ⊗ B 2 for the case of tensor product surfaces. Here B 1 and B 2 are defined in Theorem 7.
All the examples are performed on a PC with a 3.10 GHz 64-bit processor and 12 GB memory via MATLAB R2014b.
In the following, firstly, we list the iteration numbers of the above examples in Table 1 for two kinds of the trivial initial control points described in Sections 4 and 5.
In Table 1 , "ICP" denotes the initial control points and "NP" the number of the initial control points, "I" and "II" represent the first and second kinds of the initial control points separately and "IT" is the iteration steps, x is the biggest integer not greater than x. To save spaces in the table, x is used to denote x × x for Example 5, too.
We can see from Table 1 that the second kind of the initial control points may save iteration steps in most cases. In the following, we always use the second kind of initial control points. Now, we begin to draw the cubic B-spline curves or cubic B-spline (tensor product) surfaces which are selected from the convergent process to the least square fitting produced by the MLSPIA method starting from the second kind of the initial control points. "ICP": the initial control points, "NP": the number of the initial control points, "I" and "II": the first and second kind of the initial control points, "IT": iteration steps, x : the biggest integer not greater than x, x for Example 5:
number of the control points is chosen as the same as that in [7] in Examples 1 − 3, separately. Since the shapes of Examples 4 − 5 are slightly complexity, the number of control points are chosen greater slightly. It is chosen stochastically as an integer near Table 2 . In each figure of the first four examples, the red line is the iteration curve and green points are control points obtained at corresponding step, and the small blue points are the given points that shape a dotted limit curve that is to be fitted. Since Example 5 is complex, only blue grids are drawn.
For Example 1, the cubic B-spline curves generated by the MLSPIA method at the initial step, 7th and 14th steps, and 57th step are shown in Figure 1 . For Example 2, the cubic B-spline curves generated by the MLSPIA method with the second kind of initial points at the initial step, 5th and 10th steps, and 64th step are shown in Figure 2 . For Example 3, the cubic B-spline curves generated by the MLSPIA method with the second kind of initial points at the initial step, 5th and 10th steps, and 47th step are shown in Figure 3 . For Example 4, the cubic B-spline curves generated by the MLSPIA method with the second kind of initial points at the initial step, 20th and 40th steps, and 63th step are shown in Figure 4 . For Example 5, the cubic B-spline tensor product surfaces generated by the MLSPIA method with the second kind of initial points at the initial step, 200th and 362th steps, and the original surface are shown in Figure 5 . It can be seen that the fittings at the left side in Figure 1 and around the corner at the right part in Figure 4 are not very well. It is the same as what is stated in [7] for the LSPIA method. To improve the fitting result, as is described in Remark 3, it is suggested that effective techniques, such as the incremental data fitting and the shape preserving ones that are stated in [7] , should be used in practice.
In Table 2 , columns "IT" (iteration steps), "CPU time" (the average of CPU times in ten times) and "Weights" (the weights used in numerical experiments) for the LSPIA and MLSPIA methods are listed. The value listed in the column "MaxDeviations" for each example is defined by
where C LS (t) and C M LS (t) with 0 ≤ t ≤ 1 are the least square fitting curves .6242 µ * = 0.313423823743 "IT": iteration steps, "CPU time": average CPU times in ten runs, "Weights": ω * , γ * , ν * are defined by (27) for Examples 1-4 and by (37) for Example 5, and µ * is defined by (18) in [7] .
(or surfaces) obtained by the LSPIA and MLSPIA methods, separately. We can see that the MLSPIA method needs less iteration steps and spend less CPU time than the LSPIA method, and that the maximum deviations are very tiny. Curvature combs for Examples 1-4 and zebra maps for Example 5 obtained by the LSPIA and MLSPIA methods are listed in Figure 6 , where, upper and lower figures for Example 1 are the fitting results of the LSPIA and MLSPIA methods, separately, and left and right figures for Examples 2-5 in each row stands for the fitting results of the LSPIA and MLSPIA methods, separately. We can see that the differences in each example are very small, as is shown in Table 2 . Table 2 , and columns "IT", "CPU time" and "Errors" list the maximum and minimum numbers of iterations, CPU times in second and errors E IT computed via (39), separately. From the table, we can see that even for a very sparse initial control points that is far away from the given data set, the MLSPIA method will converges to the least square fitting in not too long a time.
Conclusions
In this paper, a progressive and iterative approximation method with memory for least square fitting (MLSPIA) is developed. The method constructs a ν * = 4.404202175610 "IT": iteration steps, "CPU time": CPU times, "Weights": see Table 2 , "E IT ": computed via (39).
series of fitting curves (surfaces) with three weights by adjusting the control points and the weighted sums iteratively. It is proved that these curves (surfaces) under the suitable choices of weights will converge to the least square fitting result even when the collocation matrix is singular, and that the fastest convergence rate of the method is faster than that of the LSPIA method proposed in [7] under the same condition.
