The thermodynamics of glass forming systems can be expressed via the density of inherent structures, which correspond to the minima of the potential energy landscape. In previous work this approach has been applied to Lennard-Jones type systems, yielding a density of inherent structures which to a very good approximation turned out to be gaussian. In this work we clarify whether the gaussian distribution is just a consequence of the central limiting theorem or whether it also contains information about the local structure of the glass-forming system.
Introduction
For the understanding of the physics of glass-forming systems it has proven to be helpful to analyse their potential energy landscape 1, 2, 3] . The dynamics of the total system can be viewed as the dynamics of a single point in con guration space, walking on the potential energy landscape. According to a picture, suggested, e.g., by Goldstein and Stillinger the potential energy landscape can be formally divided into basins of attraction of the di erent local energy minima (inherent structures, IS). These basins of attractions are separated by saddle points. At su ciently low temperatures, the time scales of intra-basin motion starts to exceed the time scale of inter-basin motion by many orders such that the overall relaxation is mainly determined by the saddle-crossing. For a Lennard-Jones system it could be shown that this separation of time scales approximately takes place for a temperature close to the critical mode-coupling temperature 4]. Very recently several interesting features of the potential energy landscape of structural glass-formers have been elucidated 5, 6, 7, 8, 9, 10] . Also analytical treatment is possible 11, 12] . Formally the con gurational contribution to the total partition function can be written as Z(T) = Z d z( ; T) (1) with z( ; T) = exp(? )G( )z bassin ( ; T) (2) where G( ) denotes the density of IS, the inverse temperature and z bassin ( ; T) the average partition function of a basin of attraction related to an IS with energy . The scenario, described above for low temperatures, implies that the system resides nearly exclusively close to the inherent structures. Therefore the thermodynamics of the system is related to properties of the minima. Formally this is expressed by the fact that z bassin ( ; T) is mainly determined by the energy of the IS as well as the harmonic force constants, i.e. z bassin ( ; T) z harm ( ; T) where the latter is the harmonic approximation, only involving the second derivatives of the potential energy, evaluated for the respective IS.
In principle, information about G( ) can be obtained by systematic determination of all IS 13, 14, 15, 16, 17, 18] . Since the number of IS exponentially increases with system size this is not possible for relevant system sizes (approximately N > 40 for a monatomic Lennard-Jones system). A di erent approach to elucidate properties of the IS is to perform equilibrium MD (or MC) simulations at temperature T and to regularly quench the system, i.e. nd the nearby minimum of the potential energy, thus probing properties of the IS accessible at this temperature 13, 19, 3] . The probability P( ; T) to nd an IS with energy with this algorithm is given by P( ; T) = z( ; T)=Z(T): with a constant which only depends on temperature. Therefore apart from a normalisation constant G( ) can be simply recovered from knowledge of P( ; T). Since for a given temperature only a small fraction of the total energy range is probed, this analysis has to be repeated for di erent temperatures and the di erent resulting curves have to be shifted with respect to each other in order to yield an optimum overlap. In this way the -dependence of G( ) can be determined for a large -range.
As explicitly shown in Ref. 9] a perfect overlap of the curves obtained at di erent temperatures is also possible if the harmonic force constants, i.e. y harm ( ) depend on energy. The resulting curve, however, is no longer the density of IS G( ) but rather the e ective density G eff ( ) G( )y harm ( ). It is the latter quantity which is relevant for the thermodynamics. The scaling breaks down at high temperatures when the harmonic approximation is no longer valid. weak -dependence these anharmonic contributions scale out in the construction of G eff ( ). Obviously, this is the case for our system. We note that the -dependence of y harm ( ) is rather weak so that G eff ( ) G( ) 7, 9].
Furthermore we have determined the variance 2 P (T ) of P( ; T). The results are shown in Fig.2 (here also for di erent values of N rather than 60 and 120). Again, the data at the two higher temperatures are dominated by anharmonic contributions. The important observation is that apart from statistical variations the variance does not show a systematic trend at lower temperatures. It is easy to check that for a purely gaussian distribution one expects 2 P (T ) = const. Furthermore one has to a good approximation 2 P / N for this range of system sizes.
Why gaussian?
After presentation of the results of our simulation one may ask to which degree the gaussian behavior of G eff ( ) is just a consequence of the central limit theorem or indeed re ects information about the distribution of energies of inherent structures.
In the subsequent analysis we will end up with an upper bound for the non-gaussian parameter 2 of the elementary distribution which describes the energy of the IS on a local scale. The meaning of the elementary distribution will be discussed further below. We derive two di erent criteria for estimating an upper bound for 2 . First, we explicitly calculate the deviations of G eff ( ) from a gaussian in rst order. Second, we analyse the temperature dependence of the variance of the distributions P( ; T).
At the end we discuss the sensitivity of both criteria.
Modi ed gaussian distribution
We consider a variable y which is composed of M independent terms x i , i.e. 
Rewriting the bracket term f::g M as exp M lnf::g, the logarithm can be expanded For a gaussian distribution the average value of the energy of IS h i T at temperature T is given by
The ratio of the forth-order and the second-order term of log(G eff ( )) evaluated for = h i T is given by 2 s 2 4T 2 (14) In case that at a given temperature T the deviations of a quadratic t of log(G eff ( )) is less than g at = h i T one obtains an upper bound for 2 via j 2 j < 4 g (T=s)
2 (15) Application of Eq.15 clearly requires that determination of the quadratic term of log(G eff ( )) is performed around max . Unfortunately exactly in this region the e ective density is only poorly de ned due to anharmonic contributions; see Fig.1 . Therefore we present a second criterion which does not require any tting. we will obtain, is too conservative in case of signi cant spatial energy correlations.
Analysis of simulated data
Here we explicitly analyse that data for N = 60 and N = 120. One clearly observes that within statistical noise no systematic trend is present which would indicate the presence of non-gaussian e ects. A conservative estimate is that log(g eff ( )) For application of the second criterion we rst have to specify to which level the variance does not change with temperature. Based on the statistical uncertainties one can estimate p < 0:2. Application of Eq.20 then yields j 2 j < 0:2. As discussed above, the second estimate is more reliable since no tting is involved. Averaging the data for di erent N the statistical error would be even smaller, resulting in a smaller upper bound for j 2 j.
It may be interesting to compare our results with the extreme case of a bimodal distribution of local energies, corresponding to the presence of solid like and liquid like regions with local energies E s and E l , respectively, expressed by r(x) = p s (x ? E s ) + (1 ? p s ) (x ? E l ). At high temperatures it will be much more likely to have a liquid like con guration, which implies p s 1. In this limit one obtains 2 = 1=(3p s ) 1. Obviously, our numerical results are not compatible with this kind of models. A formal analysis of this model would also involve additional correction terms since r(x) is no longer symmetric. These terms, however, would render the discrepancy even larger. Conversely, one can state that for systems, characterized by su ciently large values of 2 , it is indeed possible to observe strong deviations from a purely gaussian behavior. For 2 = 1 one would for example expect that 2 (T = 0:667) has changed by as much as a factor of two as compared to its value at high temperatures. In summary, the large degree of gaussianity, observed in recent simulations of Lennard-Jones systems, is only partly due to the central limit theorem but also contains important information about the properties the glass-forming system on a local level and may, for the present system, exclude the applicability of some models which involve large non-gaussian e ects on a local scale. Heuer, Büchner
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