Abstract We used waveform data from the 1999 SHIPS (Seismic Hazard Investigation of Puget Sound) seismic refraction experiment to constrain the attenuation structure of the Seattle basin, Washington State. We inverted the spectral amplitudes of compressional-and shear-wave arrivals for source spectra, site responses, and one-and two-dimensional Q ‫1מ‬ models at frequencies between 1 and 40 Hz for P waves and 1 and 10 Hz for S waves. We also obtained Q ‫1מ‬ models from t* values calculated from the spectral slopes of P waves between 10 and 40 Hz. One-dimensional inversions show that Q p at the surface is 22 at 1 Hz, 130 at 5 Hz, and 390 at 20 Hz. The corresponding values at 18 km depth are 100, 440, and 1900. Q s at the surface is 16 and 160 at 1 Hz and 8 Hz, respectively, increasing to 80 and 500 at 18 km depth. The t* inversion yields a Q p model that is consistent with the amplitude inversions at 20 and 30 Hz. The basin geometry is clearly resolved in the t* inversion, but the amplitude inversions only imaged the basin structure after removing anomalously high-amplitude shots near Seattle. When these shots are removed, we infer that Q ‫1מ‬ values may be ϳ30% higher in the center of the basin than the onedimensional models predict. We infer that seismic attenuation in the Seattle basin will significantly reduce ground motions at frequencies at and above 1 Hz, partially countering amplification effects within the basin.
Introduction
Western Washington State has a significant earthquake hazard from three distinct earthquake sources. The Cascadia subduction zone megathrust surfaces about 50-100 km off the coast of the Pacific Northwest and hosts great (magnitude ϳ9) earthquakes every 600 years on average (Atwater, 1996; Goldfinger et al., 2003) . The subducted Juan de Fuca ocean plate produces Benioff zone earthquakes at a depth of ϳ60 km below Puget Sound, including the 1949 magnitude 7.1 Olympia earthquake, the 1965 magnitude 6.5 Seattle earthquake, and the 2001 magnitude 6.8 Nisqually earthquake (Frankel et al., 2002) . The shallow crust is also prone to infrequent large earthquakes; at least one magnitude Ն7 earthquake occurred on the Seattle and Tacoma faults ϳ1100 years ago (Bucknam et al., 1992; Nelson et al., 2003; Sherrod et al., 2004) .
The Puget Sound region is underlain by thick sequences of Cenozoic sedimentary rocks that are deformed by westand northwest-trending faults and folds (Johnson et al., 1994 (Johnson et al., , 1996 Pratt et al., 1997) resulting from margin-parallel shortening (Wells et al., 1998) and north-directed thrusting (Pratt et al., 1997) . The north-directed thrusting has produced three thick Cenozoic sedimentary basins, the Everett, Seattle, and Tacoma basins, separated by regions of uplifted and folded Tertiary sedimentary strata and Eocene volcanic bedrock. These basins are important for hazard analyses because they appear to focus and trap seismic energy, leading to strong site-amplification effects during large earthquakes (e.g., Graves et al., 1998; Frankel et al., 2002; Pratt et al., 2003) . The Seattle basin is of particular concern because it is the largest of these basins with a maximum thickness of about 9 km and underlies the largest concentration of population and infrastructure in the state.
There are two complementary approaches to estimating the site-amplification effects of the Seattle basin. The first is to compare the amplitudes of recent earthquakes recorded inside and outside the basin (Frankel et al., 1999; Hartzell et al., 2000; Pratt et al., 2003) . The second is to develop numerical models of seismic propagation through the basin for large earthquakes (Frankel and Stephenson, 2000) . The latter approach requires knowledge of the seismic structure of the region. Recent seismic work provides constraints on the velocity structure of the basin from tomographic studies (Brocher et al., 2001; Snelson, 2001; Crosson et al., 2002; Van Wagoner et al., 2002; C. M. Snelson et al., unpublished manuscript, 2006) . In contrast, there are no measurements of attenuation within the basin even though high attenuation in the basin sediments will act to counteract the effects of focusing, in particular, at higher frequencies (e.g., Olsen et al., 2003; Pratt et al., 2003; Pratt and Brocher, 2005) .
Current attenuation models for the Pacific Northwest were obtained by applying regression techniques to records from Western Canada Telemetered Network stations around Vancouver Island (Atkinson, 1995) . A Brune source model (Brune, 1970) and a geometric spreading of r ‫1מ‬ were assumed. The anelastic attenuation coefficient for S waves given by these regressions is Q s ‫ס‬ 380f 0.39 for all earthquakes, and a somewhat lower Q s ‫ס‬ 174f 0.58 for crustal earthquakes only. Because the regressions were for bedrock sites, they likely underestimate the attenuation in the Seattle basin and other sedimentary basins.
In this article, we estimate the P-and S-wave attenuation structure in the Seattle basin using waveforms from explosive-source data from an east-trending refraction profile across the Seattle Basin (Brocher et al., 2000) . Using seismic velocity models obtained from the same data set (Snelson, 2001 ; C. M. Snelson et al., unpublished manuscript, 2006) , we apply two different spectral techniques to obtain oneand two-dimensional attenuation models along the profile.
Attenuation Tomography Methods
The attenuation of a plane seismic wave can be expressed as:
0 where A(t) is its amplitude at time t, A 0 is its amplitude at time zero, f is the frequency, and Q is a quality factor that is defined as:
with ‫מ‬DE/E the fractional loss of energy per cycle of oscillation. For nonplanar waves, equation (1) still holds provided the amplitudes are first corrected for the effects of geometric spreading. In seismic attenuation studies, equation (1) is commonly written in an alternative form:
0 where t* is a measure of the cumulative seismic attenuation and is defined as an integral of the reciprocals of velocity, V and Q along the ray path, s:
A variety of methods are used to estimate the seismic attenuation of body waves in both the time and frequency domains (Tonn, 1989) , but the most common methods estimate t* directly from spectral slopes (e.g., Bonilla et al., 1997; Wilcock et al., 1995) or differential t* (dt*) from spectral ratios of P to P waves or P to S waves (e.g., Zucca and Evans, 1992; Roth et al., 1999) .
In the frequency domain, the amplitude spectrum X ij (f) of a short window that encloses the phase of interest from the seismic record for the ith source and the jth receiver, can be described by the product:
where S is the source spectrum, P is the path effect, R is the site response, and I is the instrument response. The site response includes local effects occurring near a receiver, which are generally assumed independent of the source azimuth and incidence angle. The path effect includes geometric spreading, short-leg multiples, multipathing, transmission losses at interfaces, phase conversions, intrinsic attenuation, and scattering attenuation but is commonly approximated as the product of two terms:
where G ij is a geometric spreading term which is assumed to be frequency independent, and t* ij is defined as in equation (4) and can account for both intrinsic and scattering attenuation.
Spectral Slope Inversion Method
The spectral slope method requires that the amplitude spectrum defined in equation (5) first be corrected for the source spectrum, site response, and instrument response to yield an estimate of the path effect. If we assume that t* is frequency independent, then taking the derivative of equation (6) with respect to frequency yields:
The quantity t* can thus be estimated from the slope of the logarithm of the corrected spectrum once the instrument response, source spectrum, and site response are known.
To formulate the inverse problem to obtain a Q ‫1מ‬ model from a set of t* measurements, we first write equation (4) in a discretized form:
where N is the number of ray path segments and x k and dS k are the center point and length of the kth segment, respectively. If the velocity model and ray path are known, and a Q ‫1מ‬ model is parameterized on grid of nodes with linear interpolation in between, equation (8) can be written as:
where M is the total number of nodes and a l is a weight factor calculated for the lth node in the Q ‫1מ‬ model. When compiled for a set of source-receiver pairs, equation (9) forms a linear equation set: 
Corrected Spectral Amplitude Inversion Method
An important advantage of the spectral slope method is that it requires no correction for geometric spreading, but it does have two significant disadvantages. First, it requires knowledge of the site responses and source spectra, neither of which are well known a priori for many experiments. Second, it depends on the assumption of frequency-independent Q. In tectonically active areas several studies suggest Q is strongly frequency dependent, in particular, below 10 Hz (Kinoshita, 1994; Adams and Abercrombie, 1998; Yoshimoto et al., 1998) . The first limitation can be overcome at least in part by fitting a source model (Lees and Lindley, 1994) or taking spectral ratios (Zucca and Evans, 1992; Roth et al., 1999) but to take into account the frequency dependence of the quality factor Q ‫1מ‬ , we developed a second method that corrects amplitude spectra for instrument response and geometric spreading, and we formulate an inverse problem to obtain source spectra, site responses, and Q ‫1מ‬ at each frequency of interest. We then use source spectra and site responses to obtain t* estimates for spectral slopes by correcting amplitude spectra in equation (5) to obtain the path effect of equation (6). This leads directly to estimates of t* using equation (7) which are used for the inverse problem of equation (10).
Using equations (5) and (6), a corrected amplitude spectrum can be written as:
where is now frequency dependent. Taking logarithms t* ij yields:
Using the steps outlined in equations (8) and (9) to discretize the last term leads to a linear set of equations at each frequency:
where x is a vector of the logarithms of corrected spectral amplitudes; A q and q are as defined for equation (10) A s , A r are matrices used to identify sources and receivers for each record, and s and r are vectors of the logarithms of the source spectra and site responses, respectively. There are strong tradeoffs between the different terms in equation (13) and particularly between the near surface Q ‫1מ‬ and site response. Although the equation can be solved in a single step with appropriate regularization, we found that a two-step iterative solution was the simplest means to ensure a stable inversion. Our approach was first to calculate the source spectra and site responses assuming a reasonable Q ‫1מ‬ model, and second, to calculate a Q ‫1מ‬ model based on the source spectrum and site response from the first step. This process was repeated iteratively until the solution converged. In practice we found that the method converged quickly and the results were insensitive to the initial Q ‫1מ‬ model. At each frequency of interest we solved successively for the best fitting spatially invariant, one-dimensional, and two-dimensional Q ‫1מ‬ models using the final results from previous inversion as the starting point for the next. The source spectra and site responses derived from one-and two-dimensional inversions are very similar.
Another problem with equations (10) and (13) is that they do not include the physical constraint that Q must be positive. Such constraints can be added to a least-squares solution (Lawson and Hanson, 1974) , but the method is not computationally efficient when the number of parameters is large. Instead we chose to parameterize the attenuation in term of the perturbation to ln(Q ‫1מ‬ ) rather than Q ‫1מ‬ (Wilcock et al., 1995) . We can rewrite equation (10) and the attenuation portion of equation (13) in a general form:
where b is either t* in equation (10) Equation (15) is linear for d ln q but not for q, so the solution for q has to be obtained iteratively. For each iteration step, d ln q is calculated and used to update the Q ‫1מ‬ model and the process is repeated until the solution converges. In practice the method is very stable, the solutions converge within a few iterations, and they are insensitive to the initial Q ‫1מ‬ model.
For our data set we solved for the source spectra and site responses in equation (13) using a least-squares method (e.g., Menke, 1989) , without adding additional constraints, but obtaining a stable solution to equation (15) required additional regularization. Our approach was to minimize a combination of the data misfit, the roughness of d ln q, and the magnitude of d ln q. The data misfit is given by:
where C is a the data variance and can be written as:
where d ij is an identity matrix, and r i is an estimate of the uncertainty of the ith observation. For equation (10) r 2 can be obtained from the variance of the least-squares straight line fit to the corrected spectrum, whereas for equation (13) relative values of r 2 are estimated from the reciprocal of the signal-to-noise ratio (SNR). A smoothing constraint, which minimizes the roughness of the d ln q model is given by:
f where L is a two-dimensional second-order roughness operator. The magnitude of d ln q is given by:
v Combining these terms yields:
f v where ␣ and b are smoothing coefficients that control the trade-offs among misfit, model size, and smoothness. A solution for d ln q that minimizes c 2 is obtained by a leastsquares solution to:
The value of q is then updated and the method repeated until the solution converges.
Field Data
We apply these methods to waveform data acquired over the Seattle basin during the 1999 Seismic Hazard Investigation in Puget Sound (SHIPS) experiment, known as "1999 SHIPS" or "Dry SHIPS." This experiment acquired a 116-km-long east-west-oriented seismic refraction profile across the Seattle basin ( Fig. 1 ) using a total of 38 explosive shots ranging in size from 11 kg (25 lbs) to 1270 kg (2800 lbs). These sources were detonated at ϳ4-km intervals along the profile and were recorded by 1000 land seismometers, of which 897 were deployed along the profile at a nominal spacing of 100 m. Two types of geophones were used: 324 seismometers were Mark Products L4A type geophone sensors with 2-Hz resonant frequency, whereas the rest utilized Mark Products L-28 type geophone sensors with 4.5-Hz resonant frequency. Most of the seismometers comprised a single vertical geophone, but 231 seismometers had three orthogonal 4.5-Hz, L-28 type geophones.
In general, the data quality for the P waves is high. The seven largest shots with sizes Ն910 kg (2000 lbs) yielded clear arrivals over most of the profile (Fig. 2a,b ) and useful signal to noise from 1 Hz to Ն30 Hz. Most of the smaller shots generated identifiable arrivals up to ranges of 40 km. The only region of low signal to noise is near Seattle (X ‫ס‬ 55-71 km in the model coordinates of Fig. 1 ) where the background noise levels are high (Fig. 2a) . With the exception of shot 6 at the western end of the profile (Fig. 1) , the only sources providing useful SNRs near Seattle are smaller shots located nearby, such as shots 25 and 31. The data quality for S waves on the horizontal channels of the 231 threecomponent seismometers is lower than the P-wave data (Fig.  2c) . Explosions are unreliable sources of S-wave energy and this energy is generally attenuated more efficiently than for P waves. As a result S waves having useful SNRs are limited to a subset of shots and to frequencies below 10 Hz.
Although the SHIPS experiment was not specifically designed with attenuation studies in mind, it is the only seismic refraction data set in the region with such a high density of receivers, and it thus provides a unique opportunity to study attenuation properties of the Seattle basin.
Data Processing Spectrum Estimation
We estimated spectra from the waveform data by using a multiple-taper method with 2p prolate tapers (Park et al., 1987) . This method provides an optimal spectrum estimate for a time window by minimizing spectral leakage and the variance of the estimate. As the length of the time window increases, the variance of the estimate averaged over a finite bandwidth decreases, but longer spectral estimation windows may include unwanted and scattered phases. After inverting data using various spectral estimation window lengths, we found that a 1-sec-long window yielded the most consistent inversion results. However, 2p prolate tapers applied to 1-sec-long windows produce spectral estimates that are averaged over a bandwidth of 4 Hz. At frequencies below the resonant frequency of the geophone the instrument response drops off rapidly and the spectral estimate is dominated by frequencies at the upper end of the estimation bandwidth. For this reason we used 4-sec-long windows for estimating spectra at 1 Hz, 1-sec-and 4-sec-long windows at 2 Hz, and 1-sec-long windows at higher frequencies. (Finn et al., 1991) and seismic reflection data (Pratt et al., 1997) . The scale bar shows the X coordinates used for this study; X ‫ס‬ 0 km corresponds to the western end of the line.
Examples of seismograms and their corrected spectra are shown in Figure 3 . The signal spectra were obtained from windows aligned with the phase onset and the noise spectra were obtained from a time window immediately before the onset of the first arrival. We excluded records at ranges Ͻ5 km because the signal windows at these ranges are often contaminated by strong surface waves and secondary refracted arrivals. To minimize interference from scattered Pwave energy, the S-wave spectra were obtained from the SH phase by rotating the two horizontal records into a direction perpendicular to the profile. All spectra were corrected for the instrument response. The P-wave records have the best SNR between 5 and 10 Hz, and the SNR decreases steadily at higher frequencies (Fig. 3) .
For P-wave amplitude inversions we excluded all estimates having a SNR below 2, and we examined frequencies from 1 to 40 Hz. Our P-wave amplitude data set comprised ϳ4600 records at 2 Hz, ϳ5300 records at 10 Hz, and ϳ2300 records at 30 Hz (Table 1) . For the S waves the SNR was much lower and we limited the data to frequencies between 1 and 10 Hz. The S-wave amplitude data set comprised ϳ630 and ϳ350 records at 2 Hz and 8 Hz, respectively (Table 1) .
To estimate t* from spectral slopes, we corrected the spectra for instrument response and for the frequencydependent source spectra and site responses obtained from amplitude inversions. We used a least-squares method to fit straight lines to the slopes of the logarithm of the corrected spectral amplitudes between 10 Hz and the smaller of 40 Hz and the highest frequency at which the signal to noise is greater than 2 (Fig. 3b) . The resulting data set comprises ϳ4500 t* values (Table 1) .
Ray Tracing and Geometric Spreading
The amplitude inversions require correction for geometric spreading. We calculated geometric spreading from two-dimensional P-wave and S-wave velocity models ( . Five examples of P-wave seismograms, amplitude spectra, and t* estimates for shot 6 at ranges varying from 113 km (a) to 5 km (e). The left-hand plots show the seismogram labeled with the range. Vertical lines show the time windows used to obtain amplitude spectra for the P wave (solid lines) and for a noise sample (dashed lines). The right-hand plots show the corresponding P wave (solid line) and noise (dot-dashed line) amplitude spectra calculated using multitaper spectral analysis and corrected for instrument response, source spectrum, and site response. The estimates of t* (labeled) were obtained according to equation (7) with a least-squares straight line fit (dashed line) over the frequency band shown by the vertical solid lines. (16) and N is the number of observations. 4a,b) derived from travel-time data from 1999 SHIPS experiment (Snelson, 2001 ; C. M. Snelson et al., unpublished manuscript, 2006) . The Vidale (1988) algorithm, used for the velocity inversion, is computationally efficient and accurately calculates first-arrival wave paths and travel times for triplications and shadow zones. However, when we attempted to use this method to calculate geometric spreading corrections within the Seattle basin, we found that the results were often unstable at ranges greater than ϳ60 km: the geometric spreading corrections changed rapidly with range and were inconsistent with the data.
To avoid this problem we implemented a point-and- Figure 5. Examples of ray paths for shot 6 calculated by the point-and-shoot method for (a) the unsmoothed P-wave model (Fig. 4a ) and (b) the smoothed version of this model (Fig 4c) . The MAT-LAB function csaps that reproduces the Fortran routine SMOOTH of De Boor (1978) was used with a smoothing parameter of 0.1. Smoothing eliminates triplications and shadow zones and stabilizes geometric spreading calculations. The bold line shows the base of the Seattle Basin as delineated by the V P ‫ס‬ 4.5 km/sec contour (Snelson, 2001; C. M. Snelson et al., unpublished manuscript, 2006) .
shoot ray-tracing method. The Eikonal equation can be split into two first-order ordinary differential equations:
where k is a unit vector that points in the direction of wave propagation, x is the position that specifies ray paths, s is arc distance along the ray path, and c is seismic velocity. Given the initial position and incidence angle, the ray path can be traced by solving these two vector equations. We used the Runge-Kutta method (Press et al., 1992 ) to obtain numerical solutions to these ordinary differential equations. Ray paths calculated for the unsmoothed velocity models (Fig. 5a ) include both triplications and shadow zones for which ray theory predicts infinite and zero amplitudes, respectively. To eliminate these undesired features, we smoothed the velocity model (Fig. 4c, d ) with a cubic splinesmoothing algorithm (De Boor, 1978) . The recalculated ray paths shown in Figure 5b were used to make two corrections. First, we divided each amplitude by the cosine of the incidence angle to account for nonvertical incidence. Second, Figure 6 . Geometric spreading calculated by the point-and-shoot method (solid lines) for smoothed (a) P-wave and (b) S-wave velocity models for shots 6 and 10 at opposite ends of the profile (Fig. 1) . In (a) we also show geometric spreading calculated for shot 6 with the unsmoothed P-wave velocity model (dashed line). Note the unrealistic spike in amplitudes near X ‫ס‬ 80 km. Other unsmoothed models, not shown, predict regions of zero and infinite amplitudes. Dotted lines show various r ‫מ‬a decay models where r is the range and a ranges from 1 to 2. The best fit to the geometric spreading calculations is obtained with a Ϸ 1.6.
we obtained a geometric spreading correction by measuring the surface area of the wavefront subtended by a bundle of rays within a small range of incidence angles (Lay and Wallace, 1995) . Figure 6 compares examples of geometric spreading for both P waves and S waves with the predictions for a simple r ‫מ‬a amplitude decay model where r is the range and a is a constant between 1 and 2. The ray-theoretical geometric spreading predictions are similar for both P waves and S waves and relatively uniform across the basin. A r
‫6.1מ‬
decay model yields the best fit to these predictions. Figure  7a shows the form of the predicted P-wave geometric spreading for shot 6 and various r ‫מ‬a models overlying the amplitude data at 10 Hz. The ratios of the geometric spreading predictions and amplitude data are the input for the amplitude inversions.
Results

Corrected Spectral Amplitude Inversions
Using the inversion method outlined previously, we inverted P-wave amplitudes at frequencies between 1 and 40 Hz and S-wave amplitudes between 1 and 10 Hz for source spectra, site responses, and spatially invariant, one-and twodimensional Q ‫1מ‬ models. For the P waves, source spectral amplitudes, in general, are highest between 5 and 10 Hz, and decrease progressively at higher frequencies (Fig. 8a) . For the S waves, source spectral amplitudes are almost flat from 1 to 8 Hz (Fig. 8b) . The most prominent feature in the site responses is a peak (i.e., high amplitudes) near the center of the basin, and a tendency toward increasing peak amplitudes with frequency (Fig. 9) . Although our site responses are similar to the site responses used in ground-motion studies (Frankel et al., 1999; Pratt et al., 2003) , the two are not directly comparable because ours are not normalized to bedrock stations but instead are adjusted so that the mean logarithm of the response for all stations at each frequency is unity.
An example of 10-Hz P-wave spectral amplitudes after correction for geometric spreading, source spectrum, and site response is provided in Figure 7b . The spectral amplitudes are scattered and the root-mean-squared residual of the base-10 logarithm of the amplitudes is 0.56 relative to the bestfitting two-dimensional model.
The Q ‫1מ‬ models obtained from the inversions are sensitive to the values of the smoothing coefficients ␣ and b in equation (20) . Figure 10 shows the results of a one-dimensional inversion for at 5 Hz for a range of ␣ and a fixed ‫1מ‬ Q P b of 0.15. For ␣ Ͼ 100, Q P has a nearly uniform value of 230. As ␣ decreases below 100 the models show a progressively larger increase in Q P with depth. For ␣ Յ 10, the Q P model is quite rough. In the absence of reliable estimates of data uncertainty, the choice of smoothing coefficient is necessarily subjective. We base our choice on inspecting the smoothness of the models (Fig. 10a ) and the curvature of Figure 7 . (a) Uncorrected spectral amplitudes at 10 Hz for shot 6 (small dots) plotted against location on the profile. Curves show several r ‫מ‬a amplitude decay models (dashed lines) where r is the range and a varies from 1 to 2 and the geometric spreading calculated for shot 6 with the smoothed P-wave velocity model (solid line) (see text). (b) Spectral amplitudes at 10 Hz (small dots) corrected for ray divergence, source spectrum, and site responses (see text) plotted against the location on the profile. Curves show the corrected amplitudes smoothed with a 10-km-wide cosine taper (large dots that overlap to form a bold line), the predictions of the best-fitting spatially invariant Q model (dot-dashed line) and our preferred one-dimensional (solid line) and two-dimensional (dashed line) Q models. (c) Spectral slope t* estimates and model predictions for shot 6 plotted against location on the profile using the same conventions as (b).
the trade-off between data misfit and model smoothness (Fig. 10b) . For this set of inversions our preferred value of ␣ is 40. Figure 11 shows our preferred one-dimensional P-and S-wave Q models for the Seattle basin at various frequencies and Table 1 summarizes the inversion parameters and misfits. These one-dimensional inversions provide a large variance reduction relative to the best-fitting spatially invariant Q models (Table 1) . At all frequencies Q increases substantially with depth. The P-wave results (Fig. 11a) show that Q P is strongly frequency dependent below 20 Hz. For example, Q P at the surface increases from 22 at 1 Hz to 130 at 5 Hz and to 390 at 20 Hz. The corresponding values at the base of the model at 18 km depth are 100, 440, and 1900. Q S values are always lower than the corresponding Q P values and are also strongly frequency dependent over the range of frequencies analyzed (Fig. 11b) . Between 1 and 8 Hz Q S increases from 16 to 160 at the surface and from 80 to 500 at 18 km depth.
Two-dimensional inversions of the full set of P-wave amplitudes for Q ‫1מ‬ are shown in Figure 12a -f. The results at 1 Hz and 2 Hz in Figure 12a ,b are derived from 4-seclong time windows, whereas Figure 12c -f are for 1-sec-long windows. The two-dimensional inversions yield only a small variance reduction relative to the preferred one-dimensional models (Table 1 ) even for models that are quite rough. The misfits resulting from the one-dimensional inversions (e.g., Fig. 7b ) are dominated by scatter rather than systematic trends. We prefer two-dimensional solutions with relatively high levels of smoothing that minimize model roughness at horizontal scales below 10 km.
Despite the small variance reduction, the solutions show evidence for a basin structure with higher in the center
‫1מ‬
Q P of the model at greater depths. This is particularly apparent at 5 and 10 Hz (Fig. 12d,e) , the frequencies with the most amplitude data (Table 1) , and the most uniform ray coverage (Fig. 13a) . However, at shallower depth the models are characterized by a region of low attenuation near the center of the model in the Seattle metropolitan area. This feature is particularly pronounced at 2 and 20 Hz (Fig. 11c,e) . This region of low near-surface Q coincides with the region of high site-response amplitudes (Fig. 9) . In this region the SNR is poor as evidenced by the lower ray path density (Fig. 13b) , and the amplitude data are limited to a few shots at relatively small ranges and shot 6 at the west end of the line. At the time of the experiment it was noted that some shots within the Seattle area caused anomalously high amplitudes at shorter ranges, possibly because of energy being trapped in shallow sediments (Brocher et al., 2000) . To understand this bias, we repeated the 10-Hz inversion after excluding these anomalous shots (Fig. 12g) . The shallow structure near Seattle is then constrained only by data from shot 6 and the smoothing constraints. The results show a better-defined basin structure, with near the center of the model ϳ30%
Q P higher than in the one-dimensional model.
The number of amplitude data for the S waves is much lower (Table 1 ) and we only show results at 4 Hz (Fig. 14) because the spatial variations in the other inversions are very similar. The 4-Hz model has a relatively flat structure, although there is a small decrease in shallow Q S ‫1מ‬ near the center of the model. The ray density in this region is very low (Fig. 13c) and is only based on nearby shots, so we cannot be sure whether this feature is real or an artifact of anomalous shots.
Spectral Slope Inversion
As for the spectral amplitudes, the t* estimates show a lot of scatter (Fig. 7c) . Our preferred one-and two-dimensional P-wave attenuation models obtained from inverting t* values are shown in Figures 11a and 12h , respectively, and the inversion parameters and misfits are summarized in Table 1 . These inversions represent an average of the atten- uation structure between 10 and 40 Hz. The one-dimensional model (Fig. 11a) is remarkably similar to those obtained from amplitude inversions at 20 and 30 Hz: Q is about 300 at surface of the basin and 2200 at 18 km depth. The twodimensional model (Fig. 12h) shows a basin-shaped structure despite a decrease in ray density near the center of the profile (Fig. 13d) . The surface increases from 0.0015
‫1מ‬
Q P and 0.0025 at the western and eastern ends of the profile, respectively, to values in excess of 0.0045 near the center. After allowing for the frequency dependence of Q P (Fig.  11a) , these results are reasonably consistent with the results of the two-dimensional inversion at 10 Hz that excludes anomalous shots in the Seattle metropolitan region (Fig.  12g) , although the surface gradients in are much higher
Q P in the t* inversion.
Discussion
We applied two different spectral inversion techniques to data from an east-trending refraction profile to image the attenuation structure within the Seattle basin. The study has several limitations, including the use of data not designed for attenuation studies, the use of short time windows, and the reliance on a velocity model. The data also show significant scatter. In this section we first address these limitations and then proceed to show that despite these caveats the re- sults are self-consistent, and consistent with other studies. We conclude by discussing the implications for ground motions in the Seattle basin. One limitation of this study is that the data acquisition was not designed with attenuation measurements in mind. The majority of the instruments used 4.5-Hz geophones with limited response at lower frequencies, and as a result the number of amplitude observations with useful SNRs decreases substantially below 5 Hz. The number of S-wave observations is much lower than for P waves because less than a quarter of the seismometers included three-component geophones and all of these used 4.5-Hz sensors.
A second limitation is that the methods rely on the assumption that the spectrum of a short time window is representative of the total attenuation (intrinsic and scattering) of the phase of interest and is not corrupted by the presence of other arrivals. For most of the inversions, we used a 1-sec-long window and we excluded shots at ranges less than 5 km because the windows were often corrupted by surface waves and secondary refracted waves. However, at 1 Hz and for some of the 2-Hz inversions, we used a 4-sec-long window to achieve the necessary spectral resolution. This longer time estimation window increases the probability that the spectral estimates are biased by other phases. Propagation effects such as short-leg multiples, multipathing, head waves, transmission losses at interfaces, and phase conversions may bias the attenuation measurements and these biases are hard to quantify.
A third limitation is that our inversions strongly depend on the velocity models for the Seattle basin (Snelson, 2001 ; C. M. Snelson et al., unpublished manuscript, 2006) . The models are used to calculate ray paths for all the inversions and to calculate geometric spreading corrections for the amplitude inversions. Errors in the geometric spreading correction are difficult to quantify and will affect the absolute values of Q and its frequency dependence. At the lowest frequencies considered (1 Hz), the seismic wavelength is several kilometers, a significant fraction of the basin depth beneath the 1999 SHIPS profile, and thus the ray-theoretical and shortest time paths used in the inversions, may not be fully representative of the Fresnel zone sampled by the phase of interest. At higher frequencies, the geometric spreading corrections are likely to be significantly in error. To stabilize the geometric spreading calculations we smoothed the velocity models, and thus the fine scale velocity structure that focuses or defocuses rays is not included in our corrections.
It is clear from the amplitude and t* data (Fig. 7b,c ) that individual measurements have a great deal of scatter. For the t* data, this scatter presumably results from the relatively small bandwidth of the measurements coupled with the sensitivity of a least-squares straight line fit to exterior points (Menke, 1989) . Wilcock (1992) found that the scatter of t* estimates obtained from marine explosion source data decreased substantially when the estimation bandwidth in- (Snelson, 2001; C. M. Snelson et al., unpublished manuscript, 2006) . creased from 10-30 Hz to 10-60 Hz. Although some of our t* estimates were obtained between 10 and 40 Hz, the majority were limited to a maximum frequency of Ͻ30 Hz (e.g., Fig. 3a-c) because of poor signal to noise at higher frequencies.
To understand the scatter in the amplitude data, we calculated the root mean square (rms) difference in the logarithmic amplitude measurements as a function of receiver spacing. The results (Fig. 15) show that the corrections for the site response and geometric spreading reduce the rms scatter by about 40%. The plots for the corrected data extrapolate to an rms scatter for coincident receivers (i.e., DX ‫ס‬ 0) between 0.1 and 0.2. This scatter is equivalent to am- (Snelson, 2001; C. M. Snelson et al., unpublished manuscript, 2006) . plitude variations of ϳ25% to 60% for seismometers spaced Ͻ0.5 km apart. It is larger than the estimated instrument calibration error of 15-20% at these frequencies, but probably not unreasonable for field data given the practical difficulties of coupling and leveling many geophones in the field. The scatter of both the uncorrected and corrected data increases substantially with receiver spacing out to ϳ5 km and then remains relatively constant. This suggests that much of the scatter in the amplitude data may result from focusing and defocusing by fine-scale layering and lateral velocity heterogeneities at scales of up to a few kilometers. This idea is supported further because the rms scatter is larger at higher frequencies where one would expect higher sensitivity to fine-scale structure. For example, at 20 Hz the rms scatter of the corrected data is Ͼ0.3 (Fig. 15b ) compared with ϳ0.25 at 5 Hz (Fig. 15a) .
Despite scatter in the data, the inversions yield results that are consistent both internally and with other studies. In the one-dimensional models Q increases progressively with depth and the amplitude inversions show that Q is strongly frequency dependent below ϳ20 Hz with Q increasing with frequency. The P-wave models obtained from amplitude data at 20 and 30 Hz are remarkably similar to the model obtained from t* measurements between 10 and up to 40 Hz (Fig. 11a) . Figure 16 compares frequency-dependent regional Q S models (Atkinson, 1995) with the results of our one-dimensional amplitude inversions at two depths; a depth of 4 km that lies near the middle of the Seattle basin and a depth of 14 km that lies well below its base. The regional models significantly underpredict the attenuation within the basin sedimentary rocks, but below the basin our results agree quite closely with those of the regional model. At 5 Hz, for example, we measure Q S of 150 and 350 at 4 km and 14 km depths, whereas the regional model predicts 442 (Atkinson, 1995) .
Our results are reasonably compatible with those from Figure 16 . Q versus frequency at 4 km and 14 km depth for the one-dimensional P-wave (dots) and Swave (triangle) amplitude inversions. Dashed lines show regional attenuation models of Atkinson (1995) . other sedimentary basins. For example, Olsen et al. (2003) use a three-dimensional numerical simulation to estimate Q S in the Los Angeles Basin at frequencies of Յ0.5 Hz. They infer that Q S may be as low as ϳ10 in surficial sediments that have S-wave velocities of ϳ0.5 km/sec. We do not measure Q S below 1 Hz, and our surface value at this frequency is 15. The difference could be explained by frequency dependence but it may also be indicative of the low resolution of our models near the surface. Because we excluded spectra from ranges of Ͻ5 km, our inversions include no rays that turn at depths of less than ϳ0.4 km. Thus, a shallow lowvelocity layer with very low Q cannot be resolved by the inversions, and the attenuation caused by the shallow layer would be largely accounted for by a constant offset to the source spectra.
A striking feature of our P-wave amplitude inversions is the strong frequency dependence of Q P below ϳ20 Hz (Fig. 11 ) and the relatively weak frequency dependence at higher frequencies, particularly at greater depths (Fig. 16) . At the depth of 14 km, the best-fit power law relationship of frequency dependence is Q p ‫ס‬ 77 f 1.01 and Q p ‫ס‬ 1040 f 0.16 for frequencies between 1 and 20 Hz and 20 and 40 Hz, respectively (Fig. 16) . At the depth of 4 km, the relationship is Q p ‫ס‬ 44 f 0.81 over frequencies between 1 and 40 Hz. The S-wave results were obtained over a smaller frequency band but also show a strong frequency dependence. At 4 km depth the best fitting power laws are Q p ‫ס‬ 63 f 1.10 at 1-5 Hz and Q p ‫ס‬ 164 f 0.64 at 5-10 Hz, whereas at 14 km depth a relationship Q p ‫ס‬ 29 f 0.99 fits the results at all frequencies. It is possible that some of the observed frequency dependence is due to errors in the geometric spreading correction; corrections that overpredict the amplitudes at large ranges would lead to a power law coefficient of unity. However, such errors cannot account for the change in the power law coefficient observed at shallower depths for both P and S waves.
Other studies report similar frequency dependence in tectonically active areas. For example, in a study of data from the Cajon Pass borehole in southern California, Adams and Abercrombie (1998) find that the total S-wave Q is strongly frequency dependent below 10 Hz (ϰ f 1.8 ) but only weakly so at higher frequencies (ϰ f 0.34 ). In southern Kanto area of central Japan, Kinoshita (1994) measures Q S at frequencies between 0.5 and 16 Hz and found that Q S increases as f 0.7 above 0.8 Hz. At frequencies between 25 and 102 Hz, Yoshimoto et al., (1998) find that Q S is only weakly frequency dependent (ϰ f 0.12 ) in the western Nagano Prefecture of Japan although they report a much stronger frequency dependence for Q P (ϰ f 0.66 ). The ratio Q p /Q s varies between 1.0 and 1.6 in the frequency range of 1 to 10 Hz, and averages 1.2. These values are much lower than the ratio of 2.25 expected for a Poisson's solid if the attenuation is dominated by intrinsic attenuation in shear (Anderson, 1967) . These values imply, not surprisingly, that Q is significantly influenced by scattering. Our value of Q p /Q s lies within the range reported for other studies. For example, in the Cajon Pass Q p /Q s increases from 1.4 to 2.0 from the surface toward the bottom of the Cajon borehole (Abercrombie, 1997) . In Japan Yoshimoto et al. (1998) find Q s /Q p Ͻ 1 for all frequencies between 25 and 102 Hz.
Our two-dimensional inversions yield only a small variance reduction relative to one-dimensional inversions (Table 1). Nevertheless, the t* inversion (Fig. 12h) shows a basin structure at all depths. The P-wave amplitude inversions at 5 and 10 Hz (Figs. 12d,e) , the frequencies with the most data, also resolve the basin geometry at greater depths. However, near the surface the amplitude inversions at all frequencies are characterized by low values of Q (Fig. 12c,f) and high site responses (Fig. 9 ) in the Seattle metropolitan area. As we explained earlier this is probably an artifact of the high noise levels in the Seattle metropolitan area coupled with the anomalously high amplitudes of some nearby shots. With shots in the Seattle metropolitan area excluded, the results at 10 Hz show a clear basin (Figs. 12g) . An important implication of the two-dimensional inversions is that Q ‫1מ‬ may be up to 30% lower than the true Q ‫1מ‬ , between 2 and 20 Hz. This difference could also account for the difference between the surface Q S of 16 at 1 Hz in the one-dimensional inversion and the value of ϳ10 reported by Olsen et al. (2003) for the Los Angeles Basin.
To model how much attenuation in the Seattle basin reduces ground motions, we calculated the total change in amplitude for a plane wave propagating vertically from 10 km depth to the surface using our one-dimensional Q models (Fig. 17) . At higher frequencies, the S-wave calculations assumed Q P /Q S ‫ס‬ 1.2. For P waves the amplitudes are reduced ϳ20% at 1 Hz and more then 30% at 30 Hz; for S waves, basin attenuation decreases amplitudes ϳ35% at 1 Hz and over 50% at 30 Hz. As noted above, these amplitude decreases may be underestimated by ϳ30% and they will also be larger for scattered arrivals, reverberations, and phases that propagate horizontally, such as surface waves. Pratt et al. (2003) noted that the amplitudes of seismic waves above about 7 Hz from local earthquakes and blasts are smaller in the basin than at bedrock sites, which suggests significant attenuation counters the amplification effects of decreased impedance in the shallow sediments. Pratt and Brocher (2005) analyzed S-wave arrivals in the 2-20 Hz frequency range from local earthquakes, and concluded that Q S values in the sedimentary basins beneath the Puget Lowland range from 5-40 near the surface to ϳ250 in the deep basin sediments (7 km depth). These results are in broad agreement with ours. We conclude that attenuation within the Seattle basin will significantly reduce ground motions, at least partly countering amplification effects within the basin.
Conclusions
We developed and implemented an algorithm to invert amplitude spectra from controlled source data for onedimensional and two-dimensional attenuation structure. We applied this algorithm to data recorded by the 1999 SHIPS experiment in the Seattle basin to examine the attenuation within the basin. The 1999 SHIPS experiment was not designed for attenuation studies, yet it provided a unique data set with which to study the attenuation structure of the Seattle basin. We developed Q estimates using both t* and spectral amplitudes for frequencies between 1 and 40 Hz. Despite the large scatter in individual amplitude and t* measurements, our study yielded consistent results between methods. Q increases with depth and with frequency up to 20 Hz, and the attenuation levels within the Seattle Basin are about 5 to 2 times higher than regional levels from 1 Hz to 10 Hz. At 1 Hz we infer minimum Q S and Q P of 15 and 22, respectively. In the middle of the basin, the frequency dependence of the Q P can be fit by power laws of Q P ‫ס‬ 44 f 0.81 ; beneath the basin, the frequency dependence decreases above 20 Hz, and the corresponding power laws are Q P ‫ס‬ 77 f 1.01 for 1-20 Hz and Q P ‫ס‬ 1040 f 0.16 for 20-40 Hz, respectively. The low Q values within the Seattle basin determined by our study are consistent with previous observations of deamplification of weak ground motions for frequencies greater than 7 Hz (Pratt et al., 2003; Pratt and Brocher, 2005) .
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