In 2001 Heinrich, Novak, Wasilkowski and Woźniakowski proved that for every s ≥ 1 and N ≥ 1 there exists a sequence (z 1 , . . . , z N ) of elements of the s-dimensional unit cube such that the star-discrepancy D * N of this sequence satisfies
Introduction and statement of results
is called the star-discrepancy of (z 1 , . . . , z N ). Here and in the sequel λ denotes the sdimensional Lebesgue measure. The Koksma-Hlawka inequality states that the difference between the integral of a function f over the s-dimensional unit cube and the arithmetic mean of the function values f (z 1 ), . . . , f (z N ) is bounded by the product of the total variation of f (in the sense of Hardy and Krause) and the star-discrepancy D * N (z 1 , . . . , z N ) of the sequence of sampling points (z 1 , . . . , z N ). This means that sequences having small star discrepancy are useful for numerical integration. For general information on this topic we refer to [3] , [6] and [14] .
Sequences having small discrepancy are particularly important for the evaluation of highdimensional integrals, which appear e.g. in financial mathematics. There exist several constructions of so-called low discrepancy sequence, i.e. sequences satisfying D * N (z 1 , . . . , z N ) ≤ c(log N ) s−1 N −1 , but these constructions are only useful if N is large compared to s. For the construction of such low-discrepancy sequences we refer to [4] and [15] .
Therefore it is desirable to have sequences which have small star-discrepancy for small values of N (in comparison to s). This can be formulated in terms of the inverse of the stardiscrepancy: let N * (s, ε) denote the minimal number of points with star-discrepancy at most ε. Heinrich, Novak, Wasilkowski and Woźniakowski [12] showed that
where the value of the implicit constant is unknown. The dependence on the dimension is best possible in (1). In [12] the lower bound N * (s, ε) ≫ s log ε −1 was shown, which was improved by Hinrichs [13] to N * (s, ε) ≫ sε −1 .
In particular (1) implies for any s, N ≥ 1 the existence of a sequence (z 1 , . . . , z N ) of elements of the s-dimensional unit cube such that
where c is an absolute (but unknown) constant. The proof of (1) uses deep results from probability theory and combinatorics, namely Talagrand's maximal inequality for empirical processes [17] and Haussler's upper bound for covering numbers of Vapnik-Červonenkis classes [11] , and does not seem to allow a direct calculation of c in a reasonable way. The best known results with explicit constant are typically of the form
where the additional log-term essentially comes from the fact that the discrepancy D * N has to be discretized with respect to ≈ N s/2 sampling points (cf. [ In this paper we want to present a new proof of (2), which allows a simple calculation of the constant c. Our proof combines a result of Gnewuch on covering numbers (see Lemma 1 below), a standard inequality from probability theory and a dyadic partitioning technique, which is inspired by a somewhat similar technique ("dyadic chaining") which is commonly used in probabilistic discrepancy theory (cf. e.g. [1] , [2] or [16] ).
Basically, our proof is based on the following observations: in the known proofs, the stardiscrepancy D * N was discretized using ≈ N s/2 sampling points, and this number of sampling points is (roughly speaking) really necessary. 
If t is chosen in such a way that the sum of the probabilities in (4) for i = 1, . . . , M is less than 1, this implies the existence of a realization X 1 (ω), . . . , X N (ω) for which
Together with a (small) discretization error this gives an upper bound for the star-discrepancy.
To estimate the probabilities in (5), all proofs of results of the form (3) use Hoeffding's inequality, which states that for centered random variables with a ≤ |X n | ≤ b a.s., where b − a ≤ 1, the upper bound
holds. In our proof we use Bernstein's inequality instead of (6), which yields (under the same assumptions)
For random variables with small variance the bound in (7) is in many cases much stronger than the bound in (6). Next we observe that we can write any arbitrary indicator function 
is in direct accordance with the Lebesgue measure of the set I, we only need few random variables of the form (8) with large variance, and many with small variance to be able to approximate the sum
for arbitrary x. Using Bernstein's inequality to estimate the probabilities of the form (4), we can get rid of the log-factor in (3).
Our main result is the following Theorem 1 For any s ≥ 1 and N ≥ 1 there exists a sequence (z 1 , . . . , z N ) of elements of the s-dimensional unit cube such that
Throughout this paper s will be a positive integer denoting the dimension. It is an easy exercise to prove the theorem for s = 1 and s = 2, so we will assume throughout the rest of this paper that s ≥ 3. For x, y ∈ [0, 1] s , where x = (x 1 , . . . , x s ) and y = (y 1 , . . . , y s ), we write x ≤ y if x j ≤ y j , 1 ≤ j ≤ s. We write 0 for the s-dimensional vector (0, . . . , 0) and 1 for (1, . . . , 1).
We will use the following Lemma 1, which is a result of Gnewuch [8, Theorem 1.15] . For the formulation we use the notation from [8] and [10] : For any δ ∈ (0, 1] a finite set Γ of points 
There are several possibilities for an improvement of the constant in Theorem 1. We mention the following:
• The estimates in our proof are not everywhere best possible. It is very involved to adjust the diverse constants and probabilities to each other, and a more pedantic approach should result in an improvement of the final constant.
• In [ • The theorem states that, with a certain positive probability, a randomly generated sequence, i.e. a so-called Monte Carlo sequence, is an appropriate choice for a sequence with small discrepancy (and may therefore be used in Quasi-Monte Carlo integration). This is a somewhat odd result, and one might expect that an appropriately designed "real" Quasi-Monte Carlo sequence should have a smaller star-discrepancy than a completely randomly generated sequence. For example, it might be reasonable to choose the 
Proof of Theorem 1
For N ≤ 100s our theorem is trivial, so we will assume in the sequel that N > 100s. Set K = ⌈(log 2 N − log 2 s)/2⌉. Then K ≥ 4, and
Such a Γ k exists for every k ≥ 1 by Lemma 1. Similarly, let ∆ K denote a 2 −K -bracketing cover for which
which also exists by Lemma 1. For notational convenience we also define
Recursively we define
. . .
and, for notational convenience,
are disjoint, we have
and, accordingly, for every x, y ∈ [0, 1] s
Independent of x we have for 0 
elements. We write A K for the set of all the sets of the form
We repeat that all elements of A k , where 0 ≤ k ≤ K, have Lebesgue measure bounded by 2 −k .
Let X 1 , . . . , X N be i.i.d. random variables defined on some probability space (Ω, A, P) having uniform distribution on [0, 1] s .
Let I ∈ A k for some k ≥ 0. Then the random variables 1 I (X 1 ), . . . , 1 I (X N ) are i.i.d. random variables, having expected value λ(I) and variance
Thus, since the X n are independent,
has expected value N λ(I) and variance N (λ(I) − λ(I) 2 ).
Bernstein's inequality states that for Z 1 , . . . , Z N being i.i.d. random variables, satisfying EZ n = 0 and |Z n | ≤ C a.s. for some C > 0,
Applying this inequality to the random variables 1 I (X n ) − λ(I), we obtain
for t > 0. Using (12) we conclude
For k = 0 and k = 1 it is better to use Hoeffding's inequality, which yields
By (9) we have
Therefore, choosing t = c √ sN for some c > 0, we obtain
The set A 0 contains at most (6e) and using (13) with t = c 0 √ sN we get
for every I ∈ A 0 . Thus, writing 
for any I ∈ A 1 . Thus, writing
we obtain
For
we have |c k | < 1.53, and
Thus we choose t = c k √ sN and get from (13) and (15)
for any I ∈ A k . Thus, writing
we have by (14) 
(where we used K ≥ 4 and s ≥ 3). For
we have |c K | ≤ 1.07, and
Combining (13), (16) and (17) we obtain
Combining our estimates we have
Therefore there exists at least one realization X 1 (ω), . . . , X N (ω), such that
We define z n = X n (ω), 1 ≤ n ≤ N. 
Some calculations show that

