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Abstract
The escape dynamics in an analytical gravitational model which describes the motion of stars in a binary system of
interacting dwarf spheroidal galaxies is investigated in detail. We conduct a numerical analysis distinguishing between
regular and chaotic orbits as well as between trapped and escaping orbits, considering only unbounded motion for several
energy levels. In order to distinguish safely and with certainty between ordered and chaotic motion, we apply the Smaller
ALingment Index (SALI) method. It is of particular interest to locate the escape basins through the openings around
the collinear Lagrangian points L1 and L2 and relate them with the corresponding spatial distribution of the escape
times of the orbits. Our exploration takes place both in the configuration (x, y) and in the phase (x, x˙) space in order
to elucidate the escape process as well as the overall orbital properties of the galactic system. Our numerical analysis
reveals the strong dependence of the properties of the considered escape basins with the total orbital energy, with a
remarkable presence of fractal basin boundaries along all the escape regimes. It was also observed, that for energy levels
close to the critical escape energy the escape rates of orbits are large, while for much higher values of energy most of the
orbits have low escape periods or they escape immediately to infinity. We hope our outcomes to be useful for a further
understanding of the escape mechanism in binary galaxy models.
Keywords: galaxies: kinematics and dynamics – galaxies: interactions
1. Introduction
Over the years many studies have been devoted on the
issue of escaping particles from dynamical systems. Espe-
cially the issue of escapes in Hamiltonian systems is di-
rectly related to the problem of chaotic scattering which
has been an active field of research over the last decades
and it still remains open (e.g., Bleher et al., 1988; Jung
& Scholz, 1988; Contopoulos & Kaufmann, 1992; Benet et
al., 1998; Motter & Lai, 2002; Seoane et al., 2006, 2007;
Seoane & Sanjua´n, 2008; Seoane et al., 2009; Seoane &
Sanjua´n, 2010). The problem of escape is a classical prob-
lem in simple Hamiltonian nonlinear systems (e.g., Aguirre
et al., 2001; Aguirre & Sanjua´n, 2003; Aguirre et al., 2009;
Barrio et al., 2008; Blesa et al., 2012; Zotos, 2014a) as
well as in dynamical astronomy (e.g., Hut & Bahcall, 1983;
Benet et al., 1996, 1998; de Moura & Letelier, 2000; Zotos,
2012a). Escaping orbits in the classical Restricted Three-
Body Problem (RTBP) is another typical example (e.g.,
Nagler, 2004, 2005; de Assis & Terra, 2014).
Nevertheless, the issue of escaping orbits in Hamilto-
nian systems is by far less explored than the closely related
problem of chaotic scattering. In this situation, a test
particle coming from infinity approaches and then scatters
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off a complex potential. This phenomenon is well inves-
tigated as well interpreted from the viewpoint of chaos
theory (e.g., Bleher et al., 1988, 1990, 1989; Jung, 1987;
Jung et al., 1999, 1995; Jung & Pott, 1989; Jung & Richter,
1990; Jung & Scholz, 1987; Jung & Tel, 1991; Lai et al.,
2000, 1993; Lau et al., 1991; Lipp & Jung, 1999).
In open Hamiltonian systems an issue of great impor-
tance is the determination of the basins of escape, simi-
lar to basins of attraction in dissipative systems or even
the Newton-Raphson fractal structures. An escape basin
is defined as a local set of initial conditions of orbits for
which the test particles escape through a certain exit in the
equipotential surface for energies above the escape value.
Basins of escape have been studied in many earlier papers
(e.g., (Bleher et al., 1988; Contopoulos, 1990; Kennedy
& Yorke, 1991; Poon et al., 1996)). The reader can find
more details regarding basins of escape in (Contopoulos,
1990), while the review (Zotos, 2014b) provides informa-
tion about the escape properties of orbits in a multi-channel
dynamical system composed of a two-dimensional perturbed
harmonic oscillator. The boundaries of an escape basins
may be fractal (e.g., (Aguirre et al., 2009; Bleher et al.,
1988)) or even respect the more restrictive Wada property
(e.g., (Aguirre et al., 2001)), in the case where three or
more escape channels coexist in the equipotential surface.
Escaping and trapped motion of stars in stellar systems
is an another issue of great importance. In a previous ar-
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ticle (Zotos, 2012a), we explored the nature of orbits of
stars in a galactic-type potential, which can be considered
to describe local motion in the meridional (R, z) plane near
the central parts of an axially symmetric galaxy. It was
observed, that apart from the trapped orbits there are two
types of escaping orbits, those which escape fast and those
which need to spend vast time intervals inside the equipo-
tential surface before they find the exit and eventually es-
cape. The escape dynamics and the dissolution process of
a star cluster embedded in the tidal field of a parent galaxy
was investigated in Ernst et al. (2008). Conducting a scan-
ning of the available phase space the authors managed to
obtain the basins of escape and the respective escape rates
of the orbits, revealing that the higher escape times corre-
spond to initial conditions of orbits near the fractal basin
boundaries. The investigation was expanded into three
dimensions in Zotos (2015) where we revealed the escape
mechanism of three-dimensional orbits in a tidally limited
star cluster. Furthermore, Ernst & Peters (2014) explored
the escape dynamics in the close vicinity of and within the
critical area in a two-dimensional barred galaxy potential,
identifying the escape basins both in the phase and the
configuration space.
The numerical approach of the above-mentioned pa-
pers serves as the basis of this work. The main objective
of our numerical exploration is to determine which orbits
escape and which remain trapped, distinguishing simulta-
neously between regular and chaotic trapped motion. Fur-
thermore, we shall try to locate the escape basins which
reflect the orbital structure of the system and they also
determine through which channel the orbit escape to in-
finity. To our knowledge, this is the first that the escape
dynamics of a binary system of interacting galaxies is nu-
merically investigated. Our work is quite similar to Zotos
(2015) where we studied the escape process in a star cluster
rotating around its parent galaxy. In Zotos (2015) how-
ever, the dynamical system had three degrees of freedom
(3D), while the present one is only two-dimensional (2D).
The article is organized as follows: In Section 2 we
present in detail the structure and the properties of our
binary galaxy model. All the computational methods we
used in order to determine the nature of orbits are de-
scribed in Section 3. In the following Section, we conduct
a systematic numerical investigation revealing the overall
orbital structure (bounded regions and basins of escape)
of the binary galaxy and showing how it is affected by the
total orbital energy. Our paper ends with Section 5, where
the discussion and the main conclusions are given.
2. The binary galaxy model
The aim of this research is to explore the properties
of motion in the planar softened circular restricted three-
body problem. Our analytic gravitational model consists
of a pair of dwarf spheroidal galaxies. The two spheroidal
galaxies move in circular orbits around their common cen-
ter of gravity, which is assumed to be fixed at the origin
(0, 0) of the coordinates. The third body (a star test parti-
cle) moves in the same plane under the gravitational field
of the two galaxies. As a first step we shall consider the
case where the two galaxies are identical (same mass, same
structure) similarly to the Copenhagen case of the classical
RTBP.
To model the dynamical properties of the spheroidal
galaxies we use the well known spherically symmetric Plum-
mer potential (Plummer, 1911). Therefore, the potential
which describes the motion around the first galaxy (here-
after galaxy G1) is given by the equation
Φ1(x, y) =
− GM1√
R2 + c21
, (1)
where R2 = x2 + y2, while M1 is the mass and c1 the core
radius of galaxy G1. Similarly, galaxy G2 is described by
the potential
Φ2(x, y) =
− GM2√
R2 + c22
, (2)
where M2 is the mass and c2 the core radius of galaxy G2.
The core radius ci acts as a softening parameter which
eliminates the problem of critical collision orbits which is
present in the classical RTBP.
We shall apply the theory of the softened circular re-
stricted three-body problem. The two galaxies move in
circular orbits in an inertial frame OXYZ with the origin
at the center of mass of the system with a constant angular
velocity Ωp > 0, given by Kepler’s third law
Ωp =
√
GMt
d3
, (3)
where Mt = M1+M2 is the total mass of the system, while
d is the distance between the centers of the two bodies. A
clockwise, rotating frame Oxyz, is used with the axis Oz
coinciding with the axis OZ and the axis Ox coinciding
with the straight line joining the centers of two galaxies.
In this frame, which rotates with angular velocity Ωp, the
two centers have fixed positions C1(x, y) = (x1, 0) and
C2(x, y) = (x2, 0), respectively. The total gravitational
potential which is responsible for the motion of a star in
the dynamical system of the binary galaxy is
Φt(x, y) = Φ1(x, y) + Φ2(x, y) + Φrot(x, y), (4)
where
Φ1(x, y) =
− GM1√
R21 + c
2
1
,
Φ2(x, y) =
− GM2√
R22 + c
2
2
,
Φrot(x, y) = −
Ω2p
2
(
x2 + y2
)
, (5)
and
R21 = (x− x1)2 + y2, R22 = (x− x2)2 + y2, (6)
2
with
x1 = −M2
Mt
d, x2 = R− M2
Mt
d = d+ x1. (7)
In our study we use a system of galactic units where the
unit of length is 20 kpc, the unit of mass is 1.8× 1011M
and the unit of time is 0.99 × 108 yr. The velocity unit
is 197 km/s, while G is equal to unity (G = 1). In these
units, we use the values: M1 = M2 = 1, c1 = c2 = 0.2
and d = 2. The values of these quantities remain constant
throughout securing also positive mass density everywhere
and free of singularities. The fact that the two galaxies are
sufficiently apart from each other (d = 40 kpc) allow us
to assume that the tidal phenomena are very small and
therefore negligible.
The two galaxies move around their common mass cen-
ter of the system with angular velocities Ωp1 and Ωp2, given
by
Ωp1 =
√
1
x1
(− dΦ2(R)
dR
)
R=d
,
Ωp2 =
√
1
x2
(
dΦ1(R)
dR
)
R=d
. (8)
Here it should be pointed out that the two angular ve-
locities are equal (Ωp1 = Ωp2 = 0.496282514512041) due
to the fact that the two galaxies are identical having the
same mass and equal core radii. Nevertheless, as the two
galaxies are not perfect mass points (c1, c2 6= 0) the two
angular velocities do not exactly coincide with the value
derived by Kepler’s third law (Ωp = 1/2). The deviation
|Ωp − Ωp1| = 0.0037 however, is very small, almost negli-
gible, and therefore for simplicity we can still compute the
angular velocity through Kepler’s third law. In the case
where the two galaxies are not identical this assumption
is not valid.
This binary galaxy model has five equilibria called La-
grangian points at which
∂Φt
∂x
=
∂Φt
∂y
= 0. (9)
The isolines contours of constant total potential as well
as the position of the five Lagrangian points Li, i = 1, 5
are shown in Fig. 1. Three of them, L1, L2, and L3,
known as the collinear points, are located in the x-axis.
The central stationary point L3 at (x, y) = (0, 0) is a local
minimum of Φt. At the other four Lagrangian points it
is possible for the test particle (star) to move in a circu-
lar orbit, while appearing to be stationary in the rotating
frame. For this circular orbit, the centrifugal and the grav-
itational forces precisely balance. The stationary points
L1 and L2 at (x, y) = (±rL, 0) = (±2.381038250079726, 0)
are saddle points, where rL is called Lagrangian radius.
Let L1 located at x = +rL, while L2 be at x = −rL. The
points L4 and L5 on the other hand, which are located
at (x, y) = (0,±1.720465053408526) are local maxima of
Figure 1: The isolines contours of the constant total potential and the
position of the five Lagrangian points. The escaping orbits leak out
through exit channels 1 and 2 of the equipotential surface passing
either L1 or L2, respectively. The interior region is indicated in
green, the exterior region is shown in amber color, while the forbidden
regions of motion are marked with grey.
the total potential, enclosed by the banana-shaped iso-
lines. The annulus bounded by the circles through L1, L2
and L4, L5 is known as the “region of coroation” (see also
(Binney & Tremaine, 2008)).
The equations of motion in the rotating frame are de-
scribed in vectorial form by
~¨r = −~∇Φt − 2
(
~Ω× ~˙r
)
, (10)
where ~r = (x, y, z) is the position vector, ~Ω = (0, 0,Ω) is
the constant rotation velocity vector around the vertical
z-axis, while the term −2
(
~Ω× ~˙r
)
represents the Coriolis
force. Decomposing Eq. (10) into rectangular Cartesian
coordinates (x, y), we obtain
x¨ = −∂Φt
∂x
+ 2Ωy˙,
y¨ = −∂Φt
∂y
− 2Ωx˙, (11)
where the dot indicates derivative with respect to the time.
The standard variational method is used for the variational
equations needed for the calculation of the chaos indicator
(SALI).
Consequently, the corresponding Hamiltonian (known
also as the Jacobian) to the total potential given in Eq.
(4) reads
HJ(x, y, x˙, y˙) =
1
2
(
x˙2 + y˙2
)
+ Φt(x, y) = E, (12)
3
where x˙ and y˙ are the momenta per unit mass, conjugate
to x and y, respectively, while E is the numerical value
of the Jacobian, which is conserved since it is an isolating
integral of motion. Thus, an orbit with a given value for
it’s energy integral is restricted in its motion to regions
in which E ≤ Φt, while all other regions are forbidden
to the star. The numerical value of the total potential at
the two Lagrangian points L1 and L2, that is Φt(rL, 0) and
Φt(−rL, 0), respectively yields to a critical Jacobi constant
CL = −1.720536218256113, which can be used to define a
dimensionless energy parameter as
Ĉ =
CL − E
CL
, (13)
where E is some other value of the Jacobian. The dimen-
sionless energy parameter Ĉ makes the reference to energy
levels more convenient. For E = CL the equipotential sur-
face encloses the critical area1, while for a Jacobian value
E > CL, or in other words when Ĉ > 0, the equipo-
tential surface is open and consequently stars can escape
from the system. In Fig. 1 we observe the two openings
(exit channels) near L1 and L2 through which the stars
can leak out. In fact, we may say that these two exits
act as hoses connecting the interior region (green color) of
the binary system where −rL < x < rL with the “outside
world” of the exterior region (amber color). Exit channel 1
at the positive x-direction corresponds to escape through
Lagrangian point L1, while exit channel 2 at the negative
x-direction indicates escape through L2. The forbidden re-
gions of motion within the banana-shaped isolines around
L4 and L5 points are shown in Fig. 1 with gray. It is
evident, that for E < CL the two forbidden regions merge
together thus escape is impossible since the interior region
cannon communicate with the exterior area.
In dynamical systems with escapes an issue of great
importance is the determination of the position as well
as the time at which an orbit escapes. An open equipo-
tential surface consists of two branches forming channels
through which an orbit can escape to infinity (see Fig. 1).
It was proved (Churchill et al., 1979) that in Hamiltonian
systems there is a highly unstable periodic orbit at every
opening close to the line of maximum potential which is
called a Lyapunov orbit. In fact, there is a family of un-
stable Lyapunov orbits around each collinear Lagrangian
point (Moser, 1958). Such an orbit reaches the Zero Ve-
locity Curve2 (ZVC), on both sides of the opening and re-
turns along the same path thus, connecting two opposite
branches of the ZVC. Lyapunov orbits are very important
for the escapes from the system, since if an orbit intersects
any one of these orbits with velocity pointing outwards
1In three dimensions the last closed equipotential surface of the
total potential passing through the Lagrangian points L1 and L2
encloses a critical volume.
2The boundaries of the accessible regions of motion are the called
Zero Velocity Curves, since they are the locus in the (x, y) space
where kinetic energy vanishes.
moves always outwards and eventually escapes from the
system without any further intersections with the surface
of section (e.g., Contopoulos (1990)). When E = CL the
Lagrangian points exist precisely but when E > CL an un-
stable Lyapunov periodic orbit is located close to each of
these two points (e.g., He´non (1969)). These Lagrangian
points L1 and L2 are saddle points of the total potential,
so when E > CL, a star must pass close enough to one
of these points in order to escape. Thus, in our binary
galaxy system the escape criterion is purely geometric. In
particular, escapers are defined to be those stars moving
in orbits beyond the Lagrangian radius (rL) thus passing
one of the two Lagrangian points (L1 or L2) and intersect-
ing one of the two unstable Lyapunov orbits with velocity
pointing outwards. Here we must emphasize that orbits
with initial conditions outside the interior region, or in
other words outside L1 or L2, does not necessarily escape
immediately from the galaxy. Thus the initial position it-
self does not furnish a sufficient condition for escape, since
the escape criterion is a combination of the coordinates
and the velocity of stars.
Undoubtedly, a binary system of two interacting galax-
ies is a very complex stellar entity and therefore we need
to assume some necessary simplifications and assumptions
in order to be able to study mathematically the orbital
behavior of such a complicated stellar system. For this
purpose, our total gravitational model is intentionally sim-
ple and contrived, in order to give us the ability to study
all the different aspects regarding the kinematics and dy-
namics of the model. Nevertheless, contrived models can
surely provide an insight into more realistic stellar systems,
which unfortunately are very difficult to be explored, if we
take into account all the astrophysical aspects (i.e., gas,
spirals, mergers, etc). Self-consistent models on the other
hand, are mainly used when conducting N -body simula-
tions. However, this application is entirely out of the scope
of the present paper. Once more, we have to point out
that the mathematical simplicity of our model is necessary,
otherwise it would be extremely difficult, or even impossi-
ble, to apply the detailed numerical calculations presented
in this study. Similar gravitational binary models with
the same limitations and assumptions were used success-
fully several times in the past in order to investigate the
orbital structure in much more complicated galactic sys-
tems (e.g., Caranicolas & Innanen (2009); Caranicolas &
Papadopoulos (2009); Caranicolas & Zotos (2009); Zotos
(2012b, 2013)).
3. Computational methods
For exploring the escape dynamics of stars in the bi-
nary galaxy model, we need to define samples of initial
conditions of orbits whose properties (bounded or escap-
ing motion) will be identified. For this purpose we define
for each value of the total orbital energy (all tested energy
levels are above the escape energy), dense uniform grids
of 1024 × 1024 initial conditions regularly distributed in
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the area allowed by the value of the energy. Following a
typical approach, all orbits are launched with initial con-
ditions inside the Lagrangian radius (x20 + y
2
0 ≤ r2L), or
in other words the interior green region shown in Fig. 1
which is the scattering region in our case. Our investiga-
tion takes place both in the configuration (x, y) and in the
phase (x, x˙) space for a better understanding of the es-
cape process. Furthermore, the grids of initial conditions
of orbits whose properties will be examined are defined
as follows: For the configuration (x, y) space we consider
orbits with initial conditions (x0, y0) with x˙0 = 0, while
the initial value of y˙0 is always obtained from the energy
integral of Eq. (12) as y˙0 = y˙(x0, y0, x˙0, E) > 0. Similarly,
for the phase (x, x˙) space we consider orbits with initial
conditions (x0, x˙0) with y0 = 0, while this time the initial
value of y˙0 is obtained from the Jacobi integral of Eq. (12).
The equations of motion as well as the variational equa-
tions for the initial conditions of all orbits were integrated
using a double precision Bulirsch-Stoer FORTRAN 77 algo-
rithm (e.g., (Press et al., 1992)) with a small time step of
order of 10−2, which is sufficient enough for the desired
accuracy of our computations. Here we should emphasize,
that our previous numerical experience suggests that the
Bulirsch-Stoer integrator is both faster and more accurate
than a double precision Runge-Kutta-Fehlberg algorithm
of order 7 with Cash-Karp coefficients (e.g., (Darriba et
al., 2012)). Throughout all our computations, the Jaco-
bian energy integral (Eq. (12)) was conserved better than
one part in 10−11, although for most orbits it was better
than one part in 10−12. For the numerical integration of
the orbits we needed about between 1 hour and 9 days of
CPU time on a Pentium Dual-Core 2.2 GHz PC, depend-
ing on the escape rates of orbits in each case.
The configuration and the phase space are divided into
the escaping and non-escaping (trapped) space. Usually,
the vast majority of the trapped space is occupied by initial
conditions of regular orbits forming stability islands where
a third integral is present. In many systems however,
trapped chaotic orbits have also been observed. There-
fore, we decided to distinguish between regular and chaotic
trapped motion. Over the years, several chaos indicators
have been developed in order to determine the character
of orbits (e.g., the Lyapunov Characteristic Exponent or
LCE (Benettin et al., 1980); the Fast Lyapunov Indicator
or FLI (Froeschle´ et al., 1997); the Generalized ALign-
ment Index or GALI (Skokos et al., 2001); the Relative
Lyapunov Indicator or RLI (Sa´ndor et al., 2004); the Or-
thogonal Fast Lyapunov Indicator or OFLI (Fouchard et
al., 2008); and the Mean Exponential Growth factor of
Nearby Orbits or MENGO (Cincotta et al., 2003)). In our
case, we chose to use the Smaller ALingment Index (SALI)
method. The SALI (Skokos, 2001) has been proved a very
fast, reliable and effective tool, which is defined as
SALI(t) ≡ min(d−,d+), (14)
where d− ≡ ‖ ~w1(t) − ~w2(t)‖ and d+ ≡ ‖ ~w1(t) + ~w2(t)‖
are the alignments indices, while ~w1(t) and ~w2(t), are two
deviation vectors which initially point in two random di-
rections. For distinguishing between ordered and chaotic
motion, all we have to do is to compute the SALI along
time interval tmax of numerical integration. In particular,
we track simultaneously the time-evolution of the main
orbit itself as well as the two deviation vectors ~w1(t) and
~w2(t) in order to compute the SALI.
The time-evolution of SALI strongly depends on the
nature of the computed orbit since when an orbit is regu-
lar the SALI exhibits small fluctuations around non zero
values, while on the other hand, in the case of chaotic
orbits the SALI after a small transient period it tends ex-
ponentially to zero approaching the limit of the accuracy
of the computer (10−16). Therefore, the particular time-
evolution of the SALI allow us to distinguish fast and safely
between regular and chaotic motion. Nevertheless, we have
to define a specific numerical threshold value for determin-
ing the transition from order to chaos. For this purpose we
integrated a set of 104 random initial conditions of orbits
searching for a safe threshold value. Our numerical exper-
iments suggest that a safe threshold value for the SALI
is the value 10−8. Here we have to point out that the
same threshold value was used in Manos & Athanassoula
(2011). Thus, in order to decide whether an orbit is regu-
lar or chaotic, one may follow the usual method according
to which we check after a certain and predefined time in-
terval of numerical integration, if the value of SALI has
become less than the established threshold value. There-
fore, if SALI ≤ 10−8 the orbit is chaotic, while if SALI
> 10−8 the orbit is regular thus making the distinction
between regular and chaotic motion clear and safe. When
10−6 < SALI < 10−8 we have the phenomenon of weak
chaos where the corresponding orbits are irregular or not
yet chaotic. For the computation of SALI we used the
LP-VI code (Carpintero et al., 2014), a fully operational
routine which efficiently computes a suite of many chaos
indicators for dynamical systems in any number of dimen-
sions.
In our computations, we set 104 time units as a max-
imum time of numerical integration3. The vast major-
ity of orbits (regular and chaotic) however, need consider-
able less time to find one of the two exits in the limiting
curve and eventually escape from the system (obviously,
the numerical integration is effectively ended when an or-
bit passes through one of the escape channels and escapes).
Nevertheless, we decided to use such a vast integration
time just to be sure that all orbits have enough time in
order to escape. Remember, that there are the so called
“sticky orbits” which behave as regular ones during long
periods of time. Here we should clarify, that orbits which
do not escape after a numerical integration of 104 time
units are considered as non-escaping or trapped. In fact,
orbits with escape periods equal to many Hubble times are
3In Martinez-Velpuesta & Shlosman (2004) the authors indicated
that simulations in static potentials should be constrained to roughly
5 Gyr, because the potentials could evolve at larger time scales.
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completely irrelevant to our investigation since they lack
physical meaning.
4. Numerical results
In this section we shall perform an orbit classifica-
tion determining which orbits escape and which remain
trapped, distinguishing simultaneously between regular and
chaotic trapped motion4. Furthermore, two additional
properties of the orbits will be examined: (i) the chan-
nels or exits through which the stars escape and (ii) the
time-scale of the escapes (we shall also use the terms es-
cape period or escape rates). We will investigate these
dynamical quantities for various values of the energy, al-
ways within the interval Ĉ ∈ [0.001, 0.1].
Our numerical calculations indicate that apart from
the escaping orbits there is always a considerable amount
of non-escaping orbits. In general terms, the majority of
non-escaping regions corresponds to initial conditions of
regular orbits, where a third integral of motion is present,
restricting their accessible phase space and therefore hin-
ders their escape. However, there are also chaotic orbits
which do not escape within the predefined interval of 104
time units and remain trapped for vast periods until they
eventually escape to infinity. At this point, it should be
emphasized and clarified that these trapped chaotic orbits
cannot be considered, by no means, neither as sticky or-
bits nor as super sticky orbits with sticky periods larger
than 104 time units. In our case on the other hand, this
type of orbits exhibit chaoticity very quickly as it takes
no more than about 200 time units for the SALI to cross
the threshold value (SALI  10−8), thus identifying their
chaotic character. Therefore, we decided to classify the
initial conditions of orbits in both the configuration and
phase space into four main categories: (i) orbits that es-
cape through L1, (ii) orbits that escape through L2, (iii)
non-escaping regular orbits and (iv) trapped chaotic or-
bits.
Additional numerical computations reveal that the non-
escaping regular orbits are mainly 1:1 loop orbits for which
a third integral applies, while other types of secondary res-
onant orbits are also present. In Fig. 2a we present two
1:1 thin loop orbits, while in Fig. 2b a typical example
of a secondary 1:5 resonant quasi-periodic orbit is shown.
We observe that the 1:1 loop orbits circulate only around
one of the two galaxies, while the 1:5 resonance orbit move
around both galaxies. The n : m notation we use for the
regular orbits is according to Carpintero & Aguilar (1998)
and Zotos & Carpintero (2001), where the ratio of those
4Generally, any dynamical method requires a sufficient time in-
terval of numerical integration in order to distinguish safely between
ordered and chaotic motion. Therefore, if the escape rate of an orbit
is very low or even worse if the orbit escapes directly from the sys-
tem then, any chaos indicator (the SALI in our case) will fail to work
properly due to insufficient integration time. Hence, it is pointless
to speak of regular or chaotic escaping orbits.
Table 1: Type, category, initial conditions, value of the energy inte-
gration and escape time of the orbits shown in Fig. 2(a-d). For all
orbits we have y0 = x˙0 = 0, while the initial value of y˙ is obtained
from the Jacobi integral (12).
Figure Type x0 Ĉ tint tesc Category
2a 1:1 loop -1.400 0.001 100 - Non-escaping regular
2a 1:1 loop 0.600 0.001 100 - Non-escaping regular
2b 1:5 box -2.185 0.001 100 - Non-escaping regular
2c chaotic -1.800 0.010 116 111 Escaping through L1
2d chaotic 1.110 0.010 177 172 Escaping through L2
integers corresponds to the ratio of the main frequencies of
the orbit, where main frequency is the frequency of great-
est amplitude in each coordinate. Main amplitudes, when
having a rational ratio, define the resonances of an or-
bit. Finally in Figs. 2(c-d) we observe two orbits escaping
through L1 (exit channel 1) and L2 (exit channel 2), re-
spectively. The two regular orbits shown in Figs. 2(a-b)
were computed until t = 100 time units, while on the other
hand, the escaping orbits presented in Figs. 2(c-d) were
calculated for 5 time units more than the corresponding
escape period in order to visualize better the escape trail.
For all orbits we have y0 = 0, while the initial value of y˙ is
obtained from the Jacobi integral (12). The two unstable
Lyapunov orbits around L1 and L2 are shown in Fig. 2(c-
d) in red. In Table 1 we provide the type, the exact initial
conditions and the value of the energy for all the depicted
orbits.
4.1. Structure of the configuration (x, y) space
Our exploration begins in the configuration space and
in the left column of Fig. 3 we present the orbital structure
of the (x, y) plane for three values of the energy, where the
initial conditions of the orbits are classified into four cat-
egories by using different colors. Specifically, light gray
color corresponds to regular non-escaping orbits, white
color corresponds to trapped chaotic orbits, green color
corresponds to orbits escaping through channel 1, while
the initial conditions of orbits escaping through exit chan-
nel 2 are marked with red color. For Ĉ = 0.001, that is
an energy level just above the critical escape energy CL,
we see that the vast majority of initial conditions corre-
sponds to escaping orbits however, five stability islands of
non-escaping regular orbits are present denoting ordered
motion around the two galaxies. We also see that the en-
tire interior region is completely fractal5 which means that
there is a highly dependence of the escape mechanism on
the particular initial conditions of the orbits. In other
words, a minor change in the initial conditions has as a re-
sult the star to escape through the opposite exit channel,
5It should be emphasized that the fractality of the structures was
not measured by computing the corresponding fractal dimension.
When we state that an area is fractal we mean that it has a fractal-
like geometry.
6
(a) (b)
(c) (d)
Figure 2: Characteristic examples of the main types of orbits in our binary galaxy model. (a-upper left): two 1:1 loop orbits circulating
around one of the two galaxies, (b-upper right): a 1:5 resonant quasi-periodic box orbit circulating around both galaxies, (c-lower left): an
orbit escaping through L1, (d-lower right): an orbit escaping through L2. The two unstable Lyapunov orbits around the Lagrangian points
are visualized in red. More details are given in Table 1.
which is of course, a classical indication of chaotic motion.
With a much closer look at the (x, y) plane we can iden-
tify some additional tiny stability islands which are deeply
buried in the escape domain. As we proceed to higher en-
ergy levels the fractal area reduces and several basins of
escape start to emerge. By the term basin of escape, we
refer to a local set of initial conditions that corresponds
to a certain escape channel. Indeed for Ĉ = 0.01 we ob-
serve the presence of escape basins which mainly have the
shape of thin elongated bands. Moreover, the extent of the
stability islands seems to be unaffected by the increase in
the orbital energy. With increasing energy the interior
region in the configuration spaces becomes less and less
fractal and broad, well-defined basins of escape dominate
when Ĉ = 0.1. The fractal regions on the other hand, are
confined mainly near the boundaries between the escape
basins or in the vicinity of the stability islands. Further-
more, it is seen that for Ĉ = 0.1 only two stability islands
are present at the left part of the centers of the galax-
ies, while all smaller stability regions have disappeared. It
should be emphasized that our classification shows that in
all three energy levels trapped chaotic motion is almost
negligible as the initial conditions of such orbits appear
only as lonely points around the boundaries of the stability
islands. Here we must point out two interesting phenom-
ena that take place with increasing energy: (i) the regions
of forbidden motion are significantly confined, (ii) the two
escape channels become more and more wide.
In the right column of Fig. 3 we show how the es-
cape times tesc of orbits are distributed on the config-
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Figure 3: Left column: Orbital structure of the configuration (x, y) space. Top row: Ĉ = 0.001; Middle row: Ĉ = 0.01; Bottom row: Ĉ = 0.1.
The green regions correspond to initial conditions of orbits where the stars escape through L1, red regions denote initial conditions where
the stars escape through L2, light gray areas represent stability islands of regular non-escaping orbits, initial conditions of trapped chaotic
orbits are marked in white, while the regions of forbidden motion are shown in dark gray. Right column: Distribution of the corresponding
escape times tesc of the orbits on the configuration space. The darker the color, the larger the escape time. The scale on the color-bar is
logarithmic. Initial conditions of non-escaping regular orbits and trapped chaotic orbits are shown in white. We decided to put together these
two columns, so the reader can easily observe and correlate the escape basins with the corresponding escape times.
uration (x, y) space. The escape time tesc is defined as
the time when a star crosses one of the Lyapunov orbits
with velocity pointing outwards. Light reddish colors cor-
respond to fast escaping orbits with short escape periods,
dark blue/purpe colors indicate large escape rates, while
white color denote both non-escaping regular and trapped
chaotic orbits. The scale on the color bar is logarithmic.
It is evident, that orbits with initial conditions close to the
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Figure 4: Evolution of the percentages of escaping and non-escaping
(regular plus chaotic) orbits on the configuration (x, y) space when
varying the dimensionless energy parameter Ĉ.
boundaries of the stability islands need significant amount
of time in order to escape from the system of two galaxies,
while on the other hand, inside the basins of escape where
there is no dependence on the initial conditions whatso-
ever, we measured the shortest escape rates of the orbits.
We observe that for Ĉ = 0.001 the escape periods of orbits
with initial conditions in the fractal region are huge corre-
sponding to tens of thousands of time units. As the value
of the total orbital energy increases however, the escape
times of orbits reduce significantly. In fact for Ĉ = 0.01
and Ĉ = 0.1 the basins of escape can be distinguished in
the grids of Fig. 3, being the regions with reddish colors
indicating extremely fast escaping orbits. Our numerical
calculations indicate that orbits with initial conditions in-
side the basins have significantly small escape periods of
less than 10 time units.
In Manos & Athanassoula (2011) the authors showed
how the percentages of regular and chaotic orbits in the
phase space evolve as a function of the total energy and
the main parameters of the system. In the same vein, in
our case it would be very interesting to monitor how the
percentages of the escaping and non-escaping orbits (in-
stead of regular vs. chaotic) on the configuration (x, y)
space evolve when the dimensionless energy parameter Ĉ
varies. Such a diagram is presented in Fig. 4. This di-
agram is very helpful because as it quantifies the results
shown in Fig. 3. At this point we must clarify that we de-
cided to merge the percentages of non-escaping regular and
trapped chaotic orbits together because our computations
indicate that always the rate of trapped chaotic orbits is
extremely small (less than 0.01%) and therefore it does
not contribute to the overall orbital structure of the dy-
namical system. One may observe, that when Ĉ = 0.001,
that is just above the critical escape energy CL, escaping
orbits through L1 and L2 share about 90% of the available
configuration space, so the two exit channels can be con-
sidered equiprobable since the configuration space is highly
fractal. As the value of the energy increases however, the
percentages of escaping orbits through exit channels 1 and
2 start to diverge, especially for Ĉ > 0.01. In particular,
the amount of orbits that escape through L1 exhibits a lin-
ear increase, while on the other hand, the rate of escaping
orbits through the opposite exit channel displays a linear
decrease. At the highest energy level studied (Ĉ = 0.1)
escaping orbits through L1 is the most populated family
occupying about 56% of the configuration plane, while only
about 38% of the same plane corresponds to initial condi-
tions of orbits that escape through L2. Furthermore, the
percentage of non-escaping (regular plus chaotic) orbits is
much less affected by the shifting of the energy displaying
a minor decrease form 10% to about 5%. Thus taking into
account all the above-mentioned analysis we may conclude
that at low energy levels where the fractility of the con-
figuration space is maximum the stars do not show any
particular preference regarding the escape channel, while
on the contrary, at high enough energy levels where basins
of escape dominate it seems that exit channel 1 is more
preferable6.
4.2. Structure of the phase (x, x˙) space
We continue our investigation in the phase (x, x˙) space
and we follow the same numerical approach as discussed
previously. In Fig. 5 we depict the orbital structure of
the (x, x˙) plane for three values of the energy, using dif-
ferent colors in order to distinguish between the four main
types of orbits (non-escaping regular; trapped chaotic; es-
caping through L1 and escaping through L2). Just above
the escape energy, that is when Ĉ = 0.001, we see that
the structure of the phase plane is very similar to that of
the corresponding configuration plane shown in Fig. 3.
It is observed that about 82% of the (x, x˙) plane is oc-
cupied by initial conditions of escaping orbits. Moreover,
the vast escape domain is highly fractal, while basins of
escape, if any, are negligible. In all studied cases the areas
of regular motion correspond mainly to retrograde orbits
(i.e., when a star revolves around one galaxy in the op-
posite sense with respect to the motion of the galaxy it-
self), while there are also some smaller stability islands of
prograde orbits. The area on the phase plane covered by
escape basins grows drastically with increasing energy and
6Even though both ext channels are geometrically symmetric the
rotation of the two galaxies induce an asymmetry regarding the or-
bital structure and the escape basins. This is the main reason why for
high enough values of the energy most orbits escape through channel
1.
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Figure 5: Left column: Orbital structure of the phase (x, x˙) space. Top row: Ĉ = 0.001; Middle row: Ĉ = 0.01; Bottom row: Ĉ = 0.1. Right
column: Distribution of the corresponding escape times tesc of the orbits on the phase space. The color codes are the same as in Fig. 3.
at high enough energy levels the fractal regions are con-
fined mainly at the boundaries of the stability islands of
non-escaping orbits. In particular, the escape basins first
appear at mediocre values of energy (Ĉ = 0.01) inside the
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Figure 6: Evolution of the percentages of escaping and non-escaping
(regular plus chaotic) orbits on the phase (x, x˙) space when varying
the dimensionless energy parameter Ĉ.
fractal, extended escape region having the shape of thin
elongated bands however, as we proceed to higher energy
levels they grow in size dominating in the phase space as
well-formed broad domains. The Coriolis forces dictated
by the rotation of the two spheroidal galaxies makes the
phase planes to be asymmetric with respect to the x˙-axis
and this phenomenon is usually known as “Coriolis asym-
metry” (e.g., Innanen (1980)). The distribution of the cor-
responding escape times tesc of orbits on the phase space
as a function of the energy parameter is shown in the right
column Fig. 5. One may observe that the results are very
similar to those presented earlier in Fig. 3, where we found
that orbits with initial conditions inside the basins of es-
cape have the smallest escape rates, while on the other
hand, the longest escape times correspond to orbits with
initial conditions either in the fractal regions of the plots,
or near the boundaries of the islands of regular motion.
The evolution of the percentages of the different types
of orbits on the phase (x, x˙) space as a function of the
dimensionless energy parameter Ĉ is presented in Fig. 6.
Once more, we have to point out that the percentages
of non-escaping ordered and trapped chaotic orbits are
merged together in a single trend line because the per-
centage of trapped chaotic orbits is extremely small (less
than 0.005%) throughout. It is seen, that at the lowest
energy level studied (Ĉ = 0.001) escaping orbits through
L1 and L2 share about 84% of the phase plane, while only
16% of the same plane corresponds to initial conditions of
non-escaping (regular plus chaotic) orbits. Furthermore,
we observe that for 0.001 < Ĉ < 0.01 the rates of all types
Figure 7: Orbital structure of the configuration (x, y) space for
E = E(L4) = −1.37. The basins of the four sectors are: sector
1 (green), sector 2 (red), sector 3 (blue), sector 4 (orange). Light
gray areas represent stability islands of regular non-escaping orbits,
while initial conditions of trapped chaotic orbits are marked in white.
The magenta lines delimit the boundaries of the four sectors.
of orbits remain practically unperturbed by the shifting
on the value of the orbital energy. For larger values of the
energy (Ĉ > 0.01) however, the percentages of escaping
orbits exhibit a small divergence, while the portion of non-
escaping orbits displays a minor decrease and for Ĉ = 0.1
they cover about 12% of the phase plane. Specifically, the
rate of orbits escaping through L1 slightly increases reach-
ing about 46% at Ĉ = 0.1, while that of orbits escaping
through L2 continues the monotone behavior. It should be
emphasized that the divergence of the percentages of es-
caping orbits observed in the phase space is much smaller
than that found to exist in the configuration space. There-
fore, one may reasonably deduce that in the phase space
the increase in the value of the energy does not influence
significantly the orbital content of the dynamical system,
thus leaving the percentages of the orbits almost the same
throughout. In addition, since that the rates of escap-
ing orbits remain unperturbed within the energy range,
we may say that the two exit channels can be considered
almost equiprobable in the phase space.
4.3. The (x, Ĉ) and the (y, Ĉ) spaces
The color-coded grids in the configuration (x, y) as well
as in the phase (x, x˙) space provide sufficient information
on the phase space mixing however, for only a fixed value
of the Jacobi constant. He´non back in the late 60s (He´non,
1969), introduced a new type of plane which can provide
information not only about stability and chaotic regions
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Figure 8: Orbital structure of the (a-upper left): (x, Ĉ)-plane; and (b-upper right): (y, Ĉ)-plane; (c-lower left and d-lower right): the
distribution of the corresponding escape times of the orbits. The color codes are the exactly same as in Fig. 3.
but also about areas of trapped and escaping orbits using
the section y = x˙ = 0, y˙ > 0 (see also Barrio et al. (2008)).
In other words, all the orbits of the stars of the binary
galaxy system are launched from the x-axis with x = x0,
parallel to the y-axis (y = 0). Consequently, in contrast
to the previously discussed types of planes, only orbits
with pericenters on the x-axis are included and therefore,
the value of the dimensionless energy parameter Ĉ can be
used as an ordinate. In this way, we can monitor how
the energy influences the overall orbital structure of our
dynamical system using a continuous spectrum of energy
values rather than few discrete energy levels. We decided
to explore the energy range when Ĉ ∈ [0.001, 1].
Here it should be pointed out that for E > E(L4) =
−1.37 the forbidden regions disappear and all the phase
space is available for motion. Therefore for E > −1.37 we
need to introduce new escape criteria. In particular, we
divide the (x, y) plane into four sectors according to a polar
angle θ which starts counting from the positive part of the
x-axis (x > 0, y = 0) using the approach followed in de
Assis & Terra (2014). So, considering that θ ∈ [0◦, 360◦],
we have the first sector for θ ≥ 315◦ or θ < 45◦, the
second sector for 135◦ ≤ θ < 225◦, the third sector for
45◦ ≤ θ < 135◦ and the fourth sector for 255◦ ≤ θ <
315◦, respectively. We define the sectors in such a way so
that sectors 1 and 2 to correspond to the previous escape
channels 1 and 2, respectively. In Fig. 7 we present the
structure of the configuration (x, y) plane for E = E(L4) =
−1.37 where the initial conditions of the escaping orbits
are colored according to the four sectors (the magenta lines
denote the limits of each sector). It is seen that most of
the orbits escape through sectors 1 and 2, while the basins
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Figure 9: Evolution of the percentages of escaping, non-escaping regular and trapped chaotic orbits on the (a-left): (x, Ĉ)-plane and (b-right):
(y, Ĉ)-plane as a function of the dimensionless energy parameter Ĉ.
corresponding to sectors 3 and 4 are smaller. So, despite
the ZVC is not so restrictive when E > E(L4), escape
occur mostly to the right and to the left of the scattering
region. In particular, for E = −1.37, 46.68% of the total
integrated initial conditions belongs to the basin of the first
sector, 27.16% belongs to the basin of the second sector,
13.40% belongs to the basin of the third sector, and just
10.93% belongs to the basin of the fourth sector. The
remaining 1.83% of the solutions belong to the bounded
basin.
In Fig. 8a we present the orbital structure of the
(x, Ĉ)-plane when Ĉ ∈ [0.001, 1], while in Fig. 8c the
distribution of the corresponding escape times of orbits is
depicted. We observe that for relatively low energy val-
ues (0.001 < Ĉ < 0.01) the interior region is highly frac-
tal, while basins of escape are located only at the outer
parts of the (x, Ĉ)-plane, that is outside L1 and L2 (or
in other words in the exterior region). Furthermore, we
can identify the presence of two main stability islands of
prograde (x0 > 0) non-escaping regular orbits and three
stability islands of retrograde (x0 < 0) regular motion.
For larger values of energy Ĉ > 0.01 however, the struc-
ture of the (x, Ĉ)-plane changes drastically and the most
important differences are the following: (i) several basins
of escape are formed inside the fractal escape region, (ii)
two main stability islands are present. It should be pointed
out that in the blow-ups of the diagram several additional
extremely tiny islands of stability have been identified7,
(iii) at high enough energy levels (Ĉ > 0.1) the basin of
7An infinite number of regions of (stable) quasi-periodic (or small
scale chaotic) motion is expected from classical chaos theory.
escape corresponding to exit 1 or sector 1 cover the vast
majority of the grid, (iv) the extent of the main island of
regular motion grows rapidly and for Ĉ > 0.1 the position
of initial conditions of non-escaping regular orbits exceed
the interior region (x0 < −rL).
In order to obtain a more complete view on how the
total orbital energy influences the nature of orbits in our
binary galaxy model, we follow a similar numerical ap-
proach to that explained before but now all orbits of stars
are initiated from the vertical y-axis with y = y0. In par-
ticular, this time we use the section x = y˙ = 0, x˙ > 0,
launching orbits parallel to the x-axis. This allow us to
construct again a 2D plane in which the y coordinate of
orbits is the abscissa, while the logarithmic value of the en-
ergy log10(Ĉ) is the ordinate. The orbital structure of the
(y, Ĉ)-plane when Ĉ ∈ [0.001, 1] is shown in Fig. 8b. The
black solid line is the limiting curve which distinguishes
between regions of allowed and forbidden motion and is
defined as
fL(y, Ĉ) = Φt(0, y) = E. (15)
A very complicated orbital structure is reveled in the (y, Ĉ)-
plane which however, in general terms, is very similar
with that of the (x, Ĉ)-plane. One may observe that for
E > −1.37 the forbidden regions of motion around L4
and L5 completely disappear. In fact the value E(L4) =
E(L5) = −1.37 is another critical energy level. It is seen
that above that critical value the left part (y0 < 0) of the
plane is occupied almost completely with initial conditions
of orbits that escape to sectors 1 or 4, while the right part
of the same plane on the other hand, contains a mixture
of initial conditions of escaping and non-escaping orbits.
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Figure 10: (a-b): The average escape time of orbits < tesc > and (c-d): the percentage of the total area (A%), of the planes (x, Ĉ) and (y, Ĉ),
respectively, covered by the escape basins as a function of the dimensionless energy parameter Ĉ.
It is evident from the results presented in Figs. 8(c-d)
that the escape times of the orbits are strongly correlated
to the escape basins. In addition, one may conclude that
the smallest escape periods correspond to orbits with ini-
tial conditions inside the escape basins, while orbits initi-
ated in the fractal regions of the planes or near the bound-
aries of stability islands have the highest escape rates. In
both types of planes the escape times of orbits are signifi-
cantly reduced with increasing energy. Combining all the
numerical outcomes presented in Figs. 8(a-d) we may say
that the key factor that determines and controls the es-
cape times of the orbits is the value of the orbital energy
(the higher the energy level the shorter the escape rates),
while the fractality of the basin boundaries varies strongly
both as a function of the energy and of the spatial vari-
able. Indeed in 2D systems (see also Ernst et al. (2008)
and Ernst & Peters (2014)) the total energy is the key pa-
rameter which determines the escape times or orbits. In
3D systems on the other hand, the escape time of orbits
is influenced not only by the total energy of the orbits but
also by the spatial z variable (see Zotos (2015)).
The following Fig. 9(a-b) shows the evolution of the
percentages of the different types of orbits on the (x, Ĉ)
and (y, Ĉ) planes as a function of the dimensionless en-
ergy parameter Ĉ. We see in Fig. 9a that for Ĉ < 0.1 the
percentages of escaping orbits through channels 1 and 2
exhibit similar fluctuations, while for larger energy levels
they start to diverge. In particular, the rate of escapers
through exit 1 increases, while on the other hand the rate
of escapers through exit 2 decreases. The portion of es-
caping orbits through sectors 3 and 4 is smaller, while in
general terms the percentage of non-escaping regular or-
bits drops, although for some energy intervals the amount
of regular orbits presents some peaks. In the sam vein one
may observe in Fig. 9b that the percentages of escaping or-
bits through exits 1 and 2 identically evolve for Ĉ < 0.01.
For higher values of the energy the rates diverge following
completely different paths. We also see that each sector
dominates for different range of the energy. It should be
pointed out that the percentage of non-escaping ordered
orbits exhibits a very smooth decrease for Ĉ < 0.01, while
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for larger energy levels several sudden peaks appear.
The evolution of the average value of the escape time
< tesc > of orbits as a function of the dimensionless en-
ergy parameter is given in Fig. 10(a-b) for the (x, Ĉ) and
(y, Ĉ) planes, respectively. It is seen, that for low val-
ues of energy, just above the escape value, the average
escape time of orbits is about 1000 time units, however
it reduces rapidly tending asymptotically to zero which
refers to orbits that escape almost immediately from the
system. We feel it is important to justify this behaviour
of the escape time. As the value of the Jacobi constant in-
creases the escape channels (which are of course symmet-
rical) become more and more wide and therefore, orbits
need less and less time in order to find one of the openings
in the open equipotential surface and eventually escape
from the system. This geometrical feature explains why
for low values of energy orbits consume large time peri-
ods wandering inside the open equipotential surface until
they eventually locate one of the two exits and escape to
infinity. Finally Fig. 10(c-d) shows the evolution of the
percentage of the total area (A%) on the (x, Ĉ) and (y, Ĉ)
planes corresponding to basins of escape, as a function of
the dimensionless energy parameter. It is seen that foe
low values of the energy both types of planes are highly
fractal. However, as we proceed to higher energy levels the
degree of fractalization reduces and the area correspond-
ing to basins of escape start to grow rapidly. Eventually,
at very high energy levels (Ĉ = 1) the fractal domains
completely disappear and the well formed basins of escape
occupy the entire planes.
5. Discussion and conclusions
The aim of this work was to shed some light to the
trapped or escaping character of orbits in a dynamical
gravitational model describing a binary system of inter-
acting dwarf spheroidal galaxies. As a first step we con-
sidered the case where the two galaxies are identical (same
mass, same structure) similarly to the Copenhagen case of
the classical restricted three-body problem. As far as we
know, this is the first time that the escape process of stars
in a binary system of interacting galaxies is systematically
investigated in such detail.
We defined for several values of the Jacobi integral,
dense uniform grids of 1024×1024 initial conditions (x0, y0)
and (x0, x˙0) regularly distributed in the area allowed by
the energy level on the configuration and phase space, re-
spectively and then we identified regions of order/chaos
and bound/escape. For each initial condition, the maxi-
mum time of the numerical integration was set to be equal
to 104 time units. However, when a particle escaped the
numerical integration was effectively ended and proceeded
to the next available initial condition. We managed to dis-
tinguish between ordered/chaotic and trapped/escaping
orbits and we also located the basins of escape leading to
different exit channels, finding correlations with the cor-
responding escape times of the orbits. Our numerical in-
vestigation suggests, that the overall escape mechanism is
a very complicated procedure and very dependent on the
value of the Jacobi integral.
The main numerical results of our research can be sum-
marized as follows:
1. In both the configuration and the phase space there
are several stability islands which correspond to bounded
motion around one or around both galaxies. In gen-
eral terms we may say that around 10% of orbits
with initial conditions inside the Lagrangian radius
are regular and therefore do not escape.
2. At relatively high energy levels we found that in both
the configuration and the phase space the majority
of orbits escape through exit channel 1, while at low
energy levels, just above the escape value, both exit
channels are almost equiprobable.
3. It was observed that in the 2D binary system of the
interacting galaxies trapped chaotic orbits possess an
extremely weak percentage (less than 0.01% of the
total integrated orbits). In 3D systems on the other
hand (see Zotos (2015)) trapped chaos is prominent
especially at values of energy above but very close to
the escape energy.
4. It was detected that the average escape time of or-
bits decreases almost exponentially with increasing
energy mainly because simultaneously the width of
the escape channels increases and therefore the or-
bits need less and less time to find one of the two
openings and escape to infinity.
5. Our calculations revealed that at low values of the
energy the structure of all types of planes is highly
fractal, while as we proceed to higher energy levels
the degree of fractality decreases and several well-
defined basins of escape emerge.
Judging by the present outcomes we may say that our
task has been successfully completed. We hope that the
present numerical analysis and the corresponding results
to be useful in the field of escape dynamics in binary galaxy
systems. The outcomes as well as the conclusions of the
present research are considered, as an initial effort and
also as a promising step in the task of understanding the
escape mechanism of orbits in systems of interacting galax-
ies. Taking into account that our results are encouraging,
it is in our future plans to modify properly our dynami-
cal model in order to expand our investigation into three
dimensions and explore the entire six-dimensional phase
space. Furthermore, we will consider more general cases
where the two galaxies are not identical.
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