Preconditioned iterative methods for the indenite systems obtained by discretizing the linear elasticity and Stokes problems with mixed spectral elements in three dimensions are introduced and analyzed. The resulting stiness matrices have the structure of saddle point problems with a penalty term, which is associated with the Poisson ratio for elasticity problems or with stabilization techniques for Stokes problems. The main results of this paper show that the convergence rate of the resulting algorithms is independent of the penalty parameter, the number of spectral elements N and mildly dependent on the spectral degree n via the inf-sup constant. The preconditioners proposed for the whole indenite system are block-diagonal and block-triangular. Numerical experiments presented in the nal section show that these algorithms are a practical and ecient strategy for the iterative solution of the indenite problems arising from mixed spectral element discretizations of elliptic systems.
Introduction
The goal of this paper is to introduce and analyze some preconditioned iterative methods for the large indenite linear systems arising from the mixed spectral discretization of the linear elasticity system and the limiting Stokes problem in three dimensions. Standard nite element discretizations of elasticity problems can suer from the phenomenon of locking when the Poisson ratio tends to 1=2 (almost incompressible case); see Babu ska and Suri [3] . This means that the convergence rate of the nite element method deteriorates when approaches 1=2. Moreover, the resulting linear system, even though symmetric and positive denite, has a condition number that goes to innity when the Poisson ratio tends to 1=2. Both problems can be overcome by using a mixed nite element formulation and rewriting the problem as a saddle point problem with a penalty term; see Brezzi and Fortin [12] . The penalty term depends on the Poisson ratio for elasticity problems or on stabilization parameters for Stokes problems. By carefully choosing the nite element spaces in order to satisfy the inf-sup condition, we obtain a convergent method. The stiness matrix is symmetric and indenite.
In recent y ears, several iterative methods have been proposed and studied in the case of low-order h-version nite elements, such a s U z a w a's algorithm (see Elman and Golub [17] , Bramble, Pasciak and Vassilev [10] ), multigrid (see Verf urth [37] , Wittum [39] , Braess and Bl omer [8] , Brenner [11] ), preconditioned conjugate gradient (see Bramble and Pasciak [9] ), and preconditioned conjugate residuals (PCR) (see Rusten and Winther [34] , Silvester and Wathen [35] , [38] , Klawonn [22] , [24] ). Elman [16] has carried out a careful comparison of the performance of four of these methods applied to Stokes problems in two dimensions.
Here we consider instead spectral element discretizations. For a general introduction to spectral methods, we refer to Canuto, Hussaini, Quarteroni, and Zang [13] , Bernardi and Maday [7] , and Funaro [20] . See also Babu ska and Suri [4] for the related p-version of the nite element method. Already for scalar problems, the stiness matrices obtained by spectral and p-version nite elements are less sparse and more ill-conditioned than those obtained with h-version nite elements. The construction and analysis of ecient preconditioned iterative methods is therefore more challenging. We refer to Pavarino and Widlund [31] , Casarin [14] and to the references therein for an overview of recent results based on domain decomposition techniques for elliptic scalar problems. In the context of spectral elements for Stokes and Navier-Stokes problems, iterative methods have been studied in Maday, Meiron, Patera and Rnquist [25] , Maday, P atera and Rnquist [26] , Fischer and Rnquist [18] , and Rnquist [33] . The methods proposed by these authors are based on conjugate gradient iterations on the reduced Schur complement of the discrete Stokes matrix involving only the pressure unknowns. In the context of linear elasticity and p-version nite elements, iterative methods have been studied by Mandel; see [28] , [29] and the references therein. These works are based on the pure displacement formulation and are concerned mainly with compressible materials.
In this paper, we propose solving the whole indenite system arising from the mixed spectral element discretization using the results in Klawonn [24] , [23] and extending his h-version study to spectral elements. We will consider both block-diagonal and block-triangular preconditioners. In the rst case, the preconditioned operator is symmetric indenite and we can use the PCR method. In the second case, the preconditioned operator is no longer symmetric and we will consider three iterative methods: GMRES without restart, Bi-CGSTAB and QMR; see Barret et al. [5] and Freund, Golub, and Nachtigal [19] for an introduction to these methods.
The main result of this paper is that the convergence rate of the proposed algorithms is independent of the penalty parameter , the number of spectral elements N and mildly dependent on the the spectral degree n via the inf-sup constant. This is due to the dependence on n of the inf-sup constant for our choices of spectral element spaces in the discretization. We will consider two c hoices of mixed spectral spaces, known as the Q n Q n 2 and Q n P n 1 methods; see Maday, P atera and Rnquist [26] and Stenberg and Suri [36] . Several numerical experiments reported in the nal section conrm this result and show that the number of iterations required by the triangular preconditioner is much smaller than the number of iterations required by the block-diagonal preconditioner, while its cost is only marginally higher. The organization of the paper is as follows. Section 2 introduces the elasticity and Stokes systems in both the pure displacement and mixed formulation. In Section 3, two mixed spectral element discretizations are introduced. These are based on the GaussLegendre-Lobatto (GLL) quadrature, briey reviewed in Section 3.1. The known results for the associated inf-sup constants are reported in Section 3.2. The preconditioned iterative methods and the main convergence results are introduced in Section 4, with the block-diagonal preconditioner in 4.1 and the triangular preconditioner in 4.2. In Section 5, we report the results of several numerical experiments in three dimensions, both with block-diagonal and triangular preconditioners, with one and many spectral elements.
The linear elasticity and Stokes systems
We consider a polyhedral domain R 3 , xed along a subset of its boundary 0 , subject to a surface force of density g along 1 = @ 0 and subject to an external force f. Let V be the Sobolev space V = fv 2 H 1 () 3 : vj 0 = 0 g . The linear elasticity problem (pure displacement model) consists in nding the displacement u 2 V of the domain such that: (1) where and are the Lam e constants, ij (u) = 1 2 ( @u i @x j + @u j @x i ) is the linearized stress tensor, and the inner products are dened as
Almost incompressible materials are characterized by v ery large values of , or, in terms of the Poisson ratio = 2(+) , b y close to 1=2. When low order h-version nite elements are used in the discretization of (1), the locking phenomenon causes a deterioration of the convergence rate as h ! 0; see Babu ska and Suri [3] . If the p-version is used instead, locking in u is eliminated, but it could still be present in quantities of interest such a s divu. Moreover, the stiness matrix obtained by discretizing the pure displacement model (1) has a condition number that goes to innity when ! 1=2.
Therefore, the convergence rate of iterative methods deteriorates rapidly as the material becomes almost incompressible.
These locking problems can be overcome by i n troducing the new variable p = divu 2 L 2 () = W and by rewriting the pure displacement problem in the following mixed formulation (see Brezzi and Fortin [12] 
In case of homogeneous Dirichlet boundary conditions on the whole boundary @, the pressure will have zero mean value, so we dene W = L 2 0 (). In this case, problem 
The penalty term in (5) might be present due to stabilization techniques.
Mixed spectral element methods
For an introduction to spectral elements see Patera [30] , Maday and Patera [27] , Maday, Patera and Rnquist [26] and the references therein. [26] and it is known as the Q n Q n 2 method. A basis for W n 1 can be constructed by using the tensor-product Lagrangian interpolants associated with the internal GLL nodes, described in the next section in more details.
The second choice corresponds to Method 2 analyzed in Stenberg and Suri [36] .
We will call this method Q n P n 1 . F or P n 1 it is not possible to have a tensorial basis, but other standard bases, common in the p-version nite element literature, can be used.
3.1 Gauss-Lobatto-Legendre GLL quadrature and the discrete problem
The ecient e v aluation of the multiple integrals of polynomials, involved in our model problem, is based on numerical quadrature at the GLL points. Let f i ; j ; k g n i;j;k=0 be the set of GLL points on the reference cube (7) discretized with method Q n Q n 2 on one element, n = 5 ; = 0 : 3 where jJ s j is the determinant of the Jacobian of F s . The analysis of this discretization technique can be found in Bernardi and Maday [ 7 ] and Maday, P atera and Rnquist [26] .
The discrete problem obtained from pb. (3) is:
where a Q (u; v) = 2 ( ( u ) : ( v )) Q; ; b Q (v; q ) = ( divv; q ) Q; ; c(p; q) = ( p; q) Q; :
The bilinear forms b(; ) and c(; ) are computed exactly by GLL quadrature since the i are ane images of the reference cube. This system is a saddle point problem with a penalty term and has the following matrix form:
The stiness matrix K is symmetric and indenite. It is less sparse than the one obtained by l o w-order nite elements, but is still well-structured. See Figure 1 for the sparsity structure of K. An analogous discrete problem with C = 0 is obtained in the incompressible case. For the Stokes problem, the discretization of the equivalent formulations (5) and (6) lead to an analogous block structure, with A consisting of three uncoupled discrete laplacians and with the penalty term in (5) scaled by 1 = ( + ).
Estimates of the inf-sup constant for spectral elements
The convergence of mixed methods depends not only on the approximation properties of the discrete spaces V n and W n , but also on a stability condition known as the inf-sup (or LBB) condition; see Brezzi and Fortin [12] . For numerical studies of the inf-sup constant o f v arious h-version nite elements, see Bathe and Chapelle [6] and Aristov and Chizhonkov [1] . While many important h-version nite elements for Stokes problems satisfy the inf-sup condition with a constant independent o f h , the important spectral elements proposed for Stokes problems, such as the Q n Q n 2 and Q n P n 1 methods, have an inf-sup constant that approaches zero as n (d 1)=2 (d = 2 ; 3). This result has been proven for the Q n Q n 2 method by Maday, P atera and Rnquist [26] ,
where an example is constructed showing that this estimate is sharp. Stenberg and Suri [36] proved the following, more general, result covering both methods.
Theorem 1 (Stenberg and Suri [36] ) Let the spaces V n and W n satisfy assumptions (A1)-(A4) of [36] (satised b y b oth our methods). Then for d = 2 ; 3 sup v2V n nf0g
2 ) kqk L 2 8q2W n ; where the constant C is independent of n and q. For the Q n P n 1 method, no example is known regarding the sharpness of this estimate. We can rewrite the inf-sup condition in matrix form as q t BA 1 B t q 2 0 q t Cq 8q2W n ; (9) where 0 = Cn ( d 1
2 ) is the inf-sup constant of the method; see Brezzi and Fortin [12] .
Therefore 2 0 scales as min (C 1 BA 1 B t ) . I f 1 is the continuity constant o f B , w e have v t B t q 1 (q t Cq) 1=2 (v t Av) 1=2 8v2V n ;8q2W n :
(10) From (9) and (10) it follows that the 2 0 q t BA 1 B tt Cq 2 1 8q2W n ; for positive constant 0 and 1 . F or stable h-version nite elements, both 0 and 1 are independent o f h . Theorem 1 shows that this is no longer the case when spectral elements are used. However, numerical experiments by Maday, Meiron, Patera and Rnquist [25] and [26] , have shown that for the Q n Q n 2 method, for practical values of n (e.g. n 16), the dependence of 0 on n is much w eaker. In our numerical experiments in Section 5, we show that the situation is even better for the Q n P n 1 method. Of course, the trade-o in this case is the loss of a tensorial basis.
Preconditioned iterative methods
The indenite system Kx=bobtained from our spectral element discretization (8), will be solved iteratively by preconditioned Krylov methods for indenite systems. Two classes of preconditioners will be considered: block-diagonal and triangular.
Block-diagonal preconditioners
We rst consider a block-diagonal preconditioner for K with positive denite blocksÂ
We will denote by D the case with exact blocksÂ = A andĈ = C. I n teresting choices forÂ are given by h-version nite element discretizations on the GLL mesh or by substructuring domain decomposition methods, where a 0 and a 1 have a polylogarithmic dependence on the spectral degree n (for the scalar case, see Pavarino and Widlund [32] and Casarin [14] where 0 is the inf-sup constant of the method and 1 is the continuity constant of B.
Clearly, this abstract result can also be applied to high-order elements. Combining Theorems 1 and 2, we obtain convergence estimates for both methods we h a v e proposed.
Theorem 3 If K is the stiness matrix of the discrete system (7) obtained with either the Q n Q n 2 or the Q n P n 1 method andD is the block-diagonal preconditioner
W e remark that the number of iterations of the PCR algorithm applied to an indenite system is bounded by the condition number of the system (see Hackbusch [21] ). This is dierent from the bounds for conjugate gradient algorithms, where the number of iterations is bounded by the square root of the condition number of the system. Therefore, the number of iterations of our preconditioned algorithm is bounded by Cn ( d 1 2 ) .
Triangular preconditioners
An alternative w a y to precondition the saddle-point problem (8) 
whereÂ andĈ are positive denite matrices. Again, we will denote by T L and T U the case with exact blocksÂ = A andĈ = C. Since the resulting preconditioned system is no longer symmetric or positive denite, we need to use Krylov methods for general nonsymmetric systems. In particular, we will consider three relatively recent methods: GMRES, Bi-CGSTAB and QMR; see Barret at al. [5] and Freund, Golub and Nachtigal [19] . We remark that each application of the inverse of the triangular preconditionersT L orT U is only marginally more expensive than the block-diagonal preconditioner. In fact, both preconditioners require the solution of a system forÂ and one forĈ. In addition, the triangular preconditioner requires only one application of B (or B t ):
In Klawonn [24] , it is rst proved a bound for the spectrum of the preconditioned operator with exact blocks. The surprising result is that such spectrum is a subset of the positive real axis.
Theorem 4 (Klawonn [24] , p. 56)
Combining this result and the estimate of 0 given in Theorem 1 for our spectral element spaces, we obtain the following result.
Theorem 5 If K is the stiness matrix of the discrete system (7) obtained with either Q n Q n 2 or Q n P n 1 spectral elements and T is the lower or upper triangular preconditioner (12) with exact blocks , then
If GMRES is used to solve our problem, it is possible to prove that the number of as for PCR with block-diagonal preconditioner. The case of a triangular preconditioner with inexact blocks is studied in Theorem 5.2 in Klawonn [24] , pg. 59, under the standard assumptions i) and ii) of the previous section. The estimate provided is analog to the case with exact blocks, but it is more complicated and we refer to [24] for the details.
Numerical results
The numerical results are divided into a preliminary section regarding the inf-sup constant and into four sections corresponding to block-diagonal and triangular preconditioners, each divided into single-element and multi-element case. The iterative methods considered are PCR for the block-diagonal preconditioner and GMRES (without restart), Bi-CGSTAB and QMR for the triangular preconditioner. All the computations were performed in MATLAB 4.2 on a SPARCcenter 2000. The model problem considered is (2), discretized with the Q n Q n 2 or Q n P n 1 spectral element methods. The resulting discrete systems have a structure as in (8) . The implementations of GMRES, Bi-CGSTAB and QMR are the Matlab templates from [5] , while the implementation of PCR is the same as in [16] . Except Table 11 showing the discretization errors in the L 2 -norm, all the results reported are iteration counts for the iterative methods considered. The initial guess is always zero and the right-hand side f consists of uniformly distributed random numbers in [-1,1] . The stopping criterion is kr i k 2 =kr 0 k 2 10 6 , where r i is the i th residual. We did not try to optimize any of these routines and in each table, the size of the largest problem we w ere able to run was determined by the size of the available memory. This was particularly limiting in the multi-element case, where already with four elements, we could run only cases up to n = 6 . W e considered only preconditioners with exact blocks, in order to study the algorithms under the best of circumstances. For the single-element block-diagonal case, we considered also preconditioners with inexact blocks based on piecewise linear nite elements on the GLL mesh.
The inf-sup constant
We rst report in Table 1 a comparison of the spectrum of the matrices C 1 S = C 1 BA 1 B t associated with the two methods Q n Q n 2 and Q n P n 1 . Since the infsup constant 0 scales like p min , these results give an indication on the performance of the PCR method reported in the following tables. The rst set of results for the Q n Q n 2 method agree with the 3-d results of Maday, P atera and Rnquist [26] . For these relatively low v alues of n, min scales like n 1 and therefore 0 scales like n 0:5 , which is better than the value predicted by the theory (n 1 ). 2-d numerical results in Maday, Meiron, Patera and Rnquist [25] for higher values of n (16 n 36) show that the decay o f 0 approaches the theoretical bound, but is still better than the value predicted by the theory (n 0:5 ). The case n = 10 could not be run due to memory limitations. The second set of results in Table 1 show that the Q n P n 1 method has a much better inf-sup constant. From so few values of n, it might l o o k like min is bounded away from zero. However, a closer look shows that of min has now a zig-zag behavior. By separating odd and even values of n, w e found that min scales approximately like n 0:1 . Higher values of n are needed in order to understand the asymptotic behavior of min for this method. The maximum eigenvalue quickly approaches the same value max = 0 : 65 for both methods. We remark that for h-version nite elements, a numerical study of the inf-sup constant seems simpler. In Bathe and Chapelle [6] , only three or four values of h are needed to predict the asymptotic behavior of min . Table 2 reports the condition numbers of the preconditioned system D 1 K: here K is the Stokes matrix obtained for = 1 = 2 and D is the preconditioner with exact blocks. By Theorem 3, these condition numbers scale like the inverse of the respective inf-sup constant. In fact, the results for Q n Q n 2 clearly show a linear growth with n. The results for Q n P n 1 are much better and, in comparison, they almost look bounded by a constant. However, by again separating odd and even values of n, the growth still appears linear.
Block-diagonal preconditioner: single-element case
In Table 3 , we report the PCR iteration counts for both methods with exact preconditioner. We followed the PCR implementation of Elman [16] , which switches from the ORTHOMIN to the ORTHODIR version to avoid breakdown. In our experiments, this switch often took place for near and equal to 1=2. As in Klawonn [22] , the results are uniform in the Poisson ratio : for each xed degree n, the number of PCR iterations is bounded by a constant independent o f . As the material becomes almost incompressible, the number of iterations tends to a constant which is the number of iterations required by the limiting Stokes problem. As the spectral degree n increases, the number of iterations increases, in agreement with Theorem 3. This eect is less pronounced for compressible materials (for = 0 : 3 and 0:4 the number of iterations stays practically constant), but becomes more important near or at the incompressible limit. This is particularly true for the Q n Q n 2 method, where the growth of the number of iterations for = 1 = 2 is clearly linear. The results for Q n P n 1 are better, as expected from the better inf-sup constant of this method. In this case, it is even hard to read a linear growth from the table, which has large constant blocks. Graphs showing the convergence history of both methods for n = 8 and = 1 = 2 can be found in Figure 2 . In Table 4 , the same results are reported for the equivalent formulation (5) instead of (2). This implies that block A in K now consists of three uncoupled discrete laplacians, one for each component o f u . The problem is somewhat harder to solve and PCR takes more iterations than in each corresponding case of the previous table (except n = 3 for Q n P n 1 ). Again, the results for Q n P n 1 are consistently better than those for Q n Q n 2 . N o w a linear growth with n is clear for both methods (for Q n P n 1 the odd and even values of n have to be separated).
Next, we consider an inexact preconditioner by c hoosing as u-blockÂ the Q 1 nite element stiness matrix obtained by discretizing the term R ru : rv dx on the GLL grid. In the scalar case, it is well-known that such matrix is spectrally equivalent t o the stiness matrix obtained by spectral discretization; see Deville and Mund [15] . In Table 5 , we study numerically the quality of such preconditioner in three dimensions f o r a P oisson problem on the reference cube with homogeneous Dirichlet boundary conditions. In the rst column, we report the condition number of F 1 Q 1 K. It is not obvious that the values are bounded by a constant, but they appear to grow slower then any power of n or log(n), as results from log-log plots. In any case, these values are larger than the corresponding ones reported by Rnquist [33] for F P 1 (the P 1 nite element stiness matrix obtained by dividing each element of the GLL mesh into tetrahedra).
The values reported by Rnquist are all from 2 to 2.65, for values of n between 4 and .5  2 2 2  2  2  2  2  2  2  3 14 14 14  14  14  14  14  14  4 27 30 36  37  37  37  37  37  5 34 40 56  61  61  61  61  61  6 42 49 68  75  75  75  75  75  7 46 54 80  87  87  87  87  87  8 52 61 92 102  103  103  103  104  9 55 65 97 109  109  109  110  109  10 57 69 107 121  121  121  122  122 Figure 2: Convergence history for n = 8 and = 1 = 2: QP ex = Q n P n 1 method with exact preconditioner, QQ ex = Q n Q n 2 method with exact preconditioner, QP Q1 = Q n P n 1 method with inexact Q 1 preconditioner, QQ Q1 = Q n Q n 2 method with inexact Q 1 preconditioner 12. In the second and third columns of Table 5 , we report the relative errors in the discrete l 2 -norm between the exact solution u ex = sin 2 (x + 1 ) s i n 2 ( y + 1 ) s i n 2 ( z + 1), obtained by computing the appropriate right-hand side f = u, and the discrete solution u n (spectral) or u Q 1 (Q 1 fem on the GLL mesh). The dierence between spectral and h-version nite element accuracy is very clear.
In Table 6 , we report the iteration counts for the model problem (2) when the inexact blockÂ = diag(F Q 1 ; F Q 1 ; F Q 1 ) is used in the preconditioner. Even if the uniformity i n is preserved, the number of iterations grows considerably, especially for higher values of n. Therefore, it is does not appear that this inexact preconditioner is eective for PCR methods applied to mixed spectral systems. Results for the equivalent model problem (5) were similar and are not reported. Figure 2 shows the convergence history of the Q n Q n 2 and Q n P n 1 methods with n = 8 and with exact and inexact Q 1 preconditioners for the Stokes problem. The resulting graphs are similar to the ones reported in Elman [16] .
5.3 Block-diagonal preconditioner: multi-element case Tables 7 and 8 report the iteration counts for Q n Q n 2 and Q n P n 1 respectively. Here we study the dependence of the number of iterations on the number of elements N for a xed spectral degree n. This is analog to studying the dependence on h for a hpnite element method. We divide the domain into N = N x N y N z subcubes and 9 11 17  19  19  19  19  19  3 10 13 19  23  23  23  23  23  4 11 14 23  25  27  27  27  27  5 11 14 23  27  27  27  27  27  6 11 14 23  27  27  27  27  27 we take N x = N y = N z in order to always have a cubic domain (and avoid comparing problems with dierent aspect ratios). Due to the cubic growth of N, w e could only run cases with a low v alue of n = 2 ; 3 ; 4. The results of the tables seem to indicate a bound on the number of iterations independent o f N , in agreement with the theory. This is particularly evident for the Q n P n 1 method and for n = 2, which allows us to run with suciently many elements. As before, the results are uniform in and the incompressible limit is the hardest case, for each n and N xed. In tables 9 and 10, we study the dependence of the number of iterations on n, for a small xed number of elements N = 4, with N x = N y = 2 and N z = 1. The linear growth of the number of iterations with n is clearly visible in the incompressible limit for Q n Q n 2 (Table 9) , while for compressible materials ( 0:3 0:4) the number of iterations seems insensitive t o n and bounded by a constant. For the Q n P n 1 method, the results of Table 10 are better and the number of iterations seems bounded by a constant also in the incompressible limit. However, as was shown in the singleelement case, higher values of n might reveal a growth which is still linear, just with a better constant in front of the linear term. 4 7 4 7 1.1785e-3 1.3814e- 2 5 7 4 7 9.1187e-5 1.6598e-3
Triangular preconditioner: single-element case
In the following tables, we h a v e used the convention G = GMRES, B = Bi-CGSTAB, Q = QMR. In all cases, we h a v e used the (left) lower-triangular preconditioner T L with exact blocks.
In the rst part of Table 11 , we report the errors in the L 2 -norm between the Q n Q n 2 spectral element solution and the known exact solution u 1 = u 2 = u 3 = sin( Tables 12 and 13 report the iteration counts for Q n Q n 2 and Q n P n 1 respectively, on the reference element. For each v alue of n and , the results for GMRES, Bi-CGSTAB and QMR are reported. As in the block-diagonal case, the results are uniform in , i.e. for each xed n, the number of iterations tends to the number of iterations of the limiting incompressible case. Moreover, for each xed , the number of iterations grows at worst linearly with n, in agreement with the theory. This is clear at the incompressible limit, while away from it the results are much better and in practice bounded independently of n. Among the three iterative methods, Bi-CGSTAB requires the least number of iterations, in some cases half of those required by GMRES, but it requires twice as many applications of the matrix and the preconditioner. Moreover, Bi-CGSTAB shows a more irregular convergence behavior than the other two methods. QMR has iterations counts in between Bi-CGSTAB and GMRES, often closer to the last one. QMR also 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  3 4 2 4 4 3 4 4 3 4 4 3 4 4 3 4 4 3 4 4 3 4 4 3 requires twice as many matrix and preconditioner applications compared with GMRES. Of course, GMRES without restart requires much more memory than the other two methods. In comparison with the block-diagonal results, the triangular preconditioner requires many less iterations, sometimes half of those required by PCR. Tables 14 and 15 are the analog for triangular preconditioners of Tables 7 and 8 6 4 7 8 5 9 8 6 9 8 6 9 8 6 9 8 6 9 8 6 9 24 3 5 4 6 6 4 7 9 6 1 010 7 11 10 7 11 10 7 11 10 7 11 10 7 11 2 5 3 5 4 6 7 5 7 10 7 11 10 7 12 11 7 12 11 7 12 11 7 12 11 6 7 4 8 11 7 11 12 8 12 12 8 12 12 8 12 12 8 12 12 8 12 3 3 3 6 4 6 7 5 8 11 7 12 12 8 12 12 8 13 12 9 13 12 9 13 12 9 13 4 1 3 6 3 6 7 4 7 11 7 11 11 8 11 11 10 12 11 10 12 11 10 12 11 10 12 4 2 3 6 4 6 8 5 8 12 8 13 14 9 14 14 10 15 14 10 15 14 10 15 14 10 15 Tables 16 and 17 are the analog for triangular preconditioners of Tables 9 and 10 .
Triangular preconditioner: multi-element case
Here, we x a small number of elements N = 4 and we study the iteration counts by increasing n and . Again, the results are uniform in and linear (at worst) in n, with the incompressible case being the hardest one. In comparison with the block-diagonal preconditioner, the triangular preconditioner considerably decreases the number of iterations, sometimes by a s m uch as one half.
Conclusions
We h a v e proposed and analyzed iterative methods for the sparse indenite systems arising from the mixed spectral element discretization of elasticity and Stokes problems. These systems are solved with a preconditioned conjugate residual method when a block-diagonal preconditioner is used or with Krylov methods for nonsymmetric systems such as GMRES, Bi-CGSTAB and QMR when a triangular preconditioner is used. We h a v e proven and have n umerically shown that such algorithms have convergence rates bounded by the inverse of the inf-sup constant and independent of the penalty parameter in the saddle point formulation (the Poisson ratio for elasticity or a stabilization parameter for Stokes). The two mixed spectral methods considered, Q n Q n 2 and Q n P n 1 , h a v e equivalent theoretical convergence bounds, but we h a v e n umerically shown that the latter one has a better inf-sup constant and gives better iteration counts. On the other hand, P n 1 does not have a tensorial basis. The exact blocks in the preconditioners could be replaced by appropriate preconditioners based on loworder discretizations on the GLL mesh and/or domain decomposition techniques. The inexact preconditioner based on Q 1 nite elements on the GLL mesh largely increases the iteration counts. Future work should address other inexact preconditioners, such as P 1 nite elements on the GLL mesh, multigrid or domain decomposition methods and preconditioners for the mass matrix C. 1 2 2 1 2 2 1 2 2 1 2 2 1 2 2 1 2 2 1 2 2 * 2 22 3 5 3 6 6 4 7 9 6 1 010 7 11 10 7 11 10 7 11 10 7 11 10 7 11 2 3 3 6 4 6 7 5 8 11 8 12 13 9 14 13 9 14 13 9 14 13 9 14 13 9 14 2 4 3 6 4 6 7 5 8 11 8 12 13 9 14 13 9 14 13 9 14 13 9 14 13 9 14 2 5 3 6 4 6 7 5 8 12 8 13 13 9 14 13 10 14 13 10 14 13 10 14 13 10 14 3 1 3 4 6 7 5 7 10 7 11 11 7 12 11 7 12 11 7 12 11 7 12 11 7 12 3 3 3 6 4 6 7 5 8 11 7 12 12 8 13 12 8 13 12 8 13 12 8 13 12 8 13 4 1 3 5 3 5 6 4 6 8 6 Table 16 : Iteration count for Q n Q n 2 with exact lower-triangular preconditioner: changing n for xed N = 4 = 2 2 1
