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1. EINLEITUNG 
Gegeben seien n + 1 reelle Zahlen 
Unter einem nattirlichen Polynom-Spline vom Grad 2k + 1 versteht man 
eine tiber dem Interval1 (- co, + co) definierte Funktion s(x), die folgenden 
Bedingungen geniigt: 
(i) In jedem Interval1 (xi , xi+& i = O(l)n - 1, stimmt s(x) mit 
einem Polynom pi(x) hijchstens (2k + l)-ten Grades tiberein; 
(ii) fur x -C x0 bzw. x > x, stimmt s(x) jeweils mit einem Polynom 
hijchstens k-ten Grades tiberein; 
(iii) s(x) besitzt tiber (- co, + co) stetige Ableitungen bis zur Ordnung 
2k. 
Die Klasse der natiirlichen Polynom-Splines vom Grad 2k + 1 mit den 
Knoten (1) bezeichnen wir mit S,,+,(x, , x1 ,..., x,). Die Aufgabe, zu vorgege- 
benen Wertepaaren (xi, vi), i = O(l)n, eine Funktion s(x) E S,,+,(x, , x1 ,..., x,) 
zu konstruieren, die die Interpolationsbedingungen 
m = Yi 9 i = O(l)n, (2) 
erftillt, ist fur 1 < k < y1 eindeutig l&bar [I, S. 1651. Zur Konstruktion der 
Interpolationssplines ind i.a. k lineare Gleichungssysteme der Ordnung 
it - 1 zu losen [I, S. 109 ff.]. Wir zeigen, da13 in dem such fur die Anwen- 
dungen wichtigen Fall aquidistanter Knoten der Rechenaufwand erheblich 
verringert werden kann: Unter Verwendung erzeugender Funktionen ist bei 
beliebiger Knotenzahl nur ein lineares Gleichungssystem der Ordnung k 
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aufzuliisen, wahrend sich die iibrigen GriiRen aus einer linearen Rekursion 
ergeben. Ein entsprechendes Verfahren fur den Fall k = 1 hat Greville [3] 
angegeben. 
2. ERZEUGENDE FUNKTIONEN 
Wir gehen aus von den fiir /II = 0, 1, 2,... mit einer Variablen t, 1 t 1 
definierten Funktionen 
e,(t) = f (1 + p)“t”. 
Sie sind alle rational, denn zunachst ist 
f?,(t) = l/(1 - t) 
und ferner gilt fur in = 0, 1, 2,... 
f%n+,(~> = Gwwm(t)). 
Nun setzen wir 




und zeigen, dab qm(t) ein Polynom in t ist. Aus (4) folgt namlich fur 
m = 0, 1, 2,... die Rekursionsformel 
qrrL+&) = t(l - f> qvL’(f> + (1 + mt> q&). (5) 
Zum Beweis der Behauptung ist jetzt nur noch q”(t) = 1 zu beachten. 
Aus (5) ergibt sich fur m = 1, 2,... noch 
Grad qm(t) = m - 1. 
Fiir die ersten Polynome q&t) erhalt man 
670(t) = 1 
q&) = 1 
q&) = 1 + t 
q3(t) = 1 + 4t + t2 
q*(t) = 1 + 11t + llt2 + t3 
q&) = 1 + 26t + 66P + 26t3 + t4. 
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Alle Polynome q&t) besitzen fur m > 1 die Symmetrieeigenschaft 
Dies kann etwa aus (5) abgeleitet werden. 
Mit den Funktionen 0,,(t) bilden wir jetzt die beiden Matrizen 
sowie fiir n 3 k 
1 t+)’ 
p, v = l(1) k. 
A ist fiir k > 2 singular. Aus der Existenz und Eindeutigkeit der Losung des In- 
terpolationsproblems (2) werden wir spater schlieBen, dalj B,,, fur n > k nicht 
singular ist. Im Fall k = 1 kann dies such direkt gezeigt werden. Hier gilt 
B 1.n= (/l)! &a= (A)! is 1+4:+t;?o * 
Mit (r) = 3112 - 2 wird 
1 1 cl-1 
- 1 + 4t + t2 =20’/” ( 1 :wt 1 -oJ-Jt 1 
= & i. (oJQ+l - w-y to’, 
woraus fur n > 1 
B l,n = (l/2(3)‘/“) (0” - w-“) # 0 
folgt. 
Die Elemente der Matrix B,, lassen sich auf einfache Weise rekursiv 
berechnen. Wir verwenden hierzu die in einer Umgebung des Nullpunkts 
konvergente Potenzreihe 




Mit den Polynomen qm(t) folgt aus (6) 
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und damit folgt fur h > 2k unter Beachtung von PO = pzrc = 1 
YA + i%yA-1 + P2YA-2 + *** + y,,-2k = 0, (8) 
wahrend sich fiir h < 2k die Werte von y. , y1 ,..., yZlcpl direkt durch 
Koeffizientenvergleich in (7) ergeben. 








Wir benotigen spater such die Koefhzienten der Potenzreihenentwicklung 
der Funktionen 
urn t = 0, die ebenfalls einer Rekursionsformel der Form (8) gentigen; 
allerdings muB hier X > 2k + 1 vorausgesetzt werden. 
3. BERECHNLJNG DER INTERPOLIERENDEN SPLINE-FUNKTION 
Wir setzen ohne Einschrankung der Allgemeinheit voraus, daD die Knoten 
in (1) durch xi = i, i = O(l)n, gegeben sind. Dann besitzt die eindeutig 
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bestimmte interpolierende natiirliche Spline-Funktion die Darstellung 
[2, S. 581 





0 fiir x < 0 
+ $k+l fur x > 0. 
Da s(x) fur x > IZ ein Polynom hochstens k-ten Grades ist, folgt das Bestehen 
der jl + 1 Gleichungen 
$ SD = Ii1 PSI, = ... = il Pk.% = 0. (10) 
Die Zahlen s, lassen sich rekursiv aus den CX, berechnen. Wegen der Inter- 
polationsbedingung (2) folgt namlich aus (9) zunachst fur x = 1 
so = Yl - Yo - g % 
und weiter fur x = m + 1, m = l(l)rz - 1, 
(11) 
&a = Yrnfl - Yo - fl c&z + 1)” - F1 s,(yII + 1 - p)zk+l. (12) 
0-O 
s, ermittelt man schlieI3lich aus einer der Gleichungen (10). Zur Berechnung 
der CY, , v = l(l)k, verwenden wir die unter 2. eingefiihrten erzeugenden 
Funktionen. Mit der Variablen t, j t 1 < 1, sei 
und 
u(t) = 2 sp 
p=o 
q(t) = F [s(X + 1) - s(O)] t”. 
A=0 
Mit (9) folgt dann wegen 
2k+1 tA zz -f s, $ (A + 1 - #J+l tA 
p=O A=0 
= z. S,tP ,c, (K + 1)2k+1 tK = a(t) 82k+l(t) 
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die fur 1 r 1 < 1 gtiltige Identitgt 
d.h. wir erhalten fur p = l(l)k 
(13) 
Nun ist 
u(t) e,(t) = i S,P f (X + 1)” t” 
iJ=O A=0 
und der Koeffizient von tn-l in dieser Potenzreihenentwicklung verschwindet 
wegen (10) fiir p = l(l)k. Damit kijnnen wir fiir TV = l(l)k in (13) einen 
Koeffizientenvergleich bei tn-l durchfiihren und erhalten fur die Zahlen 01, 
v = l(l)k, ein lineares Gleichungssystem mit der Matrix Bk,, und bekannter 
rechter Seite. Wegen der eindeutigen LSsbarkeit der Interpolationsaufgabe 
kann B,., nicht singular sein. 
4. SPEZIALFALL k = 2 (QUINTIC SPLINES) 
Zur Illustration sol1 der Fall k = 2 ausfiihrlich diskutiert werden. Wir 
beniitigen hier die Potenzreihenentwicklungen der Funktionen 
h(t) e,(t) v(t) e,(t) e,(t) e,w __ __ __ e,(t) 3e,(t) 3 e,(t) 3 e,(t) 3 X7T * 
Es ist 
4(t) _ (I - t)” 
e,(t)--= qdt) 
g a,tD = 1 - 30t + 720t2 -16770t3 
L?=O + 389280t4..., 
e,(t) (1 + t>(l - v 
8,(t)= q&) 
= f b,tp = 1 - 28t + 662t2 - 15388t3 
0=0 + 357122P..., 
v(t) (1 - t)2 
e,(t)=-= %5(t) 
2 c,t” = 1 - 28t + 663t2 - 15416t3 
O==O + 357785P..., 
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f%(t) O,(t) 1 -t2 =---zrE 
w> cm 
f doto = 1 - 26t + 609P - 14144t3 
p=O + 328225P..., 
e22(t) (1 + 0” -=---= 
t&(t) 95(t) 
5 ep = 1 - 24t + 559t2 - 12976t3 
p=O + 301105t4... 
Die Koeffizienten a,, geniigen fur p 3 5 der Rekursionsformel (vgl. (8)) 
ap + 26anpl $- 66a,-, + 26a,-, + ao-4 = 0 
mit den Anfangswerten 
a, = -30, a2 = 720, a3 = - 16770, a4 = 389280. 
Dieselbe Rekursionsformel erftillen die b, fur p 3 5. Die Anfangswerte 
lauten jetzt 
bl = -28, b, = 662, b, = -15388, b4 = 357122. 
Fur die c, , d,, und e0 ist die gleiche Rekursionsformel schon fur p 3 4 
erfiillt. Die Anfangswerte sind 
co= 1, Cl = -28, c2 = 663, c3 = -15416 
do = 1, dl = -26, d, = 609, d3 = -14144 
e,= 1, e, = -24, e2 = 559, e3 = -12976. 
Das lineare Gleichungssystem fur 01~ und cy2 lautet 
n-1 




La1 + e,-,a, = C b,(yn-, - yo). 
n=o 
5. BEISPIEL 
Sei k = 2, IZ = 3 und y. = 3, y1 = -1, yZ = 7, y3 = 4. Dann wird 
i ap(y+’ - yo) = -2999 
o=o 
i b,(y,-p - yo) = -2759 
0=0 
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und wir erhalten aus (14) die Gleichungen 
66301, + 60901, = -2999 
609q + 559a, = -2759. 
Hieraus ergibt sich 
aI = -18951132, Lx.2 = 471144 
und mit (lo), (ll), (12) folgt aus (9) 
s(x) = 3 - 
1895 -jjy x + fg x2 - g x+5 + g (x - 1): 
- g (x - 2): + g (x - 3);. 
6. BEMERKUNGEN 
(i) Da13 B,,, nicht singular ist, kann in jedem Spezialfall direkt bestatigt 
werden. Man erhalt damit jeweils gleichzeitig einen konstruktiven Existenz- 
und Eindeutigkeitsbeweis fur das gestellte Problem. Ftir den Fall k = 2 sei 
hier auf [4] verwiesen. 
(ii) Fiir k = 1 kann die angegebene Methode zur Berechnung der Norm 
des Interpolationsoperators verwendet werden. Bei besserer Beherrschung 
der Matrix B,,, wHre dies such im Fall k > 2 moglich. Offenbar spielen die 
Nullstellen des Polynoms q5(t) hier eine entscheidende Rolle. 
(iii) Eine Bhnliche Methode kann fur periodische Splines entwickelt 
werden. An die Stelle von (10) treten dann Summen iiber n-te Einheits- 
wurzeln. 
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