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Abstract. This paper considers the design and performance evaluation of PID controller 
for an automobile cruise control system (ACCS). A linearized model of the cruise control 
system has been studied as per the dominant characteristics in closed loop system. The 
design problem is recast into an optimization problem which is solved using Ant Lion 
Optimization (ALO). The transient performance of proposed ACCS i.e., settling time, rise 
time, maximum overshot, peak time and steady state error are investigated by step input 
response and root locus analysis. To show the efficacy of the proposed algorithm over a 
state space method, classical PID, fuzzy logic, genetic algorithm, a comparison study is 
presented by using MATLAB/SIMULINK. Furthermore, the robustness of the system is 
evaluated by using bode analysis, sensitivity, complimentary sensitivity and controller 
sensitivity. The results indicate that the designed ALO based PID controller for ACCS 
achieves better performance than other recent methods reported in the literature.  
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1. Introduction 
 
Automobile cruise control system (ACCS) is designed to reduce the drivers fatigue in the long run drive. In 
addition, now-a-days traffic safety is given a priority and primary concern in the automotive research area. 
In that perspective, cruise control permits the driver to manage the vehicle speed and when ACCS is turn 
on the speed of the automobile is upheld automatically without the application of the accelerator pedal. In 
turn the probability of potential crash is minimized and the safety is maintained. The throttle is attuned as 
per the calculated velocity of the automobile. The reaction time of the ACCS is considered very critical due 
to the velocity variation of the system. Currently, a number of features are added due to the revolution of 
recent technologies e.g., all the control operations such as the speed control, the attainment of last run 
speed, deactivate the speed after brakes etc. by pressing the buttons [1]. Moreover these features are 
common in automotive vehicles. The automobile vendors are moving towards designing of automatic 
vehicles. ACCS is used to provide safety, traffic fluency and also reduces fuel consumption [2, 3]. Moreover, 
cruise control system helps in avoiding collisions between vehicles, better traffic management, reducing 
travel time and lower consumption of fuel by maintaining desired speed [4, 5]. 
Various control methods applied to cruise control system is found in literature [6-16] including 
conventional PID, state space, fuzzy logic, genetic algorithm (GA). In these control methods the objective 
is to find the values of proportional (Kp), integral (Ki) and derivatives (Kd) by optimizing the unit feedback 
function. 
This work is focused to optimize the PID controller parameters to obtain the best result for the cruise 
control system. Additionally, an unstable cruise control system is made stable by using the concept of 
Taylor series expansion. Owing to many advantage offered, the ALO is used to optimize the regulatory 
parameter as per the specification of the system. The ALO tuned PID controller, the first of its use for 
ACCS performs comparatively better than other reported methods in literature [17-19].  
The rest of the paper is organized as follows. Section 2 presents the description of the non linear cruise 
control model and its linearized version. Section 3 presents the brief overview of the ant lion optimizer 
optimization to make it self-content. In Section 4, result and discussion are presented considering 
application of ALO algorithm, effect of objective function, transient analysis, robustness analysis (bode 
analysis, complimentary sensitivity and controller sensitivity) and root locus analysis. Finally, this paper 
concludes briefly in Section 5. 
 
2. Description of Automobile Cruise Control System (ACCS) 
 
The ACCS is used to regulate the vehicle’s speed according to the driver’s reference command. The 
schematic block diagram of cruise control system considered in this paper is shown in Fig. 1. Here the 
cruise control system generates the desired amount of throttle input   so as to maintain the constant 
velocity (V) i.e. to follow the reference velocity      .  In order to maintain the constant velocity of the 
vehicle, the pedal actuator generates the desired amount of gas pedal depression (δ) when the road 
inclination angle      increases. The system dynamics is presented in Fig. 2. The nonlinear longitudinal 
dynamics of the vehicle may be written as [11]. 
 
     
  
  
       (1) 
 
where   is mass of vehicle and passenger,    is velocity of the vehicle,            
  is an 
aerodynamic drag,    is aerodynamic drag co-efficient,    is wind gust speed,           is climbing 
resistance or downgrade force,   is road inclination,    is engine drive force and g is the gravitational 
acceleration. 
Furthermore, the actuator of cruise control system is modeled as first order lag system i.e. 
   
  
    
 with 
saturation block having saturation limit       and      ,where   is the actuator constant, T is the time of 
observation and   is the reaction time of the driver. The engine drive force can be written as  
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Linearized  model of cruise control system: 
 
For making the design of controller easy, one must have linearized model for the vehicle system to start 
with. By considering all initial conditions and disturbances i.e.            , the nonlinear Eq. (1) and 
(2) can be converted to 
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Fig. 1. Block diagram of cruise control system [11]. 
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Fig. 2. Dynamic model of automobile [11]. 
 
However, from the above two equations, it is observed that the non-linearity still exists due to the 
quadratic term in Eq. (3). The non-linearity is eliminated by using Taylor’s series expansion. Let the non-
linear Eq. (3) and (4) be represented as 
 
  ̇                  (5) 
 
where   is the state vector defined as          
 , u is the control input vector, y is the output vector 
which is equal to the velocity. Let                 , where (     ) is the equilibrium or 
operating point and    and    is the small deviation around the operating point. The linearized system 
then becomes 
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The transfer function      can be directly obtained from the above state space matrices (6) and (7) as  
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Now, with the operating point  = 30 km/hr and from Table 1, the value of system matrices and the 
plant transfer function G (s) are  
 
A=[
              
         
]; B= [
 
   
] ;        . 
 
 G(s) 
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Table 1. Model parameters considered [11]. 
 
Symbol Value Units 
C1 743 - 
Ca 1.19 N/(m/sec)2 
M 1500 Kg 
  0.2 sec 
T 1 Sec 
Fdmax 3500 N 
Fdmin -3500 N 
g 9.8 m/sec2 
 
3. Overview of Ant Lion Optimizer 
 
Ant Lion Optimization technique is the one of the nature inspired optimization algorithm for solving the 
uni-dimensional as well as multidimensional optimization problem. This algorithm was proposed by 
Mirjalili (2015) [20]. This algorithm is encouraged by the hunting activities of the grey antlions in nature 
and basically their favorite preys are ants shown in Fig. 3. A cone shaped pit is created by the antlions 
and they hides its larvae under beneath the bottom of cone shaped pit to trap the ant. The edge of cone 
is made sharp such that the ant can easily falls into the bottom. Once the preys trapped into the cone, 
then the antlion throws the sand towards the edge of the cone which makes the prey incapable to escape 
from the trap. After that the antlion consumes the prey and prepares another pit to trap next prey. The 
above described hunting nature of antlion is explained in five stages such as the random walk of ants, 
building traps, entrapment of ants in traps, catching preys, and re-building traps. As ALO mimics the 
hunting activity of antlion, so this optimization governed by the following certain conditions [20]. 
 
1. Ants move in random walks about the search space. 
2. The traps of the antlions are influenced by random walks. 
3. Antlions can construct their pit according to their fitness value. The fitness value determines the  
pit size. 
4. Antlion with higher fitness value i.e larger pit have maximum chance to catch the ants. 
5. In each iteration, an ant is caught by a fittest antlion. 
6. In order to trigger the sliding behavior of ants towards antlions, the assortment of random walk 
of ant is adjusted in  decreasing order. 
7. If the fitness value of ant is more than that of an antlion, which means that it is captured by the 
antlion. 
8. After each hunt step, the position is changed by antlion and they build a new improved pit for 
traping another prey. 
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In addition, the antlion optimization has four matrices which store the position and fitness of ant and 
ant lions. The position of ants is saved in a matrix during the optimization process. The position of ants is 
shown in the position matrix (Mant), where n is the number of ants and d is the number of variables or 
dimensions. In addition, by considering the position matrix, the fitness (objective) function of each ant is 
evaluated and stored in a fitness matrix named as MFA, where n represents the populations of ants, f is the 
fitness or objective function and d denotes the number of variables. 
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Moreover, the antlions are hiding somewhere in the search space, so the position and the fitness value 
are also stored in the matrices Mantlion and MFAL respectively. Here n refers to the number of antlions and d 
refers to the number of variables. 
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The five major steps for the optimization method and their mathematical descriptions are mentioned 
below [20]. 
 
1. Random walks of ants  
 
For modelling purpose of the hunting behavior of the antlion, the antlion and ant should have 
interaction with each other. For this the ants are required to move in the search space for food and shelter 
and antlions are hunted the ants by using their traps. Because oalif the stochastic movement of ants for 
searching of foods, a random walk is chosen for modeling of ant movements as follows, 
 
                                          (10) 
 
where cusum calculates the cumulative sum, n indicates the maximum numbers of iteration; t is the steps of 
random walk and      is the stochastics function defined as below: 
 
      {
             
             
 (11) 
 
where rand is a random number generated with uniform distribution in the interval 0 to 1. 
The mathematical representation of normalized random walk of ant is given by following equation [20]: 
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where    is the minimum of random walk of ith variable,    indicates the maximum of random walk of the 
ith variable,   
  is the minimum of the ith variable at tth  iteration and similarly   
  is the maximum of the ith 
variable at tth  iteration. 
 
2. Building trap 
 
The mathematical modeling of antlion’s hunting capability is influenced by a roulette wheel. The ALO 
method uses the roulette wheel function to search the fittest antlion during the optimization process. This 
process filters the best antlion with higher probability for catching the prey. 
 
3. Entrapments of ants in traps  
 
As discussed above, the random walk of ants are influenced by the traps of the antlions. Therefore the 
mathematical relationship for this assumption is expressed by the following equation 
 
   
          
     (13) 
   
          
     (14) 
 
where vector   and   are the hypershere of randomly walked ant and around the selected antlion 
respectively.   and    indicates the minimum and maximum value of all the variable at  tth  iteration 
respectively. Similarly   
  and   
  are minimum and maximum of the ith variable at tth iteration respectively. 
 
4. Sliding ants towards the antlion 
 
Once the antlion realized that the ant is in the trap, it throws the sand towards the edge of the pit 
through its mouth which makes the ant trap inside the pit. This behavior of antlion is modeled by the 
following equation  
 
    
  
 
 15) 
    
  
 
 (16) 
 
where I indicates the ratio described in Eq. (13),   and    are the minimum and maximum values of all the 
variables at tth  iteration respectively. 
 
      
 
 
 (17) 
 
where t is the current iteration, T is maximum number of iteration and  is the constant depending on the 
current iteration. The above two mathematical equations represent the sliding process of ant into the pit. 
 
5. Prey catching and rebuilding the trap 
 
When the ant is caught by the antlion, it is considered as the final stage of hunt. This behavior of 
antlion is described by the Eq. (18) where the fitness value of ant is more than the fitness value of antlion. 
In this situation ant is consumed by the antlion. Then the antlion is updated with its position or build a new 
trap to catch a new prey.  
 
         
      
           
             
  (18) 
 
where t is the current iteration,         
  indicates the position of the selected jth antlion at tth iteration and 
    
  shows the position of  ith ant at tth  iteration. Function     indicates the fitness value of ant and 
antlion.  
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6. Elitism  
 
Elitism is the significant feature which allows the algorithm to obtain best solution at every step of the 
optimization procedure. During the ALO algorithm iteration, the preeminent antlion is obtained and saved 
as an elite. Since the elite one influences the movement of all the ants during the iterations, consequently, it 
is considered that every ant moved randomly around the selected antlion and elite simultaneously and is 
given by the given equations 
 
     
  
  
    
 
 
 (19) 
 
where   
  is the random walk around the selected antlion at tth iteration,    
  indicates the random walk 
around the elite tth iteration and      
  shows the position of ith ant at tth iteration. The steps for the 
algorithm are given in Table 2. 
 
 
 
Fig. 3. Hunting nature of antlion [20]. 
 
The ALO has shown high performance in solving the classical optimization problem. ALO converges 
rapidly towards the optimum with the help of exploitation. It has algorithm that has a high intensity of 
exploration which helps it to explore the capable regions of the search space. Furthermore, the local optima 
avoidance of this algorithm is satisfactory since it is able to avoid all of the local optima and approach the 
global optima. The algorithm provides better results in comparison with PSO, DE and other meta-heuristic 
algorithms [17-19]. 
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Table 2. Main steps of ALO algorithm. 
 
Input: number of search agents, maximum iteration 
Output: Best Score and Best Positions 
 
Initialize the ant and antlion population randomly 
Calculation of fitness of ant and antlion and determination of elite (E) 
While (t< maximum iteration) 
For each ant(search agent) 
      Select an antlion based on Roulette wheel 
      Update the minimum value and maximum value of tth iteration 
      Random walk creation and normalization based on Min-Max normalization 
      Update the position of ants  
End for 
Calculate the fitness of all search agents 
Replace an fitter ant lion 
Update elite if antlion is better than elite 
t=t+1 
End While 
Return E 
 
4. Implementation and Analysis 
 
4.1. Problem Formulation 
 
ALO algorithm tuned PID Controller for an ACCS system is shown in Fig. 4. The self tuning PID is 
considered as controller for the ACCS system because of its proven advantages. The PID controller 
parameters are tuned by classical PID, state space, GA, Fuzzy Logic and ALO algorithms. During the 
evolutionary algorithms, the upper and lower bounds of different parameters are chosen as 3< Kp <4, 
0.1<Ki<0.25, 3<Kd<4 [10]. The number of iterations and population size for ALO algorithm are 1000 
and 100 respectively. For all objective functions, the numbers of iteration and population size remain same. 
The objective functions for these algorithms are the various time domain integral performance indices 
which are represented by Eq. (20)-(24). Optimum values of the controller can be calculated by minimizing 
the indices functions. The objective function is chosen for minimizing the time response characteristics 
due to the dependency of error on time. 
 
(a) Integral Absolute Error (IAE) 
           ∫         
 
 
 (20) 
(b) Integral Square Error (ISE) 
    =ISE =∫   
  
 
       (21) 
(c) Integral of Time multiplied Absolute Error (ITAE) 
    =ITAE=∫       
 
 
    (22) 
(d) Integral of time multiplied Square Error (ITSE) 
   =ITSE=∫    
       
 
 
 (23) 
(e) Integral Square Time Multipied Square Error (ISTSE) 
   =ISTSE=∫    
       
 
 
 (24) 
The problem can be represented as 
 
Minimize J (25) 
Subjected to 
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Here, J is the objective function (                  ) 
and e(t) is the error          
 
From the various performance indices, the optimal gains of the controller obtained are presented next 
section.  
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Fig. 4. The block representation of ALO tuned PID controller for ACCS system. 
 
4.2. Proposed ALO-Based PID Parameter Design  
 
In order to design an optimal PID gains, here different objective functions such as ISE, IAE, ITSE, ITAE 
and ISTSE are used. The best parameters of ALO tuned PID controller for above defined different 
objective functions are shown in Table 3. The step responses of linearized compensated system (shown in 
Fig. 4) for different optimal objective functions is shown in Fig. 5. From Fig. 5, it is evident that the 
controller parameters obtained from optimal ISE objective function yield better transient performance than 
other objective function. Thus the closed loop transfer function of the ACC system with the optimal PID 
parameter is given by 
 
 
      
        
 
                              
                                                
 (26) 
 
Comparison with existing result  
 
A comparative analysis of proposed ALO-PID algorithm with other recent published methods such as 
state space, fuzzy logic [7], genetic algorithm (GA) [10] and conventional PID techniques [6] are shown in 
Table 4. The comparative analysis are based on the transient performance, e.g., rise time (  ), settling time 
(  ), peak time (  ), maximum overshoot (%  ) and steady state performance i.e. steady state error (   ). 
It is clear from Table 4 that the proposed ALO optimized PID controller shows better result as compared 
to GA, Fuzzy Logic, state space, and conventional PID methods in terms of transient and steady state 
performance. The step response for the cruise control system by using conventional, state space, fuzzy 
logic, genetic algorithm and the proposed ALO tuned PID controller is shown in Fig. 6. It is evident from 
Fig. 6 that the fuzzy-PID controller and GA tuned PID controller achieve better performance than the 
conventional and state space based PID controller. It is verified through simulation that, the fuzzy-PID 
and GA tuned PID achieve those performance by using high gain feedback which increases the control 
input.  On the other hand, the proposed ALO tuned PID controller further improves the transient and 
steady state performance by even satisfying low gain feedback which makes the control input within the 
safe limit. 
 
Table 3. ALO-PID controller ACCS parameters for various objective functions. 
 
Parameters/Objective 
Function 
IAE ISE ITAE ITSE ISTSE 
Kp 3.6112 3.8996 3.3498 3.7284 3.5603 
Ki 0.12005 0.1705 0.21902 0.17362 0.13408 
Kd 3.4743 3.9551 3.6732 3.5161 3.4155 
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Fig. 5. Step response of the PID- Cruise Control System with different objective functions. 
 
 
Fig. 6. The step response of the ACCS for different algorithms. 
 
Table 4. Various tuning methods with performance parameter values. 
 
Control Methods in 
Cruise Control System 
   
(sec) 
  (sec) %       
PID [8] 5.5 1.7 10.2 0.01 
State Space 2.1 2.8 0 0.01 
Fuzzy Logic 1.167 3.2 5 0.01 
GA [8] 0.945 1.46 1.14 0 
ALO-IAE 0.9060 1.4269 0.544 0 
ALO-ISE 0.8161 1.258 0.1093 0 
ALO-ITAE 0.9695 2.21 0.1228 0 
ALO-ITSE 0.8895 1.3828 0.9442 0 
ALO-ISTSE 0.925 1.46 0.4569 0 
 
4.3. Root Locus Analysis 
 
The root locus curves for cruise control system tuned by ALO algorithm is shown in Fig. 7. The values for 
closed loop and damping ratio of ALO-PID ACC system are given in Table 5. It has been observed that 
the closed loop poles reside to the left half of the s-plane. Hence, we can say the closed loop system is 
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stable. It is understandable from the results depicted in Table 6 that the conjugate poles obtained from 
ALO algorithm are more to the left on the s-plane and has highest damping ratio. 
 
 
Fig. 7. Root locus curve of the ALO-PID cruise control system. 
 
 
Table 5. Root locus analysis of ALO-PID ACCS. 
 
ALO-PID 
Closed Loop Poles Damping Ratio 
-2.55+1.92i 0.798 
-2.55-1.92i 0.798 
-0.0458 1 
-0.904 1 
 
4.4. Bode Analysis 
 
The frequency response analysis by using bode plot for ALO tuned PID for the ACC system is shown in 
Fig. 8. In Table 6, the bandwidth, delay margin, phase margin and peak gain are presented for the ALO 
algorithm. In addition, the values have been compared with GA [10]. From bode plot, the minimum peak 
gain, maximum phase margin, delay margin and bandwidth are obtained. Therefore we conclude that, the 
ALO algorithm results the best frequency response. 
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Fig. 8. Bode plot of the ALO-PID ACCS. 
 
 
Table 6. Bode analysis. 
 
Algorithms Peak Gain 
(dB) 
Phase Margin 
(deg) 
Delay Margin 
(s) 
Bandwidth 
ALO 0 180 Inf 2.63 
GA [10] NA 71.5 Inf NA 
 
 
4.5. Robustness Analysis 
 
The robustness of a system is better captured by the singular value plots of the following transfer function: 
Sensitivity function       
 
      
 , Complementary function       
    
      
, Controller 
sensitivity        , where                is the loop transfer function and      is the PID controller. 
For the better robustness, the peak of the above transfer functions i.e.               should be as small as 
possible (less than 2 or 6 dB) and at the same time, the gain of the sensitivity function should be less in low 
frequency region and for complementary sensitivity function, the gain should be less at high frequency 
region. As shown in Fig. 9 (a)-(c) the peak of the sensitivity is 1.23, complementary sensitivity is 0.96 and 
there is no peak (within the frequency range 101 to 103 rad/sec) in controller sensitivity plot. Therefore 
from the above parameter values, we can conclude that the close loop system is robust against any 
disturbances such as input output disturbances, parametric uncertainty etc. 
DOI:10.4186/ej.2017.21.5.347 
ENGINEERING JOURNAL Volume 21 Issue 7, ISSN 0125-8281 (http://www.engj.org/) 359 
 
(a) Sensitivity analysis of ACCS tuned by ALO 
 
(b) Complementary sensitivity analysis of ACCS tuned by ALO 
 
 
(c) Controller sensitivity analysis of ACCS tuned by ALO 
 
Fig. 9. Different sensitivity plots for cruise control system. 
 
5. Conclusion 
 
This paper introduces a use of a recent optimization method named Ant Lion Optimizer to regulate the 
performance indices for automobile cruise control system. The ALO is used to evaluate the optimal 
tuning parameters for PID controlled cruise control system. The important contribution of the work 
includes: 
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(i) Comparison of application of six objective functions such as IAE, ISE, ITAE and ITSE, 
ISTSE in the process to obtain the control parameters. From the results, it is evident that 
the ISE is a better choice for PID to optimize the control parameters. 
(ii) In terms of convergence characteristics, ALO exhibits promisingly better results for PID in 
terms of rise time, settling time, overshoot and steady state error. 
(iii) The time domain analysis, frequency domain analysis and robustness analysis has been 
carried out for the proposed system to show the supremacy in performance of the proposed 
algorithm over other recently reported methods. 
 
The future scope of this work is the extension of the proposed method for design of a fractional order 
PID controller for an automobile cruise control system.  
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