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GENERATING TARGET PROBABILITY SEQUENCES AND EVENTS 
Vaignana Spoorthy Ella 
Abstract Cryptography and simulation of systems require that events of pre-defined probability 
be generated. This paper presents methods to generate target probability events based on the 
oblivious transfer protocol and target probabilistic sequences using probability distribution 
functions. 
Keywords Oblivious transfer, Probability distribution functions 
1. Introduction 
Generating target probability events has many applications in the area of system simulation, 
gaming, auction and key exchange (e.g. [1],[2]) as well as in cryptography, secure multi-party 
communication [3],[4]. The process by which nature generates probabilistic events is also of 
importance from a fundamental physics perspective [5]-[8] and that of neuroscience [9],[10]. 
Binary sequences having specific target 0’s and 1’s probabilities play an important role in 
computing, coding, communications, and cryptography [11],[12] and there is continuing search 
for new techniques that generate random sequences.  
Here we present methods to generate target probability events based on the oblivious transfer 
protocol and target probabilistic sequences using probability distribution functions. 
1.1 Oblivious transfer protocol 
This protocol was introduced by Rabin [13]. In this protocol the sender sends a message to the 
receiver without knowing that which piece of information is being sent. The receiver receives 
that piece of information with certain probability. In general this probability would be ½. And 
the sender will never come to know whether the receiver received the message or not [14]-[17]. 
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They are many flavors of this protocol like Rabin’s protocol, “1-out-of-2 oblivious transfer”, “k-
out-of-n oblivious transfer” , and “n-out-of -n oblivious transfer”. Oblivious protocol based on 
key-exchange is provided in [18]. 
Generating probability events [7] has obvious applications in gaming as well a multiparty 
communications and electronic commerce. To determine if a given sequence satisfies 
randomness properties, one can use a variety of measures. 
1.1.1 If we have one message secret: 
 
Example 1.1.1.1 
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1.1.2 If you have two message secrets (1-out-of-2 Oblivious Transfer)          
 
 
 
      In this protocol Bob receives either ‘m0’ or ‘m1’ . However, Alice will not come to know 
whether Bob has received  ‘m0’ or ‘m1’,  but confirms either of them was received by Bob. 
1.1.3 Generalized Oblivious Transfer 
 The “k-out-of-n” type of oblivious protocols falls under generalized oblivious transfer. This 
protocol is very useful in secure multiparty communication. In k-out-of-n protocol, the 
sender will be having n messages and receiver has indexed ‘i’ using which he selects one of 
the k-sized subset from ‘n’ messages. However, the sender will not come to know which set 
of k messages receiver has chosen but confirms that messages were received by the receiver. 
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2. Generating Target Probabilistic Sequences 
Generating a random sequence if we have given 0’s and 1’s sourced and destination probabilities 
in the sequence are shown below.  
 
Here we know a, b, x and y. This is nothing but solving a quadratic equation and finding its 
solutions. We need to find p and q by solving the below equations 
X= a. p + b. (1-q) ---- (1) Y= a. (1-p) + b. q---- (2) 
      If we solve the above equations we get many combinations of p and q values as valid solutions. 
Choose one of the p, q values and use them to get the output sequence with required probability 
as follows 
Go through the input sequence considering one bit at a time. 
 If the input bit is ‘0’, toss a coin and see if the value is < p, then keep the ‘0’ as ‘0’ else 
change it to ‘1’. 
 If the input bit is ‘1’, toss a coin and see if the value is < q, then keep the ‘1’ as ‘1’ else 
change it to ‘0’. 
Example 1 Input: 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 Source Probabilities:        0’s: 1.0      1’s : 0.0   
 Target probabilities:         0’s : 0.3      1’s : 0.6 
Error-rate calculations 
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Error-percentage= (Estimated value-actual value)/actual value*100 
 
Graph 1 X-axis: iterations Y-axis: error-rate 
As the length of the sequence is small, getting target probabilities in few iterations is not 
possible. We may or may not get the target probabilities in all iterations irrespective of p and q 
values. 
 
Graph 2 Input sizes Vs. Number of iterations to achieve target probability 
3 Generating Target Probabilistic Events 
Here we see how to generate different probabilistic events. In general, the power ‘k’ should 
divide ϕ (N) and probability event generated is (k-1)/k. 
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Example 3.1.1 
 
Example 3.1.2 
 
3.2 Dividing into Sub groups 
       The nine cube roots of 1 may be written as numbers and their squares like [19], [20]:   
                  1, a, b, c, d, a
2
, b
2
, c
2
, d
2 ≡ 1, a, a2; 1, b, b2; 1, c, c 2; 1, d, d2 
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       Example 3.2.1 Consider 1, 9, 81; 1, 16, 74; 1, 22, 29; 1, 53, 79  
      Now let Bob pick one of these four sets. Then chances of Bob receiving ‘m’ is ¼. In general 
for ‘r’ subgroups of equation mk ≡ c (mod N) corresponding probability of 1/(r+1) [3] 
3.3 Generalization to get target probability 
      3.3.1 Concept of serial probability Network 
 
      Probability of ½ if repeated ‘n’ times serially produces 1/2n probability. Likewise, probability 
of (k-1)/k if repeated ‘n’ times produces a final probability of [(k-1)/k] n. Keeping this 
concept in mind we can generate the target probabilities as follows. 
     Example 3.3.1.1 
      If we want target probability as 3/7 we can write it as ¾ * ½. Now ¾ probability can be 
obtained using m
k
 ≡ c (mod N) where k=4, similarly ½ probability can be obtained using 
k=2. 
      Example 3.3.1.2  
      Target probability of 3/7 can be achieved if we write 3/7 as 3/6 * 6/7. Here 3/6(=½) can be 
obtained for k=2 and 6/7 can be obtained for k=7 
      Example 3.3.1.3  
Target probability of ‘1/100’can be achieved if we write 1/100 as 99/100 * 98/99 * ….½. In 
general, we can obtain target probability p/q using serial probabilities as shown below. 
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(q-1)/q * (q-2)/ (q-1) * ……till (p-i)/p. Where (p-i)/p = (k-1)/k for some integers i and k. 
4. CONCLUSIONS 
We have described methods of generating various probabilistic events that have many potential 
applications.   These methods will be useful in solving polynomial time computable function 
without using any additional primitives, quantum oblivious key distribution, secure multi-party 
computation, and so on.  
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