Abstract. We use combinatorial description of bases of Feigin-Stoyanovsky's type subspaces of standard modules of level 1 for affine Lie algebras of types A to obtain character formulas. These descriptions naturally lead to systems of recurrence relations for which we also find solutions.
Introduction
Principal subspaces were introduced by B.L. Feigin and A. Stoyanovsky in [FS] where they gave a construction of bases of standard modules L(Λ) consisting of semi-infinite monomials and monomial bases of their principal subspaces, and also calculated characters of both principal subspaces and the whole standard modules for affine Lie algebrag of type A (1) 1 . A similar approach was used by M. Primc in [P1,2] where he constructed semi-infinite monomial bases for all standard modules for affine Lie algebras of type A (1) ℓ and for basic modules L(Λ 0 ) for any classical affine Lie algebra. Instead of principal subspaces of Feigin and Stoyanovsky, Primc used so-called Feigin-Stoyanovsky's type subspace. Later, in [FJLMM] it was noted that bases of Feigin-Stoyanovsky's type subspaces from [P1] were parameterized by (k, ℓ + 1)-admissible configurations which were studied in [FJLMM] , [FJMMT1, 2] .
G. Georgiev generalized Feigin-Stoyanovsky's results to a certain class of standard modules for affine Lie algebras of type A
(1) ℓ (see [G] ). In the proof of linear independence, Georgiev used intertwining operators between standard modules. S. Capparelli, J. Lepowsky and A. Milas in [CLM1, 2] used intertwining operators to obtain exact sequences of principal subspaces and recurrence relations for their characters. This approach was further investigated in [C1,2] and .
Motivated by Georgiev's and Capparelli-Lepowsky-Milas' way of using intertwining operators, Primc in [P3] gave a simpler proof of linear independence of bases from [P1] , and in [T1,2] and [B1,2] 2 -case, which agreed with formulas from [FJMMT1, 2] .
In this paper we use combinatorial description of bases of Feigin-Stoyanovsky's type subspaces of standard modules of level 1 from [P2] , [T1] and [B1] to obtain character formulas. These descriptions naturally lead to systems of recurrence relations for which we also find solutions.
Let g be a simple complex Lie algebra, h ⊂ g its Cartan subalgebra, R the corresponding root system. Let g = h + α∈R g α be a root decomposition of g. Fix root vectors x α ∈ g α . Let ·, · be a normalized invariant bilinear form on g, and by the same symbol denote the induced form on g * . Let Π = {α 1 , . . . , α ℓ } be a basis of the root system R, and {ω 1 , . . . , ω ℓ } the corresponding set of fundamental weights. Fix a minuscule fundamental weight ω and set Γ = {γ ∈ R | γ, ω = 1}, g 1 = α∈Γ g α . The set Γ is called the set of colors.
Letg = g ⊗ C[t, t −1 ] ⊕ Cc ⊕ Cd be the associated affine Lie algebra, where c is the canonical central element, and d is the degree operator. Elements x α (r) = x α ⊗ t r are fixed real root vectors. Letg 1 = g 1 ⊗ C[t, t
−1 ], a commutative Lie subalgebra with a basis {x γ (−r) | r ∈ Z, γ ∈ Γ}. Let L(Λ) be a standardg-module of level 1, with a fixed highest weight vector v Λ . A Feigin-Stoyanovsky's type subspace of L(Λ) is ag 1 -submodule of L(Λ) generated with v Λ ,
For the Lie algebra g of type A ℓ it was shown in [P2] and [T1] that monomial vectors xv Λ , where x = x γn (−r n ) · · · x γ1 (−r 1 ), γ i ∈ Γ, r i ∈ N, such that x satisfy certain combinatorial conditions called difference and initial conditions, constitute a basis of W (Λ). The analogous fact was proved in [P2] and [B1] for g of type D ℓ .
To obtain character formula when Lie algebra g is of type A ℓ , we first consider two particular cases, when ω = ω 1 and ω = ω ℓ ; these are the cases that were considered in [P1] , [FJLMM] , [FJMMT1, 2] and [J1-3], but for higher-level modules. For every h-weight subspace of W (Λ), we construct a bijection between the basis of that subspace and products of partitions of certain length. This gives formulas (7) and (8) for the character of W (Λ), that were already known (e.g. in [J3] ). In the case ω = ω m , 1 < m < ℓ, the set of colors Γ can be decomposed into a product of "rows" and "columns". The sets of rows and columns can be regarded as sets of colors for the two particular cases that have already been considered. For a given h-weight subspace of W (Λ), we consider its basis elements xv Λ , where
To every such basis element we can attach its path p(x) = (γ n , . . . , γ 1 ), and conversely, to every path p we can attach a basis element x(p) that will be minimal in some sense. By the decomposition of Γ, for every path p in Γ, we have the corresponding paths of rows and columns. We use character formulas for the two particular cases to find "graded cardinality" of the set of "minimal" monomials for paths corresponding to the given h-weight. From this we obtain formula (21) for the character of W (Λ).
When Lie algebra g is of type D 4 , we decompose the set of colors into two subsets that correspond to the cases A 2 , with ω = ω 2 , and A 3 , with ω = ω 2 . We use character formulas (7) and (21) for the latter cases to obtain character formula (64) in the D 4 -case.
Both in A ℓ and D 4 cases, descriptions of combinatorial bases naturally lead to systems of recurrence relations. We can find solutions of these systems in a similar way to the one we used for calculating character formulas of Feigin-Stoyanovsky's type subspaces.
The outline of this paper is as follows: in Section 2 we introduce basic definitions. In Section 3 we find character formulas in the A ℓ -case. We also find solutions of the corresponding system of recurrence relations. In Section 4 we do the same thing in the D 4 -case.
Feigin-Stoyanovsky's type subspace
Let g be a simple finite-dimensional Lie algebra. Let h ⊂ g be a Cartan subalgebra of g and R the corresponding root system. Fix a basis Π = {α 1 , . . . , α ℓ } of R. Then we have the root decomposition g = h ⊕ α∈R g α and the triangular decomposition g = n − ⊕ h ⊕ n + . Let θ = k 1 α 1 + · · · + k ℓ α ℓ be the maximal root. Let ·, · be a a normalized invariant bilinear form on g such that θ, θ = 2; we identify h with h * via ·, · . For α ∈ R let α ∨ = 2α/ α, α denote the corresponding coroot. Also for each root α ∈ R fix a root vector x α ∈ g α . Let {ω 1 , . . . , ω ℓ } be the set of fundamental weights of g, ω i , α j = δ ij , i, j = 1, . . . , ℓ. Denote by Q = ℓ i=1 Zα i the root lattice, and by P = ℓ i=1 Zω i the weight lattice of g. Denote by P + = ℓ i=1 Z ≥0 ω i the set of dominant integral weights. Letg be the associated untwisted affine Lie algebra,
with commutation relations
where 
Weight ω ∈ P is said to be minuscule if ω, α ∈ {−1, 0, 1} for α ∈ R. A dominant integral weight ω ∈ P + is minuscule if and only if ω, θ = 1. Fix a minuscule weight ω ∈ P . Set
is a Z-gradation of g. Subalgebras g 1 and g −1 are commutative. We call elements γ ∈ Γ colors and the set Γ the set of colors.
The Z-gradation of g induces the Z-gradation of affine Lie algebrag
Again,g −1 andg 1 are commutative subalgebras. Setg
Let g be a simple finite-dimensional Lie algebra of type A ℓ . In this case all fundamental weights are minuscule. Fix a minuscule weight ω = ω m , m ∈ {1, . . . , ℓ}. The set of colors Γ is parameterized by two sets of indices
and thus we can think of it as a rectangle with rows ranging from 1 to m, and columns ranging from m to ℓ (see Figure 1 in [T1] ). By x ij ∈ g we denote the fixed root vector corresponding to the color (ij). Linear order < on the set of colors Γ is defined as follows:
On the set of variablesΓ we define a linear order by:
Since the algebrã g 1 is commutative, we assume that variables in monomials from C[Γ] are sorted ascendingly from left to right. Let L(Λ k ), k = 0, . . . , ℓ be a standardg-module of level 1. We use a description of a combinatorial basis of W = W (Λ k ) from [P2] and [T1] . Define an energy function E : Γ × Γ → {0, 1, 2} by
We say that a monomial
satisfies difference conditions, or DC for short, if
We say that x satisfies initial conditions for L(Λ k ), or IC for short, if either r 1 ≥ 2 or r 1 = 1 and either
, define weight and degree by
A nondecreasing sequence of nonnegative integers λ = (λ 1 , . . . , λ n ), 0 ≤ λ 1 ≤ · · · ≤ λ n is called a partition of length at most n. The sum |λ| = i λ i is called weight of λ. Denote by π n the set of partitions of length at most n.
For a monomial
and a partition λ ∈ π n define monomials
We emphasize that the monomial x is assumed to be sorted ascendingly from left to right. Note that if x satisfies difference and initial conditions, then the variables in x are sorted ascendingly from left to right.
3.1. Character formula in the case ω = ω 1 or ω = ω ℓ . Consider the second case, ω = ω ℓ ; the first case can be treated analogously.
The set of colors in this case is Γ = {(1ℓ), . . . , (ℓℓ)}. For simplicity, we write (i) and x i instead of (iℓ) and x iℓ , for i = 1, . . . , ℓ. The formula (2) for the energy function in this case takes a simpler form:
The following lemma is obvious Lemma 2. A monomial x satisfies DC if and only if x +▽ satisfies DC'.
, and reorder variables so that they are sorted ascendingly from left to right. Then obviously x(λ) satisfies DC' and IC for L(Λ k ). Hence, by lemma 2,
. We have proved Theorem 3. The map
As a consequence, we have
Remark 5. Analogous formula can be obtained in the ω = ω 1 case; for n 1 ≥ n 2 ≥ · · · ≥ n ℓ ≥ 0 we have
. . , ℓ of types A m and A ℓ−m+1 , respectively. We regard α 1 , . . . , α m and α m , . . . , α ℓ as root bases, and ω 1 , . . . , ω m and ω m , . . . , ω ℓ as fundamental weights for these subalgebras. Also, we regard Λ 0 , Λ 1 , . . . , Λ m and Λ 0 , Λ m , . . . , Λ ℓ as fundamental weights for the corresponding affine Lie algebras. It will be clear from the context when the symbols
. . , ℓ denote the standard module and the corresponding Feigin-Stoyanovsky'y type subspace for g, when for g ′ and when for g ′′ . The set of colors Γ is parameterized by two sets of indices -the set of row-indices Γ 1 = {1, . . . , m} and the set of column-indices Γ 2 = {m, . . . , ℓ}. We regard these two sets as sets of colors for g ′ and g ′′ , for the choice of minuscule weight ω = ω m in both cases. Energy functions for Γ 1 and Γ 2 are
We consider the case W = W (Λ 0 ) in detail, the other cases work in the analogous manner.
A path is a finite sequence of colors p = (γ n , . . . , γ 1 ). The number l(p) = n is called length of p. The sum w(p) = γ 1 + · · · + γ n is called weight of p.
To each monomial
Conversely, to a fixed path p = (γ n , . . . , γ 1 ) we attach a monomial
This is the "minimal" monomial of path p that satisfies difference and initial conditions for L(Λ 0 ). By this we mean that if λ = (λ 1 , . . . , λ n ) ∈ π n is a partition of length at most n, then the monomial (x(p))(λ) = x γn (−r n − λ n ) · · · x γ1 (−r 1 − λ 1 ) also satisfies difference and initial conditions, and all monomials of path p that satisfy difference and initial conditions can be obtained in this way. Fix 0 ≤ n 1 ≤ · · · ≤ n m ≥ · · · ≥ n ℓ ≥ 0 and set α = n 1 α 1 + · · · + n ℓ α ℓ . The argument from the preceding paragraph shows that
since l(p) = n m for a path p of weight α. Fix a path p = ((i nm j nm ), . . . , (i 1 j 1 )) in Γ of weight α. Then, by (1)
n ℓ = #{t|j t = ℓ}, n s − n s+1 = #{t|j t = s}, for s = m, . . . , ℓ − 1. (13) Denote by p 1 = (i nm , . . . , i 1 ) and p 2 = (j nm , . . . , j 1 ) the corresponding paths in Γ 1 and Γ 2 . Weights of p 1 and p 2 are α ′ = n 1 α 1 + · · · + n m α m and α ′′ = n m α m + · · · + n ℓ α ℓ . Conversely, if p 1 and p 2 are paths in Γ 1 and Γ 2 of weights α ′ and α ′′ , respectively, then the corresponding path in Γ will be of weight α (cf. (1), (12), (13)).
Let
) be like in (10). Then, by (3), (9) and (10), we have (14) r 1 = r
. . , n m . By induction, from this we obtain
This implies
Thus, from (11) we obtain we obtain
Λ0) (q) are character formulas for Feigin-Stoyanovsky's type subspaces W (Λ 0 ) for g ′ and g ′′ , respectively. Formulas (7) and (8) give
In other cases, when 1 ≤ k ≤ ℓ, the reasoning is similar, one only needs to slightly modify definitions of x(p), x(p 1 ) and x(p 2 ) by setting
In the first case, x(p), x(p 1 ) and x(p 2 ) are the smallest monomials of paths p, p 1 ,p 2 , that satisfy difference and initial conditions for L(Λ k ), L(Λ k ) and L(Λ 0 ), respectively. In the second case, these are the smallest monomials of paths p, p 1 , p 2 that satisfy difference and initial conditions for
3.3. Recurrence relations. We say that a monomial
satisfies IC ij if either r 1 ≥ 2 or r 1 = 1 and i 1 ≥ i, j 1 ≤ j. We say that a monomial x satisfies IC 0 if r 1 ≥ 2. Denote by
Note that
The following lemma is a direct consequence of difference and initial conditions:
; factorize x = x 2 x 1 so that x 1 contains all elements of degree −1 and x 2 contains elements of lower degree. Let
(ii) x ∈ B 0 if and only if x + ∈ B 1ℓ .
For α ∈ Q, define B 
(q). (27)
Proof: To prove the first relation note that if w(x) = α then d(x − ) = n m + d(x). The relation now follows from Lemma 7.
We also prove the second relation; the others are proved in a similar manner. Let . Together with (23), this gives the second row on the right hand side of (24). If r 2 ≥ 2, then, by difference conditions, x ∈ B α i,j if and only if r 2 ≥ 3 or r 2 = 2 and i 2 > i or j 2 < j. This is equivalent to saying that x + 2 ∈ B α−(ij)
i+1,j−1 . This gives the last row on the right hand side of (24).
Theorem 9. For ω = ω 1 or ω = ω ℓ , the solution of the system of recursions (23)- (27) is given by formulas (7) and (8). For ω = ω m , 1 < m < ℓ, the solution of (23)-(27) is given by
where we set n 0 = n ℓ+1 = 0.
Proof: For ω = ω 1 or ω = ω ℓ , the claim follows from (22). Let ω = ω m , 1 < m < ℓ. If i = 1 or j = ℓ, formula (28) is exactly the character formula for the corresponding Feigin-Stoyanovsky's type subspace (see (22)). If i > 1 and j < ℓ, we find χ α ij (q) similarly to the way we have computed characters in the previous subsection. We use the same notation as in subsection 3.2. For a path p, define monomials x(p), x(p 1 ) and x(p 2 ) by (15), but this time, instead of (14), we set
The difference from the previous case is that now formulas (16) and (17) fail for a path p that starts with a color (i 1 j 1 ) such that i 1 < i and j 1 > j. For such path, we have r 1 = r ′ 1 = r ′′ 1 = 2, so (16) does not hold for t = 1. This means that formula (17) calculates d(x(p)) as if r 1 = 3 instead of r 1 = 2, and the difference between the calculated and the actual degree for monomials of such path is equal to l(p) = n m .
Although we cannot use (19) to calculate χ α ij (q), we can "repair" the wrong character formula obtained from (19) by recalculating degrees of monomials that start with a color (i 1 j 1 ) such that i 1 < i, j 1 > j. Let
Denote by χ α Cij (q) and χ α Dij (q) the corresponding graded cardinalities. By observations above, we have
Since x ∈ C α ij if and only if x +r ∈ D α ij , for some r ∈ N, we have
Formula (28) now follows from (7) and (8) 
. . .
Define an order on Γ by setting: 2 > · · · > ℓ > ℓ > · · · > 2. Like in the previous section, this induces the order onΓ, and we assume that monomials from C[Γ] are sorted ascendingly from left to right. Let L(Λ k ), k = 0, 1, ℓ − 1 or ℓ, be a standardg-module of level 1, and set
We say that a monomial x = x γn (−r n ) · · · x γ1 (−r 1 ) ∈ C[Γ − ] satisfies difference conditions, or DC for short, if r t+1 −r t ≥ E(γ t+1 , γ t ). We say that x satisfies initial conditions for L(Λ k ), or IC for short, if either r 1 ≥ 2 or r 1 = 1 and γ 1 ∈ {2, . . . , ℓ − 1, ℓ}, for k = ℓ − 1, or γ 1 ∈ {2, . . . , ℓ}, for k = ℓ, or γ 1 ∈ {2, . . . , ℓ, ℓ, . . . , 2}, for k = 0. As before, define the set B W by (4).
Theorem 10 ([B],[P2]). The set {xv
From now on we assume that the algebra g is of type D 4 ; Γ = {2, 3, 4, 4, 3, 2}. Like in the previous section, we define weight and degree of monomials, and the character χ W (z 1 , z 2 , z 3 , z 4 , q) of W . Furthermore, for n 1 , n 2 , n 3 , n 4 ≥ 0 set α = n 1 α 1 + n 2 α 2 + n 3 α 3 + n 4 α 4 and define sets B By (29) and (32) we have
Therefore condition (34) is equivalent to
We first consider the case W = W (Λ 0 ). The other cases will be considered in the next subsection.
Set Γ ′ = {2, 4, 4, 2}, Γ ′′ = {3, 3}. Define we conclude that the sets of monomials satisfying difference and initial conditions coincide. Therefore we can deduce a formula for χ n1,n2,n3,n4 1 (q) from the character formula for W (Λ 0 ) for A 3 , ω = ω 2 . Let (38) α ′ = n 1 α 1 + n 2 α 2 + n 3 α 3 + n 4 α 4 = m 2 2 + m 4 4 + m 4 4 + m 2 2, for some m 2 , m 4 , m 4 , m 2 ≥ 0. By (29), we have (39) n 1 = m 2 +m 4 +m 4 +m 2 , n 2 = m 4 +m 4 +2m 2 , n 3 = m 4 +m 2 , n 4 = m 4 +m 2 .
Note from (12), (13) and (37) that parameters n 1 , n 2 − n 1 , n 2 − n 3 , n 3 from the case A 3 , ω = ω 2 , correspond to m 2 + m 4 , m 2 + m 4 , m 4 + m 2 , m 4 + m 2 from the Γ ′ -case, respectively. From (39) we see that in the Γ ′ -case these parameters are equal to n 4 , n 1 − n 4 , n 1 − n 3 , n 3 , respectively, and are independent of the particular choice of m 2 , m 4 , m 4 , m 2 . Moreover, n 2 = n 1 + (n 2 − n 1 ) from the case A 3 , ω = ω 2 , corresponds to n 1 = m 2 + m 4 + m 4 + m 2 from the Γ ′ -case. Hence, from character formula (20) for W (Λ 0 ) for the case A 3 , ω = ω 2 , we get
Similarly, we identify the set Γ ′′ with the set of colors from the case A 2 , ω = ω 2 (see Section 3.1):
for some m 3 , m 3 ≥ 0. Then, by (29),
From (13) and (41) we see that the parameters n 1 , n 2 −n 1 , n 2 from the case A 2 , ω = ω 2 correspond to n 4 , n 1 − n 4 , n 1 from the Γ ′′ -case. Hence, from character formula
The following procedure gives us a way to obtain a character formula for W from formulas (40) and (44). Set Γ e = Γ ∪ {2,4} andΓ e =Γ ∪ {x γ (−r) | γ ∈ {2,4}, r ∈ Z}. Define2 > 2 > 3 > 4 >4 > 4 > 3 > 2, and define the order onΓ e accordingly. Let x 1 ∈ B Γ ′ , x 2 ∈ B Γ ′′ . Denote by x 3 ∈ C[Γ e ] a monomial obtained from x 1 by replacing every pair x 2 (−r)x 2 (−r) with a pair x2(−r − 1)x2(−r), and every pair x 4 (−r − 1)x 4 (−r) with a pair x4(−r − 1)x4(−r). Set y = x +▽ 3 x +▽ 2 , and reorder variables so that they are sorted ascendingly from left to right. Set z = y −▽ ; note that pairs x γ (−r − 1)x γ (−r), γ ∈ {2,4}, from x 3 correspond to
be a monomial obtained from z by replacing every pair x2(−r − 1)x2(−r) inside z with a pair x 2 (−r)x 2 (−r), and every pair x4(−r − 1)x4(−r) with a pair x 4 (−r − 1)x 4 (−r).
Proposition 11. Let x, x 1 , x 2 be as above. Then x satisfies difference and initial conditions. Conversely, every monomial that satisfies difference and initial conditions can be obtained in this way.
Proof: Let x = x γn (−r n ) · · · x γ1 (−r 1 ). For t = 1, . . . , n − 1, consider factors x γt (−r t ) and x γt+1 (−r t+1 ). If γ t , γ t+1 ∈ Γ ′ or γ t , γ t+1 ∈ Γ ′′ then these two factors obviously satisfy difference conditions since they come from the two neighbouring factors inside x 1 or x 2 , respectively, and the above procedure did not change the difference between their degrees.
If γ t ∈ Γ ′ and γ t+1 ∈ Γ ′′ or γ t ∈ Γ ′′ and γ t+1 ∈ Γ ′ , then either r t+1 − r t = 1 and γ t+1 < γ t , or r t+1 − r t ≥ 2, which means that difference conditions are again satisfied.
Conversely, let x = x γn (−r n ) · · · x γ1 (−r 1 ) ∈ C[Γ − ] be a monomial that satisfies difference and initial conditions. Let x 1 and x 2 be monomials obtained by the reverse procedure. The claim will follow from the following simple observations that can be proved inductively from (30): (i) If γ t , γ t+1 , . . . , γ t+s ∈ Γ ′ , then r t+s − r t ≥ s − 1. Moreover, r t+s − r t = s − 1 if and only if s is odd and (γ t , . . . , γ t+s ) = (2, 2, . . . , 2, 2).
(ii) If γ t , γ t+1 , . . . , γ t+s ∈ Γ ′′ , then r t+s − r t ≥ s + q, where
First we show that x 2 satisfies difference conditions. Let x γ (−r), x γ ′ (−r ′ ) be two neighbouring factors inside x 2 . Assume that x γt (−r t ) and x γt+s (−r t+s ) are the corresponding factors inside x. If s = 1, then it is obvious that x γ (−r) and x γ ′ (−r ′ ) satisfy difference condition. If s > 1, then γ t+1 , . . . , γ t+s−1 ∈ Γ ′ and r ′ − r = r t+s − r t − s + 1. We need to show that either r t+s − r t ≥ s + 1 or r t+s − r t = s and γ > γ ′ . By (i) and (30) we have:
(45) r t+1 − r t ≥ 1, r t+s−1 − r t+1 ≥ s − 3, r t+s − r t+s−1 ≥ 1.
Moreover, if r t+s−1 − r t+1 = s − 3, by (i) we have γ t+s−1 = 2 and therefore r t+s − r t+s−1 ≥ 2. Hence, r t+s − r t ≥ s. Assume that r t+s − r t = s (this is the case when r ′ = r + 1). Then (45) and (30) If γ t+1 = 2 then r t+s−1 − r t+2 = s − 4, so from (i) we see that γ t+s−1 = 2. But this is in contradiction with (48). If γ t+s−1 = 2, then r t+s−2 − r t+1 = s − 4. By (i), this implies γ t+1 = 2 which is in contradiction with (47). So, if r t+s − r t = s, then γ t+1 , γ t+s−1 ∈ {4, 4}. By (46) and (48) we conclude that γ = γ t > γ t+s = γ ′ . Therefore x γ (−r) and x γ ′ (−r − 1) satisfy difference conditions.
In the same way we show that x 1 satisfies difference conditions. Let x γ (−r) and x γ ′ (−r ′ ) be two neighbouring factors inside x 1 . Assume that x γt (−r t ) and x γt+s (−r t+s ) are the corresponding factors inside x. Again, if s = 1, the claim is obvious. Assume s > 1. Then γ t+1 , . . . , γ t+s−1 ∈ Γ ′′ and r ′ − r = r t+s − r t − s + 1. We need to show that either r t+s − r t ≥ s + 1 or r t+s − r t = s and γ > γ ′ . By (ii) and (30) we have:
where q is defined in (ii). Therefore r t+s − r t ≥ s + q. If q = 0 and r t+s − r t = s, by (30), we must have γ t > γ t+1 > · · · > γ t+s−1 > γ t+s . Hence γ = γ t > γ t+s = γ ′ and r ′ = r + 1. We conclude that, in this case, x γ (−r) and x γ ′ (−r − 1) satisfy difference conditions. By using similar arguments we can show that x 1 , x 2 ∈ C[Γ − ], i.e. that factors of x 1 and x 2 have negative degrees. Hence, x 1 ∈ B Γ ′ and x 2 ∈ B Γ ′′ .
Let w(
Fix n 1 , n 2 , n 3 , n 4 ≥ 0 satisfying (36), and set α = n 1 α 1 + n 2 α 2 + n 3 α 3 + n 4 α 4 . Define m 2 , m 3 , m 4 , m 0 by (35). Define By (29) and (32) we have
Then, by Proposition 11, (35) and (49),
From (40) and (44) we obtain the following character formula:
Theorem 12.
Remark 13. For an algebra g of type D ℓ , let α = n 1 α 1 + · · · + n ℓ α ℓ be a weight that can be written as a non-negative linear combination of colors 2, . . . , ℓ, ℓ, . . . , 2. Set 0 = 2 + 2 = · · · = ℓ + ℓ = 2α 1 + · · · + 2α ℓ−2 + α ℓ−1 + α ℓ . Define m 2 , . . . , m ℓ , m 0 like in (33). Like in (34), we obtain the following condition on the coefficients m 2 , . . . , m ℓ , m 0 : (q) n1−n2+n ℓ−1 −n ℓ +2(i2+m (2) ) (q) n ℓ−1 −n ℓ +i2+m (2) (q) n1−n2+i2+m (2) (q) i2+m (2) · 1 (q) n1−n2+n ℓ−1 −n ℓ +i2+m (2) ℓ−2 j=3 1 (q) ij +m (j) (q) nj−1−nj +ij +m (j) · 1 (q) i ℓ−1 +m (ℓ−1) (q) n ℓ−2 −n ℓ−1 −n ℓ +i ℓ−1 +m (ℓ−1) , where f (α) = n 2 1 + · · · + n 2 ℓ − n 1 n 2 − · · · − n ℓ−3 n ℓ−2 − n ℓ−2 n ℓ−1 − n ℓ−2 n ℓ + ℓ−2 j=3 (i j + m (j) )(n j−1 − n j + i j + m (j) ) +(i ℓ−1 + m (ℓ−1) )(n ℓ−2 − n ℓ−1 − n ℓ + i ℓ−1 + m (ℓ−1) ).
4.2.
Character formulas for other level 1 standard modules and recurrence relations. For γ ∈ Γ, we say that a monomial
satisfies IC γ if either r 1 ≥ 2 or r 1 = 1 and either γ 1 ≤ γ if γ = 4, or γ 1 ∈ {2, 3, 4} if γ = 4. We say that a monomial x satisfies IC 0 if r 1 ≥ 2. Denote by For n 1 , n 2 , n 3 , n 4 satisfying (36), set α = n 1 α 1 + n 2 α 2 + n 3 α 3 + n 4 α 4 and define B x ∈ B 3 ⇔ x 1 ∈ B Γ ′ ;4,4,2 , x 2 ∈ B Γ ′′ , x ∈ B 4 ⇔ x 1 ∈ B Γ ′ ;4,2 , x 2 ∈ B Γ ′′ , x ∈ B 4 ⇔ x 1 ∈ B Γ ′ ;4,2 , x 2 ∈ B Γ ′′ ;3 , x ∈ B 3 ⇔ x 1 ∈ B Γ ′ ;2 , x 2 ∈ B Γ ′′ ;3 , x ∈ B 2 ⇔ x 1 ∈ B Γ ′ ;2 , x 2 ∈ B Γ ′′ ;0 , x ∈ B 0 ⇔ x 1 ∈ B Γ ′ ;0 , x 2 ∈ B Γ ′′ ;0 .
The proposition can be proved by arguments similar to the ones used in the proof of Proposition 11.
Fix n 1 , n 2 , n 3 , n 4 ≥ 0 satisfying (36), and set α = n 1 α 1 + n 2 α 2 + n 3 α 3 + n 4 α 4 . Define 1−q n 1 −n 2 +n 3 −n 4 +2i+2m ′ , for γ = 3, q n2 − q n1 (1−q n 3 −n 4 +i+m ′ )(1−q i+m ′ ) 1−q n 1 −n 2 +n 3 −n 4 +2i+2m ′ , for γ = 2, q n1 , for γ = 0.
