This note examines the instrumental variables method used by Neumark, Zhang, and Ciccarella (2005) to analyze Wal-Mart's effect on retail labor markets, and exposes major flaws in that methodology. Neumark, Zhang, and Ciccarella use an interaction between distance from Wal-Mart's headquarters and time effects to predict Wal-Mart's presence in a county, and find that each Wal-Mart store destroys, on average, approximately 200 retail jobs. These findings are in stark contrast to Basker (2005) who found a small, but positive and statistically significant, effect on jobs. I show that the IV estimates obtained by Neumark, Zhang, and Ciccarella confound Wal-Mart's causal effect with other factors. To illustrate the problem, I show that their methodology implies a large impact of Wal-Mart not only on retail employment but also on county manufacturing employment. Reduced-form estimates of the regressions show statistically and economically indistinguishable effects in counties with and without Wal-Mart presence, implying that other factors are most likely driving the results.
Introduction
Several recent papers have attempted to estimate the effect of Wal-Mart's entry and expansion on retail labor markets, noting the likely endogeneity bias of OLS estimates. Since Wal-Mart is more likely to enter thriving, growing markets than foundering, declining ones, OLS estimates that show a positive relationship between Wal-Mart's entry and retail employment cannot be interpreted causally. Basker (2005) attempts to circumvent this problem using an instrument that proxies for a store's initial planning date; she argues that while the exact timing of a store's opening can be manipulated to coincide with favorable conditions, planning is done sufficiently in advance that it is not likely to be endogenous to a growth spurt -or sudden decline -exactly coinciding with Wal-Mart's entry. Her results show a small but and statistically-significant long-run increase in retail jobs at the county level. A key limitation of this IV strategy is that the instrument (store planning date) is only defined for locations in which a Wal-Mart store was eventually opened, limiting inference about the impact of a Wal-Mart store on locations that have not received a store.
Two recent papers tackle this problem by noting Wal-Mart's spatial pattern of expansion (first noted by Graff and Ashton, 1994) , in growing concentric circles around Bentonville, Arkansas (the location of Wal-Mart's company headquarters). In independent work, Dube, Eidlin, and Lester (2005) and Neumark, Zhang, and Ciccarella (2005) (hereafter, NZC) exploit the fact that counties enter Wal-Mart's sphere at different times, depending on their distance from Northwestern Arkansas. Dube, Eidlin, and Lester focus on Wal-Mart's effects on retail workers' earnings, and distinguish between metropolitan areas (where they find a negative effect) and rural counties (where they find mixed results). NZC estimate WalMart's effects on both retail earnings and on retail employment; like Dube, Eidlin, and Lester, they find a negative effect on earnings, and also find a large and negative effect on retail employment.
The distance instrument is intuitively appealing since it is clearly exogenous to WalMart's entry, and is potentially much more powerful than the planning date used by Basker because it captures an "intent to treat" and therefore, in principle, allows estimating what Imbens and Angrist (1994) call a "local average treatment effect." This note, however, argues that the instrument is not valid because it is correlated with other spatial patterns. As a result, coefficient estimates from these IV regressions are not interpretable, and provide less information about Wal-Mart's effects than Basker's original estimates. I show that the distance instrument fails elementary robustness checks and leads to implausible results in counterfactual exercises, including a massive increase in a county's manufacturing employment.
Distance has been used as an instrument in several other contexts, always controversially.
In the macroeconomics literature, distance to the equator has been used to identify the effect of European settlement on development (see, for example Acemoglu, Johnson, and Robinson, 2001 ). While there is little doubt that distance is indeed exogenous, it may be correlated with other factors that affect outcomes, and if these are not -or cannot be -properly controlled, the instrumental-variables estimate confounds the effect of the mechanism of interest (European settlement, e.g.) with the effects of other mechanisms that are also correlated with the instrument. Sachs (2003) makes the argument, for example, that distance to the equator is correlated with the incidence of malaria, which can have a direct effect on economic growth.
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The same problem arises when distance to Benton County, Arkansas, is used to identify the effect of Wal-Mart's entry on employment and earnings outcomes. Benton County is located in the northwest corner of Arkansas, roughly equidistant from Los Angeles and Boston (1300 miles), and from Philadelphia and Phoenix (1000 miles). Population centers are gen-1 In labor economics, distance to schools has been used to identify the effect of schooling on earnings (see, e.g., Altonji, Elder, and Taber (2002) for Catholic schools, Maluccio (1998) for secondary schooling, Kane and Rouse (1993) for college). But in those cases the argument for exogeneity is weaker, because people can move to locate nearer to, or further from, a school; it is perhaps instructive that studies that use other instruments, such as compulsory schooling laws (e.g., Acemoglu and Angrist, 2000) find much smaller effects than studies using distance instruments. In contrast, the distance between counties, or countries, is fixed and not responsive to incentives.
erally located closer to the coasts; while the median county is 600 miles from Benton County, only four of the densest 30 counties in 1970 were located within 600 miles of Benton County.
If population density affected only the level of retail employment per capita, this problem could be addressed by using county fixed effects. But urban and rural areas specialize in different industries (Holmes and Stevens, 2004 ) and have been growing at different rates (Glaeser and Kohlhase, 2003) ; they are also quite likely to experience different economic cycles. These differential economic cycles -hitting at different times and with different magnitudes -could spuriously show up as differences due to Wal-Mart's expansion. I find some evidence that this, in fact, the case.
One standard approach to testing the validity of an instrument is to use overidentifying restrictions, but given the difficulty of finding plausible restrictions, I do not attempt this kind of test. There are, nevertheless, some standard tools that can be used to check instruments: counterfactual analysis being the most important. (Basker, 2005 , for example, estimates the effect of Wal-Mart's entry on employment in automobile dealerships and service stations, and in manufacturing, to help establish the validity of her instrument.) Another standard tool is robustness analysis: the validity of an instrument is called into question if results change dramatically when small changes are made to the sample or functional form. The distance instrument does not pass either of these tests.
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The rest of the note is organized as follows. Section 2 reviews Basker's (2005) and NZC's methodologies and summarizes their results.
3 Section 3 reports on my replications and 2 The first stage regressions are invariably strong as measured by F statistics, so the problem is unlikely to be the traditional "weak instruments" problem discussed by Staiger and Stock (1997) , Hahn and Hausman (2002) , and elsewhere. Rather, the issue is that the instrument appears to be correlated with the error term, resulting in biased and inconsistent IV estimates. The problem of invalid instruments is discussed in detail by Hahn and Hausman (2003) , who note that 2SLS estimates may be even more biased than OLS estimates when instruments are correlated with the error term. I ignore finite-sample bias in this note because sample sizes are fairly large (tens of thousands of observations).
3 I focus here on NZC rather than Dube, Eidlin, and Lester (2005) because NZC use County Business Patterns data, following Basker (2005) , and specifically consider the impact on jobs. Dube, Eidlin, and Lester use data from the Quarterly Census of Employment and Wages to estimate the impact on earnings only. Many, but not all, of the methodological issues discussed here apply also to Dube, Eidlin, and Lester (2005) . I do not consider the effect on earnings because without controls for worker and job characteristics, extensions of NZC's results, and discusses their sensitivity to sample definition and functional form. I also perform some counterfactual analyses and determine, for example, that their specification implies not only a loss of 50-300 retail jobs in a county but also an increase of 500-600 manufacturing jobs in the same county. This number is highly implausible given the fact that Wal-Mart's procurement is done on a national and international scale. Section 4 examines functional form problems in more detail and discusses possible explanations for the failure of the instruments. Section 5 concludes with new ideas for identification and lessons learned.
Review

Basker (2005)
Basker (2005) existed in a county in a given year, if stores had opened in the order in which they were numbered, holding the actual number of stores opening in each year fixed.
Basker argues that this instrument can also address endogeneity concerns, because planning is done too far in advance to foresee high-frequency employment fluctuations. Wal-Mart may take advantage of low-frequency trends in retail employment, however, which would bias any once-and-for-all estimate of Wal-Mart's impact on retail employment. To check this, Basker uses an event-study specification with a five-year window before and after WalMart's entry: the lead coefficients are intended to capture any trend in retail employment in the years preceding entry. Specifically, Basker estimates
is retail employment per capita in county j in year t, γ j and δ t are county and year fixed effects, respectively;
is the number of new Wal-Mart stores per capita in county j in year t, and
where L is the lag operator and F is the lead operator. Because both retail employment (on the LHS) and the Wal-Mart variables (on the RHS) are given in per-capita terms, the coefficient vector θ can be interpreted as jobs gained (or lost).
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Results from the OLS specification and the IV specification in which the counterfactual number of new Wal-Mart stores instruments for the actual number (inferred from store lists) are presented graphically in Figures 1 and 2 , respectively, reproduced from Basker (2005) . In each case, the solid line shows point estimates, and the dotted lines show the 95% confidence interval. The OLS coefficients are positive both before and after Wal-Mart's entry, and show an increase in the year before Wal-Mart's entry (year 0) as well as the year after entry, followed by a modest (and statistically insignificant) decline. The fact that employment appears to be increasing before Wal-Mart's entry is a cause for concern, because it suggests one of two problems with the estimation: measurement error in opening dates (so that some stores appear in store lists a year after they actually opened) or endogeneity.
In 2.2 Neumark, Zhang, and Ciccarella (2005) NZC attempt to address the endogeneity in both the location of Wal-Mart's stores and the timing of entry using Wal-Mart's geographic pattern of expansion as an instrument capturing "intent to treat." To illustrate the instrument, I show Wal-Mart's store locations in 6-year intervals -1977, 1983, 1989 and 1995 -in 
8,9
7 Holmes (2005) argues that this expansion strategy increased Wal-Mart's profitability due to savings associated with "economies of density."
8 The paper actually lists three samples, A, B, and C. I restrict my attention to Sample A because it is the largest, and the one the authors focus on for the purpose of addressing employment.
9 Data suppression is done to prevent disclosure of details regarding individual businesses. When data are suppressed, every data point is replaced with a range: e.g., 1-19 employees instead of 7 employees. Data suppression is more likely for small counties in which there are only a few retail establishments. Interestingly, Dube, Eidlin, and Lester (2005) , using an empirical strategy very similar to NZC's, but different data, find that Wal-Mart's impact on retail earnings is positive in rural counties, but negative in metropolitan counties, implying that the selection based on this suppression flag may not be innocuous.
NZC estimate
where all variables are as defined above, except the Wal-Mart variable, exposure jt , which I discuss below. The first stage regression is
where distance j is the distance in miles from county j to Benton County, Arkansas; the coefficient ρ t takes on a different value every year, allowing the effect of distance to change over time.
Some functional form differences between Basker's (2005) and NZC's analysis are driven by the nature of the instruments. Basker's instrument lends itself easily to a case-study specification, because it precisely predicts the opening date of stores; concerns about the imperfect nature of the instrument increase the importance of checking for increases in employment in the years leading to Wal-Mart's entry. Because Wal-Mart's expansion pattern consisted of "spreading out, then filling in" (Sam Walton, cited in NZC, page 3), simultaneously reaching new territory and adding stores in closer counties, NZC's instrument is not as fine tuned. They argue that separately identifying leads and lags of the entry variable is impractical because they are high correlated (footnote 39, page 28).
The Wal-Mart variable, "exposure," is defined as the sum of the ages of all Wal-Mart stores in the county. For example, if there are two stores in a given county, one five years old and the other twelve years old, the county's "exposure" to Wal-Mart is 5 + 12 = 17. This functional form restricts the additional effect of an existing Wal-Mart store in its 10th year of operation to be the same as the effect of an initial entry. 10 To interpret the results, NZC evaluate the predicted effect at the mean level of exposure in the sample. Equation (1) also constrains the effect of a store (or a year of exposure) to be constant per capita across small and large counties. While Wal-Mart stores vary in size, the range over which they vary is several orders of magnitude smaller than the range of differences in the size of counties; in practice, all the identification is coming from smaller counties.
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Interpreting the estimation results at the mean (by multiplying the coefficient by the average population in the sample), NZC's OLS estimates of Equation (1) estimates of the overall employment effects were implausibly large (and negative)" (footnote 39, page 28). I return to this point in Section 4. 11 In 1977, the 95th percentile county by population was 100 times larger than the 5th percentile county by population. Exact employment per Wal-Mart store is not known, but the difference is unlikely to be larger than 5-fold.
12 My sample includes 57,855 observations, or 3,045 counties over 19 years. NZC's "A sample" includes 51,274 observations. 261 counties have retail employment suppressed at some point during the sample period. Of these, 88 have a single instance of suppression, and another 56 have two instances each. In cases of data stores as endogenous RHS variables.
13 Results are shown in Panel A of Table 1; both OLS and IV results conform with those reported in NZC. Remaining differences are most likely due to the slightly altered sample.
Evaluating the OLS coefficients at the sample means of population (77,700) and exposure (9.6), the average effect of a Wal-Mart store, using the exposure measure, is estimated to be a gain of 143 retail jobs. IV estimates of the same specification imply a loss of 164 jobs. The corresponding figures for the specification using the number of Wal-Mart stores in the county are 105 jobs gained (OLS) and 462 jobs lost (IV). The large difference between the exposure and stores IV results is in keeping with NZC's contention that the stores specification results in "implausibly large" coefficients (footnote 39, page 28).
Normalization
Given the highly skewed distribution of both exposure and population, it is probably better to use median rather than means to evaluate the coefficients. The 1995 (the last year of the sample period) median exposure, conditional on at least one Wal-Mart store in the county, is 11; median sample population in 1995 is approximately 23,000. At the median, then, IV estimates for the exposure specification in Panel A of Table 1 
where Wal-Mart jt is either the number of Wal-Mart stores in county j at time t or county j's exposure to Wal-Mart (sum of store ages) as of time t. The coefficient φ is directly interpretable as the average effect of a Wal-Mart store on retail employment, or the average effect of one year of exposure to Wal-Mart, depending on the specification.
Focusing on the IV estimates, an average year of exposure leads to a loss of about 6 retail jobs (or about 67 jobs for the median county with a Wal-Mart store in 1995); the per-store effect is much larger -a loss of 283 jobs.
Counterfactual Analyses 3.3.1 Timing
Since the instrument is not precise enough to allow separate estimation of pre-and postentry effects, I employ an indirect test. I "pre-date" the opening of each Wal-Mart store by 2 years, and re-estimate Equations (1) and (3). Since two years of the pre-entry period are now confounded with the post-entry period, if the estimated decline in employment is due to Wal-Mart's entry and not other, coincident, factors, we should see estimated coefficients drop towards zero (as we would in any case of measurement error).
Results from this exercise are shown in Table 2 show a larger coefficient. Evaluated at the median 1995 population, the perturbed regression shows a loss of 6.5 rather than 5 jobs for every year of exposure to Wal-Mart; since all stores have been aged by 2 years in the sample, the median exposure in 1995 is 13 rather than 11, implying an average job destruction of 84 jobs -50% higher than the IV estimates of the unperturbed regression. The stores specification, in contrast, shows a smaller (absolute) point estimate compared with the baseline regression, and implies a loss of 79 rather than 137 jobs. The results for the normalized specification in Panel B are even more striking: IV estimates for both the exposure and the stores specifications are larger than those in Table   1 . The exposure specification shows a loss of 6.6 rather than 6 jobs per year of exposure to Wal-Mart, or 87 jobs at the median exposure level; and the stores specification shows a loss of 430 jobs per store, 50% larger than before.
Since measurement error leads to attenuated point estimates, the larger absolute value of the estimates must be due to the bias introduced by changing stores' opening dates. These results suggest that the instrument is picking up pre-existing trends that are correlated with, but not caused by, Wal-Mart's expansion into a county.
Manufacturing
As a second counterfactual exercise, I estimate Wal-Mart's impact on county-level manufacturing employment. Given the national and international character of Wal-Mart's procurement (Basker and Van, 2006), we do not expect to find any effect on manufacturing employment at the county level. Basker (2005) reports no observed impact on manufacturing employment (Figure 11 , page 181).
14 Results are displayed in Table 3 . As before, Panel A shows estimates of Equation (1) and Panel B shows estimates of Equation (3 
Discussion
Exposure
The differences in magnitudes across the exposure and stores specifications, along with the inconsistent results of the counterfactual exercises, raise questions about the validity of the baseline estimates. One reason for these problems is that the exposure variable artificially prolongs the relationship between distance and Wal-Mart's presence. As the stock of stores in the area immediately around Bentonville ages, it continues to be over-weighted relative to areas receiving stores for the first time. Thus, older stores in proximate locations contribute to the exposure of nearby locations long after they are outnumbered by more distant stores.
15
NZC's claim that the "identification strategy works much better for the exposure measure" than for a count of stores (footnote 39, page 28) has some support -first stage F statistics are roughly 50% larger for the exposure specifications -but first-stage results are strong across the board.
In any given year t, aggregate exposure (and exposure at each county) increases for two The transformation of a count of stores to the exposure variable is not innocuous. Because the first-stage coefficients for exposure and stores move together for the first part of the sample, and in opposite directions for the second part, we can get IV estimates with different magnitudes and even different signs (as in the case of the manufacturing regressions in Table   3 above) depending on whether the bulk of the variation used to identify the coefficients is from the first or the second half of the sample period.
Identification
If the problem were merely that the RHS variable is misspecified, the manufacturing regressions shown in Table 3 would show no effect of Wal-Mart on manufacturing employmentat least for the normalized "stores" specification in Panel B. The problem, as those regressions demonstrate, is that Wal-Mart's expansion pattern is correlated with other industry trends.
To see where the identification is coming from, I estimate the reduced-form equation are assuming that this relationship is due to Wal-Mart's entry into these distant counties. A major problem with this interpretation is the similarity between the patterns of the reducedform coefficients for counties that never had a Wal-Mart store and counties that have had one (at least until 1991, when they diverge). Whatever caused a relative drop in retail employment per capita in "far" counties in 1985 caused it for both Wal-Mart and non-WalMart counties; the divergence between "close" and "far" counties between 1986 and 1989 also did not discriminate between "Wal-Mart counties" and those that never got a Wal-Mart store.
One possibility is that different counties are growing at different rates, for reasons exogenous to Wal-Mart's presence. We could include county-specific linear trends in the regressions along with county fixed effects (which allow different levels of the intercept term), but this is impractical for three reasons. First, as NZC would argue, these county trends may be (at least partially) endogenous to Wal-Mart's presence. Second, and more problematically, they would be highly correlated with the instruments, leaving little variation in the instruments for identification. The remaining variation -after county-specific trends are "partialed out"
of the instruments -is the year-by-year deviations of Wal-Mart's expansion path from a linear trend: these deviations are very likely to be endogenous to economic conditions in the counties on its frontier of expansion. Finally, as the reduced-form results in Figure 6 demonstrate, trends may be insufficient to address the problem, if the differences are caused by different timing and/or extent of economic fluctuations.
If county-level trends must be excluded for the identification strategy to work, we need to look for specific culprits -variables correlated with distance from Benton County which may have a direct effect on the outcome variables, and for which we can control directly. I offer a couple of suggestions in the next section.
Possible Explanations
There are various possible reasons for the spurious results presented here. A major problem with the use of distance from Bentonville as an instrument is that county characteristics are spatially correlated. For example, in 1990, the correlation between a countys per-capita manufacturing employment and average per-capita manufacturing employment in counties within 100 miles was 0.58; it was 0.30 for per-capita retail employment, and 0.65 for log population. That same year, the correlation between the number of Wal-Mart stores in a county and the average number of stores in counties within 100 miles was 0.47. This, along with spatial correlation in other variables, both observable and unobservable, is likely to be a major part of the explanation.
One difference between "close" and "far" counties is their level of urbanization. As noted in the Introduction, the major population centers are concentrated in a relatively narrow distance band from Benton County -between 900 and 1,300 miles. This is shown graphically in Figure I also consider the possibility that "oil counties" -counties where the local economy moves with oil prices, often in the opposite direction to the rest of the country -which are mostly located close to Arkansas (primarily in Texas, Oklahoma, and Louisiana) were driving the results. I estimate the regressions omitting counties in which the 1970 employment share of the mining industry was above 10%, but found no statistically or economically significant differences with these counties omitted.
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There are other possible culprits, including differential economic trends and fluctuations due to different industry mixes, income distributions, housing stocks, climate, and many other variables. Investigating all of them is beyond the scope of this note; the main point here is that many variables are distributed unevenly in a way that is correlated with distance from Benton County.
Conclusion
The analysis presented here is not conclusive, but it demonstrates the sensitivity of the results and the correlation of Wal-Mart's expansion pattern with factors that may directly affect the evolution of retail employment per capita. Geographic/time series patterns of retail employment are economically and statistically similar across counties with and without WalMart, suggesting that the instrument is picking up other factors rather than a causal effect of Wal-Mart. A counterfactual analysis that artificially ages each store by 2 years, adding both noise and bias to the data, results in larger rather than smaller point estimates of
Wal-Mart's effect on retail employment. The IV estimates also show a systematic effect of Wal-Mart on county-level manufacturing employment which is substantially larger than the effect on retail employment.
NZC argue that almost any control variable in the regression could be endogenous due to "the pattern of Wal-Mart's growth, and its extensive penetration" (footnote 23, page 12).
The decision to omit control variables would be less problematic if their instruments were uncorrelated with other exogenous patterns -if, for example, the reduced-form coefficients looked significantly different for counties with and without Wal-Mart stores. Since that is not the case, it is impossible to determine econometrically the degree to which Wal-Mart has shaped the differential retail employment patterns experienced by "near" and "far" counties.
Unfortunately, this leaves us still without a definitive answer for Wal-Mart's impact.
The best evidence, though imperfect, comes from Basker (2005) and shows a small, but positive, treatment effect on the treated. More research is needed in order to uncover the true effect of Wal-Mart's entry on local employment. In principle, a regression discontinuity specification could exploit the geographic pattern of expansion -using an instrument that "turns on" when a county enters the "frontier zone" of Wal-Mart's reach, and "turns off" a year or two afterwards -although the first counties to be treated are likely to be different from counties treated later on, in ways that are probably correlated with Wal-Mart's impact.
More generally, this note makes the known, but often underappreciated, point that exogeneity does not automatically mean an instrument satisfies the exclusion restriction.
This point has been made by others in similar contexts; see Altonji, Elder, and Taber (2002) for a discussion. Verifying that the instrument is not correlated with variables that can directly affect the outcome of interest is a first-order requirement.
A Data
As noted in Section 2, Basker (2005) and NZC use different data sets to determine Wal-Mart's opening dates. In the note above, I have restricted myself to the official "administrative" data used by NZC, but since those data are not publicly available, I review the differences between the two sources. The raw data used in Basker (2005) are available at http://economics.missouri.edu/~baskere/data/.
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The administrative data file contains 10 stores which opened between 1977 and 1995 and which do not appear in the Basker data set. Of these, 9 have closing dates in the administrative data set, and four of them closed within 2 years of opening. Basker omitted stores that appeared in store lists for only one or two years as many of them were listed in error, which accounts for some of these omissions. The Basker data set also includes 14
stores that never appear in the administrative data; all but two of these have a closing date of 1993 in the Basker data -i.e., they appear in some editions of Chain Store Guides but Basker's use of store numbers to construct the instrument reduces this measurement 17 Following the posting of NZC, Wal-Mart Stores, Inc. provided a spreadsheet with opening-date data on its public relations web site, http://www.walmartfacts.com, but later modified the spreadsheet by removing the opening dates.
18 Many of these difference are due to the 1990-1993 period, for which entry dates in the Basker are imputed using state totals, as explained in the Appendix to Basker (2005) . When those years are excluded from the comparison, 69% of stores have the same opening year assigned in both data sets, and 94% are within one year.
error considerably. Over the same time period (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) , assigning store opening dates based on store numbers results in the correct year for 1,352 stores (65%); errors between the two are only weakly correlated (the raw correlation coefficient for the errors is 0.27). 
