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1. INTRODUCTION  
The variance component analogue of the best linear unbiased estimator of a function of effects is a best 
quadratic unbiased estimator (BQUE), that is, a quadratic function of the observations that is unbiased for the 
variance component and has minimum variance among all such estimators [8]. 
Repeated measurements is a term used to describe data in which the response variable for each experimental 
unit is observed on multiple occasions and possibly under different experimental conditions. There are variety 
of disciplines, which make use of repeated measurements as applications in the health and life sciences, 
epidemiology, biomedical research, education, psychology and the social sciences, etc. Repeated measurements 
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occur frequently in observational studies, which are longitudinal in nature, and in experimental studies 
incorporating repeated measures designs. In the repeated measurements setting, independent factors or 
covariates may be classified into one of two categories: within-subject covariates and between-subject 
covariates. Within-subject covariates, also referred to as within-subject or within-unit factors, repeated measures 
factors and/or time-dependent covariates, represent variables or experimental conditions which vary over time 
within subjects or experimental units [9]. 
Several methods are available in literature for estimating the variance components. In this paper, we consider 
analysis of variance methods of estimating the variance components linear of the one-way repeated 
measurement model (RMM) to obtained BQUE for this model. 
 
2. SETTING THE MODEL 
Consider the linear model and parameterization for the one-way (RMM)  with one between – units factor 
incorporating univariate random effects [1]. 
 
              𝑌𝑖𝑗𝑘 = 𝜇 + 𝜏𝑗 + 𝛿𝑖(𝑗) + 𝛾𝑘 + (𝜏𝛾)𝑗𝑘 + 𝜀𝑖𝑗𝑘          (1) 
where 
𝑖 = 1,… , 𝑛  is an index for experimental unit within group 𝑗, 
𝑗 = 1,… , 𝑞  is an index for levels of the between-units factor (group), 
𝑘 = 1,… , 𝑝 is an index for levels of the within-units factor (time), 
𝑌𝑖𝑗𝑘 is the response measurements at time 𝑘 for unit 𝑖 within group 𝑗,  
 𝜇    is the overall mean, 
 𝜏𝑗
 
 is the added effect for treatment group 𝑗 , 
𝛿𝑖(𝑗)
 
 is the random effect due to experimental unit 𝑖  within treatment group 𝑗, 
 𝛾𝑘     is the added effect for time 𝑘, 
(𝜏𝛾)𝑗𝑘    is the added effect for the group 𝑗 × time 𝑘 interaction, and 
  𝜀𝑖𝑗𝑘   is the random error on time 𝑘 for unit 𝑖 within group 𝑗. 
     For the parameterization to be of full rank, we impose the following conditions: 
    
∑ 𝜏𝑗 = 0   ,
𝑞
𝑗=1     ∑ 𝛾𝑘 = 0 ,                                                           
𝑝
𝑘=1  
     ∑ (𝜏𝛾)𝑗𝑘 = 0  ∀ 𝑘 = 1,… , 𝑝 ,   ∑ (𝜏𝛾)𝑗𝑘 = 0  ∀ 𝑗 = 1,… , 𝑞,
𝑝
𝑘=1   
𝑞
𝑗=1
}         (2) 
We assume that the  𝜀𝑖𝑗𝑘 's and the 𝛿𝑖(𝑗)'s  are  independent with  
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                𝜀𝑖𝑗𝑘  ~𝑖.𝑖.𝑑𝑁 (0, 𝜎𝜀2)  and    𝛿𝑖(𝑗) ~𝑖.𝑖.𝑑𝑁 (0, 𝜎𝛿2)                                               (3)   
Let           𝑋 = 𝑣𝑒𝑐(𝑌) = [
𝑌111
⋮
𝑌𝑛𝑞𝑝
] = [𝑌111, … , 𝑌11𝑝, 𝑌1𝑞1, … , 𝑌𝑛𝑞1, … , 𝑌𝑛𝑞𝑝]
′
  
Definition 1: The quadratic estimator(QE) of𝜎𝛿
2
 is quadratic form  which satisfies  that: 
  ?̂?𝛿
2 = 𝑄(𝐴) = 𝑌′𝐴𝑌 . 
 For simply we denoted to 𝑄(𝐴) 𝑏𝑦 𝑨 . 
Let  A = { 𝐴 ∶ 𝐴 𝑖𝑠 𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 𝑠𝑞𝑢𝑎𝑟𝑒 𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑄(𝐴) = ?̂?𝛿
2 }   
 And Q  is a set of any  quadratic estimator (QE) of 𝜎𝛿
2
. i.e. 
         Q  = { 𝑨 = 𝑄(𝐴) ∶  𝑓𝑜𝑟 𝑎𝑛𝑦 𝐴 ∈ A }  .                 
Definition 2: The best quadratic unbiased estimate  (BQUE) of 𝜎𝛿
2
  is a quadratic  estimator 𝑸 ∈ Q   satisfies 
that : reshape  
 
                       
(𝑎)   𝐸(𝑸) = 𝜎𝛿
2                                                   
(𝑏)    𝑣𝑎𝑟(𝑸) ≤ 𝑣𝑎𝑟(𝑸∗)   𝑓𝑜𝑟 𝑎𝑛𝑦 𝑸∗ ∈     
           }                             (4) 
Note: The general quadratic estimator for any 𝑸 ∈ Q   and 𝑄 ∈ A be denoted by  
                   𝑸 = 𝑋′𝑄𝑋 = ∑ 𝑌𝑖𝑗𝑘𝑌𝑟𝑠𝑡𝑞𝑖𝑗𝑘
𝑟𝑠𝑡      on reshape  𝑄 = (𝑞𝑖𝑗𝑘
𝑟𝑠𝑡)                    (5)
𝑖𝑗𝑘 ; 𝑟𝑠𝑡
 
3. Method of Analysis of variance (ANOVA) 
     Sum of square to groups, subjects (group), time, group×time (interaction) and residuals are given by: 
                 𝑆𝑆𝜏 = 𝑛𝑝∑ (𝑦
.𝑗.
− 𝑦
…
)2𝑞𝑗=1 = 𝑋
′ (
𝐽𝑛
𝑛
⨂𝐼𝑞⨂
𝐽𝑝
𝑝
−
𝐽𝑛
𝑛
⨂
𝐽𝑞
𝑞
⨂
𝐽𝑝
𝑝
)𝑋                 (6)   
                 𝑆𝑆𝛿 = 𝑝∑ ∑ (𝑦
𝑖𝑗.
− 𝑦
.𝑗.
)2𝑞𝑗=1
𝑛
𝑖=1 = 𝑋
′ (𝐼𝑛𝑞⨂
𝐽𝑝
𝑝
−
𝐽𝑛
𝑛
⨂𝐼𝑞⨂
𝐽𝑝
𝑝
)𝑋                (7) 
                𝑆𝑆𝛾 = 𝑛𝑞 ∑ (𝑦
..𝑘
− 𝑦
…
)2𝑞𝑗=1 = 𝑋
′ (
𝐽𝑛
𝑛
⨂
𝐽𝑞
𝑞
⨂𝐼𝑝 −
𝐽𝑛
𝑛
⨂
𝐽𝑞
𝑞
⨂
𝐽𝑝
𝑝
)𝑋                 (8)  
                
𝑆𝑆𝜏𝛾 = 𝑛∑ ∑ (𝑦
.𝑗𝑘
− 𝑦
.𝑗.
− 𝑦
..𝑘
+ 𝑦
…
)2𝑝𝑘=1
𝑞
𝑗=1                                    
         = 𝑋′ (
𝐽𝑛
𝑛
⨂𝐼𝑞𝑝 −
𝐽𝑛
𝑛
⨂𝐼𝑞⨂
𝐽𝑝
𝑝
−
𝐽𝑛
𝑛
⨂
𝐽𝑞
𝑞
⨂𝐼𝑝 +
𝐽𝑛
𝑛
⨂
𝐽𝑞
𝑞
⨂
𝐽𝑝
𝑝
)𝑋
      }      (9) 
Q 
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𝑆𝑆𝜀 = ∑ ∑ ∑ (𝑌𝑖𝑗𝑘 − 𝑦.𝑗𝑘 − 𝑦𝑖𝑗. + 𝑦.𝑗.)
2𝑝
𝑘=1
𝑞
𝑗=1
𝑛
𝑖=1                     
= 𝑋′ (𝐼𝑛𝑞𝑝 −
𝐽𝑛
𝑛
⨂𝐼𝑞𝑝 − 𝐼𝑛𝑞⨂
𝐽𝑝
𝑝
+
𝐽𝑛
𝑛
⨂𝐼𝑞⨂
𝐽𝑝
𝑝
) 𝑋     
              }     (10) 
Where 
           𝐼𝑝 denotes to the 𝑝 × 𝑝 identity matrix, 𝐽𝑝 denotes to 𝑝 × 𝑝 matrix of 1
,𝑠 
 and  ⨂  𝑖𝑠 𝑘𝑟𝑜𝑛𝑐𝑘𝑒𝑟 𝑝𝑟𝑜𝑑𝑒𝑐𝑡{𝐼𝑓𝐴 = (𝑎𝑖𝑗) 𝑎𝑛𝑑 𝐵 = (𝑏𝑟𝑠) 𝑡ℎ𝑒𝑛 𝐴⨂𝐵 = (𝐴𝑏𝑟𝑠)}.  
And 
                              𝑦
...
=
∑ ∑ ∑ 𝑌𝑖𝑗𝑘
𝑝
𝑘=1
𝑞
𝑗=1
𝑛
𝑖=1
𝑛𝑞𝑝
   is the overall mean,  
                               𝑦
.𝑗.
=
∑ ∑ 𝑌𝑖𝑗𝑘
𝑝
𝑘=1
𝑛
𝑖=1
𝑛𝑝
         is the mean for group 𝑗,        
                               𝑦
𝑖𝑗.
=
∑ 𝑌𝑖𝑗𝑘
𝑝
𝑘=1
𝑝
                is the mean for the 𝑖𝑡ℎ subject in group 𝑗,        
                              𝑦
..𝑘
=
∑ ∑ 𝑌𝑖𝑗𝑘
𝑞
𝑗=1
𝑛
𝑖=1
𝑛𝑞
         is the mean for time 𝑘, 
                              𝑦
.𝑗𝑘
=
∑ 𝑌𝑖𝑗𝑘
𝑛
𝑖=1
𝑛
                is the mean for group 𝑗 at time 𝑘. 
The above results of equation (6 --10) can be summarized as ANOVA Table 
Table 3.1 ANOVA for one-way Repeated measures model  
S.O.V. Df 𝑆𝑆 MS EMS 
𝜏𝑗  q-1 𝑆𝑆𝜏 𝑀𝑆𝜏 = 
𝑆𝑆𝜏
𝑞−1
  
𝑛𝑝
𝑞 − 1
 ∑ 𝜏𝑗
2
𝑞
𝑗=1
+ 𝑝𝜎𝛿
2 + 𝜎𝜀
2
 
𝛿𝑖(𝑗)  q(n-1) 𝑆𝑆𝛿 𝑀𝑆𝛿 = 
𝑆𝑆𝛿
𝑞(𝑛−1)
 𝑝𝜎𝛿
2 + 𝜎𝜀
2
 
𝛾𝑘  p-1 𝑆𝑆𝛾 𝑀𝑆𝛾 = 
𝑆𝑆𝛾
𝑝−1
 
𝑛𝑞
𝑝−1
 ∑ 𝛾𝑘
2𝑝
𝑘=1 + 𝜎𝜀
2
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(𝜏𝛾)𝑗𝑘  (q -1)(p -1) 𝑆𝑆𝜏𝛾 𝑀𝑆𝜏𝛾 = 
𝑆𝑆𝜏𝛾
(𝑞−1)(𝑝−1)
 
𝑛
(𝑝 − 1)(𝑞 − 1)
∑ ∑ (𝜏𝛾)𝑗𝑘
2
𝑝
𝑘=1
𝑞
𝑗=1
+ 𝜎𝜀
2
 
𝜀ijk q(n-1)(p-1) 𝑆𝑆𝜀 𝑀𝑆𝜀 = 
𝑆𝑆𝜀
𝑞(𝑛−1)(𝑝−1)
 𝜎𝜀
2
 
Total nqp-1 𝑆𝑆𝑇   
 
The variance components can be found by solving following equations  
𝑀𝑆𝛿 = 𝑝𝜎𝛿
2 + 𝜎𝜀
2
 
𝑀𝑆𝜀 = 𝜎𝜀
2              
 Moreover, the quadratic unbiased estimate of variance components are: 
?̂?𝜀
2 =  𝑀𝑆𝜀     and                       . 
∵   𝐸(𝑀𝑆𝛿 −𝑀𝑆𝜀) = 𝑝𝜎𝛿
2 + 𝜎𝜀
2 − 𝜎𝜀
2 = 𝑝𝜎𝛿
2                                    
           ∴   ?̂?𝛿
2 =
1
𝑝
𝐸(𝑀𝑆𝛿 −𝑀𝑆𝜀)                                                                       (11) 
Now let 𝑄(𝑀) is quadratic form given by ANOVA method of estimating  𝜎𝛿
2
 . 
         From equation (7 and 10), we can write 𝑴 (= 𝑄(𝑀) ) as:    
       𝑴 = 𝑋′𝑀 𝑋                                                                                                             (12) 
 = 𝑋′(
𝐼𝑛𝑞⨂
𝐽𝑝
𝑝 −
𝐽𝑛
𝑛 ⨂𝐼𝑞⨂
𝐽𝑝
𝑝
𝑞𝑝(𝑛 − 1)
−
𝐼𝑛𝑞𝑝 −
𝐽𝑛
𝑛 ⨂𝐼𝑞𝑝 − 𝐼𝑛𝑞⨂
𝐽𝑝
𝑝 +
𝐽𝑛
𝑛 ⨂𝐼𝑞⨂
𝐽𝑝
𝑝
𝑞𝑝(𝑛 − 1)(𝑝 − 1)
)𝑋 
Then  the matrix  𝑀 has this form 
𝑀 =
𝐼𝑛𝑞⨂
𝐽𝑝
𝑝 −
𝐽𝑛
𝑛 ⨂𝐼𝑞⨂
𝐽𝑝
𝑝
𝑞𝑝(𝑛 − 1)
 −  
𝐼𝑛𝑞𝑝 −
𝐽𝑛
𝑛 ⨂𝐼𝑞𝑝 − 𝐼𝑛𝑞⨂
𝐽𝑝
𝑝 +
𝐽𝑛
𝑛 ⨂𝐼𝑞⨂
𝐽𝑝
𝑝
𝑞𝑝(𝑛 − 1)(𝑝 − 1)
 
𝑀 =
1
𝜂
[𝐼𝑛𝑞⨂𝐽𝑝 −
𝐽𝑛
𝑛
⨂𝐼𝑞⨂𝐽𝑝 − 𝐼𝑛𝑞⨂
𝐽𝑝
𝑝
+
𝐽𝑛
𝑛
⨂𝐼𝑞⨂
𝐽𝑝
𝑝
− 𝐼𝑛𝑞𝑝 +
𝐽𝑛
𝑛
⨂𝐼𝑞𝑝 
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                                                                 + 𝐼𝑛𝑞⨂
𝐽𝑝
𝑝
  −
𝐽𝑛
𝑛
⨂𝐼𝑞⨂
𝐽𝑝
𝑝
] 
    ⟹       𝑀 =
1
𝜂
[𝐼𝑛𝑞⨂𝐽𝑝 −
𝐽𝑛
𝑛
⨂𝐼𝑞⨂𝐽𝑝 − 𝐼𝑛𝑞𝑝 +
𝐽𝑛
𝑛
⨂𝐼𝑞𝑝] 
                      =  
1
𝜂
[(𝐼𝑛 −
𝐽𝑛
𝑛
)⨂𝐼𝑞⨂(𝐽𝑝 − 𝐼𝑝)]                                                                   (13)   
Such that  𝜂 = 𝑞𝑝(𝑛 − 1)(𝑝 − 1). 
If a matrix  𝐶  have all elements of 𝑀 in (13) with arrangement as. 
                           𝐶 = (𝐴 + 𝐵)⨂𝐼𝑞                                                                                    (14)  
  𝐴𝑛𝑑       𝑪 = 𝑄(𝐶) = 𝑋′𝐶 𝑋                                                                                (15)  
where   𝐴 =
(𝑛−1)
𝑛𝜂
 (𝐽𝑝⨂𝐼𝑛 − 𝐼𝑛𝑝)       𝑎𝑛𝑑   𝐵 =  
1
𝑛𝜂
 (𝐽𝑝 − 𝐼𝑝)⨂(𝐼𝑛 − 𝐽𝑛)   
then  𝑪  is an another quadratic unbiased estimator of  𝜎𝛿
2, (𝐸(𝑪) = 𝜎𝛿
2
). 
 In addition,  𝐶 is a square and symmetric matrix of size 𝑛𝑞𝑝 × 𝑛𝑞𝑝. 
 
The following relations can be obtained from matrix 𝐶 in (14) on rewrite as 𝐶 = (𝑐𝑖𝑗𝑘
𝑟𝑠𝑡 ) 
(𝑎)  ∑ 𝑐𝑖𝑗𝑘
𝑟𝑠𝑡 = 0  𝑓𝑜𝑟 𝑎𝑛𝑦 𝑟, 𝑠, 𝑡 .𝑖𝑗𝑘
(𝑏)  ∑ 𝑐𝑖𝑗𝑘
𝑟𝑠𝑡 = 0   𝑓𝑜𝑟 𝑎𝑛𝑦 𝑖, 𝑗, 𝑘 .𝑟𝑠𝑡
(𝑐)  ∑ 𝑐𝑖𝑗𝑘
𝑟𝑠𝑡 = 0 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑟, 𝑠, 𝑡, 𝑖 .𝑗𝑘
(𝑑) ∑ 𝑐𝑖𝑗𝑘
𝑟𝑠𝑡 = 0 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑖, 𝑗, 𝑘, 𝑟 .𝑠𝑡
(𝑒) ∑ 𝑐𝑖𝑗𝑘
𝑖𝑗𝑡 = 1 .𝑖𝑗𝑘;𝑡                            
                      
}
  
 
  
 
                                              (16) 
Theorem1: The BQUE estimator of 𝜎𝛿
2
 for model in (1) is given by ANOVA method, 
                      that is, by quadratic form  𝑄(𝐶) state in (15). 
Proof:   
          Let 𝑸 ∈ Q   is unbiased estimator for  𝜎𝛿
2
   
           such that 𝑸 = 𝑪 +𝑫  
            where  
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                𝑫 = 𝑋′𝐷 𝑋 = ∑ 𝑌𝑖𝑗𝑘𝑌𝑟𝑠𝑡𝑑𝑖𝑗𝑘
𝑟𝑠𝑡      𝑎𝑛𝑑       𝑞𝑖𝑗𝑘
𝑟𝑠𝑡 = 𝑐𝑖𝑗𝑘
𝑟𝑠𝑡 + 𝑑𝑖𝑗𝑘
𝑟𝑠𝑡              (17) 
𝑖𝑗𝑘 ; 𝑟𝑠𝑡
 
                𝑄 = (𝑞𝑖𝑗𝑘
𝑟𝑠𝑡 ),𝐷 = (𝑑𝑖𝑗𝑘
𝑟𝑠𝑡 ) 𝑎𝑛𝑑 𝐶 = (𝑐𝑖𝑗𝑘
𝑟𝑠𝑡 )   
In problem (17), by give requirement to each 𝑞𝑖𝑗𝑘
𝑟𝑠𝑡
 (since 𝑸  satisfies (4) and 𝑐𝑖𝑗𝑘
𝑟𝑠𝑡
 are known) then the 
problem(17) reduces to giving exact values to each 𝑑𝑖𝑗𝑘
𝑟𝑠𝑡
 .  
When  𝑸 = 𝑪 +𝑫 → 𝐸(𝑸) = 𝐸(𝑪 + 𝑫) =  𝜎𝛿
2
   since 𝐸(𝑸) = 𝜎𝛿
2   
 this reduces to 
    ∑ (𝜇 + 𝜏𝑗 + 𝛾𝑘 + (𝜏𝛾)𝑗𝑘)(𝜇 + 𝜏𝑠 + 𝛾𝑡 + (𝜏𝛾)𝑠𝑡)
 
𝑅 (𝑐𝑖𝑗𝑘
𝑟𝑠𝑡 + 𝑑𝑖𝑗𝑘
𝑟𝑠𝑡) +
               +∑ 𝜎𝛿
2
𝑅(𝑟=𝑖,𝑠=𝑗) (𝑐𝑖𝑗𝑘
𝑟𝑠𝑡 + 𝑑𝑖𝑗𝑘
𝑟𝑠𝑡) + ∑  𝜎𝜀
2
𝑖𝑗𝑘 (𝑐𝑖𝑗𝑘
𝑖𝑗𝑘 + 𝑑𝑖𝑗𝑘
𝑖𝑗𝑘
) = 𝜎𝛿
2                      (18) 
where index 𝑅 is refers to all indexes: 1 ≤ (𝑖, 𝑟) ≤ 𝑛, 1 ≤ (𝑗, 𝑠) ≤ 𝑞, 1 ≤ (𝑘, 𝑡) ≤ 𝑝. 
And index 𝑅(𝑙) is refers to all indexes: 1 ≤ (𝑖, 𝑟) ≤ 𝑛, 1 ≤ (𝑗, 𝑠) ≤ 𝑞, 1 ≤ (𝑘, 𝑡) ≤ 𝑝. 
         Such that the restriction condition  𝑙  is satisfied. 
From above equation (18) and by using (16 and 2) we have  
∑ 𝑑𝑖𝑗𝑘
𝑟𝑠𝑡 = 0                        ≡  ∑ 𝑑𝑖𝑗𝑘
𝑟𝑠𝑡 = 0   𝑖𝑗𝑘;𝑟𝑠𝑡  𝑅
∑ 𝑑𝑖𝑗𝑘
𝑟𝑠𝑡 = 0          ≡  ∑ 𝑑𝑖𝑗𝑘
𝑖𝑗𝑡     = 0    𝑖𝑗𝑘;𝑡𝑅(𝑟=𝑖;𝑠=𝑗)
∑ 𝑑𝑖𝑗𝑘
𝑟𝑠𝑡   = 0 ≡  ∑ 𝑑𝑖𝑗𝑘
𝑖𝑗𝑘       = 0   𝑖𝑗𝑘𝑅(𝑟=𝑖;𝑠=𝑗;𝑡=𝑘)
                         
}
 
 
                                (19)  
 
Now since 𝐸(𝑸 ) = 𝜎𝛿
2
 then 
        𝑣𝑎𝑟(𝑸) = 𝐸(𝑸2) − 𝜎𝛿
4  = 𝐸(𝑪2) + 𝐸(𝑫2) + 2𝐸(𝑪𝑫 ) − 𝜎𝛿                 
4
               (20) 
We will study the term (𝑪𝑫 ) . 
                      𝐸(𝑪𝑫 ) = 𝐸(∑ 𝑌𝑖𝑗𝑘𝑌𝑟𝑠𝑡𝑐𝑖𝑗𝑘
𝑟𝑠𝑡 ∑ 𝑌𝑓𝑔ℎ𝑌𝑢𝑣𝑤𝑑𝑓𝑔ℎ
𝑢𝑣𝑤 𝑃𝑅 )        
where index 𝑃  defined as 𝑅 but for subscripts 𝑓, 𝑔, ℎ, 𝑢, 𝑣, 𝑤  it is refers to all indexes: 1 ≤ (𝑓, 𝑢) ≤
𝑛, 1 ≤ (𝑔, 𝑣) ≤ 𝑞, 1 ≤ (ℎ, 𝑤) ≤ 𝑝. 
From (15) and (1)   
      ∵ 𝑪 = ∑ 𝑌𝑖𝑗𝑘𝑌𝑟𝑠𝑡𝑐𝑖𝑗𝑘
𝑟𝑠𝑡
𝑅    and    𝑌𝑖𝑗𝑘 = 𝜇 + 𝜏𝑗 + 𝛿𝑖(𝑗) + 𝛾𝑘 + (𝜏𝛾)𝑗𝑘 + 𝜀𝑖𝑗𝑘 
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we have 
           𝑪 = ∑ [𝜇 + 𝜏𝑗 + 𝛿𝑖(𝑗) + 𝛾𝑘 + (𝜏𝛾)𝑗𝑘 + 𝜀𝑖𝑗𝑘][𝜇 + 𝜏𝑠 + 𝛿𝑟(𝑠) + 𝛾𝑡 + (𝜏𝛾)𝑠𝑡  +𝑅
                                                                                                                               + 𝜀𝑟𝑠𝑡]𝑐𝑖𝑗𝑘
𝑟𝑠𝑡
  
           𝑪 = ∑ [𝛿𝑖(𝑗) + 𝜀𝑖𝑗𝑘][𝛿𝑟(𝑠) + 𝜀𝑟𝑠𝑡]𝑐𝑖𝑗𝑘
𝑟𝑠𝑡
𝑅     , we using (16: c and d)  
      𝐸(𝑪) = 𝐸(∑ [𝛿𝑖(𝑗) + 𝜀𝑖𝑗𝑘][𝛿𝑟(𝑠) + 𝜀𝑟𝑠𝑡]𝑐𝑖𝑗𝑘
𝑟𝑠𝑡 𝑅 )                                                               (21) 
∴ 𝐸(𝑪𝑫 ) = 𝐸 (∑ [𝛿𝑖(𝑗) + 𝜀𝑖𝑗𝑘][𝛿𝑟(𝑠) + 𝜀𝑟𝑠𝑡]𝑐𝑖𝑗𝑘
𝑟𝑠𝑡   ∑ [𝜇 + 𝜏𝑔 + 𝛿𝑓(𝑔) + 𝛾ℎ +𝑃𝑅
                                    +(𝜏𝛾)𝑔ℎ + 𝜀𝑓𝑔ℎ][𝜇 + 𝜏𝑣 + 𝛿𝑢(𝑣) + 𝛾𝑤 + (𝜏𝛾)𝑣𝑤 + 𝜀𝑢𝑣𝑤]𝑑𝑓𝑔ℎ
𝑢𝑣𝑤
)  
= 𝐸 (∑ ∑ [𝛿𝑖(𝑗) + 𝜀𝑖𝑗𝑘]
𝑃
[𝛿𝑟(𝑠) + 𝜀𝑟𝑠𝑡][𝜇 + 𝜏𝑔 + 𝛿𝑓(𝑔) + 𝛾ℎ +(𝜏𝛾)𝑔ℎ
𝑅
+                                  + 𝜀𝑓𝑔ℎ][𝜇 + 𝜏𝑣 + 𝛿𝑢(𝑣) + 𝛾𝑤 + (𝜏𝛾)𝑣𝑤
+ 𝜀𝑢𝑣𝑤]𝑐𝑖𝑗𝑘
𝑟𝑠𝑡𝑑
𝑓𝑔ℎ
𝑢𝑣𝑤
  )     (22) 
From equations in [(2), (16) and (19)], since 𝜀𝑖𝑗𝑘 's and the 𝛿𝑖(𝑗)'s are  independent with  
𝜀𝑖𝑗𝑘~𝑖.𝑖.𝑑𝑁 (0, 𝜎𝜀2)  and  𝛿𝑖(𝑗)~𝑖.𝑖.𝑑𝑁 (0, 𝜎𝛿2)  we have all terms of multiply the element  
of (22) equal to zero. 
 That is mean the equation in (20) becomes   
     𝑤ℎ𝑒𝑛    𝐸(𝑪𝑫 ) = 0  then we have 
𝑣𝑎𝑟(𝑸) = 𝐸(𝑸2) − 𝜎𝛿
4  = 𝐸(𝑪2) + 𝐸(𝑫2)  − 𝜎𝛿
4
 
               = 𝑣𝑎𝑟(𝑪 ) + 𝐸 ( ∑ [𝑌𝑖𝑗𝑘𝑌𝑟𝑠𝑡𝑑𝑖𝑗𝑘
𝑟𝑠𝑡]2
𝑖𝑗𝑘 ; 𝑟𝑠𝑡
) 
Then 𝑸 has minimum variance if 𝑑𝑖𝑗𝑘
𝑟𝑠𝑡 = 0 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖, 𝑗, 𝑘; 𝑟, 𝑠, 𝑡. This clear  implies to 𝑸 = 𝑪. ∎ 
By above proof, we shown that, the   BQUE of  𝜎𝛿
2
 is  ?̂?𝛿
2 = 𝑪 = 𝑌′𝐶𝑌, where 𝐶 is given in equation (14) 
on rewrite as 𝐶 = (𝑐𝑖𝑗𝑘
𝑟𝑠𝑡 ) . 
 
And same manner we can found the BQUE for  𝜎𝜀
2
 , which equal to 
 ( ?̂?𝜀
2 = 𝑬 = 𝑌′𝐸 𝑌 )   
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where 𝐸 = (𝑒𝑖𝑗𝑘
𝑟𝑠𝑡 ) , 𝑖. 𝑒 𝐸 𝑖𝑠 𝑟𝑒𝑠ℎ𝑎𝑝𝑒 𝑜𝑓 (𝐼𝑛𝑝 −
𝐽𝑛
𝑛
⨂𝐼𝑝 − 𝐼𝑛⨂
𝐽𝑝
𝑝
+
𝐽𝑛𝑝
𝑛𝑝
)⨂𝐼𝑞 . 
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