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Abstract—This letter investigates the achievable rate region
in Massive multiple-input-multiple-output (MIMO) systems with
two users, with focus on the i.i.d. Rayleigh fading and line-of-sight
(LoS) scenarios. If the rate region is convex, spatial multiplexing
is preferable to orthogonal scheduling, while the opposite is true
for non-convex regions. We prove that the uplink and downlink
rate regions with i.i.d. Rayleigh fading are convex, while the
convexity in LoS depends on parameters such as angular user
separation, number of antennas, and signal-to-noise ratio (SNR).
Index terms— Rate region, convexity, Massive MIMO.
I. INTRODUCTION
The achievable rate region of a multi-user multiple-input
multiple-output (MIMO) system can be non-convex when
using suboptimal transmission schemes that treat interference
as noise or utilize imperfect channel state information (CSI)
[1]–[3]. Yet, the capacity region is always convex [4], since
the capacity-achieving scheme may implicitly use time-sharing
(scheduling) to convexify a region by operating on a line
between two achievable points. In practice, it is important to
know if a scheme for broadcast or multiple access channels
must be accompanied with scheduling to maximize the rates.
Massive MIMO refers to a multi-user MIMO system with
a very large number of service antennas and this approach
is a key enabler for the next generation of wireless networks
[5]. Despite the vast research on Massive MIMO, prior works
have not explicitly targeted the convexity of the rate region.
The common practice in Massive MIMO is to serve all users
by spatial multiplexing [6], although that is only preferable
when the rate region is convex. In contrast, when the rate
region is non-convex, higher sum throughput can be achieved
by scheduling some at a time. In the basic two-user case,
scheduling can be implemented by TDMA/FDMA/OFDMA.
In this letter, we characterize the achievable rate region
of two-user Massive MIMO systems to gain fundamental
insights into the convexity properties. A general form of
rate expressions is considered and the Pareto boundaries in
uplink (UL) and downlink (DL) are derived. By defining the
boundary curve by parametric equations of the power-control
coefficients, we derive necessary and sufficient conditions
for convexity. In two specific cases, namely i.i.d. Rayleigh
fading and line-of-sight (LoS) channels, the exact convexity
conditions are derived, discussed, and illustrated numerically.
Note that the analysis in this letter is not limited to Massive
MIMO systems. It can also capture other general cases when
a single-antenna transmitter intends to send different signals
to two receivers, such as a broadcast channel.
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II. TWO-USER RATE REGION IN MASSIVE MIMO
Consider a Massive MIMO system where a base station
(BS) equipped with M antennas serves two users. The achiev-
able rates can be written in the general form
R1 = log2
(
1 +
α1η1
µ1,1η1 + µ1,2η2 + 1
)
, (1)
R2 = log2
(
1 +
α2η2
µ2,1η1 + µ2,2η2 + 1
)
, (2)
where ηk is the power-control coefficient and αk ≥ 0 is the
effective channel gain of user k, for k = 1, 2. The noise
power is normalized to 1, µ1,1 ≥ 0 and µ2,2 ≥ 0 are the
self-interference coefficients caused by having imperfect CSI,
and µ1,2 ≥ 0 and µ2,1 ≥ 0 are the inter-user interference
coefficients. Note that η1 and η2 are design variables. In the
DL, the power constraint at the BS is 0 ≤ η1 + η2 ≤ 1. In the
UL, the power constraints of the two users are 0 ≤ η1 ≤ 1 and
0 ≤ η2 ≤ 1. We keep the coefficients arbitrary in this section,
while specific expressions are given in Sections III and IV.
Using a similar definition of the Pareto boundary as in [7],
in the following lemma, we state the general interpretation of
convexity of the achievable rate region.
Lemma 1. Denote by R1,bd and R2,bd the achievable rates
of user 1 and user 2 at the Pareto boundary. Both R1,bd and
R2,bd are functions of the power-control coefficients η1 and η2.
The achievable rate region is convex, if and only if R1,bd is a
concave function of R2,bd for R2,bd ∈ [0, R2,max], where R2,max
is the maximum rate of user 2. If R1,bd(R2,bd) is continuous and
twice differentiable for R2,bd ∈ [0, R2,max], then R1,bd(R2,bd) is
a concave function if and only if d
2R1,bd
dR22,bd
≤ 0.
A. Convexity of the DL Rate Region
In the DL, the rates in (1) and (2) can be further simplified
if we only consider the rates at the Pareto boundary.
Fact 1. At the Pareto boundary R1,bd(R2,bd) of the DL rate
region, we have η1 + η2 = 1, η1 ∈ [0, 1] [3, Theorem 1.9].
Based on this fact, the user rates at the Pareto boundary can
be given as functions of a single variable η1:
R1,bd(η1) = log2
(
1 +
α1η1
(µ1,1 − µ1,2)η1 + µ1,2 + 1
)
, (3)
R2,bd(η1) = log2
(
1 +
α2(1 − η1)
(µ2,1 − µ2,2)η1 + µ2,2 + 1
)
. (4)
Both R1,bd and R2,bd are continuous and twice-differentiable
functions of η1. The second-order derivative
d2R1,bd
dR22,bd
is obtained
by utilizing following fact.
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2Fact 2. Consider a two-dimensional curve with coordinates
(x, y) defined parametrically as x = g(u) and y = f (u), where
g and f are continuous and twice-differentiable functions of
u. The first-order derivative of y with respect to x is
dy
dx
(a)
=
dy
du
du
dx
(b)
=
dy
du
dx
du
=
f ′(u)
g′(u) , (5)
where (a) is the chain rule in Leibniz’s notation and (b) follows
from the inverse function rule. The second-order derivative of
y with respect to x is
d2y
dx2
=
d
du
(
dy
dx
)
· du
dx
=
d
(
f ′(u)
g′(u)
)
du
· 1
g′(u)
=
f ′′(u)g′(u) − f ′(u)g′′(u)
(g′(u))3 . (6)
Note that d
2y
dx2
is obtained as a function of u.
From (3) and (4), using Lemma 1, it is straightforward to
obtain an exact convexity condition, but the expression is large
and depends on six coefficients, thus it provides little insights.1
However, for specific values of α1, α2 and µ1,1, µ1,2, µ2,1, µ2,2,
that expression can be used to validate if d
2R1,bd
dR22,bd
≤ 0.
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Fig. 1. DL and UL Pareto boundaries with α1 = 5, α2 = 10, µ1,1 = µ2,2 = 1.
(a): The DL rate region is convex (marked with crosses) with µ1,2 = µ2,1 = 1,
and non-convex (marked with stars) with µ1,2 = µ2,1 = 10; (b) The UL rate
region is convex with µ1,2=µ2,1=1, and non-convex with µ1,2=µ2,1=10.
Fig. 1(a) shows examples of non-convex and convex DL rate
regions. We see that when the inter-user interference coeffi-
cients are much larger than the self-interference coefficients,
the achievable rate region has a non-convex shape.
B. Convexity of the UL Rate Region
We now shift focus to the Pareto boundary in the UL.
Fact 3. The Pareto boundary R1,bd(R2,bd) of the UL rate region
consists of two segments: one with η1 = 1 and any η2 ∈ [0, 1],
the other one with η2 = 1 and any η1 ∈ [0, 1].
Proof. For any η1, η2 ∈ (0, 1), by scaling both coefficients with
δ > 1 such that either δη1 = 1 or δη2 = 1 is reached, a point
at the Pareto boundary is achieved [3, Theorem 1.9]. 
At the first segment of the Pareto boundary with η1 = 1,
the rates can be simplified as functions of η2:
R1,bd1(η2) = log2
(
1 +
α1
µ1,2η2 + µ1,1 + 1
)
, (7)
1The interested reader can find the exact condition in the supplementary
document provided along with this paper.
R2,bd1(η2) = log2
(
1 +
α2η2
µ2,2η2 + µ2,1 + 1
)
. (8)
Similarly, the second segment of the Pareto boundary is with
η2 = 1 and we can write the rates as functions of η1:
R1,bd2(η1) = log2
(
1 +
α1η1
µ1,1η1 + µ1,2 + 1
)
, (9)
R2,bd2(η1) = log2
(
1 +
α2
µ2,1η1 + µ2,2 + 1
)
. (10)
Similar to the DL, R1,bd1(R2,bd1) and R1,bd2(R2,bd2) need to
be concave functions if the rate region is convex. An additional
condition at the interconnecting point of two segments of the
boundary curve must also be satisfied.
Lemma 2. The two-user UL achievable rate region is convex
if and only if (1) d
2R1,bd1
dR22,bd1
≤ 0; and (2) d2R1,bd2
dR22,bd2
≤ 0; and (3)
R′1,bd1(η2)
R′2,bd1(η2)

η2=1
≥ R
′
1,bd2(η1)
R′2,bd2(η1)

η1=1
.
Proof. The first two conditions follow directly from Lemma 1.
Since the Pareto boundary consists of two segments, at the
interconnecting point with η1 = η2 = 1, the boundary curve is
not twice-differentiable. Thus, dR1,bd1dR2,bd1

η2=1
≥ dR1,bd2dR2,bd2

η1=1
must
be satisfied to assure the convexity of the region. From (5),
we obtain the third condition in Lemma 2. 
In Fig. 1(b), we show examples of non-convex and convex
UL rate regions. We see that the UL Pareto boundary consists
of two segments: bd1 with η1 = 1 and bd2 with η2 = 1. The
combination of these segments completes the Pareto boundary.
III. MASSIVE MIMO WITH I.I.D. RAYLEIGH FADING
As shown above, the convexity of the achievable rate region
is strongly affected by the relations between the coefficients
in the rate expressions. In this section, we analyze the rate
region convexity for a Massive MIMO system with ergodic
i.i.d. Rayleigh fading channels and single-antenna users.
A. Convexity of the DL Rate Region
Denote by ρdl the total DL transmit power. When using
maximum ratio (MR) precoding based on imperfect channel
knowledge as in [8, Ch. 3], we have that a DL ergodic rate
of user k is Rk = log2
(
1 + Mρdlγkηk1+βkρdl(η1+η2)
)
, where ηk is the
power-control coefficient of user k = 1, 2 with η1 + η2 ≤ 1, βk
is the channel gain of user k, and γk is the mean square of
the channel estimate.2
In terms of the general form in (1) and (2), we have α1 =
Mρdlγ1, α2 = Mρdlγ2, µ1,1 = µ1,2 = β1ρdl and µ2,1 = µ2,2 =
β2ρdl. At the Pareto boundary, since η1 + η2 = 1, we rewrite
the ergodic achievable rates R1,bd and R2,bd as functions of η1:
R1,bd= log2
(
1 +
α1η1
1 + µ1,1
)
, R2,bd= log2
(
1 +
α2(1 − η1)
1 + µ2,2
)
.
(11)
Defining ζ = 1ln(2) , the first- and second-order derivatives are
R′1,bd(η1) =
ζα1
1 + µ1,1 + α1η1
> 0, (12)
2With zero-forcing (ZF) precoding, the rate expressions are different but
the same approach can be taken and the conclusions are the same.
3R′2,bd(η1) = −
ζα2
1 + µ2,2 + α2 − α2η1 < 0, (13)
R′′1,bd(η1) = −
ζα21
(1 + µ1,1 + α1η1)2 < 0, (14)
R′′2,bd(η1) = −
ζα22
(1 + µ2,2 + α2 − α2η1)2 < 0. (15)
Then, using Lemma 2, it follows that
d2R1,bd
dR22,bd
=
R′′1,bd(η1)R′2,bd(η1) − R′′2,bd(η1)R′1,bd(η1)(
R′2,bd(η1)
)3 < 0. (16)
This means that R1,bd is a strictly concave function of R2,bd.
From Lemma 1, the achievable rate region is always convex.
B. Convexity of the UL Rate Region
When using MR combining, an UL ergodic rate of user k is
Rk = log2
(
1+ Mρulγkηk
1+
∑2
k=1 βkρulηk
)
[8, Ch. 3]. In terms of the general
form in (1) and (2), we have α1 = Mρulγ1, α2 = Mρulγ2,
µ1,1 = µ2,1 = β1ρul and µ1,2 = µ2,2 = β2ρul. For the Pareto
boundary segment with η1 = 1, we obtain
R1,bd1 = log2
(
1 +
α1
µ1,1 + µ1,2η2 + 1
)
, (17)
R2,bd1 = log2
(
1 +
α2η2
µ1,1 + µ1,2η2 + 1
)
. (18)
The first- and second-order derivatives of R1,bd1 and R2,bd1 are
R′1,bd1(η2) = −
ζα1µ1,2(
1 + µ1,1 + µ1,2η2
) (
1 + µ1,1 + α1 + µ1,2η1
) ,
(19)
R′2,bd1(η2) =
ζα2(µ1,1 + 1)(
1 + µ1,1 + µ1,2η2
) (
1 + µ1,1 + (α2 + µ1,2)η2
) ,
(20)
R′′1,bd1(η2) =
ζα1µ
2
1,2
[
α1 + 2(1 + µ1,1 + µ1,2η2)
](
1 + µ1,1 + µ1,2η2
)2 (1 + µ1,1 + α1 + µ1,2η2)2 ,
(21)
R′′2,bd1(η2)=
− ζα2(µ1,1+1)
[(1 + µ1,1)(2µ1,2 + α2) + 2µ1,2η2(µ1,2 + α2)](
1 + µ1,1 + µ1,2η2
)2 (1 + µ1,1 + (α2 + µ1,2)η2)2 .
(22)
Using (6) in Lemma 2, we can show that
d2R1,bd1
dR22,bd1
=
R′′1,bd1(η2)R′2,bd1(η2) − R′′2,bd1(η2)R′1,bd1(η2)(
R′2,bd1(η2)
)3
= − α1µ1,2
[
α2(1 + α1 + µ1,1) + α1µ1,2
]
ζα22(1 + µ1,1)2(1 + α1 + µ1,1 + µ1,2η2)2
· (1+µ1,1+µ1,2η2)(1+µ1,1+α2η2+µ1,2η2)
<0,
(23)
where the intermediate steps are omitted due to lack of space.3
From (23) it follows that the function R1,bd1(R2,bd1) is always
concave. Analogously, we can prove that at the second segment
of the Pareto boundary with η2 = 1, R1,bd2(R2,bd2) is also
concave. At the interconnecting point of the two segments,
3The Mathematica scripts used by the authors to generate the results are
included as supplementary documents to this paper.
in order to have
R′1,bd1(η2)
R′2,bd1(η2)

η2=1
≥ R
′
1,bd2(η1)
R′2,bd2(η1)

η1=1
, after lengthy
derivations, we obtain µ1,21+µ1,1 ≤
1+µ1,2
µ1,1
, which always holds.
Thus, all the convexity conditions in Lemma 2 are satisfied,
which means that the rate region is always convex.
Proposition 1. In a two-user Massive MIMO system with
ergodic i.i.d. Rayleigh fading channels and single-antenna
users, both the UL and the DL rate regions are convex.
IV. MASSIVE MIMO WITH LOS PROPAGATION
In Massive MIMO with LoS propagation, the channel is
deterministic and can be estimated with a negligible overhead.
We thus consider perfect CSI and no self-interference terms.
A. Convexity of the DL Rate Region
We consider a BS equipped with a uniform linear array
with dH ≤ 1/2 as antenna spacing (in wavelengths). Denote
by θ1 and θ2 the angles of the two users as seen from the
BS, the achievable DL rates with MR precoding are Rk =
log2
(
1 + Mρdlβkηk1+g(θk,θ j )ρdlβkη j
)
for k, j = {1, 2}, j , k [6], where
g(θk, θ j) =

sin2[pidHM(sin(θk )−sin(θ j ))]
M sin2[pidH(sin(θk )−sin(θ j ))] if sin(θk) , sin(θ j)
M if sin(θk) = sin(θ j).
(24)
At the Pareto boundary, we have
R1,bd= log2
(
1 +
α1η1
1+µ1,2(1−η1)
)
, R2,bd= log2
(
1 +
α2(1 − η1)
1+µ2,1η1
)
,
(25)
where α1 = Mρdlβ1, α2 = Mρdlβ2, µ1,2 = g(θ1, θ2)ρdlβ1,
µ2,1 = g(θ1, θ2)ρdlβ2. From Lemma 1, by calculating the
second-order derivative, it is obvious that d
2R1,bd
dR22,bd
is not always
non-positive, thus the rate region is not always convex, but it
depends on the specific values of β1, β2, M , and ρdl.
Consider the special case with β1 = β2, where α1 = α2 and
µ1,2 = µ2,1. The second derivative
d2R1,bd
dR22,bd
can be simplified
and it is non-positive for any η1 ∈ [0, 1] if and only if
α1 ≥ µ1,2(2 + µ1,2). (26)
For equal per-antenna SNR, SNR= ρdlβ1= ρdlβ2, setting α1 =
MSNR and µ1,2 = g(θ1, θ2)SNR gives the convexity condition
g(θ1, θ2) ≤
√
M · SNR + 1 − 1
SNR
. (27)
Defining the threshold g∗ =
√
M ·SNR+1−1
SNR , for a given pair
of (θ1, θ2), if g(θ1, θ2) falls above this threshold, the DL
achievable rate region is non-convex. Thus, for a given SNR,
there are certain ranges of angular separation between the two
users that leads to a non-convex rate region.
In Fig. 2, we fix θ1 = 0° and present the percentage of
angles θ2 ∈ [0, 90°] resulting in non-convex rate regions for
different SNR values. From (24), we know that g(θ1, θ2) does
not decrease monotonically with |θ1 − θ2 |, but it fluctuates
when |θ1 − θ2 | increases. The green part of the curves means
that there is more than one interval of angles that gives non-
convex rate regions. In the low SNR regime, the fraction of
angles with non-convex rate region reduces as 1/M , since the
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Fig. 2. Percentage of angles with non-convex rate region when fixing θ1 = 0
and varying θ2 ∈ [0, 90°]. SNR = ρdlβ1 = ρdlβ2. dH = 0.5 wavelength.
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Fig. 3. Sum rate comparison with M = 100, same parameters as in Fig. 2.
array aperture increases with M (this happens for any dH). In
particular, note that g∗ → M/2 when SNR→ 0 and g(θ1, θ2)
decreases almost linearly with M when |θ1 − θ2 | is small.
It is shown in [8, Ch. 7] that Massive MIMO with LoS offers
nearly favorable propagation, but the channel can become
unfavorable if | sin(θ1) − sin(θ2)| ≤ 1/M . Our observation is
that when | sin(θ1) − sin(θ2)| is very small, the rate region be-
comes non-convex. Both observations suggest that in LoS, we
should schedule users with very similar angles orthogonally
(e.g., using TDMA, FDMA, or OFDMA). For example, Fig. 3
shows the sum rate obtained with spatial multiplexing and
orthogonal equal-resource scheduling for different |θ1−θ2 |. In
the extreme case of θ1 ' θ2, the scheduling gain is 480%
when SNR = 15 dB, while for many other angles, spatial
multiplexing gives 80% higher sum rate.
B. Convexity of the UL Rate Region
The achievable UL rates with MR combining are given by
Rk = log2
(
1 + Mρulβkηk1+g(θk,θ j )ρulβ jη j
)
for k, j = {1, 2} and j , k [6].
At the first boundary segment with η1 = 1, we have
R1,bd1= log2
(
1 +
α1
1 + µ1,2η2
)
, R2,bd1= log2
(
1 +
α2η2
1 + µ2,1
)
,
(28)
where α1 = Mρulβ1, α2 = Mρulβ2, µ1,2 = g(θ1, θ2)ρulβ2,
µ2,1 = g(θ1, θ2)ρulβ1. At the second segment of the boundary
with η2 = 1, we have
R1,bd2= log2
(
1 +
α1η1
1 + µ1,2
)
, R2,bd2= log2
(
1 +
α2
1 + µ2,1η1
)
.
(29)
The convexity conditions in Lemma 2 are not always satisfied,
thus the UL rate region is not always convex.
In the special case with β1 = β2, we have α1 = α2 and
µ1,2 = µ2,1. From Lemma 2 and Lemma 2, in order to have
d2R1,bd1
dR22,bd1
≤ 0 for any η2 ∈ [0, 1], we obtain
−α21+2µ1,2(1+µ1,2)(1+µ1,2η2)+α1[−1+µ1,2+µ21,2(1+η22)] ≤ 0.
(30)
The left-hand side of (30) is a quadratic function of η2, which
monotonically increases with η2 within the range 0 ≤ η2 ≤ 1.
Thus, its maximum value is reached at η2 = 1. Plugging η2 = 1
into (30), we have
2µ1,2(1 + µ1,2)2 + α1(2µ21,2 + µ1,2 − 1) − α21 ≤ 0
⇒ [α1 − 2µ1,2(1 + µ1,2)][α1 + (1 + µ1,2)] ≥ 0
⇒ α1 ≥ 2µ1,2(1 + µ1,2). (31)
Plugging in α1 = M · SNR and µ1,2 = g(θ1, θ2) · SNR with
SNR = ρulβ1 = ρulβ2, we obtain
g(θ1, θ2) ≤
√
2M · SNR + 1 − 1
2SNR
. (32)
The third condition in Lemma 2 gives µ1,21+µ1,2 ≤
1+µ1,2
µ1,2
, which
always holds. Thus, we have that the UL rate region in Massive
MIMO LoS is convex if and only if g(θ1, θ2) ≤
√
2M ·SNR+1−1
2·SNR .
Similar to the DL case, in the low SNR regime, when fixing
θ1 = 0° and varying θ2 ∈ [0, 90°], the percentage of angles that
gives non-convex rate region scales proportionally with 1/M .
Proposition 2. In Massive MIMO with LoS channels, the
convexity of the two-user rate region depends on the number
of antennas M , SNRs, and user angles. In the low-SNR regime
with β1 = β2, the probability of having a non-convex region
reduces as 1/M when the angles are uniformly distributed.
V. CONCLUSIONS
We studied the convexity of the achievable rate region in
two-user Massive MIMO systems. We observed that with
ergodic i.i.d. Rayleigh fading, the rate region is always convex,
thus it is always beneficial to serve the users by spatial mul-
tiplexing (Proposition 1). With LoS channels, the convexity
conditions depend on the number of antennas, the SNR values
and the angles of the two users (Proposition 2). When the
angles are similar, the region is non-convex and scheduling
(time-sharing between the corner points) is preferable. The
extension to more than two users is important future work.
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