Abstract-We propose the use of electrostatic force feedback to control the effective mass, damping, or stiffness of micro electro mechanical system (MEMS). Our analysis suggests that if feedback force is proportional to sensed displacement, velocity, or acceleration of a MEMS proof mass, then feedback can be used to increase or decrease the apparent stiffness, damping, or mass of the system. Such feedback might be used to compensate the process variations, packaging stress, thermal drift, and damping. Prior efforts by others include position or velocity-based feedback for modifying frequency, bandwidth, quality factor, or sensitivity of resonators. However, we present a comprehensive means of controlling the response of MEMS. We develop an analytical steady-state MEMS model that includes feedback forces and circuit delay, and we develop a stability model. Our analytical models are verified using numerical simulations that include circuit delay, electrical feedback delay, and noise. Our results support the realization toward performance-on-demand MEMS (PODMEMS).
milling [2] . Methods that add material include Polysilicon deposition [3] , where the resonance frequency increased by 2% after increasing cross section by 57%, and silver electrodeposition [4] , where resonance frequency was tuned by 10%.
B. Electrical Tuning
Electrical tuning usually involves feedback. In [5] , quality factor was increased three orders by increasing the effective stiffness of a cantilever through position-controlled feedback. In [6] and its references, the use of position-controlled forcefeedback to improve bandwidth, dynamic range, linearity, and drift is discussed. In [7] , position-controlled digital-pulse force-feedback was used in a MEMS gyroscope by resolving 2pm displacements to lower the noise floor down to the thermal noise limit of 3°/sec/ √ Hz. In [8] , Joule heating and bias voltage was used to modify effective stiffness and resonant frequency by 25%. In [9] , tapered comb fingers under a 150V DC bias reduce effective stiffness by 80% and resonant frequency by 50%. In [10] , position-controlled digital force-feedback was used to modify effective stiffness to reduce resonance frequency by 93%. In [11] , thermally-induced AFM vibration was reduced by a factor of 3 through velocity-controlled magnetic force-feedback to increase effective damping. In [12] , tunable bifurcation was proposed and demonstrated in a linear system using analog electronic feedback where minimum peak-topeak excitation for softening and hardening cases are 150mV and 40mV respectively. In [13] , it has been proposed that the position of the upper plate of a MEMS parallel plate can be controlled up to 95% of the gap using voltage closed-loop with memristor being a feedback sensing element. In [14] , velocity based electrical feedback has been utilized to tune damping of MEMS comb drive and reported a gain attenuation of 18.45dB at the resonant frequency. In [15] , positive position feedback has been used on two degree of freedom MEMS nano-positioner for on-chip atomic force microscopy to generate high-quality images at 100 Hz scan rates. In [16] , thermally-induced vibration was reduced by half and quality factor was doubled by using position-controlled time-varying force-feedback to parametrically modulate stiffness in time. Finally, in [17] , signal interference control topologies using phase-shifted signals were investigated for shaping and tuning the near-resonance frequency response behaviors of electromechanical resonators, with the ability to amplify or nullify input signals in a frequency selective manner.
Advances to prior efforts in tuning of MEMS devices may include tuning technologies that are more easily packageable and more dynamically-controllable. With these goals in mind, we propose a comprehensive and accurate means of electrically tuning effective mass, damping, and stiffness of MEMS devices based on continuous force feedback. We have already demonstrated an autonomous means of measuring geometric variation in [18] that leads to accurate measurements of displacement, comb force, stiffness, and mass. In this paper we propose a means to control effective stiffness, damping, or mass by feeding back electrostatic forces that are proportional to displacement, velocity, or acceleration. Our technology might be used to help compensate for performance variations due to processing, packaging, temperature, noise, damping, or be used to accommodate multiple application modes. This may lead to MEMS that can fully adjust their performance on demand (PODMEMS).
C. Overview
The rest of this paper is organized as follows. In Section II we derive analytical expressions for electronically-controlled effective mass M e f f , damping D e f f , and stiffness K ef f using steady-state analysis subject to delayed electrostatic force feedback F f b . We also discuss how delay produces crosstalk between M e f f , D e f f , and K e f f . In Section III we verify our derivation of the effective quantities using a more general approach and we determine their stability limits based on the amount of delay. In Section IV we confirm expected performance characteristics such as shifts in resonance frequency, steady-state hysteresis, and transient dynamics due to a sequence of controlled changes in M e f f , D e f f , and K e f f . We conclude in Section V with our findings. In the Appendix, we analyze a feedback circuit that is used in our test case. Our PODMEMS stability, steady-state, and transient simulation tools used herein are available for research and development at the nanoHUB.
II. STEADY-STATE ANALYSIS
We derive analytical expressions for effective mass, damping, and stiffness using steady-state analysis subject to feedback delay. Our test case is shown in Fig. 1 .
Let a sinusoidal electrostatic driving force F dr = F dr,0 e j ωt be applied to the proof mass through the comb drives, where ω is the drive frequency and F dr,0 is the amplitude of the drive force. Electrical tuning of stiffness, damping, and mass is applied by electrostatic feedback forces F f b that are proportional to displacement, velocity, and acceleration. The equation of motion is
where
which are subject to time delays τ K , τ D , and τ M of respective circuit portions of the feedback system. The quantities K e , D e , and M e are the electrically-generated proportionality constants that constructively or destructively contribute to the effective mechanical stiffness, damping, or mass of the system. Although not discussed here, POD-MEMS analysis may be extended to nonlinear or parametric systems.
In steady-state, let's assume a solution of the form X (t) = x 0 (ω) e j (ωt −φ) where x 0 is the displacement amplitude of motion and φ is the phase difference between the mechanical response angle and applied electrical driving angle. The feedback forces become
where factors e − j ωτ are due to time-shift delay. By substituting these steady-state forms into (1), the resulting real and imaginary parts are
and
Displacement amplitude x 0 is found by squaring and then summing (2) and (3) as
where the second relation in (4) is determined by an effective equation of motion in standard form
We identify the effective stiffness K e f f , damping D e f f , and mass M e f f between the two relations in (4) as
The first relations in (6)- (8) are exact. The second relations in (6)- (8) are first-order approximations under the assumption that feedback delay is much smaller than the time period of proof-mass oscillation, τ << 2π/ω. The phase difference between the response angle ω t − φ and the drive angle ω t is found by the ratio of (3) to (2) as
Feedback delay τ affects K ef f , D ef f , and M e f f through attenuation and crosstalk in (6)- (8 Sensed displacement x τ K (t) = x (t − τ K ) can be expressed in steady-state as
where the first term is in-phase with x and the second term is lagging x by 90°. This out-of-phase term is in-phase with negative velocity −ẋ, which is the cause of the K e crosstalk in (7) . A first-order approximation in (10) applies when ωτ is very small. Similarly, sensed velocityẋ
andẍ
where the first terms in (11) and (12) are in-phase withẋ andẍ, and the second terms are leadingẋ andẍ by 90°. The outof-phase terms in (11) and (12) are in-phase with −ẍ andẋ, respectively. They cause the D e crosstalk in (8) and the M e crosstalk in (7) . In essence, the equation of motion can be represented by either using the delayed states (10)- (12) with electrical coefficients K e , D e , and M e (13) , or the effective coefficients M e f f , D e f f , and K e f f (14) . That is
or
Some useful relations from (14) are • Exponential decay rate (inverse time constant):
• Quality factor:
• Amplitude at displacement resonance:
• Velocity resonance:
• Frequency relations:
where ω r.e f f is displacement resonance, ω 0,e f f is damped velocity resonance (or undamped displacement resonance), and ω d,ef f is natural resonance (or displacement resonance without drive excitation). For under-, critically-, or overdamped systems, D ef f > 0 is less than, equal to, or greater than 4M e f f K e f f . Critical damping provides the fastest decay.
III. VERIFICATION OF EFFECTIVE MASS, DAMPING, STIFFNESS
We verify our above derivation of the effective coefficients (6)- (8) by using a general approach. Let's write (13) as
where F dr = F dr , 0e j ωt . Direct analysis of the solutions of this delay equation can be challenging both analytically and computationally since the space of solutions of (20) is infinite dimensional. So instead, we begin with the effective equation without explicit delay (14) , and show that its solution indeed satisfies both (20) and (13) . The general solution of (20) may be written as
where X T R (t) is the general transient solution of (20), i.e. X T R (t) solves the homogeneous form of (20):
and X S S (t) is a steady-state particular solution of (20) . We define (14) as the effective equation for (20) if for any x τ 1 (t) solving (20) we can find x 2 (t) solving (14) such that lim
The following two conditions will guarantee that (14) is an effective equation: (i) Both (14) and (20) have the steady state solution X S S ; (ii) Both (14) and (20) are stable (i.e. transients decay with time).
We start with fulfilling the condition (i). Assuming the absence of resonance, i.e. if e j ωt is not a solution of (22), then the steady-state solution of (20) can be found in the form
Substituting (24) into (20), we have
and substituting (24) into (14), we have
Comparing the real and imaginary parts of the right-hand sides of (25) and (26), we have:
The effective damping is uniquely defined by (28) as
However, (27) provides some freedom in choosing the effective stiffness and mass. Namely, we may set the effective mass to be any real number, M e f f = a ∈ R, in which case (27) becomes
Notice that if we select the choice of a to be
then we fully recover the effective mass, damping, and stiffness coefficients derived earlier in (6)- (8) . In other words, if (24) solves (20) , then (24) is also a solution of (14) . Thus, (6)- (8) (20) is
The values of M e , D e , and K e , which give pure imaginary solutions z = j y of (22), are the borderline values between stability and instability of (20) . Thus, substituting z = j y into the homogeneous equation (22) and solving for D e and K e , we have
Here, y ≥ 0 is a parameter, and the equations (33) Fig. 6 in Section IV. The reader may explore the stability of other system states by using our PODMEMS web application at www.nanoHUB.org. Now to ensure that requirement (ii) is satisfied, it remains to verify that the effective equation (14) is stable as well. Notice that the stability of (14) depends on the driving frequency ω. However, we can always modify the effective equation (14) by choosing the parameter b, to make it stable whenever the corresponding delay equation (20) is stable. To this end, note that X S S (t) in (24) satisfies
We can multiply (34) by any real number b ∈ R to get
By adding (35) to (14), we get (36), to which X S S (t) is also a solution
If D e f f > 0, we can choose b ≥ 0 such that M e f f +b > 0 and K e f f + bω 2 > 0. Or if D e f f < 0, we can choose b ≤ 0 such that M e f f + b < 0 and K e f f + bω 2 < 0. That is, for stability:
Such choice of b makes equation (14) stable, and thus condition (ii) is satisfied as well. Hence, (14) is indeed an effective equation for the delay equation (20) . Note, while the effective damping D e f f depends on ω, we can make either M e f f or K e f f independent of ω because we are free to choose b.
In essence, while the location of (0,0) in Fig. 2 is the extent of a standard MEMS device, the entire space within a dome is the extent of a stable PODMEMS device.
IV. PERFORMANCE CHARACTERISTICS
Using the effective equation of motion, we simulate frequency shifts, hysteresis, and transient dynamics subject to varying amounts of M e , D e , K e . Practical design parameters for 
A. Frequency Shift
Small shifts in resonance frequency are often caused by changes in temperature. However, much larger and controlled changes of resonance frequency can be prescribed by changing effective mass or stiffness as exemplified in Fig. 3 . The displacement resonant frequencies ω r,e f f are found by differentiating (4) with respect to ω and setting the result equal to 0. The maximum amplitude is x 0 ω r,e f f , given in (4). The zerofeedback resonance is at ω r = 50krad/sec. Using feedback, we demonstrate halving or doubling the purely mechanical The horizontal-axis is the ratio of electrical to mechanical damping. The verticalaxis is the ratio of electrical to mechanical stiffness. The dome areas between the curve and horizontal line K e /K = −1 are domains of stability. Within a dome, stability decreases the closer the state is to its boundary. Stability is zero on the boundary. And outside a dome, instability increases the farther the state is from its stability boundary. resonance frequency by increasing or decreasing K e f f or M e f f . That is, resonance is halved by decreasing effective stiffness as 
To guarantee stability for a few negative values chosen for K τ e and M τ e , we set the effective damping as D e f f = 3D for each case shown in Fig. 3 .
B. Hysteresis
Delay in force feedback can result in hysteresis. Fig. 4 exemplifies the effect of varying amounts of feedback delay between position x versus feedback force for delays of τ = 50, 500, and 5000 ns, with ω r,e f f = 50krad/sec. The magnified inset shows that when the proof mass crosses zero-state, the feedback force F K is not yet zero, but is proportional to what the displacement was 50ns before reaching zero-state. In this particular case, when the proof mass crosses zero-state, the delayed feedback force is on the order of a thousandth of the maximum value at its turning points. For K e > 0, the motion about the cycle is clockwise. The same cycle applies to the feedback force F M . The feedback force for F D follows a circular counterclockwise path for D e > 0. The corresponding potential and kinetic energies are
which are plotted in Fig. 5 along with total energy E for steady-state motion, where K e = − M. Plots for delay times τ = 50, 500, and 5000 ns are provided. Two pairs of extrema are clearly seen for the largest delay in Fig. 5 . The 'early' minima are due to negative feedback, which favors the motion. Conversely, late minima would occur for positive feedback, which opposes the motion. Arrow directions would be reversed for positive feedback. The total energy is independent of delay and is constant.
C. Transient Dynamics
We examine the trajectory of our MEMS test case subject to a sequence of controlled feedback conditions that greatly modify the system's response behavior (Fig. 6 ). This is because electrostatic forces can be greater than the mechanical forces of Mẍ, Dẋ, and K x at this micrometer length scale.
Throughout the simulation, our MEMS test case model (Fig. 1) experiences noise, impulse driving, and various feedback forces. A feedback circuit model given in the Appendix was used to determine delay time.
The lower bound for noise comes from estimates of thermomechanical and thermoelectrical noise. Thermomechanical noise is estimated by the equipartition theorem, K x 2 n /2 = k B T /2, where k B is the Boltzmann constant, T is device temperature, and x n is the root-mean-square of the proof mass displacement associated with such noise. We can use x n to estimate a corresponding disturbance force as F n1 = K x rms . Thermoelectrical noise is estimated by the Johnson-Nysquist relation, v n = √ 4 k B T R out f , where R out is the output resistance of the feedback circuit and f is the bandwidth. We can use v n to estimate a Fig. 6 . The transient behavior of a PODMEMS subject to excitation pulses F dr , noise F n , and changes in system state controlled by feedback forces that imitate the addition or subtraction of mass M e , damping D e , or stiffness K e (as labeled). The simulation is continuous in time for 7ms, where the upper plot shows the first 3.5ms and the lower plot shows the last 3.5ms. During the first 6ms of the simulation, a 0.5ms pulse is applied every 1ms. A change in system state takes place every 1ms. To emulate realistic conditions, we used a significant amount of noise disturbance (see insert) and used a nonlinear mechanical stiffness (K x + kx 3 ). The type of behavior is labeled for each 1ms interval. Feedback delay is τ = 50ns. The unstable intervals at 1-2ms and 6-7ms are predicted by Fig 2. corresponding disturbance of the comb drive actuator as
2 /g. In addition, noise is compounded by opamp differentiation, which is somewhat accounted for by the differentiation of x andẋ at each time step. These small noise sources provide a lower bound, F n1 + F n2 = O 10 −11 newtons. For verification purposes, we increased the noise in our simulation by three orders, F n = 10 3 [F n1 + F n2 ] = O 10 −8 newtons, to represent a harsher environment to test stability. Fortunately, the inertia of the microstructure acts as a smoothing filter for the small but high-frequency random disturbances. See the magnified inset about 6ms in Fig. 6 .
The sizes of mechanical forces can be put in perspective by comparing them to equivalent comb drive actuator forces. Using a maximum displacement of 9μm, velocity of 45mm/s, and acceleration of 2.25km/s 2 , at ω = 50krad/s, similar to that of the first 0.5ms of Fig. 6 , the maximum linear stiffness force K x max is equivalent to an actuator voltage of V = 14.26V, the nonlinear stiffness contribution kx 3 max is V = 1.83V, the damping force Dẋ max is V = 0.888V, and the inertial force Mẍ max is V = 14.26V. For instance, since the comb drive force is proportional to V 2 , an equivalent feedback force that is 9 times the maximum stiffness force corresponds to increasing the above voltage by a factor of 3. Clearly, effective damping can be most greatly modified.
Although delay differential equation (DDE) solvers can integrate ordinary differential equation (ODEs), ODE solvers usually do not accurately integrate DDEs. We used Matlab's DDE23 to compute the solution to our PODMEMS DDE:
Compared to (1), in (40) we add noise F n and the nonlinear stiffness contribution kx 3 to more closely model realistic conditions. The feedback terms are
To accommodate discontinuities in the solution and history, where PODMEMS coefficients abruptly change every 1ms (Fig. 6) , we set the JUMP option in DDE23 to such points in time. Delay times τ M , τ D , and τ K were used. And forces in (40) were updated at each step in time.
During time interval 0-1ms, a step pulse and noise are applied without feedback. This is the usual characteristic response for MEMS; i.e. system state (D e /K , K e /K ) = (0, 0) for M e = 0 in Fig. 2 .
During time interval 1-2ms, a system state is M e = −0.75, D e = 0, K e = 0, which is identified as being in the unstable domain, as seen by plotting this state in Fig. 2b . Instability causes the displacement amplitude to increase in time.
During time interval 2-3ms, the system state is at M e = 2M, D e = 200D, K e = −0.8K , which yields the apparent low-stiffness behavior, which is mechanically unachievable for such a microstructure. Due to low stiffness, the drive force is reduced by a factor of 3 (as labeled) to reduce displacement amplitude.
During time interval 3-4ms, the effective stiffness linearly decreases from K e f f = 11K to K , under highly-damped conditions. Due to the high stiffness, the drive force is increased by a factor of 10 (i.e. voltage increased from 10 to 31.6V) to increase displacement amplitude.
During time interval 4-5ms, the damping is one order smaller than critical damping.
During time interval 5-6ms, the damping is precisely critical, D e f f = √ 4M K . Finally, during time interval 6-7ms, F dr = 0 and M e = −0.93M acts to induce self-oscillation, excited by the noise.
Our Matlab code used to integrate PODMEMS in Fig. 6 is provided as a web application at www.nanoHUB.org.
V. CONCLUSION
We proposed the use of electrostatic force feedback to increase or decrease the apparent stiffness, damping, or mass of microelectromechanical systems. Such control can be accomplished by sensing the displacement of a microstructure's proof mass in real-time, then applying displacementdependent electrostatic feedback forces onto the proof mass. Our analysis suggests that if such feedback forces are proportional to displacement, velocity, or acceleration, then the effective stiffness, damping, or mass of the microsystem can be manipulated on demand. We have developed an analytical steady-state model that accounts for feedback delay, a stability model that identifies stable/unstable system states, and a DDE transient solver for PODMEMS.
By exploring how the response due to feedback is affected by circuit delay, we found that crosstalk between one or two of the effective parameters can become significant as delay increases. Steady-state simulations showed that resonant frequency can be accurately controlled over a large range. Transient simulations of subject to prescribed changes in effective stiffness, damping, and mass demonstrated expected responses as well as some interesting behaviors. From stability analysis, we determined the extent of PODMEMS operating domain.
Although our MEMS test case used a comb drive transducer, it is conceivable that this technology can be adapted to some other types of MEMS actuators that can feed back their sensed state.
APPENDIX
We discuss some basic design aspects of a simple analog feedback circuit that may be used for PODMEMS. This example illustrates a way to generate electrostatic actuation forces that are proportional to microstructure displacement, velocity, and acceleration with a small feedback delay. We do not discuss ways to optimize the magnitude shape and phase of the feedback.
A. Feedback Direction
Positive (or negative) comb drive forces are applied to the proof mass of Fig. 1 by pulling it to the right (or left). For instance, an increase in effective stiffness K e > 0 requires that F K pulls the proof mass to the left when displacement is to the right of zero state. An increase in effective damping D e > 0 requires that F D pulls the proof mass in the direction opposite to the direction of velocity. An increase in effective mass M e > 0 requires that F M pulls the proof mass in the direction that is opposite to the direction of acceleration. Conversely, to decrease the effective stiffness, damping, or mass, the comb drives must pull in directions opposite to those given above. Such a feedback system may be realized with a circuit that senses comb drive motion and parses feedback voltage into functions of displacement, velocity, and acceleration. 
B. Motion Sensor Circuit
A simple feedback system is shown in Fig. 7 . Comb sensor capacitance may be expressed as
where L 0 is the initial comb overlap, C parasitic is the parasitic capacitance, and is the comb constant [18] . A highfrequency bias voltage V Z = V Z ,0 sin (ω Z t) produces a comb current I in = C (x)V Z , which is converted into a voltage
where 
, where G 1 is the gain of the differentiator, t B = t − τ 0 , and τ 0 is its delay.V Z is multiplied by V sense to produce a demodulated voltage.
where a slowly varying quantity C (x (t C )) and a high frequency quantity cos (2 ω Z t − ω Z τ A ) that can be eliminated with a low pass filter. The result is an output voltage that is linear in displacement x:
where t D = t − 
represent the totality of all component delays along their respective paths to V f b output. Most of the delay is due to the C block +preamp and filter components.
The sign of the VGA gains, together with the diodes in Fig. 8 , set the direction that the proof mass is to be pulled. where g 1 and g 2 depend on VGA design and type [19] ; e.g., g 1 = 10, g 2 = 6.6, −0.7 < V G K < 0.7 ⇒ −1000 < G K < 1000.
Since comb force is proportional to voltage squared, voltages (A5)-(A7) are summed and square rooted such that the resulting force will be linear in x τ K ,ẋ τ D ,ẍ τ M . Since the actuator is biased at V Z , its force contribution can be eliminated by adding V Z to the corresponding stator as V f b = V sqrt + V Z . The output of the circuit in Fig. 8 is
where G sqrt is the gain of the square root amplifier [20] .
D. Delay Times
The delay times for each off-the-shelf component (Table 1 ) of the sensor and actuator were determined by examining the RC elements within each component.
E. Feedback Force
The total feedback force due to (A9) is
By substituting (A5)-(A7) into (A10) we have
where feedback forces for stiffness, mass, and damping are
where ≡ 
