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Abstract Most papers on permutation codes have concentrated on the minimum Hamming
distance of the code. An (n, d) permutation code (or permutation array) is simply a set of
permutations on n elements in which the Hamming distance between any pair of distinct
permutations (or codewords) is at least d . An (n, 2e + 1) or (n, 2e + 2) permutation code is
able to correct up to e errors. These codes have a potential application to powerline commu-
nications. It is known that in an (n, 2e) permutation code the balls of radius e surrounding
the codewords may all be pairwise disjoint, but usually some overlap. Thus an (n, 2e) per-
mutation code is generally unable to correct e errors using nearest neighbour decoding. On
the other hand, if the packing radius of the code is defined as the largest value of e for which
the balls of radius e are all pairwise disjoint, a permutation code with packing radius e can
be denoted by [n, e]. Such a permutation code can always correct e errors. In this paper it
is shown that, in almost all cases considered, the number of codewords in the best [n, e]
code found is substantially greater than the largest number of codewords in the best known
(n, 2e + 1) code. Thus the packing radius more accurately specifies the requirement for an
e-error-correcting permutation code than does the minimum Hamming distance. The tech-
niques used include construction by automorphism group and several variations of clique
search They are enhanced by two theoretical results which make the computations feasible.
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1 Introduction
Permutation codes have received considerable attention in recent years [1–3,9,10,12–14],
[23–25], both for their intrinsic interest and because of potential applications to powerline
communications described in [9,15,16,22]. A permutation code is simply a set of permu-
tations in the symmetric group Sn of all permutations on n elements. The codewords are
the permutations and the code length is n. For two permutations π, π ′ ∈ Sn the Hamming
distance is given by:
dH (π, π ′) := |{x ∈ {1, 2, . . . , n}|π(x) = π ′(x)}|
Note that the number of fixed points of π ′π−1 is n − dH (π, π ′). The minimum Hamming
distance d of the code is then the minimum dH (π, π ′) taken over all pairs π, π ′ of distinct
permutations. A code of length n with minimum distance d is denoted an (n, d) permuta-
tion code, often referred to as an (n, d) permutation array. As 1 cannot appear as a distance
between two permutations of Sn , the set of all distances that can actually appear for Sn is
D(Sn) = {0, 2, 3, 4, . . . , n}.
Following the terminology in [23], a ball of radius e surrounding a centre π ∈ Sn is
denoted by:
Be(π) :=
{
π ′ ∈ Sn |dH (π, π ′) ≤ e
}
.
The number of permutations in a ball of radius e is independent of the choice of π and is
denoted by Ve where
Ve = |Be(π)| =
e∑
k=0
(
n
k
)
k!
k∑
x=0
(−1)x
x !
(using the formula dk = k!∑kx=0 (−1)
x
x ! for the number of derangements of k elements).
Given a code C (a subset of the elements of Sn), the packing radius of C is denoted by
p(C), where
p(C) := max{e′ ∈ D(Sn)|Be′(π) ∩ Be′(π ′) = φ,∀π, π ′ ∈ C with π = π ′}.
The packing radius is bounded above by the covering radius [6], which has received rather
more attention in the literature. A permutation code of length n with packing radius e will be
denoted an [n, e] code. Here it will be assumed that if r errors affect a permutation π then
the result is a permutation at distance r from π . Then the packing radius more accurately
describes the error-correcting capability of the code than the minimum Hamming distance.
An (n, 2e+1) code or an (n, 2e+2) code will always correct e errors using nearest neighbour
decoding (see Theorem 1). However, an (n, 2e) code is not guaranteed to correct e errors, as a
received permutation with e errors may be equidistant from two or more distinct codewords.
On the other hand, specifying that the packing radius is e does guarantee that e errors can
always be corrected by nearest neighbour decoding. A received permutation with at most e
errors will be in a unique ball surrounding a codeword, and can be correctly decoded to the
centre of the ball. As illustrated by Quistorff [23] (see also Example 1), an (n, 2e) code may
have packing radius e or e − 1. This contrasts with the situation in classical coding theory
where the codewords are vectors and a code of minimum distance 2e cannot have packing
radius e.
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Example 1 The codes C1 and C2 (written here in cycle notation with the identity permutation
denoted id) both have d = 6.
C1 = {id, (123456)} ⊆ S6
C2 = {id, (123)(456)} ⊆ S6
For the code C1 the balls of radius 3 surrounding the two codewords are disjoint. For the
code C2 the permutation (456) is at distance 3 from each codeword, so the balls of radius 3
surrounding the two codewords are not disjoint.
The maximum number of codewords in an (n, d) code is denoted by M(n, d). Tables of best
known lower and upper bounds for M(n, d) have been presented in [9,24]. Here the maxi-
mum number of codewords in an [n, e] code is denoted by P[n, e]. It can be directly checked
that most (n, 2e) codes previously constructed are not [n, e] codes. It will be shown that there
do generally exist [n, e] codes (usually with minimum Hamming distance 2e) which have
more codewords than the best known (n, 2e + 1) code. A table of lower and upper bounds
for P[n, e] is constructed.
Theoretical results which allow the test for overlapping balls to be carried out efficiently
are presented in Sect. 2. The table of bounds for P[n, e] is given in Sect. 3. The automorphism
group and maximum clique method used is described in detail in Sect. 4, together with a
detailed description of individual constructions. Iterative clique building methods used in
many of the other cases and based on either codewords, cycles of length n or cycles of length
n−1 are described in Sect. 5. The conclusion summarizes the success of the various methods.
2 Efficient computational tests for overlapping balls
The work presented in this paper follows closely some of the methods described in [9,24]. In
contrast to the work presented in those two papers, where the computation of the Hamming
distance is fast, a test for whether any balls of radius e overlap over all pairs of codewords as
centres is potentially very time consuming. In this section two theorems are presented which
allow this computation to be done efficiently.
Theorem 1 Let C be a permutation code (a subset of Sn) with packing radius p(C) > 1
and minimum distance d(C). Then
1. if d(C) ≥ 2p(C) + 1, all balls of radius p(C) are disjoint.
2. if d(C) ≤ 2p(C) − 1, at least one pair of balls of radius p(C) are not disjoint.
Proof The first statement is clear. If two balls are not disjoint then the distance between their
centres is at most 2p(C). Only the second statement need be considered.
In the proof of the second statement, write e = p(C) and let π1, π2 denote a pair of
permutations such that dH (π1, π2) = 2e − r (r ≥ 1). By applying the permutation π−11 it
can be seen that without loss of generality the two permutations can be assumed to be the
identity id and π = π−11 π2 with dH (id, π) = 2e − r (r ≥ 1). Then there is a set W of
elements with |W | = n − 2e + r such that π(x) = x ∀x ∈ W . Consider the cycle represen-
tation of π . Suppose that this representation contains a set of cycles disjoint from W denoted
{(i j , π(i j ), π2(i j ), . . . , π t j −1(i j )) | π t j (i j ) = i j , j ∈ U } with cycle j having length t j .
Associated with each cycle will be open fragments such as
f rag = (i, π(i), π2(i), . . . , π s−1(i)) (with π s(i) = i) of length s.
There are two cases to consider:
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1. There is a subset U1 of U such that
∑
j∈U1 t j = e − r + 1. Let V1 be the union of
all elements of the cycles of U1. Choose a permutation π ′ such that π ′(x) = π(x) for
x ∈ V1 and π ′(x) = x for x /∈ V1. Then π ′ is a derangement of the e − r + 1 elements
of V1 and fixes the remaining e − 1 elements for which id and π differ. Similarly, π ′
takes the values of π for the e − r + 1 elements of V1 and the same value as id for the
remaining e − 1 elements for which id and π differ. Thus dH (id, π ′) = e − r + 1 and
dH (π, π ′) = e − 1. It follows that the balls surrounding id and π are not disjoint.
2. If the first case does not hold then there must be a subset U2 of U and a fragment f rag
with s elements such that s +∑ j∈U2 t j = e−r +1. Let V2 be the union of all but the last
element of f rag and all elements in the cycles of U2. Let y be the first element of f rag
and z be the last element of f rag. Choose a permutation π ′′ such that π ′′(x) = π(x)
for x ∈ V2, π ′′(z) = y, and π ′′(x) = x for x /∈ V2 ∪ {z}. If | f rag| = 1 then y = z
and π ′′ is a derangement of the e − r elements of V2, has the same value as id for y and
the same value as id for the remaining e − 1 elements for which id and π differ. Thus
dH (id, π ′′) = e − r . If | f rag| > 1 then y = z and π ′′ is a derangement of the e − r + 1
elements of V2 ∪ {z} and has the same value as id for the remaining e − 1 elements for
which id and π differ. Thus dH (id, π ′′) = e − r + 1. In a similar way, π ′′ has the same
value as π for the elements of V2, a different value for the element z and a different value
for the remaining e − 1 elements for which id and π differ. Thus dH (π, π ′′) = e. It
follows that the balls surrounding id and π are not disjoint. unionsq
A key step in a construction of [n, e] permutation codes is to find an efficient means of deter-
mining, for two permutations π1 and π2, whether or not the two balls of radius e = p(C)
surrounding the permutations are disjoint. Theorem 1 shows that if dH (π1, π2) > 2e they
are disjoint and if dH (π1, π2) < 2e they are not disjoint. Thus it only remains to consider
the case dH (π1, π2) = 2e.
Theorem 2 Let C be a permutation code (a subset of Sn) with packing radius e = p(C) > 1
and minimum distance d(C) = 2e. Then given two codewords π1, π2 with dH (π1, π2) = 2e,
the balls of radius e surrounding these codewords overlap if and only if the derangement of
2e elements given by π2π−11 decomposes into two disjoint derangements, each of exactly e
of the 2e elements.
Proof If the two disjoint derangements exist then composing π1 with the first gives a per-
mutation v with dH (π1, v) = e. Composing v with the second derangement gives π2 with
dH (π2, v) = e. Thus Be(π1) and Be(π2) overlap. If a permutation v with dH (π1, v) = e and
dH (π2, v) = e exists then v is a derangement of e elements of the image of π1. Composing
with a further derangement of e elements only gives a derangement of 2e elements if the two
derangements are of disjoint sets of elements. unionsq
To test two balls for overlap Theorem 1 is applied first. Only if the Hamming distance
is 2e = 2p(C) need Theorem 2 be applied. Then the derangement of 2e positions given
by π2π−11 is written in cycle notation. (By concentrating on these 2e positions there will be
no cycles of length 1.) Suppose that there are  cycles. Record the lengths of the cycles in
non-increasing order as a vector v of length . For example, if the derangement is (in cycle
notation) (4 8 5 6)(1 2 7 3)(10 9)(12 11) then v = (4, 4, 2, 2). Now compare the vector
with the vectors of this length that correspond to two disjoint derangements. (In this case
the derangement does correspond to two disjoint derangements, each on six elements, and
the balls are not disjoint). In general, the vector v can be compared with pregenerated lists
where there exist or do not exist two disjoint arrangements on e of the 2e elements. Table 1
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Table 1 Two disjoint
derangements on e elements
exist, d = 2e and 4 ≤ d ≤ 12
d = 2e  = length of vector v = vector of cycle lengths
4 2 (2,2)
6 2 (3,3)
8 2 (4,4)
8 3 (4,2,2)
8 4 (2,2,2,2)
10 2 (5,5)
10 3 (5,3,2)
10 4 (3,3,2,2)
12 2 (6,6)
12 3 (6,4,2); (6,3,3)
12 4 (6,2,2,2); (4,4,2,2); (4,3,3,2); (3,3,3,3)
12 5 (4,2,2,2,2); (3,3,2,2,2)
12 6 (2,2,2,2,2,2)
shows all vectors v corresponding to two disjoint derangements with e > 1 and d = 2e ≤ 12
(two disjoint derangements cannot exist if e = 1, in fact the balls consist of the codewords
themselves). Table 2 shows all vectors v that do not correspond to two disjoint derangements
with e > 1 and d = 2e ≤ 12.
3 The new table
The case e = 1 corresponds to an (n, 2) permutation code obtained from the permutations
of the symmetric group Sn (giving M(n, 2) = n!) and so need not be shown in the table.
The computations described in this paper are feasible for all relevant e up to n = 12 and
for some e up to n = 15. Thus Table 3 covers 4 ≤ n ≤ 15 and 2 ≤ e ≤ 6. As well as
the lower bound LB for P[n, e] obtained, an upper bound is also given. The standard upper
bound M(n, d) ≤ n!/(d − 1)! (see for example [9]) gives P[n, e] ≤ n!/(2e − 1)! as d ≥ 2e
for disjoint spheres. Also, as the balls of radius e are disjoint, another upper bound is given
by n!/|Ve|. The entry UB in Table 3 is the smaller of these two upper bounds. Also shown
for comparison is the size of the best known (n, d) permutation code with d = 2e + 1 [24],
which is also guaranteed to correct e errors. An entry is shown in bold if it is larger than the
corresponding d = 2e + 1 entry, or if the (n, 2e + 1) code does not exist. The meaning of
the superscripts in the table is as follows:
Superscript A: “Iterative clique building”—codewords only (Sect. 5)
Superscript C: “Iterative clique building”—cycles of length n (Sect. 5)
Superscript E: “Iterative clique building”—cycles of length n − 1 (Sect. 5)
All other entries were obtained using automorphism groups and maximum clique algorithms,
as described in Sect. 4.
4 Automorphism groups and maximum clique algorithms
The construction of [n, e] permutation codes using automorphism groups follows closely the
method in [24], which is itself based on the method presented in [9]. A permutation code C
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Table 2 Two disjoint
derangements on e elements do
not exist, d = 2e and 4 ≤ d ≤ 12
d = 2e  = length of vector v = vector of cycle lengths
4 1 (4)
6 1 (6)
6 2 (4,2)
6 3 (2,2,2)
8 1 (8)
8 2 (6,2); (5,3)
8 3 (3,3,2)
10 1 (10)
10 2 (8,2); (7,3); (6,4)
10 3 (6,2,2); (4,4,2); (4,3,3)
10 4 (4,2,2,2)
10 5 (2,2,2,2,2)
12 1 (12)
12 2 (10,2); (9,3); (8,4); (7,5)
12 3 (8,2,2); (7,3,2); (5,5,2); (5,4,3); (4,4,4)
12 4 (5,3,2,2)
has a left automorphism group H if hC = C for all h ∈ H . If H is applied to the identity
permutation a single orbit is obtained. In general a code C with this automorphism group will
consist of a union of |C |/|H | orbits. The automorphism group must be chosen so that the
minimum distance between any pair of codewords in a single orbit (referred to as the internal
minimum distance) is either at least 2e + 1 (Theorem 1), or is 2e and no pair of codewords
at distance 2e overlap (Theorem 2). A graph G(n, e) is constructed with one vertex for each
orbit of H . Given two orbits Oi and O j corresponding to vertices vi and v j of G(n, e), the
two vertices are adjacent in G(n, e) if:
1. d(Oi , O j ) = mings∈Oi , gt ∈O j dH (gs, gt ) ≥ 2e + 1 or
2. d(Oi , O j ) = 2e and for any pair gs ∈ Oi , gt ∈ O j such that dH (gs, gt ) = 2e, the “no
overlap” condition Be(gs) ∩ Be(gt ) = φ holds.
Note that in order to compute d(Oi , O j ) it is only necessary to choose representatives gs, gt
of the two orbits and then compute minh∈H d(gs, hgt ). A maximum clique in G(n, e) then
gives a union of orbits that corresponds to the largest [n, e] code with the given automorphism
group H . The size of this code is a lower bound for P[n, e].
The maximum clique algorithms used were based on the selection in [24], where further
details can be found. In smaller cases the algorithms terminate. In some cases the algorithm
described in [20,21] would terminate in at most a few days where other algorithms did not.
When no algorithm would terminate in reasonable time it was found useful to take the best
result from several algorithms, with no one algorithm dominating. Four different algorithms
were used for cases that did not terminate in the final results, as well as for groups that did
not ultimately give the best result:
1. The software system FASoft used for radio frequency assignment [18] contains a max-
imum clique algorithm based on that described in [8]. Seven different vertex orderings
123
Permutation codes with specified packing radius 101
Table 3 Table of best permutation codes of length n and packing radius e
n e
2 3 4 5 6
4
UB 3 – – – –
LB 2 – – – –
d = 2e + 1 best – – – – –
5
UB 10 – – – –
LB 10 – – – –
d = 2e + 1 best 5 – – – –
6
UB 45 6 – – –
LB 30A 6 – – –
d = 2e + 1 best 18 – – – –
7
UB 229 42 – – –
LB 126 22A – – –
d = 2e + 1 best 77 7 – – –
8
UB 1390 285 8 – –
LB 896 112 8A – –
d = 2e + 1 best 616 56 – – –
9
UB 9807 1770 72 – –
LB 4176 504 25A – –
d = 2e + 1 best 3024 504 9 – –
10
UB 78886 12688 720 10 –
LB 50400 2880 110C 10A –
d = 2e + 1 best 18720 720 49 – –
11
UB 712800 103411 7920 110 –
LB 475200 15840 1210 33A –
d = 2e + 1 best 205920 7920 154 11 –
12
UB 7149277 944776 95040 1320 12
LB 2471040 190080 3960 144C 12 A
d = 2e + 1 best 2376000 95040 1320 60 –
13
UB 78823048 9565316 878777 17160 156
LB – 247104 15120E 612E 40A
d = 2e + 1 best 878778 95040 4810 195 13
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Table 3 Continued
n e
2 3 4 5 6
14
UB 947590121 106314989 8869497 240240 2184
LB – – 110682E 3483A 169E
d = 2e + 1 best – – 6552 2184 52
15
UB 12336550641 1287081070 98313989 3603600 32760
LB – – – 15120 769A
d = 2e + 1 best – – – 6076 243
UB denotes an upper bound given by the smaller of a simple sphere packing upper bound and n!/(2e − 1)!.
LB denotes the lower bound given by the [n, e] permutation code (with packing radius e) constructed in this
paper. Also shown for comparison is the size of the best known (n, d) permutation code with d = 2e + 1,
which is also guaranteed to correct e errors. An entry is shown in bold if it is larger than the corresponding
d = 2e + 1 entry, or if the (n, 2e + 1) code does not exist
can be applied before the algorithm is run, and can give very different results if the
algorithm does not terminate. These are:
Initial ordering: The algorithm in [8] is applied with the order of vertices as presented
by the problem.
Largest degree first (LF1): The vertices are sorted in decreasing order of their degrees
before the algorithm is applied.
LF1 reversed: The reverse of the above ordering.
Largest degree first (LF2): The vertices of largest degree are successively removed
from the graph and added to a list. This time the degree calculation excludes vertices
that have already been ordered and removed from the graph.
LF2 reversed: The reverse of the above ordering.
Smallest degree last (SL): The vertices of smallest degree are successively removed
from the graph and added to a list. Again the degree calculation excludes vertices that
have already been ordered and removed from the graph. When all vertices have been
removed the list is reversed.
SL reversed: The reverse of the above ordering.
2. Perturbations of the most promising ordering above were used within a multi-start frame-
work. The algorithm described in [8] was repeatedly run for a period of 600 s, each time
with perturbations of the chosen ordering. The ordering is perturbed by introducing some
noise in the calculation of the vertex degrees. Each vertex degree degi is changed into a
random value in the interval [(1−Per)degi , (1+Per)degi ], where Per is a user-defined
parameter in the interval [0.05, 0.15].
3. The algorithm described in [4] gave the best result in one case.
4. The algorithm described in [5] gave the best result in one case.
Some standard groups such as the cyclic groups Cn,Cn−1, the dihedral group D2n , the groups
AGL(1, q), AΓ L(1, q), AΣL(1, q), PGL(2, q), P SL(2, q), PΓ L(2, q), PΣL(2, q), and
the Mathieu groups M11 and M12 were used in [24] and merit consideration here.
Again, a database of transitive permutation groups was also used. All computations using
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automorphism groups were carried out using Magma.1 Magma contains a database of all
transitive groups with degree at most 30 [7]. This is based on one constructed by Hulpke [17]
making use of a classification by Butler and McKay for degree at most 15. In [24] the largest
two or three permutation groups in the database satisfying the internal minimum distance
condition were used. For the present work, where the overlap condition adds some com-
plexity, it proved useful to consider a somewhat wider selection of groups from the Magma
database. However, only the group that gave the best result appearing in Table 3 is detailed
here.
Automorphism groups used in individual cases in the tables will now be listed. In just
one case there is only a single orbit of the group, giving a group code [1] and the decoding
algorithm given in [1] could be used. Permutation generators for the automorphism groups
are given. Here all permutations act on the set {0, 1, 2, . . . , n − 1}. Files of codewords and
files of orbit representatives which also list these permutation generators can be found on the
authors’ web pages.2
1. [n, e] = [4, 2]: Use the identity group (no automorphisms). A maximum clique algo-
rithm terminated with 2 orbits, so P[4, 2] = 2 is an exact result.
2. [n, e] = [5, 2]: Use the cyclic group C5, with |C5| = 5 and internal orbit minimum
distance 5. A maximum clique algorithm terminated with 2 orbits, so referring to the
upper bound P[5, 2] = 10.
3. [n, e] = [6, 3]: Use the identity group (no automorphisms). A maximum clique algo-
rithm terminated with 6 orbits, so P[6, 3] = 6 is an exact result.
4. [n, e] = [7, 2]: Use the cyclic group C7, with |C7| = 7 and internal orbit minimum
distance 7. The FASoft maximum clique algorithm found 18 orbits without terminating.
The algorithm described in [20,21] did terminate with the same result, so P[7, 2] ≥ 126.
In fact the dihedral group D7 with |D7| = 14 and internal orbit minimum distance 6
gives the same result from 9 orbits with an easier clique search.
5. [n, e] = [8, 2]: Use the group denoted E(8):7 = F56(8) in the naming system and
classification given in [11], with |E(8):7| = 56 and internal orbit minimum distance 7.
A maximum clique algorithm terminated with 16 orbits, so P[8, 2] ≥ 896. Permutation
generators used were:
(0 7)(1 2)(3 4)(5 6); (0 2)(1 7)(3 5)(4 6); (0 4)(1 5)(2 6)(3 7); (0 1 5 2 3 4 6).
6. [n, e] = [8, 3]: Use the group E(8):7 = F56(8) as for [n, e] = [8, 2]. A maximum
clique algorithm terminated with 2 orbits, so P[8, 3] ≥ 112.
7. [n, e] = [9, 2]: Use the group denoted E(9):2D8 in the naming system and classi-
fication given in [11], with |E(9):2D8| = 144 and internal orbit minimum distance
6. The FASoft maximum clique algorithm found 29 orbits without terminating, so
P[9, 2] ≥ 4176. The other maximum clique algorithms used did not terminate and did
not improve this result. Permutation generators used were:
(0 1 8)(2 3 4)(5 6 7); (0 3 6)(1 4 7)(2 5 8); (0 5 3 4 1 2 7 6); (0 1)(2 4)(5 6).
8. [n, e] = [9, 3]: Use P SL(2, 8) with |P SL(2, 8)| = 504 and internal orbit minimum
distance 7. Only a single orbit is possible, so P[9, 3] ≥ 504 and the minimum distance
of the code is 7. Permutation generators used were:
(0 8)(1 2)(3 4)(5 6); (0 1 3 2 5 6 4); (1 4)(2 5)(3 6)(7 8).
9. [n, e] = [10, 2]: Use the group denoted L(10).22 = PΓ L(2, 9) in the naming system
and classification given in [11], with |L(10).22| = 1440 and internal orbit minimum
distance 6. The FASoft maximum clique algorithm found 35 orbits without terminating,
1 http://magma.maths.usyd.edu.au/magma/.
2 http://data.research.glam.ac.uk/projects/; http://www.idsia.ch/~roberto/packingradius11.zip.
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so P[10, 2] ≥ 50400. The other maximum clique algorithms used did not terminate
and did not improve this result. Permutation generators used were:
(0 1 9)(2 3 4)(5 6 7); (0 6 2 3 1 4 5 7); (0 1)(3 6)(4 7)(8 9); (2 5)(3 6)(4 7).
10. [n, e] = [10, 3]: Use P SL(2, 9) with |P SL(2, 9)| = 360 and internal orbit minimum
distance 8. A maximum clique algorithm terminated with 8 orbits, so P[10, 3] ≥ 2880.
Permutation generators used were:
(0 1 9)(2 3 4)(5 6 7); (0 2 1 5)(3 4 7 6); (0 1)(3 6)(4 7)(8 9).
11. [n, e] = [11, 2]: Use the Mathieu group M11 with |M11| = 7920 and internal orbit
minimum distance 8. The clique search algorithm in [4] found 60 orbits without termi-
nating, so P[11, 2] ≥ 475200. Permutation generators used were:
(0 1 2 3 4 5 6 7 8 9 10); (0 2 8 4 3)(1 5 6 9 7); (1 5 9 6)(2 8 3 4).
12. [n, e] = [11, 3]: Use the Mathieu group M11 as for [n, e] = [11, 2]. A maximum clique
algorithm terminated with 2 orbits, so P[11, 3] ≥ 15840.
13. [n, e] = [11, 4]: Use the group denoted F110(11) = 11:10 in the naming system
and classification given in [11], with |F110(11) = 11:10| = 110 and internal orbit
minimum distance 10. A maximum clique algorithm terminated with 11 orbits, so
P[11, 4] ≥ 1210. Permutation generators used were:
(0 1 2 3 4 5 6 7 8 9 10); (0 1 3 7 4 9 8 6 2 5).
14. [n, e] = [12, 2]: Use the Mathieu group M12 with |M12| = 95040 and internal orbit
minimum distance 8. The FASoft maximum clique algorithm found 26 orbits without
terminating, so P[12, 2] ≥ 2471040. The other maximum clique algorithms used did
not terminate and did not improve this result. Permutation generators used were:
(0 10 1 2 3)(4 7 11 5 6); (0 8 4 11 10 7 1 3)(5 9).
15. [n, e] = [12, 3]: Use the Mathieu group M12 as for [n, e] = [12, 2]. A maximum clique
algorithm terminated with 2 orbits, so P[12, 3] ≥ 190080.
16. [n, e] = [12, 4]: Use the group denoted L(2, 11) in the naming system and classifi-
cation given in [11], with |L(2, 11)| = 660 and internal orbit minimum distance 10.
A maximum clique algorithm terminated with 6 orbits, so P[12, 4] ≥ 3960. Permuta-
tion generators used were:
(0 1 2 3 4 5 6 7 8 9 11); (0 9)(1 4)(2 6)(3 7)(5 8)(10 11).
17. [n, e] = [13, 3]: Use P SL(3, 3) with |P SL(3, 3)| = 5616 and internal orbit minimum
distance 8. In this case it did not prove feasible to generate all constraints for a maximum
clique algorithm, so a sample of the first 4000 orbits generated was used. The maximum
clique algorithm in [5] found 44 orbits without terminating, so P[13, 3] ≥ 247104.
The other maximum clique algorithms used did not terminate and did not improve this
result. Permutation generators used were:
(0 1 2 3 4 5 6 7 8 9 10 11 12); (1 11)(3 10)(4 5)(6 9).
18. [n, e] = [15, 5]: Use the group denoted A7(15) in the naming system and classification
given in [11], with |A7(15)| = 2520 and internal orbit minimum distance 12. In this
case it did not prove feasible to generate all constraints for a maximum clique algorithm,
so a sample of the first 6000 orbits generated was used. A maximum clique algorithm
terminated with 6 orbits, so P[15, 5] ≥ 15120. Permutation generators used were:
(0 8 9 2 13)(1 14 6 11 5)(3 4 10 12 7); (0 1 2)(4 5 6)(7 9 8)(11 13 12).
5 Iterative clique building
As in [24], the graph G(n, e) is sometimes too large to handle directly by a maximum clique
algorithm. An alternative method that leads to smaller maximum clique problems is described
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in [24], where a more detailed description can be found. This iterative method starts from a
given solution (clique in G(n, e)), that can either be provided by the user or generated by a
lexicographic search method (see for example [19]) on permutations or orbit representatives.
Starting from the given initial clique G0(n, e), a random subset of the vertices of G0(n, e)
is removed, leaving a first complete subgraph G1(n, e) of G(n, e). A parameter C S Rem
defines the percentage of vertices removed. All compatible vertices of G(n, e) (adjacent to
all those in G1(n, e)) can be identified via a lexicographic search, and these compatible verti-
ces induce a subgraph G2(n, e) of G(n, e). Here compatibility can be determined by making
use of Theorems 1 and 2 to determine adjacency as in Sect. 4. The subgraph G2(n, e) is
much smaller than G(n, e). A maximum clique algorithm is then applied to G2(n, e). If the
subgraph of G(n, e) induced by the vertices of G1(n, e) and the vertices of the maximum
clique obtained is larger than G0(n, e), it becomes the new reference solution. Otherwise
the initial solution is kept. The procedure is iteratively repeated, always starting from the
best solution available. The method stops when a given maximum computation time (a few
days in these experiments) has elapsed. To solve the maximum clique problem the algorithm
described in [8] is used, or alternatively its multi-start iterative modification described in
Sect. 4. These internal maximum clique algorithms are run for a maximum time of 3,600 s
at each iteration. Typically, values between 8 and 16 can be used for the parameter C S Rem.
This iterative clique building approach has been applied as described above to graphs
G(n, e) obtained directly from permutations (superscript A in Table 3). It has also been
applied to graphs G(n, e) obtained using cyclic automorphisms Cn (superscript C) and Cn−1
(superscript E).
6 Conclusion
It has been shown that it is feasible to construct permutation codes with packing radius e
for n ≤ 15 by the methods previously introduced. Examination of Table 3 shows that sub-
stantially larger e-error-correcting permutation codes can be obtained by specifying packing
radius e than by specifying minimum distance 2e + 1. In fact the minimum distance of the
code obtained is 2e in all cases except [9, 3]. As a result of the use of Theorems 1 and 2,
application of the methods from [24] becomes only mildly more computationally demanding.
It is interesting to note that although automorphism groups with internal orbit minimum
distance 2e and without overlap certainly exist in some cases (for example the dihedral group
for [8, 3]), they do not appear in any of the final constructions. It is the inter-orbit minimum
distances that may be 2e (without overlap). This perhaps explains why the case [9, 3], is
not an improvement. At least one group for this case has internal orbit minimum distance
6 and several orbits without overlap. However, by far the best group has a single orbit with
internal orbit minimum distance 7 and no inter-orbit distances. As was the case in [24], all
the codes constructed appear to be maximal by inclusion. It has been checked directly that it
is impossible to add even a single extra permutation in any of the cases with n ≤ 10.
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