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Abstract
The sparsity of the isotope helium-3, ongoing since 2009, has initi-
ated a new generation of neutron detectors. One particularly promis-
ing development line for detectors is the multilayer gaseous detector.
In this paper, a stochastic process approach is used to determine the
neutron energy from the additional data afforded by the multilayer
nature of these novel detectors.
The data from a multilayer detector consists of counts of the num-
ber of absorbed neutrons along the sequence of the detector’s layers,
in which the neutron absorption probability is unknown. We study
the maximum likelihood estimator for the intensity and absorption
probability, and show its consistency and asymptotic normality, as the
number of incoming neutrons goes to infinity. We combine these results
with known results on the relation between the absorption probability
and the wavelength to derive an estimator of the wavelength and to
show its consistency and asymptotic normality.
Key words: Maximum Likelihood, Multinomial Thinning of Point
Processes, Neutron Detection, Poisson Process, Thinned Poisson Pro-
cess.
∗pastuhov@maths.lth.se
1
1 Introduction
The European Spallation Source1 (ESS), sited in Lund, Sweden, is planned
to be operational in 2019 and the world’s leading source for the study of
materials using neutrons by 2025.
In order to address the challenge of developing a new generation of neu-
tron detectors an international collaboration of 10 neutron scattering insti-
tutes in Europe, Asia and America (the International Collaboration on the
Development of Neutron Detectors2) was formed in 2010. The members have
chosen as the three most promising technologies for investigation: Scintillator
detectors, boron-10 thin film detectors and 10BF3 gas detectors. At present
boron-10 thin film detectors seem to be the only realistic solution for large
area detectors (> 10 m2 active detector area). For the ESS, novel neutron
detectors represent a critical technology that needs to be developed, with
corresponding research and development done as contributions to the ESS
design work.
In this paper we study the feasibility and possibility of the statistical
determination of neutron wavelength for the new generation of neutron de-
tectors being developed at the ESS.
Assume that a beam of neutrons arrives at the face of the detector. The
detector consists of a sequence of boron-10 coated layers, between which
there are gas-filled cavities. The principle of the detector can be described
in a simplified manner as follows. A neutron that goes through a boron-10
layer can sometimes interact with a boron-10 atom in the layer, temporarily
exciting the atom into an unstable state from which it will fall back to a
stable state and thereby emit an electrically charged particle, that will ionise
the gas. This electrical potential in the gas filled chamber is detected and
the instrument notes that a neutron has been absorbed, see Kanaki et al.
(2013). The outcome of this is that we have a count of +1 in the number of
neutrons that have passed and been detected. The probability with which a
neutron is absorbed and detected is a function of the energy content of the
neutron, i.e. a function of the neutron wavelength.
If we view the neutron beam as a set of particles that hit the face of the
detector, then each neutron will either be absorbed or not at the first layer. If
the neutron is not absorbed at the first layer, it may possibly be absorbed at
the second layer, and so on. From the simplified description above it is clear
that data from a multilayer detector will consist of counts of the number of
absorbed neutrons along the sequence of the detector’s layers.
1https://europeanspallationsource.se
2http://icnd.org
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By a beam we mean a stream of particles with a certain fixed wavelength
µ. Let the number of neutrons that arrive in the time interval [0, t] be denoted
by X0(t). Then X0(t) is a counting process, such that X0(0) = 0.
A simple model for the process of incoming neutrons X0(t) is that of a
Poisson process with intensity λ. The Poisson model assumption is reason-
able since neutrons are electrically neutral particles and there are therefore
no long-distance interactions between the particles in the beam, see Willie &
Carlile (1999), Chapter 2, for a discussion of the model. The intensity λ is
assumed to be an unknown nuisance parameter, and will be estimated.
At a layer each neutron is absorbed with a certain probability p (the
absorption efficiency). The probability of absorption p is also assumed to be
an unknown parameter, its dependence on the wavelength µ of the incident
neutron is, however, of a known functional form, see Kanaki et al. (2013).
This property will be used to make inference about the parameter µ. For a
more thorough introduction to the subject of neutron interactions we refer
to Chapter 2 in Willie & Carlile (1999).
As will be shown later, our data set is generated by a sequentially thinned
Poisson process, which is a special case of multinomial thinning. Inference
for thinned point processes was studied in detail in Karr (1985) and Bensaïd
(1997), where, in particular, the authors studied the problem of estimation
of the thinning parameter p from observation of the thinned processes. In
Karr (1985) and Bensaïd (1997) the thinning parameter p is defined as a
function from an underlying compact metric space to [0, 1]. In Karr (1985)
the author uses a nonparametric histogram estimator of p and in Bensaïd
(1997) the author studies a kernel estimator.
Though the approaches developed in Karr (1985) and Bensaïd (1997) are
quite general, they cannot be applied to the problem considered in this paper
because, first, in our case the absorption probability (thinning parameter) is
homogeneous (does not depend on the time of experiment) and, therefore,
we can use a parametric approach to estimate it and, second, our data come
from a multinomial thinning of the original Poisson process, not a binomial
one as in Karr (1985) and Bensaïd (1997).
The problem of multinomial thinning of point processes was studied in
Long (1995), where, in particular, the author proved that a point process
is Poisson if and only if the thinned processes are independent and Pois-
son. However, to our knowledge, the problem of inference for a sequentially
thinned Poisson process has not been studied yet. Given the data, we sug-
gest in this paper a likelihood approach and study the maximum likelihood
estimator (mle) of the two-dimensional parameter (λ, p), where λ is the in-
tensity and p the thinning parameter (absorption probability). We derive
conditions for the existence of the mle and prove its consistency and asymp-
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totic normality, as the experiment time (or number of incoming neutrons)
goes to infinity. We combine these results with known results for the relation
between the absorption probability and the wavelength to derive a final esti-
mator of the wavelength and to show consistency and asymptotic normality
for the estimator. We also state results on the precision of the estimator,
by deriving a relation between the width of the confidence interval, for the
unknown wavelength, and the detector construction, in terms of the number
of layers used in the detector. The performance of the estimator is illustrated
on simulated data.
There are two main results of this paper. The first establishes the feasi-
bility of estimating the wavelength of a neutron beam, based only on count
data of the number of detected neutrons. The second determines necessary
features of the detector, which for the specific detector is the number of lay-
ers, in order to be able to estimate the wavelength with a given precision.
Following the construction of the ESS research facility, we intend to apply
our estimation procedures to experimental data.
The paper is organized as follows. Section 2 provides the general scheme
of the neutron detector and the modeling of neutron interactions with the
detector layers. Section 3 is devoted to inference of the parameters. We derive
the mle for the intensity λ of an incident beam and absorption efficiency p,
in Lemma 2 and 3 we discuss the uniqueness of the solutions to the score
equations, and in Theorem 1, which is one of the main results of this paper,
we derive the strong consistency and asymptotic normality of the mle. In
Corollaries 1 and 2 we derive the consistency and asymptotic normality of
the mle of the wavelength. Using these final results we are able to construct
confidence intervals for the wavelength. Section 4 gives a simulation study
to explore the estimator’s performance. Section 5 contains a discussion of
the results presented in the paper and plans for future work. Proofs of all
results are given in the Appendix.
2 Scheme of a discrete spacing detector
Assume that an incident beam of neutrons hits the first layer of the detector,
cf. Fig.1. At the layer a neutron can possibly be absorbed and detected.
If a neutron is not absorbed it will go through the detector’s layer. We
assume that these are the only two possibilities for the neutron interaction
with a layer, i.e. it is assumed that the probability of an inelastic scattering
of a neutron in the boron layers or in the material of the layers is negligibly
small. Let p be the probability of absorption of a neutron, so that 1 − p is
the probability of its transmission. If a neutron is absorbed, it will then be
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detected. Let X1(t) be the number of neutrons that are absorbed at the first
layer, so that X tr1 (t) = X0(t)−X1(t) is the number of transmitted neutrons.
X0(t)
X1(t)
X
tr
1
(t) Xtr
3
(t)Xtr2 (t) X
tr
k−1
(t) Xtr
k
(t)
X2(t) X3(t) Xk(t)
Figure 1: The scheme of the detector.
Now assume that the beam of transmitted neutrons X tr1 (t) hits the sec-
ond layer, at which, again, each neutron can either be absorbed (with the
same probability p as at the previous layer) and then detected, or trans-
mitted to the second layer. Let X2(t) be the number of neutrons that are
absorbed at the second layer and let X tr2 (t) = X
tr
1 (t)−X1(t) be the number
of transmitted neutrons. We assume that the registrations (absorptions) of
different particles are independent and the times of absorption and travelling
from layer to layer are negligibly small. This behaviour is repeated at each
layer and gives the general scheme for the neutron beam’s absorption and
transmission in the detector.
Let Xi(t) be the number of neutrons absorbed at the layer i in the time
interval [0, t] and let X tri (t) be the number of transmitted neutrons in the
same time interval through the layer i, for i = 1, . . . , k. Then Xi(t) and
X tri (t) are counting processes and Xi(0) = 0 and X
tr
i (0) = 0, for i = 1, . . . , k.
Lemma 1 The processes {Xi(t)}i≥1 are jointly independent Poisson pro-
cesses with intensities p(1− p)i−1λ, respectively.
The statement of Lemma 1 follows from the property of a multinomial thin-
ning of a Poisson process cf. Theorem 5.17 in Kulkarni (2009), Long (1995),
Assuncao R. M. & Ferrari P. A. (2007).
3 Inference for the parameters
Now suppose that we have run an experiment at the neutron detector, the
result of which is a sequence of counts of the numbers of detected neutrons
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along the detector. Let us denote the data as a vector x = (x1, . . . , xk)
of integers, with xi being the number of observed neutrons at layer i, for
i = 1, . . . , k. From Lemma 1 we know that the data are observations of inde-
pendent Poisson distributed random variables, with unknown expectations
p(1− p)i−1λ, for i = 1, . . . , k.
3.1 The mle of the thinning parameter p and the inten-
sity of an incident process λ
We are interested in deriving consistency and asymptotic normality of the
estimators. For this we need to explain what we mean by letting "the amount
of data" go to infinity. There are several ways to model this. We can either
let the experiment time t increase, or we can view the problem as a repeated
measurement problem and thus make several, n of them, independent mea-
surements during a fixed time interval [0, t] and instead let n go to infinity.
Since we use the Poisson process as a model for the neutron beam, the two
approaches will give quantitatively the same limit results. We choose to view
the problem as a repeated sample problem.
The inference problem can be described as follows. We perform n exper-
iments. For each experiment j = 1, . . . , n, we measure the number of neu-
trons Xij detected at layer i = 1 . . . , k during the time interval [0, t]. Thus
{Xij}ni,j=1 are random variables and {xij}ni,j=1 are the values which they take.
Let (p, λ) denote the parameters, that are assumed to lie in [0, 1] × [0,∞).
Introduce the vectors Xj = (X1j , . . . , Xkj)T and xj = (x1j , . . . , xkj)T , re-
spectively. Note that the vectors Xj are independent random vectors with
mutually independent components Xij , by Lemma 1, from n independent
experiment rounds. Finally denote X = [X1, . . . ,Xn] and x = [x1, . . . ,xn],
and note that these are k × n matrices of discrete random variables and of
integers values, respectively.
Thus we let Xij be the number of neutrons observed at the layer i at the
experiment round j with probability mass function
f(xij|p, λ) = e−mim
xij
i
xij !
,
where mi = p(1 − p)i−1λt. Then each vector Xj = (X1j , . . . , Xkj)T has the
joint distribution
f(xj|p, λ) =
k∏
i=1
f(xij |p, λ) =
k∏
i=1
e−mi
m
xij
i
xij !
.
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Note, that if k = 1, then m = pλt and, therefore, in this case one can
only estimate the product pλ, and not p and λ separately.
Assume that k > 1. The log-likelihood is then given by
ln(p, λ|x) =
n∑
j=1
k∑
i=1
(−mi + xij logmi − log xij !).
The mle (pˆn, λˆn) is the solution of the score equations{
1
n
∂ln
∂λ
= sn−λt(1−(1−p)
k)
λ
= 0,
1
n
∂ln
∂p
= (1−p)(sn+zn)−zn−λt(k(1−p)
k−k(1−p)k+1)
p(1−p)
= 0,
(1)
where sn = 1n
∑n
j=1
∑k
i=1 xij and zn =
1
n
∑n
j=1
∑k
i=1(i − 1)xij . If we assume
that pˆn(1− pˆn) 6= 0, λˆn 6= 0 we get the system of equations{
sn − λˆnt(1− yˆkn) = 0,
anyˆ
k+1
n − bnyˆkn + cnyˆn − dn = 0,
(2)
where
an = −sn − zn + ksn,
bn = −zn + ksn,
cn = zn + sn, (3)
dn = zn,
yˆn = 1− pˆn.
Obviously (2) has exactly one solution (pˆn, λˆn) if and only if the second
equation in (2) has exactly one root.
Lemma 2 The function
f(y) = any
k+1 − bnyk + cny − dn,
for k > 1 with coefficients given in (3), has one zero in the open interval
(0, 1) when the inflection point yi.p. satisfies the inequality
yi.p. :=
bn(k − 1)
an(k + 1)
< 1,
and no zeros in (0, 1) when yi.p. ≥ 1.
Lemma 2 gives the condition of existence and uniqueness of (pˆn, λˆn), but
there is no guarantee that it holds for a finite n. However, the following
result holds.
Lemma 3 Let An = {Equation (2) has exactly one root in (0, 1)}. Then
An happens for all sufficiently large n almost surely.
7
3.1.1 Asymptotic properties of the mle
Theorem 1 The mle (pˆn, λˆn), given in (1), is strongly consistent
(pˆn, λˆn)
a.s.→ (p, λ),
and asymptotically normal
√
n((pˆn, λˆn)− (p, λ)) d→ N (0, [I(p, λ)]−1),
as n→∞, where I(p, λ) is the information matrix
I(p, λ) =
1
k
k∑
i=1
I(i)(p, λ),
where I(i)(p, λ) denotes the information matrix corresponding to f(xij |p, λ)
with fixed i.
From the theorem above, after simplification, we obtain the following
asymptotic covariances
σ2p(p, λ) = [I(p, λ)]
−1
pp =
(1− (1− p)k)(1− p)p2
λtq(p, k)
→ (1− p)p
2
λt
,
σ2λ(p, λ) = [I(p, λ)]
−1
λλ =
λh(p, k)
tq(p, k)
→ λ
t
,
σ2p,λ(p, λ) = [I(p, λ)]
−1
λp =
kp((1− p)k − (1− p)k−1)
tq(p, k)
→ 0,
as k →∞, where
h(p, k) = 1− k2(1− p)k+1 + (2k2 − 1)(1− p)k − k2(1− p)k−1,
and
q(p, k) = (1− p)2k − k2(1− p)k+1 + 2(k2 − 1)(1− p)k
−k2(1− p)k−1 + 1. (4)
We are mainly interested in the estimation of p, since there is a functional
relation between the absorption efficiency p and the wavelength µ of the
incident neutrons, cf. (5) and (6) below. Analysing the behaviour of σ2p(p, λ),
it can be shown that σ2p(p, λ) is a strictly decreasing function of k for every
p ∈ (0, 1).
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3.2 Estimation of the wavelength µ of an incident beam.
We are interested in estimating the wavelength of a monochromatic neutron
beam. The probability of absorption p depends on the neutron wavelength
µ as (cf. Willie & Carlile (1999), Section 2.3)
p = 1− e−Σ(µ)ρatdl, (5)
where the parameter Σ(µ) is called the cross-section of absorption, ρat is
the atomic density of 10B in the B4C coating and dl is the thickness of the
boron layer. Example values of parameters in a detector are ρat = 1029 m−3,
dl = 10
−6 m, cf. Kanaki et al. (2013).
The neutron cross-section Σ(µ) can be modelled as
Σ(µ) = ςµ,
where the coefficient ς is different for different materials, see Willie & Carlile
(1999), cf. Section 2.3. Furthermore, the coefficient ς does not depend on
the neutron wavelength and has been measured experimentally, cf. Schmitt
et al. (1959). From the results in Schmitt et al. (1959) we conclude that the
estimator ςˆ of ς is unbiased and asymptotically normal
√
n′(ςˆn′ − ς) d→ N (0, σ2ς ),
as n′ → ∞, where n′ is the number of runs performed in the experiment to
estimate ς and σ2ς is its asymptotic variance.
Let us rewrite (5) as
p = 1− e−χµ, (6)
where
χ = ρatdlς. (7)
Then, from delta method, the plug-in estimator χˆ = ρatdlςˆ of χ is asymptot-
ically normal
√
n′(χˆn′ − χ) d→ N (0, σ2χ), (8)
with χ = ρatdlς and σ2χ = ρ
2
atd
2
l σ
2
ς .
From (6), we obtain
µ(p, χ) = − log(1− p)
χ
. (9)
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Next, we combine two limit distribution results, for pˆn and for χˆn′, to get
a limit distribution for the plug-in estimator of µ. In order to formalize this
in a proper way, we introduce a factor γ, which is merely the (asymptotic)
ratio between n′ and n. The result in a practical finite-sample situation
will be used in exactly that way: by letting γ = n′/n and using the limit
distribution to provide asymptotic confidence intervals or tests.
Corollary 1 The plug-in estimator µˆ = µ(pˆn, χˆn′) of µ is asymptotically
normal
√
n(µˆ− µ) d→ N (0, σ2µ),
as n→∞, with
σ2µ =
[
∂µ
∂p
(p, χ)
]2
σ2p(p, λ) +
1
γ
[
∂µ
∂χ
(p, χ)
]2
σ2χ,
where n is the number of measurements for pˆn and n
′ = ⌈γn⌉, γ > 0, is the
number of measurements for χˆn′ (⌈γn⌉ is the smallest integer not less than
γn).
Introduce the notation
S2n(pˆ, λˆ, χˆ) =
[
∂µ
∂p
(pˆn, χˆn′)
]2
σ2p(pˆn, λˆn) +
1
γ
[
∂µ
∂χ
(pˆn, χˆn′)
]2
σˆ2χ, (10)
where both the estimate χˆn′ and the estimate of the variance σˆ2χ are based on
n′ measurements, and (pˆn, λˆn) are the mle of (p, λ) based on n measurements.
The next result follows from Slutsky’s theorem and the continuous map-
ping theorem, cf. Chapter 2 in van der Vaart (1998).
Corollary 2 Under the assumptions of the previous Corollary
√
n(µˆ− µ)
Sn
d→ N (0, 1),
as n→∞.
Using the above limit distribution result for the mle µˆ we can construct
an approximate 100(1− α) per cent confidence interval for µ, viz.:
[µ(pˆn, χˆn′)− zα/2 Sn√
n
, µ(pˆn, χˆn′) + zα/2
Sn√
n
], (11)
where zα/2 is the α/2-th quantile of the standard normal distribution.
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Let us rewrite the expression for (Sn)
2
n
as
(Sn)
2
n
= (S
(p)
µˆ )
2 + (S
(χ)
µˆ )
2, (12)
where
S
(p)
µˆ (pˆn, λˆn, χˆn′) =
1√
n
∂µ
∂p
(pˆn, χˆn′)σp(pˆn, λˆn) =
σp(pˆn, λˆn)√
n(1− pˆn)χˆn′ , (13)
S
(χ)
µˆ (pˆn, χˆn′) =
1√
γn
∂µ
∂χ
(pˆn, χˆn′)σˆχ =
1√
γn
log(1− pˆn)
χˆ2n′
σˆχ. (14)
Next, since γ is the asymptotic ratio between n′ and n, then one can rewrite
(14) as
S
(χ)
µˆ (pˆn, χˆn′) ≈
log(1− pˆn)√
n′χˆ2n′
σˆχ (15)
for relatively big values of n′.
The coefficient γ takes into account that the number of experimental runs
n for estimating p and λ is not equal to n′, which is the size of the sample used
in the estimation of χ. We emphasise, that in the simulation experiments
belows the value of n′ is fixed and, therefore, S(χ)µˆ does not decrease with
increasing n. Therefore, we can view this term as a kind of systematic error,
outside of our control.
4 A simulation experiment
In this section we perform a simulation experiment to evaluate the estimator’s
performance. In particular, we illustrate the dependence of individual terms
in (12) on the number of layers (Figure 2) and on the intensity of a beam
(Figure 3), and the confidence interval width’s dependence on the number of
layers for several wavelengths (Figure 5).
We simulate a Poisson processX0(t) a number of times n, for n = 10, 100,
for the parameters values p = 0.05, 0.07, 0.1, λ = 105 s−1, which correspond
to the wavelengths µ = 2.4, 3.4 and 4.9 Å. These are typical neutron wave-
lengths for the possible applications of the detector, see Kanaki et al. (2013).
The mle (pˆn, λˆn) is calculated for the simulated data. We recall the re-
lation between χ and ς in (7), and note that ρat and dl are known. The
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Number of layersNumber of layers
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0 0 0 00
Figure 2: The dependence of S(p)µˆ and S
(χ)
µˆ on the number of layers k.
estimator of ς is assumed to be asymptotically normal, with mean value the
sample mean and variance equal to a pooled variance estimate using three se-
ries of 15 measurements, which give in total n′ = 45 experimental data points,
see Schmitt et al. (1959). Using the results of Schmitt et al. (1959) we have
the following estimates for χ: χˆn′ = 2.142 × 108 m−1 and σˆ2χ = 0.021 × 108
m−2.
First, we analyse the dependence of the approximate confidence interval
on the number of detector layers. Figure 2 shows the dependence of S(p)µˆ and
S
(χ)
µˆ , defined in (13) and (14), on the number of the layers in the detector for
10 and 100 runs of the experiment. We note, in particular, that S(p)µˆ and S
(χ)
µˆ
are of the same size at k ≈ 25 for n = 10 experimental runs and at k ≈ 15
for n = 100.
Second, we study the dependence of the approximate confidence interval
on the intensity λ of an incident beam. Figure 3 displays the dependence of
S
(p)
µˆ and S
(χ)
µˆ on λ for 10 and 100 runs of the experiment for the fixed number
of layers k = 25. One can see that if n = 10 the term S(χ)µˆ becomes dominant
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Figure 3: The dependence of S(p)µˆ and S
(χ)
µˆ on the the intensity of an incident
beam λ.
12
0 0.2 0.4 0.6 0.8
0.98
0.985
0.99
0.995
1
Intensity λ (106 s 1)
C
o
v
e
ra
g
e
p
ro
b
a
b
ili
ty
o
f
th
e
c
o
n
fi
d
e
n
c
e
in
te
rv
a
l
1
k = 25
Figure 4: Dependence of the coverage probability of the approximate confi-
dence interval on the intensity of an incident beam λ.
when λ > 0.2 × 106 and if n = 100 the term S(χ)µˆ dominates S(p)µˆ even for
small intensities (λ < 105)
Next, in order to assess the accuracy of the asymptotic approximation
we estimate the coverage probability of the approximate confidence interval
based on 5000 Monte-Carlo simulations. From Figure 4 one can see that the
deviation of the confidence band’s coverage probability is less that 0.5 % even
for the quite small number of repetitions n = 10.
In Figure 5 we have plotted the confidence interval bars as a function of
the number of layers, for µ = 2.4, 3.4 and 4.9 Å and n = 10 and 100.
The results of the simulation experiments show that the errors are rapidly
decreasing as a function of the number of layers k in the detector, cf. Figure
2, where the term S(p)µˆ we may control by increasing the number of mea-
surements, whereas the term S(χ)µˆ we are not able to influence and therefore
we can see as a form of systematic error contribution to the total variance
(12). As indicated in Figure 2, for the choice of model parameters, at ap-
proximately 10-25 layers the term S(p)µˆ that we can affect becomes smaller
than the systematic error term S(χ)µˆ . Figure 3 shows that, again, the term
S
(p)
µˆ decreases with increasing intensity, whereas the term S
(χ)
µˆ is almost not
affected by a change in intensity.
Note that in our simulations for Figure 4, and only here, in our assessment
of the coverage probability for the confidence intervals, we treat the random
variable ς as a constant, since we do not have the original data from which
it was estimated and since we do not know the data generating mechanism.
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Figure 5: 99% confidence interval for µ based on simulations for n = 10, 100
and p = 0.05, 0.07, 0.1, λ = 105 s−1, t = 1s. The red line is the true value of
µ.
This implies that in Figure 4 the term S(χ)µˆ in (12) is not taken into account
in the constriction of the confidence interval.
Finally in Figure 5 we illustrate that even for a small number of repetitions
(i.e. small effective sample sizes), we obtain good efficiency in the estimation
of the wavelengths.
5 Conclusions
The results here show that it is statistically possible to determine the neu-
tron energy for a monochromatic beam with a good precision using multilayer
neutron detectors. With relatively few layers (≤ 15), already maximal infor-
mation can be extracted and many layers do not significantly improve the
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precision of the results.
For neutron beams with high intensity (λ ≥ 105 particles), a statistical
precision (width of 99 % confidence interval) of less than 0.1 Å on the de-
termination of the wavelength of the beam in the range 2.5-5 Å is possible
(Fig.5). Uncertainty in the neutron’s cross section of the boron-10 isotope
becomes dominant in the regime of high intensity beams and more than 10-20
layers. This means again that more than 10-20 layers are not needed (Fig.2).
An interesting further outcome of our work is that it shows that it might
be possible, in high intensity experiments, with a precisely determined wave-
length of a monochromatic neutron beam, to improve the statistical mea-
surement of the boron-10 cross section by using an inverse of the method
described in this manuscript. The systematic effects of such a measurement
might be significant. In the limit of low intensity, a precision of 1 Å in deter-
mining the wavelength of the monochromatic neutron beam is still possible.
The asymptotic expansion used in the derivation of the asymptotic nor-
mality of the mle of the wavelength depends on two limit distribution results.
The first is the asymptotic normality of the mle of the absorption probability
p. Since we choose the effective number of neutrons that hits the detector
ourselves, we are able to obtain an approximation which is as fine as wanted.
Furthermore, the term (13) in the total efficiency (12), resulting from the mle
of p, can be obtained as small as desired. A possible limitation here is that a
large number of effective neutrons means running the experiment for a long
time. In that case the assumption of a constant intensity Poisson process as
a model may become questionable. A possible remedy for this is instead to
do many repeated runs, while tightly controlling the experimental apparatus,
in order to obtain a homogeneous Poisson process in each run. The second
asymptotic result is the asymptotic normality of the estimator of ς, which we
conclude from Schmitt et al. (1959). The number of data points used for the
estimation of ς in that paper is 45, and therefore arguably on the boundary
of what one can accept as an asymptotic normality result. A more serious
practical limitation for us is that we are not able to affect the term (14) in
(12) resulting from the estimator of ς. This puts a limit on the total efficiency
that we can obtain for the wavelength estimation in our experimental setup.
It also tells us, as noted above, that building a detector with many layers is
not necessary, since for such a detector the term that we can affect in (12)
becomes negligible compared to term arising from the estimation of ς, and
therefore increasing the number of layers will have negligible effect on (12).
In a real detector there may be a degradation in the result achieved
coming from systematic effects resulting from defects in the detector.
In this paper we have considered the Poisson process as a model for the
incoming beam. Having real data it will in the future be possible to perform
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goodness of fit tests, e.g. for assessing the validity of the Poisson process
model. A possible alternative model for the incident beam is the negative
binomial process. In fact, thinning of a negative binomial process also results
in a negative binomial process, cf. Harremos et al. (2007). However, unlike
in the Poisson process case, the count processes {Xi(t)}i≥1 in that case will
not be independent, which makes the maximum likelihood approach more
complicated. A possible solution could be to simplify the likelihood using
some sort of quasi likelihood approach, e.g. by treating the count processes
as independent and obtaining similar expressions for the likelihood as in this
paper. Model fit testing and negative binomial process modelling may be a
direction for possible future research.
This manuscript concentrated on a monochromatic neutron beam. In the
future our results will be generalised to discrete and continuous wavelength
distributions for the incoming neutron beam.
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7 Appendix
Proof Lemma 2 . For simplicity we skip the lower subscript n but we assume
that a, b, c, d are as defined in (3).
We study the monotonicity and convexity/concavity of f˜ on [0,∞) by
studying the signs of f˜ ′ and f˜ ′′ on [0,∞). For k ≥ 2 we have
f˜ ′ = a(k + 1)yk − bkyk−1 + c,
f˜ ′′ = yk−2k(a(k + 1)y − b(k − 1)).
(i) : The second derivative.
Clearly f˜ ′′(0) = 0. Factoring out kyk−2 ≥ 0, we see that to study the zeros
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and signs of f˜ ′′ is equivalent to studying the zeros and signs of
g(y) = a(k + 1)y − b(k − 1),
Clearly g(0) = −b(k − 1) < 0, g(∞) > 0 and g(y) has a unique root
yi.p. =
b(k − 1)
a(k + 1)
.
From the expressions in (3) we can see that both a and b are positive and
b > a, which means that yi.p. ∈ (0,∞).
Thus the function f˜ ′′ is negative to the left of yi.p. and positive to the
right of yi.p. which implies
a) f˜ is concave on (0, yi.p.), convex on (yi.p.,∞), and thus yi.p. is an inflec-
tion point for f˜ .
(ii) : The first derivative. We see that f˜ ′(0) = c > 0. Furthermore using
the expressions for a, b, c we see that f˜ ′(1) = a(k + 1) − kb + c = 0. From
the sign change of f˜ ′′ at yi.p. we have that f˜ ′ is decreasing on (0, yi.p.) and
increasing on (yi.p.,∞). Now there are two possible cases:
Case A : yi.p. < 1. In this case, the sign change of f˜ ′′ together with
f˜ ′(0) = c > 0, f˜ ′(1) = 0 and the continuity of f˜ , implies that for some
y1 < yi.p.,
b’) f˜ ′ is positive on (0, y1), negative on (y1, 1), positive on (1,∞),
which of course implies
c’) f˜ is increasing on (0, y1), decreasing on (y1, 1), increasing on (1,∞).
Case B : yi.p. ≥ 1. In this case we know that f˜ ′ is decreasing and positive
on (0, 1), decreasing and negative on (1, yi.p.) and increasing on (yi.p.,∞).
This implies that there is an y2 such that f˜ ′ is negative on (yi.p., y2) and
positive on (y2,∞). Thus the full statement becomes
b”) f˜ ′ is decreasing and positive on (0, 1), decreasing and negative on
(1, yi.p.), increasing and negative on (yi.p., y2), increasing and positive
on (y2,∞).
which implies that
c”) f˜ is concave and increasing on (0, 1), concave and decreasing on (1, yi.p.),
convex and decreasing on (yi.p., y2), convex and increasing on (y2,∞).
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(iii) : The function. We first note that f˜(0) = −d < 0, and that the
expression for the coefficients a, b, c, d imply f˜(1) = a− b+ c− d = 0. Now
we treat the two cases separately:
Case A: From the sign changes of f˜ ′′ and f˜ ′, it follows that f˜ is concave
and increasing on (0, y1), concave and decreasing on (y1, yi.p.), convex and
decreasing on (yi.p., 1). This together with f˜(0) = −d < 0, f˜(1) = 0 implies
(and in fact only the information that f˜ is first increasing, then decreasing
is enough) that there is a zero y˜ ∈ (0, 1) for f˜ .
Case B: In this case we have that f˜ is increasing and concave on (0, 1),
which together with f˜(0) = −d < 0, f˜(1) = 0 implies that there is no zero
for f˜ in the open (0, 1).
Finally noting that a zero y˜ of f˜ in (0,∞), corresponds, via y˜ = 1− p˜, to
a zero p˜ of f in (−∞, 1), the Lemma follows. ✷
Proof of Lemma 3 . From Lemma 2, we see that
An =
{
bn(k − 1)
an(k + 1)
< 1
}
.
We will prove that
bn(k − 1)
an(k + 1)
a.s.→ c, (16)
as n→ ∞, for some constant c < 1. This immediately proves the condition
of the lemma, since if c < 1{
bn(k − 1)
an(k + 1)
→ c
}
⊆ ∪
n≥1
∩
m≥n
Am.
Now to prove (16), note that {sj}nj=1 and {zj}nj=1 in (3) are two sequences
of i.i.d. random variables. Thus from the strong law of large numbers
bn(k − 1)
an(k + 1)
a.s→ k − 1
k + 1
k − (k + 1)(1− p) + (1− p)k−1
(k − 1)− k(1− p) + (1− p)k =: c,
as n→∞. One can easily prove that c < 1 by considering the polynomial
(k − 1)(1− p)k+1 − (k + 1)(1− p)k + (k + 1)(1− p)− (k − 1),
which is negative for all k > 1 and 0 < p < 1. This proves the lemma. ✷
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Proof of Theorem 1 .
From Lemma 2 it follows that there exists n1 such that for all n > n1 the
mle (pˆn, λˆn) is a differentiable function of (sn, zn), defined in (1). Therefore,
the strong consistency of (pˆn, λˆn) follows from the strong law of large numbers
and the continuous mapping theorem.
Next, (sn, zn) is asymptotically normal, which follows from the central
limit theorem. Using the delta method we prove the asymptotic normality
of (pˆn, λˆn). ✷
Proof of Corollary 1.
Assume that there has been made n measurements for (pˆn, λˆn) and n′
measurements for χˆn′ , and that (pˆn, λˆn) and χˆn′ are independent. Let n′ =
⌈γn⌉, with γ a proportionality factor that we introduce for convenience.
From the asymptotic normality of the estimators pˆn and χˆn′ we have
√
n(pˆn − p) d→ N (0, σ2p), (17)
and
√
n(χˆn′ − χ) =
√
n
n′
√
n′(χˆn′ − χ)
=
√
n
⌈γn⌉
√
n′(χˆn′ − χ) d→ N (0,
σ2χ
γ
), (18)
as n→∞, since limn→∞ n⌈γn⌉ = 1γ . Combining (17) and 18, the result follows
from the delta method, see, for example, Chapter 3 in van der Vaart (1998).
✷
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