Sistema de localización y construcción de mapas by Carvajal Meza, Brian
Universitat Polite`cnica de Catalunya
Facultat d’Informa`tica de Barcelona
Sistema de localizacio´n y
construccio´n de mapas
Brian Carvajal Meza
Proyecto Final de Carrera en Ingenier´ıa en Informa´tica
Dirigido por Antonio-Benito Mart´ınez Velasco
2015
Departament d’Enginyeria de Sistemes, Automa`tica i Informa`tica Industrial
Infomacio´n del Proyecto
Tı´tulo: Sistema de localizacio´n y construccio´n de mapas
Autor: Brian Carvajal Meza
Fecha: 22 de junio de 2015
Tı´tulo: Enginyeria en Informa`tica
Cre´ditos: 37,5
Director: Antonio-Benito Mart´ınez Velasco
Departamento: Enginyeria de Sistemes, Automa`tica i Informa`tica Indus-
trial
Tribunal
Presidente: Enric Xavier Martin Rull
Firma:
Vocal: Albert Rubio Gimeno
Firma:
Secretario: Antonio-Benito Martnez Velasco
Firma:
Cualificacio´n
Cualificacio´n nume´rica:
Cualificacio´n descriptiva:
Fecha:
Resumen
Este proyecto dota a un caminador inteligente desarrollado por el departa-
mento de ESAII, el i-Walker, de la capacidad de localizarse y crear un mapa del
entorno (SLAM).
Para ello se emplea un algoritmo de SLAM basado en el filtro extendido de Kal-
man (EKF) utilizando los datos obtenidos por los caminadores y sensores LIDAR
montados sobre ellos.
Todo ello es realizable desde una aplicacio´n desarrollada para tal efecto.
Todo el proyecto se ha desarrollado en el entorno de trabajo MATLAB.
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Cap´ıtulo 1
Introduccio´n
Gracias a los avances cient´ıficos y te´cnicos logrados en los u´ltimos tiempos la
esperanza de vida en los pa´ıses desarrollados ha aumentado considerablemente.
Este hecho, sumado a la baja tasa de natalidad debido a diversos factores socio-
econo´micos esta causando que muchas poblaciones este´n envejeciendo a un ritmo
alarmante.
En el caso de Espan˜a, como podemos ver en la figura 1.1, el nu´mero de na-
cimientos no ha dejado de decrecer desde la de´cada de los 70. Si seguimos con
la tendencia actual, para 2050 casi el 30 % de la poblacio´n estara´ en edad de
jubilacio´n.
Figura 1.1: Evolucio´n estimada de la pira´mide poblacional en Espan˜a.
Uno de los problemas que tendremos que afrontar en el futuro sera´ co´mo aten-
der a ese gran nu´mero de personas mayores. Afortunadamente no es un problema
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al que no se le este´n buscando soluciones en la actualidad. Una de las lineas de
investigacio´n seguida por la comunidad cient´ıfica se basa en la asistencia roboti-
zada.
1.1. Robo´tica asistencial
La robo´tica asistencial engloba todas aquellas herramientas con caracter´ısticas
propias de la robo´tica enfocadas con el fin de asistir a personas con algu´n tipo
de discapacidad. Uno de los proyectos que trabajo´ en la investigacio´n de dichas
plataformas fue el proyecto europeo SHARE-it (Supported Human Autonomy
for Recovery and Enhancement of cognitive and motor abilites using Information
Technologies).
Uno de los frutos de dicha iniciativa fue el i-Walker, proyecto en el cual el
departamento de ESAII de la Facultad de Informa´tica de Barcelona aun sigue
trabajando. Su objetivo consiste en mejorar los caminadores actuales para gente
mayor con el fin de que estos puedan ayudar de forma activa a sus usuarios.
Los beneficios que el i-Walker puede proporcionar son diversos: ayuda activa
en el desplazamiento (proporcionando impulso en las subidas, por ejemplo), evitar
obsta´culos durante los desplazamientos, guiado en la navegacio´n...
Figura 1.2: Ejemplo de asistencia del i-Walker en subidas y bajadas
Actualmente el caminador ya se encuentra en un nivel bastante maduro, con
muchas aplicaciones interesantes implementadas. Sin embargo, no deja de ser un
prototipo y se encuentra en un proceso continuo de mejora.
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Una de las caracter´ısticas de las que aun no dispone es la de un sistema de
localizacio´n, algo necesario para la navegacio´n asistida. El objetivo principal del
presente proyecto consistira´ en investigar e implementar un sistema experimental
para ofrecer dicha funcio´n.
1.2. Objetivos
Como ya hemos dicho, el objetivo principal del proyecto sera´ dotar al i-Walker
de la capacidad de localizarse en su entorno. Para ello, la tareas a realizar sera´n:
Estudiar el problema de localizacio´n y creacio´n de mapas en entornos inte-
riores.
Estudiar el modelo del robot diferencial.
Estudiar el filtro extendido de Kalman y su uso en el problema del SLAM.
Implementar la obtencio´n y almacenamiento de datos necesarios para el
proceso de SLAM.
Implementar la extraccio´n de caracter´ısticas a partir de los datos de LIDAR.
Implementar el proceso de SLAM mediante el el filtro extendido de Kalman.
El proceso de SLAM debe de poder realizarse a partir de los datos almacena-
dos, y si se puede, en tiempo real.
Adicionalmente, la plataforma sera´ utilizada como herramienta para ensayos
cl´ınicos. En dichas pruebas se requerira´, aparte de la estimacio´n de la trayectoria,
la recoleccio´n de otros datos generados por el caminador, as´ı como la configuracio´n
de ciertos para´metros de este. Para poder realizar todo lo anterior se requerira´
de una interfaz gra´fica fa´cil de usar.
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1.3. Motivacio´n
Durante algunos an˜os he participado como voluntario y posteriormente como
coordinador en un centro para discapacitados ps´ıquicos y f´ısicos. Esto me ha
permitido vivir muy de cerca lo que supone no disponer de todas las facultades
en buen estado.
Nuestra ayuda como voluntarios era vital para ellos para realizar determina-
das tareas, incluso en algunos casos, para pra´cticamente todo. Su calidad de vida
mejora con la asistencia de voluntarios y profesionales, pero la falta de indepen-
dencia los limita mucho, provocando una gran sensacio´n de impotencia.
Algunas tareas, sin embargo, son capaces de realizarlas de forma auto´noma
gracias a herramientas ideadas para tal fin. En el caso de que los problemas sean
de movilidad, las sillas de ruedas ele´ctricas son un gran ejemplo de herramientas
asistenciales.
Poder contribuir en el desarrollo de este tipo de herramientas me resulta
gratificante y motivador, ya que con ello puede que se mejoren las condiciones de
vida de otras personas. Y quien sabe si tambie´n de uno mismo en un futuro.
Cap´ıtulo 2
Visio´n general
En este cap´ıtulo presentamos los conceptos sobre robo´tica y localizacio´n que
trata el proyecto.
2.1. Robo´tica mo´vil
El elemento diferenciador de los robots mo´viles es la capacidad de navegar
por su entorno de forma auto´noma. Para llevar a cabo esta tarea el robot debe
de conocer do´nde se encuentra, a do´nde ir y que acciones realizar para llegar su
objetivo. Para ello se deben de cumplir cuatro requisitos[8]:
Control: la capacidad de accionar los actuadores del robot para llevar a cabo
los movimientos deseados.
Percepcio´n: la obtencio´n de datos, tanto del propio robot como del entorno.
Estos pueden provenir de todo tipo de sensores, como encoders, LIDARs o
ca´maras.
Localizacio´n: la capacidad de situar al robot en su entorno, estimando su pose
en cada momento.
Planificacio´n: la tarea de decidir que acciones debe de realizar el robot para
llevar a cabo sus objetivos.
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En este proyecto, los dos puntos que no interesan son la percepcio´n y la
localizacio´n.
2.2. Localizacio´n
La localizacio´n no es un problema inherente a la robo´tica, es algo con lo que
los humanos llevamos lidiando toda la vida. Un ejemplo es la navegacio´n a trave´s
de mares y oce´anos, do´nde una localizacio´n incorrecta puede llegar a ser mortal.
2.2.1. A ciegas
Una primera solucio´n al problema es la conocida como dead reckoning. Esta
consiste en ir estimando la posicio´n actual a partir de la velocidad con la que se
mueve el veh´ıculo. La ventaja principal de este me´todo es que su implementacio´n
es relativamente sencilla y, en la mayor´ıa de los casos, no depende del entorno.
Figura 2.1: Comparativa de encoder magne´tico y o´ptico, dos de los ma´s utilizados.
Para medir la velocidad se pueden utilizar una gran variedad de me´todos, que
dependera´n en gran medida del tipo de veh´ıculo. En el caso de utilizar ruedas
la te´cnica ma´s utilizada es la odometr´ıa, consistente en contar el nu´mero de
revoluciones que realizan las ruedas. Se suelen utilizar encoders para esta tarea.
Estos sensores cuentan tics de rueda (fracciones de vuelta). Sabiendo el nu´mero
de tics transcurridos en una fraccio´n de tiempo y el radio de la rueda se puede
calcular la velocidad angular de giro.
E´ste me´todo para estimar la posicio´n tiene un gran problema. En cada cada
ca´lculo que realizamos para actualizar la posicio´n se introducen errores. Estos
pueden deberse a diversos motivos: imperfecciones en la construccio´n del robot,
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Figura 2.2: En azu´l claro, la posicio´n real del robot. En rojo, la estimacio´n me-
diante dead reckoning. Progresivamente la trayectoria calculada empeora.
errores en las mediciones, eventos no contemplados por el me´todo de estimacio´n
(como el derrape de una rueda)... A corto plazo estos errores pueden no ser
importantes, pero a medida que pasa el tiempo estos crecen de forma no acotada
resultando en una estimacio´n de poca confianza.
2.2.2. Observando el entorno
Una opcio´n para solucionar el problema del dead reckoning es utilizar un mapa
y caracter´ısticas del entorno para corregir la estimacio´n. Por ejemplo, esto es lo
que llevan haciendo los barcos durante siglos gracias a los faros. Conociendo la
localizacio´n de estos en un mapa y mediante observaciones se puede ir corrigiendo
la estimacio´n hecha hasta entonces.
Hoy en d´ıa tenemos me´todos ma´s sofisticados, como el GPS, capaz de darnos
una precisio´n de metros siempre que tengamos cobertura. Sin embargo, este sis-
tema no funciona si necesitamos ma´s precisio´n o si nos encontramos en interiores,
do´nde las sen˜ales del GPS no esta´n disponibles.
2.2.3. Extrayendo caracter´ısticas
En los dos ejemplos anteriores hemos usado caracter´ısticas del entorno artifi-
ciales construidas con el fin de localizarnos. Alguien ha colocado ah´ı los faros y
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Figura 2.3: Usando elementos del entorno se puede puede corregir la trayectoria
los sate´lites para ser usados. Sin embargo, no siempre es posible recurrir a este
tipo de marcas para usar como referencia.
En ese caso, debera´ ser el observador el que decida que elementos del entorno
debera´n usarse como referencias. Esta es una eleccio´n muy importante, ya que de
ello dependera´ el e´xito de la localizacio´n. Las estrellas o accidentes geogra´ficos son
ejemplos de caracter´ısticas naturales que se llevan utilizando desde la prehistoria.
Confundir una caracter´ıstica por otra puede resultar desastroso. Supondr´ıa
corregir la posicio´n en base a informacio´n erro´nea, es decir, empeorarla.
En el caso de un robot, esas caracter´ısticas debera´n de ser extra´ıda de los
datos proporcionados por los sensores. Dicho proceso de extraccio´n se conoce por
su nombre en ingles feature extraction, es decir, extraccio´n de caracter´ısticas.
El tipo de sensores utilizados limitara´ el tipo de caracter´ısticas que se puedan
extraer. Por ejemplo, si se utiliza una ca´mara, el tipo de informacio´n que se podra´
extraer sera´ muy alto, aunque tambie´n su coste computacional. Si se utilizara un
simple sensor de distancia, la informacio´n ser´ıa muy limitada.
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2.3. Mapeo
Hemos visto como usar un mapa es de gran ayuda a la hora de localizarse. El
problema es que alguien tiene que haber hecho ese mapa antes. ¿Co´mo se hacen?
Supongamos que tenemos un veh´ıculo con odometr´ıa perfecta. En este caso,
para crear un mapa lo que tendr´ıamos que hacer es hacer que nuestro veh´ıculo
navegara por el entorno (controlado de forma manual o con algu´n sistema de
evasio´n de obsta´culos) y fuera extrayendo caracter´ısticas del entorno, que ir´ıamos
an˜adiendo al nuevo mapa. Si el algoritmo de extraccio´n es bueno, como la posicio´n
del robot es perfecta, obtendr´ıamos un buen mapa.
Figura 2.4: Con la posicio´n exacta del robot se puede construir un mapa fiable
del entorno.
Sin embargo, como hemos visto anteriormente, la odometr´ıa perfecta no existe.
Tiene que haber otra solucio´n.
2.4. SLAM
En resumidas cuentas, lo que queremos es poder localizar a nuestro robot en
un mapa que no existe, y que por lo tanto debera´ de crear el propio robot.
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Si nos fijamos, tenemos un problema. Con lo visto hasta ahora, sabemos que
para localizar el robot necesitamos un mapa. Y para construir un mapa, necesita-
mos saber la localizacio´n del robot. A este tipo de problemas se les conoce como
el problema del huevo y la gallina por la similitud del dilema.
La solucio´n propuesta para este problema es conocida como SLAM, del ingle´s
Simultaneous Localization And Mapping, es decir, localizacio´n y mapeo si-
multa´neos. Es considerado el santo grial de la robo´tica mo´vil debido a que su
logro supone autonomı´a real de navegacio´n para la robo´tica mo´vil.
Figura 2.5: La posicio´n del robot y el mapa se estiman simulta´neamente. Las
elipses moradas representan la incertidumbre.
La idea ba´sica del SLAM consiste en partir de la suposicio´n de que la posicio´n
inicial es conocida y construir el mapa a partir de ah´ı. En funcio´n del tipo de
observaciones que se realicen, se trabajara en uno de los tres modos descritos con
anterioridad. Si no se observa nada, actuara como en el caso del dead reckoning.
Si se realiza una observacio´n nueva, se an˜adira´ al mapa. Y si se realiza una ob-
servacio´n que se encuentra en el mapa, se utilizara´ para corregir tanto la posicio´n
como el propio mapa.
Cap´ıtulo 3
Entorno de trabajo
En este cap´ıtulo presentaremos los iWalkers y los sensores utilizados en el pro-
yecto. Tambie´n veremos la plataforma hardware que se dedicara´ a la recoleccio´n
de datos y su procesado.
3.1. LIDAR
Los i-Walkers utilizados esta´n equipados con sensores la´ser de tipo LIDAR
(del ingle´s Light Detection and Ranging o Laser Imaging Detection and Ranging).
Las tecnolog´ıas utilizadas son diferentes, pero el concepto es parecido: emiten un
rayo la´ser, que al colisionar con un objeto y volver de vuelta al sensor, permiten
a este calcular la distancia al objeto. Este procedimiento se realiza a muy alta
frecuencia e incrementando el a´ngulo de emisio´n, creando as´ı un escaneo radial
del entorno.
Figura 3.1: Ejemplo de captura de un LIDAR
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A continuacio´n presentaremos los dos modelos utilizados, el URG-04LX y el
RPLidar.
3.1.1. Hokuyo URG-04LX
Este LIDAR lleva bastante tiempo en el mercado y ha sido utilizado con e´xito
en otros trabajos con SLAM.
Esta´ disen˜ado para trabajar en interiores. Ofrece una cobertura de escaneo
de 240◦ y un rango ma´ximo de 4 metros. Obtiene una muestra cada 0.36◦, con-
siguiendo 683 muestras por escaneo. Permite obtener un escaneo completo cada
100 ms.
Dispone de dos modos de comunicacio´n, a trave´s de RS-232 o USB. Hemos
utilizado la opcio´n USB. No es necesario instalar ningu´n driver para su uso ya
que se identifica como un puerto de comunicacio´n serie.
Figura 3.2: URG-04LX
3.1.2. RPLidar
El segundo LIDAR utilizado es de creacio´n ma´s reciente. Una de sus grandes
ventajas es su bajo coste en comparacio´n al resto de alternativas del mercado. Sin
embargo, su acabado no es tan robusto y profesional como en el caso del URG,
reduciendo su uso a entornos de prototipado o amateur. Esto no supone ningu´n
tipo de problema en nuestro caso.
Tambie´n esta´ disen˜ado para trabajar en interiores. El a´rea de escaneo es de
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Figura 3.3: RPLidar
360◦ y registra distancias de hasta 6 metros. En este caso la resolucio´n angular
no es tan precisa debido al me´todo de variar el a´ngulo de emisio´n. En funcio´n del
voltaje subministrado al motor la parte giratoria donde van instalados el emisor
y el receptor girara´ a mayor o menor velocidad. Es esta velocidad de giro la
que determinara´ la resolucio´n angular y por lo tanto el nu´mero de muestras por
escaneo. El control de giro se realiza de forma externa, dependiendo del usuario,
mediante una sen˜al PWM.
La comunicacio´n se realiza mediante una interfaz serie UART. El kit dispone
de un conversor UART-USB para facilitar su uso. El u´nico inconveniente de usar
el conversor es que la sen˜al que controla la velocidad de giro esta´ fijada al ma´ximo
valor, haciendo que el motor gire siempre a su mayor velocidad. En nuestro caso,
este valor es de unos 6.6 Hz, generando unas 305 muestras por escaneo y 0.85 ◦
de resolucio´n angular.
Es necesario instalar unos drivers espec´ıficos subministrados por el fabricante
para poder utilizarlo.
Figura 3.4: Funcionamiento del RPLIDAR
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3.1.3. Comparativa
A continuacio´n mostramos una tabla comparando las caracter´ısticas de ambos
sensores.
URG-04LX RPLidar (a 6.6 Hz)
Distancia mı´nima (mm) 20 mm 20 mm
Distancia ma´xima (mm) 4000 mm 6000 mm
Resolucio´n 1 mm 0.5
A´rea de escaneo 240◦ 360◦
Resolucio´n angular 0.36◦ 0.85◦
Muestras por escaneo 683 305
Tiempo de escaneo 100 ms 150ms
Cuadro 3.1: Comparativa de los LIDARs
3.2. i-Walker
Los i-Walker son caminadores robotizados desarrollados en el departamento
de ESAII. Esto se ha conseguido an˜adiendo una conjunto de sensores, actuadores
y elementos de control por toda la estructura de un caminador comu´n.
Figura 3.5: A la izquierda, el modelo iWalker-RP, a la derecha el modelo iWalker-
H.
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Las versiones actuales son muy sofisticadas, disponiendo de una gran nu´mero
de estos elementos distribuidos por toda la estructura.
En la realizacio´n de este proyecto se han utilizado dos modelos, a los que
hemos nombrado iWalker-RPy iWalker-H. El primero de ellos es ma´s antiguo y
dispone de menos elementos electromeca´nicos. No obstante, ambos cuentan con
la caracter´ıstica necesaria para la localizacio´n: encoders en las ruedas motrices y
un sistema de comunicacio´n.
3.2.1. Bus CAN
La transmisio´n de datos entre las diferentes partes del i-Walker y el exterior
se realizan mediante un bus CAN. E´ste es un protocolo de comunicacio´n robusto
muy utilizado en la industria y la automocio´n. Permite publicar y recibir paquetes
o tramas de datos entre los diferentes nodos conectados al bus.
Para recolectar los datos del i-Walker hemos utilizado un conversor CAN-
USB. Para utilizarlo han de instalarse sus drivers, disponibles en la web del fa-
bricante.
Figura 3.6: Conversor CANUSB
En las tablas 3.2 y 3.3 podemos ver las tramas que nos interesa adquirir
para poder llevar a cabo la localizacio´n. En el caso del del modelo iWalker-Hse
recolectan var´ıas tramas ma´s para terceros, pero no las especificamos aqu´ı porque
no se utilizara´n en el resto del proyecto.
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Dato ID Trama CAN [Bytes] Periodo (ms)
x (mm) 772 [0, 1] 40
y (mm) 772 [3, 4] 40
θ (mrad) 772 [6, 7] 40
vl (mm/s) 768 [0, 1] 4
vr (mm/s) 769 [0, 1] 4
Cuadro 3.2: Mapeo de los datos en las tramas CAN en el modelo iWalker-RP
Dato ID Trama CAN [Bytes] Periodo (ms)
x (mm) 290 [0, 1] 40
y (mm) 290 [3, 4] 40
θ (mrad) 290 [6, 7] 40
ωl (drpm) 256[0, 1] 4
ωr (drpm) 288 [0, 1] 4
Cuadro 3.3: Mapeo de los datos en las tramas CAN en el modelo iWalker-H
3.2.2. i-Wheel
En los i-Walker las ruedas traseras han sido substituidas por i-Wheels. Estas
ruedas llevan integradas un motor, un encoder magne´tico y toda la electro´nica
necesaria para su control y comunicacio´n con el exterior.
Figura 3.7: i-Wheel
Cada rueda, a partir de los datos proporcionados por el encoder, calcula su
velocidad y la publica en el bus CAN cada 4 milisegundos. La rueda derecha,
adema´s, lee la velocidad publicada por la izquierda y hace un ca´lculo de la pose
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del caminador. Esta informacio´n se publica cada 40 milisegundos.
3.3. Porta´til
La recoleccio´n, almacenado y procesado de datos se han realizado con un
porta´til abordo. Al ser un proyecto en fase de prototipado esto no resulta un
inconveniente.
El porta´til elegido dispone de un procesador Intel Core i5-4200 a una frecuen-
cia de 1.6 Ghz con 4 GB de memoria RAM.
El sistema operativo elegido ha sido Windows 8.1, totalmente compatible con
el software utilizado.
3.4. Matlab
El entorno software elegido a sido Matlab debido a su uso intensivo en el
departamento de ESAII. Es un entorno de trabajado que funciona muy bien a la
hora realizar prototipos por su facilidad de manipular y visualizar datos.
Esta´ enfocado en el manejo de matrices y vectores (de ah´ı su nombre MATrix
LABoratory), siendo muy eficiente en ello. Para la implementacio´n del proyecto
esto sera´ un punto a favor.
Esta´ disponible en los principales sistemas operativos: Windows, GNU/Linux
y MacOS. Cada an˜o se lanzan dos versiones, identificadas por el an˜o y la letra a
o b, segu´n si es la primera o la segunda del an˜o. La versio´n utilizada ha sido la
2014a.
3.4.1. Lenguaje de programacio´n M
Matlab dispone de su propio lenguaje de programacio´n llamado M. Se trata
de un lenguaje interpretado y de tipado dina´mico. Como hemos dicho antes, su
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Figura 3.8: Interfaz de Matlab
manejo de matrices y vectores es muy eficiente adema´s de co´modo.
Originalmente estaba limitado al uso de scripts y funciones, pero actualmente
dispone de programacio´n orientacio´n a objetos. La mayor parte del co´digo se ha
implementado mediante funciones y clases en este lenguaje.
Permite la creacio´n de interfaces de usuario sencillas, caracter´ıstica u´til para
el proyecto.
Uno de los grandes inconvenientes de este lenguaje es que no permite ejecutar
ma´s de un hilo de ejecucio´n de forma explicita.
3.4.2. C/C++
Matlab permite ejecutar co´digo C/C++ desde M, mediante lo que se conoce
como MEX functions. Esto nos permite saltarnos la restriccio´n de usar un solo
hilo. La recoleccio´n de datos se ha implementado haciendo uso de esta carac-
ter´ıstica.
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3.4.3. Simulink
Simulink es un paquete de Matlab que permite crear simulaciones mediante
bloques. En un principio se utilizo´ para la recoleccio´n de datos debido a que ya
exist´ıan bloques implementados para dicha tarea. Sin embargo, se termino por
abandonar su uso debido a su poca estabilidad a la hora de comunicarse con una
interfaz gra´fica.
3.5. Arquitectura
Para terminar mostramos un diagrama de la arquitectura utilizada. Los ele-
mentos mostrados pertenecen al modelo iWalker-H, aunque el diagrama es va´lido
para ambos modelos.
Figura 3.9: Arquitectura hardware
Cap´ıtulo 4
Modelizacio´n del robot
En este cap´ıtulo presentaremos el modelo cinema´tico utilizado para represen-
tar el iWalker.
4.1. Robot diferencial
Existen varios modelos para representar a robots mo´viles segu´n las carac-
ter´ısticas de estos (nu´mero de ruedas, geometr´ıa, ...). El modelo del robot dife-
rencial es el que mejor se ajusta a los i-Walker. Como podemos ver en la figura
4.1, e´ste consiste en dos ruedas de radio r situadas en paralelo en el mismo eje
a una distancia S. Estas dos ruedas corresponden a las dos ruedas traseras del
i-Walker. Las dos delanteras, dado que son libres, no afectan al modelo, y por lo
tanto se obvian en la representacio´n.
Figura 4.1: Modelo de robot diferencial
El eje de coordenadas local del robot, denotado {R}, esta´ centrado en la mitad
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de la unio´n de las ruedas. El eje Xr apunta hacia la parte delantera del robot, y el
eje Yr hacia su lado izquierdo, siendo paralelo al eje que une las ruedas. El eje Zr
hac´ıa arriba, aunque como vamos a trabajar en entornos planos, no trabajaremos
con esta dimensio´n.
El estado o pose del robot lo representamos respecto a un sistema de coorde-
nadas global (4.2), denotado {W}, como X = (x, y, θ).
Figura 4.2: Sistema de coordenadas global W y sistema de coordenadas local R
Cada una de las ruedas gira de forma independiente respecto el eje Yr al
tiempo que esta´ fijada respecto el eje Zr. La velocidades de cada rueda se definen
co´mo
vl = ωlr (4.1)
vr = ωrr (4.2)
do´nde ωl y ωr son las velocidades angulares izquierda y derecha respectivamente,
expresada en radianes por segundo, r es el radio de la ruedas, expresado en metros,
y vl y vr son las velocidades lineales, expresadas en metros por segundo.
Como podemos ver, las velocidades de las ruedas siempre son paralelas al eje
Xr. Mediante estas velocidades podemos definir la velocidad lineal v del robot as´ı
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Figura 4.3: Rueda girando sobre el eje Y del robot
como su velocidad angular ω.
v =
vr + vl
2
(4.3)
ω =
vr − vl
S
(4.4)
Analizando las ecuaciones 4.3 y 4.4 podemos extraer los tres tipos de movi-
mientos que puede realizar el robot: avanzar, girar y rotar. En la figura 4.4 pode-
mos ver estos tres casos en detalle. Existen otros tres casos totalmente sime´tricos,
permitiendo retroceder y girar o rotar hacia la izquierda.
(a) Avanzar (b) Girar (c) Rotar
Figura 4.4: Movimientos posibles de un robot diferencial en funcio´n de las velo-
cidades de sus ruedas.
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A partir de la velocidad lineal y angular del robot se puede calcular la odo-
metr´ıa δ = (δd, δθ) para un intervalo k. Para que la odometr´ıa sea fiable el intervalo
de tiempo empleado debe de ser lo ma´s pequen˜o posible.
δd = vk (4.5)
δd = ωk (4.6)
Cap´ıtulo 5
Feature Extraction
En este cap´ıtulo trataremos uno de los procesos ma´s importantes en el a´mbito
del SLAM, la extraccio´n de caracter´ısticas.
5.1. Definicio´n caracter´ıstica
Una caracter´ıstica es un elemento del entorno que nos ayuda a posicionarnos.
Antes de explicar el proceso en si veamos que´ propiedades deber´ıa de cumplir una
buena caracter´ıstica:
Invariante en el tiempo: si en un momento determinado la vemos en una po-
sicio´n, ma´s adelante deber´ıamos de poder verla en el mismo sitio.
Invariante al observador: no deber´ıa importar desde do´nde la observamos. Si
se encuentra en nuestro campo de visio´n, deber´ıamos de poder reconocerla.
Fa´cil de identificar: todas las veces que la observemos deber´ıamos de poder
identificarla sin confundirla con cualquier otra caracter´ıstica.
De las tres condiciones, la tercera es la ma´s cr´ıtica. Confundir una carac-
ter´ıstica por otra puede resultar desastroso en el proceso de localizacio´n. Como
las usaremos para corregir la posicio´n del robot y del mapa, estar´ıamos usando
informacio´n erro´nea, empeorando la estimacio´n en vez de mejorarla.
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A partir de los datos que proporciona el LIDAR y teniendo en cuenta los
entornos en los que se movera´ el robot, mayoritariamente pasillos, el tipo de
caracter´ısticas que vamos a extraer son segmentos y ve´rtices, que se corresponden
muy bien con paredes y esquinas.
El usar paredes podr´ıa parecer no muy buena idea, ya que que por si sola, nos
nos permite localizarnos. Imaginemos el escenario de la figura 5.1 do´nde el robot
avanza a lo largo de un pasillo, sin ningu´n otro tipo de referencia que las paredes
laterales.
Figura 5.1: Paredes usadas como referencia
La informacio´n que se puede obtener al observar las paredes es a que distancia
dyi se encuentra respecto a ellas. Con esta informacio´n nunca podremos saber en
que posicio´n a lo largo del pasillo nos encontramos, pero si con que orientacio´n
avanzamos. Esta informacio´n es muy u´til, ya que suele ser en la orientacio´n do´nde
hay ma´s errores de estimacio´n se producen. Adema´s, las paredes tienen la ventaja
an˜adida de que en entornos interiores casi siempre hay una visible, al contrario
de las esquinas, por ejemplo.
5.2. Preproceso
Los datos proporcionados por los LIDARs en cada escaneo son un conjunto
de distancias y a´ngulos, correspondientes a cada lectura realizada, en el sistema
de coordenadas del LIDAR.
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S =
(
ρi
αi
)
(5.1)
con i = {1, 2, ..., n}, 0 <= ρi <= ρmax y αmin <= αi <= αmax.
Figura 5.2: Datos obtenidos por el LIDAR
Estos datos esta´n representados en coordenadas polares. Para trabajar con
ellos, una representacio´n cartesiana nos sera´ ma´s conveniente.
P =
(
xi
yi
)
=
(
ρi cosαi
ρi sinαi
)
(5.2)
Otra transformacio´n que realizaremos sera´ cambiar el sistema de coordenadas
local por el global. Este cambio no afecta al algoritmo de extraccio´n, pero como
al final tendremos que hacer esta transformacio´n de todos modos, hacerlo ahora
nos ahorrara´ algunos ca´lculos.
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5.3. Extraccio´n de segmentos
Existen mu´ltiples algoritmos para extraccio´n de lineas a partir de una nube de
puntos. En [7] se analizan varios de los ma´s populares, como la la transformada
de Hough, RANSAC y Split and Merge, aplicados sobre datos obtenidos a partir
de un LIDAR 2D.
El algoritmo de Split and Merge, junto con un proceso de clustering, es el que
mejor resultados da con un menor coste computacional. La ventaja principal de
este algoritmo es que explota el hecho de que los puntos siguen un orden.
Iterative end point fit es un algoritmo muy parecido, que cumple con las mis-
mas ventajas. Este es el algoritmo utilizado.
En 5.3 podemos ver un esquema general del algoritmo general implementado.
A continuacio´n explicaremos los puntos ma´s importantes.
Figura 5.3: Proceso de extraccio´n de caracter´ısticas
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5.3.1. Clustering
En esta primera etapa se separan los puntos en clusters aprovechando el orden
de los datos. Para ello calculamos la distancia de cada punto al punto siguiente. Si
dicha distancia resulta ser mayor a un umbral Dmax ambos puntos pertenecera´n
a clusters diferentes.
Figura 5.4: Dos clusters. La distancia d provoca la separacio´n.
Cada cluster debera´ pasar varios filtros para pasar a la etapa siguiente. El
primero consiste en que todos los puntos del cluster deben encontrarse a una
distancia comprendida entre rmin y rmax. El segundo es que el nu´mero de puntos
del cluster sea mayor a Nmin.
5.3.2. Iterative end point fit
A cada cluster de la etapa anterior se le aplica iterative end point fit, un algo-
ritmo que dado un conjunto de puntos ordenado extrae lineas de forma iterativa.
El algoritmo empieza definiendo una primer segmento, uniendo el primer pun-
to con el u´ltimo. Si existe algu´n punto a una distancia mayor a cierto umbral,
el segmento es dividido en dos por dicho punto. Este proceso se realiza de forma
iterativa sobre todo los segmentos hasta que no quede ninguno por dividir.
El escenario de la figura 5.5 representa un entorno de interior t´ıpico, compuesto
por tres paredes formando dos esquinas. En color salmo´n esta´n representadas las
paredes y en gris los puntos detectados por el LIDAR.
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Figura 5.5: Pared y lecturas
Veamos paso a paso como se aplicar´ıa el algoritmo en este caso.
1. Se empieza creando un segmento uniendo el primer punto con el u´ltimo,
representados de color azu´l(5.6a). Como la distancia dmax del punto ma´s
lejano (en rojo) al segmento es mayor que el umbral establecido, se procede
a dividir el segmento en dos a partir de dicho punto.
2. En 5.6b se repite el proceso con el primer segmento, creando otra divisio´n.
3. Con los dos siguientes segmentos (5.6c y 5.6d) el punto ma´s lejano, en verde,
se encuentra por debajo del umbral, por lo tanto los segmentos se conservan.
4. El siguiente segmento se divide (5.6e).
5. Los dos u´ltimos segmentos se conservan. Al no quedar ma´s segmentos, ter-
mina el algoritmo (5.6f).
En B.5 podemos ver el resultado de los segmentos extra´ıdos comparados con
las paredes originales.
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(a) 1r split (b) 2º split (c) 1r segmento (d) 2º segmento
(e) 3r split (f) 3r y 4º segmento
Figura 5.6: Proceso de extraccio´n de segmentos
Figura 5.7: Comparacio´n de los segmentos extra´ıdos con las paredes
Los segmentos extra´ıdos esta´n formados a partir del primer y u´ltimo punto de
cada divisio´n, sin tener en cuenta el resto de puntos. Para corregir esto un proceso
de regresio´n lineal se aplica sobre cada segmento. Sin embargo este me´todo no
funciona con lineas verticales. En el caso de que la pendiente del segmento sea
mayor a uno los puntos son rotados -90 grados. Con los para´metros de la recta
mejorada se recalculan los extremos del segmento.
Antes de continuar, los segmentos que midan menos de un umbral son des-
cartados. Finalmente si existen segmentos que son coolineares y son cercanos los
unimos.
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5.3.3. Representacio´n polar
La representacio´n de los segmentos extra´ıdos se compone de los para´metros
de la recta y = mx+ c y y los dos extremos del segmento a y b.
Figura 5.8: Representacio´n del segmento mediante la ecuacio´n de la recta
Esta representacio´n no es adecuada para utilizar en el proceso de localizacio´n.
En su lugar, utilizaremos la representacio´n polar usada en la transformada de
Hough, do´nde una recta se representa por los para´metros (ρ, θ).
Esta representacio´n permite considerar la recta como un punto, algo que ges-
tionara´ mejor el me´todo de localizacio´n. Los extremos del segmento se representan
mediante las distancias Sa y Sb de cada punto a al punto representado por (ρ, θ).
Figura 5.9: Representacio´n del segmento mediante para´metros polares
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5.3.4. Extraccio´n de ve´rtices
Los ve´rtices los construimos a partir de los segmentos del paso anterior. Por
cada par de segmentos consecutivos que formen un a´ngulo cercano a 90º se genera
un ve´rtice.
Las coordenadas (x, y) del ve´rtice se recalculan a partir de la interseccio´n de
los segmentos mejorados.
5.4. Resultados
A continuacio´n veremos algunos resultados obtenidos al aplicar el proceso
sobre datos reales. En la figura 5.10 podemos ver el proceso completo sobre un
escaneo. Cada cluster esta´ representado por colores. En este ejemplo podemos ver
el efecto de unir los segmentos cercanos. En nuestro caso esto es u´til ya que la
propia estructura del caminador crea a´ngulos para el LIIDAR, separando siempre
los segmentos en esas zonas.
En la figura 5.11 podemos ver el resultado final en diferentes entornos.
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(a) Clustering (b) Iterative end point fit
(c) Merge
Figura 5.10: Extraccio´n de segmentos sobre datos reales
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(a) Pasillo (b) Hueco en la pared
(c) Fin de pasillo (d) Interseccio´n
Figura 5.11: Extraccio´n de segmentos en diferentes escenarios
Cap´ıtulo 6
EKF SLAM
En este cap´ıtulo veremos como utilizar el filtro extendido de Kalman como
herramienta para realizar SLAM. En el ape´ndice A se detalla su definicio´n para
su uso en SLAM. Aqu´ı nos centraremos en su aplicacio´n en el caso que nos ocupa.
6.1. Introduccio´n
En la definicio´n cla´sica del EKF SLAM se consideran dos fases, prediccio´n e
innovacio´n, que se van alternando entre si. En la realidad esto no sucede en este
orden, sino que las fases se ejecutan en el momento que hay un dato disponible.
Por este motivo no haremos distincio´n entre el estado a priori (obtenido en la
prediccio´n) y el estado a posteriori (obtenido en la innovacio´n).
Por simplicidad tampoco usaremos los sub´ındices k y k+1 que hacen referencia
al instante, asumiendo que las partes izquierdas de las ecuaciones hacen referencia
al instante siguiente y las partes derechas al instante actual. Tambie´n omitiremos
los ruidos v y w en las funciones f y h ya que estos siempre son desconocidos.
Un asunto que no considera la generalizacio´n del algoritmo es la asociacio´n
de datos, uno de los mayores problemas al realizar SLAM.
35
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Figura 6.1: Diagrama de flujo del proceso de SLAM con EKF
6.2. Estado
En nuestro caso, el estado que nos interesa estimar es la pose del robot Xˆr y
la localizacio´n de los componentes del mapa (paredes y esquinas) Xˆm. La matriz
de covarianza esta´ formada por la covarianza del robot Pˆr, la covarianza del mapa
Pˆm y la covarianza entre ambos Pˆrm.
Xˆ =
(
Xˆr
Xˆm
)
(6.1)
Pˆ =
(
Pˆr Pˆrm
Pˆ Trm Pˆm
)
(6.2)
El estado del robot esta formado por su pose (localizacio´n y orientacio´n)
respecto a un eje de coordenadas global. La matriz de covarianza representa la
incertidumbre de dichas variables y su correlacio´n entre ellas. En la figura 6.2
podemos ver su representacio´n gra´fica, sin tener en cuenta el a´ngulo.
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Xˆr =
xˆryˆr
θˆr
 (6.3)
Pˆr =
σ
2
xr,xr σ
2
xr,yr σ
2
xr,θr
σ2xr,yr σ
2
yr,yr σ
2
yr,θr
σ2xr,θr σ
2
yr,θr
σ2θr,θr
 (6.4)
Figura 6.2: Representacio´n en forma de elipse de los componentes σx y σy de la
matriz de covarianza Pˆr
El estado del mapa representa la localizacio´n de las caracter´ısticas del mapa
Xˆm =

Xˆf,1
...
Xˆf,n
 (6.5)
do´nde cada caracter´ıstica Xf puede ser o bien una pared (segmento) o una
esquina (ve´rtice). Mas adelante veremos esto con ma´s detalle.
6.3. Inicializacio´n
Al ser un filtro recursivo se necesita de un caso inicial, formado por X0 y P0.
En el caso del robot, la pose inicial puede ser cualquiera, aunque se suele situar
al robot en el origen alienado con el eje x. En cuanto a la matriz de covarianza, se
inicializa con todos los componentes a cero menos la diagonal. Se suelen utilizar
valores pequen˜os, ya que se supone que la pose inicial es conocida con un alto
nivel de confianza.
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El mapa inicial es desconocido, y por lo tanto, tanto su estado como la matriz
de covarianza se inicializa vac´ıa.
Xˆ =
00
0
 (6.6)
Pˆ =
σx0
2 0 0
0 σy0
2 0
0 0 σθ0
2
 (6.7)
6.4. Prediccio´n
Para la fase de prediccio´n necesitamos definir la funcio´n f . En el caso de
un robot mo´vil, esta se corresponde con el modelo cinema´tico del robot. Como
medicio´n de control tenemos la odometr´ıa δ = (δd, δθ).
Xˆ = f(Xˆ, δ) =
xˆ+ δd cos(θˆ + δθ)yˆ + δd sin(θˆ + δθ)
θˆ + δθ
 (6.8)
Los jacobianos Fx y Fv quedan de la siguiente manera
Fx =
∂f
∂X
∣∣∣∣∣
v=0
=
1 0 −δd sin(θ + δθ)0 1 δd cos(θ + δθ)
0 0 1
 (6.9)
Fv =
∂f
∂v
∣∣∣∣∣
v=0
=
cos(θ + δθ) −δd sin(θ + δθ)sin(θ + δθ) δd cos(θ + δθ)
0 1
 (6.10)
La matriz de covarianza V del ruido de la medicio´n consiste en los errores de
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odometr´ıa
V =
(
σ2d 0
0 σ2θ
)
(6.11)
do´nde σ2d es el ruido en el avance y σ
2
θ es el ruido en el giro. Como vemos,
asumimos que son independientes entre s´ı.
Para el ca´lculo de la matriz de covarianza no hay que aplicar ningu´n cambio,
se utiliza la ecuacio´n tal cual
Pˆ− = FXPˆF TX + FvVˆ F
T
v (6.12)
6.5. Observacio´n de una esquina
Las esquinas obtenidas por el proceso de extraccio´n de caracter´ısticas consis-
ten en un punto (x, y) expresado en coordenadas globales. Para representar su
estado Xˆf en el EKF se utiliza la misma forma:
Xˆf =
(
xf
yf
)
(6.13)
6.5.1. Innovacio´n
La medicio´n z a la esquina se expresa en forma de la distancia r y el a´ngulo
β respecto la pose del robot
z =
(
r
β
)
(6.14)
La matriz de covarianza W de la medicio´n es
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V =
(
σ2r 0
0 σ2β
)
(6.15)
do´nde σ2r es el error en la distancia y σ
2
β el error en el a´ngulo.
La funcio´n h que calcula la medicio´n predicha es
z = h(Xˆr, Xf ) =
( √
(xf − xˆr)2 + (yf − yˆr)2
tan−1(yf − yˆr)/(xf − xˆr)− θr
)
(6.16)
En nuestro caso, como el algoritmo de extraccio´n de caracter´ısticas propor-
ciona las esquinas en coordenadas globales, tambie´n hay que aplicar funcio´n h a
la observacio´n Xf .
El ca´lculo de la innovacio´n υ se calcula a partir de la medicio´n z de la esquina
observada Xf y la medicio´n predicha zˆ de la esquina asociada en el mapa Xfi
υ = z − zˆ (6.17)
El jacobiano Hx de h respecto el estado se define como
Hx = (Hxr · · · 0 · · ·Hxfi · · · 0) (6.18)
Hxr =
(
xˆr−xˆfi
rˆ
yˆr−yˆfi
rˆ
0
− xˆr−xˆfi
rˆ2r
− yˆr−yˆfi
rˆ2r
−1
)
(6.19)
Hxfi =
(
− xˆr−xˆfi
rˆ
− yˆr−yˆfi
rˆ
xˆr−xˆfi
rˆ2r
yˆr−yˆfi
rˆ2r
)
(6.20)
Con esto ya se puede calcular el nuevo estado y matriz de covarianza.
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6.5.2. Extensio´n del mapa
En caso de que la esquina observada Xf no se asocie con ninguna del mapa
debe de an˜adirse al mapa.
La funcio´n g se define como
g(Xˆr, z) =
(
xˆr + r cos(β + θˆr)
yˆr + r sin(β + θˆr)
)
(6.21)
Sin embargo no es necesaria para la extensio´n del mapa, ya que la esquina
observada Xf ya se encuentra en coordenadas globales.
Xˆ∗ =
(
Xˆ
Xf
)
(6.22)
Los jacobianos Gx y Gz de g son los siguientes
Gx =
(
1 0 −r sin(β + θˆr)
0 1 −r cos(β + θˆr)
)
(6.23)
Gz =
(
cos(β + θˆr) −r sin(β + θˆr)
sin(β + θˆr) r cos(β + θˆr)
)
(6.24)
6.5.3. Asociacio´n
Para poder decidir cual de los dos casos anteriores se aplica (innovacio´n del
estado o extensio´n del mapa) primero es necesaria realizar la asociacio´n entre
la caracter´ıstica observada Xf y alguna caracter´ıstica del mapa Xfi . Para ello,
hay que buscar la caracter´ıstica del mapa que ma´s se parezca a la observacio´n. Si
ninguna se parece lo suficiente, se tratara´ de una observacio´n de una caracter´ıstica
nueva.
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En el caso de usar esquinas, la informacio´n principal de la que disponemos
de sus coordenadas. Como funcio´n de similitud se puede utilizar la distancia
euclidiana entre dos esquinas. Aquella caracter´ıstica que este ma´s cerca y a una
distancia menor a un umbral sera´ con la que se asocie la observacio´n.
Sin embargo, existe otra informacio´n que podemos usar: la matriz de covarian-
za. La distancia de Mahalanobis utiliza esta informacio´n para obtener un mejor
resultado. En la figura 6.3 podemos ver un ejemplo de co´mo funciona.
(a) Distancia eucl´ıdea (b) Distancia de Mahalanobis
Figura 6.3: Comparativa de funciones de distancia
Segu´n la distancia euclidiana, la observacio´n z esta´ ma´s cerca de la carac-
ter´ıstica B ya que dA < dB. Sin embargo, segu´n la distancia de Mahalanobis, la
ma´s cercana es la A, ya que MA < MB. La interpretacio´n gra´fica es que se mide
la distancia entre las elipses y no su centro.
La definicio´n formal de la distancia de Mahalanobis entre una observacio´n y
una esquina del mapa es
Mi = υ
T
i S
−1
i υi (6.25)
do´nde υi y S
−1
i se calculan del mismo modo que en la fase de innovacio´n.
6.6. Observacio´n de una pared
Los paredes obtenidas por el proceso de de extraccio´n de caracter´ısticas consis-
ten en los para´metros polares de la recta θ y ρ y las dos distancias a los extremos
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Sa y Sb, todo en el sistema de coordenadas global. Para su representacio´n en el
EKF solo se utilizan los para´metros de la recta.
Xˆf =
(
θf
ρf
)
(6.26)
6.6.1. Innovacio´n
La medicio´n z a la pared se expresa en como la distancia r y el a´ngulo β entre
la pared y el robot.
z =
(
r
β
)
(6.27)
La matriz de covarianza W de la medicio´n es
V =
(
σ2r 0
0 σ2β
)
(6.28)
do´nde σ2r es el error en la distancia y σ
2
β el error en el a´ngulo.
La funcio´n h que calcula la medicio´n predicha es
z = h(Xˆr, Xf ) =
(
ρf − xˆr cos(ρf )− yˆr sin(ρf )
θf − θr
)
(6.29)
Del mismo modo que con las esquinas, el algoritmo de extraccio´n de carac-
ter´ısticas proporciona las paredes en coordenadas globales, y por lo tanto tambie´n
hay que aplicar funcio´n h a la observacio´n Xf .
El jacobiano Hx de h respecto el estado se define como
Hx = (Hxr · · · 0 · · ·Hxfi · · · 0) (6.30)
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Hxr =
(
− cos(θˆi) − sin(θˆi) 0
0 0 −1
)
(6.31)
Hxfi =
(
1 xˆr sin(θˆfi)− yˆr cos(θˆfi)
0 1
)
(6.32)
6.6.2. Extensio´n del mapa
En caso de que la pared observada Xf no se asocie con ninguna del mapa
debe de an˜adirse al mapa.
La funcio´n g se define como
g(Xˆr, z) =
(
r + xˆr cos(θˆr + β) + yˆr cos(θr + β)
θˆr + β
)
(6.33)
Tampoco no es necesaria para la extensio´n del mapa, ya que la pared observada
Xf ya se encuentra en coordenadas globales.
Xˆ∗ =
(
Xˆ
Xf
)
(6.34)
Los jacobianos Gx y Gz de g son los siguientes
Gx =
(
1 0 −r sin(β + θˆr)
0 1 −r cos(β + θˆr)
)
(6.35)
Gz =
(
cos(β + θˆr) −r sin(β + θˆr)
sin(β + θˆr) r cos(β + θˆr)
)
(6.36)
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6.6.3. Asociacio´n
Para asociar una pared observada con una del mapa tambie´n se utiliza la
distancia de Mahalanobis, aplicada sobre los para´metros ρˆ y θˆ de las rectas.
Adema´s, se debe cumplir que los dos segmentos a asociar se solapen. Para ello
se utilizan los para´metros Sa y Sb que definen el segmento dentro de la recta.
6.6.4. Fusio´n
Cuando una pared es asociada con una del mapa, se deben de actualizar los
para´metros que definen el segmento en el mapa. Para ello, no solo se tiene en cuen-
ta la pared asociada, sino todos los candidatos. Esto es as´ı porque podr´ıa darse
el caso de una pared observada en momentos diferentes desde sus dos extremos,
dejando la parte central sin observar. En el momento que esa parte se observe,
los dos segmentos mantenidos en el mapa se deben fusionar, ya que representan
la misma pared.
Los nuevos para´metros S∗a y S
∗
b se calculan como
S∗a = min(Sa, Sai) (6.37)
S∗b = max(Sb, Sbi) (6.38)
do´nde Sa y Sb son los para´metros de la pared observada, Sai y Sbi son los
para´metros de todos los candidatos, 1 < i < n y n es el nu´mero de candidatos.
6.6.5. Eliminacio´n
En el caso de que se realice una fusio´n de segmentos con ma´s de un candidato,
los candidatos no asociados deben de ser eliminados del mapa, ya que estos ser´ıan
redundantes.
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Para ello, se elimina del estado Xˆ y de la matriz de covarianza Pˆ las filas y
columnas que asociadas.
Cap´ıtulo 7
Resultados
En este cap´ıtulo veremos los resultados obtenidos a partir de un conjunto
de datos. Las capturas han sido realizas por diferentes ubicaciones del Campus
Nord de la UPC con el modelo iWalker-RPy el sensor RPLidar. Se ha utilizado
el porta´til descrito en el cap´ıtulo 3.
El proceso se SLAM se ha podido ejecutar en tiempo real, permitiendo adema´s
su posterior reproduccio´n a partir de los datos registrados.
7.1. Pasillos edificio Omega
Esta captura de datos se ha realizado en los pasillos de la planta 3 del edificio
Omega con el iWalker-RP. La duracio´n de la captura es de 160 segundos. Las
lecturas del CAN ha sido le´ıdas cada 0.2 segundos y las lecturas del LIDAR cada
0.3 segundos. Los valores elegidos para modelar los errores en odometr´ıa han sido
σd = 0,01 m y σθ = 0,5◦ m y para los errores de las caracter´ısticas σr = 0,01 m y
σβ = 1◦. Los errores de odometr´ıa han sido selecciones de forma experimental al
observar que el error en la distancia recorrida es relativamente pequen˜o mientras
que el error en la orientacio´n es mucho peor.
En la figura 7.2 podemos ver la trayectoria realizada empleando el me´todo de
dead reckoning, empezando desde la pose Xr = (0, 0, 0). Se puede apreciar como
47
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Figura 7.1: Plano parcial del entorno utilizado en las pruebas
la elipses de error, de color morado, va aumentando a medida que pasa el tiempo,
debido a que no hay correccio´n. Se puede apreciar en la primera recta como el
caminador tiende desviarse hac´ıa el lado izquierdo. Es al tomar las curvas do´nde
este comportamiento se exagera.
En la figura 7.3a podemos ver la evolucio´n del error estimado mediante la
matriz de covarianza Pˆ . La gra´fica representa los errores en las coordenadas x
e y. La que ma´s crece es la coordenada y, superando los 4 metros de error al
final del recorrido. Si nos fijamos, la mayor parte del tiempo se avanza de forma
paralela a dicho eje. Como el error δd seleccionado es bajo y δθ es bajo, lo que
ocurre es que el error perpendicular a la direccio´n de avance crecera´ ma´s, ya que
confiamos en que se avanza la distancia correcta, pero no confiamos tanto en la
orientacio´n.
A la derecha, la gra´fica 7.3b representa la incertidumbre global, calculada
como
√
det(Pˆ ). Se puede ver como este crece de forma mono´tona, como era de
esperar al solo aplicar la etapa de prediccio´n del EKF.
En la figura 7.4 podemos ver el mismo recorrido tras haber aplicado SLAM.
La mejora es substancial, con una trayectoria que no se desv´ıa. La elipse de error
se va reduciendo a medida que se van realizando observaciones.
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Figura 7.2: Dead reckoning en los pasillos del Omega 3
(a) (b)
Figura 7.3: Evolucio´n del error con dead reckoning
Si observamos la evolucio´n de los errores en la figura 7.5a vemos como los
errores en x e y se van reduciendo a medida que pasa el tiempo. Al final ninguno
de los dos ejes sobrepasa el medio metro de error. En la figura 7.5b ya no se
observa el crecimiento mono´tono de la incertidumbre, sino que e´sta va creciendo y
decreciendo dependiendo en funcio´n de las observaciones que se van produciendo.
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Figura 7.4: SLAM en los pasillos del Omega 3
(a) (b)
Figura 7.5: Evolucio´n del error con SLAM
Para tener una mejor idea de la mejora, en la figura 7.6 se comparan el nivel de
incertidumbre de la estimacio´n mediante dead reckoning y con SLAM. Podemos
ver como el error por SLAM es minu´sculo en comparacio´n con el otro.
Ahora veamos como han resultado los mapas generados. Para su representa-
cio´n hemos utilizado un mapa de ocupacio´n de celdillas (occupancy grid map en
ingle´s). En [9] se ofrece una explicacio´n exhaustiva sobre ellos. Existen te´cnicas
de SLAM que utilizan este tipo de mapas, sin embargo aqu´ı si los usaremos como
medio visual.
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Figura 7.6: Comparativa del nivel de incertidumbre
Cada celda representa la probabilidad de que este´ ocupada o libre. Si es de
color blanco significa que esta´ libre, y si es de color negro que esta´ ocupada (hay
un obsta´culo). Hay un caso especial, que este´ de color gris, que representa una
casilla no explorada. Se ha utilizado una resolucio´n de 2 cm, es decir, cada celda
representa una superficie de 2x2 cm.
En la figura 7.7 se muestra el mapa obtenido por dead reckoning. Como era
de esperar, su resultado no es muy bueno.
Para representar el mapa generado por SLAM, adema´s del mapa de ocupacio´n,
mostramos las caracter´ısticas extra´ıdas. Las paredes esta´n representadas mediante
segmentos verdes, y las esquinas mediante puntos verdes y una elipse de error roja.
El resultado lo podemos ver na la figura 7.8.
En general los segmentos se ajustan bastante bien a las celdas negras, que es
do´nde se encuentran las paredes. Sin embargo, a la derecha de la imagen podemos
ver como una un segmento se alarga en exceso. Esto podr´ıa deberse a que la
representacio´n utilizada para los extremos del segmento son demasiado sensibles
a los para´metros polares de la recta. Tambie´n podemos ver en la parte inferior dos
segmentos parcialmente solapados. La causa de esto seguramente se encuentre en
la etapa de asociacio´n de caracter´ısticas, al no asociar bien un segmento con el
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Figura 7.7: Mapa generado con dead reckoning
Figura 7.8: Mapa generado con SLAM
que le corresponder´ıa y an˜adirlo al mapa como una nueva caracter´ıstica.
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7.2. Pasillos edificio C5
Esta captura ha sido realizada en los pasillos de la plata S2 edifico C5, de-
lante de los laboratorios docentes de ESAII. La duracio´n de la captura es de 183
segundos. Se han utilizado los mismos para´metros que la captura anterior.
(a) (b)
Figura 7.9: Trayectoria SLAM vs dead reckoning
El resultado obtenido por SLAM, como podemos ver en la comparacio´n de
la figura 7.9, vuelve a ser buena. En este caso la trayectoria estimada por dead
reckoning no es tan mala, pero podemos ver como el nivel de incertidumbre se
dispara.
Si nos centramos en los mapas generados, vemos como en el caso del SLAM
aparecen algunas aberraciones, segmentos que cruzan los pasillos. A lo largo del
recorrido hab´ıa situado unos cilindros en mitad del pasillo. Estos deben de haberse
creado por error
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Figura 7.10: Comparativa del nivel de incertidumbre
(a) (b)
Figura 7.11: Trayectoria SLAM vs dead reckoning
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7.3. Captura larga
La siguiente captura tambie´n se ha tomado en los pasillos de la planta 3 del
edificio Omega, con los mismos para´metros que las anteriores. En esta ocasio´n el
tiempo de captura es de 647 segundos, es decir, ma´s de 10 minutos.
(a) Dead reckoning
(b) SLAM
Figura 7.12: Captura de datos de larga duracio´n
Cap´ıtulo 8
Disen˜o e Implementacio´n
En este cap´ıtulo explicaremos el disen˜o e implementacio´n del proyecto.
8.1. Adquisicio´n de datos
Los datos utilizados provienen de tres fuentes distintas: los i-Walker y los dos
LIDARS URG-04LX y RPLidar. Para su adquisicio´n se han implementado una
serie de funciones mex en C y C++. Tambie´n se han creado una serie de clases
para facilitar su uso. Los datos almacenados se han guardado en ficheros con
extensio´n .mat, que permiten guardar variables y estructuras de datos nativas de
Matlab.
8.1.1. Clases
Para facilitar el uso de las funciones mex de comunicacio´n se han implementa-
do tres clases que encapsulan su manejo. Tambie´n implementado otras dos clases
que representan los i-Walker. Ambas heredan el comportamiento de una clase
abstracta que define el comportamiento ba´sico. Para finalizar, se ha creado una
clase para facilitar el tratamiento de los datos registrados.
CANUSBInterface Permite establecer una conexio´n con el conversor CAN-
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USB y la transmisio´n de tramas, tanto escrituras como lecturas. Requiere
instalar los drivers subministrados por el fabricante.
RPLIdarInterface Permite establecer una conexio´n con el RPLidar a trave´s del
puerto COM especificado y realizar lecturas. Requiere instalar los drivers
subministrados por el fabricante.
URGInterface Permite establecer una conexio´n con el URG-04LX a trave´s del
puerto COM especificado y realizar lecturas.
iWalkerInterface Clase abstracta. Define los me´todos de conexio´n y desco-
nexio´n, as´ı como la configuracio´n de los periodos de lectura. Realiza las
lecturas en los intervalos definidos, tanto del bus CAN como del LIDAR.
Formatea los datos y los almacena para su posterior uso.
iWalkerRoboPeak Clase concreta que implementa la comunicacio´n con el iWalker-
RP.
URGInterface Clase concreta que implementa la comunicacio´n con el iWalker-
H.
DataLog Permite cargar los datos almacenados en un fichero .mat. Permite re-
cuperar los campos de forma sincronizada independientemente.
8.1.2. Simulink
Durante algu´n tiempo se utilizo´ Simulink como herramienta de recoleccio´n de
datos. La principal ventaja consist´ıa en que los bloques para comunicarse con los
i-Walkers y el URG-04LX ya estaban implementados. No obstante finalmente se
abandono´ debido a problemas de problemas de estabilidad al comunicarse con la
interfaz.
Los bloques ya implementados se mejoraron para que fueran ma´s flexibles y se
implemento´ un bloque cmpletamente nuevo para la comunicacio´n con el RPLidar.
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(a) iWalker-H
(b) iWalker-RP
Figura 8.1: Modelos de Simulink
8.2. SLAM
La implementacio´n de todos los componentes del SLAM se ha realizando me-
diante clases y funciones. Como punto de partida se ha utilizado la Robotic
Toolbox de Peter Corke [5]. Dicha toolbox contiene una implementacio´n del EKF
SLAM, pero muy limitada, orientada solo a datos simulados. Tampoco trata el
problema de la extraccio´n de caracter´ısticas ni el problema de la asociacio´n, dos de
los mayores problemas del SLAM. A continuacio´n listamos las ma´s importantes.
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DifferentialRobot Modela la cinema´tica del robot diferencial. Tambie´n propor-
ciona los jacobianos necesarios para el EKF.
LIDAR Procesa los datos en bruto en coordenadas polares proporcionados por
los LIDAR para obtenerlos en coordenadas cartesianas, tanto en el marco
de referencia local al robot y al marco global.
FeatureExtractor Implementa todo el proceso de extraccio´n de caracter´ısitcas.
CornerFeature Representa una esquina extra´ıda de un escaneo. Implementa los
jacobianos necesarios para el EKF.
SegmentFeature Representa un segmento extra´ıdo de un escaneo. IMplementa
los jacobianos necesarios para el EKF.
FeatureMap Almacena todas las caracter´ısticas utilizadas por el EKF.
EKFSLAM La implementacio´n del EKF.
SimulationEngine Esta clase proporciona un entorno preparado para realizar
SLAM o dead reckoning empleando el resto de clases.
GridMap Implementa un mapa de ocupacio´n de celdillas. Tan so´lo se utiliza
como recurso visual.
8.3. Visualizacio´n
Para poder representar el proceso de forma visual se han creado dos clases
principales, adema´s de usar funciones varias.
MapAxes Representa todos los elementos relacionados con el proceso de SLAM:
la pose del robot, su trayectoria, las caracter´ısticas extra´ıdas y pertenecien-
tes al mapa, las elipses de error, el a´rea escaneada por el LIDAR. Tambie´n
permite dibujar de fondo el mapa de ocupacio´n.
RadarAxes Permite mostrar los datos obtenidos por el LIDAR de forma intui-
tiva mediante una circunferencia en forma de radar.
Cap´ıtulo 8. Disen˜o e Implementacio´n 60
8.4. Aplicacio´n
Se ha desarrollado una aplicacio´n para poder realizar todas las tareas con
facilidad. En el ape´ndice B hay un manual que describe como usarla.
Matlab ofrece una herramienta para crear interfaces de forma gra´fica. Sin
embargo este me´todo resulta muy engorroso a medida que la complejidad de la
aplicacio´n aumenta. En su lugar, se ha optado por disen˜arla completamente a
partir de co´digo. Se ha utilizado una toolbox, GUILayout, que ofrece algunos
componentes no nativos en Matlab. Tambie´n se ha utilizado la toolbox Propery-
Grid para mostrar la ventana de configuracio´n de la aplicacio´n.
Figura 8.2: Aplicacio´n
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8.5. Diagrama de clases
Para terminar mostramos un diagrama UML de la toolbox, sin tener en cuenta
las funciones.
Figura 8.3: Disen˜o de la toolbox iwalker-slam
Cap´ıtulo 9
Gestio´n del proyecto
En este cap´ıtulo se presentara´ la planificacio´n y una estimacio´n del coste
econo´mico del proyecto
9.1. Planificacio´n
La siguiente tabla muestra la planificacio´n de las tareas a realizar y el tiempo
necesario para llevarlas a cabo.
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Tarea Tiempo (horas)
Definicio´n del proyecto 10
Estudio e investigacio´n 170
Aprender y comprender el filtro extendido de Kalman 60
Estudiar procesos de extraccio´n de caracter´ısticas 40
Estudio del robot diferencial 20
Estudio el problema de SLAM 50
Ana´lisis y disen˜o 170
Definir y disen˜ar las funciones y clases principales 90
Disen˜ar el algoritmo de extraccio´n de caracter´ısticas 50
Disen˜ar la interfaz 30
Implementacio´n 190
Implementar las clases y funciones 90
Implementar los bloques Simulink 40
Implementar la interfaz 60
Pruebas 120
Documentacio´n 90
Coste Total 750
Cuadro 9.1: Planificacio´n
9.2. Coste econo´mico
Todo proyecto informa´tico va ligado a un coste econo´mico debido a su desa-
rrollo. En nuestro caso, al ser un proyecto final de carrera, el ca´lculo del coste
no sera´ tan riguroso como lo ser´ıa en un proyecto real, pero aun as´ı intentaremos
hacer una estimacio´n en base la informacio´n que tenemos. Vamos a estimar el
coste como si una empresa que se dedica a la robo´tica asistencial llevara´ a cabo
este proyecto.
Vamos a considerar tres tipos de costes: hardware, software y recursos hu-
manos. Vamos a ignorar otro tipo de costes, como podr´ıan ser el alquiler del
local o el uso de suministros y asumir que son costes no variables de la empresa,
independientes al proyecto en s´ı.
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9.2.1. Hardware
Los costes hardware por lo general son fa´cilmente estimables. En la mayor´ıa
de casos tan solo hay que buscar las facturas y ver cuanto costo´ comprar un ı´tem.
En el caso del i-Walker, al ser un desarrollo propio y sin precio de venta al pu´blico
el ca´lculo es ma´s dif´ıcil. El coste estimado de los caminadores actuales ronda los
350 e. En base a esto, estimamos que el ma´s antiguo debe costar unos 250 e.
Componente Cantidad Coste
Porta´til Asus 1 698,00 e
iWalker-H 1 350,00 e
iWalker-RP 1 250,00 e
CANUSB 2 25,95 e
RPLidar 1 352,99 e
URG-04LX 1 725,00 e
Coste Total 2133,57 e
Cuadro 9.2: Coste hardware
9.2.2. Software
El software elegido no requiere licencia para ser utilizado. El precio de la
licencia de Windows va incluido en el precio del porta´til. La licencia de Matlab
utilizada ha sido una versio´n de estudiante, que cuesta 69 e. Sin embargo, si el
proyecto lo llevase a cabo una empresa, deber´ıa de utilizar la licencia esta´ndar,
que cuesta 2000 e.
Componente Cantidad Coste
Matlab 1 2000,00 e
Windows 1 69,99 (incluido en Asus) e
Total 2069,99e
Cuadro 9.3: Coste software
9.2.3. Recursos humanos
En el proyecto han intervenido principalmente el tutor del proyecto y el
alumno. El rol del tutor ha sido de director de proyecto, mientras que el alumno
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ha asumido el resto de roles: analista, programador y tester. En un proyecto
real seguramente se emplear´ıa a ma´s personas, pero como el coste lo hacemos en
funcio´n al rol y las horas de trabajo no importa demasiado.
Las horas de estudio e investigacio´n y ana´lisis y disen˜o y parte de documenta-
cio´n se las hemos asignado al rol de analista, la horas de implementacio´n al rol de
programador y las prueba al rol de tester. Las horas de documentacio´n las hemos
repartido entre los estos tres roles, ya que cada uno debe de documentar parte de
su trabajo.
Rol Horas Precio/Hora Coste
Director 75 70,00 e/hora 5250,00 e
Analista 370 50,00 e/hora 18500,00 e
Programador 220 30,00 e/hora 6600,00 e
Tester 130 20,00 e/hora 2600,00 e
Total 32950,00 e
Cuadro 9.4: Coste recursos humanos
9.2.4. Coste total
Si agrupamos todos los costes, obtenemos que el precio total del proyecto es
de 37153,56 e.
Tipo de coste Coste
Hardware 2133,57 e
Software 2069,99e
Recursos humanos 32950,00 e
Total 37153,56 e
Cuadro 9.5: Coste total
Cap´ıtulo 10
Conclusiones
En este cap´ıtulo exponemos los objetivos cumplidos y posibles mejoras del
proyecto.
10.1. Objetivos cumplidos
A continuacio´n describimos los objetivos cumplidos.
10.1.1. Obtencio´n de datos
La obtencio´n de datos ha resultado satisfactoria. Es posible conectarse con
los i-Walkers y los LIDARs y recibir los datos necesarios. Estos puedes ser alma-
cenados en disco mediante ficheros para su posterior uso o utilizarse en tiempo
real.
10.1.2. Extraccio´n de caracter´ısticas
A partir de los datos obtenidos por el LIDAR es posible extraer segmentos y
ve´rtices, representacio´n geome´trica de paredes y esquinas del entorno. La calidad
de estas, como se ha podido ver en los resultados, es lo bastante buena como para
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utilizarse en un algoritmo de SLAM.
10.1.3. Algoritmo de SLAM
El algoritmo de SLAM basado en el EKF implementado permite estimar la
pose del caminador con un resultado mucho mejor al obtenido con dead reckoning.
Los mapas generados se ajustan a los entornos utilizados. Aunque los resultados
obtenidos no son perfectos, son lo bastante buenos para ser usados en entornos
reducidos.
10.1.4. Aplicacio´n
La aplicacio´n desarrollada permite la obtencio´n de datos del i-Walker y de
los sensores LIDAR. Permite la ejecucio´n del algoritmo de SLAM tanto a partir
de datos almacenados como en tiempo real. Tambie´n se ha creado un manual de
usuario con tal de poder usarla, incluido al final de la memoria.
10.2. Posibles mejoras
El sistema desarrollado no es ni mucho menos perfecto y esta abierto a mul-
titud de mejores. A continuacio´n enumeramos algunas de las ma´s interesantes.
El algoritmo de SLAM propuesto dispone de muchos elementos que se podr´ıan
mejorar. Una funcio´n no implementada consiste en la eliminacio´n de forma pe-
rio´dica de caracter´ısticas del mapa que no sean reobservadas. Normalmente esto
ocurre al haber agregado al mapa una caracter´ıstica que en realidad no lo es, co-
mo podr´ıa ser una caja que hab´ıa en el entorno que posteriormente se ha movido
de sitio.
Tambie´n se podr´ıa tratar de extraer otro tipo de caracter´ısticas. En los en-
tornos utilizados hab´ıan columnas cil´ındricas que podr´ıan haberse utilizado como
referencias. Para ello ser´ıa necesario implementar un extractor de c´ırculos.
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El proceso de asociacio´n de caracter´ısticas es muy poco eficiente. En los en-
tornos en los que se ha experimentado no era una problema porque el nu´mero
de caracter´ısticas generadas era bajo, pero en un entorno ma´s grande ser´ıa un
problema. Una posible solucio´n ser´ıa utilizar algu´n tipo de estructuras de datos
para hacer las bu´squedas ma´s eficientes, como un k-d tree.
En cuanto a la arquitectura, aunque se encuentra en fase de prototipado, en
ocasiones resultaba engorroso llevar el porta´til encima del caminador. Ser´ıa in-
teresante portar, al menos la parte de adquisicio´n de datos a un sistema embebido
como podr´ıa ser una Rasperry Pi y transmitir los datos de forma inala´mbrica al
porta´til, que seguir´ıa encarga´ndose de su procesado.
Ape´ndice A
Filtro extendido de Kalman
El filtro de Kalman es un me´todo que permite estimar el estado oculto de
un sistema a partir de mediciones ruidosas. Es un filtro recursivo, por lo tanto
calcula el estado siguiente u´nicamente a partir del estado y mediciones actuales.
La limitacio´n de este filtro es que so´lo funciona con sistemas lineales.
El filtro extendido de Kalman (EKF) soluciona esto, linearizando las funciones
de transicio´n de estado y observacio´n respecto la media actual.
A continuacio´n explicamos su funcionamiento general aplicado a SLAM para
una mejor comprensio´n en el resto de la memoria.
A.1. Estado
El EKF estima dos elementos: el estado del sistema Xˆ y su matriz de cova-
rianzas Pˆ . Esta matriz nos informa de de como de fiable es la estimacio´n.
En el caso del SLAM, el estado suele representa la pose del robot Xˆr y la con-
figuracio´n del mapa Xˆr. La matriz de covarianza esta´ formada por la covarianza
del robot Pˆr, la covarianza del mapa Pˆm y la covarianza entre ambos Pˆrm.
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Xˆ =
(
Xˆr
Xˆm
)
(A.1)
Pˆ =
(
Pˆr Pˆrm
Pˆ Trm Pˆm
)
(A.2)
El estado del robot esta formado por sus coordenadas y a´ngulo respecto a un
eje de coordenadas global. La matriz de covarianza representa la incertidumbre
de dichas variables.
Xˆr =
xˆryˆr
θˆr
 (A.3)
Pˆr =
σ
2
xr,xr σ
2
xr,yr σ
2
xr,θr
σ2xr,yr σ
2
yr,yr σ
2
yr,θr
σ2xr,θr σ
2
yr,θr
σ2θr,θr
 (A.4)
El estado del mapa representa la localizacio´n de las caracter´ısticas Xˆf,i del
mapa
Xˆm =

Xˆf,1
...
Xˆf,n
 (A.5)
A.2. Inicializacio´n
Al ser un filtro recursivo se necesita de un caso inicial, formado por X0 y P0.
En el caso del robot, la pose inicial puede ser cualquiera. En cuanto a la matriz
de covarianza, se inicializa con todos los componentes a cero menos la diagonal. Se
suelen utilizar valores pequen˜os, ya que se supone que la pose inicial es conocida
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con un alto nivel de confianza.
En caso de realizar SLAM, como se empieza sin mapa, tanto el estado y la
matriz de covarianzas empiezan vac´ıos.
A.3. Prediccio´n
La primera fase del EKF es la prediccio´n. E´sta hace evolucionar el estado y la
matriz de covarianzas en funcio´n del modelo de transicio´n del modelo. Al estado
a predecir Xˆ−k+1 se lo denomina el estado a priori y se calcula con la funcio´n f
Xˆ−k+1 = f(Xˆk, uk, vk) (A.6)
do´nde Xˆk es el estado en el instante actual, uk es la medicio´n del control y
vk−1 es el ruido introducido en el sistema.
Para hacer evolucionar la matriz de covarianzas es necesaria una estimacio´n
del ruido vk producido en el intervalo. Normalmente e´sta se modela como una
variable normal con media cero y una covarianza V .
El ca´lculo de la matriz de covarianza a posterior se calcula como
Pˆ−k+1 = FX,kPˆkF
T
X,k + Fv,kVˆ F
T
v,k (A.7)
do´nde FX,k y Fv,k son los jacobianos de f respecto X y v en el instante k,
suponiendo que v = 0. Esta es una las linearizaciones que nos permite utilizar
modelos no lineales con el filtro.
El primer sumando de la parte derecha de la ecuacio´n transforma la matriz
actual para adecuarse al nuevo estado. El segundo sumando an˜ade el ruido perte-
neciente al proceso. Debido a que estas dos partes siempre son positivas, el error
siempre crecera´.
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A.4. Innovacio´n
La segunda fase del EKF es la innovacio´n. Se encarga de introducir nueva
informacio´n al filtro, permitiendo as´ı poder corregir estimacio´n. La idea principal
consiste en observar elementos del entorno que este´n mapeados y usar la diferencia
entre la medicio´n real y la predicha segu´n la informacio´n del mapa.
Imaginemos que la caracter´ıstica del mapa observada es Xf y obtenemos una
medicio´n z. Para obtener la medicio´n predicha zˆ se recurre a la funcio´n de obser-
vacio´n h
zˆ = h(Xˆr, Xˆf , wf ) (A.8)
con la que podemos calcular la innovacio´n υ como
υˆ = z − zˆ (A.9)
Con esta informacio´n se puede calcular el nuevo estado
Xˆk+1 = Xˆk +Kk+1υk+1 (A.10)
do´nde K es la ganancia de Kalman. Como vemos, se multiplica con la inno-
vacio´n. Esta ganancia se puede interpretar en cuanta credibilidad se le da a la
nueva observacio´n. La gracia del filtro de Kalman es que esta ganancia se cal-
cula automa´ticamente, a diferencia de otros filtros do´nde hay que ponderar con
constantes. Se define como
Sk+1 = Hx,k+1PˆkH
T
x,k+1 +Hw,k+1Wˆk+1H
T
w,k+1 (A.11)
Pˆk+1 = PˆkF
T
x,k −Kk+1Hx,k+1Pˆk (A.12)
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do´nde Wˆk+1 es la covarianza estimada del sensor y Hx y Hw son los jacobianos
obtenidos de linearizar h respecto X y w. A S se la conoce como la covarianza
de la innovacio´n.
Hx es de la forma
Hx = (Hxr · · · 0 · · ·Hxfi · · · 0) (A.13)
do´nde Hxr es el jacobiano de h respecto Xr y Hxfi es el jacobiano de de h
respecto la caracter´ıstica Xfi .
Como podemos ver en la ecuacio´n A.10, la parte derecha es una resta. Esto es
lo que permite al filtro reducir la incertidumbre de la estimacio´n al realizar una
observacio´n.
A.5. Construccio´n del mapa
En caso de observar una caracter´ıstica que no existe en el mapa hay que
an˜adirla.
Imaginemos que se realiza una medicio´n z de una nueva caracter´ıstica. Para
obtener su posicio´n Xf en el mapa se utiliza la funcio´n g, que es la inversa de h
Xf = g(Xr, z) (A.14)
Para an˜adirla al mapa se utiliza la funcio´n y
Xˆ∗ = y(Xˆ, z, Xˆr) =
(
Xˆ
g(Xˆr, z)
)
(A.15)
que la an˜ade al final del estado.
La expansio´n de la matriz de covarianza se calcula tal que as´ı
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Pˆ ∗ = Yz
(
Pˆ 0
0 Wˆ
)
Y Tz (A.16)
do´nde Yz es el jacobiano
Yz =
∂y
∂z
=
(
Inxn 0nx2
Gx 02xn−3 Gz
)
(A.17)
y Gx y Gz son los jacobianos de g respecto Xr y z y n es la dimension de Pˆ
antes de ser extendido.
Ape´ndice B
Manual de usuario
En este ape´ndice describimos la instalacio´n y uso de la aplicacio´n.
B.1. Instalacio´n
Para instalar la aplicacio´n primero tenemos que an˜adir al path de Matlab los
directorios que contienen la toolbox iwalker-slam y todas sus dependencias. Para
hacerlo de forma automa´tica cada que ve se abra una sesio´n de Matlab se puede
utilizar el script startup.m, coloca´ndolo en la carpeta de instalacio´n de Matlab.
Figura B.1: Directorio ra´ız
Para instalar la app, desde Matlab hacemos doble click sobre el instalador
iwalker-slam.mlappinstall. Al hacerlo se pedira´ una confirmacio´n.
Una vez instalada aparecera´ en la pestan˜a superior de APPS.
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Figura B.2: Dialogo de confirmacio´n de instalacio´n
Figura B.3: Aplicacio´n instalada
B.2. Interfaz
La interfaz esta separada en cuatro secciones:
Controles Permite realizar las principales acciones, como arrancar o parar una
captura.
Visualizacio´n Contiene el radar y el mapa.
Slider Permite elegir el instante a visualizar en caso de estar trabajando con
datos de registro.
Informacio´n Muestra el estado actual de la interfaz, la fuente de datos y el
tiempo actual y final de la captura o simulacio´n.
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Figura B.4: Aplicacio´n
B.2.1. Controles
Los controles permiten llevar a cabo todas las acciones disponibles. A conti-
nuacio´n mostramos una tabla con la descripcio´n de cada uno.
Icono Nombre Descripcio´n
Ajustes Ventana configuracio´n
Modo Oﬄine Cambiar a modo Oﬄine
Modo Online Cambiar a modo Online
Cargar Abrir un registro
Simular Ejecutar simulacio´n
Empezar Arrancar captura o visualizacio´no´n
Parar Detener captura o visualizacio´n
Conectar Conectarse al iWalker
Desconectar Desconectarse del iWalker
Guardar Guardar captura en un registro
Cuadro B.1: Descripcio´n controles
B.3. Configuracio´n
Todos los para´metros de la aplicacio´n se puede configurar en la ventana de
configuracio´n. Para ello, hay que pulsar el boto´n de Ajustes. La ventana es auto-
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explicativa, con una descripcio´n de para que sirve cada ajuste.
Figura B.5: Ventana de configuracio´n
B.4. Modo Online
Este modo de trabajo permite conectarse al i-Walker y al LIDAR y trabajar
en tiempo real con los datos adquiridos. Tambie´n permite almacenar los datos
para su posterior uso. La aplicacio´n debe de aparecer como en la ilustracio´n B.6.
Figura B.6: Modo Online
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B.4.1. Conectar
Antes de conectar hay que asegurarse de configurar correctamente la aplica-
cio´n. Una vez seguros, pulsamos el boto´n de Conectar. Si se ha producido un
error se mostrara´ una ventana de error.
Figura B.7: Confirmacio´n para descartar datos
Si todo ha ido bien, la pantalla sera´ como la de la figura B.8
Figura B.8: Conexio´n establecida
B.4.2. Adquisicio´n
Para empezar la adquisicio´n de datos hay que pulsar el boto´n de Empezar.
Al hacerlo, el contador empezara´ a contar y se recibira´n los datos. En la zona de
visualizacio´n se mostrara´ lo que se haya elegido en configuracio´n. En la figura B.9
podemos ver un ejemplo de lo que se ver´ıa. En caso de haber activado el SLAM,
este se ejecutara´ en tiempo real.
Cuando queramos finalizar la captura de datos le damos al boto´n de Parar.
Si queremos guardar los datos registrados, le damos al boto´n de Guardar para
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Figura B.9: Adquisicio´n de datos
hacerlo mediante un explorador de ficheros. Si cambiamos de modo o empezamos
una nueva captura sin haber guardado con anterioridad se perdera´n los datos. En
tal caso, aparecera´ una ventana de confirmacio´n.
Figura B.10: Confirmacio´n para descartar datos
Para poder cambiar de modo, antes hay que pulsar el boto´n de Desconexio´n.
B.5. Modo Oﬄine
Este modo de trabajo permite crear una simulacio´n a partir de datos almace-
nados. La aplicacio´n debe de aparecer como en la ilustracio´n B.11.
B.5.1. Carga datos
Para cargar un registro hay que pulsar el boto´n de Cargar. Aparecera´ un
explorador de ficheros. Si seleccionamos uno que sea va´lido la pantalla sera´ como
la de la figura B.14.
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Figura B.11: Modo oﬄine
Figura B.12: Registro cargado
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B.5.2. Simulacio´n
Para calcular la simulacio´n hay que pulsar el boto´n de Simular. Al hacer-
lo aparecera´ una ventana indicando el progreso de la simulacio´n. En cualquier
momento podemos cancelar la simulacio´n cerrando la ventana de progreso.
Figura B.13: Procesado de la simulacio´n en curso
B.5.3. Exploracio´n
En cuanto se haya terminado se calcular la simulacio´n haya finalizado se
podra´n explorar los datos. Si le damos al boto´n de Empezar se ejecutara´ la simu-
lacio´n en tiempo real tal y como los datos llegasen en directo. Pulsando al boto´n
de Parar se detendra´. Tambie´n se puede seleccionar el instante mediante el Slider.
La figura B.14 muestra un ejemplo de ello.
Figura B.14: Simulacio´n completada
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