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Abstract
In this paper. an attempt is made to develop off-line
recognition strategies for the isolated. handwritten
English characters (A to Z. a to z). The preprocessing
of characters comprises bounding of characters for
translation invariance and normalization of characters
for size invariance. The variability in a character
introduced by the rotation and deformation is the
main concern of this paper. This variability has been
taken into account by devising a fuzzy logic based
approach using normalized angle features.
1. ISTRODUCTION
Th? desire to develop algorithms to match human
performance for handwritten characters recognition
has led to intense research in this field during !he last
t\\'o decades[4,12]. Recognition of handwritten
characters by computer poses problems such as high
\,ariability in the character shapes written by different
individuals. difficulty in defining the distinctive
features of the character. There has been a particular
interest in the last decade in the recognition of
handlvritten characters both isolated and cursive
[4.13]. Farag[3] attempted to recognize a small
\.ocabulary of key words on a word-level basis
description rather than a letter-level basis. Simon[101
presented the chain based off-line cursive word
recognition. Eliaz and Geiger[2] presented the use of
d>,namic programming for matching between a word
and a pre-stored model of a word. Significant work
on isolated character recognition in the recent past
include multi-font character recognition scheme of
Kahan and Pavlidis 151. Brown et al.[11 presented the
design characteristics to extract topological,
geometrical and local measurement features from
centrelined. thinned figure images. Also. Suen et
ai.[131 came out with a multiple-expert system which
combined the results of four algorithms. Rao[S]
suggested a knowledge-based approach for script
recognition without training. Srihari[ 1I] described
the hidden Markov model approach and the
Ii!potheses generation approach towards word
recognition. Pavlidis[6] reviewed the OCR systems
and suggested to extract features directly from the
gray level images.
The organization of the paper is as follows: Section
2 gives the details of preprocessing of characters
which includes normalization, thinning of isolated
handwritten English characters. Section 3 contains
the representation and recognition techniques
employed. Section 4 outlines the results of
implementation of the proposed approach followed
by Section 5 which summarizes the results and
provides suggestions for future work.
2. NORMALIZATION OF CHARACTERS
Normalization is the process of equating the size of
all extracted character bitmaps (binary array). In
order to match the extracted-isolated-character
patterns against database-characters using features
(e.g., end / junction points, distance between these
points etc.), it is important that all patterns should
have the same size. So, size normalization is
required. However. the use of preprocessing
techniques depends on many factors, such as quality
and shape of the character, the feature extraction
scheme used and the recognition process employed.
Main types of normalization methods used in the pre-
processing stages are with regard to size. position,
skew, and line-width normalization. Size
normalization facilitates the feature extraction
process. The geometrical transformation process
within the quadrilateral regions is modeled by a pair
of bilinear equations [9]:
x =
y =
(1)
c2y + c3xy C
+ C^xy +
where (x.y) and (x',y') are the original and
normalized pixel coordinates respectively. Since
there are a total of eight known tiepoints, these
equations can be easily solved for the eight
coefficients. Once the coefficients are known, they
714constitute the model used to transform all pixels
within the quadrilateral region characterized by the
tiepoints used to obtain the coefficients. On
simplifying the above equations by taking one of the
corresponding comer points of both the quadrilateral
regions as the origin, we obtain
C, = p I m,C6 = q I n
hence
x = (p I m)x
y =(qlri)y
(2)
(3)
where (mxn) and (pxq) are the dimensions of the
original and the normalized character image matrices
respectively.. If we try to normalize a thinned
character. the resulting skeleton is not found to be
connected. Hence, the unthinned character is first
normalized and then thinned.
3.REPRESENTATION AND RECOGNITION OF
CHARACTERS
We are mainly concerned with the variability in a
character. which arises from the different styles of
writing by persons. Even for the same person, it
varies in different situations depending on some
physiological factors This variability is reflected in
variation in size, translation and rotation. To make it
translation invariant, we have isolated the character
from the text by enclosing each individual character
into a box which does not contain any redundant
rowsicolumns of "Os". To make it partially rotation
invariant. we have chosen those features of the
characters that are to some extent rotation invariant
such as end points, junction points, number of
branches and angles. It is difficult to completely
nullify the effect of rotation of the character as all the
points of a character are not equally rotated.
Generally, some portion of the character may be
rotated with respect to one of the end points of the
character. We attempt to devise a fuzzy logic based
approach[7] which seeks to eliminate the variability
introduced by rotation as well as deformation.
3.I The Proposed Approach
In this approach, we aim at using normalized angles
associated with the branches of a character. We also
locate the end and junction points which may serve to
classify the characters into groups The determination
of normalized angles involves extraction of branches
and their vectorisation using the chain code. This will
lead to easy calculation of angles in a branch as each
pixel in a branch is assigned a direction code.
Knowing the direction coldes, we compute associated
angles and then combine them into a normalized
angle. Next comes the question: How to take care of
the variability in the feature data i.e., in the
normalized angle data. As we know, if a sample of a
character contains n branches, then we have 'n'
normalized angles. If their are 'm' such samples, then
a particular branch in all the samples does not yield
the same normalized angle because of variability.
Thus we have 'm' normalized angles for each branch.
We can consider these normalized angles
corresponding to a branchi in all the 'm' variations of
the reference character as forming a cluster for
which we can find the mean and variance. Given a
very large number of !jamples, by choosing the
Gaussian fuzzification function, the parameters
mean and variance for each cluster can be
determined. If the samples are very few the
fuzzification function can not be used. Instead one
can use exponential fuizification function which
requires a single parameter, the mean of the cluster.
As an input character reaches the recognition stage,
we first find the number of branches it contains and
then compute the associated normalized angles. This
input character needs to be matched with only those
reference characters having the same number of
branches. Next, we determine the membership
function of each normalized angle of this input
character on the basis of mean normalized angle of
the branch to which it is supposed to belong. Using
these membership functions of all the normalized
angles and variance, we can determine the fuzzy
distance. The input character is recognized to be that
reference character which yields the minimum fuzzy
distance. The details of this proposed approach are
explained in the following;: The membership function
of normalized angle of each branch is computed from
(4)
When we have large samples, we can use the
Gaussian fuzzification function
MM =
 e (5)
We note that for the reference character, we have the
normalized mean and the inormalized variance:
^"^ mean,hi ' ^~^ var.A/
The fuzzy distance associated with character C is
computed from
715,c /'t/= I vbi(
0
mecm,b. input,bi' (6)
where n is the number of branches. Alternatively, one
can also simply fuzzy measure
(7)
3.2 Location of special points
End points (line tips) and junction points are the
special points considered. These are detected while
scanning through and storing the skeleton in matrix
form. A pixel is designated as the E (end) point if it
has only one of the 8-neighbors as a "1". A J
!junction) point is defined as that pisel which has
more than two
 .' 1s" among its S-neighbors. But, with
this we were getting many undesired junction points.
Hence. an additional constraint was imposed.
According to this condition, besides havin,0 more
than two '' Is" as its neighbors, the number of 0-to-1
and 1-to-0 transitions in the 8-neighborhood of the
pisel should be greater than or equal to six. With this
condition. exact junction points were obtained in all
the cases studied.
3.3 Estraction of branches and normalized angles
Starting from a J point (j
unct
i°n),
 on
e °f
 it
s
neighbors is selected. By traveling through the
skeleton from neighbor to neighbor until another J
point or an E point is found, we determine the
branch of the pattern. Similarly, all the branches are
defined and examined. Because of the
skeletonisation. extra small branches or barbs may
appear on the skeletons of some patterns written with
heavier strokes. To correct and simplify such
skeletons. a branch having a length less than three
pisels in the skeleton is ignored. In such cases and if
needed. the starting J point is changed to a regular
pisel or deleted according to the number and position
of neighbors remaining. Not all the branches are
defined by J points or E points. For instance, a
"closed-0" shape would not contain any J or E point
foi- a branch to be detected. Because of this, the
pixels forming a branch are all marked and the
pattern can be scanned to see if any other branch
exists. Once all the branches forming the skeleton are
detected. they are vectorised. The vectorisation
process consists in assigning a direction code to
every pixel of a branch. The steps are: for each pixel
'P' in the branch. its 8-neighbors are sequentially
determined starting from EAST-neighbor and
proceeding in a counter-clockwise direction. After
vectorisation, each pixel in each branch will have one
of the four direction codes (or associated angles of 0 ,
45 , 90 ~ 135 respectively for the horizontal.
positive-...slope, vertical, negative-slope direction).
Taking these angles, a normalized angle @ for
each branch is deduced using the following formula:
(8)
V ]LCOS( «//#/(.'.¥ )
4. RESULTS
The approaches of the previous section and
normalization and thinning methods of section 2 have
been applied for the recognition of handwritten text
which consists of words containing isolated
charactersas shown in Fig. l The chain code
employed is shown in Fig.?. For each input character,
after branch detection, vectorisation, normalization. a
normalized angle, is found from (8) A normalized
character with special points is shown in Fig.3
whereas another normalized as well as chain coded
character is shown in Fig. 4. The membership
function of normalized angle of each branch is
computed from the relationship (4).This form has
been suggested as we had a few samples of the same
character else we can use the Gaussian fuzzification
function (9). There are four variations of each
character corresponding to four samples of the
character stored in the database. Now, for all these
samples of characters, after all the branches for each
sample are identified and vectorised, the normalized
angle is found for each branch.
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7165. CONCLUSIONS
The paper presents a fuzzy logic based approach for
the recognition of isolated handwritten characters.
The normalized angle approach (using fuzzy
distance) gave the best rate of 83%. However, some
characters (such as 'E' and 'F’, 'a','e','b') were
sometimes wrongly recognized. This low recognition
rates that we have obtained is the result of not
ensuring complete rotational invariance in the
features. though partly it is being taken care of by the
end and junction points and angle approaches.
Inclusion of total rotational invariance is essential to
generate the efficient features. In the case of
normalized angle method, it is possible to remove the
rotational effect by taking the difference normalized
angles. The difference of normalized angles of
adjacent branches certainly removes the rotational
effecr to a great extent.Use of more efficient thinning
algorirhms may be necessary for generating better
skeletons to enable extraction of more effective
features. Investigation of different fuzzification
functions is the only way to yield the correct fuzzy
distance which in turn would help achieve improved
recognition It is possible to use fuzzy logic by
treatins the decimal equivalent of the same row of all
samples of reference character as forming a ciuster so
that variability exists in that cluster. Then fuzzy logic
is easily amenable to derive the membership
functions for the elements of that cluster. This has to
be repeated for the rows and columns of reference
characters. For an unknown input character, we can
obtain the membership functions for the rows and
columns. The fuzzy distance can then be easily
evaluated
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