The model of p-xylene (PX) oxidative side -reaction was proposed in this paper. Variables that influence the oxidative side-reaction had been studied using principal component analysis method based on the on-line data, the dominant factors were six. The Neural network technique was employed to model the relationship between the main operation conditions (i.e. residence time, reaction temperature and catalyst concentration) and the content of carbon dioxide in the reaction off-gas based on the factors. Furthermore, put forward the combustion expanse model of acetic acid and PX. And the sum squared error of the obtained model is 3.75%.
Foreword
PTA (PTA) is an important raw material of polyester fiber and plastic. Polyethylene terephthalate (PET) can be obtained from PTA and polyethylene glycol through a directly polycondensation process. As thermoplastic polyester, PET has extensive application in many areas. Meanwhile, as the largest output of dicarboxylic acid, terephthalic acid (TA)'s demand is great in the world. TA can be obtained from PX through a Liquid-phase catalytic oxidation action in AMOCO process, in which catalyst is Co and Mn, promoter is Br, and solvent is acetic acid (HAc) [1~2] . In addition to the main response, PX oxidative is a complex chemical reaction accompanied by a large number of side-reaction. Burning of HAc and PX is the principal side-reaction, whose main product is the carbon oxygen compounds, mainly as CO and CO2 [3~5] .Besides the production losses of HAc and TA, by-products of HAc and PX oxidative sidereaction can lead to catalyst deactivation. Meanwhile, macromolecule side-reaction formed by the burning of PX can damage the quality of TA and PTA., and limit the mother liquor circulation. Thus not only caused a drop in the quality of products, but also caused an increase in the consumption of catalyst and promoter.
In this paper, a model of PX oxidative side -reaction was studied on the base of the plants in Yang Zi Petrochemistry Company (YPC) to provide basis for the optimization of operation parameters and the reform of production process.
Auth Mechanism of PX oxidative side-reaction
PX oxidative reaction is in the condition of high temperature, excess oxygen and high-intensity stir. At the same time of main response, PX and HAc will partly combust to carbonic oxide (CO), carbonic dioxide (CO2) and water according to the following reactive:
Generally, in the industrial operation condition, CO, CO2 and methyl acetate are the by-products of the HAc's burning which losses HAc about 2% of its circulation. Carbon oxides and other by-products of PX burning make up about 2% of its feedstock. Cox from the burning of HAc account for 60%, in which contain CO and CO2 about 60%, while Cox from the burning of PX is 40%, in which CO and CO2 is 75% [6] . In the process of PX oxidation, a certain oxidation depth is requested in order to reach some conversion and absorption rate, especially reduce the concentration of 4-CBA.Over oxidation should be controlled because it can make HAc ,4-CBA and its by-products further oxidation to CO2 and H2O. 
Neural network model of side-reaction

Methods of Neural network modeling
Multilayer feedforward network trained by Back propagation (BP) algorithm is the most widely used structure in the field of process control. Its structure is as shown in fig1 [10] . It has L layers neurons in the structure, begin with input layer, end of output layer, others are hidden layer. Hypothesis that these are 
pk o is the expected output of the k neuron in output layer based on the input vector of the p samples.
Modeling COx in tail gas of side-oxidation
Neural network Modeling of COx
The relation of COx and operation parameters is highly nonlinear because of the complex effect and interaction in influence factors. In this paper, a side-oxidation modeling is proposed based on a threelayer forward Propagation Neural Network using SIGMOID as activation function. LM (LevenbergMarquardt) optimization algorithm is applied to train the network, determined the construction is 6*5*1, transfer function is tansig, transfer function of output layer is purelin. Figure 2 show the construction. x s . The network output is the content of CO and CO2 ( COX ) in the tail gas. 
Data collecting and processing
Multi-group field data were collected form the data-acquisition system, including [x1,x2,x3,x4,x5, x6, COX] in each group. The dates collected can't reflect the real process because of the random error and gross error. So they can't used to decide and guide production. In order to obtain reasonable dates and enhance efficiency of neural networks, it is necessary to pretreat the collected dates to eliminate its redundancy, simplified network and shorten training time.
(1) Normalization processing [11] Input vector of network are normalized using formula (6). [12] Principal component analysis (PCA) is a mathematical procedure that uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of uncorrelated variables called principal components. The number of principal components is less than or equal to the number of original variables. This transformation is defined in such a way that the first principal component has as high a variance as possible (that is, accounts for as much of the variability in the data as possible), and each succeeding component in turn has the highest variance possible under the constraint that it be orthogonal to (uncorrelated with) the preceding components. Principal components are guaranteed to be independent only if the data set is jointly normally distributed. PCA is sensitive to the relative scaling of the original variables.
PCA is mathematically defined as an orthogonal linear transformation that transforms the data to a new coordinate system such that the greatest variance by any projection of the data comes to lie on the first coordinate (called the first principal component), the second greatest variance on the second coordinate, and so on. XX . Each eigenvalue is proportional to the portion of the "variance" (more correctly of the sum of the squared distances of the points from their multidimensional mean) that is correlated with each eigenvector. The sum of all the eigenvalues is equal to the sum of the squared distances of the points from their multidimensional mean. PCA essentially rotates the set of points around their mean in order to align with the principal components. This moves as much of the variance as possible (using an orthogonal transformation) into the first few dimensions. The values in the remaining dimensions, therefore, tend to be small and may be dropped with minimal loss of information. PCA is often used in this manner for dimensionality reduction. PCA has the distinction of being the optimal orthogonal transformation for keeping the subspace that has largest "variance" (as defined above).
Neural network training
The samples are normalized and PCA to obtain the dates as input and output vectors of the network. Training sample set, cross-validation sample set and testing sample set are even selected from the processed data, each 1/3. The network training uses the method of early stopping. In Fig3, we can see that validation error consistent with test error, showing the samples divinization is reasonable. From the Figs, it can be seen that the impaction of reaction temperature is greatest, reaction time is greater, and others is less. Quantitative analysis of the impaction can be obtained from the figs, to guide the operating parameters' adjustment and optimization.
Conclusion
A neural network was proposed with processing parameters (reaction temperature, solvent ratio, Co concentration, Mn concentration, Br concentration and reaction time) as independent variable and total content of CO and CO2 as dependent variable. Furthermore, HAc and PX side-oxidation models were put forward. The sum-squared error of the model is 3.7 . Impaction of HAc and PX consume was analyzed based on the network. Result is that the impaction of reaction temperature is greatest and others are less.
