Abstract We consider the problem of teaching robots by demonstration how to perform manipulation tasks, in which the geometry (including size, shape, and pose) of the relevant objects varies from trial to trial. We present a method, which we call trajectory transfer, for adapting a demonstrated trajectory from the geometry at training time to the geometry at test time. Trajectory transfer is based on nonrigid registration, which computes a smooth transformation from the training scene onto the testing scene. We then show how to perform a multi-step task by repeatedly looking up the nearest demonstration and then applying trajectory transfer. As our main experimental validation, we enable a PR2 robot to autonomously tie five different types of knots in rope.
Introduction
This paper is concerned with teaching robots to perform manipulation tasks by demonstration. In other words, a human performs the task one or more times (by teleoperation or directly guiding the robot's end-effector), and a learning algorithm extracts the essence of these demonstrations so the robot can perform the task autonomously under different starting conditions.
Our main running example is tying knots in rope. Knot tying is required in several tasks of practical importance, including tying fasteners around wire bundles (common in aerospace applications) and surgical suturing. While it is our running example, our method is not specific to knot tying and we also experimentally illustrate its capabilities in folding clothing and tasks involving household objects.
The procedure for tying a given type of knot can be broken into several segments based on grab and release events. For example, one segment might be to grab the end trajectory transfer
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Monday, July 8, 13 Bottom right: point cloud of rope with warped trajectory generated by our algorithm, along with warped coordinate grid. Note that this trajectory is the first step of a multi-step procedure, and the warping will be performed at least two more times for this knot.
of the rope, move it to form a loop, and then release it. For each of these segments, the end-effector trajectory ought to depend on the geometry of the rope in some way that must be inferred by the algorithm. This paper presents a non-parametric way to learn from examples how the trajectory depends on the geometry of the initial state. Our main contribution is to show how non-rigid registration can be used to adapt a demonstrated trajectory to a new situation. The problem of generalizing a single demonstration can be described as follows. Suppose that at training time, STATE train is the initial state of the rope (represented as an unorganized point cloud) and TRAJ train is the trajectory applied to that state by the demonstrator. At test time, the robot is presented with a new state STATE test and must generate a new trajectory TRAJ test based on the triple (STATE train , TRAJ train , STATE test ).
Our procedure, which we call trajectory transfer, is summarized as follows. We register STATE train to STATE test , obtaining a nonrigid transformation f : R 3 → R 3 , and then we apply f to TRAJ train to obtain the new trajectory TRAJ test . See Figure  1 for illustration. Trajectory transfer enables the robot to generalize from a single demonstration to a much larger part of the state space. If multiple demonstrations are available, one can look up the demonstration with the closest initial state and then use trajectory transfer.
Our second contribution is a method for completing multi-step tasks robustly using a large number of demonstrations of the task. The method is simple: we repeatedly look up the nearest neighbor, using the registration cost as the measure of distance, and then apply trajectory transfer. This simple procedure can be used as a complete policy that enables the robot to complete a multi-step task, eliminating the need to program a custom state machine. This policy recovers from failures, assuming that the demonstrator has provided examples of the failure states along with the corrective motions that get out of them.
The main contributions of this work can be summarized as follows:
• This is the first work to use non-rigid registration to adapt end-effector trajectories to a new scene; we use a non-rigid registration formulation that is well-suited to this task.
• We describe how to use optimization-based motion planning to optimally execute the transferred gripper trajectories.
• We present experiments on knot tying and other multi-step tasks, where we repeatedly use the registration cost to choose the nearest demonstration.
Related work
Nonrigid registration has been used in other fields to transfer information from one geometric entity to another. In medical image analysis, a patient's image is commonly registered to an atlas to locate anatomical structures [1] . In 3D modeling, it has been used to fill in missing parts of scans [2] . In computer vision, nonrigid registration has been used for object recognition and handwriting recognition [3] . Also in vision, using nearest-neighbor based techniques (not involving registration) to transfer various sorts of metadata from one image onto another has had some recent success [4, 5, 6] . Learning from demonstrations, also known as programming by demonstration, has always been a topic of interest in robotics; see [7] for a review. Calinon, Billard, and collaborators [8, 9] have advanced one line of work that is similar in motivation to ours, in that they develop a learning method to perform manipulation tasks under varying initial conditions. Their approach is based on learning a mixture of Gaussians to encode the joint distribution of the robot trajectory and the environment state variables, so that by conditioning on the environment state, they can infer the appropriate trajectory. Ye and Alterovitz have augmented this approach with a repair stage that does motion planning around the learned trajectory to avoid obstacles [10] .
The approach of Calinon and Billard assumes access to a featurization of the environment, since regression requires an input vector of fixed dimensionality. Their approach is most applicable in situations when the learned trajectory depends on a few landmarks in the environment that can be reliably detected. Their approach is not applicable to knot tying, where there is no fixed-length vector of landmarks that can be extracted from every rope configuration. In contrast, our approach operates directly on point clouds-the outputs of our sensor hardware-so it is suitable for this task, and it can be applied to a new task without developing a new vision system.
Rope manipulation and knot tying have been a subject of robotics research for almost three decades [11] . Researchers have addressed the problem with motion planning [12, 13] , learning from observation (using knot theoretic representations) [14] , robotic hands with tactile feedback [15] , and fixtures that enable robust open-loop execution [16] . Note that our work is targeted at general manipulation tasks and is not specialized for the knot tying problem.
Generalizing from one example: trajectory transfer
This section describes our method for generalizing from a single demonstrated trajectory. The problem is follows: at training time, the initial state is STATE train , and the demonstrator provides a trajectory TRAJ train . At testing time, the robot is presented with a new state STATE test and must generate an appropriate trajectory TRAJ test .
First we'll review non-rigid registration, which lies at the core of our approach. Non-rigid registration finds a mapping from a "source" geometry to a "target" geometry. In our application, the source geometry is STATE train , and the target geometry is STATE test .
Non-rigid registration

Registration with known correspondences
First let us suppose that the source geometry consists of K landmark points p 1 , p 2 , . . . , p K and the target geometry consists of K corresponding landmark points p 1 , p 2 , . . . , p K . Then the registration problem is to compute a function f : R 3 → R 3 that maps each source point to its corresponding target point, which can be quantified as the optimization problem
The regularizer encourages the function to be smooth, at the expense of increasing the norm of the residuals
We'll use a particular regularizer: the thin plate spline functional,
where · Frob refers to the Frobenius norm, and i indexes over the spatial dimensions of the range of f. The thin plate spline regularizer (2) encourages f to be globally smooth and assigns zero cost to affine functions. It has been observed in other fields (e.g., [17] ) that thin plate splines extrapolate well on spatial data; extrapolation is important for our application. As shown in [18] , Equation (1) can be analytically solved efficiently; details are provided in Appendix 9.1.
Registration without known correspondences
In many problems of interest we are not given corresponding landmarks, rather we have two unorganized point clouds P = {p 1 , . . . , p M } and P = {p 1 , . . . p N } and we want to find a transformation f so that f (P) = {f(p 1 ), . . . , f(p M )} is similar to P in some sense. We use a modification of the TPS-RPM algorithm of Chui and Ragnarajan [19] , which alternates between the following steps (1) estimate correspondences between source and target point clouds clouds, and (2) fit a thin plate spline transformation based on these correspondences. Details are provided in Appendix 9.2.
Trajectory transfer procedure
Our trajectory transfer procedure consists of three steps:
Step 1: Find a transformation f from the training scene to the test scene. Suppose P train and P test are the point clouds of the manipulated object in the training and test scene, respectively. We perform non-rigid registration as described in Section 3.1.2 to obtain the transformation f that maps P train onto P test .
Step 2: Apply transformation f to the demonstrated end-effector trajectory. Suppose the demonstrated end-effector trajectory is given by a series of poses T 1 , T 2 , . . . , T T , where each pose T t consists of a position p t and an orientation R t .
We transform the positions and orientations as follows, to adapt the trajectory to the test situation:
Here, J f (p) is the 3 × 3 Jacobian matrix of f evaluated at p,
and orth(·) is a function that orthonormalizes a 3 × 3 matrix (e.g. using the SVD). Equation (3) says that we apply the warping function f to all of the positions. As for rotations, the natural way to transform a vector v at a point p through a function f is to multiply it by J f (p), the Jacobian 2 . Equation (4) applies this transformation to the x, y, and z axes of the gripper, and then orthogonalizes the resulting basis so it corresponds to a gripper pose.
Note that if f happens to be a rigid transformation T f , then our method simply left-multiplies each end-effector pose T t by it
Step 3: Convert the end-effector trajectory into a joint trajectory. The simplest approach would be to use inverse kinematics. We found that this approach was not sufficient because there is often no continuous and collision-free trajectory that achieves the desired end-effector trajectory, so we need to compromise. To enable the robot to follow the trajectory as closely as possible while satisfying constraints, we formulate the following optimization problem on the joint trajectory θ θ θ 1:T :
No collisions, with safety margin d safe
Here,T t is the desired end-effector pose at time t, fk(·) indicates the robot's forward kinematics function applied to θ θ θ t , and µ is a scalar parameter. err(·) is an error function that maps a pose in SE(3) to an error vector in R 6 . In particular, after decomposing a pose T into translation p and quaternion rotation q, the error vector is simply given by (p x , p y , p z , q x , q y , q z ). We solve this problem using the trajectory optimization method from [21] . We initialize with the joint trajectory from the demonstration, which is in roughly the right part of configuration space. In our experiments, this initialization strategy led to finding good locally-optimal trajectories.
We will illustrate the trajectory transfer procedure with a two-dimensional toy example, where the task is to draw a two-dimensional curve through four guide-points. Note that this example merely illustrates the trajectory of positions, not orientations. The left image of Figure 2 shows the training situation: environment shown in solid lines, gripper tip trajectory shown as a dotted line, coordinate grid lines shown as thin solid lines. The right image shows the test situation for which we want to predict a good gripper trajectory. The registered points are the four corners. First, we use the method of thin plate splines to find a function that maps the four corners of the square in the training situation to the four vertices of the new quadrilateral. Then we apply the nonlinear transformation f to the demonstrated path to obtain a new path (dotted line), which has the same topological characteristics. The warped grid lines are shown. 
Some intuition on conditions under which trajectory transfer is
likely to succeed
Cost function invariance
Our trajectory transfer procedure can be justified by an invariance assumption, which relates it to cost function learning. In inverse optimal control, one learns a cost function L(STATE, TRAJ) assuming that TRAJ is generated according to TRAJ = arg min TRAJ L(STATE, TRAJ). Probability density function estimation is closely related-here, L is the negative log-likelihood. Our trajectory transfer procedure can be justified by assuming that there is a class of smooth transformations f with the following property:
Here, f(TRAJ) means transforming the trajectory as described in Section 3.2.
Given that the demonstration trajectory has low cost, and f transforms STATE train into STATE test , it follows that trajectory transfer produces a low-cost trajectory:
Equation (7) is a strong assumption and defines L on a large part of the state space using a single (STATE, TRAJ) pair. That said, one can imagine situations where Equation (7) does not hold, even for a rigid transformation f-for example, when absolute orientation of the robot's end-effector matters.
Dynamics invariance
An alternative perspective is that trajectory transfer works in scenarios where the dynamics of the system are approximately invariant-more properly, covariantunder sufficiently smooth coordinate transformations. Suppose that the effect of applying the trajectory TRAJ is given by the propagator Π TRAJ , so that
The dynamics are defined to be covariant under the transformation f if and only if
which is illustrated by the following commutative diagram
Let G denote a goal set, i.e., a set of desirable final states. Suppose that the assumptions hold:
train ∈ G, i.e., the demonstration ends up in the goal state. 3. f(G) = G, i.e., the goal set is preserved by f 4. Equation (10) holds, i.e., the dynamics are covariant under f.
Then by applying the trajectory f(TRAJ) to STATE t test , we obtain f(STATE t+1 train ) ∈ G, i.e., the final state is in the goal set.
In the knot tying domain, the goal set is defined topologically, and a transformation f will preserve it, provided that it is a homeomorphism (i.e., a continuous function whose inverse is continuous), justifying assumption 3. Assumption 4 holds approximately in this domain; we have checked this qualitatively by comparing the final states of the rope at training and test time.
Generalizing from many examples: nearest neighbor method
Intuitively, if STATE train is very close to STATE test , then trajectory transfer is likely to work. Given a collection of demonstrations, with initial states STATE 1 , STATE 2 , . . . , STATE K , we can select the one that is closest to STATE test , and use that one for trajectory transfer:
One crucial question is how to measure distance. One natural distance measure of geometric similarity is the bidirectional fitting cost used in our registration procedure.
We found that this distance function agreed very well with our intuition about which states are closer and appropriate for trajectory transfer. We can use this distance function to define a simple policy for completing multistep tasks. The policy loops through the following steps until task completion:
1. Acquire a new observation STATE test . 2. Choose the nearest demonstration using the registration cost, as in Equation (12) This policy enables the robot to recover from errors, provided that the demonstrator has provided a demonstration starting from the failure state. We enabled the PR2 to autonomously tie five different types of knot: overhand, figure-eight, double-overhand, square knot, and clove hitch (around a pole). The latter four knots are shown at several stages of execution in Figure 3 . Videos are available at http://rll.berkeley.edu/isrr2013lfd.
Experiments with rope
Teaching was performed kinesthetically, by guiding the robot's arms through the motion with its controllers off. The demonstrator noted look, start, and stop times, which indicated when to acquire a point cloud for the initial configuration and when the motion begins and ends. Point clouds were acquired from an RGBD camera mounted on the PR2 head. We extracted the rope points using color filtering (the rope was red or white, and the tablecloth was green).
We first performed an exploratory experiment with one demonstration per knot tie, where we measured how robust the procedure was under perturbations of the rope state of the demonstrations. We randomly perturbed the rope as follows. First the rope was laid out in the initial configuration from the demonstration, Then each of five points, uniformly spaced along the length of the rope, was manually dragged by a distance d pert in a random direction. Then, we executed the knot-tying procedure and judged its success in tying the knot.
We performed five trials for each type of knot. The rates of success of these knot ties are shown in Table 1 . As expected, the failure rate increases at higher d pert , where the test situation is further away from the training situation. Two of the common failure modes were (1) the rope would end up in a previously unseen crossing state, often due to a small difference in its position; (2) the robot would grab the wrong piece of rope, or two pieces instead of one. The above results suggest that when starting from a state that is very close to a demonstration, the success rate is high, at least for the easier knots. We hypothesized that if we collected enough demonstrations, every rope state of interested would be near some demonstration's initial state, so we would achieve that high level of performance over the entire state space by doing nearest neighbor lookups.
To test this hypothesis and explore how our algorithm performs in the manydemonstrations regime, we collected a large number of demonstrations of the overhand knot. The dataset contains a total of 148 trajectory segments, which include 36 demonstrations of the standard 3-step sequence and 40 additional segments starting from failure states-states that prevent the standard knot tying procedure from proceeding and require corrective actions.
Our initial (qualitative) results are promising: we find that the nearest-neighbor policy from Section 4 is able to successfully tie knots from a much larger set of initial configurations than was possible with a single demonstration, and it is also able to choose corrective movements to recover from the failure states. Two executions are shown in Figure 4 . where an extra step was needed. After stage two, the rope ended up in a difficult state-the end that it needs to grab was too short. However, the nearest neighbor lookup found a demonstration with a very similar starting state and a corrective movement, which (after trajectory transfer) made the end graspable.
Experiments on other manipulation tasks
We performed some other experiments to validate that the proposed method can be applied to manipulation tasks other than knot tying. The three tasks considered were folding a T-shirt, picking up a plate using a non-trivial two-arm motion, and opening up a bottle. The former task was executed using three segments, whereas the latter two consisted of one open-loop trajectory segment. We performed these tasks with the same algorithm and code that was used for the knot tying. See Figure 5 .
Conclusion
We have presented a method for adapting trajectories to new situations, based on non-rigid registration between the geometry of the training scene and the testing scene. This enables us to successfully perform a task under various initial conditions Tuesday, July 9, 13 based on a single demonstration. Our method is justified by invariance assumptions as discussed in Section 3.3.
The non-rigid registration metric can also be used to find the nearest demonstration, when multiple demonstrations have been provided. This simple scheme enables our algorithm to successfully perform challenging multi-step manipulation tasks.
Source code
Complete source code and tutorials for our software are available at http://rll. berkeley.edu/rapprentice. Other supplementary material for this paper is available at http://rll.berkeley.edu/isrr2013lfd.
