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Abstract
In [18] the authors developed a method for computing normal forms of dynamical systems
with a coupled cell network structure. We now apply this theory to one-parameter fami-
lies of homogeneous feed-forward chains with 2-dimensional cells. Our main result is that
Hopf bifurcations in such families generically generate branches of periodic solutions with
amplitudes growing like ∼ |λ|
1
2 ,∼ |λ|
1
6 ,∼ |λ|
1
18 , etc. Such amplified Hopf branches were
previously found in a subclass of feed-forward networks with three cells, first under a normal
form assumption [15] and later by explicit computations [8], [13]. We explain here how these
bifurcations arise generically in a broader class of feed-forward chains of arbitrary length.
1 Introduction
In this paper we shall consider systems of ordinary differential equations of the following
homogeneous feed-forward type:
x˙0 = f(x0, x0, x0, · · · , x0, x0;λ),
x˙1 = f(x1, x0, x0, · · · , x0, x0;λ),
...
...
...
x˙n−1 = f(xn−1, xn−2, · · · , x0, x0;λ),
x˙n = f(xn , xn−1, · · · , x1, x0; λ).
(1.1)
Here n + 1 ∈ N is the length of the feed-forward chain, the state variables x0, . . . , xn ∈ V
are elements of a finite dimensional vector space V and the function f : V n+1 × R → V is
a parameter dependent response function. We shall assume that f(0; λ) = 0 for all λ, and
hence that equations (1.1) admit a fully synchronous steady state solution x = (0, . . . , 0) for
all values of the parameter.
We are interested in the periodic solutions that emanate from this synchronous steady
state as λ varies. In order to find such synchrony breaking bifurcations of periodic solutions,
let us denote by ai = ai(λ) := Dif(0; λ) : V → V . Then the linearization matrix of (1.1) at
the synchronous equilibrium reads

a0 + a1 + . . .+ an 0 · · · 0 0
a1 + . . .+ an a0 · · · 0 0
...
...
. . .
...
...
an−1 + an an−2 · · · a0 0
an an−1 · · · a1 a0

 . (1.2)
This matrix displays a remarkable degeneracy: the eigenvalues of the submatrix a0 each
occur at least n times as eigenvalues of the linearization matrix (1.2). Although such a
1 : 1 : · · · : 1 resonance is highly uncommon in differential equations without any special
structure, it is generic in the context of our feed-forward network.
Assume for example that dimV = 2 and that the eigenvalues of a0(λ) form a complex
conjugate pair that crosses the imaginary axis at nonzero speed. Then one may expect a
very particular n-fold Hopf bifurcation to take place in equations (1.1). Theorem 1.1 below
describes this bifurcation. It is the main result of this paper.
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Theorem 1.1 Let V = R2 ∼= C and f : V n+1 × R → V a smooth function. Assume that
f(0;λ) = 0 and that a0(0) = D0f(0; 0) : V → V has eigenvalues ±iω0 6= 0. Then under
otherwise generic conditions on f(X;λ), the local normal form of (1.1) near (x;λ) = (0; 0)
supports a branch of hyperbolic periodic solutions of the form
x0(t) ≡ 0, x1(t) = B1(λ)e
iω(λ)t, . . . , xn(t) = Bn(λ)e
iω(λ)t
of frequency ω(λ) = ω0 +O(|λ|) and amplitudes |Bi(λ)| ∼ |λ|
κi , where κi :=
1
2
1
3i−1
.
The peculiar Hopf branch described in Theorem 1.1 has an x1-component with amplitude
growing at the rate ∼ |λ|
1
2 of the ordinary Hopf bifurcation. The amplitude growth of its
x2, x3, . . .-components at rates ∼ |λ|
1
6 ,∼ |λ|
1
18 , . . . is much faster though. One could say
that the feed-forward chain acts as an amplifier and it has been conjectured that this is why
feed-forward chains occur so often as motifs in larger networks [14].
Due to their hyperbolicity, the periodic solutions of Theorem 1.1 persist as true solutions
of (1.1). We also remark that the branch of periodic solutions given in Theorem 1.1 implies
that there exist many more branches of periodic solutions. This is because equations (1.1)
admit a symmetry: whenever t 7→ (x0(t), . . . , xn(t)) is a solution to (1.1), then so is
t 7→ (x0(t), x0(t), x1(t), . . . , xn−1(t)) .
As a result, the Hopf bifurcation of Theorem 1.1 generates a total of n branches of periodic
solutions (counted excluding the fully synchronous branch x(t) ≡ 0), given by
x0(t) = . . . = xr−1(t) ≡ 0, xr(t) = B1(λ)e
iω(λ)t, . . . , xn(t) = Bn−r+1(λ)e
iω(λ)t .
Each of these branches emanates from the bifurcation point (x;λ) = (0; 0) and they all have
a different synchrony type. We will see that only the branch described explicitly in Theorem
1.1 (the one with the largest amplitude and the least synchrony) can possibly be stable.
Dynamical systems with a coupled cell network structure have attracted much attention
in recent years, most notably in the work of Field, Golubitsky and Stewart and coworkers.
For a general overview of this theory, we refer to [9], [12], [15], [20] and references therein. It
has been noticed by many people that networks may robustly exhibit nontrivial synchronized
dynamics [2], [4], [5], [16], [21], [23], [24]. Synchronous solutions may moreover undergo
bifurcations with quite unusual features. Such synchrony breaking bifurcations have for
example been studied in [1], [3], [6], [7], [11] and [22].
The anomalous Hopf bifurcation of Theorem 1.1 has also been described in the literature
on coupled cell networks [8], [13], [15], namely in the context of equations of the form
x˙0 = g(x0, x0;λ) ,
x˙1 = g(x1, x0;λ) ,
x˙2 = g(x2, x1;λ) .
(1.3)
Note that (1.3) arises as a special case of (1.1), with n = 2 and f : V 3 → V of the form
f(X0, X1, X2) := g(X0, X1) .
In fact, the equivalent of Theorem 1.1 for equations of the form (1.3) was first proved in [15]
under a normal form assumption. More precisely, it is assumed in [15] that the right hand
side of (1.3) commutes with the symmetry (x0, x1, x2) 7→ (x0, e
isx1, e
isx2) and hence that
g(X;λ) has the symmetry
g(eisX0, e
isX1;λ) = e
isg(X0, X1;λ) for s ∈ R . (1.4)
With this invariance, the periodic solutions of (1.3) become relative equilibria, which makes
them computable. We remark that a generic g(X;λ) of course does not satisfy (1.4), but
the existence of the anomalous Hopf branch was later confirmed for a generic g(X;λ) by
an explicit computation of the normal form of (1.3) in [8]. Finally, with the use of center
manifold reduction, an alternative and more efficient proof of the same result was given in
[13]. For similar normal form computations of other networks, we refer to [10].
Theorem 1.1 is thus an extension of the results in [8], [13] and [15], valid for a more
general class of feed-forward chains of arbitrary length. More importantly, our proof of
Theorem 1.1 is in the spirit of a generic bifurcation theory for coupled cell networks. It
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makes use of the theory developed by the authors in [18] that explains how to compute the
local normal form of a coupled cell network.
In fact, we show in [18] that any network architecture admits a natural Lie algebra that
captures the structure and invariants of the dynamical systems with this architecture. This
structure is that of a so-called “semigroup network” and the main result in [18] is that the
normal form of a semigroup network is a semigroup network as well. It turns out that
equations (1.1) form an example of a semigroup network, and hence the normal form of
(1.1) near a steady state is again of the form (1.1). This proves it justified to assume that
equations (1.1) are in normal form, and hence that f(X; λ) satisfies
f(eisX0, . . . , e
isXn−1, 0; λ) = e
isf(X0, . . . , Xn−1, 0; λ) . (1.5)
Using the latter invariance, the analysis of the periodic solutions of (1.1) is similar to the
analysis in [15]. This analysis eventually leads to Theorem 1.1. It will also become clear
that it is not reasonable to assume that the normal form of (1.3) is of the form (1.3), because
equations (1.3) do not form a semigroup network.
This paper is organized as follows. In Section 2, we illustrate the amplifying character
of our feed-forward chain by studying a synchrony breaking steady state bifurcation in case
dimV = 1. This helps to fix ideas, and it yields an extension of some results obtained in [18].
In Section 3, we recall some results from [18] on semigroup coupled cell networks. Sections 4
and 5 are devoted to the algebra of linear feed-forward networks. The goal of these sections
is to obtain, by means of linear normal form theory, a decomposition in semisimple and
nilpotent part of the linearization matrix (1.2). This is an essential preparatory step for the
computation of a nonlinear normal form. We provide a linear normal form theorem in Section
4 and prove it in Section 5, using the concept of a semigroup ring. Finally, in Section 6 we
use the SN-decomposition obtained in Sections 4 and 5 to compute the nonlinear normal
form of (1.1) under the assumptions of Theorem 1.1. A singularity analysis then leads to
the proof of this theorem.
2 An amplified steady state bifurcation
In this section we describe a synchrony breaking steady state bifurcation in the feed-forward
network (1.1) that confirms its amplifying character. This section is meant as an illustration
before we start the actual proof of Theorem 1.1. Most notably, we do not make use of normal
forms in this section yet.
We first of all remark that when f(0; 0) = 0, then equations (1.1) admit a fully syn-
chronous steady state x = (0, . . . , 0) at the parameter value λ = 0. This steady state
persists to a nearby synchronous steady state (s(λ), . . . , s(λ)) for λ close to 0 under the
condition that
d
ds
∣∣∣∣
s=0
f(s, . . . , s; 0) = a0(0) + . . .+ an(0) is invertible.
Throughout this paper, we will assume that this condition is met, so that by translating to
the synchronous equilibrium we justify our assumption in the introduction that f(0; λ) = 0.
We are interested in branches of solutions that emanate from (x;λ) = (0; 0). These are
defined as follows:
Definition 2.1 A branch of steady states near (x;λ) = (0; 0) is the germ of a continuous
map x : [0, λ0) → V
n+1 or x : (−λ0, 0] → V
n+1 with the properties that x(0) = 0 and such
that each x(λ) is a steady state of the differential equations at the parameter value λ. △
To characterize the growth of a branch of steady states, we introduce a special symbol:
Definition 2.2 For a branch x(λ) of steady states we write x(λ) ∼ |λ|κ, with κ > 0, if
there is a smooth function x∗ : [0, |λ0|
κ)→ V n+1 such that
x(λ) = x∗(|λ|κ) and lim
|λ|κ↓0
x∗(|λ|κ)
|λ|κ
6= 0 .
△
The following theorem describes the branches of steady states that can bifurcate in (1.1) in
the case that dimV = 1. It is a generalization of results in [18], where it was assumed that
n = 2. We spell out the proof of Theorem 2.3 in great detail and hope that this makes the
structure of the proof of Theorem 1.1 more understandable.
3
Theorem 2.3 Let V = R and f : V n+1×R→ V a smooth function. Assume that f(0; λ) =
0 and that a0(0) = 0. Furthermore, assume the following generic conditions on f(X; λ):
1. a0(0) + . . .+ an(0) 6= 0.
2. da0
dλ
(0) 6= 0.
3. a1(0) 6= 0.
4. ∂
2f
dX20
(0; 0) 6= 0.
Then equations (1.1) support 2n branches of hyperbolic steady states (counted excluding the
trivial steady state x = 0) near (x;λ) = (0; 0). More precisely, if we define κi :=
1
2i−1
for
i = 1, . . . , n, then for each r = 1, . . . , n there are two steady state branches with asymptotics
x0 = . . . = xr−1 = 0, xr ∼ |λ|
κ1 , . . . , xn ∼ |λ|
κn−r+1 .
Proof: Let us write a′0(0) =
da0
dλ
(0). We will give the proof of the theorem under the assump-
tion that a′0(0)a1(0) > 0. The proof is similar when a
′
0(0)a1(0) < 0 but it is inconvenient
to give both proofs simultaneously. This technical problem will not occur in the proof of
Theorem 1.1.
Because a0(0) + . . . + an(0) 6= 0 we can assume that f(0; λ) = 0. Together with the
remaining assumptions of the theorem, this implies that we can Taylor expand
f(X; λ) =a′0(0)λX0 + a1(0)X1 + . . .+ an(0)Xn +CX
2
0
+O
(
|X0|
3 + |X0|
2|λ|+ |X0||λ|
2 + ||(X1, . . . , Xn)||
2 (2.6)
+ ||(X1, . . . , Xn)|| · |λ|+ |X0| · ||(X1, . . . , Xn)||) ,
in which a′0(0) 6= 0, a1(0) 6= 0, a1(0) + . . .+ an(0) 6= 0 and C :=
∂2f
∂X20
(0; 0) 6= 0. With this in
mind, we will solve for steady states by consecutively solving for xj the equations
f(xj , xj−1, . . . , x1, x0, . . . , x0;λ) = 0 for j = 0, . . . , n .
First of all, since a1(0) + . . .+ an(0) 6= 0, it holds by (2.6) that
f(x0, . . . , x0;λ) = (a1(0) + . . .+ an(0))x0 +O(|x0|
2 + |λ||x0|) .
We conclude that x0 = x
∗
0 := 0 must hold for a steady state.
In fact, it is clear for any 1 ≤ r ≤ n that x0 = x
∗
0 = 0, . . . , xr−1 = x
∗
r−1 := 0 provide
solutions to the equations f(x0, . . . , x0;λ) = 0, . . . , f(xr−1, . . . , x0;λ) = 0. Given these
trivial solutions, let us try to find the possible steady state values of xr by solving
f(xr, x
∗
r−1, . . . , x
∗
0;λ) = a
′
0(0)λxr + Cx
2
r +O(|xr|
3 + |xr|
2|λ|+ |xr| · |λ|
2) = 0 . (2.7)
Not surprisingly, one solution to this equation is given by xr = 0, but let us ignore this
solution. Thus, we divide equation (2.7) by xr and consider the case that xr solves
a
′
0(0)λ+ Cxr +O(|xr|
2 + |xr| · |λ|+ |λ|
2) = 0 .
Because C 6= 0, the implicit function theorem guarantees a unique solution xr to this latter
equation, given by
xr = −
a′0(0)
C
λ+O(λ2) .
Note that xr is defined for both positive and negative values of λ. Thus, we find two
functions x±∗r : [0, λ0) → V such that xr(λ) = x
±∗
r (|λ|) ∼ |λ|
1
2 = |λ|κ1 solve (2.7). In
particular, taking r = n, we proved the existence of two of the branches in the statement of
the theorem, namely those with asymptotics x0 = . . . = xn−1 = 0 and xn ∼ |λ|
κ1 .
In case 1 ≤ r ≤ n−1, we shall ignore the branch x−∗r (|λ|) defined for negative λ: it leads
to an equation for xr+1 that can not be solved. This follows from computations similar to
those given below for the positive branch. We will not provide these considerations in detail.
We shall write x∗r = x
+∗
r .
Concerning this positive branch, let us remark that limλ↓0
x∗r(λ)
λ
= −
a
′
0(0)
C
and a1(0)
C
have
opposite sign due to our assumption that a′0(0)a1(0) > 0. This leads, for r ≤ j ≤ n− 1, to
the following two induction hypotheses:
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1. Assume that we found for all i = r, . . . , j certain smooth functions x∗i : [0, λ
κi−r+1
0 )→ R
so that
x0=x
∗
0=0, . . . , xr−1=x
∗
r−1=0, xr=x
∗
r(λ
κ1)∼λκ1 , . . . , xj=x
∗
j (λ
κj−r+1)∼λκj−r+1
solve the equations f(x0, . . . , x0;λ) = 0, . . . , f(xj , xj−1, . . . , x0, . . . , x0; λ) = 0.
2. The sign of limλ↓0
x∗j (λ
κj−r+1 )
λ
κj−r+1 is opposite to the sign of
a1(0)
C
.
We remark that we just proved that these induction hypotheses are true for j = r. We will
now try obtain xj+1 by solving the equation f(xj+1, x
∗
j , . . . , x
∗
0, . . . , x
∗
0;λ) = 0.
Anticipating that the steady state value of xj+1 will be smoothly depending on λ
κj−r+2 ,
let us at this point define the rescaled parameter µ := λκj−r+2 = λ
1
2j−r+1 and the rescaled
unknown xj+1 =: µyj+1. Then it holds that µ
2j−i+1 = λκi−r+1 , which inspires us to define
also the rescaled functions y∗r , . . . , y
∗
j by
x∗r(λ
κ1) =: µ2
j−r+1
y∗r (µ
2j−r+1 ), . . . , x∗j (λ
κj−r+1) =: µ2y∗j (µ
2) for µ = λκj−r+2 .
By the first induction hypothesis, the functions y∗i are smooth and y
∗
j (0) = limλ↓0
x∗j (λ
κj−r+1 )
λ
κj−r+1
6= 0. Moreover, using (2.6), one checks that in terms of the rescaled variables, the equation
for xj+1 = µyj+1 takes the form
µ2
(
a1(0)y
∗
j (0) +Cy
2
j+1
)
+O(|yj+1| · |µ|
3 + |µ|4) = 0 .
Dividing this by µ2, we find that we need to solve an equation of the form
h(yj+1;µ) =
(
a1(0)y
∗
j (0) + Cy
2
j+1
)
+O(|yj+1| · |µ|+ |µ|
2) = 0 .
Recall that a1(0), y
∗
j (0), C(0) 6= 0. In fact, by the second induction hypothesis it holds that
−
a1(0)y
∗
j (0)
C
> 0. Let Yj+1 :=
√
−
a1(0)y
∗
j
(0)
C
so that ±Yj+1 are the solutions to the equation
h(Yj+1, 0) = a1(0)y
∗
j (0) + CY
2
j+1 = 0. Then clearly Dyj+1h(±Yj+1, 0) = ±2CYj+1 6= 0 and
thus by the implicit function theorem there exist smooth functions y±∗j+1(µ) = ±Yj+1+O(µ)
solving h(y±∗j+1(µ), µ) = 0. Correspondingly, the expressions
xj+1 = (x
∗
j+1)
±(λκj−r+2) = µy±∗j+1(µ) = ±λ
κj−r+2Yj+1 +O(λ
κj−r+1) ∼ λκj−r+2
provide two branches of solutions to the equation f(xj+1, x
∗
j . . . , x
∗
0;λ) = 0. It holds that
limλ↓0
x
±∗
j+1
(λ
κj−r+2 )
λ
κj−r+2 = y
∗±
j+1(0) = ±Yj+1 so that for precisely one of these branches the sign
of this limit is opposite to the sign of a1(0)
C
. Only this branch can be used in the next step
of the induction. This step is necessary precisely when j + 1 ≤ n − 1. This finishes the
induction and the proof that also for 1 ≤ r ≤ n − 1 there exist two steady state branches
with asymptotics
x0 = 0, . . . , xr−1 = 0, xr ∼ λ
κ1 , . . . , xn ∼ λ
κn .
Note that these two branches only differ in their values of xn.
We remark that in case a′0(0)a1(0) < 0, the branches exist for negative values of λ.
Finally, we consider the linearization matrix around a steady state on the r-th branch.
This matrix is of the lower triangular form

a0(λ) + a1(λ) + . . .+ an(λ) 0 . . . 0
∗ a0(λ) 0 . . . 0
∗
. . .
...
a0(λ) 0 0
...
... ∗ b1(λ) 0 0
. . .
...
∗ ∗ · · · ∗ b±n−r+1(λ)


.
The eigenvalues of this linearization matrix are a0(λ) + . . . + an(λ), a0(λ) (r − 1 times),
b1(λ), . . . , bn−r(λ) and b
±
n−r+1(λ), where
bj(λ) = D0f(x
∗
r+j−1, . . . , x
∗
0) = 2Cx
∗
r+j−1 +O(|λ|
κj−1 ) ∼ |λ|κj .
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for j = 1, . . . , n− r and
b
±
n−r+1(λ) = D0f(x
±∗
n , . . . , x
∗
0) = 2Cx
±∗
n +O(|λ|
κn−r ) ∼ |λ|κn−r+1 .
For λ 6= 0, these eigenvalues are real and nonzero, i.e. the branches are hyperbolic. 
Remark 2.4 Only one of the branches of solutions given in Theorem 2.3 can possibly be
stable and this is one of the two branches with the least synchrony and the largest amplitude,
i.e. one of the two branches with asymptotics
x0 = 0, x1 ∼ |λ|
κ1 , . . . , xn ∼ |λ|
κn .
This happens precisely when a0(0) + . . . + an(0) < 0 and a1(0) > 0. We leave the proof of
this claim to the interested reader. △
3 A semigroup network
The feed-forward differential equations (3.8) form an example of a so-called semigroup net-
work. These networks were defined by the authors in [18], and they have the remarkable
property that the Lie bracket of two semigroup networks is again a semigroup network.
In the context of our feed-forward chain, this is perhaps best explained as follows. First
of all, note that we can write the differential equations (1.1) as
x˙ = γf (x) for x ∈ V
n+1 ,
where the vector field γf : V
n+1 → V n+1 is defined for a function f : V n+1 → V as
(γf )j(x) := f(xσ0(j), xσ1(j), . . . , xσn−1(j), xσn(j)) for j = 0, . . . , n . (3.8)
Here, σ0, . . . , σn are maps from {0, . . . , n} to {0, . . . , n}, given by
σi(j) := max {j − i, 0} .
One can now observe that for all 0 ≤ i1, i2 ≤ n it holds that
σi1σi2 := σi1 ◦ σi2 = σmin{i1+i2,n} .
This means in particular that the collection
Σ := {σ0, σ1, . . . , σn}
is closed under composition: it is a semigroup. In fact, Σ is commutative and generated by
the elements σ0 and σ1. Moreover, the elements σ0 and σn are somewhat special: σ0 is the
unit of Σ and σn plays the role of “zero”, because σnσi = σiσn = σn for all 0 ≤ i ≤ n.
All of this leads to the following result, that was proved for general semigroup networks
in [18]:
Theorem 3.1 Define for 0 ≤ i ≤ n the linear map Aσi : V
n+1 → V n+1 by
(AσiX)j := Xmin {j+i,n} .
Then it holds that
Aσi1 ◦Aσi2 = Aσi1σi2 and that Aσi(xσ0(j), . . . , xσn(j)) = (xσ0(σi(j)), . . . , xσn(σi(j))) .
Moreover, for any f, g ∈ C∞(V n+1, V ) it holds that
[γf , γg] = γ[f,g]Σ
where
[f, g]Σ(X) :=
n∑
i=0
Dif(X) · g(AσiX) −Dig(X) · f(AσiX) .
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Proof: It is clear that
(Aσi1Aσi2X)j = Xmin {j+i1+i2,n} = (Aσmin{i1+i2,n}X)j = (Aσi1σi2X)j .
The fact that Aσi(xσ0(j), . . . , xσn(j)) = (xσ0(σi(j)), . . . , xσn(σi(j))) is obvious from our defini-
tions. This proves the first claim of the theorem.
Next, recall that [γf , γg](x) = Dγf (x) · γg(x)−Dγg(x) · γf (x). One computes that
(Dγg(x) · γf (x))j =
n∑
k=0
Dk(γf (x))j · (γg)k(x) =
n∑
k=0
d
dxk
f(xσ0(j), . . . , xσn(j)) · g(xσ0(k), . . . , xσn(k)) =
n∑
i=0
Dif(xσ0(j), . . . , xσn(j)) · g(xσ0(σi(j)), . . . , xσn(σi(j))) =
n∑
i=0
Dif(xσ0(j), . . . , xσn(j)) · g(Aσi(xσ0(j), . . . , xσn(j))) .
With a similar computation for (Dγg(x) · γf (x))j , we thus find that
[γf , γg]j(x) =
n∑
i=0
Dif(X) · g(AσiX)−Dig(X) · f(AσiX)
∣∣∣∣∣
X=(xσ0(j)
,...,xσn(j))
.
This proves the theorem. 
The first statement of Theorem 3.1 is that the map
σi 7→ Aσi , Σ→ gl(V
n+1)
is a representation of Σ. The second and more important statement is that the Lie bracket
of the two feed-forward vector fields γf and γg is another feed-forward vector field of the
same form, namely γ[f,g]Σ . Moreover, the new response function [f, g]Σ is computed from f
and g with the use of the representation σi 7→ Aσi .
The most important consequence of Theorem 3.1 is that the collection
γ(C∞(V n+1, V )) = {γf | f ∈ C
∞(V n+1, V )}
of feed-forward vector fields is a Lie algebra. This implies for example that there exists a
large class of transformations of the phase space V n+1 that leaves the class of feed-forward
vector fields invariant: the time-1 flow eγg of any feed-forward vector field γg, will transform
the feed-forward vector field γf into another feed-forward vector field, namely:
(eγg )∗γf = e
adγg (γf ) = γf + [γg, γf ] +
1
2
[γg, [γg, γf ]] + . . . = γf+[g,f ]Σ+ 12 [g,[g,f ]Σ]Σ+...
.
This explains why transformations of V n+1 of the form eγg play an important role in the
theory of local normal forms of semigroup networks. Theorem 3.2 below, for example, was
proved in [18]. It describes the normal forms of one-parameter families of feed-forward
networks. To formulate it, we define for k, l ≥ 0,
P k,l := {f : V n+1×R→ V homogeneous polynomial of degree k+1 in X and degree l in λ} .
Theorem 3.2 (Normal form theorem) Let f ∈ C∞(V n+1 × R, V ) and assume that
f(0;λ) = 0. Let us write the Taylor expansion of f as
f = (f0,0 + f0,1 + f0,2 + . . .) + (f1,0 + f1,1 + f1,2 + . . .) + . . .
with fk,l ∈ P
k,l. We moreover denote by
A := Dxγf (0; 0) = γf0,0 = AS + AN : V
n+1 → V n+1
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the SN-decomposition of the linearization Dxγf (0; 0). Finally, let 1 ≤ r1, r2 <∞.
Then there exists a polynomial family λ 7→ Φ(·; λ) of analytic diffeomorphisms, defined
for λ in an open neighborhood of 0 and each sending an open neighborhood of 0 in V n+1 to
an open neighborhood of 0 in V n+1, such that Φ(·; λ) conjugates γf(·;λ) to γf(·;λ), where
f = (f0,0 + f0,1 + f0,2 + . . .) + (f1,0 + f1,1 + f1,2 + . . .) + . . .
has the property that for all 0 ≤ k ≤ r1 and 0 ≤ l ≤ r2,
esAS ◦ γfk,l = γfk,l ◦ e
sAS for all s ∈ R . (3.9)
Proof: [Sketch] This proof is based on the fact that the spaces P k,l are graded, that is
[P k,l, PK,L]Σ ⊂ P
k+K,l+L .
As a consequence, one can start by choosing an g0,1 ∈ P
0,1 and use the time-1 flow eγg0,1 of
γg0,1 to transform γf = γf0,0+f0,1+... into
(eγg0,1 )∗γf = γf+[g0,1,f ]Σ+... = γf0,0+(f0,1+[g0,1,f0,0]Σ)+... .
By choosing g0,1 appropriately, one can then make sure that γf0,1 := γf0,1+[g0,1,f0,0]Σ com-
mutes with the semisimple part AS of γf0,0 . This is a consequence of the fact that both AS
and AN are semigroup networks. The precise argument leading to this result is nontrivial
though and is given in detail in [18, Section 9].
Next, one normalizes f0,2, . . . , f0,r2 , f1,0, . . . , f1,r2 , . . . , fr1,0, . . . , fr1,r2 . The grading of
the P k,l ensures that, once fk,l has been normalized into fk,l, it is not changed anymore by
any subsequent transformations. 
In short, Theorem 3.2 says that we can arrange that the local normal form of a parameter
family of feed-forward vector fields γf is another parameter family of feed-forward vector
fields γf . Moreover, this normal form may be assumed to admit a “normal form symmetry”:
it commutes with the flow of the semisimple part AS of the linearization Dxγf (0; 0) = γf0,0 .
4 A linear normal form
Theorem 3.2 describes the normalization of the parameter dependent coupled cell network
vector field γf with respect to the semisimple part of the linearization
A := Dxγf (0; 0) = γf0,0 .
We recall that f0,0(X) = a0(0)X0 + ·+ an(0)Xn for certain
a0(0), . . . , an(0) ∈ g := gl(V )
and hence that the matrix of A is given by
A =


a0(0) + a1(0) + . . .+ an(0) 0 · · · 0 0
a1(0) + . . .+ an(0) a0(0) · · · 0 0
...
...
. . .
...
...
an−1(0) + an(0) an−2(0) · · · a0(0) 0
an(0) an−1(0) · · · a1(0) a0(0)

 . (4.10)
To determine the semisimple part of this matrix, we will bring A in “linear coupled cell
network normal form”. This linear normal form is described in the following theorem:
Theorem 4.1 Let A be the (n+ 1)× (n+ 1) matrix given in (4.10) and assume that a0(0)
is semisimple. Then there exist linear maps g1, . . . , gn−1 : V
n+1 → V of the form
gi(X) = bi(Xi −Xn) with bi ∈ g
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so that the consecutive time-1 flows of the linear maps γgi : V
n+1 → V n+1 transform A into
A := (eγgn−1 ◦ . . . ◦ eγg1 ) ◦A ◦
(
e−γg1 ◦ . . . ◦ e−γgn−1
)
=

a0(0) + a¯1(0) + . . .+ a¯n(0) 0 · · · 0 0
a¯1(0) + . . .+ a¯n(0) a0(0) · · · 0 0
...
...
. . .
...
...
a¯n−1(0) + a¯n(0) a¯n−2(0) · · · a0(0) 0
a¯n(0) a¯n−1(0) · · · a¯1(0) a0(0)


for which it holds that
[a0(0), a¯i(0)] = a0(0)a¯i(0)− a¯i(0)a0(0) = 0 for all 1 ≤ i ≤ n− 1 .
As a consequence, A admits a decomposition A = AS +AN with
AS =


a0(0) + a¯1(0) + . . .+ a¯n(0) 0 · · · 0 0
a¯1(0) + . . .+ a¯n(0) a0(0) · · · 0 0
...
...
. . .
...
...
a¯1(0) + . . .+ a¯n(0) 0 · · · a0(0) 0
a¯1(0) + . . .+ a¯n(0) 0 · · · 0 a0(0)


such that the map AN is nilpotent and
[AS, AN ] = ASAN − ANAS = 0 .
The map AS is semisimple if and only if a0(0) + a¯1(0) + . . .+ a¯n(0) is semisimple.
We call the matrix A of Theorem 4.1 the linear almost normal form of the linearization
matrix A. When a0(0) and a0(0)+ a¯1(0)+ . . .+ a¯n(0) are both semisimple, then the desired
SN-decomposition of the linearization can be read off from this almost normal form.
We shall prove Theorem 4.1 in Section 5 below. But before we do so, we would like to
provide an alternative proof in case n = 2 here: in this case the theorem follows quite easily
from an explicit matrix computation. The proof in Section 5 will be a bit more abstract.
Proof (of Theorem 4.1 in case n = 2): We shall put λ = 0 and write ai = ai(0). Then,
in case n = 2, the matrix (4.10) takes the form
A =

 a0 + a1 + a2 0 0a1 + a2 a0 0
a2 a1 a0

 (4.11)
for certain a0, a1, a2 ∈ g. We can decompose A as A = AS +AN with
AS :=

 a0 + a1 + a2 0 0a1 + a2 a0 0
a1 + a2 0 a0

 and AN :=

 0 0 00 0 0
−a1 a1 0

 . (4.12)
It is clear that AN is nilpotent. In addition, we can think of AS as semisimple, because
(idV , idV , idV ), (0, idV , 0) and (0, 0, idV )
are “eigenvectors” of AS with respectively the “eigenvalues”
a0 + a1 + a2, a0 and a0 .
Of course, these eigenvalues are actually linear maps, namely elements of g, and it is clear
that AS is truly semisimple only when these eigenvalues are semisimple elements of g.
The decomposition A = AS + AN may of course not be the SN-decomposition of A,
because AS and AN in general need not commute. In fact, one computes that


 a0 + a1 + a2 0 0a1 + a2 a0 0
a1 + a2 0 a0

 ,

 0 0 00 0 0
−a1 a1 0



 =

 0 0 00 0 0
−[a0, a1] [a0, a1] 0

 .
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We shall resolve this problem by transforming A to a matrix A for which [a0, a¯1] = 0. This
works as follows. First, we define, for some b1 ∈ g, the function
g1 : V
3 → V by g1(X0, X1, X2) := b1(X1 −X2) .
Then γg1 : V
3 → V 3 is a linear map of the form
γg1 =

 0 0 00 0 0
−b1 b1 0

 .
Moreover, it holds that
eγg1 = exp

 0 0 00 0 0
−b1 b1 0

 =

 1 0 00 1 0
−b1 b1 1

 .
A little computation now shows that conjugation with eγg1 transforms A into
A=eγg1 ◦A ◦ e−γg1 =

 a0 + a1 + a2 0 0a1 + a2 a0 0
a2 + [a0, b1] a1 − [a0, b1] a0

=

 a0 + a¯1 + a¯2 0 0a¯1 + a¯2 a0 0
a¯2 a¯1 a0

 .
Here, we defined
a¯1 := a1 − [a0, b1] and a¯2 := a2 + [a0, b1] .
The essential step is now to choose b1 in such a way that a¯1 commutes with a0. This is
possible because we assumed that a0 is semisimple in g, so that
g = im ada0 ⊕ ker ada0 in which ada0 : b 7→ [a0, b], g→ g .
Hence, we can decompose a1 = a
im
1 + a
ker
1 for unique a
im
1 ∈ im ada0 and a
ker
1 ∈ ker ada0 . If we
now choose b1 so that ada0(b1) = a
im
1 , then we obtain as a result that a¯1 = a1 − [a0, b1] =
a1 − ada0(b1) = a1 − a
im
1 = a
ker
1 , and hence that
[a0, a¯1] = [a0, a
ker
1 ] = ada0(a
ker
1 ) = 0 .
With such choice of b1, we obtain that AS and AN commute as required. 
Remark 4.2 In the process of normalizing a1 into a¯1 = a1 − [a0, b1], we automatically
change a2 into a¯2 = a2 + [a0, b1]. This means that a¯2 will in general not be zero if a2 = 0.
Thus, already when we put the linear part of equations (1.3) in normal form, we obtain a
system that is not of the restricted form (1.3) but of the form (1.1). △
Our proof of Theorem 4.1 for general n is similar to the above matrix computation for n = 2.
One could give this proof using the same matrix notation, but we found it more convenient
to introduce a more abstract setting first.
5 A semigroup ring
In our proof of Theorem 4.1 we shall make use of formal expressions of the form
n∑
i=0
aiσi with ai ∈ g and σi ∈ Σ .
We shall denote the space of such expressions as
M = gΣ =
{
n∑
i=0
aiσi | ai ∈ g, σi ∈ Σ
}
.
Moreover, when
A =
n∑
i=0
aiσi and B =
n∑
j=0
bjσj
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are two elements of M , then we define their product in M as
A · B :=
n∑
i=0
n∑
j=0
(aibj)(σiσj) =
n∑
i=0
n∑
j=0
(aibj)σmin{i+j,n} . (5.13)
The collection M is an example of a semigroup ring, cf. [17, Example 1.4]. It can be vieved
as a module over the ring g with basis Σ, and also as a representation of Σ. For us it will
suffice to think of M as an associative algebra that inherits its multiplication from g and Σ.
One can remark that this algebra is graded: if we define for 0 ≤ k ≤ n the collection
Mk := g{σk, . . . , σn} =
{
n∑
i=k
aiσi | ai ∈ g
}
⊂M ,
then M0 =M and for any 0 ≤ k, l ≤ n it holds by (5.13) that
Mk ·Ml ⊂Mmin{k+l,n} .
Thus, each Mk is an ideal in M and
M =M0 ⊃M1 ⊃ · · · ⊃Mn ⊃ 0
is a filtration.
M also has the structure of a Lie algebra. Using that Σ is commutative, we find that
the Lie bracket of two elements of M is given by the relatively simple expression
[A,B]M := A ·B −B ·A =
n∑
i=0
n∑
j=0
[ai, bj ]σmin{i+j,n}.
The role of the semigroup ring M is explained in the following proposition:
Proposition 5.1 The assignment
n∑
i=0
aiσi 7→


a0 + a1 + . . .+ an 0 · · · 0 0
a1 + . . .+ an a0 · · · 0 0
...
...
. . .
...
...
an−1 + an an−2 · · · a0 0
an an−1 · · · a1 a0

 . (5.14)
is a homomorphism of associative algebras from M to gl(V n+1).
Proof: For 0 ≤ i ≤ n, let us define the (n+ 1)× (n+ 1) matrix
aiNi :=


ai 0 · · · 0 0 · 0
ai 0 · · · 0 0 · · · 0
...
...
. . .
...
...
. . .
...
ai 0 · · · 0 0 · · · 0
0 ai · · · 0 0 · · · 0
...
...
. . .
...
...
. . .
...
0
... 0 ai 0 · · · 0


.
︸ ︷︷ ︸
i zeros
With this definition, aiNi is the matrix of the linear network vector field γ (aiXi), where by
aiXi : V
n+1 → V we denote the map X 7→ aiXi.
Moreover, the assignment of the proposition is given by
M ∋
n∑
i=0
aiσi 7→
n∑
i=0
aiNi ∈ gl(V
n+1) .
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It is easy to compute that
(aiNi)(bjNj) = (aibj)Nmin{i+j,n} .
By distributivity of the matrix product, it thus follows that(
n∑
i=0
aiNi
)(
n∑
j=0
bjNj
)
=
n∑
i=0
n∑
j=0
(aibj)Nmin{i+j,n} .
This product is homomorphic to the product in the semigroup ring (5.13). 
It clearly has notational advantages to represent matrices of the form (4.10) by elements
of the semigroup ring, so this is what we will do in the remainder of this section. We also
choose to perform the matrix computations that are necessary for the proof of Theorem 4.1
inside the semigroup ring M and not inside gl(V n+1).
But we stress that Proposition 5.1 proves it justified to think of
∑n
i=0 aiσi ∈ M as the
(n+ 1)× (n+ 1)-matrix
∑n
i=0 aiNi, which in turn is the matrix of the map
γ
(
n∑
i=0
aiXi
)
: V n+1 → V n+1 .
Proof (of Theorem 4.1): Let us define for 0 ≤ i ≤ n,
µi := σi − σn ∈Mi .
Then it holds that µn = 0 and that
µiµj = (σi − σn)(σj − σn) = σmin{j+i,n} − σn = µmin{i+j,n} .
In particular, every µi is nilpotent in M . We also remark that the collection
µ0, . . . , µn−1, σn
is a g-basis for the module M .
Let us now assume that for some 1 ≤ k ≤ n− 1 there exist elements of the form
G1 = b1µ1, . . . , Gk−1 = bk−1µk−1 ∈M
such that
A˜ :=
(
eGk−1 · · · eG1
)
· A ·
(
e−G1 · · · e−Gk−1
)
=
n∑
i=0
a˜iσi
has the property that a˜0 = a0 and ada0(a˜i) = [a0, a˜i] = 0 for all 1 ≤ i ≤ k − 1.
Then we pick bk ∈ g arbitrary and define
Gk := bkµk .
Clearly, Gk is nilpotent inM and hence e
Gk is a finite series expansion and easy to compute.
One finds that
eGk · A˜ · e−Gk = e
adMGk (A)
=
∞∑
j=0
1
j!
(
adMGk
)j
(A˜)
=
∞∑
j=0
1
j!
n∑
i=0
adj
bk
(a˜i)µ
j
kσi
=
k∑
i=0
a˜iσi − [a0, bk]σk mod Mk+1.
As was explained in Section 2, we can now choose bk in such a way that a¯k := a˜k − [a0, bk]
commutes with a0, because a0 is semisimple.
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This proves, by induction, that A =
∑n
j=0 ajσj can be normalized into
A = a0σ0 +
n∑
i=1
a¯iσi such that [a0, a¯i] = 0 for 1 ≤ i ≤ n− 1 .
Next, let us decompose A = a0σ0 +
∑n
i=1 a¯iσi as A = AS + AN with
AS = a0σ0 +
(
n∑
i=1
a¯i
)
σn and AN =
n−1∑
i=1
a¯i (σi − σn) =
n−1∑
i=1
a¯iµi .
Then, because σnµi = 0, it is clear that [AS , AN ]M = 0, that AN is nilpotent, and that
ASµi = a0µi for i = 0, · · · , n− 1 and ASσn =
(
a0 +
n−1∑
i=1
a¯i
)
σn .
This shows that µ0, . . . , µn−1 and σn form a basis of “eigenvectors” of AS with respectively
the “eigenvalues” a0, · · · , a0 and a0 +
∑n
i=1 a¯i. In particular, AS is semisimple if these
eigenvalues are semisimple in g. 
Remark 5.2 If one wishes, one can also bring a0 in Jordan normal form. Indeed, if b0 ∈ g
is an invertible map for which b0a0b
−1
0 is in Jordan normal form with respect to some basis
of V , then one can define G0 = b0σ0. We then observe that G0 is invertible in M , with
G−10 = b
−1
0 σ0, and that
G0 ·A ·G
−1
0 =
n∑
i=0
(b0aib
−1
0 ) σi .
This shows that one may assume that the matrix of a0 is given in Jordan normal form. △
Remark 5.3 For the proof of Theorem 4.1, the assumption that a0 is semisimple is essential.
If a0 is not semisimple, then it can in general not be arranged that [a0, a¯i] = 0 and hence it
is not clear that [AS , AN ]M = 0 either. △
Remark 5.4 We stress that for AS to be truly semisimple, it is necessary that its eigen-
values a0, a0 + a¯1 + . . .+ a¯n are semisimple in g. Nevertheless, it will become clear that this
is not important for us. △
Remark 5.5 One could also try to normalize an by conjugating with an element of the
form eGn , with Gn = bnσn for some bn ∈ g. This indeed transforms a¯n further, but we
remark that this normalization is:
1. Much more difficult to carry out than the normalization of the ai with 1 ≤ i ≤ n− 1,
because σn is not nilpotent but idempotent.
2. Not necessary for the computation of the SN-decomposition of A. Recall that we are
interested in this SN-decomposition for the computation of a nonlinear normal form.
For us, the equivalent of the Jordan normal form of A =
∑n
i=0 aiσi will therefore be a
matrix of the form A = a0σ0 +
∑n
i=1 a¯iσi with [a0, a¯i] = 0 for 1 ≤ i ≤ n − 1. Since we do
not normalize a¯n, we call A an almost normal form of A. △
6 Analysis of the nonlinear normal form
In this section, we prove Theorem 1.1 of the introduction, that is formulated more precisely
as Theorem 6.1 below. This theorem generalizes the results in [8], [14] and [15] to feed-
forward chains of arbitrary length. We like to point out that, except for the linear algebra,
various computational aspects of our proof are the same as those given in [15].
Before we formulate Theorem 6.1, we remark that when V = R2 and a0(0) : V → V has
nonzero eigenvalues ±iω0, then we may assume that a0(0) is given in Jordan normal form
a0(0) =
(
0 −ω0
ω0 0
)
.
As a consequence, it is then convenient to identify X = (X1, X2) ∈ R2 with the complex
number X1 + iX2 ∈ C. This turns the linear map a0(0) : R
2 → R2 into the multiplication
by iω0 from C to C and allows for Theorem 6.1 to be formulated conveniently as follows:
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Theorem 6.1 Let V = R2 ∼= C and f : V n+1 × R → V a smooth function. Assume that
f(0;λ) = 0 and that a0(0) has eigenvalues ±iω0 6= 0. Furthermore, assume the following
generic conditions on f(X; λ):
1. Persistence of the steady state: a0(0) + . . .+ an(0) is invertible.
2. Eigenvalue crossing: d
dλ
∣∣
λ=0
tr a0(λ) 6= 0.
3. Nilpotency: tr a1(0) 6= 0.
4. Nonlinearity: ∂
3(Re f)(0;0)
∂(ReX0)3
6= 0.
Then the local normal form of equations (1.1) near (x;λ) = (0; 0) supports n branches of
periodic solutions (counted excluding the trivial steady state x(t) ≡ 0). They are given for
r = 1, . . . , n and for certain B1(λ), . . . , Bn(λ) ∈ C by
x0(t) = . . . = xr−1(t) ≡ 0, xr(t) = B1(λ)e
iω(λ)t, . . . , xn(t) = Bn−r+1(λ)e
iω(λ)t .
Frequency and amplitudes satisfy ω(λ) = ω0 + O(|λ|) and |Bi(λ)| ∼ |λ|
κi with κi :=
1
2
1
3i−1
for i = 1, . . . , n. These branches are hyperbolic if and only if a0(0)+ . . .+an(0) is hyperbolic.
Before we prove Theorem 6.1, let us summarize the results of the previous sections as follows:
Proposition 6.2 Under the assumptions of Theorem 6.1, the vector field γf admits a local
normal form γf near (x;λ) = (0; 0) for which it holds that
f(eiω0sX0, . . . , e
iω0sXn−1, 0;λ) = e
iω0sf(X0, . . . , Xn−1, 0; λ) for all s ∈ R . (6.15)
Proof: By Theorem 4.1 there exist linear maps gi : V
n+1 → V (1 ≤ i ≤ n− 1) of the form
gi(X) = bi(Xi −Xn) so that e
γgn−1 ◦ . . . ◦ eγg1 : V n+1 → V n+1
transforms A = Dxγf (0; 0) = γf0,0 into
A := (eγgn−1 ◦ . . . ◦ eγg1 ) ◦A ◦
(
e−γg1 ◦ . . . ◦ e−γgn−1
)
in “almost normal form”.
This means that A decomposes as A = AS + AN with AN nilpotent, [AS , AN ] = 0 and
AS(x) = (0, a0(0)x1, . . . , a0(0)xn) +O(x0) ∼= (0, iω0x1, . . . , iω0xn) +O(x0) .
In particular, we find that the subspace
V n+10 := {x ∈ V
n+1 |x0 = 0}
is invariant under both AS and AN .
It is clear that the restriction of AS to V
n+1
0 is semisimple. Because AN is nilpotent,
this proves that A = AS + AN is the SN-decomposition of the restriction of A to V
n+1
0 .
Because the transformation eγgn−1 ◦ . . . ◦ eγg1 is a composition of flows of semigroup
network vector fields, it transforms γf into another coupled cell network
(eγgn−1 ◦ . . . ◦ eγg1 )∗γf = γf˜ .
It obviously holds that
Dxγf˜ (0; 0) = γf˜0,0 = A .
By Theorem 3.2, it can now be arranged that the local normal form of γf˜ near (x;λ) = (0; 0)
is a network γf that commutes with the flow of AS, i.e.
γf (e
sASx) = esAS (γf (x)) for all s ∈ R .
Restricted to V n+10 , this means that
f(eiω0sxj , . . . , e
iω0sx1, 0, . . . , 0; λ) = e
iω0sf(xj , . . . , x1, 0, . . . , 0;λ) for all 1 ≤ j ≤ n .
The latter is true if and only if (6.15) holds. 
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Remark 6.3 We remark that on the invariant subspace V n+10 the normal form symmetry
of γf reduces to the classical normal form symmetry
(0, x1, . . . , xn) 7→ (0, e
iω0sx1, . . . , e
iω0sxn)
of the 1 : 1 : . . . : 1-resonant harmonic oscillator. One could also try to normalize γf further
with respect to the nilpotent operator AN , see [19]. We will not exploit this further freedom
though. △
We are now ready to prove Theorem 6.1, using computations similar to those given in [15]:
Proof (of Theorem 6.1): In this proof, we shall use the normal form symmetry (6.15). In
fact, applied to a monomial
f(X0, . . . , Xn−1, 0;λ) = X
β0
0 · · ·X
βn−1
n−1 ·X
γ0
0 · · ·X
γn−1
n−1 · λ
δ
equation (6.15) yields the restriction that
∑n−1
j=0 (βj−γj) = 1. Hence, the general polynomial
or smooth f(X; λ) that satisfies (6.15) must be of the form
f(X0, . . . , Xn−1, 0; λ) =
n−1∑
j=0
Fj(XkX l
∣∣
k,l=0,...,n−1
; λ)Xj
for certain polynomial or smooth complex-valued functions Fj of the parameter and of the
complex invariants
XkX l = (X
1
kX
1
l +X
2
kX
2
l ) + i(X
2
kX
1
l −X
1
kX
2
l ) with 0 ≤ k, l ≤ n− 1 .
Moreover, the assumptions of the theorem imply that the first two of these functions Taylor
expand as follows:
F0(. . . , XkXl, . . . ;λ) = iω0 + αλ+ C|X0|
2
+O
(
|X0|
4 + |λ| · |X0|
2 + |λ|2 + ||(X1, . . . , Xn)||
2) ,
F1(. . . , XkXl, . . . ;λ) = β +O(||(X0, . . . , Xn)||
2 + |λ|) .
Here, we defined C := 1
3
∂3f(0;0)
∂(ReX0)3
∈ C, for which it holds by assumption that ReC 6= 0.
Moreover, α = α1 + iα2 ∈ C and β = β1 + iβ2 ∈ C are those numbers for which
a¯0(λ) =
(
α1λ+O(|λ|
2) −ω0 − α2λ+O(|λ|
2)
ω0 + α2λ+O(|λ|
2) α1λ+O(|λ|
2)
)
and
a¯1(λ) =
(
β1 +O(|λ|) −β2 +O(|λ|)
β2 +O(|λ|) β1 +O(|λ|)
)
.
In particular it holds that
α1 =
1
2
d
dλ
∣∣∣∣
λ=0
tr a¯0(λ) =
1
2
d
dλ
∣∣∣∣
λ=0
tr a0(λ) 6= 0 and that
β1 =
1
2
tr a¯1(0) =
1
2
tr a1(0) 6= 0 .
Here, we have used that the trace of a¯0(λ) = a0(λ)− [a0(0), b0(λ)] is equal to that of a0(λ)
and the trace of a¯1(λ) = a1(λ)− [a0(0), b1(λ)] is equal to that of a1(λ).
Using this information, we will now try to find the relative equilibria of the normal form.
To this end, we set x0(t) = x
∗
0(t) := 0 and solve for the periodic solutions of (1.1) by solving
for j = 1, . . . , n the equations x˙j = f(xj , xj−1, . . . , x1, x0, . . . , x0; λ) = 0 consecutively.
To find x1(t), we solve
dx1
dt
= f(x1, 0, . . . , 0;λ) = F0(|x1|
2, 0;λ)x1 =(
iω0 + αλ+C|x1|
2 +O
(
|x1|
4 + |λ| · |x0|
2 + |λ|2
))
x1 . (6.16)
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Equation (6.16) is the normal form of the ordinary Hopf bifurcation. Its relative equilibria
are found by making an Ansatz x1(t) = B1e
iωt for B1 ∈ C and ω ∈ R. Ignoring the solution
B1 = 0, this Ansatz leads to a complex equation in |B1|
2 and ω:
iω = iω0 + αλ+ C|B1|
2 +O(|B1|
4 + |λ| · |B1|
2 + |λ|2) . (6.17)
The real part of this equation
0 = α1λ+ReC|B1|
2 +O(|B1|
4 + |λ| · |B1|
2 + |λ|2) (6.18)
can only be solved for small values of λ and for small but nonnegative values of |B1|
2 if
α1λ/ReC < 0 .
This criterion determines the sign of λ and thus whether the bifurcation is subcritical or
supercritical. Thus, from now on we choose the sign of λ so that α1λ/ReC < 0.
Because there is no restriction on the argument of B1, let us try to find B1 = |B1| > 0
real. Anticipating that |B1| will be a smooth function of |λ|
1
2 , we define µ := |λ|
1
2 and
|B1| =: µZ1. Then equation (6.18) becomes a smooth equation in Z1 and µ of the form
µ2
(
|α1| − |ReC|Z
2
1
)
+O(µ4) = 0 .
Dividing this equation by µ2, we see that we need to solve an equation of the form
h(Z1, µ) = |α1| − |ReC|Z
2
1 +O(µ
2) = 0
for some smooth function h(Z1, µ). Let z1 :=
√
|α1/ReC| > 0 so that z1 is the positive
solution to the equation h(Z1, 0) = 0. Then clearly DZ1h(z1, 0) = −2|ReC|z1 6= 0 and thus
by the implicit function theorem there exists a smooth function Z∗1 : [0, µ0) → R>0 of the
form Z∗1 (µ) = z1 +O(µ) that solves h(Z
∗
1 (µ), µ) = 0. Correspondingly,
B1(λ) = |B1(λ)| = B
∗
1 (|λ|
1
2 ) := |λ|
1
2Z∗1 (|λ|
1
2 ) =
√
|α1λ/ReC|+O(|λ|) ∼
√
|λ| = |λ|κ1 .
is a branch of solutions to equation (6.18).
The imaginary part of equation (6.17) immediately gives that the frequency ω(λ) is a
smooth function of λ, given by
ω(λ) = ω0 + α2λ+ ImC|B1(λ)|
2 +O(|λ|2) . (6.19)
This finishes the analysis of equation (6.16).
Next, assume as induction hypothesis that we have found for 1 ≤ j ≤ n − 1, either for
λ ∈ (−λ0, 0] or for λ ∈ [0, λ0), solutions
x0(t) ≡ 0, x1(t) = B1(λ)e
iω(λ)t, . . . , xj(t) = Bj(λ)e
iω(λ)t
of the equations x˙0 = f(x0, . . . , x0;λ), . . ., x˙j = f(xj , . . . , x0;λ) so that for all 1 ≤ i ≤ j,
Bi(λ) is a smooth function of |λ|
κi , i.e. Bi(λ) = B
∗
i (|λ|
κi) ∼ |λ|κi for some smooth function
B∗i : [0, λ
κi
0 )→ C. We already proved this induction hypothesis for j = 1.
Then by solving x˙j+1 = f(xj+1, . . . , x0; λ) we shall try to obtain xj+1(t), that is we solve
dxj+1
dt
=
n−1∑
i=0
Fi(. . . ; λ)xmax{j+1−i,0} = (iω0 + αλ+ C|xj+1|
2)xj+1 + βxj +O(|λ|
κj−1 ) .
Now the Ansatz xj+1(t) = Bj+1e
iω(λ)t leads to the equation
iω(λ)Bj+1 = (iω0 + αλ+ C|Bj+1|
2)Bj+1 + βBj +O(|λ|
κj−1 ) . (6.20)
Anticipating that the solution Bj+1 will have amplitude |λ|
κj+1 , let us at this point define
the rescaled parameter µ := |λ|κj+1 = |λ|
1
2·3j and the rescaled unknown Bj+1 =: µZj+1.
Then it holds that µ3
j−i+1
= |λ|κi , which inspires us to define also the (smooth) rescaled
functions Z∗1 , . . . , Z
∗
j by
B∗1 (|λ|
κ1) =: µ3
j
Z∗1 (µ
3j ), . . . , B∗j (λ
κj ) =: µ3Z∗j (µ
3) for µ = λκj+1 .
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Then, because ω(λ) = ω0 +O(λ), equation (6.20) obtains the form
µ3
(
C|Zj+1|
2Zj+1 + βZj(0)
)
+O(µ4) = 0 .
Dividing by µ3 we now find that we need to solve an equation of the form
h(Zj+1, µ) = C|Zj+1|
2Zj+1 + βZj(0) +O(µ) .
We solve this equation as follows. First of all, there is a unique zj+1 ∈ C for which
h(zj+1, 0) = C|zj+1|
2zj+1 + βZj(0) = 0. It clearly holds that zj+1 6= 0 because β 6= 0
and Zj(0) 6= 0 by the induction hypothesis. As a consequence,
DZj+1h(zj+1, 0) : v 7→ 2C|zj+1|
2v + Cz2j+1v
is invertible, since detDZj+1h(zj+1, 0) = 3|C|
2|zj+1|
4 6= 0. Thus, by the implicit function
theorem, there exists a smooth function Z∗j+1 : [0, µ0)→ C so that Z
∗
j+1(0) = zj+1 6= 0 and
h(Z∗j+1(µ), µ) = 0. Correspondingly,
Bj+1(λ) = |Bj+1(λ)| = B
∗
j+1(|λ|
1
2 ) := |λ|κj+1Z∗j+1(|λ|
κj+1 ) ∼ |λ|κj+1
is a branch of solutions to (6.20). This finishes the induction and proves the existence of the
Hopf branch
x0(t) ≡ 0, x1(t) = B1(λ)e
iω(λ)t, . . . , xn(t) = Bn(λ)e
iω(λ)t .
The remaining branches in the statement of the theorem exist by symmetry.
Finally, we consider the linearization of the normal form flow around the periodic solution
on the r-th branch. Thus, we perturb our relative equilibrium by substituting into the normal
form equations of motion
x0(t) = εy0(t), . . . , xr−1(t) = εyr−1(t)
xr(t) = (B1(λ) + εyr(t))e
iω(λ)t, . . . , xn(t) = (Bn−r+1(λ) + εyn(t))e
iω(λ)t .
This yields that y˙ =M(λ)y +O(ε), the linearization matrix being of lower triangular form
M(λ) =


a¯0(λ) + . . .+ a¯n(λ) 0 . . . 0
∗ a¯0(λ) 0 . . . 0
∗
. . .
...
a¯0(λ) 0 0
...
... ∗ b1(λ) 0 0
. . .
...
∗ ∗ · · · ∗ bn−r+1(λ)


.
The stability type of the Hopf curve is thus determined by the maps on the diagonal. The
first of these, a¯0(λ)+ . . .+ a¯n(λ) = a0(0)+ a¯1(0)+ . . .+ a¯n(0)+O(|λ|), is hyperbolic because
a0(0) + . . .+ an(0) is hyperbolic and has the same eigenvalues as a0(0) + a¯1(0) . . .+ a¯n(0).
The maps a¯0(λ) = iω0 + αλ + O(|λ|
2) (r − 1 times) are hyperbolic for λ 6= 0 because
α1 6= 0. Finally, the maps b1(λ), . . . , bn−r+1(λ) are given asymptotically by
bj(λ)v = 2C|Bj |
2v + CB2j v +O(|λ|
κj−1 |v|) .
These maps are hyperbolic for λ 6= 0 because det bj(λ) = 3|C|
2|Bj |
4 + O(|λ|2κjκj−1) > 0
and tr bj(λ) = 4(ReC)|Bj |
2 +O(|λ|κj−1 ) 6= 0. Thus, the branches are hyperbolic. 
Remark 6.4 For any one of the Hopf branches given in Theorem 6.1 to be stable, it is
necessary that ReC < 0. In turn, this implies that the branches exists for λ with α1λ > 0.
For such λ though, the eigenvalues of a¯0(λ) = iω0 + αλ + O(|λ|
2) have positive real part.
Thus, the only branch of periodic solutions that can possibly be stable is the branch with
the least synchrony and the largest amplitude, i.e. the branch with asymptotics
x0 = 0, x1 ∼ |λ|
κ1 , . . . , xn ∼ |λ|
κn .
Indeed, this branch is stable precisely when ReC < 0 and a0(0) + . . . + an(0) only has
eigenvalues with negative real parts. △
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