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Abstract
A search for flavor-changing neutral currents in top quark decays is described. Data collected at a center-
of-mass energy of
√
s = 7 TeV during 2011 corresponding to an integrated luminosity of 2.1 fb−1 are used.
A cut-based analysis is used on top quark pair production events, where one top quark is assumed to follow
the dominant Standard Model decay t → Wb, and the other the flavor changing neutral current decay
t → Zq. Only the decays of the Z-boson to charged leptons and leptonic W -boson decays are considered
signal. The search uses an event selection with two identified leptons (electrons and/or muons) and one
lepton selected via inner-detector track requirements only (track lepton). Backgrounds to the search are
evaluated using almost entirely data-driven techniques. An orthogonal channel, with three identified leptons
is also described, and used in the final result. No significant excess is observed in the signal region. An upper
limit on the t → qZ branching ratio of BR(t→ Zq) <0.73% is set at the 95% confidence level, compatible
with the expected limit.
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Chapter 1
Introduction
The top quark is the heaviest elementary particle known, and it has a small lifetime which does not allow
bound-states of the top quark to be formed. Because of its large mass, mt = 173.2 ± 0.9 GeV [2], the top
quark has a strong coupling to the electroweak symmetry breaking sector, becoming an interesting channel
to test the Standard Model (SM) of particle physics, providing potentially a window onto physics beyond the
SM. If deviations from the SM predictions of the production and decay properties of the top quark are found,
they will provide model-independent evidence for physics beyond the Standard Model. According to the
SM, the top quark decays almost exclusively through the mode t → Wb. Flavor changing neutral currents
(FCNC) are highly suppressed in the SM by the GIM mechanism which yields a branching ratio of the order
of 10−14. Several SM extensions predict a higher branching ratio for top quark FCNC decays. In these
models, the branching ratio is typically many orders of magnitude larger than the SM branching ratio, and
can be as high as ∼ 1× 10−4 in certain quark-singlet models [3]. Previous measurements done at the Teva-
tron [4] put an experimental limit on the branching ratio of this FCNC top quark decay to be less than 3.2%.
For this thesis, I performed a search for FCNC in 2.1 fb−1 of 2011 pp collision data collected by ATLAS.
The search is done in tt¯ events, where one of the top quarks is assumed to follow the dominant SM decay
t → Wb and the other the FCNC decay t → Zq. Since only leptonic decays of the W -boson and decays of
the Z-boson into a pair of charged leptons are used as signal, the final state topology includes three isolated
charged leptons, at least two jets, one of them coming from a b-quark, and missing transverse momentum
from the undetected neutrino. Events with two identified leptons (electrons and/or muons) and one high-
quality inner detector track (track-lepton) are searched for. These events are denoted “2ID+TL events”.
The track-lepton selection was first introduced in a tt¯ cross section measurement done at the Tevatron by
the CDF experiment [5]. In ATLAS, it has been used for the tt¯ cross section measurement as well, with
both 2010 and 2011 data [6,7]. A FCNC search in an orthogonal channel, where three identified leptons are
looked for, is also performed by other members of the collaboration. This selection is denoted “3ID”. I will
be briefly introduce it here, since the final result to be presented combines them both.
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This thesis is organized as follows. In Chapter 2 I present a theoretical background for the topic at hand.
This includes not only a brief introduction to the Standard Model, but also a summary of beyond the SM
theories that could be of interest in the analysis to be presented. Chapter 3 has a description of the ATLAS
detector and its different components, that will be of use when introducing object selection later on. A
description of the luminosity measurement is also included in this Chapter. Monte Carlo simulations are
introduced in Chapter 4, along with a list of samples used in the analysis and corrections specific to Monte
Carlo based estimations. The full object and event selection is described in Chapter 5. In this Chapter I
will make a distinction between the 2ID+TL and the 3ID channels. The former will be explained in more
detail. Similarly, in Chapter 6 the SM backgrounds for the 2ID+TL channel will be explained fully, and
summarized for the 3ID channel. In Chapter 7 I explain the different sources of systematic uncertainties,
and how they are evaluated. Chapter 8 presents the details on the limit evaluation. Finally, conclusions are
presented in Chapter 9. Further information is presented in the Appendices, which will be introduced when
relevant.
The results of this analysis, combining the 2ID+TL and 3ID channels, have been submitted for publication
to JHEP [8].
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Chapter 2
Top Quark Physics
2.1 Introduction
In 1994 first hints of the top quark were reported by the CDF experiment [9]. Later in 1995 its existence
was corroborated by both CDF and D0 experiments [10, 11] at the Tevatron. Its discovery completed the
three generation structure of the SM and signaled the start of the new field of top quark physics. Some of
its properties, like its rather large mass, make it a very interesting object of study, not only for the under-
standing of the SM, but also in the search of physics beyond the SM (BSM). This chapter briefly covers the
theoretical background relevant for this analysis. In particular, Section 2.3 covers aspects of the top quark,
like production and decay, that will be referred to in the following. Section 2.4 reviews FCNCs, not only
within the SM, but also in some extensions of the SM.
2.2 The Standard Model
The introduction of the SM [12–15] made one of the recurrent dreams of elementary particle physics possible:
a fundamental synthesis between electromagnetism and weak interactions 1. Strong interactions were later
described by introducing quantum chromodynamics, and the existence of quarks confirmed in 1974 with the
discovery of J/ψ. The following summary is taken from References [16–20].
At present, the SM of particles and their interactions account for practically all the experimental data
from high energy physics experiments. Within this model, all particles are built from a number of funda-
mental, spin 12 , particles called fermions (quarks and leptons), summarized in Table 2.1. For each of these
fermions, there exists an antiparticle with the same mass but opposite charge. Neutrinos ν have been re-
cently observed to have non-zero mass, unlike previously assumed. Furthermore, because they are neutral,
1Quoting A. Salam from Reference [13].
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the question whether each neutrino is its own antiparticle (Majorana particles) or not (Dirac particles) re-
mains unanswered. The SM also comprises the interactions among those particles, which are described in
terms of particles of spin 1, bosons, which work as mediators of forces between the fermion constituents. The
different interaction mediators are summarized in Table 2.2. Strong interactions are responsible for binding
the quarks. This interquark force is mediated by a massless particle, the gluon g, which itself carries the
corresponding charge, “color”. Also massless, photons γ, mediate the electromagnetic interaction between
charged particles. The quanta of weak interaction fields are the charged W -boson and the neutral Z-boson.
These last two carry mass, making the weak interaction short-ranged. On the contrary, electromagnetic
interaction has infinite range because of the massless mediator. Gluon fields despite being massless are
confining, so the strong force is not observed as a long range force. This confinement of quarks means quarks
can not exist as free particles. The quarks appear in three families or generations: (u, d), (c, s) and (t, b).
Quarks carry color, and they have fractional electrical charge. The leptons also appear in three generations:
(e, νe), (µ, νµ) and (τ, ντ ). Unlike quarks, they are colorless. Charged leptons are paired with neutral leptons
(neutrinos). Because neutrinos are neutral, they only interact weakly. Additionally there exist gravitational
interactions which act between all types of particles. However, gravitational forces are, in the scale of particle
physics, insignificant (unless there is a TeV scale gravity). In fact, the SM does not take into consideration
the gravitational fields, which makes it not a theory of everything.
particle flavor Q/|e|
generation
1st 2nd 3rd
leptons
e µ τ −1
νe νµ ντ 0
quarks
u c t + 23
d s b − 13
Table 2.1: The fundamental fermions.
interaction mediator spin/parity coupling strenght [α]
strong gluon, g 1− ∼ 1
electromagnetic photon, γ 1− ∼ 10−1
weak W±, Z 1−, 1+ ∼ 10−7
Table 2.2: The boson mediators. Note that, the neutral Z-boson is sometimes expressed as Z0 in different
texts.
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2.2.1 Quantum Electrodynamics
Quantum electrodynamics (QED) refers to the electromagnetic interactions of leptons and photons. It is
characterized by renormalization and gauge invariance. The U(1) gauge invariance is in fact what brings
the Lagrangian for a free field to the Lagrangian of QED. The Dirac equation:
L = iψ¯γµ∂µψ −mψ¯ψ, (2.1)
where ψ is the lepton vector field, is not invariant under a local gauge transformation such as:
ψ(x)→ eiα(x)ψ(x), (2.2)
where α(x) depends on space and time in an arbitrary way. Because of Noether’s Theorem, invariance under
a transformation is relevant because it translates into a conservation law. The second term in Equation 2.1
is invariant under the transformation given in Equation 2.2, but the ∂µψ terms breaks the invariance. In
order to impose such invariance, an alternative derivative is introduced, Dµ, which transforms covariantly
under phase transformations, like ψ itself:
Dµψ → eiα(x)Dµψ. (2.3)
To form this covariant derivative, a vector field Aµ must be introduce.
Dµ ≡ ∂µ − ieAµ, (2.4)
where Aµ transforms as:
Aµ → Aµ + 1
2
∂µα (2.5)
By construction, the unwanted term in the transformation of Equation 2.1 is canceled. Thus, the Lagrangian
is now:
L = ψ¯ (iγµ∂µ −m)ψ + eψ¯γµψAµ (2.6)
By enforcing local gauge invariance, a vector field Aµ, a gauge field, is introduced. This gauge field couples
to the Dirac particle (with charge −e) in the same way as a photon field. If this is indeed the new physical
photon field, a term corresponding to its kinetic energy should be added to the Lagrangian. This kinetic
term must also be invariant under the transformation given in Equation 2.5, and thus can only involve the
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gauge invariant field strength tensor:
Fµν = ∂µAν − ∂νAµ. (2.7)
The final QED Lagrangian is:
LQED = ψ¯ (iγµ∂µ −m)ψ + eψ¯γµAµψ − 1
4
FµνF
µν . (2.8)
From there, it is clear that the addition of a mass term, 12m
2AµA
µ is prohibited by gauge invariance. Thus,
the gauge particle for this field, the photon, must be massless.
An important feature derived from renormalization is the fact that coupling ‘constants’ are not constants
but rather depend logarithmically on the energy scale, q2, of the measurements. This “running” coupling
constant, α(q2) = e2(q2)/4π, is:
α(q2) =
α(µ2)
1− α(µ2)3π log
(
q2
µ2
) (2.9)
where µ is the reference or renormalization momentum. α(q2) describes how the effective charge depends on
the separation of the two charged particles, this is a sort of “charge screening”. As q2 increases, the photon
sees more charge until α(q2) becomes infinity, at a very large q2.
2.2.2 Quantum Chromodynamics
Quantum Chronodynamics (QCD) is the gauge field theory that describes the strong interactions of colored
quarks and gluons. It is the SU(3) component of the SU(3)×SU(2)×U(1) SM. In a similar way to the
LQED derivation, the QCD Lagrangian is inferred from local gauge invariance. In this case the U(1) gauge
group is replaced by the SU(3) group of phase transformations on the quark color fields. From there, strong
interactions of quark fields ψq and gluon fields Aµ are described in the SM Lagrangian by the following:
LQCD =
∑
q
ψ¯q,a
(
iγµ∂µδab − gsγµtCabACµ −mqδab
)
ψq,b − 1
4
FAµνF
Aµν , (2.10)
where repeated indices are summed over. The γµ are the Dirac γ-matrices. ψq,a, are the quark-field spinors
for a quark flavor q and mass mq carry a color index a that runs from a = 1 to Nc = 3. That is, quarks
come in three colors. Quarks are the fundamental representation of the SU(3) group. The index C of the
gluon field ACµ runs from C = 1 to N2c − 1 = 8, which means that there are eight kinds of gluons. The tCab
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matrices are the three-dimensional representation of the group generators of SU(3). They encode the fact
that a gluon’s interaction with a quark rotates the quark’s color in SU(3) space. Just as for the photon in
QED, local gauge invariance requires the gluons to be massless. The constant gs is the coupling parameter.
The fundamental parameters of QCD are this coupling and the quark masses.
The gauge field strength of the gluon field A is given by:
FAµν = ∂µAAν − ∂νAAµ − gsfABCABµACν , (2.11)
where fABC are the structure constants of the SU(3) group and satisfy [t
A, tB ] = ifABCt
C .
Since the quark and gluon interactions are proportional to gs, the strong coupling constant is defined as:
αs = g
2
s/4π. The behavior of αs makes QCD a very interesting theory. When virtual corrections due to the
gluon field are taken into account, the strong coupling changes with momentum transfer q2 like:
αs(q
2) =
12π
(33− 2nf ) log(q2/Λ2QCD)
(2.12)
where ΛQCD is the QCD energy scale, nf is the number of quark flavors with mass lower than
√
q2. So,
the value of αs decreases with increasing q
2. This is the effect known as asymptotic freedom. The opposite
behavior is seen with decreasing q2: the coupling strength increases. This has the consequence that no free
colored objects are observed in nature, and quarks are gluons are bound by the principle of color confinement.
The transition from colored quarks and gluons to colorless hadronic particles in the final state of physics
reactions is difficult to describe from first principles. In theoretical calculations Monte Carlo models are an
effective approach to cover the fragmentation and hadronization phase of physics processes. This will be
briefly explained in Chapter 4
2.2.3 Weak and Electroweak Interactions
Weak interactions take place between all quark and lepton constituents, each of them having a “weak charge”
assigned. Usually, the weak interaction is completely swamped by the much greater strong and electromag-
netic interactions, unless these are forbidden by some conservation rule. Consequently, observable weak
interactions might involve neutrinos (no charge, no color) or quarks with a flavor change that is forbidden
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for strong interactions. AlthoughW± does not change lepton-flavor (it only couples leptons within the same
generation), it can change quark flavor (couples same and different generation quarks). Different flavors
of leptons have identical couplings to the weak bosons. However, quark couplings to weak bosons do de-
pend on the quark flavor. The weak interactions are called so, because they are mediated by the massive
charged and neutral vector bosons, W±, Z, which are very massive and hence give rise to interactions of
very short range. These interactions are called charged-current and neutral-current interactions, respectively.
The discovery of parity violation, observed in β-decays, implied a combination of two types of interaction
with opposite parities. According to their transformation properties under spatial reflection, up to five types
of operators are allowed, these are: vector (V), axial vector (A), scalar (S), pseudoscalar (P) and tensor (T).
The vector field ψ can be decomposed into a left-handed and a right-handed field, ψL =
1
2 (1 − γ5)ψ and
ψR =
1
2 (1 + γ5)ψ, respectively. This (1− γ5) is the V − A (vector - axial vector) form of the weak current.
This V −A structure means that the weak current differentiates itself from the electromagnetic and strong
interactions by only coupling left-handed fermions. Weak interactions are based on the gauge group SU(2)L.
The left handed fermion fields on the ith fermion family transform as doublets:
ψi =

 νi
ℓ−i

 and

 ui
d′i

 , (2.13)
where d′i ≡
∑
j Vijdj and V is the Cabibbo-Kobayashi-Maskawa (CKM) mixing matrix (see below).
Spontaneous Symmetry Breaking
The process by which the weak bosons acquire mass, unlike their electromagnetic and strong massless
counterparts, is by the mechanism of spontaneous symmetry breaking. This is based on the Goldstone
theorem which states that massless scalars occur whenever a continuos symmetry of a physical system
is “spontaneously” broken, or more precisely “not apparent in the ground state”. As a fist example of
spontaneous breaking, the Lagrangian for a complex scalar field, φ = (φ1 + iφ2)/
√
2,
L = (∂µφ)∗(∂µφ)− µ2φ∗φ− λ(φ∗φ)2 (2.14)
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is made invariant under a U(1) local gauge transformation: φ → eiα(x)φ. As done in Section 2.2.1, ∂µ is
replaced by the covariant derivative given in Equation 2.4. The gauge invariant Lagrangian is then:
L = (∂µ + ieAµ)φ∗(∂µ − ieAµ)φ− µ2φ∗φ− λ(φ∗φ)2 − 1
4
FµνF
µν . (2.15)
In this case µ2 < 0, in order to allow the masses to be generated by the spontaneous symmetry breaking 2.
The field φ can be translated to a minimum energy position, without loss of generality. This is done by
considering a potential V (φ) in the φ1, φ2 plane of radius v satisfying:
φ21 + φ
2
2 = v
2 with v2 = −µ2λ . (2.16)
This potential can be seen in Figure 2.1. The minimum energy position gives: φ1 = v and φ2 = 0. φ can be
expressed in terms of the η and ξ fields:
φ(x) =
√
1
2
[v + η(x) + iξ(x)] . (2.17)
Equation 2.15 becomes:
L′ = 1
2
(∂µξ)
2 +
1
2
(∂µη)
2 + v2λη2 +
1
2
e2v2AµA
µ − evAµ∂µξ − 1
4
FµνF
µν + interaction - terms. (2.18)
The particle spectrum of L′ appears to be a massless Goldstone boson ξ, a massive scalar η and a massive
vector Aµ. The masses are then: mξ = 0, mη =
√
2λv2 and mA = ev. The gauge field has dynamically
acquired mass. However, to avoid the presence of a massless Goldstone boson, a gauge transformation is
required. This includes a different set of real fields:
φ →
√
1
2 (v + h(x)) e
iθ(x)/v,
Aµ → Aµ + 1ev∂µθ.
(2.19)
In this particular choice of gauge, θ(x) is chosen such that h is real. The Lagrangian now takes the form:
L′′ = 1
2
(∂µh)
2 − λv2h2 + 1
2
e2v2A2µ − λvh3 −
1
4
λh4 +
1
2
e2A2µh
2 + ve2A2µh−
1
4
FµνF
µν . (2.20)
Equation 2.20 describes two interacting massive particles, a vector boson Aµ and a massive scalar h, the
Higgs particle. The massless Goldstone boson turned into the longitudinal polarization of the massive gauge
2if µ2 > 0 this is just the QED Lagrangian for a charged scalar particle of mass µ.
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particles. Because of the introduction of h, this is known as the “Higgs mechanism”.
Figure 2.1: The potential V (φ) for a complex scalar field φ = (φ1 + iφ2)/
√
2 for µ2 < 0 and λ > 0. The
circle of minima has a radius v.
The Higgs mechanism described above corresponds to the spontaneous symmetry breaking of a U(1)
gauge symmetry. For the case of weak boson masses, this must be done in SU(2) gauge symmetry. Thus, a
similar derivation should be carried out in the Lagrangian:
L = (∂µφ)†(∂µφ)− µ2φ†φ− λ(φ†φ)2 (2.21)
where φ is an SU(2) doublet of complex scalar fields:
φ =

 φα
φβ

 =
√
1
2

 φ1 + iφ2
φ3 + iφ4

 . (2.22)
In this case, ∂µ is replaced by the covariant derivative:
Dµ = ∂µ + ig
τa
2
W aµ , (2.23)
and introducing three gauge fields W aµ (x) with a = 1, 2, 3. With the appropriate gauge field transformation,
the gauge invariant Lagrangian is:
L =
(
∂µφ+ ig
1
2
τ ·Wµφ
)†(
∂µ + ig
1
2
τ ·Wµφ
)
− V (φ)− 1
4
WµνW
µν (2.24)
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Then again, by introducing a proper potential V (φ):
V (φ) = µ2φ†φ+ λ(φ†φ)2, (2.25)
expanding φ(x) at a particular minimum,
φ0 ≡
√
1
2

 0
v

 , (2.26)
and parameterizing the fluctuations from the vacuum in terms of four real fields, the Lagrangian from Equa-
tion 2.24 becomes locally SU(2) invariant. This gauge invariant Lagrangian describes three massive gauge
fields and one massive scalar (h). By comparing it with the typical mass term of a boson, 12M
2B2µ, it is
found that M = 12gv.
The electroweak theory of Glashow, Weinberg and Salam proposed that the coupling of the W± and Z
to leptons and quarks should be the same as that of the photon, that is e; the weak and the electromagnetic
interactions were thus unified with the same coupling. A renormalized theory of electroweak interactions,
incorporating the massive gauge bosons, is achieved by spontaneously breaking a local gauge symmetry as
described above.
To incorporate electromagnetic interactions, a U(1)Y symmetry is introduced, where the hypercharge
operator, Y, is defined as:
Q = T3 +Y. (2.27)
Q is the electric charge, and T3 is the third generator of the SU(2)L group, defined in terms of the Pauli
matrices, σ: T3 = 12σ
3. Electroweak interactions are finally based on the gauge group SU(2)L×U(1)Y, with
gauge bosons W iµ, i = 1, 2, 3, and Bµ for the SU(2) and U(1) factors, respectively. The left handed fermion
fields on the ith fermion family transform as doublets under SU(2) and the right-handed fields are SU(2)
singlets. An SU(2)×U(1) gauge invariant Lagrangian can now be expressed:
L =
∣∣∣∣
(
i∂µ − gT ·Wµ − g′Y
2
Bµ
)
φ
∣∣∣∣
2
− V (φ) (2.28)
In the minimal model, there are three fermion families and a single complex Higgs doublet, φ ≡

 φ+
φ0


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which is introduced for mass generation. To generate the boson masses, the Higgs potential of Equation 2.25
is used, along with µ2 > 0 and λ > 0. The appropriate vacuum expectation value is the one given in
Equation 2.26. This choice of vacuum expectation value ensures that the vacuum remains invariant under
U(1)em transformations, the photon remains massless, and massive gauge bosons are generated along. From
Equation 2.28 it can be shown that the masses of the bosons are:
MW =
1
2vg and MZ =
1
2v
√
g2 + g′2. (2.29)
From there, it follows that MWMZ = cos θW , with cos θW =
g√
g2g′2
. θW is the weak mixing angle.
The same Higgs doublet used above is also sufficient to give masses to the leptons and quarks. This is
accomplished by adding an interaction term, which involves Yukawa couplings of the scalars to the fermions.
This interaction term is symmetric under SU(2)L×U(1)Y and is a Lorentz scalar. The Higgs field couples the
left- and right-handed fermions. The mass of the fermions can be expressed in terms of the corresponding
Yukawa coupling, mf =
1√
2
λfv, where v is the constant in the vacuum expectation value. In contrast to the
boson masses, the fermion masses depend on a free parameter, the Yukawa coupling, not constrained by the
model. It is clear, and interesting, that given the current experimental values of the quark masses the top
quark Yukawa coupling is much larger than the Yukawa couplings for the rest of the quarks.
Cabibbo Kobayashi Maskawa Mixing Matrix
As mentioned above, the masses and mixing of quarks arise from the Yukawa interactions of the quarks with
the Higgs field. When the Higgs acquires a vacuum expectation value, quark mass terms are generated. An
important feature is that, as a consequence of the Higgs mechanism, the mass eigenstates of the physical
quarks are rotated with respect to the electroweak eigenstates. The mass states are related to the electroweak
states by the CKMmatrix. As a result, the weak interactions couple to the physical up and down-type quarks
with couplings given by the CKM matrix, VCKM ≡ V uL V dL
†
:
VCKM =


Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 (2.30)
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The CKM matrix is a 3 × 3 unitary matrix, V †CKMVCKM = 1, which can be parameterized by three mixing
angles and a CP-violating phase. The unitarity of the CKM matrix imposes:
∑
i VijV
∗
ik = δjk and
∑
i VijV
∗
kj = δik (2.31)
The current experimental values of the matrix elements are:


|Vud| |Vus| |Vub|
|Vcd| |Vcs| |Vcb|
|Vtd| |Vts| |Vtb|

 =


0.97427± 0.00015 0.22534± 0.00065 0.00351 +0.00015−0.00014
0.22520± 0.00065 0.97344± 0.00016 0.0412 +0.0011−0.0005
0.00867+0.00029−0.00031 0.0404
+0.0011
−0.0005 0.999146
+0.000021
−0.000046

 (2.32)
The magnitudes of the CKM elements just quoted were extracted from Reference [20]. These are determined
by a global fit that uses all available measurements and imposes the SM constraints (three generation
unitarity).
W - and Z-bosons Production and Decay Modes
At pp colliders the electroweak gauge bosons are produced as single particles or in pairs through a parton-
parton process, for example the Drell-Yan production of W - and Z-bosons, qq¯ → Z and qq¯′ → W . The
Z-bosons decay into a pair of opposite charge fermions, that can either be two same-flavor leptons (e, µ, τ
or ν) or two same-flavor quarks. The latter represents a hadronic final state, and it is the one with largest
branching fraction (∼ 70%). The W -boson can decay to a lepton and a neutrino of the same generation, or
two quarks of the first or second generation. In this case too, the hadronic final state carries most of the
branching fraction (∼ 68%). Figure 2.2 shows the Feynman diagrams for the decays of these two bosons.
(a) (b)
Figure 2.2: Decay modes of the W - and Z-bosons. In the case of the W -boson, the lepton ℓ carry the same
charge as the boson.
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2.3 Top Quark
The large mass of the top quark makes it a key element in the quest for deviations from the SM predictions.
In particular, because of its large mass, it plays a larger role in radiative corrections than do lighter fermions.
The large mass might also imply a special role in electroweak symmetry breaking, because the Higgs coupling
to fermions is proportional to their mass. Several properties of the top quark have already been measured. So
far, all of them in good agreement with the SM expectations. One important measurement is, as expected,
the top quark mass. Figure 2.3 summarizes the mass measurements performed by both the ATLAS and the
CMS experiments. The current best measurement of the mass is still held by the Tevatron 2011 average,
mt = 173.2± 0.6(stat.)± 0.8(syst.) [2].
 [GeV]topm
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 0.8± 0.6 ±       173.2 
Tevatron Average July 2011
-1
 = 4.7 fbintCONF-2012-082,   L
ATLAS 2011,  dilepton*
 3.0± 1.6 ±175.2 
-1
 = 2.05 fbintCONF-2012-030,   L
ATLAS 2011, all jets*
 3.8± 2.1 ±174.9 
-1
 = 1.04 fb
int
Eur. Phys. J. C72 (2012) 2046,   L
ATLAS 2011, l+jets
 2.3± 0.6 ±174.5 
-1
 = 35 pbintCONF-2011-033,   L
ATLAS 2010, l+jets*
 4.9± 4.0 ±169.3 
 (*Preliminary)-1 - 4.7 fb-1 = 35 pb
int
 summary - July 2012,  LtopATLAS m
 (syst.)± (stat.)  ± 
ATLAS Preliminary
(a) (b)
Figure 2.3: Summary of measurements of the top quark mass by the (a)ATLAS and the (b) CMS experiment.
In both cases, 2011 pp collision data at a center of mass energy of
√
s = 7 TeV were used.
2.3.1 tt¯ Production and Decay
The LHC has been long advertised as a “top quark factory” due to the abundant production of this quark.
More than 150,000 top pairs are expected in 1 fb−1 of data at a center-of-mass energy of 7 TeV.3 Unlike the
Tevatron, at the LHC these top quark pairs are produced mainly through gluon fusion diagrams gg → tt¯
(∼ 90% of the time in the LHC), and secondly through quark annihilation qq¯ → tt¯ (∼ 85% of the time in
3More than 200,000 top pairs at a center-of-mass energy of 8 TeV with the same integrated luminosity.
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the Tevatron). Figure 2.4 shows the Feynman diagram for these processes.
(a) (b) (c) (d)
Figure 2.4: Feynman diagrams for top production processes at lowest level: (a), (b), and (c) gluon-gluon
scattering diagrams, (d) quark-antiquark diagram.
The tt¯ production cross section depends on the exact value of the top quark mass, mt, and the collision
energy. Figure 2.5 summarizes the results of the tt¯ cross-section measurement by both ATLAS and CMS
experiments, in different decay channels. These were done with 2011 collision data, at
√
s = 7 TeV. The
combinations of the different channels yields σtt¯ = 177± 3(stat.)+8−7(syst.)± 7(lumi.) pb for ATLAS [21] and
σtt¯ = 166 ± 2(stat.) ± 11(syst.) ± 8(lumi.) pb for CMS [22]. Measurements for the 2012 collision energy,
√
s = 8 TeV, are on-going. Additionally, top quarks are produced via single-top quark production mech-
anisms. These, however have smaller production rates compared to the top pairs. Three subprocesses
contribute to single-top quark pair production: the exchange of a virtual W -boson in the t-channel, or in
the s-channel, and the associated production of a top quark and an on-shell W -boson. The t-channel mode
is the process with highest cross section at the Tevatron and at the LHC.
The top quarks decay almost exclusively to t→Wb since the CKM matrix element Vtb is close to unity.
The Feynman diagram for this decay is depicted in Figure 2.6(a). This means that the final state topo-
logy of processes involving top quarks is determined by the decay mode of the W -boson. As mentioned in
Section 2.2.3 the hadronic final states have larger branching fractions, but in an environment with copious
multijet production, such as the LHC, the leptonic modes provide cleaner signatures.
In addition to the SM favored decay, there are other decay channels, predicted to be smaller by several
orders of magnitude in the SM. The second most likely decays are the CKM non-diagonal decays t → Ws
and t→Wd. The branching ratios (BR) are in the order of BR(t→Ws) ∼ 1.6× 10−3 and BR(t→Wd) ∼
15
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Figure 2.5: Summary of measurements of the tt¯ cross section by the (a)ATLAS and the (b) CMS experiment.
In both cases, 2011 pp collision data at a center of mass energy of
√
s = 7 TeV were used. The combination
of the different channels is σtt¯ = 177 ± 3(stat.)+8−7(syst.) ± 7(lumi.) pb for ATLAS [21] and σtt¯ = 166 ±
2(stat.)± 11(syst.)± 8(lumi.) pb for CMS [22].
(a) SM decay, t→Wb. (b) FCNC decay, t→ Zq. (c) FCNC decay, t→ γq. (d) FCNC decay, t→ gq.
Figure 2.6: Feynman diagrams of Top quark decays. The FCNC deays in the SM are not present at tree
level, thus the diagrams presented here are just for illustration.
1× 10−4, respectively. In what follows, for a generic decay channel X, the BR is defined as:
BR(t→ X) = Γ(t→ X)
Γ(t→Wb)SM . (2.33)
Other rare decays include those that occur via flavor changing neutral currents. The last three diagrams in
Figure 2.6 show such decays: t→ Zq, t→ γq and t→ gq. In the SM they occur at one loop level, and are
highly suppressed by the Glashow-Iliopoulos-Maiani (GIM) mechanism [23], as explained below.
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2.4 Flavor Changing Neutral Currents
Retaking the electroweak interactions discussion from Section 2.2.3, the SU(2)L×U(1)Y theory is based upon
fermion doublets. The hadronic sector is built upon a single left-handed weak isospin doublets. The theory
was self-consitent except for the hadronic charge description. In particular, the weak neutral current interac-
tion contained a flavor-changing (strangeness-changing, as first studied) term. This is phenomenologically
incorrect, because of many experimental limits placed on the rates of decays mediated by strangeness-
changing neutral currents processes (like K+ → π+νν¯, interpreted in terms of the elementary transition
s¯ → d¯νν¯). An elegant solution, to guard against this flavor changing neutral currents interactions, is that
of the GIM mechanism. The key observation is that by introducing a new “charmed” quark, c, the weak
isospin partner of s, the offending terms cancel.
The electroweak Lagrangian describing the interactions between quarks and bosons can be separated in
three components: one related to the electromagnetic boson, one to the weak charged boson, and one to
the weak neutral current. From there, the leading order interactions can be extracted. For the case of weak
bosons these are: charged current interactions between the down-type and (anti-)up-type quarks (i.e. it is a
flavor-changing interaction) and neutral current interactions containing only interactions of up-type quarks
with anti-up-type quarks, and down-type quarks with anti-down-type quarks (i.e. neutral currents do not
change flavors of quarks).
There are, however, higher order electroweak interactions that allow FCNC. These come from loop
diagrams, like the ones shown in Figure 2.7, and box diagrams. However, the GIM mechanism is such, that
the FCNC contribution vanishes if the masses of the quarks involved in the three contributing loop diagrams
are identical. This is possible because the contribution from these diagrams can be factorized such that the
unitarity constraint from the CKM matrix plays a role. In the case of the diagram presented in Figure 2.7,
for the t→ Zc decay, the contribution:
∝ f(m2d/m2W ) · VcdV ∗td + f(m2s/m2W ) · VcsV ∗ts + f(m2b/m2W ) · VcbV ∗tb, (2.34)
where f(x) denotes a linear combination of Inami-Lin functions, is suppressed by the CKM matrix unitarity
constraint from Equation 2.31:
VcdV
∗
td + VcsV
∗
ts + VcbV
∗
tb = 0. (2.35)
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as the masses of the quarks involved approach one another. If the masses of d, s and b quarks were identical,
the expression in Equation 2.34 would be exactly zero. Since the masses are so close to each other 4, it is
only highly suppressed. This also explains why the FCNC branching fractions for the top quark are more
suppressed than for the bottom quark (e.g. b → sZ decay). In the case of the FCNC decays of the top
quark, the quarks contributing to the loop diagrams, down-type quarks, have masses more similar than those
contributing to the FCNC decays of the b quark, up-type quarks.
Figure 2.7: Example of a higher order loop diagram allowed in the SM. In these diagrams di can be either
of the three down-type quarks. Thus, in each case there are possible three diagrams.
2.4.1 Flavor Changing Neutral Currents in Top Quark Decays
So according to the SM, FCNC are forbidden at tree level and are highly suppressed at one loop level com-
pared to the dominant decay mode. In particular, the predicted BR for the t → Zq decay are in the order
of ∼ 10−16 and ∼ 10−14 for q = u and q = c, respectively, as shown in Table 2.3. There are, however,
several SM extensions that predict higher BR for the top quark FCNC decays. Examples of such decays are
the quark-singlet model (QS) [3,24,25], the two-Higgs doublet model with (FC 2HDM) or without (2HDM)
flavor-conservation [26–31], the minimal supersymmetric model (MSSM) [32–38], supersymmetry (SUSY)
with R-parity violation (/R SUSY) [39], the Topcolor-assisted Technicolor model (TC2) [40], or models with
warped extra dimensions (RS) [41, 42]. Table 2.3 summarizes these predicted BR values for these models,
along with those predicted by the SM.
In models with new extra quarks the 3 × 3 CKM matrix is no longer unitary and the GIM mechanism
suppressing the SM amplitudes no longer provides full cancellation of the FCNC terms. In the QS model,
where the new quark is an SU(2)L singlet with charge Q = 2/3, tree-level FCNC scalar interactions that
enhance the BR(t → Zq) to up to ∼ 1.1 × 10−4 are predicted. The decay rates of t → γq and t → gq are
4in the scale of mW , the difference between mb and md,s can be taken as to be small.
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Process SM QS 2HDM FC 2HDM MSSM /R SUSY TC2 RS
t→ uγ 3.7× 10−16 7.5× 10−9 — — 2× 10−6 1× 10−6 — ∼ 10−11
t→ uZ 8 × 10−17 1.1× 10−4 — — 2× 10−6 3× 10−5 — ∼ 10−9
t→ ug 3.7× 10−14 1.5× 10−7 — — 8× 10−5 2× 10−4 — ∼ 10−11
t→ cγ 4.6× 10−14 7.5× 10−9 ∼ 10−6 ∼ 10−9 2× 10−6 1× 10−6 ∼ 10−6 ∼ 10−9
t→ cZ 1 × 10−14 1.1× 10−4 ∼ 10−7 ∼ 10−10 2× 10−6 3× 10−5 ∼ 10−4 ∼ 10−5
t→ cg 4.6× 10−12 1.5× 10−7 ∼ 10−4 ∼ 10−8 8× 10−5 2× 10−4 ∼ 10−4 ∼ 10−9
Table 2.3: The theoretical values for the branching fractions of FCNC top quark decays predicted by the
SM and exotic extensions (see text for references).
also enhanced due to the partial breaking of the 3 × 3 CKM unitarity and the presence of extra Feynman
diagrams at the one-loop level. In 2HDM models, where FCNC interactions with scalars are also present
at the tree-level, the prediction for the FCNC decays is also altered. The new scalar fields give radiative
contributions to the Ztq, γtq and gtq vertices. The resulting BR can be up to BR(t → cZ) ∼ 10−7 with
smaller values for decays to an up quark. The BR for the γq and gq channels is shown in Table 2.3. If
a discrete symmetry is imposed, the FCNC interactions can be forbidden at tree-level. In this case (FC
2HDM) the rate for top FCNC decays are still increased significantly with respect to the SM. SUSY could
affect the top quark decays in different ways. In the MSSM with universal soft breaking, by relaxing the
universality with a large flavor mixing between the 2nd and 3rd family, the BRs can reach values such as
those presented in Table 2.3. The introduction of baryon number violating couplings in /R SUSY could give
even larger enhancements, on the order of ∼ 10−4 for the t→ Zc decay [43,44].
Experimental searches for FCNC decays of the top quark
The present experimental limits on the branching fractions of the FCNC top quark decay channels established
by experiments at the LEP, HERA and Tevatron colliders are shown in Table 2.4. These decays can be studied
directly by searching for final states with the corresponding decay particles. However the t → gq mode (q
denotes either an up quark or charm quark), is almost impossible to separate from generic multijet processes,
and a much better sensitivity is achieved in the search for anomalous single top-quark production [56].
Previous to the LHC searches, the best experimental limit on the FCNC decay t→ Zq, was held by the
D0 Collaboration [4]. Using 4.1 fb−1 of
√
s = 1.96 TeV collision data from the Tevatron, a search for FCNC
was performed in tt¯ events, where either one or both of the top quarks decay via t → Zq. Any other top
quark not decaying via FCNC is assumed to decay via t→Wb. Only channels where the W - and Z-bosons
decay leptonically are used. Figure 2.8(a) shows the reconstructed invariant mass distribution of the top
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LEP HERA Tevatron LHC
BR(t→ qγ) 2.4% [45–49] 0.64% (tuγ) [50] 3.2% [54] —
BR(t→ qZ) 7.8% [45–49] 49% (tuZ) [51] 3.2% [4] 0.73% [8]
BR(t→ qg) 17% [44] 13% [51–53] 2.0× 10
−4 (tug)
[55]
5.7× 10−5 (tug)
[56]
3.9× 10−3 (tcg) 2.7× 10−4 (tcg)
Table 2.4: Present experimental 95% CL upper limits on the branching fractions of the FCNC top quark
decay channels.
quarks decaying via FCNC for events with at least one jet. The limit in the branching ratio, however, was
extracted for events without any restriction on the number of jets. In the absence of signal, a limit on
branching ratio for this decay was observed at BR(t → Zq) < 3.2% at the 95% confidence level. This was,
in fact, the first search for FCNC in tt¯ events in trilepton final states. The CDF Collaboration previously
reported a search for FCNC t→ Zq decays in tt¯ events [57]. In this case, 1.9 fb−1 of √s = 1.96 TeV collision
data from the Tevatron were used. Events with two leptons and four jets in the final states were used. This
final state topology occurs when one of the top quarks decays via FCNC to Zq, followed by the Z-boson
decaying into a pair of leptons, and the other top quark decaying to Wb followed by the hadronic decay of
the W -boson. This result excludes branching ratios of BR(t → Zq) > 3.7% at the 95% confidence level.
Figure 2.8(b) shows the χ2 distribution for events in different regions. In this case, χ2 is defined in terms of
the reconstructed masses of the two top quarks and the W -boson. For further details see Reference [57].
 (GeV)recotopm
0 100 200 300 400
Ev
en
ts
 p
er
 3
0 
G
eV
0
2
4
Ev
en
ts
 p
er
 3
0 
G
eV -1DØ, 4.1 fb Zq)=5%→ FCNC, B(ttt
Data
WZ
ZZ
Other backgrounds
(a)
Best Fit to Mass χ2
0 2 4 6 0 2 4 6 80 2 4 6
χ
2
0
20
40
E
v
en
ts
Tagged
(13 Events)
Anti-Tagged
(53 Events)
Control
(136 Events)
CDF II Preliminary 
∫ L dt = 1.9 fb–1
Data (1.9 fb–1)
Z + Jets (HF & LF)
Standard Model tt
Diboson (WZ, ZZ)
Fit Uncertainty
FCNC tt (3.7%)
(b)
Figure 2.8: (a) Reconstructed top quark mass distribution, mrecot , of data, FCNC tt¯ signal, and expected
background for events with njet ≥ 1 from the FCNC search performed by D0 experiment [4]. (b) Mass χ2
distribution for signal regions with (b-tagged) and without (anti-tagged) an identified b-jet and the control
region from the CDF search of FCNC in top quark decays [57].
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2.5 Top Quark Physics Beyond the Standard Model
As mentioned at the beginning of this chapter, the SM has proven rather successful in the description of
experimental results. Figure 2.9 shows a summary of the SM production cross-section for different processes
measured by the ATLAS experiment and compared to the theoretical expectations. Similar measurements
can be found for the CMS experiment. There are, however, a number of shortcomings with the SM. For
instance, the SM does not account for the existence of dark matter and dark energy, the baryon asymmetry
of the universe, non-zero mass of the neutrinos, and furthermore it does not solve the hierarchy problem.
Another question, directly related to the top quark, can be raised: why are the masses of the charged leptons
as they are? Some of these questions might actually be answered, or hints given, at the LHC as more data
is being collected. However, as of now, divergences from the SM are yet to be found. Several extensions to
the SM have been formulated, in an attempt to answer some of those questions. One of the most common
examples of those theories is SUSY, which postulates a fermion-boson symmetry, and provides a solution to
the hierarchy problem.
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Figure 2.9: Summary of several Standard Model total production cross section measurements performed
by the ATLAS experiment compared to the corresponding theoretical expectations. The error bars include
the full uncertainty, both statistical and systematic. All theoretical expectations were calculated at NLO or
higher.
Top quark physics, because of its recent discovery, is a rather new field. Several analyses currently
on-going, will provide more precision to known quantities, and possibly hints of new physics will be found.
Some of those analysis specifically aim for physics BSM. Examples of these are analyses are: studies related
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to Wtb couplings, where limits on anomalous couplings are being computed, searches for 4th generation
quarks b′ in Wt and searches for tt¯ resonances. The FCNC search presented in this thesis is also part of
this classification. More specifically, many of the theories listed in Section 2.4.1 could be probed at the LHC
once more data is collected. In the scenario of no evidence for new physics found at the LHC, a future linear
collider might be able to improve on the LHC bounds on the BRs, depending on the energy and especially
on the luminosity of such collider [58].
The understanding of particle physics is rapidly evolving, the successful operation of the LHC not only
allows experiments to increase the precision of measurements and confirm predictions of never-before mea-
sured quantities, but it also opens the door for testing of physics BSM. In particular, the just announced
5 σ significance finding of a new boson [59] in agreement with the SM Higgs boson, by both the ATLAS
and the CMS experiments, has brought hope to the scientific community. This observation could be either
further confirmation of the SM, or a hint to new physics. The rest of the 2012 data might bring light into
this question. In the context of Higgs searches, the top quark plays a key role. Not only because some top
quark processes are important backgrounds to some of those Higgs searches, but also because the top quark
can be part of the production or decay of the Higgs boson itself. Examples of this are the top quark decay
t→ Hb (for a non-SM charged Higgs) and the tt¯H Higgs production.
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Chapter 3
The LHC and the ATLAS Detector
3.1 Introduction
The Large Hadron Collider (LHC) at CERN near Geneva is the world’s largest and most energetic particle
accelerator. It has been designed to collide proton beams with a center-of-mass energy of up to 14 TeV, and a
nominal luminosity of 1034 cm−2s−1. The high energy and luminosity of the LHC allows the study of a large
range of physics, from the precise measurements of known quantities to the exploration of physics beyond
the SM. Within this motivation, the ATLAS detector (A Toroidal LHC ApparatuS) has been designed as
a general purpose detector to probe proton-proton collisions and accommodate a very large spectrum of
physics foreseen at the TeV scale.
3.2 The LHC
The LHC is a two-ring, superconducting, hadron accelerator and collider installed in the tunnel 27 km in cir-
cumference initially built for LEP. Unlike how it is done in the Tevatron, the high beam intensities required
by the high luminosity exclude the use of anti-proton beams, and hence exclude the particle-anti-particle
collider configuration of a common vacuum and magnet system for both circulating beams. Therefore the
LHC is designed as a proton-proton collider with separate magnet dipole fields and vacuum chambers in
the main arcs and with common sections only at the insertion regions where the experimental detectors are
located [60,61].
One figure of merit in colliders such as the LHC is the luminosity:
L = N
2
b nbfrevγr
4πεnβ∗
F (3.1)
where Nb is the number of particles per bunch, nb the number of bunches per beam, frev the revolution
frequency, γr the relativistic gamma factor, εn the normalized transverse beam emittance, β
∗ the beta func-
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tion at the collision point, and F the geometric luminosity reduction factor due to the crossing angle at the
interaction point. A simplified list of designed LHC beam parameters at the peak luminosity is given in
Table 3.1
injection collision
Proton energy [GeV] 450 7000
Relativistic gamma 479.6 7461
Number of particles per bunch 1.15× 1011
Number of bunches 2808
Bunch spacing [ns] 24.95
Longitudinal emittance (4σ) [eVs] 1.0 2.5
Transverse normalized emittance [µm rad] 3.5 3.75
Circulating beam current [A] 0.584
Stored energy per beam [MJ] 23.3 362
Geometric luminosity reduction factor - 0.836
Table 3.1: LHC beam parameters relevant to the peak luminosity of 1034 cm−2s−1. The quoted geometric
reduction factor assumes a total crossing angle of 285 µrad at the interaction point [61].
The LHC is supplied with protons from the injector chain: Linac2 - Proton Synchrotron Booster (PSB)
- Proton Synchrotron (PS) - Super Proton Synchrotron (SPS), as shown in Figure 3.1. Each of these com-
ponents accelerate protons (stripping off electrons from hydrogen atoms) to 50 MeV, 1.4 GeV, 26 GeV, and
450 GeV, respectively, before injecting them into the following component, or the LHC in the case of the
SPS. These accelerators have been upgraded to meet the new challenging needs of the LHC: many high
intensity proton bunches with small transverse and well defined longitudinal emittances. The “end-point”
beam requirements are summarized by Equation 3.1, but they also imply several conditions to be satisfied.
Example of these conditions are: the space-charge limit in the injector, which scales with Nb/εn and the
total intensity Nb · nb which is limited by the thermal energy produced by the synchrotron radiation which
must be absorbed by the cryogenic system [60,62,63].
The LHC has two high luminosity detectors, ATLAS and CMS, aiming to operate at the peak luminosity
of 1034 cm−2s−1 in the LHC proton operation. In addition to these high luminosity experiments, the LHC
has two low luminosity experiments: LHCb for B-physics, aiming at a peak luminosity of 1032 cm−2s−1 and
TOTEM for the detection of protons from elastic scattering at small angles aiming at a peak luminosity of
2×1029 cm−2s−1 with 156 bunches. In addition to the proton beams the LHC will also be operated with ion
beams. The LHC has one dedicated ion experiment: ALICE, aiming at a peak luminosity of 1027 cm−2s−1
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Figure 3.1: The LHC injection complex.
for nominal Pb-Pb ion operation.
3.3 The ATLAS Detector
Due to the experimental conditions at the LHC, the detectors require fast electronics and sensor elements.
High detector granularity, good charged particle momentum resolution, particle identification and large geo-
metrical coverage are needed as well. To satisfy such requirements, the ATLAS detector comprises several
technologies, each of which has been developed to pursue specific goals. The inner detector is a combination
of high-resolution semiconductor pixel (Pixel) and strip (SCT) detectors in its inner part, and transition
radiation tracking (TRT) detectors in its outer part. The high granularity lead/liquid-argon (LAr) electro-
magnetic (EM) sampling calorimeters have excellent performance in terms of energy and angular resolution,
along with electron/photon identification. The hadronic calorimetry is done by an iron/scintillating-tile
calorimeter, which provides a good jet and missing energy performance. The calorimeter is surrounded by
the muon spectrometer, instrumented with separate trigger and high-precision tracking chambers [64].
The ATLAS detector covers nearly the entire solid angle around the collision point. Its geometry is
defined by the direction of the beam, with the z-axis parallel to it, and the x-y plane transverse to it.
25
The positive x-direction is defined as pointing from the interaction point to the center of the LHC ring
and the positive y-axis is defined as pointing upwards. The azimuthal angle, φ, is measured around the
beam axis, and the polar angle θ is the angle from the beam axis. The pseudorapidity is defined as
η ≡ − ln tan(θ/2). The distance between objects 1 and 2 in the pseudorapidity-azimuthal angle space,
is defined as ∆R ≡√(φ1 − φ2)2 + (η1 − η2)2. The transverse momentum, pT , is defined as p sin θ, where p
is the momentum. The transverse energy, ET , is defined as E sin θ, where E is the energy measured in the
calorimeter, and θ is the polar angle of the energy deposition.
Figure 3.2 shows a cut-away view of the detector, where the layout of the different components can be
appreciated. Figure 3.3 displays these components separately. Table 3.2 provides a summary of expected
energy-momentum resolution of each component, along with their coverage in η.
Figure 3.2: Cut-away view from the ATLAS detector [64].
3.3.1 Magnet System
The ATLAS superconducting magnet system can be seen in Figure 3.3(a). It consists of a thin central
solenoid (CS), providing the inner detector with a 2 T axial magnetic field, surrounded by a system of three
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(a) (b)
(c) (d)
Figure 3.3: ATLAS Detector components overview: (a) Magnet system, (b) Inner detector, (c) EM and
hadronic calorimeters, and (d) Muons spectrometer [64]. In (a) the eight barrel toroid coils, with the end-
cap coils interleaved are visible. The solenoid winding lies inside the calorimeter volume.
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large air-core toroids (one barrel and two end-caps) generating the magnetic field for the muon spectrome-
ter. The peak magnetic field on the superconductors in the barrel and end-cap toroids are 3.9 and 4.1 T
respectively. The two end-cap toroids (ECT) are inserted in the barrel toroid (BT) at each end and line up
with the CS. Each of the three toroids consists of eight coils assembled radially and symmetrically around
the beam axis. The ECT coil system is rotated by 22.5◦ with respect to the BT system in order to provide
radial overlap and to optimize the bending power in the interface regions of both coil systems. The bending
power between the inner and outer radius of the toroids is between 1.5 and 5.5 Tm for the BT, and between
1 to 7.5 Tm in the region 1.6 < |η| < 2.7 for the ECT. The bending power is lower in the transition regions
where the two magnets overlap (1.4 < |η| < 1.6) [64–66].
3.3.2 Tracking
The inner detector tracking system is mainly designed to reconstruct tracks and vertices with high efficiency,
perform precise measurements of leptons, and have good identification of individual particles in dense jets.
Charged particles trajectories are reconstructed and their momenta measured due to the 2 T magnetic field
generated by the central solenoid. Figure 3.3(b) shows the Inner Detector layout. It combines high-resolution
detectors at inner radii with continuos tracking elements at outer radii. The former is achieved with semi-
conductor detectors, whereas the latter one is provided by the TRT.
The pixel and SCT precision tracking detectors cover the region of |η| < 2.5, with about 80.4 and 6.3
million readout channels respectively. The Pixel detector is a high-granularity tracking detector designed
to provide a set of measurements as close to the interaction point as possible. The system consists of three
concentric barrels at average radii of ∼ 4 cm, 11 cm, and 14 cm from the beam axis, and four disks on
Detector Component Required resolution
η coverage
Measurement Trigger
Tracking σpT /pT = 0.05% pT ⊕ 1% ±2.5
EM calorimetry σE/E = 10%/
√
E ⊕ 0.7% ±3.2 ±2.5
Hadronic calorimetry (jets)
barrel and end-cap σE/E = 50%/
√
E ⊕ 3% ±3.2 ±3.2
forward σE/E = 100%/
√
E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9
Muon spectrometer σpT /pT = 10% at pT = 1 TeV ±2.7 ±2.4
Table 3.2: General performance goals of the ATLAS detector. The units for E and pT are in GeV. For
high-pT muons the muon spectrometer performance is independent of the inner-detector system.
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each end-cap, between radii of 11 and 20 cm perpendicular to it, which complete the angular coverage
segmented in R − φ and z. All pixel sensors are identical, with a minimum pixel size of 50 × 400 µm2,
and a two-dimensional segmentation, giving space points without any of the ambiguities associated with
projective geometries. In the barrel, the intrinsic accuracies are 10 µm (R− φ) and 115 µm (z), and in the
disks are 10 µm (R − φ) and 115 µm (R). The impact parameter resolution, an important parameter that
influences the efficiency of the inner detector for finding short-lived particles, such as b-quarks and τ -leptons
is determined by the precision of the pixel system. The innermost layer of pixels, at a radius of about 5 cm
from the beam line, enhances the secondary vertex measurement performance.
The SCT is made of semiconductor strips, arranged in eight layers, which can give information of four
spatial points for each track. In the barrel uses small-angle (40 mrad) stereo strips to measure both coordi-
nates with an intrinsic accuracy of 17 µm (R − φ) and 580 µm (z). In the end-cap region, the disks have a
set of strips running radially and a set of stereo strips at an angle of 40 mrad, with intrinsic accuracies of
17 µm (R− φ) and 580 µm (R).
The outermost system in the inner detector is the TRT, providing track reconstruction up to |η| = 2.0.
Its 4 mm diameter straw tubes only provide R−φ information, typically 36 hits per track, with an accuracy
of 130 µm per straw. In the barrel region, the straws are 144 cm long, parallel to the beam axis, and in the
end-cap region, the 37 cm long straws are arranged radially in wheels. it has approximately 351,000 read-
out channels. Due to the detection of transition-radiation photons in the TRT, the electron identification
capabilities are enhanced.
The parameters for the different systems are summarized in Table 3.3. At least eight strip layers (four
space points) and three pixel layers are crossed by each track in this design. In addition, the large number
of tracking points given by the TRT, provides the possibility of continuos track reconstruction with much
less material per point at a lower cost than the Pixels. The combination of the two techniques gives high
precision in both φ and z coordinates. The TRT hits contribute to the momentum measurement, with lower
precision per point (compared to the silicon) but compensated by the large number of measurements. The
relative precisions of the different measurements are well matched, so that no single measurement dominates
the momentum resolution [64,65,67].
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3.3.3 Calorimetry
The calorimetry is done by an EM calorimeter covering the region |η| < 3.2, a barrel hadronic calorimeter
covering |η| < 1.7, hadronic end-cap calorimeters covering 1.5 < |η| < 3.2, and forward calorimeters covering
3.1 < |η| < 4.9. In the η regions where matching information from the inner detector is available, the
fine granularity of the EM calorimeter provides high-precision measurements of electrons and photons. The
rest of the calorimeter, despite its coarser granularity, still ensures good resolution for jet reconstruction
and measurement of missing energy. Together with the large η coverage, the calorimeter depth has been
optimized to provide good containment for electromagnetic and hadronic showers, limiting punch-through
into the muon system [64,65,68]. The layout of the different calorimeters is presented in Figure 3.3(c). The
rapidity coverage, granularity and longitudinal segmentation of the ATLAS calorimetry are summarized in
Table 3.4.
Electromagnetic calorimeter
An accordion geometry has been chosen for the absorbers and the electrodes of the barrel and end-cap
EM calorimeters. Such geometry provides full coverage in φ without any azimuthal cracks. The thickness
of the absorber, made of lead plates, has been chosen as a function of η, so as to optimize the calorime-
ter performance in terms of energy resolution. It is divided into a barrel (|η| < 1.475) and two end-cap
(1.374 < |η| < 3.2) components, which are housed in two separate cryostats. In the barrel, the accordion
waves are axial and run in φ, and the folding angles of the waves vary with radius to keep the LAr gap
constant. In the end-caps, the waves are parallel to the radial direction and run axially. In the region
System position area [m2] resolution σ [µm] channels (106) η coverage
Pixels
1 removable barrel layer 0.2 Rφ = 10, z = 115 16 ±2.5
2 barrel layers 1.4 Rφ = 10, z = 115 81 ±1.7
4 end-cap disks
0.7 Rφ = 10, R = 115 43 1.7− 2.5
on each side
SCT
4 barrel layers 34.4 Rφ = 17, z = 580 3.2 ±1.4
9 end-cap wheels
26.7 Rφ = 17, R = 580 3.0 1.4− 2.5
on each side
TRT
axial barrel straws 130 (per straw) 0.10 ±0.7
radial end-cap straws
130 (per straw) 0.32 0.7− 2.5
36 straws per track
Table 3.3: Main parameters of the inner detector. The quoted resolutions are typical values. The actual
resolution in each detector is η-dependent [67].
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|η| < 1.8, a presampler detector is used to correct for the energy lost by electrons and photons upstream
of the calorimeter. In the transition region between the barrel and the end-cap calorimeters, |η| ∼ 1.45,
the detector response is deteriorated with respect to the rest of the acceptance. This “crack region” is not
used for photon identification nor for precision measurements for electrons. The resolution goal of the EM
calorimeter, as quoted in Table 3.2, is σE/E = 10%/
√
E⊕0.7%. This is needed to achieve a mass resolution
EM calorimeter barrel end-cap
coverage |η| < 1.465 1.375 < |η| < 3.2
longitudinal segmentation 3 samplings 3 sampling 1.5 < |η| < 2.5
2 sampling 1.375 < |η| < 1.5
2.5 < |η| < 3.2
granularity (∆η ×∆φ)
sampling 1 0.003× 0.1 0.025× 0.1 1.375 < |η| < 1.5
0.003× 0.1 1.5 < |η| < 1.8
0.003× 0.1 1.8 < |η| < 2.0
0.003× 0.1 2.0 < |η| < 2.5
0.1 × 0.1 2.5 < |η| < 3.2
sampling 2 0.025× 0.025 0.025× 0.025 1.375 < |η| < 2.5
0.1 × 0.1 2.5 < |η| < 3.2
sampling 3 0.050× 0.025 0.05 × 0.025 1.5 < |η| < 2.5
Presampler barrel end-cap
coverage |η| < 1.52 1.5 < |η| < 1.8
longitudinal segmentation 1 sampling 1 sampling
granularity (∆η ×∆φ) 0.025× 0.1 0.025× 0.1
Hadronic tile barrel end-cap
coverage |η| < 1.0 0.8 < |η| < 1.7
longitudinal segmentation 3 sampling 3 sampling
granularity (∆η ×∆φ)
samplings 1 and 2 0.1× 0.1 0.1× 0.1
samplings 3 0.2× 0.1 0.2× 0.1
Hadronic LAr end-cap
coverage 1.5 < |η| < 3.2
longitudinal segmentation 3 samplings
granularity (∆η ×∆φ) 0.1× 0.1 1.5 < |η| < 2.5
0.2× 0.2 2.5 < |η| < 3.2
Forward calorimeter end-cap
coverage 3.1 < |η| < 4.9
longitudinal segmentation 3 samplings
granularity (∆η ×∆φ) ∼ 0.2× 0.2
Table 3.4: Main parameters of the ATLAS calorimeters [68].
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of ∼ 1% for the H → γγ and H → 4e channels in the mass region 90-180 GeV.
Hadronic calorimeter
The hadronic calorimeter can be divided in three components: the tile calorimeter in the central barrel and
two extended barrels, the LAr hadronic end-cap (HEC) calorimeter and the LAr forward calorimeter (FCal),
covering the range |η| < 4.9.
The tile calorimeter uses 3 mm thick plastic scintillator plates (tiles) as active material, embedded in
a steel absorber. The orientation of the scintillator tiles radially and normal to the beam line allows for
consistent azimuthal calorimeter coverage. Both sides of the scintillating tiles are readout by wavelength
shifting fibbers and two separate photomultipliers (PMT). The 5.8 m long central barrel calorimeter covers
the region |η| < 1.0, and the two 2.6 m long extended barrels cover 0.8 < |η| < 1.7. Radially the calorimeter
extends from an inner radius of 2.28 m to an outer radius of 4.23 m, segmented in three layers. Azimuthally,
the barrel and extended barrels are divided into 64 modules. The resulting granularity of the calorimeter is
∆η ×∆φ = 0.1× 0.1 (0.2× 0.1 on the last layer). The total active calorimeter (EM + tile) thickness is 9.2
interaction lengths at η = 0. The amount of material in front of the muon system, including the support
structure of the tile calorimeter, is 11 interaction lengths at η = 0.
The hadronic LAr calorimetry covers the end-cap and forward region for 1.5 < |η| < 4.9. The HEC is a
copper/LAr sampling calorimeter with a flat-plate design, covering the end-cap region 1.5 < |η| < 3.2. Each
hadronic end-cap consists of two, equal diameter, independent wheels, located directly behind the end-cap
EM calorimeter and sharing the same LAr cryostats. Each wheel is built from 32 identical wedge-shaped
modules and divided into two longitudinal segments, for a total of four layers per end-cap. The first wheel,
closest to the interaction point, is built out of 25 mm copper plates, while the second one uses 50 mm plates;
in both wheels the LAr gap between consecutive copper plates is 8.5 mm, providing the active medium for
this sampling calorimeter. Also integrated in the end-cap cryostat is the FCal, with the front face at ∼ 5 m
from the interaction point. It provides coverage over 3.1 < |η| < 4.9. Due to the high level of radiation in the
forward region, this is a very challenging detector, however the close vicinity and couplings between these
systems result in a quite hermetic design, which minimizes energy losses in cracks and dead spaces in the
transition region around η = 3.1. FCal is a high density detector consisting of three longitudinal sections:
the first one made of copper, is optimized for EM measurements, while the other two, made of tungsten,
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measure predominantly the energy of hadrons. In each of them the calorimeter consists of a metal matrix
with regularly spaced longitudinal channels filled with the electrode structure (concentric rods and tubes) pa-
rallel to beam axis. The sensitive medium is LAr and fills the gap between the rods and tubes and the matrix.
3.3.4 Muon Detectors
The muon spectrometer is the outer most ATLAS sub-detector. It is designed to detect charged particles
exiting the barrel and end-cap calorimeters. Due to the deflection of muon tracks in the presence of the
toroidal magnetic field, muon tracks are identified and reconstructed, and their momenta is measured in the
|η| < 2.7 range. Information from both the muon spectrometer and the inner detector can be matched to give
combined muon tracks. The spectrometer is also designed to trigger on those particles in the region η < 2.4.
The performance goal is a stand-alone pT resolution of ∼ 10% for 1 TeV tracks. Muon momenta down to
a few GeV (∼ 3 GeV, due to energy loss in the calorimeters) can be measured by the spectrometer alone [64].
In the barrel region, muon chambers are arranged in three cylindrical layers (‘stations’) around the beam
axis; in the transition and end-cap regions, the chambers are installed vertically, also in three stations.
Over most of the η range, Monitored Drift Tubes (MDTs) provide a precision measurement of the track
coordinates in the principal bending direction of the magnetic field. At large η, and close to the interaction
point, Cathode Strip Chambers (CSCs), with finer granularity, are used to cope with the demanding rate
and background conditions, due to their higher rate capability and time resolution. The MDTs chambers
consist of three to eight layers of drift tubes, operated at an absolute pressure of 3 bar. The mechanical
isolation in the drift tubes of each sense wire from its neighbors guarantees a robust operation. The CSCs
are multiwire proportional chambers with cathodes segmented into strips in orthogonal directions. This
allows both coordinates to be measured from the induced-charge distribution. The resolution of a chamber
is 40 µm in the R− z plane and ∼ 5 mm in the R− φ plane [64,65,69].
The precision-tracking chambers are complemented by a system of fast trigger chambers, covering a range
of |η| < 2.4. Resistive Plate Chambers (RPCs) are used in the barrel, |η| < 1.05, and Thin Gap Chambers
(TGCs) in the end-cap region, 1.05 < |η| < 2.4. Both types of trigger chambers also provide a ‘second
coordinate’ measurement of track coordinates orthogonal to the precision measurement, in approximately
the phi direction. The trigger chambers provide not only well-defined pT threshold, but also bunch-crossing
(BC) identification. The RPC is a gaseous parallel electrode-plate detector providing a typical space-time
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resolution of 1 cm×1 ns with digital readout. Each chamber is made from two detector layers, each one read
out by two orthogonal strip panels. The ‘η strips’ are parallel to the MDT wires and provide the bending
view of the trigger detector and the ‘φ strips’, orthogonal to the MDT wires, provide the second coordinate
measurement. The TGCs are designed in a way similar to multiwire proportional chambers, with the diffe-
rence that the wire-to-cathode distance is smaller than the wire-to-wire distance. Signals from the wires,
arranged parallel to the MDT wires, provide the trigger information together with readout strips, arranged
orthogonal to the wires. The readout strips also serve to measure the second coordinate [64,65,69].
Figure 3.3(d) shows the layout of the spectrometer and Table 3.5 lists the main parameters of the muon
chambers.
Monitored drift tubes (MDT)
coverage |η| < 2.7 (inner most layer: |η| < 2.9)
number of chambers 1150
number of channels 354k
chamber resolution 35 µm (z)
function precision tracking
Cathode strip chambers (CSC)
coverage 2.0 < |η| < 2.7
number of chambers 32
number of channels 31k
chamber resolution 40 µm (R), 5 mm (φ), 7 ns (time)
function precision tracking
Resistive Plate Chambers (RPC)
coverage |η| < 1.05
number of chambers 606
number of channels 373k
chamber resolution 10 mm (z), 10 mm (φ), 1.5 ns (time)
function triggering, second coordinate
Thin gap chambers (TGC)
coverage 1.05 < |η| < 2.7 (2.4 for triggering)
number of chambers 3588
number of channels 318k
chamber resolution 2-6 mm (R), 3-7 mm (φ), 4 ns (time)
function triggering, second coordinate
Table 3.5: Main parameters of the muon spectrometer.
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3.3.5 Luminosity Detectors
A set of smaller detectors are used to provide good coverage in the very forward region. In order of decrea-
sing distance from the interaction point, the first system is a Cerenkov detector named LUCID (LUminosity
measurement using Cerenkov Integrating Detector). Located at ±17 m from the interaction point, it is spe-
cifically designed to measure the luminosity in ATLAS. It consists of sixteen optically reflecting aluminum
tubes filled with C4F10 gas surrounding the beampipe on each side of the interaction point. It detects
inelastic pp scattering in the forward direction, in order to measure the integrated luminosity and to provide
online monitoring of the instantaneous luminosity and beam conditions. The second system is the Zero-
Degree Calorimeter (ZDC), located at a distance of ±140 m from the interaction point. Its primary purpose
is to detect forward neutrons and photons with |η| > 8.3 in both pp and heavy-ions collisions. It consists
of two arms, each one with one EM and three hadronic calorimeter modules. A third detector, the Beam
Conditions Monitor (BCM), consists of two arms of diamond sensors located at ±184 cm and r = 5.5 cm
to record the single-sided and coincidence rates as a function of Bunch Crossing Identifier (BCID). The
detector’s value as a luminosity monitors is further enhanced by its excellent timing (0.7 ns) which allows
rejection of backgrounds from beam-halo, and also issues a beam-abort request in case beam losses start to
risk damage to the ATLAS detectors. The ALFA (Absolute Luminosity For ATLAS) detector, consisting of
scintillating-fiber trackers located inside Roman pots at approximately ±240 m from the interaction point,
can provide an absolute luminosity calibration at ATLAS through the measurement of elastic pp scattering
at small angles. Lastly, the Minimum Bias Trigger Scintillators (MBTS), located at ±365 cm from the
collision point, are segmented scintillator counters, providing a trigger on minimum collision activity during
a pp BC [64,65,70].
The main function of the LUCID and ALFA systems is to determine the luminosity delivered to ATLAS,
whereas the ZDC plays a key role in determining the centrality of heavy-ion collisions. The ALFA detector
uses the optical theorem, which connects the elastic scattering amplitude in the forward direction to the
total cross-section, and can thus be used to extract luminosity. On the other hand, LUCID is based on the
principle that the number of particles detected is proportional to the number of interactions in a BC. The
number of interactions per beam-crossing is needed to determine the luminosity.
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Luminosity measurement
Accurate determination of the luminosity is an essential ingredient for many different measurements per-
formed by the LHC experiments. The luminosity of a pp collider can be expressed in terms of the rate of
inelastic collisions, Rinel, and the pp inelastic cross-section, σinel:
L = Rinel
σinel
(3.2)
which can be rewritten as:
L = µnbfrev
σinel
(3.3)
with frev and nb previously defined for Equation 3.1, and µ is the average number of inelastic interactions
per BC. Thus, by measuring the ratio µ/σinel, the instantaneous luminosity can be determined. In order to
asses and control systematic uncertainties in the measurement of the luminosity, not only several detectors
are used, but also multiple algorithms or counting techniques. Each algorithm having different acceptance,
response to pile-up and beam-induce backgrounds.
From Equation 3.3 it follows:
L = µnbfrev
σinel
=
µvisnbfrev
εσinel
=
µvisnbfrev
σvis
, (3.4)
where ε is the event-selection efficiency for one inelastic pp collision, and µvis ≡ εµ is the average number of
visible inelastic interactions per BC (minimum number of pp collisions per BC passing the event selection).
The visible cross section σvis ≡ εσinel is the calibration constant relating the experimentally observable
quatity µvis to the luminosity L. It is then possible to obtain the absolute luminosity calibration, from mea-
sured accelerator parameters, both for online monitoring and for oﬄine analysis. The delivered luminosity
can be written as:
L = nbfrevn1n2
2πΣxΣy
(3.5)
where n1 and n2 are the numbers of particles in the two colliding bunches and Σx and Σy characterize the
widths of the horizontal and vertical beam profiles. The widths of the beam profile are measured using van der
Meer (vdM ) scans [71]. In this technique, the observed event rate is recorded while scanning the two beams
across each other (first horizontally, then vertically), yielding two bell-shaped curves, with the maximum
rate at zero separation, from which one extracts the values of Σx and Σy. Combining with an external
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measurement of the bunch charge product n1n2, the luminosity can be extracted from Equation 3.5. The
σvis can be accordingly determined by comparing this peak luminosity to the peak interaction rate, µ
MAX
vis ,
observed during the vdM scan when the beams are unseparated:
σvis = µ
MAX
vis
2πΣxΣy
n1n2
, (3.6)
In the limit µvis ≪ 1, µvis is a linear function of the event rate, as µvis increases it must be calculated taking
into account Poisson statistics, and in some cases, instrumental and pile-up effects.
Three different types of luminosity determination techniques can be listed:
Event counting: determining the fraction of BC where an “event” (for a given selection requirement) was
registered by the detector.
Hit counting: counting number of hits per BC in a given detector.
Particle counting: assessing the distribution of the number of particles per beam crossing inferred from
any observable that reflects the instantaneous particle flux transversing the detector.
For event counting algorithms there are two main types being used in ATLAS: inclusive (EventOR) and
coincidence (EventAND) counting. More specifically ATLAS currently uses the following detectors and
algorithms:
• LUCID EventAND
• LUCID EventOR
• BCM EventOR
• MBTS Timing (EventAND algorithm with a timing constraint)
• PrimVtx (number of events with a primary vertex containing at least four tracks with pT > 150 MeV).
The last two are oﬄine algorithms relying in the MBTS detector, and the vertexing capabilities of the inner
detector, respectively.
In both inclusive and coincide counting types it is assumed that the efficiency to detect an inelastic pp
interaction is constant, in the sense that it does not change when several interactions occur in the same BC.
The relevant efficiencies for these two types are: εA and εC, for observing an event with, respectively, at
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least one hit on the A-side, at least one hit on the C-side, and εOR and εAND, for observing at least one hit
on both sides simultaneously, at least one hit on either side, respectively. These efficiencies are related by
εOR = εA + εC − εAND.
In an EventOR algorithm, a BC is counted if the sum of all hits on both the forward (A) and backward
(C) arms of the detector being used is at least one. Since the Poisson probability of observing zero events
in a given bunch is P0
(
µORvis
)
= e−µε
OR
= e−µ
OR
vis , then, the probability of observing an inclusive event can
be computed as:
PEvent OR
(
µORvis
)
= 1− e−µORvis = NOR
NBC
. (3.7)
Here NOR is the number of BCs, in a given time interval, in which at least one pp interaction satisfies
the event selection of the OR algorithm, and NBC is the total number of BCs in the same interval. From
Equation 3.7 µORvis can be solved in terms of the event counting rate:
µORvis = − ln
(
1− NOR
NBC
)
. (3.8)
For the EventAND algorithm, a BC is counted if there is at least one hit in both sides of the detector.
So, the probability of observing a coincidence event will be one minus the probability of there being no hit
on at least one side. This being the probability that there be no hit on at least side A
(
e−µε
A
)
, plus the
probability that there be no hit on at least side C
(
e−µε
C
)
, minus the probability that there be no hit on
either side
(
e−µε
OR
)
:
PEvent AND
(
µANDvis
)
= 1−
(
eµε
A
+ eµε
C − eµεOR
)
= 1−
(
eµε
A
+ eµε
C − eµ(εA+εC−εAND)
)
=
NAND
NBC
(3.9)
For using such a coincidence algorithm in detectors like LUCID and BCM, the fact that εAND ≪ εA,C can
be used, along with the assumption that εA ≈ εC, to simplify Equation 3.9:
PEvent AND
(
µANDvis
)
=
NAND
NBC
= 1− 2e−µ(εAND+εOR)/2 + eµεOR
= 1− 2e−(1+σORvis /σANDvis )µANDvis /2 + e−(σORvis /σANDvis )µANDvis (3.10)
where εOR =
σOR
vis
σAND
vis
εAND has been used. This expression can not be inverted analytically to determine µANDvis .
It can, however, be solved numerically. If the efficiency is high and εAND ≈ εA ≈ εC as in the case of coincide
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average σvis [mb] σ¯vis
Scan Number I II III IV V combined
LUCID EventAND 11.92± 0.14 12.65± 0.10 12.83± 0.10 13.09 ± 0.01 13.06 ± 0.01 13.04 ± 0.01 ± 0.44
LUCID EventOR 38.86± 0.32 41.03± 0.13 41.10± 0.14 41.84 ± 0.03 41.71 ± 0.02 41.67 ± 0.02 ± 1.40
BCM EventOR — — — 4.599± 0.007 4.590± 0.007 4.594± 0.005± 0.147
MBTS Timing 48.32± 0.31 50.22± 0.20 49.92± 0.20 51.29 ± 0.24 51.23 ± 0.21 51.13 ± 0.15 ± 1.71
PrimVtx 46.63± 0.27 48.24± 0.21 48.36± 0.21 49.45 ± 0.23 49.37 ± 0.21 49.28 ± 0.14 ± 1.65
Table 3.6: BCID-averaged σvis for all algorithms used in ATLAS per vdM scans, and the best estimate for
each algorithm from the combined data, σ¯vis. Errors on σvis per scan are statistical only, whereas errors on
σ¯vis are both statistical and systematic.
algorithms in the MBTS detector, Equation 3.9 can be approximated by assuming:
µANDvis ≈ − ln
(
1− NAND
NBC
)
(3.11)
Table 3.6 presents the measurement of BCID-averaged σvis and the best estimate of the visible cross
section, σ¯vis, for each luminosiy method used in ATLAS. Due to the requirement of a trigger and the restric-
tions on the available trigger bandwidth, the relative uncertainty of the oﬄine algorithms are worse than
the LUCID or BCM data [70,72].
For the LUCID EventOR algorithm which is the preferred algorithm for ATLAS physics results the
calibration of the visible cross section is found to be σvia = 41.67 ± 1.40 mb. The dominant systematic
uncertainty on that number is due to the determination of the bunch charge product (n1n2), which is
conservatively estimated to have a systematic uncertainty of 10%. Other sources of systematic uncertainties
include transverse correlations (correlation in the profile of the luminous region between the horizontal and
vertical axes), emittance growth and µ dependance.
3.3.6 Trigger
Given the data storage and readout limitations, it is necessary to go from the initial BC rate of 40 MHz down
to ∼ 300 Hz for permanent storage. The ATLAS trigger (organized in three levels) and data-acquisition
system has been designed to accomplish this task with high efficiency.
The first-level (LVL1) trigger is implemented in hardware and uses a subset of the detector information
to reduce the rate to at most 75 kHz. The LVL1 trigger makes an initial selection using reduced granularity
information from a subset of detectors, and based on combinations of objects required in coincidence or
veto. Hight pT muons are identified using the trigger chambers, RPCs in the barrel, and TGCs in the end-
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caps. The calorimeter selections are based on reduced granularity information from the ATLAS calorimeters.
Information is available for a number of sets of pT thresholds. The inputs to the calorimeter trigger system
are analogue signals from trigger towers with a typical granularity of ∆η ×∆φ = 0.1 × 0.1. Digital signal
processing is applied to extract the ET for calorimeter pulses and to assign it to the correct BC. In the
subsequent processing a search for high pT electrons/photons and hadrons/taus, and high ET jets, using
full granularity trigger-tower information, is performed. Each of the eight sets of thresholds available for
the electron/photon trigger, can be programmed independently and consists of a threshold on the ET of the
cluster, an isolation threshold on the surrounding ET in the EM calorimeter, and a “hadron-veto” threshold
on the ET in the associated hadron-calorimeter towers. For the jet trigger there are eight thresholds that
can be programmed independently and to which the ET in ‘jet-windows’ is compared. The jet-window size
is also programmable. The muon triggers receives as input the pattern of hit strips in the RPC chambers,
and wire groups in the case of the TGC detectors. The timing resolution is sufficiently good that the
trigger can, with very high probability, identify the BC that contained the muon. The trigger searches for
patterns of hits consistent with high pT muons originating from the interaction region. The logic provides
six independently programmable pT thresholds. The muon trigger system is subdivided into a part specific
of the RPC detectors, a part specific of the TGC detectors, and a part that combines information from the
full system [73].
The LVL1 trigger is followed by two software-based trigger levels that together reduce the event rate
to ∼ 300 Hz. The level-2 (LVL2) trigger makes use of “region of interest” information provided by the
LVL1 trigger. This includes information on the position and pT range of candidate objects, and energy
sums. Unlike the LVL1 trigger, the LVL2 trigger has access to all of the event data, if necessary with the
full precision and granularity. In the case of muon triggers, rejection power at LVL2 comes from sharpening
the pT threshold (using information from the precision chambers), and from applying isolation requirements
(using calorimeter information). For isolated electrons, rejection power at LVL2 comes from using the full
granularity calorimeter information and the inner detector. A localized, isolated (hadronic) calorimeter clus-
ter with a matching high pT track is required. For the jets, being the dominant high pT process at the LHC,
much less rejection power is possible. At the third trigger level, the event filter (EF), the full event data are
used together with the latest available calibration and alignment information to make the final selection of
events to be recorded for oﬄine analysis [74].
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Chapter 4
Monte Carlo Simulation Samples
4.1 Introduction
Event generation consists of the production of a set of particles which is passed to detector simulation. Each
generated event contains the particles from a single interaction with a vertex located at the geometrical
origin. Several modifications, to account for the beam properties, are applied to the event before it is passed
to simulation. Particles with a life time cτ > 10 mm are considered stable by the generator, since they can
propagate far enough to interact with the detector material before decaying. Their decays are then han-
dled by the simulation. Generators produce complete events starting from proton-proton, proton-nucleus or
nucleus-nucleus initial states [75].
Several physics aspects must be considered by an event generator in the description of a typical high-
energy process. In colliders, like the LHC, two beams particles come in towards each other. Each particle
can be characterized by a set of parton distributions, defining the partonic substructure in terms of flavor
composition and energy sharing. The initial-state shower is built up by one parton from each beam, which
initiates one shower starting off a sequence of branchings (such as q → qg). Then, one incoming parton from
each of the two showers enters the hard process. Here, a number of outgoing partons are produced. The
nature of the hard process determines the main characteristics of the event. The hard process may produce
a set of short-lived resonances (like W/Z-bosons) whose decay into normal partons has to be considered
in close association with the hard process itself. The outgoing partons may radiate or decay building up
final-state showers. Further semi-hard interactions can occur between the other partons of the two incoming
hadrons. Many of the produced hadrons are unstable and decay. When a shower-initiator parton is taken
out of a beam, a beam remnant is left behind. This beam remnant may have an internal structure and a
net color charge that relates it to the rest of the final state, forming part of the same fragmentation system.
These additional hard or soft scattering processes comprise the underlying event. It must also be taken into
account that QCD confinement mechanism ensures that the outgoing quarks and gluons are not observable,
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but instead fragment to color neutral hadrons [76].
Hard Processes
There are many different possible hard processes. They can be classified according to the number of final-
state objects. The more particles in the final-state, the more complicated phase space. Similarly, they can
be classified according to the physics scenario:
• Hard QCD processes (e.g. qg → qg).
• Soft QCD processes (e.g. diffractive and elastic scattering).
• Heavy flavor production (e.g. gg → tt¯).
• Prompt-photon production (e.g. qg → qγ) and photon-induced processes (e.g. γg → qq¯).
• Vector boson production (e.g. qq¯ →W+W−).
• SM Higgs production (if Higgs is reasonably light and narrow, it can still be considered a resonance).
• Some BSM scenarios (e.g. SUSY, production of new gauge bosons, non standard Higgs production,
leptonquark production).
The list above is not exhaustive.
Parton Distributions
The cross section for a processes ij → k is given by:
σij→k =
∫
dx1
∫
dx2f
1
i (x1)f
2
j (x2)σˆij→k. (4.1)
Here σˆij→k is the cross section for the hard partonic process. fai (x) are the parton-distribution functions
(PDF), which describe the probability to find a parton i inside beam particle a, with parton i carrying
a fraction x of the total a momentum. Parton distributions also depend on some momentum scale, q2,
that characterizes the hard process. Since a derivation of hadron PDFs from first principles does not yet
exist, it is necessary to rely on parameterizations, where experimental data are used in conjunction with the
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evolution equations for the q2 dependance. The composite structure of hadrons allow for multiple parton-
parton scatterings to occur, in which case correlated parton distributions should be used to describe the
multi-parton structure of the incoming beam.
Initial- and Final-State Radiation
In every process that contains colored and/or charged objects in the initial or final state, gluon and/or photon
radiation may give large corrections to the overall topology of events. As the collision energy increases, hard
emission of this kind becomes more important, relative to fragmentation, in determining the event structure.
Two approaches are used to model the perturbative corrections. One is the matrix-element method, in which
Feynman diagrams are calculated, order by order. This is, in principle, the correct approach, since it takes
into account exact kinematics, and the full interference and helicity structure. However, these calculations
are increasingly difficult in higher orders, in particular for loop graphs. The second possible approach is
the parton-shower one. Here an arbitrary number of branchings of one parton into two, or more, may be
combined, to yield a description of multijet events, with no explicit upper limit on the number of partons
involved. Approximations derived by simplifying the kinematics, and the interference and helicity structure,
are used.
Hadronization
QCD perturbation theory, formulated in terms of quarks and gluons, is valid at short distance. At long
distances, QCD becomes increasingly interactive, breaking down perturbation theory. In this confinement
regime, the colored partons are transformed into colorless hadrons, a process called hadronization or frag-
mentation. The tight cone of particles created by the hadronization of a single quark is called a jet. The
hadronization process can not be derived from first principles, therefore different phenomenological models
are used to implement it in the MC. All current models are of a probabilistic and iterative nature. For
the description of soft scattering, parton shower modeling provides a relatively good description of collision
physics, but not as good for hard scattering events. In such case, higher-order perturbative calculations of
the hard scattering matrix element are needed. There are two main approaches for this: CKKM scheme and
the MLM scheme [89]. In both cases different jet multiplicities from matrix elements are combined, without
double counting with the parton shower emission.
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Decays
A large fraction of the particles produced by fragmentation are unstable and they subsequently decay into
the observable stable ones. Generators must then include all particles with their proper mean mass, width
and decay properties. Normally it may be assumed that the decay products are distributed according to
phase space. However in some cases additional requirements are necessary. For instance, particles may also
be produced polarized and impart a non-isotropic distribution to their decay products.
Simulated Monte Carlo (MC) samples required for the analysis of data collected during 2011 were ge-
nerated to model both FCNC signal events and certain backgrounds. Alternative MC samples were also
generated to evaluate various systematic uncertainties. All MC samples are processed with the GEANT4 [77]
simulation of the ATLAS detector [75] and are reconstructed with the same algorithms used for the data.
4.2 Signal
MC simulation samples of top quark pair production, with one of the top quarks decaying through FCNC
to Zq while the other decays according to the SM preferred mode, Wb, were generated with TopRex [78].
The FCNC top quark decay is expressed in terms of the anomalous couplings to the Z-boson through the
expression [44]:
Γ(t→ qZ)γ =
(|vZtq|2 + |aZtq|2)αm3t 1
4m2Z sin
2 2θW
·
(
1− m
2
Z
m2t
)2(
1 + 2
m2Z
m2t
)
and (4.2)
Γ(t→ qZ)σ =
(
κZtq
Λ
)2
αm3t
1
sin2 2θW
·
(
1− m
2
Z
m2t
)2(
2 +
m2Z
m2t
)
, (4.3)
where Λ is an energy scale 1. The anomalous couplings were set to κZtq = 0.1, with Λ = 1 TeV. Only decays
of the W - and Z-bosons involving charged leptons were generated (Z → ee, µµ, ττ and W → eν, µν, τν).
It was checked at parton level that changing the coupling values did not significantly change the signal
kinematics 2. This is important because it implies that the sensitivity of this analysis does not depend on
the coupling values, given that in a counting experiment, such as this one, the results depends only the
final signal acceptance. Table 4.1 shows the FCNC widths and BR obtained for several coupling values as
1The couplings are constants corresponding to the first expansion in momenta. The Γγ width is related to the γµ couplings
that vanish at tree level by the GIM mechanism, and the Γσ width is related to the non-renormalizable σµν terms that do not
appear in the SM Lagrangian.
2This holds even when large values of κ are used. In the case of large κ, the only visible effect is on the top quark width,
simply because larger κ translates into larger branching rations, therefore larger partial widths.
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κ f FCNC partial width (GeV) FCNC BR total width (GeV)
0.6 0.71 9.8×10−1 3.98×10−1 2.46
0.3 0.71 2.5×10−1 1.42×10−1 1.72
0.1 0.71 2.7×10−2 1.81×10−2 1.50
0.1 0 2.7×10−2 1.81×10−2 1.50
0.1 1 2.7×10−2 1.81×10−2 1.50
0.01 0.71 2.7×10−4 1.84×10−4 1.48
0.001 0.71 2.7×10−6 1.84×10−6 1.48
Table 4.1: FCNC widths and BR obtained for several coupling values as reported by TopReX for tt¯→ bWqZ.
reported by TopRex. Relevant kinematical distributions obtained with these coupling values are shown in
Figure 4.1.
The MRST2007 LO* [79] PDF set was used with the TopRex generator. All signal events were hadronized
with PYTHIA 6.421 [76]. The masses of the top quark, W -boson and Z-boson were set to 172.5 GeV,
80.4 GeV and 91.2 GeV, respectively.
To study the effect of the uncertainty due to the uncertainty on the top quark mass, samples with top
quark masses of 170 GeV and 175 GeV were also generated. The uncertainty due to initial- and final-state
radiation (ISR/FSR) was evaluated using the AcerMC generator [80] interfaced with PYTHIA, and by varying
parameters controlling ISR and FSR in a range consistent with those used in the Perugia Hard/Soft tune
variations [81] and with experimental data [82].
4.3 Background
MC simulation samples were also generated for those SM processes with final-state topologies similar to the
signal. As it will be explained in Chapter 6 these processes include events with three final state charged
leptons, events with two final state charged leptons and at least one jet being misidentified as a lepton and
events with four leptons in which one is not reconstructed.
Diboson events (WW , WZ and ZZ) were produced using ALPGEN 2.13 [83]. The CTEQ6L1 [84] PDF was
used, and up to three additional partons from the matrix element were simulated. The parton shower and
the underlying event were added using HERWIG v6.510 [85, 86] and the JIMMY [87] underlying event model
with the AUET1 tune [88] to the ATLAS data.
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The ALGPEN program with HERWIG showering and the JIMMY underlying event model with the AUET1 tune
was also used to generate single vector boson + jets. MLM matching [89] was applied inclusively for the
W+five partons production and exclusively for the lower multiplicities sub-samples 3. The additional par-
tons produced in the matrix element part of the event generation can be either light partons (W+jets and
Z/γ+jets) or heavy quarks (W+c+jets, W+cc¯+jets, W+bb¯+jets, Z+cc¯+jets and Z+bb¯+jets). The inclu-
sive W and Z/γ production samples were obtained from the full set of the parton multiplicity sub-samples
belonging to the same production process including both extra jets and the heavy quark plus jets processes.
The tt¯ and single-top events were generated using the MC@NLO generator v3.41 [90–92] with the CTEQ6.6 [93]
PDFs. The parton shower and the underlying event were added using HERWIG v6.510 and JIMMY generators
as described above. The tt¯ production cross section was normalized to the approximate next-to-next-to-
leading-order (NNLO) prediction of 164.6 pb, obtained using the HATHOR tool [94]. The cross sections for
single-top production were normalized to the approximate NNLO predictions of 64.6 pb [95], 4.6 pb [96] and
15.7 pb [97] for t-channel, s-channel and associate Wt production, respectively.
Events with tt¯+W and tt¯+Z production, including those with extra jets in the final state, were generated
using MADGRAPH 4.4.62 [98]. Parton showering was added using PYTHIA.
All decay modes of the W - and Z-bosons to charged leptons were considered in the generation and si-
mulation of the background samples used.
4.4 Pile-up Correction
The MC samples used in the analysis include the simulation of additional pp interactions in the same BC
as the event in hand. This effect, in-time pile-up, is simulated by adding minimum bias events to the main
simulated process. Out-of-time pile-up, the effect of collisions in neighboring BCs, is also considered. A
single pile-up configuration corresponding to the LHC running with 50 ns bunch separation is used. For the
case of in-time pileup, PYTHIA6 minimum bias events are used and variable pile-up rates are assumed. The
number of minimum bias events added to each simulated event is chosen according to a Poisson distribution
with average of number of interactions, 〈µ〉. In MC 〈µ〉 is varied from 0 o 18 to describe the various conditions
3Inclusively in this case means that all the resulting samples from n = 0, . . . , N partons are combined.
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of LHC luminosity. In the collision data, 〈µ〉 is estimated for each luminosity block:
〈µ〉 = Linst × σtotal
nbunches × frev , (4.4)
where Linst is the instantaneous luminosity measured in the luminosity block, nbunches is the number of
colliding bunches, frev is the revolution frequency and σtotal = 71.5 mb
−1 is the total inelastic cross section.
The 〈µ〉 distribution for the 2.1 fb−1 of data and MC is shown in Figure 4.2. The simulated events are
weighted such that 〈µ〉 for MC matches the distribution in the data.
4.5 Scale Factors
Data-to-MC scale factors, εdata/εMC, are applied to the MC samples to account for small differences in
efficiencies between data and MC simulation. The efficiencies considered are: trigger, identification, recon-
struction and heavy-flavor tagging. Similarly, the energy scale and resolution for the different reconstructed
objects, in the kinematic range of interest for top events, are derived from data. This will be explained in
more detail in Section 5.3.
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Figure 4.1: Some relevant kinematic quantities for different TopRex coupling values for the t→ qZ channel:
mass of the top quark (a) with FCNC decay and (b) with SM decay; transverse momenta distributions of
(c) the FCNC decaying top quark, (d) the SM decaying top quark, (e) the b-quark from SM decaying top
quark, (f) the quark and the (g) Z from the FCNC decaying top quark, (h) the W boson from the SM
decaying top quark and i) the decay products of the Z boson.
48
>µ<
0 2 4 6 8 10 12 14 16 18 20
Fr
ac
tio
n 
of
 E
ve
nt
s
0
0.02
0.04
0.06
0.08
0.1
0.12
MC10B
ATLAS             Internal
(a)
>µ<
0 2 4 6 8 10 12 14 16 18 20
]
-
1
bµ
R
ec
or
de
d 
Lu
m
in
os
ity
 [
0
10
20
30
40
50
60
610×
-1
 L dt = 2.1 fb∫
ATLAS             Internal
(b)
Figure 4.2: Average number of interactions per bunch crossing distributions in (a) MC and in (b) data. The
MC is weighted to match this 〈µ〉 distribution between data and MC. The average number of interactions
assumed when the MC was generated is larger than the number seen in the collision data.
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Chapter 5
Event Selection
5.1 Introduction
The search for FCNC in top quark decays is done in tt¯ pairs, with one top quark decaying through FCNC
(t → Zq) and the other through the SM dominant mode (t → Wb). The final state topology is then de-
fined by the decay of the W - and Z-bosons. Even though hadronic decays have larger branching fractions,
hadronic final states are rather difficult to isolate from background due to large multijet background in
hadron colliders. Hence, this analysis is limited to the decay channels in which the Z-boson decays into
a pair of opposite charge leptons, and the W -boson decays to one lepton and its corresponding neutrino,
namely: Z → l+i l−i , and W± → l±j ν, where i and j can be any of the lepton types, and are not necessarily
different. Thus the final state is characterized by three isolated leptons, two of them reconstructing the
Z-boson, large missing transverse energy, EmissT (from the undetectable neutrino from the W -boson decay),
and at least two jets (one of them a b-jet). The final state topology is illustrated in Figure 5.1.
Figure 5.1: Final state signature.
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5.2 Trigger
This analysis requires collision data selected by inclusive single electron and muon triggers, with pT thresholds
of 18 GeV for muons and 20 or 22 GeV for electrons, depending on the data taking period. Specifically, the
lowest unprescaled trigger chains are used. To ensure that the event is triggered by the lepton candidates
selected by the analysis (see Section 5.3), one of the leptons and the trigger object are required to match
within ∆R < 0.15.
5.3 Object Definition
After the oﬄine reconstruction, additional requirements are applied to the reconstructed objects. Moreover,
to increase the acceptance of the analysis, leptons are also selected based purely on the inner detector track
information. Thus, leptons are selected either using the full ATLAS detector, including the inner detector,
calorimeter and muons spectrometer (‘identified leptons’ or ‘ID leptons’), or using only a high quality inner
detector track (‘track leptons’ or ‘TLs’). These TLs recover areas of inefficiency in the standard lepton
identification algorithms and also have sensitivity to hadronic tau decays.
5.3.1 Muons
Muons are detected and measured in the muon spectrometer, which is instrumented with separate trigger
and high-precision tracking chambers. Muon momentum is measured via the curvature of the trajectory in
the toroidal magnetic field on the spectrometer and the solenoidal field of the inner detector. In the case
of muon, tracks from both the muon spectrometer and the inner detector are matched to give combined
tracks. Only muons passing tight track quality requirements are considered. Muon candidates are required
to have a transverse momenta larger than 20 GeV. Due to the geometrical constraints of the inner detector
fiducial region, muons must have |η| < 2.5. Both calorimeter- and track-based isolation requirements are
applied to the muons, to select candidates consistent with originating from W - and Z-bosons decay. The
track-based isolation, defined as the sum of transverse momenta of tracks with pT > 1 GeV, inside a cone of
size ∆R = 0.3 around the muon, must be less than 4 GeV. Similarly, the energy deposited in the calorime-
ter inside a cone of size ∆R = 0.3 around the muon (ignoring the energy of the muon), i.e. calorimeter
isolation, must be less than 4 GeV. Additionally, to further reject muons from heavy flavor decays, muon
candidates must have a distance ∆R > 0.4 from any jet with pT > 20 GeV. Muons arising from cosmic
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Variable Cut
pT >20 GeV
Type MuID tight
Calorimeter Isolation, ∆R < 0.3 <4 GeV
Track Isolation, ∆R < 0.3 <4 GeV
Fiducial |η| < 2.5
|d0| <0.5 mm
Hit requirements
b-layer hits ≥ 0
pixel hits ≥ 2
SCT hits ≥ 6
if |η| < 1.9, TRT hits ≥ 6
Table 5.1: Muon selection requirements.
rays are rejected by removing candidate pairs that are back-to-back in the r − φ plane and with transverse
impact parameters relative to the beam axis |d0| > 0.5 mm. Finally, a standard set of hit requirements are
imposed: at least one hit in the inner most pixel layer (b-layer), except in regions where no b-layer is present,
at least two pixel hits, at least 6 SCT hits, and an η-dependent TRT hits requirement (to take into account
the limited TRT coverage). Due to an issue related to the trigger simulation in MC samples, events with a
muon with pT > 150 GeV are not considered in the analysis. The muon selection is summarized in Table 5.1.
Scale Factors
Muon reconstruction scale factor are measured as a function of muon η to correct the efficiency in the MC
to that in the data. They are consistent with unity throughout the η range. Both trigger and identification
efficiencies for the selection given above are measured for already formed combined muon tracks. The trigger
efficiency is measured for the trigger chain used in this analysis, with threshold at 18 GeV, in Z → µµ events
selected in data and MC, as a function of η, φ and pT . The technique used to measure this single object
trigger efficiency is denoted “tag&probe”. Here, the tag-muon is an ID muon, whereas the probe-muon is
selected with a subset of the ID muon criteria (‘loose muon’). Events with a tag&probe pair with invariant
mass inside a window around the mZ = 91.2 GeV are selected. This sample makes the denominator of the
efficiency. The numerator consists of those loose muons passing the ID muon selection too. The data and
MC efficiencies are shown in Figure 5.2 as a function of those variables. As seen there, a dependence of
the scale factor on the muon pT is observed in the barrel, but not in the end-caps. This, however, is only
consequence of an extrapolation error affecting combined muon triggers in this region. This error was not
present in data, and it affects mostly high pT muons. Given that the pT range of muons from Z-boson
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decays is limited due to limited number of MC events available, the behavior of the simulated efficiency
after ≈ 150 GeV can not be studied. Because of this, events with muons with pT > 150 GeV are vetoed.
The trigger efficiencies are provided as a function of η and φ, and separated into three pT bins, [20-60 GeV],
[60-120 GeV], and > 120 GeV.
)µ (Probe η
-3 -2 -1 0 1 2 3
∈
0
0.2
0.4
0.6
0.8
1
1.2
1.4
mc
data
(a)
)µ (Probe φ
-3 -2 -1 0 1 2 3
∈
0
0.2
0.4
0.6
0.8
1
1.2
1.4
mc
data
(b)
) [GeV]µ(Probe 
T
p
20 40 60 80 100 120 140 160 180 200
∈
0
0.2
0.4
0.6
0.8
1
1.2
mc
data
(c)
) [GeV]µ(Probe 
T
p
20 40 60 80 100 120 140 160 180 200
∈
0
0.2
0.4
0.6
0.8
1
1.2
mc
data
(d)
Figure 5.2: Comparison of trigger efficiency for data (black) and MC (red) as a function of (a)η, (b)φ and
pT of muons in the (c) barrel and (d) end-caps.
The muon identification efficiency is also extracted from a fit to the invariant mass of Z → µµ events. No
dependence is observed on the isolation cuts. These scale factors are constant for all muons and measured
in two periods of data taking. The muon identification efficiency measured in the first 0.7 fb−1 of data are
shown in Figure 5.3.
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Figure 5.3: Muon identification efficiency for data (black dots) and MC (yellow rectangles), as a function
of (a) η(µ) and (b) pT (µ). The data uses 0.7 fb
−1 of 2011 collision data. The MC includes all background
contributions.
Momentum Scale and Resolution
At the same time, the scale and resolution of the muon momentum distributions are corrected on MC, to
match those observed in data. This is done for the inner detector and the muon spectrometer tracks used
in the muon combined track separately. This correction is done before the selection of muons.
5.3.2 Electrons
Electron candidates are found as clusters in the EM calorimeter, with a matching track in the inner detector.
Additional cuts on shower shapes (lateral and longitudinal shower profiles) and on information from the re-
constructed track are applied to further reject fake electrons (e.g. photons). Stringent quality requirements
on conditions of the EM calorimeter at the time of the data taking are applied to ensure a well measured
energy. A tight selection using calorimeter, tracking and combined variables is used to provide good separa-
tion between signal electrons and background. As for muons, electrons are required to have high transverse
momentum and be isolated in order to suppress backgrounds from misidentified jets. Electron candidates
are required to have ET > 20 GeV where ET is constructed as ET = Ecluster/ cosh(ηtrack), meaning from the
calorimeter cluster energy Ecluster and the direction of the electron track, ηtrack. The isolation requirement
is calorimeter-based only: the transverse energy deposited in the calorimeter not associated to the electron
is summed in a cone of radius ∆R = 0.2 around the electron and is required to be less than 3.5 GeV1. To
1the calorimeter isolation of electrons is corrected for additional energy deposit from pile-up events and energy leakage into
the isolation cone.
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Variable Cut
ET >20 GeV
Type Electron tight
Calorimeter Isolation, ∆R < 0.2 <3.5 GeV
Fiducial
|η| < 2.47
1.37 < |η| < 1.52 excluded
Table 5.2: Electron selection requirements.
avoid regions of low efficiency in the EM calorimeter, only candidates with |ηcluster| < 2.47, excluding the
crack region 1.37 < |ηcluster| < 1.52, are selected. The electron selection is summarized in Table 5.2. Note
that, to ensure events are triggered with high efficiency, in the data periods with higher electron trigger
thresholds, trigger objects that are electrons are required to have ET > 25 GeV.
Scale Factors
For those electrons passing the selection given above, the trigger efficiency is measured in both data and
MC. Then, a scale factor to account for any difference between data and MC efficiencies in trigger match-
ing is used. The efficiency of the trigger (εtrig) and the data-to-MC efficiency ratio is measured using the
tag&probe method in Z → ee events. This is, using the probe leg in Z → ee events in 18 bins of |η| (cluster
position) and is found to be in the plateau for (ET > 25 GeV), with εtrig ≃ 98% and SFtrig(η) = εdatatrig /εMCtrig
within 2% from unity for all but the very forward (|η| > 2) regions. W → eν events were also used in this
efficiency study.
In the case of electron identification and reconstruction, the MC is generally seen to model the data
well, with a few exceptions mainly regarding the lateral development of showers and the TRT in the end-
caps. Scale factors are derived to parameterize the different efficiency between data and MC. The electron
reconstruction efficiency, including track quality cuts, is measured in three |η| regions and the scale factor
is found to be consistent with unity, except for |η| > 2.37, where it is ≃ 0.97. The electron identification
efficiencies and scale factors are measured in 18 η bins (plus two for the calorimeter gap) and six ET bins.
When measuring versus one variable the SF is integrated over the other, so that η and ET are treated as
uncorrelated. Figure 5.4 shows the identification scale factors as a function of the electron η and ET .
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(a) (b)
Figure 5.4: Electron identification scale factors (a) versus η (with ET between 20 and 50 GeV) and (b) versus
ET (for all η). The blue points, corresponding to the ‘tight’ selection are the relevant for this analysis.
Energy Scale and Resolution
Measurements of the electron energy scale and resolution, in a kinematic range comparable to that of elec-
trons from top decays, are derived using a Z-boson mass of 91.19 GeV. The energy scale is corrected in data
as a function of the electron ηcluster, φcluster and ET . Similarly, energy smearing is applied to the electrons
in MC to match the energy resolution in data. This correction is done before the selection of electrons.
5.3.3 Track-Leptons
Charged particles tracks are reconstructed, and their momenta measured, in the inner detector and the
solenoid field. TL candidate selection comprises a series of cuts optimized for high efficiency and low fake
rate. The transverse momenta of these tracks is required to be larger than 25 GeV. The higher pT threshold
partially compensates for the larger fake rate of TLs with respect to ID leptons. The candidates must also
have at least six pixel + SCT hits and at least one hit in the b-layer. As for muons, this requirement
is imposed only in regions where a b-layer hit is expected. They also must have |d0| < 0.2 mm and the
uncertainty on the q/p measurement must be less than 20%. The isolation requirement for TL candidates is
track-based only: the sum of pT of tracks inside a cone of ∆R = 0.3 must be less than 2 GeV. In this case
only tracks with pT > 1 GeV and at least one pixel or SCT hit are used. The TL selection is summarized
in Table 5.3. In order to ensure full orthogonality between TL candidates and ID lepton candidates, TLs
within ∆R < 0.05 of any ID lepton candidates are removed. TLs surviving this overlap removal are referred
to as ‘exclusive TLs’.
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Variable Cut
pT >25 GeV
Track Isolation, ∆R < 0.3 <2 GeV
Number of pixel+SCT hits >6
Number of b-layer hits >0
|d0| <0.2 mm
σ(q/p)/(q/p) <0.2
Track comes from PV with ≥5 tracks
Table 5.3: TL selection requirements.
Scale Factors
As it is done for electrons and muons, data-to-MC identification and reconstruction scale factors are mea-
sured for TLs in Z → ee and Z → µµ. In this case an ID lepton, electron or muon, is used as the tag leg,
while the other is defined using either only calorimeter information, in the case of Z → ee, or only muon
spectrometer information, in the case of Z → µµ. The positive or negative leg is randomly chosen. The
efficiency was measured in 0.7 fb−1 of data, a subset of the full data set used in the analysis. The efficiency
measurement in data and MC for Z → µµ events is shown in Figure 5.5 as a function of pT , number of good
primary vertices, η and φ. Where a ‘good primary vertex’ is one with more than four tracks (pT > 400 MeV)
associated to it. The integrated scale factor is found to be 0.997 ± 0.002. Figure 5.6 shows the same plots
for Z → ee events. In this case, the integrated scale factor is measured to be 1.047± 0.005. The decrease of
efficiency with increasing number of primary vertices, observed both in data and MC, is due to the failure
of the isolation requirement in events with large number of tracks from pile-up interactions. Because it is
well modeled in MC, the scale factors have little or no dependence on the number of primary vertices. In
the case where the TL in MC is a hadron (rather than an electron or a muon), the scale factor derived from
Z → µµ events is used, because the main difference in the inner detector is the amount of bremsstrahlung
radiation vs. ionization, and in this respect hadrons in the inner detector behave more similarly to muons.
5.3.4 Jets
The very high lateral granularity and the several samplings in depth of the ATLAS calorimeters allow efficient
jet reconstruction over |η| < 3.2. Additionally, the forward calorimeters cover a region of 3.2 < |η| < 4.9 and
have sufficient granularity so that jets with small polar angles can be reconstructed with reasonable accuracy.
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Figure 5.5: TL efficiency measured from Z → µµ events in data (black) and MC (red).
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Figure 5.6: TL efficiency measured from Z → ee events in data (black) and MC (red).
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Jets in this analysis are reconstructed with the anti-kt algorithm with a radius parameter R = 0.4 [99],
starting from energy clusters in the calorimeter reconstructed using the scale established for electromagnetic
objects. Jets are then calibrated with MC simulation-based pT - and η-dependent correction factors to
restore them to the full hadronic energy scale [100]. Jet quality criteria are applied to reject jets that could
not be associated to in-time real energy deposits in the calorimeters. These faulty jets could arise from
various sources ranging from temporary hardware issues in the calorimeter, the LHC beam conditions and
the showers induced by cosmic-ray muons. Jets are removed if they are within ∆R = 0.2 of a well-identified
electron candidate, or within ∆R = 0.4 of a TL candidate. Finally, jets are required to have pT > 25 GeV
and |η| < 2.5 (in the following referred to as ‘ID jets’).
Momentum Resolution
For the case of jets in the MC, a correction on the energy resolution is also applied to match that of the
data. This smearing is done before the jet selection.
5.3.5 Missing Transverse Energy
A good measurement of EmissT is an important requirement for the successful identification and reconstruction
of tt¯ events. Mismeasured EmissT can significantly enhance backgrounds, like multijets or Drell-Yan, where
no real EmissT is present. The E
miss
T for this analysis is formed from the negative vector sum of transverse
momenta of all jets with pT > 20 GeV and |η| < 2.5. The contribution from cells associated with electron
candidates is replaced by the candidates’ calibrated transverse energy. The contribution from all ID muons
and other calorimeter clusters, including those not belonging to a reconstructed object, is also included. To
suppress backgrounds from Drell-Yan decaying into a pair of muons, where one muon is a TL that is not
accounted for in the EmissT reconstruction, the E
miss
T is corrected in events with a TL and an opposite-sign
ID muon, with the pT of the TL if the ∆φ between the E
miss
T and the TL direction is less than 0.15 and
there is no ID lepton within ∆R < 0.05 of the TL (in which case the correction already has been taken care
of by the EmissT algorithm). The correction is as follows:
Emissx → Emissx − pTLx ,
Emissy → Emissy − pTLy .
(5.1)
Figure 5.7 shows the EmissT distribution for Drell-Yan events selected in data, where the effect of this
correction can be fully appreciated. In the majority of cases of the 2ID+TL events selected in the data, the
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Z-boson candidate is formed by two ID leptons, and thus the correction is rarely used there. On April 30th
2011, six of the front end boards (FEBs) were lost due to a problem with a controller board. This problem
was fixed on July 13th, 2011. The dead electronics were not originally modelled in the MC samples used.
The effect to be considered is the impact of the jets mis-measured due to the dead FEBs, and the electrons
mis-measured or missing due to the dead FEBs. A correction on MC is implemented by removing events
with the jets with pT > 20 GeV directed at the dead region (with a distance ∆R < 0.1). E
miss
T > 20 GeV is
required, after all corrections.
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Figure 5.7: EmissT distribution for events in the data with two opposite charge leptons with invariant mass
within 15 GeV of mZ = 91.2 GeV. In black events with two ID muons, in which case the E
miss
T has been
properly corrected for. In red events with one muon and one exclusive TL without the correction described
by Equation 5.1, and in blue, those events after that correction.
5.4 Heavy Flavor Tagging
To suppress the relatively high backgrounds in which TLs do not come from W - or Z-boson decay, b-tagging
is employed. Events are required to have at least one jet consistent with originating from a b-quark. Jets
are identified as b-quark candidates (‘b-tagged’) by an algorithm (IP3D+SV1 tagger) [101] that forms a
likelihood ratio of b- and light-quark jet hypotheses using a variety of kinematic variables such as the signed
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impact parameter significance of well measured tracks associated with a given jet, the decay length signif-
icance associated with a reconstructed secondary vertex and the invariant mass of all tracks associated to
the secondary vertex. The cut on the combined likelihood ratio has been chosen for this analysis such that
a b-tagging efficiency of ≈ 80% per b-jet in tt¯ candidate events is achieved. Other values of interest, such as
purity and rejection factors (RF), are shown in Table 5.4.
IP3D+SV1 Tagger
b-jet efficiency purity light-quark RF c-quark RF τ RF
0.80 0.76 11 3 4
Table 5.4: Parameters of the b-tagger at the chosen working point, measured in tt¯ candidate events in a MC
sample.
Scale Factors
The performance estimates of the b-jet tagger are derived on data samples. Ideally, the performance of any
b-tagging algorithm depends only on the jet properties and is independent of any other characteristics of
the event. Even though this is unlikely to be satisfied, it is hoped that such dependencies are properly des-
cribed in simulated samples. Data-to-MC tagging and mis-tagging efficiency scale factors relate efficiencies
measured in data to their counterparts in MC. These scale factors are applied to MC samples used in the
2ID+TL analysis, where b-tagging is used.
5.5 Data Sample
This search for FCNC top quark decays is done in
√
s = 7 TeV pp collisions data taken by ATLAS between
March and August 2011. Only the periods in which all relevant detector components were operating properly
are used, resulting in a data sample with a total integrated luminosity of 2.1 fb−1. The uncertainty on this
integrated luminosity is 3.7% [72]. Figure 5.8 shows the cumulative luminosity per day (for the data periods
used in this analysis) before the good run selection. The mean number of interactions per bunch-crossing
(pile-up) varies between 5.7 and 7.1 for the different data-taking periods as was shown in Figure 4.2(b).
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Figure 5.8: Cumulative luminosity versus day delivered to (green), and recorded by ATLAS (yellow) during
stable beams and for pp collisions at 7 TeV center-of-mass energy in 2011.
5.6 tt¯ Signal
As mentioned above, in order to reduce contribution from multijet background, only leptonic decays of the
W - and the Z-boson are considered signal. Therefore, for the event selection, three high pT leptons, at
least two jets and relatively high EmissT are required. The event selection is finalized with the reconstruction
of the two top quarks, and corresponding constrainst on their masses. There are two base-line analyses
for this search. The first one, ‘2ID +TL’ selects two isolated, fully reconstructed ID leptons, and one TL,
whereas the second one, ‘3ID’, selects three ID leptons. Given that the selected TL in the 2ID+TL analysis
is required to be exclusive of any electron or muon selected by the 3ID analysis, these two channels are
orthogonal. The 2ID+TL channel increases the acceptance with respect to the 3ID channel alone by 22%.
This thesis fully describes the 2ID+TL analysis, however, a brief description of the 3ID analysis is presented
in Section 5.6.2 for completeness, given that the final result arises from a combination of both channels.
5.6.1 2ID + TL Analysis
Event Preselection
At the preselection level, events are required to pass one of the single-lepton triggers, as described in Sec-
tion 5.2, with the corresponding matching lepton candidate. To reject events from non-collision background,
events are also required to have at least one good primary vertex. Events are discarded if any jet with
pT > 20 GeV fails quality cuts designed to reject jets arising from calorimeter noise or activity inconsistent
with the bunch-crossing time [100, 102]. If an electron candidate and a muon candidate share a track, the
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event is also discarded. Events with noise bursts in the LAr calorimeter are removed. Events with exactly
three leptons, two ID leptons and one exclusive TL, are selected. The three leptons have to be matched
to the same good primary vertex, which suppresses events from pile-up and secondary interactions. The
TL is required to have pT > 25 GeV, whereas the ID leptons are required to have pT > 20 GeV. At least
two ID jets and EmissT > 20 Gev are required. At least one of the ID jets in the event must be b-tagged.
The preselection is completed by requiring at least two leptons of the same flavor and opposite charge, to
account for the Z-boson from the FCNC decay of one of the top quarks. For this requirement, the TL (of
unknown flavor) it is assigned the flavor of the lepton with which it is paired. In 2.05 fb−1 there are a total
of 28 events passing the preselection criteria and an expected background of 26.5 ± 4.9. The details of the
background evaluation are given in Chapter 6. Distributions of relevant variables obtained after these cuts
are shown in Figure 5.9.
Event Reconstruction
To complete the event selection the mass of the two top quarks can be reconstructed from the corresponding
decay particles, taking advantage of the energy-momentum conservation. Background events are expected to
fit less well with the tt¯ hypothesis, this provides an opportunity for furher signal and background separation.
Given that the neutrino from the SM single lepton decay of the top quark (t→Wb→ bℓν) goes undetected,
its four-momentum needs to be evaluated. This can be done by assuming the EmissT to be the neutrino
transverse momentum, pνT . The longitudinal component of the neutrino momentum (p
ν
z) is then determined
together with the choice for the jet and lepton combination by minimizing the following expression:
χ2 =
(
mrecojaℓaℓb −mt
)2
σ2t
+
(
mrecojbℓcν −mt
)2
σ2t
+
(
mrecoℓcν −mW
)2
σ2W
+
(
mrecoℓaℓb −mZ
)2
σ2Z
, (5.2)
where mrecojaℓaℓb , m
reco
jbℓcν
, mrecoℓcν and m
reco
ℓaℓb
, are the reconstructed masses of the top quark candidate decaying
through the FCNC decay, the top quark candidate with SM decay, the W boson candidate from the top
quark with SM decay and of the Z boson candidate from the top quark FCNC decay, respectively. There
the masses are mt = 172.5 GeV, mW = 80.4 GeV, and mZ = 91.2 GeV, and the widths are σt = 14 GeV,
σW = 10 GeV and σZ = 3 GeV. For each ID jet and lepton (the two ID leptons and the unique TL) com-
bination, in which the Z-boson candidate is built from two leptons of the same flavor and opposite charges,
the χ2 minimization gives the value for pνz . From all combinations, the one with the minimum χ
2 is chosen
along with the corresponding pνz value. Only the two leading ID jets are used in the reconstruction of the
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Figure 5.9: (a) EmissT , (b) number of ID jets, and (c) pT and (d) η of the TL distributions for pre-selected
b-tagged events. The dashed lines show the shapes of the signal distributions, normalized to the observed
BR limit, at 95% CL. The uncertainties on the background are both statistical and systematic.
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event kinematics, however no b-jet identification is used. The distributions of the reconstructed mass of the
Z- and W -boson and the two top quarks, this is mrecoℓaℓb , m
reco
ℓcν
, mrecojbℓcν and m
reco
jaℓaℓb
respectively, are shown in
Figure 5.10.
For the final selection, events are rejected unless the reconstructed masses of the two top quark candi-
dates are within 40 GeV of mt, the reconstructed W -boson candidate mass is within 30 GeV of mW , and
the reconstructed Z-boson candidate mass is within 15 GeV of mZ . Of the 2ID+TL events in the data
that pass the preselection, 71% are rejected by the χ2 mass cuts. The efficiency of the FCNC MC events to
pass the χ2 selection is 66%, while background events pass at a 34% rate. After the application of the χ2
minimization and invariant mass cuts there are a total of 8 events in the data and an expected background
of 8.9± 2.3. The signal efficiency in the final selection is (0.045± 0.001+0.006−0.007)%. Table 5.5 gives a cut flow
of the event selection in data. The signal efficiency determination is explained in what follows, and the
backgrounds in Chapter 6. Figure 5.11 shows distributions of relevant variables at the final selection level.
The mass distribution of the W - and Z-bosons and the two top quarks candidates after all mass cuts are
shown in Figure 5.12.
Preselection
Events with at least 2 ID leptons, passing event cleaning cuts 69883
Trigger 69853
Trigger Matching 69853
Exactly 2 ID leptons and one TL, from same primary vertex 320
Z-boson candidate 320
EmissT > 20 GeV 129
# jets ≥ 2 55
at least one b-tagged jet 28
Final Selection
mass cuts after χ2 minimization 8
Table 5.5: Data cutflow.
Acceptance
The signal acceptance is measured using the TopRex signal MC samples described in Section 4.2. These MC
samples are divided according to the leptonic decays of the W - and Z-bosons in the final state. Table 5.6
shows the fraction of events accepted in each category. The final signal efficiency, accounting for the W - and
Z-bosons decay BRs, is
(
0.045± 0.001+0.006−0.007
)
%. The increase in the acceptance, with respect to the 3ID
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Figure 5.10: The reconstructed mass of the (a) two leptons assigned to the Z-boson decay, (a) the lepton
and the neutrino assigned to the W -boson, (c) the lepton, neutrino and jet assigned to the top quark with
the SM decay, and (d) the two leptons and jet assigned to the top quark with FCNC decay after the χ2
minimization. The dashed lines show the shapes of the signal distributions (normalized to the observed BR,
at 95% CL). The uncertainties on the background are both statistical and systematic.
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Figure 5.11: (a) EmissT , (b) number of jets, and (c) pT and (d) η of the TL distributions for events after the
final selection. The dashed lines show the shapes of the signal distributions, normalized to the observed BR
limit, at 95% CL. The uncertainties on the background are both statistical and systematic.
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Figure 5.12: The reconstructed mass of the (a) two leptons assigned to the Z-boson decay, (a) the lepton
and the neutrino assigned to the W -boson, (c) the lepton, neutrino and jet assigned to the top quark with
the SM decay, and (d) the two leptons and jet assigned to the top quark with FCNC decay after the χ2
minimization, and the corresponding cuts on the different masses. The dashed lines show the shapes of the
signal distributions (normalized to the observed BR, at 95% CL). The uncertainties on the background are
both statistical and systematic.
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analysis, is 22%. Figure 5.13(a) shows the generator channel on these 2ID+TL events and Figure 5.13(b)
shows the distribution in η of the TLs accepted by the analysis. The gain in acceptance comes partly from
recovery of efficiency losses in the e and µ selection, partly from acceptance of hadronic τ decays, but pri-
marily from electrons and muons in the transition regions and gaps in detector coverage. In Figure 5.13(b),
the gap in muon coverage around η ∼ 0, and between the A and C sides of the spectrometer is clearly seen,
as well as other more subtle features of the detector.
decay fraction of events accepted [%]
tt¯→ ℓνℓℓ 2.60± 0.05+0.32−0.37
tt¯→ ℓνττ, τνττ 0.04± 0.01+0.02−0.02
tt¯→ τνℓℓ 0.94± 0.04+0.17−0.18
signal efficiency
(
0.045± 0.001+0.006−0.007
)
%
Table 5.6: ℓ = e, µ. Fraction of events accepted per signal MC sample. The listed uncertainties are
statistical and systematic, respectively. The signal efficiency quoted at the bottom has been convoluted with
the corresponding Z and W BRs.
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Figure 5.13: (a) Generator channel of the 2ID+TL events selected before and after the χ2 mass cuts and
(b) η distribution of the TLs of these events. These TLs are exclusive of any electrons or muons. The units
in the y-axis are arbitrary, but the corresponding BRs for the W - and the Z-boson decays have been taken
into account.
To examine the effect of pile-up on the acceptance, the acceptance is measured as a function of the mean
number of interactions per bunch crossing (〈µ〉). This is shown in Figure 5.14. There the black points
are before, and the magenta stars after, pileup reweighting. While there is some scatter, it looks rather
statistical in nature, and there is no dramatic dependence on 〈µ〉. The points after pileup re-weighting are
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compatible with a constant within the statistical uncertainty.
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Figure 5.14: Acceptance as a function of the mean number of interactions per bunch crossing (〈µ〉). The
black dots are raw MC events and the magenta stars are MC events after pile-up reweighting (they show
the region of 〈µ〉 relevant for the data used in this analysis).
5.6.2 3ID Analysis
The additional, orthogonal, channel used in the combined result to be presented in Chapter 8 corresponds
to that where three fully reconstructed leptons (electron, muons) are selected. As mentioned above, this
part of the analysis was performed by a different group in the collaboration. However it is explained here
for completeness and clarity of the final result, which combines the two channels.
The 3ID selection is very similar to that of the 2ID+TL. The main difference, which ensures orthogo-
nality, is that instead of requiring exactly two ID leptons and one TL, three ID leptons are required, with
the leading lepton having pT > 25 GeV. In the 2ID+TL selection this is automatically ensured by the
pT > 25 GeV cut used in the TL selection. Also, no b-tagging requirement is used in this analysis.
In the initial selection events are required to pass one of the single leptons triggers, and to include at
least one good primary vertex. Events which contain any jet with pT > 20 GeV that fails the jet cleaning
requirements [102] are rejected. Events with noise bursts in the LAr calorimeter or with cosmic rays are
discarded. Events with exactly three ID leptons are selected, provided the three leptons are matched to
the same primary vertex. At least one of the reconstructed leptons has to match a trigger lepton. The
71
transverse momentum of the leading lepton and the other two leptons is required to be greater than 25 GeV
and 20 GeV, respectively. Furthermore, events are required to contain at least two leptons of the same flavor
and opposite charges. This initial selection is completed by requiring that the invariant mass of this lepton
pair should be within 15 GeV of mZ = 91.2 GeV. Figure 5.15 show distributions obtained with the 3ID
analysis after the loose event selection just described. Details of the background evaluation for this channel
will also be provided in Chapter 6.
The event selection is finalized by requiring at least two ID jets, and EmissT > 20 GeV. As in the 2ID+TL,
following the initial selection, candidate events are required to be kinematically consistent with tt¯ decay to
Wb and Zq. This is done through the minimization of the χ2 described in Equation 5.2. The final selection
requires that the reconstructed W -boson candidate mass be within 30 GeV of mW , the reconstructed Z-
boson candidate mass within 15 GeV of mZ , and the two top quark candidates within 40 GeV of mt, where
mW , mZ and mt are the same values used in the 2ID+TL analysis and given following Equation 5.2 above.
At this final selection level 8 data events survive the cuts. As in the 2ID+TL analysis, a signal efficiency
is estimated combining the different TopRex MC samples, and measured to be (0.205± 0.003± 0.022)%.
Figure 5.16 show distributions obtained with the 3ID analysis at the final selection level.
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Figure 5.15: Distributions of the 3ID analysis after a loose event selection. (a) EmissT , (b) number of
ID jets, (c) pT of the leading lepton, and (d) reconstructed mass of the two leptons with same flavor and
opposite charge. The uncertainties shown are both MC simulation statistical and the data-driven background
estimation uncertainties. The signal distributions are normalized to the observed BR limit, at 95% CL.
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Figure 5.16: Distributions of the 3ID analysis after the final event selection. (a) EmissT , (b) number of
ID jets, (c) pT of the leading lepton, and (d) reconstructed mass of the two leptons with same flavor and
opposite charge. The uncertainties shown are both MC simulation statistical and the data-driven background
estimation uncertainties. The signal distributions are normalized to the observed BR limit, at 95% CL.
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Chapter 6
Standard Model Background
6.1 Introduction
The background for this search comes from other SM processes that have final-state topologies similar to the
signal. They can be placed in two categories: those with three real leptons and those with at least one fake
lepton. In the case of the 2ID+TL selection, the former contributes about 15% of the total background, and
is evaluated using the MC samples described in Chapter 4. The remaining 85% of the background consists of
events with at least one ‘fake’ lepton, where a ‘fake’ lepton is any object identified as a lepton that does not
arise from W - or Z-boson decay. This includes misidentified hadrons, decays in flight, photon conversions
and heavy-flavor semileptonic decays. A data-driven (DD) technique has been developed to evaluate the
contribution to 2ID+TL events from this background. For the 3ID selection the main background, 85% of
the total, comes from events with three real leptons, and they are estimated from MC simulation as well.
The remaining background is evaluated with DD methods.
6.2 Backgrounds to the 2ID + TL Analysis
6.2.1 Monte Carlo Background
Backgrounds with three real leptons arise from diboson (WZ and ZZ) production with additional jets and
tt¯ + W - or Z-boson. In the case of WZ production, the required EmissT comes from the neutrino from the
leptonic W -boson decay. ZZ events can enter the signal region in several ways. The dominant modes are
four-lepton decays, with one lepton not reconstructed, giving apparent EmissT , and events with one Z-boson
decaying to a pair of electrons or muons, and the other to a pair of tau leptons (with one of the taus decaying
to a e or µ and a pair of neutrinos). The dominant source of b-tags in diboson events comes from mis-tags
of light-quark jets, with a secondary component of charm jets. In tt¯ +W/Z events, the EmissT comes from
the neutrinos from the leptonic decay of the W -bosons (including the W -bosons from the SM decays of the
top-quark). In this case, the SM decays of the top-quarks provide a real b-jet. The contribution from these
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two background sources, diboson and tt¯ +W/Z, is calculated applying the signal region event selection to
the MC simulation, appropriate k-factors for the MC, and normalizing to the integrated luminosity of the
data sample.
6.2.2 Fake Leptons Background
In the 2ID+TL selection the dominant background comes from events with at least one fake lepton. Moreover,
the fake leptons are dominantly fake TLs. The contribution of fake TLs to the signal sample is predicted
using a ‘fake matrix’ which is parameterized as a function of jet pT and the number of good primary vertices
in the event, NPVX. The dependance on NPVX accounts for the variable pile-up conditions along the different
data periods used in this analysis. The fake matrix gives the probability that a jet will be reconstructed as a
TL. This probability (‘fake rate’) is determined from a γ+jets data sample selected with photon triggers 1,
and it is defined as follows:
Fake Rate (pT , NPVX) =
(pT , NPVX) of all selected track leptons
(pT , NPVX) of all ID jets & jet− elements (6.1)
where the TLs in the numerator pass all required cuts listed in Section 5.3.3. A fake TL can either be
associated (within ∆R < 0.4) with an ID-jet or not. If it is associated, and the TL pT is larger than the
associated ID-jet pT , the TL pT is used in its place. If it is not associated, we treat the TL as though it
were a jet (“jet-element”, with the same pT as the TL) that fragmented to a single high pT track, leaving
no remnants that are reconstructed as a jet. The denominator includes both ID-jets and jet-elements. The
fake rates for TLs vs. jet pT and NPVX are shown in Figure 6.1.
To predict the background from fake TLs, the fake matrix is then applied to a parent sample selected
with all of the signal region requirements with the exception of the three leptons. Instead, two ID leptons
are required. The model on which the fake matrix is predicated is that a jet in the parent sample is re-
constructed as a TL with a probability given by the value in the fake matrix for a jet of given pT in an event
with a given NPVX. A parent sample event with two ID leptons and N jets, satisfying all other signal region
cuts described in Section 5.6.1, is used to predict the fake background in signal-region events with N − 1
jets, as depicted in Figure 6.2. Note that even if the jet that is associated with the fake TL is separately
reconstructed as a jet, it will be removed by the overlap removal criteria applied to jets within ∆R < 0.4 of
a TL. The fake prediction for a given event with N jets is given by the sum of the fake probabilities from
1More details of the γ+jets selection are given in Appendix A.
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Figure 6.1: TL fake rate measured from γ+jets events vs. (a) jet pT and (b) number of primary vertices.
The quoted integrated luminosity is a result of the photon trigger prescale.
the matrix of each of the jets. Note that this technique gives the number of fake leptons, not the number of
events with at least one fake lepton.
Figure 6.2: Illustration showing a dilepton + 3 jet event being reconstructed as a trilepton + 2 jet event
with a fake lepton.
Because of the b-tag requirement in the event selection, only events with at least a b-tagged jet contribute
to the fake prediction, and a b-tagged jet only contributes to that prediction if there is another jet in the
event that is b-tagged. This accounts for the fact that if a fake TL emerges from a b-tagged jet, the jet itself
will be removed by the overlap removal and can no longer provide a tag. The 2ID+TL selection requires a
Z-boson candidate, i.e. an opposite-charge, same-flavor, lepton pair. Therefore the parent sample with two
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ID leptons provides three different scenarios:
a. Opposite-charge ID leptons
b. Two positively-charged ID leptons
c. Two negatively-charged ID leptons
In case a., the fake TL can have either charge so no charge discrimination is used in the numerator of
the fake matrix. In case b. the fake TL must be negatively charged, and a fake matrix with only negatively-
charged TLs in the numerator is used. Similarly, case c. requires a positively-charged TL and a fake matrix
with only positively-charged TLs in the numerator is used. Note that in all cases the same-flavor requirement
is automatically satisfied because the TL is taken to have the same flavor as the ID lepton with which it is
paired. The distributions shown in Figure 6.1 correspond to the full fake matrix used for case a. above.
To account for the reconstructed mass cuts done after the χ2 minimization described in Section 5.6.1, a
correction is made to the fakes prediction described above: the predicted fakes are multiplied by the fraction
of 2ID+fake TLs that pass the χ2 mass cuts. Because this technique does predict the 4-momenta vector of
the fake TL, needed for the invariant mass calculations, this fraction is taken from a MC sample with the
expected mixture of Z+jets, tt¯, W+jets, and single top events, and found to be (31.2± 10.2)%.
The parent sample with two ID leptons contains all sources of background that can enter the signal
region with a fake TL: Z+jets, dilepton decays of tt¯, and single top. The two ID leptons selected in the
parent sample include both real and fake ID leptons, so the multijet background is also included (although
expected to be very small). Thus the procedure predicts the full background contribution with a fake TL.
Furthermore, 2% of the total fake lepton background (at the final selection level) is added to account for
events with one real ID lepton, one real TL, and one fake ID lepton. This is evaluated in MC by measuring
the fraction of selected events with one fake ID lepton, over events with one fake TL. A conservative 100%
systematic uncertainty has been set on this number.
The predicted number of events at the final selection level with two ID leptons plus a fake TL is given in
Table 6.1. All corrections listed above are included. The quoted systematic uncertainty, 20%, is explained
in Chapter 7.
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6.2.3 Summary
The yields of the expected background and the data observation, as quoted in Section 5.6.1, for the prese-
lection and the final selection are presented in Table 6.2 and Table 6.3, respectively. In both stages of the
selection, the observed signal candidates are consistent with the number of background events expected.
6.3 Backgrounds to the 3ID Analysis
A complete description of the evaluation of backgrounds to the 3ID analysis is presented in Appendix B and
in Reference [8].
# jets 2ID + fake TL prediction
2 4.1± 1.4± 0.8
3 2.1± 0.8± 0.4
4 0.9± 0.3± 0.2
≥ 5 0.4± 0.1± 0.1
≥ 2 7.6± 1.6± 1.5
Table 6.1: Predicted number of fake background events per jet multiplicity. The signal region background
prediction corresponds to ≥2 jets. The listed uncertainties are statistical and systematic, respectively.
2ID+TL Preselection
ZZ and WZ 1.9 +−
0.9
1.0
tt¯W and tt¯Z 0.9± 0.2
fakes 23.7± 4.8
expected background 26.5± 4.9
data 28
Table 6.2: Expected backgrounds in the 2ID+TL analysis and the number of events observed in the data at
the pre-selection level. Both statistical and systematic uncertainties are included.
2ID + TL Final Selection
ZZ and WZ 1.0 +−
0.5
0.6
tt¯W and tt¯Z 0.25± 0.05
fakes 7.6 ± 2.2
expected background 8.9 ± 2.3
data 8
Table 6.3: Expected backgrounds in the 2ID+TL analysis and the number of events observed in the data at
the final selection level. Both statistical and systematic uncertainties are included.
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3ID Final Selection
ZZ and WZ 9.5 ± 4.4
tt¯W and tt¯Z 0.51± 0.14
tt¯, WW 0.07± 0.02
Z+jets 1.7 ± 0.7
Single-top 0.01± 0.01
2+3 fake leptons 0.0 +−
0.2
0.0
expected background 11.8 ± 4.4
data 8
Table 6.4: Number of selected data events, expected number of background events (ZZ, WZ and tt¯W/Z
events estimated from Monte Carlo simulation samples and the DD estimations for 1 and 2+3 fake leptons)
and the estimated signal efficiency (multiplied by the corresponding W and Z bosons’ BRs), after the event
final selection. The corresponding statistical uncertainties are also shown.
6.3.1 Summary
The yields of the expected background and the data observation for the final selection of the 3ID selection are
presented in Table 6.4. The number of signal candidates in data are consistent with the expected background
within one sigma.
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Chapter 7
Systematic Uncertainties
7.1 Introduction
Several systematic uncertainties can influence the number of expected signal and/or background events.
To study the effect of the different sources of systematic uncertainty, the corresponding central value is
independently varied by the estimated uncertainty. For each variation the expected number of background
events and signal efficiencies are compared with the nominal values. The different sources of uncertainties
are presented below in a loose classification.
7.2 Object Specific Systematic Uncertainties
Muons
The uncertainty on the muon efficiency scale factors are used to estimate the systematic uncertainty due
to MC modelling of the muon reconstruction, identification and trigger. This is done, separately for each
systematic shift, by recomputing the background yields and signal acceptance using the shifted scale factors.
The bias on the different scale factors is taken from different sources: di-muon invariant mass cut around the
Z-boson mass, trigger matching cuts, and the effect of the isolation in the muon selection. Similarly, the pT
scale and resolution corrections are varied by their uncertainty to measure the net systematic uncertainty
due to these corrections.
Electrons
In a similar fashion as done for muons, the systematic uncertainty due to modelling of the electron trigger,
reconstruction and selection efficiencies is evaluated by varying the corresponding scale factors by their un-
certainties, and re-computing the yields and acceptance from MC. The electron energy scale, corrected in
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data, has systematic uncertainties within ±1-1.5% for the η range of interest, dominated by uncertainties
from the detector material and the presampler energy scale, but also include the event selection, pile-up, and
hardware modelling. This uncertainty, along with the uncertainty due to the energy smearing, is measured
in MC, by shifting the correction up or down by one standard deviation.
Track-Leptons
The uncertainty on the TL scale factors, as quoted in Section 5.3.3, 0.997 ± 0.002 and 1.047 ± 0.005, for
Z → ee and Z → µµ, respectively, is used as a measure of the systematic uncertainty due to the use of
these scale factors. For this, the central value of the scale factors is varied with the corresponding systematic
shift, and the background expectation and signal efficiencies are re-computed. In addition, a systematic
uncertainty due to the TL pT scale and resolution is also included. To compute this, the resolution and
energy/momentum scale of the TLs are compared in data and MC in Z → ee and Z → µµ events. Figure 7.1
shows the distributions in each case. For the case of muons, the distributions are fit to a Breit-Wigner con-
voluted with a Gaussian. For the electrons, the distributions are fit to a pair of Crystal Ball (CB) functions.
Figure 7.1 shows these fits in blue, and the fit parameters are displayed in each case. The main difference
between electrons and muons, evident in the lower mass tail, is the fact that electrons reconstructed as TLs
do not have a correction for the energy lost due to radiation in the inner detector. The MC momentum
scale and resolution uncertainties are extracted from these distributions. The systematic uncertainty on
the pT scale is taken to be half the difference in the peak of these fits (to account for the two leptons),
whereas the systematic uncertainty on the pT resolution is the quadrature difference in the widths divided
by
√
2. The MC modelling is quite good, and so the differences in the scale and resolution are small. For
the muons (reconstructed as TLs), the MC Z-boson peak is at 90.9013 GeV and in data is at 90.8006 GeV,
resulting in a systematic uncertainty on the pT scale of 0.06%. The resolution uncertainty in this case is
extracted from the quadrature difference in the fit Gaussian width of 4.54 GeV in the data vs. 3.93 GeV
in the MC. Using a mean pT of 40 GeV, measured in MC, the systematic uncertainty on the TL resolu-
tion is
√
4.542 − 3.932/(√2 · 40) = 4.0%. The use of a double CB for the electron channel distributions,
makes the interpretation of the fit parameters less straightforward. In this case, the CB function deter-
mines the approximately Gaussian falling edge in the ee events, to give a pT scale systematic uncertainty
of 0.04% (the data-MC difference in the peak position is 0.075 GeV) and a pT resolution uncertainty of 5.4%.
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Figure 7.1: Opposite charge TLs invariant mass distributions for collisions data (top) and MC (bottom).
All distributions are normalized to unity. The fit for each case is shown in blue.
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Jets
The jet energy scale (JES) and its uncertainty are derived by combining information from test-beam data,
LHC collision data and simulation. Uncertainties associated with the energy scale of light-quark jets and
b-jets are studied as a function of the jet transverse momentum and η. For jets within the acceptance, the
JES uncertainty varies in the range 4-8% as a function of jet pT and η. This uncertainty has a contribu-
tion from pile-up. This pile-up uncertainty, in the central region is 5% for jets with 20 < pT < 50 GeV
and 2% for jets with 50 < pT < 100 GeV. For forward jets, the pile-up uncertainty is 7% and 3%, in the
respective pT ranges. Additional contributions are considered to account for the flavor composition and the
presence of nearby jets uncertainties. The former gives an additional uncertainty of 1.1-2.5% to b-jets with
pT > 25 GeV. This uncertainty increases with decreasing momentum. The effect of the jet reconstruction
efficiency uncertainty is studied by randomly removing 2% of the jets from the events. The effect of potential
jet resolution mis-modelling in the MC is evaluated by additional smearing of the reconstructed jet energies
within the uncertainties. In each case, the difference with respect to the nominal is taken as the systematic
uncertainty.
Missing Transverse Energy
The most relevant sources of systematic uncertainties in the EmissT measurement come from the scale and
resolution of the objects, the description of the pile-up events, and the impact of hardware failures. All
changes applied to electrons, muons and jets are propagated to the EmissT measurement. The uncertainties
on the scale and resolution of the objects is propagated into EmissT , assuming a 100% correlation between
the uncertainty of the objects and the EmissT . Uncertainties related to the E
miss
T itself are also studied. In
particular, the effect of the remaining energy in the calorimeter, not associated with any reconstruction
objects (Cell Out), and of low momenta (7 GeV < pT < 20 GeV) jets (Soft-Jet) is studied, as well as the
uncertainty due to pile-up. Soft-Jet and Cell Out terms are scaled by their total uncertainty assuming a
100% correlation. A flat 10% uncertainty, correlated with Cell Out and Soft-Jets, is applied to account for
the uncertainty due to pile-up. To account for the effects of the dead FEBs in the EM calorimeter, affecting
about 42% of the total data used in the analysis, an additional systematic uncertainty, denoted LAr readout
problem, is considered. It is evaluated by varying by 20% the thresholds used for removing events with the
jets directed at the dead region.
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7.3 WZ and ZZ Background Systematic Uncertainties
The dominant source of systematic uncertainty in the diboson background (WZ and ZZ) evaluation is due
to simulation modelling. Because this is the main background in the 3ID analysis, it is correspondingly
the dominant source of uncertainty there. This systematic uncertainty related to the WZ and ZZ simu-
lation modelling was estimated using the same procedure used on W+jets MC re-weighting, based on the
Berends-Giele scaling [103, 104] uncertainty of ±24% per jet bin, added in quadrature. These uncertainties
are derived from the separate contributions to the total cross section of the subprocesses according to the
number of partons. An uncertainty of ±4% is used for the 0-jet bin. The WZ and ZZ cross sections were
varied by their theoretical uncertainty of ±5% [105]. In the 2ID+TL, where b-tagging was used, a systematic
uncertainty associated with the heavy-flavor (HF) content of the WZ+jets and ZZ+jets is included. This
is evaluated by comparing ALPGEN and MC@NLO, and is small because, as mentioned before, the main source
of b-tags in these events comes from mis-tags and light-quark jets, which are well modelled in MC.
7.4 Systematic Uncertainty Evaluation for Fake TL Prediction
The systematic uncertainty on the fake lepton prediction is determined using control regions (CR) enriched
in fake leptons. There, the uncertainty is set by the comparison between predicted and observed fake TLs,
using the same procedure as for the fake prediction in the signal region (SR). Two different sets of CRs
are used to estimate this uncertainty: lepton+jets events (denoted as W+jets in the following) with an
additional fake TL, and events with two ID leptons with an additional fake TL. The former was done in
the context of the dilepton tt¯ cross section measurement [7], with a subset of the data used in this analysis,
the latter is done in the context of the selection used for the 2ID+TL analysis, with the 2.05 fb−1 of 2011 data.
The W+jets selection was performed in 0.7 fb−1 of 2011 ATLAS data for the tt¯ cross section measure-
ment in the dilepton channel. W+jets events were selected with exactly one ID lepton (e or µ), exactly
zero exclusive TLs, at least one ID jet, and EmissT > 45 GeV. In the signal region of ≥ 2 ID jets, the sum
of transverse momenta of all ID jets and leptons in the event, HT , had to be > 150 GeV. This sample
included W+jets, single-lepton decays of tt¯ and single top events. The sample was sub-divided according
to the number of jets and, for each jet multiplicity, the fake probability was summed over all events and all
ID jets. The sum of the fake probabilities for events with N jets is the predicted number of fake leptons
in events with N − 1 jets (as described in Chapter 6). In the selection performed for the cross section,
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the fake prediction was scaled down by opposite-charge fractions extracted from MC, to account for the
opposite-charge requirement in the signal selection. Thus, these CRs are separated into those looking at
fake TLs of charge opposite to that of the ID lepton (OS), and fake TLs of same charge of the ID lepton
(SS). The check for OS fake TLs was done in the ≤ 1 ID jet bins, whereas the check for SS fake TLs was
done in the ≥ 2 ID jets bins. This way, the CRs remain orthogonal to the SR, and both the effect of the HT
cut (in SS events) and the OS fractions extracted from MC (in both SS and OS events) are tested. Table 7.1
shows the results of these checks. There, the column labeled ‘B’ shows the net background expectation,
including the fake TL prediction explicitly displayed under column ‘P’. This sample contained other back-
ground sources with two real leptons, like Drell-Yan, and testing the predictive power of the fake matrix
required a subtraction. The other background expectation was done based on a DD normalization between
MC and data expectations for the Z+jets, and using MC predictions for the rest (single top and diboson
events). The last column normalizes the difference between the data observation and the net background
prediction by the fake prediction only, and it was used as a measure of the fake matrix performance. The
overall agreement is excellent. A conservative 20% systematic uncertainty was set on the prediction of fake
TLs in the signal region, which is roughly one standard deviation above the measured deviation between the
predicted and observed fakes. This 20% systematic uncertainty is inherited for the 2ID+TL analysis.
e+fake TL µ+fake TL
# jets O B P (B-O)/P O B P (B-O)/P
0 (OS) 411 436.3+38.4−36.8 199.1± 9.3 460 441.1+52.9−52.0 321.9± 48.4
1 (OS) 201 207.1+16.9−27.3 99.0± 4.2 247 270.5+17.2−16.5 142.5± 6.0
2 (SS) 10 10.7± 0.8 7.6± 0.7 14 13.9± 1.0 11.1± 0.9
3 (SS) 7 6.2± 0.5 5.4± 0.5 9 8.3± 0.7 7.0± 0.6
4 (SS) 4 4.1± 0.4 3.8± 0.4 1 3.2± 0.4 3.1± 0.4
≥ 5 (SS) 2 1.9± 0.1 1.8± 0.1 0 1.5± 0.2 1.4± 0.2
all 635 666.4+41.9−45.8 316.6± 10.3 (9.9+15.6−16.5)% 731 738.5+55.6−54.6 487.0± 48.8 (1.5+12.7−12.5)%
Table 7.1: Comparison of predicted and observed fake TL in W+jets events. The columns labeled ‘O’ are
the observed events in data, ‘B’ is the total background including non-fake backgrounds, such as Drell-Yan.
and ‘P’ is the predicted fake TL contribution to ‘B’. The last column is the total background prediction,
minus the data observation, divided by the fake prediction. The uncertainties on the fakes are statistical
only, whereas the uncertainties in the other background are statistical and systematic.
In the full 2.05 fb−1 of data, a check is made in different CRs selecting two ID leptons and one TL, but
inverting or removing one or more of the other selection cuts used in the SR. The first check is done by
looking at the EmissT distribution for events with three leptons (2ID+TL), exactly one jet, without b-tagging
(to enhance the statistics of the sample) and with no χ2 minimization or associated invariant mass cuts. In
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the low EmissT region, 139 events are observed, compared to 147.6
+3.5
−3.6 events predicted by the fake matrix,
plus the other background sources from MC. In the high EmissT region, 74 events are observed, and 88.2
+5.5
−6.0
predicted. The results are summarized in Table 7.2. Both of these regions are dominated by events with
a fake TL and the agreement between data and expectations is good, and well within the 20% previously
quoted. Figure 7.2 shows the entire EmissT distribution in this one-jet selection.
EmissT Control Region
EmissT ZZ and WZ tt¯W and tt¯Z fake TL Prediction B O (B −O)/P
≤ 20 GeV 4.0+2.0−2.2 0.01± 0 143.5± 2.8 147.6+3.5−3.6 139
(
6.0+ 8.3− 8.4
)
%
> 20 GeV 10.8+5.3−5.8 0.05± 0.01 77.4± 1.4 88.2+5.5−6.0 74
(
18.4+13.1−13.4
)
%
Table 7.2: The prediction and observed fake TLs in two regions of EmissT for events with exactly one jet, and
without b-tagging. The last column is the total background predictions, minus the data observation, divided
by the fake prediction. The uncertainties on the fakes are statistical only, whereas the uncertainties on the
other background are statistical and systematic.
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Figure 7.2: EmissT distribution in data and simulation in events with 2ID leptons, one TL and exactly one
jet. The dashed line shows the shape of the signal distribution, normalized to the observed BR limit, at 95%
CL. The uncertainties on the background are both statistical and systematic.
As a further cross check, other CRs are used. Events satisfying all but one of the SR selections, with
that one selection inverted to provide an orthogonal CR are used. The χ2 minimization and mass cuts are
also dropped in these CRs. Events satisfying all of the event selections but with exactly one jet instead of
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two or more, and events with EmissT < 20 GeV, are used. In events with E
miss
T < 20 GeV, 11 2ID+TL events
are observed and 14.4 ± 0.4 predicted by the fake matrix, plus the other backgrounds. In one-jet events,
9 2ID+TL events are observed and 15.3+0.9−1.0 predicted. The results are shown in Table 7.3, and Table 7.4
respectively. These numbers are also plotted in the first two bins of Figure 5.9(a), and the one-jet bin of
Figure 5.9(b), respectively. The final column is the fractional difference between the total background pre-
diction (includingWZ, ZZ and tt¯+W/Z events) and the observation, normalized to the fake TL prediction.
Low EmissT Control Region
EmissT ZZ and WZ tt¯W and tt¯Z fake TL Prediction B O (B −O)/P
0-10 GeV 0.04± 0.02 0.01+0−0 4.9± 0.1 4.9± 0.1 4
10-20 GeV 0.4 ± 0.2 0.04+0.01−0.01 9.1± 0.2 9.5± 0.3 7
≤ 20 GeV 0.4 ± 0.2 0.06+0.01−0.01 13.9± 0.3 14.4± 0.4 11
(
24.7+23.8−23.9
)
%
Table 7.3: The predicted and observed fake TLs in two bins of EmissT . The last column is the total background
prediction, minus the data observation, divided by the fake prediction. The uncertainties on the fakes are
statistical only, whereas the uncertainties in the other background are statistical and systematic.
1 jet Control Region
ZZ and WZ tt¯W and tt¯Z fake TL Prediction B O (B −O)/P
1 jet 1.7+0.8−0.9 0.04± 0.01 13.6± 0.4 15.3+0.9−1.0 9
(
46.4+22.9−23.0
)
%
Table 7.4: The predicted and observed fake TLs in events with exactly one b-tagged jet. The last column is the
total background prediction, minus the data observation, divided by the fake prediction. The uncertainties on
the fakes are statistical only, whereas the uncertainties in the other background are statistical and systematic.
Althought the predicted minus observed is somewhat larger than the 20% uncertainty derived in the
W+jets CR and the results shown in Table 7.2, it is not inconsistent given the total of only 20 events
observed in this case. Thus, a 20% systematic uncertainty on the fakes prediction is used in this analysis.
An additional check for TLs coming from conversions is done on MC, and it is estimated to be less than
3%. This effect should be covered by the systematic uncertainty just quoted. No additional systematic
uncertainty is taken for the possible effect of b-tagging on the fake TL prediction, which might be expected
due to the enhanced heavy-flavor fraction of b-tagged events. No need for this is seen in the low EmissT and
one-jet CRs, and moreover consistent fake rates between data and MC for both heavy- and light-flavor jets
are observed.
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7.5 Other Systematic Uncertainties
The measurement of the integrated luminosity has a total uncertainty of 3.7% [72]. This uncertainty is im-
plemented in the analysis by changing the normalization of the MC-driven SM backgrounds and signal. The
uncertainties on the b-tagging efficiencies scale factors used in MC are taken into account by recomputing
the predicted event yields and signal acceptance using the corresponding systematic shift. In both cases,
background and signal, this is found to be 5-6%. The effect of ISR and FSR and top quark mass uncertainties
are evaluated using the MC samples described in Section 4.2. For ISR and FSR, different samples are used,
where each one is varied individually. Half of the maximum deviation between the different samples is taken
as a systematic uncertainty. The same is done for the top mass systematic uncertainty, using the lower and
higher mass samples. The effect of uncertainties in the PDF used for signal generation was evaluated by
comparing the signal acceptance using MSTW2008LO with that from MRST2007 LO* PDFs.
7.6 Summary
The dominant uncertainty for the 2ID+TL analysis is the systematic uncertainty on the fake-TL prediction,
because 85% of the expected background arises from this source. As explained above, this was determined
to be 20% by comparing predicted and observed events with TLs in control regions dominated by fake TL.
Table 7.5 shows the contribution of the different systematic uncertainty sources to the MC-based background,
this is WZ, ZZ, tt¯W and tt¯Z. Table 7.6 presents a summary of each uncertainty and its contribution to the
net background yields and signal acceptance in the 2ID+TL analysis. Notice that most of the MC-related
uncertainties are highly suppressed when normalizing to the net background, since they only contribute
by 15% to it. From those systematic uncertainties, the WZ and ZZ modelling uncertainty is the most
significant. A similar table for the 3ID analysis can be found in Appendix C. The 2ID+TL background
evaluation has a smaller relative background systematic uncertainties in most categories, compared to the
3ID analysis, given that almost 90% of the 2ID+TL background evaluation is data-driven.
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Source MC Background
Luminosity ± 3.7 %
Electron trigger ± 0.3 %
Electron reconstruction ± 0.6 %
Electron identification ± 2.1 %
Electron energy scale + 0.05− 0.01 %
Electron energy resolution + 5.5− 0.2 %
Muon trigger ± 1.1 %
Muon reconstruction ± 0.4 %
Muon identification ± 0.05%
Muon momentum scale < 0.01%
Muon momentum resolution < 0.01%
TL reconstruction ± 0.2 %
TL momentum scale < 0.01%
TL momentum resolution ±10.4 %
Jet energy scale + 2.3−18.3 %
Jet reconstruction < 0.01%
Jet energy resolution ±11.0 %
Cell Out and Soft-Jet + 0.3− 6.8 %
LAr readout problem < 0.01%
Pile-up + 0.3− 6.8 %
b-tagging + 4.5− 4.6 %
WZ and ZZ modelling ±36.3 %
WZ and ZZ cross section ± 4.0 %
WZ and ZZ HF content ± 1.6 %
Total +39.1−43.8 %
Table 7.5: Relative changes to the expected number of MC-based background events for different sources of
systematic uncertainties for the 2ID+TL analysis. The contributions from the WZ and ZZ generator apply
only to the simulated background samples. In cases where the quoted uncertainty is < 0.01%, no change is
observed in the MC samples when applying the corresponding systematic shift. In this case, the contribution
to the net systematic uncertainty is taken to be zero. The ± values refer to the upper and lower systematic
shifts respectively.
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Source Background Signal
Luminosity ± 0.5 % ± 3.7 %
Electron trigger ± 0.05% ± 0.02%
Electron reconstruction ± 0.08% ± 0.6 %
Electron identification ± 0.3 % 2.3 %
Electron energy scale + 0.01− 0.0 %
+ 0.1
− 0.7 %
Electron energy resolution + 0.8− 0.03 % 0.6 %
Muon trigger ± 0.2 % + 0.2− 0.3 %
Muon reconstruction ± 0.05% ± 0.4 %
Muon identification ± 0.01% ± 0.04%
Muon momentum scale < 0.01% + 0.0− 0.01 %
Muon momentum resolution < 0.01% ± 0.08%
TL reconstruction ± 0.03% ± 0.02%
TL momentum scale < 0.01% + 0.2− 0.3 %
TL momentum resolution 1.5 % ± 1.2 %
Jet energy scale + 0.3− 2.6 %
+ 0.8
− 1.5 %
Jet reconstruction < 0.01% ± 0.2 %
Jet energy resolution 1.6 % ± 3.7 %
Cell Out and Soft-Jet + 0.04− 1.0 %
+ 0.04
− 0.07 %
LAr readout problem < 0.01% + 0.05− 1.0 %
Pile-up + 0.04− 1.0 %
+ 0.04
− 0.0 %
b-tagging ± 0.7 % + 5.7− 5.9 %
Top quark mass — ± 2.8 %
σtt¯ —
+ 6.7
− 9.7 %
ISR/FSR — ± 6.7 %
PDFs — ± 2.9 %
WZ and ZZ modelling ± 5.3 % —
WZ and ZZ cross section ± 0.6 % —
WZ and ZZ HF content ± 0.2 % —
Fake leptons ±17.0 % —
Total +17.7−17.9 %
+13.6
−15.4 %
Table 7.6: Relative changes to the expected number of background events and signal yields for different
sources of systematic uncertainties for the 2ID+TL analysis. The contributions from the WZ and ZZ
generator apply only to the simulated background samples. In cases where the quoted uncertainty is < 0.01%,
no change is observed in the MC samples when applying the corresponding systematic shift. In this case,
the contribution to the net systematic uncertainty is taken to be zero. The ± values refer to the upper and
lower systematic shifts respectively.
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Chapter 8
Limit Evaluation
8.1 Introduction
As observed in Table 6.3 and Table 6.4, for the 2ID+TL and the 3ID channel, respectively, good agreement
between data and expected background is observed. No evidence for the t → Zq decay mode is found and
95% confidence level upper limits on the number of signal events are derived using the modified frequentist
(CLs) likelihood method [106]. The following description is taken from Reference [106].
8.2 The CLs method
For searches as the one discussed in this document, where small signal rates are expected, the loss of sen-
sitivity becomes a major issue in the interpretation of results. The CLs method aims to avoid excluding
or discovering signals which the search is in fact not sensitive to. This could be, avoiding exclusion in
cases where there should be a discovery (‘false exclusion’). The search results are formulated in terms of a
hypothesis test. A background-only and a signal+background hypotheses are considered. Thus the result
quantifies the degree to which the hypotheses are favored or excluded by the experimental observation.
In general, for the analysis of search results, a test-statistic, or function of the observable number of
candidate events, should be defined. This serves to characterize the data with background and hypothetical
signal. The ranges of values of the test-statistic in which observations will lead to an exclusion or discovery
conclusion should also be defined. This is done by establishing a confidence level (a measure of the signifi-
cance) for the exclusion or discovery to be quoted.
This test-statistic, Q, is constructed so it increases monotonically for increasingly signal-like experiments.
The confidence in the signal+background hypothesis is given by the probability that the test-statistic is less
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than or equal to the value observed, Qobs:
CLs+b = Ps+b(Q ≤ Qobs), (8.1)
where Ps+b(Q ≤ Qobs) can be expressed in terms of the probability distribution function of the test-statistic,
to be described below, for signal+background experiments. Small values of CLs+b indicate poor compatibility
with the signal+background hypothesis and favor the background-only hypothesis. In a similar way, the
confidence in the background-only hypothesis is given by the probability that the test-statistic is less than
or equal to the value observed:
CLb = Pb(Q ≤ Qobs), (8.2)
where Pb(Q ≤ Qobs) is expressed in terms of the probability distribution of the test-statistic for background-
only experiments.
The technique used by the CLs method, to avoid results that are more sensitive to fluctuations of the
known background than to the hypothetical signal, is to normalize the confidence level observed for the
signal+background hypothesis, CLs+b, to the confidence level observed in the background-only hypothesis,
CLb. This makes it possible to obtain sensible exclusion limits on the signal even if the observed rate is
very low. In addition, the limits on the signal hypothesis obtained by this results will be conservative. The
normalization just described is then:
CLs ≡ CLs+b/CLb. (8.3)
The signal hypothesis will be then considered excluded at the confidence level CL when:
1− CLs = CL. (8.4)
The consequence of CLs not being a confidence, rather a ratio of confidences, is that the difference bet-
ween CLs and the actual false exclusion rate will increase as the probability density functions of the sig-
nal+background and background-only hypotheses become more similar. This means, the use of CLs reduces
the range of model parameters for which an exclusion result is possible [106,107].
For this case, the CLs method is used with a likelihood ratio as a test-statistic. The likelihood ratio,
Q( ~X), is the ratio of the probability densities for a given experimental result ~X for two hypothesis. This
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means:
Q =
L( ~X, s+ b)
L( ~X, b)
, (8.5)
the ratio of probability density for the signal+background and the background-only hypotheses. The likeli-
hood ratio for a combination of two independent channels, like the 2ID+TL and 3ID, is simply the product of
the likelihood ratios of the individual channels, so the combination is straightforward. The likelihood ratio
Q for an experiment with Nchannels independent channels and measurements of a discriminating variable
(number of observed events in this case) is:
Q = e−stot
Nchannels∏
i=1
(
1 +
si
bi
)ni
, (8.6)
where ni is the number of observed candidates in each channel, and si and bi are the integrated signal
and background rates per channel, stot is the total signal events for all channels. Equation 8.6 follows
from Poisson statistics. This can be further simplified to a form of “counting weighted events” by a simple
derivation. Since P (Q ≤ Qobs) = P (ln(Q) ≤ ln(Qobs)), given that Q ≥ 0, Equation 8.6 can ve written as:
ln(Q) = −stot +
Nchannels∑
i=1
niwi (8.7)
where n is the total number of events observed in all channels and the weight for each channel i is:
wi = ln
(
1 +
si
bi
)
. (8.8)
Since the constant stot appears in both side of the expression ln(Q) ≤ ln(Qobs), the final test-statistic
consists basically of comparing the observed number of weighted events with the distribution expected for
the signal+background and the background-only hypotheses. This is:
Xd =
Nchannels∑
i=1
ni ln
(
1 +
si
bi
)
. (8.9)
When data events are more similar to the signal events, the Xd variable takes higher values. The Xd test-
statistic is then compared to 105 pseudo-experiments of the hypotheses of signal+background, Xs+b and
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background-only, Xb:
Xs+b =
Nchannels∑
i=1
n
(s+b)
i ln
(
1 +
si
bi
)
, (8.10)
Xb =
Nchannels∑
i=1
n
(b)
i ln
(
1 +
si
bi
)
, (8.11)
where n
(s+b)
i and n
(b)
i are the signal+background and background-only distributions for the expected back-
ground and signal efficiency. The resulting distributions of −2 lnQ are shown in Figure 8.1.
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Figure 8.1: Distributions of −2 lnQ obtained with 105 pseudo-experiments for the signal plus background
hypothesis and background only hypothesis, taking into account the systematic uncertainties. The value
obtained for the data sample is also indicated.
Equation 8.3 and Equation 8.4 can now be used to write the confidence level CL as:
1− CL =
∫Xd
0
Ps+b(X)dX∫Xd
0
Pb(X)dX
, (8.12)
where Ps+b and Pb are the Xs+b and Xb distributions, respectively. The 95% CL observed limit on the num-
ber of signal events is obtained when Equation 8.12 equals 0.05. The expected limit is the one which would
be obtained if the data events were perfectly described by the expected background. This expected limit is
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computed from Equation 8.12 replacing Xd with the median statistical test for the background hypothesis,
Xb.
8.2.1 Uncertainties
The confidence level is by itself an expression of uncertainty. Thus, instead of quoting an uncertainty on the
confidence limit, the confidence limit is modified to allow for the experimental uncertainties. The approach
is to create a new set of “smeared” background rates and signal efficiencies, and from these, background
and signal events are generated to form the input to the likelihood ratio for each pseudo-experiment. The
consequence of this smearing procedure is that the likelihood ratio distributions get widened. In particular,
the background tail under the signal+background distribution and the signal+background tail under the
background are enhanced. This means the overlap of the distributions is increased, reducing both the
exclusion and the discovery potential of the search, and weakening both the discovery-like and exclusion-like
observations [106]. In this analysis, both statistical and experimental uncertainties of the signal efficiency
and expected background are taken into account, and are implemented assuming Gaussian distributions,
with the lower tail cut off at zero, so that negative signal or background are not allowed. In addition,
the statistical fluctuations of the pseudo-experiments are performed using Poisson distributions. Poisson
statistics are required given that expected signal and background levels are small. For the combination of
the 2ID+TL and 3ID channels the systematic uncertainty of the MC-based backgrounds (WZ, ZZ and
tt¯ +W/Z) and signal acceptance are considered to be fully correlated, while other sources of uncertainties
(statistical or systematic) are considered uncorrelated.
8.3 Results
The limits on number of signal events expected are then converted into upper limit on the corresponding BRs
using the approximate NNLO calculation, and its uncertainty, for the tt¯ cross section (σtt¯ = 165
+11
−16 pb) [108].
This is simply achieved with the use of the cross section definition:
σtt¯ =
Ntt¯∫
Ldt
, (8.13)
where Ntt¯ is the number of collision events that produce tt¯ events, and constraining BR(t→ Zq) by:
BR(t→ Zq) + BR(t→Wq) = 1. (8.14)
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channel observed (−1σ) expected (+1σ)
3ID 0.81% 0.63% 0.95% 1.42%
2ID+TL 3.18% 2.15% 3.31% 4.86%
Combination 0.73% 0.61% 0.93% 1.36%
Table 8.1: The observed 95% CL upper limits on the FCNC top quark decay t→ Zq branching fraction are
shown. The ±1σ expected limits, which include both the statistical and the systematic uncertainties, are
also presented.
The observed 95% CL limit on the FCNC t → Zq BR is 3.2% (0.8%) taking the 2ID+TL (3ID) events
and background evaluation alone, and 0.7% when the 2ID+TL and 3ID results are combined. The observed
and expected limits in the absence of signal are shown in Table 8.1, along with the ±1σ expected limits.
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Chapter 9
Conclusions
A search for flavor changing neutral currents in top quark decay has been presented. 2.1 fb−1 of 2011 pp
collision data at a center-of-mass energy of
√
s = 7 TeV collected by the ATLAS experiment have been used
for this analysis. The t → Zq decay mode was searched for on events with top quarks produced in pairs,
tt¯, with one top quark decaying according to the SM and the other according to the FCNC (tt¯ → WbZq).
Two orthogonal channels were introduced, 2ID+TL and 3ID, and the individual results presented. The final
result, combining both channels, has been presented. No evidence for FCNC signal in top quark decays has
been found, and an upper limit on the t→ Zq branching ratio of BR(t→ Zq) < 0.73% is set at the 95% CL,
assuming BR(t→Wb)+BR(t→ Zq) = 1. This observed limit is in agreement with the expected sensitivity,
assuming that the data are described correctly by the SM, of BR(t→ Zq) < 0.93%.
This search was performed in subset of the available 2011
√
s = 7 TeV pp collisions data collected in
2011. Moreover, in 2012, more than 5 fb−1 of
√
s = 8 TeV pp collision data have been collected by now.
The analysis can greatly benefit from the addition of these data. A future expansion of this analysis can be
done not only by adding more data, but also by including other decay channels. This is, either including
other FCNC top quark decays, presented in Figure 2.6, or including non-leptonic decays of the W - and/or
the Z-boson. The latter, compared to the three-lepton channel, requires a better understanding of the
background, given that the processes where hadronic decays of the bosons are involved introduce a much
larger multijet background. In such case the selection would need to be modified and optimized for that.
However, in the case when the W -boson only is allowed to decay hadronically, the two charged leptons from
the Z-boson would provide a relatively clean sample, and since there is no neutrino in the final state, the
W -boson should be, in principle, directly reconstructed within the analysis.
With the current result, no conclusions can be drawn on any of the physics models presented in Chapter 2.
If, with the addition of more data or the inclusion of other channels, significant evidence for a FCNC signal
was found, a statement on those models, and on the coupling constants introduced along, can be done.
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Appendix A
γ+jets Event Selection
The γ+jets data sample used for the fake matrix construction covers the same data periods as the dataset used
for the rest of the analysis. Because of the photon trigger prescales these data comprise only about 0.10 fb−1,
after implementing the e-gamma performance group good run list selection. Events are selected from the
e-gamma data stream using (an OR logic of) the following triggers: EF_g20_loose and EF_g40_loose.
Events satisfying the trigger requirement were further selected by requiring a photon with:
◦ pT (γ) > 25 GeV,
◦ Quality: tight photon,
◦ Fiducial region: |η| < 2.37, and exclude the crack region: 1.37 < |η| < 1.52,
◦ Calorimeter isolation: sum ET in a cone of ∆R < 0.4 must be < 2.5 GeV 1,
◦ One jet (pT > 25 GeV, |η| < 2.5) within ∆R < 0.1, with high EM fraction 2,
◦ Object-quality3 check for photons.
◦ Z-boson veto.
Once the photon (exactly one per event) has been identified, all objects (jets and leptons) within ∆R < 0.2
are removed, and not used in the fake rate matrix construction. The Z-boson veto is needed to suppress
contamination from Z → e+e− events, where the track associated with one electron has not been attached
to the electromagnetic cluster. We therefore removed events if the putative photon and an ID electron have
an invariant mass between 81 and 101 GeV, or the photon and a TL have an invariant mass between 78 and
98 GeV. The lower window for the photon-TL pair results from the unaccounted for radiation from the track.
1After corrections for leakage, and pile-up.
2This is the ratio of energy deposited in the EM calorimeter, over the energy deposited in both EM and hadronic calorimeters.
3As described for electrons in Section 5.3.2, quality requirements on the conditions of the EM calorimeter at the time of
data taking are applied. In this case, the requirements are optimized for photon selection.
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There are a total of 666236 γ+jets events with 701589 jets used in the fake matrix denominator, and a
total of 1409 TLs in the numerator, as shown in Table A.1 and Table A.2 respectively. Figure A.1 shows
the η distribution of the photon in the events selected, and the ∆R between the photon and the jets used in
the fake rate matrix denominator.
ID jets, and jet-elements
1 18241 12151 6734 3462
64302
2 48857 32799 18569 9372
3 67159 44579 25380 126895
4 62529 41088 23290 11679
5 44505 28619 16436 8322
6 25755 16383 9264 4750
7 12522 7649 4460 2265
≥ 8 17779
(pT , NPVX) [25 - 40] GeV [40 - 55] GeV [55 - 70] GeV [70 - 85] GeV ≥85 GeV
Table A.1: Fake matrix denominator.
fakes
1 85 23 12 2
15
2 189 60 11 3
3 242 64 24 5
4 237 50 17 6
5 138 39 12 4
6 76 11 7 2
7 39 9 1 2
≥ 8 24
(pT , NPVX) [25 - 40] GeV [40 - 55] GeV [55 - 70] GeV [70 - 85] GeV ≥85 GeV
Table A.2: Fake matrix numerator.
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Figure A.1: (a) η distribution of photons selected from data, (b) ∆R distribution between the photon and
the jets (pT > 25 GeV, |η| < 2.5) used in the fake rate matrix construction.
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Appendix B
Backgrounds to the 3ID analysis
B.1 Monte Carlo Background
Similarly to what is done for the 2ID+TL analysis, the background coming from diboson (WW and ZZ)
plus jets and tt¯+W/Z are estimated from MC simulation.
B.2 Fake Leptons Background
Background to the 3ID candidate events in which at least one jet is reconstructed as a lepton is separated
in two categories: background events with one fake lepton, and background events with two or three fake
leptons. Background events with one fake lepton are evaluated using a combination of data and MC samples.
The Z+jets background is estimated using a DD normalization to the MC estimate. Z+jets, along with
other sources of one fake lepton background, are evaluated at the final selection level using a loose lepton
reconstruction selection and a multiplicative factor to scale to the final selection. This loose selection is
achieved by relaxing the leptons requirements. Loose muons are defined as in Section 5.3.1, but without
the isolation requirement. Loose electrons are obtained with the selection described in Section 5.3.2, but
relaxing the isolation requirement to < 6 GeV. Events with two fake leptons (such as W+jets and single lep-
ton tt¯ events) or three fake leptons (such as multijet and hadronic tt¯ events) are estimated with DD methods.
To enhance the statistical power of the MC samples, the background with one fake lepton is estimated
with the loose lepton selection described above. A multiplicative factor of 0.063 ± 0.013, corresponding to
the MC probability for events with loose leptons to pass the signal region (SR) lepton criteria, is applied to
the final results in each of the background sources.
The dominant contribution to events with one fake lepton comes from Z+jets events, with a leptonic
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Z-boson decay, in which one of the jets is misidentified as the third lepton. To evaluate this background a DD
method was developed. This method uses a control region (CR) in the (EmissT ,mℓℓ) plane by selecting events
with two opposite-charge electrons or muons with invariant mass satisfying |91.19 GeV −mrecoℓℓ | < 15 GeV.
This is done in six different regions of EmissT , from 0 GeV to ≥50 GeV. The Z+jets estimate in the SR, in
each EmissT bin, is simply given by:
[
NdataZ+jets
]
SR
=
[
Ndata −NMCother bkg.
NMCZ+jets
]
CR
· [NMCZ+jets]SR . (B.1)
For each EmissT bin considered, the corresponding normalization factor (background-subtracted data to si-
mulation ratio in the CR) is obtained and applied to the simulated Z+jets background in the SR. Applying
the multiplicative factor quoted above, this gives the expected number of Z+jets events in the data. The
contribution of the remaining processes to the one fake lepton background (dileptonic tt¯, Wt-channel single
top, WW production) is evaluated using MC simulation samples with the loose lepton selection and the
scale factor from above.
A DD method was developed to evaluate the contribution from multijet, W+jets, single top and tt¯ single
lepton decay events, in which two or three jets are reconstructed as leptons (2+3 fake leptons). Due to
the requirements that two leptons should have the same flavor and opposite charges, the yield from these
background sources can be extrapolated from the number of observed data events with three leptons of any
flavor (e and µ), but with the same charge. Taking into account the possible charge and flavor combinations,
there are 36 combinations of three leptons, in which two have the same flavor and opposite charges, and 16
combinations of three leptons with the same charge. The extrapolation factor is thus f = 36/16 = 2.25. No
data events passed the selection after requiring three leptons with the same charge. The uncertainties in
the DD backgrounds are determined using the Feldman-Cousins upper interval for a 68% CL [109] with no
observed events (with the uncertainties multiplied by 2.25 for the 2+3 fake leptons sample). Since no events
with three leptons of the same charge are selected, a multiplicative factor of 0.07± 0.018, to account for the
final requirements of at least two ID jets and EmissT > 20 GeV, is evaluated using MC and applied to the
uncertainty estimate.
The yields of the expected background and the data observation for the final selection of the 3ID selection
were presented in Chapter 6.
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Appendix C
Systematic Uncertainties in the 3ID
analysis
For the 3ID channel the dominant source of systematic uncertainty is the ZZ andWZ simulation modelling.
Other sources have effects at most of the same magnitude as the statistical uncertainty. Table C.1 shows
a summary of the different uncertainties and their contribution to the net background yields and signal
acceptance in the 3ID analysis.
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Source Background Signal
Luminosity ±4% ±4%
Electron trigger +5−3% ±1%
Electron reconstruction +1−2% ±1%
Electron identification +4−6%
+1
−2%
Electron energy scale +3−6% ±1%
Electron energy resolution ±7% ±1%
Muon trigger ±3% ±1%
Muon reconstruction +1−4% < 1%
Muon identification ±1% < 1%
Muon energy scale +5−3% ±1%
Muon energy resolution ±5% < 1%
Jet energy scale + 9−12% ±2%
Jet reconstruction ±5% ±2%
Jet energy resolution ±1% ±3%
Cell-Out and Soft-Jet ±4% ±1%
LAr readout problem +2−4% ±1%
Pile-up +5−2% < 1%
Top quark mass < 1% +1−2%
σtt¯ < 1%
+ 7
−10%
ISR/FSR < 1% ±3%
PDFs — ±3%
WZ and ZZ modelling ±33% —
WZ and ZZ cross section ±4% —
Total ±38% ±12%
Table C.1: Absolute values of the relative changes o the expected number of background events and signal
yields for different sources of systematic uncertainties for the 3ID analysis. The contributions from the WZ
and ZZ generator apply only to the simulated background samples. The ± values refer to the upper and
lower systematic shifts respectively.
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