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1. INTRODUCTION 
Functional differential equations with delay provide a mathematical 
model for a physical or biology system in which the rate of change of the 
system depends upon its past history. In the literature, there are several 
papers [14] concerning the study of oscillatory behavior of solutions of 
first order differential equations with time delay. But there are few results 
[S] about the oscillation of linear system of first order equation with delay. 
In this paper, we study the oscillatory behavior of linear system with delay. 
First, in Section 2, we consider the case of constant coefficients in details. 
We show that the delay can cause or destroy the oscillations. We present 
constructive procedure to generate or destroy oscillations of a system. In 
section 3 we consider the case of variable coefficients and obtain some 
results analogous to the result in Section 2. 
2. LINEAR SYSTEM WITH CONSTANT COEFFICIENTS 
Let us consider the linear system of functional differential equations with 
retarded arguments 
1, =a11x1 +a,,x,(t--z,), 
i2 = a21x1 (t - 72) + Q22X2, 
(2.1) 
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where USER and ri > 0 for i,j= 1,2. The ordinary system of differential 
equations corresponding to (2.1) is 
1, =allxl +a,,%, 
(2.2) 
x2 = a21x1+ a22x2. 
A solution (xi, x2) of (2.1) or (2.2) is said to be oscillarory if x, and x2 
both have arbitrarily large zeros in R, Otherwise (xi, x2) is said to be 
nonoscillatory. There are a few notions of oscillatory and non-oscillatory 
[5] behavior of a solution of a system of differential equations. In our dis- 
cussion, we shall be using the above defined oscillatory and nonoscillatory 
concepts. 
It is trivial to note that the oscillatory and nonoscillatory behavior of 
(2.2) depends on characteristic roots corresponding to the characteristic 
equation associated with (2.2). In fact, every solution of (2.2) oscillates if 
(all - a2212 +4a12Q < 0; (2.3) 
and every solution of (2.2) is nonoscillatory if 
(all - a22)2 + 4u12a2, > 0. (2.4) 
To investigate the oscillatory and nonoscillatory properties of (2.1), we 
present the following results. 
LEMMA 2.1. Let xl(t), x2(t)) he a solution of(2.1). Then, 
x1 (4 = ewCh + a22l t/21 4 (0, 
(2.5) 
x2 0) = exp[(all + az2) t/21 W2(t), 
where w,(t) for i = 1, 2, is a solution of 
w”(t)-(a22-a,,)2/4w(t)-a,,a2, exp[-z(a,,+a,,)/2] w(t-t)=O; 
(2.6) 
z=z,+5,. 
Proof: From (2.1) and (2.5), we have 
w;(t)=(all-a22)/2w,(t)+a,2expC-t,(a,,+a,2)/21w2(t-t,), 
4(t)= (a22-a,,)/2 w2(t)+azl expC-T,(a,, +az2)/21 ~,(t--~). 
(2.7) 
By differentiating w,(t) for i = 1, 2, twice and using (2.7), one can easily 
conclude that for i = 1, 2, wi( t) satisfies (2.6). This completes the proof of 
the lemma. 
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LEMMA 2.2. Let w(t) be a solution of (2.6.). Further assume that fi is a 
solution of 
(a) a,2r2+(a,,-a,2)r-a21=0. 
Then 
x1 = expChl + a2*) Cl 4th 
x2 = BexpC(all + a22) t/21 w(f), 
is a solution of (2.1). 
Proof The proof of the lemma follows directly from (a) and the 
definition of solution. 
Remark 2.1. From Lemmas 2.1 and 2.2, it is obvious that the oscillatory 
and nonoscillatory properties of (2.1) are equivalent to the oscillatory and 
nonoscillatory properties of (2.6). 
In the following, we present a result that is useful in our further dis- 
cussion with respect to a system of linear functional differential equations 
with variable coefficients. 
LEMMA 2.3. Let (xl(t), x2(t)) be a solution of (2.1). Then, 
u=x, exp[-a,,t], 
v=x2exp[-a,,t], 
(2.8) 
satisfies the following second order differential equations: 
(r(t)~‘)‘=a,~a~~exp[-a,,~] r(t)u(t-T), 
(s(t) 0’ =a12a21 ev[I -a22d 4(f) 4t - 4, 
(2.9) 
(2.10) 
where z=z1+z2, r(t)=exp[-(a22-all) t], and q(t)=exp[-(a,,-a,,)~]. 
Proof From (2.8), the system (2.1) is transformed into 
u’(t)=a12expC(a22-all)t-a22~11 4t--tIh 
u’(t) = a2, evC(all - a2*) t - aIlz21 4t - ~2). 
(2.11) 
This can be written as second order differential equations with retarded 
arguments 
u”(t)=(a22-a11) u’(t)+a12a21 exp[-za,,] u(t-z) (2.12) 
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and 
u”(t)=(all -a,,)u’(t)+u,,u,, exp[-ra,,] 11(2-r). (2.13) 
From r(t) = exp[ -a 22-a,,)t] and q(t)=exp[-(a,,-a,,)t], (2.12) and 
(2.13) reduces to (2.9) and (2.10), respectively. 
Now, we are ready to formulate sufficient conditions for oscillatory 
solutions of (2.1). 
THEOREM 2.1. Assume that 
a11 = a22 and a12azl < 0. (2.14) 
Then every solution of (2.1) is oscillatory. 
Proof From Lemma 2.1 and (2.14), we have 
x1 0) = expb,, tl wI (0, 
~~(~)=evC~~~~l w,(f),
(2.15) 
where w,(t) for i = 1, 2, is a solution of 
~~(t)-u,~u~~exp[-ru,,] w(f-r)=O. (2.16) 
Obviously, the characteristic equation of (2.16) has no real roots. 
Therefore, every solution of (2.16) is oscillatory. This together with 
Remark 2.1, the conclusion of the theorem follows, immediately. 
Remark 2.2. We note that under conditions (2.14), the oscillatory 
property of (2.2) is unaffected by the presence of past memory. 
THEOREM 2.2. Assume that 
all =a22 and 412U21’0, 
and 
T2q2u21 exp[ -ullr] > 2, 
where z = z, + z2. Then every solution of the form 
x1(f) = ~(ewl~ll tlh 
~~(f)=WexpCa~,tl), 
(2.17) 
(2.18) 
(2.19) 
of (2.1) is oscillatory. 
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Proof From Lemma 2.1 and (2.17), we arrive at Eq. (2.16) with the 
coefficient of w( t - r) being negative constant. Now, by the application of a 
result [6], one can easily conclude that every bounded solution of (2.16) is 
oscillatory. This together with (2.15) and Remark 2.1 implies that every 
solution of the form (2.19) of (2.1) is oscillatory. This completes the proof 
of the theorem. 
Remark 2.3. We observe that condition (2.17) implies (2.4). Hence, 
every solution of (2.2) is nonoscillatory. Therefore, under conditions of 
Theorem 2.2, oscillations of (2.1) are generated by delays. 
In the following, we present a procedure that enables us to construct a 
linear system of functional differential equations having an oscillatory 
property. However, its corresponding ordinary system is nonoscillatory. 
For this purpose, we consider characteristic equation 
A*-a,,a,,exp[-a,,r]exp[-ri]=O (2.20) 
corresponding to (2.16) satisfying condition (2.17). Assume that (2.20) has 
the purely imaginary root iy. Then (2.20) reduces to 
-y2-a,,a2, exp[-a,,r](cos(yt)+isinyr)=O. (2.21) 
This implies that 
sin( yr) = 0, y = k@, k = 0, f 1, + 2 ,.... 
This together with (2.21) yields 
-(k~/~)2-a,2azlexp[-a,,z](-l)k=0. (2.22) 
Assume that (2.22) has an odd integral root k. From this, we can conclude 
that (2.20) has purely imaginary root y = ikrc/z. Moreover, 
w(t) = c1 cos(kn/z t) + c2 sin(k+ t) is a general solution of (2.16) satisfying 
the conditions (2.17) and (2.18). Now we are ready to present an example. 
EXAMPLE 2.1. Consider the system 
i1= -x,(t)+x2(t), 
i,=3e-“x,(2)-x2(t). 
(2.23) 
We note that (2.23) is nonoscillatory. From (2.22), we can contruct a 
corresponding delay system 
i,= -x,(t)+x2(1-n/2), 
~2=32e~“x,(t-7c/2)-x2, 
(2.24) 
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which has an oscillatory solution 
x1 = e -‘(cos 3t + sin 3t), 
x2 = 3e-(‘+“/2)(cos 3t + sin 3t). 
THEOREM 2.3. Ifa,;?a,, ~0 and 
(2.25) 
where A, satisfies the equation 
2&+zu,,u,, exp[-r(u,,+u,,)/2] eP”O’=O. (2.26) 
Then every solution of (2.1) is oscillatory. 
ProoJ: We consider the characteristic equation, corresponding to (2.6) 
F(I)=A2-(a,,-u,,)2/4-u,2u2, exp[-$a,, +a,,)/21 e-“‘=O. 
Obviously, 
F(l) = 21+ 2u12a21 exp[ --$alI + uz2)/2] e-l’, 
F”(A) = 2 - T2a12a21 exp[ - s(ull + uzz)/2] emA’ > 0. 
This implies that F(i) has minimum value F(&), where A0 is a root of the 
equation F(A) = 0. 
If F(1,) > 0, then F(I) = 0 has no real root. According to F(&) = 0, we 
have 
F(a,)=a;- a”;a*2 +y. ( 1 
2 2& 
Condition (2.25) guarantees F(1,) > 0. That is, Eq. (2.6) has no non- 
oscillatory solution. The proof is completed. 
We can compute the real root & of Equation (2.26) using graphic 
method or computer techniques. 
EXAMPLE 2.2. We consider 
(2.27) 
dx(t) -= -x(t)+y(t-$), dt 
4(t) -= -x(t-$)-y(t), 
dt 
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A,, = 1 is a root of Eq. (2.26). Obviously, it satisfies the condition (2.25), so 
every solution of Eq. (2.27) is oscillatory. 
In the following, we present a result that establishes the existence of non- 
oscillatory solution of (2.1). 
THEOREM 2.4. Assume that a,, + a,, > 0 and 
71 +z2= -Wall +a22)ln(-(a,,-a22)2/4(a12a2,)). (2.28) 
Then 
(2.29) 
is a nonoscillatory solution of (2.1), whenever (cl, c2) is a nonzero solution of 
the following algebraic system 
t((a22-a,,)/2-pa12exp(-(a,,+a22)21/2)=0, 
aa21 ev( - (a22 + allI 72/2) -Phi - a22Y2 = 0. 
(2.30) 
ProojI From (2.28), we conclude that 
((all -a22)/2)2+a21a21 expC-(a,, +a,,)(~, +r2)/2] =O. 
This implies that (2.30) has nonzero solution, say, (cl, c2). 
To prove the function (2.29) is a solution of (2.1). We have 
From (2.30), it is easy to see that 
Wt) -=allcl exp 
dt t + a12c2 exp 
409/115:1-5 
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Similarly 
(t - z2) + az2c2 exp 
The theorem is proved. 
EXAMPLE 2.3. We consider 
x’(t) = 2x(t) - y(t - 3 In 2), 
y’(t)=x(t-$ln2)+y(t), 
(2.31) 
has nonoscillatory solution x(t) = exp[+] t, y(t) = exp[t] t, but 
corresponding without delay system 
x’(t)=2x(t)-y(t), 
y’(t) = x(t) + y(t), 
(2.32) 
is oscillatory. 
Remark 2.4. From (2.28), we note that the system (2.2) is oscillatory. 
This together with Theorem 2.4 one concludes that the nonoscillations are 
generated by delay. 
Remark 2.5. We can use similar methods to study the system with 
advanced arguments 
i, (t) = allxl (1) + a12x2(t + rl), 
-G(t) = azl (xl + z2) + az2x(t), 
where r, > 0, z2 > 0. These results are ommitted here. 
3. LINEAR SYSTEM WITH VARIABLE COEFFICIENTS 
We consider the linear system of functional differential equations with 
retarded arguments, 
(3.1) 
G(t) = a21 (t) x1 (t - r2) + h(t) x2(t), 
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where aii(t) is continuous and a,(t), i #j is absolutely continuous, 
i, j= 1, 2. 
Let 
x&)=4Gw 1 [ ;.,dW]> 
[ t)dW]. x2(t) = W exp 1 
Under this transformation system (3.1) is transformed into 
(3.2) 
u’( 2) = 
u’(t) = 
[ 1 
I 
exp - 
4
[ 1 
f 
exp - 
kl 
a,,(s) ds 1 
~22 (~1 ds 1 
[, 
1-z, 
aI2 w a,,(s)ds Ott--z,), 
10 1 
1 
(3.3) 
azl exp a,, (s) ds u(t - T2). 
By defining 
a,(t) = a&), i,j=1,2,t<t,, 
system (3.3) can be rewritten as second-order differential equations with 
retarded arguments 
U"(t)=P,(t)d(t)+P,(t)U(t-T,-T,), (3.4) 
where 
or 
where 
42 (t) P,(t)= -u,,(t)+- 
a12 (t) 
+%;?(t-T,), 
a,,(s)ds 9 
1 
v”(t)=R,(t)o’(t)+R,(t)v(t-Tz,-T2), (3.5) 
41 (t) R,(t) = --a,,(t) +- 
a21 (t) 
+%(t--z,)? 
66 LADDE AND ZHANG 
(3.6) 
u(t)=w(t)exp[f~~~P,(,)iJ, 
i(i)=z(t)exp[~/l~R,(s)ds]. 
Eq. (3.4) and (3.5) can be transformed into 
( 
P’,(t) P:(t) w”(t)+ 7-- 
4 ) 
w(t) 
-Pz(t)exp 4 
[I 
,-r,-rz 
P,(s)ds w(t--,-Tz,)=O, 1 (3.7) 10 
Of course, we assume that a,,(t) # 0 as i #j. By using the following trans- 
formation 
z”(t) + -j- - - 
( 
R\(t) R?(t) 
4 ) 
z(t) 
R,(s)ds z(t--,-Tz,)=O. 1 (3.8) 
The equation of type (3.7) and (3.8) were studied by Norkin [6]. 
It is easy to see that the transformations (3.2) and (3.6) do not change 
the oscillation of the system (3.1). 
It is obvious that the oscillation of system (3.1) is more complex than 
system (2.1). In fact, the study of oscillation of the equation of the form 
w’l(t)+N(t) w(t)+M(t) w(t-z)=O (3.9) 
is far from its completion. For example, when N(t) and M(t) admit sign 
change, we have not seen any results about the oscillation of the 
equation (3.9). 
At first, we present a theorem with respect o the system (3.1). 
THEOREM 3.1. Assume that ati (t), i #j have constant sign for sufficiently 
large t 2 0, then the components x, and x2 in system (3.1) have the same 
oscillatory property. 
Proof: In fact, let x,(t) be nonoscillatory. From the first equation of 
system (3.1), we have 
OSCILLATIONS OF SYSTEMS WITH DELAY 67 
and it follows that x1 (t) has the same sign as t is sufficiently large. Thus 
x1 (t) also is nonoscillatory. Similarly, if x, (t) is nonoscillatory then x2(t) 
too. 
Now we prefer using another transformation to reduce equation (3.4) 
and (3.5). 
Let 
r(t)=exp( -J-P,,,,,) (3.10) 
then Eq. (3.4) is transformed into 
(r(t)u’(t))‘=Pz(t)r(t)u(t-z,-7,). (3.11) 
Similarly, let 
dt)=exp( -,‘RdW) (3.12) 
then Eq. (3.5) is tranformed into 
(q(t) o’(t))’ = R,(t) q(t) u(t - TI- 72). (3.13) 
Because of Theorem 3.1, we can use any one of (3.4) ((3.11)) and (3.5) 
((3.13)) to discuss the oscillation of the system (3.1). 
There are many papers for oscillation of the equation of the form (3.11). 
So this transformation is more convenient for solving our problem. 
However, P2 (t) admit sign change, the research of the oscillation of (3.11) 
is very difficult. We will mainly discuss the case in which P,(t) and R2 (t) 
keep their sign unchanged for sufficiently large value of t. 
(i) The case P,(t)>O. 
At first, we will extend Kamenskii’s result [7]. We consider the equation 
of the form 
(r(t) y’(t))’ = M(t) y(t - T), t b A, (3.14) 
where r(t) and M(t) are continuous positive functions. 
We consider, for Eq. (3.14), the fundamental initial value problem with 
fixed initial function b(t) which is continuous on the initial set E,, and 
v> =y’(A) will be a parameter. We introduce the following sets 
K”={AER: y(t,q5(t),A)ES+m}, S+m={y: y+coast-+oo}, 
K-“={AER: y(t,d(t),A)ES-“}, Sm={y: y---co,ast+oo}, 
p={AeR: y(t,d(t),A)ES’), SO=(y: y-+O,ast-+co), 
K- = {AER: y(t,cj(t), A)&}, S = { y: y is oscillatory}. 
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We can use Kaminskii’s method to prove the following results. 
THEOREM 3.2. Assume that 
s 71 (R(t) - R(s)) M(s) ds = CD, (3.15) 
where R(t) = j:, ds/r(s), then 
(i) If&t)>0 (ti(t)<O) on E,, i(t)&0 andya> (y><O), then 
YES+” (Sprn). 
(ii) Ifq5(t)=O on E,, andy>>O (y><O) then YES+” (Spa). 
(iii) IfyI(t) and y*(t) have some initialfunction and y’,(A)>y;(A), 
then y1(t)>y2(t), y;(t)>.&(t) on t2A and lim,,, (y,(t)-y,(t))=m 
lim(y;(t)-y;(t))=co; 
(iv) Every initial function 4(t) have no more than one bounded solution 
on [A, ~0); 
(v) the sets K”, K-” are nonempty for every initial function 4(t); 
(vi) Ktm, K-” are open intervals (-00, cc) and (p, co) (a</?) and 
K+“vK-“#R; 
(vii) Zf the set F consists of an interval [a, /?I (a < /?), then for every 
ya E F, the corresponding solution is unbounded and oscillatory. 
Proof Integrating (3.14), we have 
y’(t) = 
r(A 1 Y’U 1 
r(t) 
+-&j-i WS)Y(S-T) ds 
and 
y(t)=y(A)+y’(A) r(A)R(I)+/’ (R(t)-R(s))M(s)~(s-z)ds. 
A 
The rest of part of proof is similar with [6] or [7], we shall omit the 
details. 
Remark. 3.1. If condition (3.15) is replaced by R(t) + co as t + co, 
y> # 0, then above conclusions remain true. 
THEOREM 3.3. Assume that R(t) + co as t + co and 1” R(s) M(s) ds 
co; then every 
b;longs to 3. 
bounded solution of the (3.14) either belongs to So or 
Proof Let y(t) be a bounded nonoscillatory solution of (3.14), without 
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loss of generality, we can assume that y(t) > 0, t > t,,, then (r(t) y’( t))’ > 0 
for t 2 to + r, i.e., r(t) y’(t) is strictly increasing for large t, say t 2 t,. If 
ry’ > 0, t 2 t,, then, in view of R(t) -+ co, y(t) + cc as t -+ co. This is a con- 
tradiction to the boundedness of y(t), so r(t) y’(t) < 0 as t 2 t,. Obviously, 
limits y( cc) > 0 and r( co) y’( co) 6 0 exists. It is easy to see that 
Y( cc) y’( cc ) = 0. Otherwise, it will lead to y(t) < 0 for sufficiently large t. 
From Eq. (3.14) 
so 
r(t,)y’(tl)= -I= M(s)y(s-z)ds 
11 
because 
Y’(f) = 
r(tl)y’(tl) 
r(t) 
+-&I Ws)y(s-~)ds 
0 
+j-‘(R(t)-R(s))M(s)y(s-z)ds 
II 
=r(t,)+f’(R(t,)-R(s))~(s)y(s-TJds 11 
-(R(t)-R(t,))frnM(s)y(s-~)ds 
t 
~v(tl)+R(t,)Cr(t)y’(t)-r(t,)y’(t,)l 
’ - 
s 
R(s) M(s) y(s - T) ds 
11 
cr(tl)-R(Il)r(t,)y’(t,)-~‘R(s)M(s)y(s-r)ds 
11 
4y(tl)-R(t,)r(tl)y’(t,)-y(co)ffR(s)M(s)ds~ --03 
II 
as t + co. This contradiction shows tht y(c0) = 0. 
The case y(t) is bounded and y(t) < 0 for sufficiently large t, the con- 
clusion follows analogously. 
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COROLLARY. Under the conditions of Theorem 3.3 for any fixed initial 
function d(t) E C 
and K+ m, Kpa, and p v K” are nonempty. 
Proof: According to Theorem 3.2, we note that K” and K-” are non- 
empty and K” u K-” #R, so there exists some solutions either bounded 
or unbounded and oscillatory. But according to Theorem 3.3, every 
bounded solution either belongs to So or 3. The proof is complete. 
THEOREM 3.4. If r(t) is nondecreasing, M(t) > 0, 
1 1 
lim sup ~ I f-= r(t-7) ImmT 
M(s)(t-s)ds> 1, (3.16) 
then every bounded solution of Eq, (3.14) is oscillatory. 
Proof Let y(t) > 0 be a bounded nonoscillatory solution of (3.14), then 
there exists a t, 3 to such that y(t) > 0, y(t - r) > 0, y’(t) < 0. Hence, 
(r(t)y’(t))‘>O, as tat,. Let t,>t,>t,. Then 
but r(t3) B r(t2). From the above inequality, we have 
r(b) 
-Y’(h) >Y’(fJ 
r(t2) 
so y’(t3) > y’(t2). That is, y’(t) is an increasing function, so y”(t) > 0, i.e., 
y(t) is concave up and decreasing for t >, tl . Therefore y(t) lies above its 
tangent. This is, for Z S> t, , 
y(T) + y’(T)(S- 7) d y(S). 
By setting t= t - r, S = s - z, the above inequality reduces to 
y(t - 7) + y’(t - z)(s - t) 6 y(s - z), 
and hence 
M(s) y(t - 7) + M(s) y’(t - z)(s - t) < M(s) y(s - T) = (r(s) y’(s))‘. 
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By integrating with respect o s, we have 
y(t-~)j’ ~(s)ds+y’(r-z)f M(s)(s-t)ds 
I--T f--S 
<r(t)y’(t)-r(t-7)y’(t-T), (3.17) 
y(t-~~j,~~ M(s)ds-y’tt-7) [J’ M(s)(t-s)ds-r(t-7) <r(t)y’(t). 
I-T I 
Because of condition (3.16), the left-hand side of (3.17) is nonnegative for 
suffkiently large t, while the right side is negative. This contradiction 
proves our result. 
EXAMPLE 3.1. We consider 
(t’y’)‘=t(t-n)y(t-7q. 
This equation satisfies the condition (3.16). As expected, this equation has 
a bounded oscillatory solution y(t) = -sin t/t. 
THEOREM 3.5. Under conditions of Theorems 3.3 and 3.4, Eq. (3.14) has 
at least one oscillatory solution. 
In fact, from the corollary of Theorem 3.3 we see that set !? v K” is 
nonempty, but K” = $ under the condition of Theorem 3.4. 
COROLLARY. Assume that the hypotheses of Theorems 3.3 and 3.4 are 
satisfied,thenS=S’“vS-“US” orR=K+“vK-“uK”foranyfixed 
initial function I$ 15 C. 
Remark 3.2. The Theorems 3.4 and 3.5 are generalizations of the results 
in [8, lo]. 
Now we are ready to present an oscillatory result about system (3.1). 
THEOREM 3.6. If 
(i) r(t) > 0 is nondecreasing and R(r) = 5’ &/r(s) + CQ, as t --f ~0, 
(ii) P,(t)>0 and iocl R(t)P,(t)r(t)dt= cx), 
(iii) lim supI _ oo (l/r(t-z))S:-rP2(s)r(s)(t--)ds>1, 
then system (3.1) has oscillatory solution. 
Remark 3.3. The conditions in the Theorem 3.6 are relative to (3.11). 
By following the previous analysis we can formulate another group of con- 
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ditions that guarantee the existence of oscillatory solutions of system (3.1) 
whenever equation (3.15) satisfied the following conditions. 
(i)’ q(t) > 0 is nondecreasing and Q(t) = I;, ds/q(s) -+ co, as t -+ co, 
(ii)’ R,(t)>0 and j” Q(t)R,(t)q(t)dt=m, 
(iii)’ lim sup, _ m (lls(t-z))j:~,R,(s)q(s)(t-s)ds>l. 
Remark 3.4. Under the condition (iii) of Theorem 3.6 and Pz(t) > 0, 
r(t) > 0 is nondecreasing, then every solution of the form 
(x2 is not restricted) 
of the system (3.1) is oscillatory. 
EXAMPLE 3.2. We consider 
dx(t) -==x(t)+y(t), 
dt 
4(t) -= 
dt 
(3.17) 
where P2(t)= 1-(7c/2)>0 r(t)= t2 and 
lim sup, _ o. (l/r(r-~))I:~,P2(~)r(~);1S-~)d~=II’so every solution of the 
form x(t) = O(e’) (y(t) is not restricted) is oscillatory. 
In fact, (3.17) has an oscillatory solution 
x(t) = -!!fJ e’, sint-tcost y(t)= t2 e’. 
Now we discuss the case P,(t) < 0. The following result extends Burton’s 
work [9]. 
THEOREM~.~. In Eq. (3.11) assume that r(t)>O, R(t)=j;,ds/r(s)+ co, 
as t+ co, P,(t)<0 and 
R(s,) r(sl) P,(s,) ds, ds+ - 00 1 (3.18) 
as t-02, t--Tat,, for tat,, where cl and c2 > 0 are arbitrary constants. 
Then every solution of (3.11) oscillates. 
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ProoJ: Equation (3.11) can become system of the form 
r(f) x’(f) =Y(G, 
y’(t)=P,(t)r(t)x(t-7). 
(3.19) 
Let x(t) be a nonoscillation solution. Without loss in generality, we 
assume that x(t)>O, x(t-r)>O for t>t,. From (3.19) y’<O for tat,. 
Assume that y(t) < 0 for t 2 t,,. This leads to the fact that y(t) <.y(to) < 0, 
so 
r(t) x’(f) <~(hd, and 
Y(hJ X’(f) < -, 
r(f) 
Integrating last inequality, we obtain x(t) < 0 for t sufficient large. This is a 
contradiction to the fact that x(t) > 0. Therefore, there exists some t, 2 t, 
such that x(t - r) > 0 and y(t) > 0 for t 2 t, . 
From (3.19) 
and hence 
=r(t,)x’(t,)CR(t)-R(t,)l 
+ j’ (R(t) - R(s)) P2(s) r(s) x(s -7) ds 
11 
= R(f) r(t) x’(t) - r(tl) x’(tl) R(t,) 
- ‘R(s) P,(s)r(s)x(s-r)ds J’ 11 
or 
x(t)=R(t)r(t)x’(t)-r(t,)x’(t,)R(t,)+x(t,) 
’ - s 
R(s) P2(s) r(s) x(s - T) ds 
II 
ax(r,)-r(t,)x’(t,)R(t,)-/‘R(s)P,(s)r(s)x(s-r)ds 
fl 
Bx(t,)-r(r,)x’(t,)R(r,)-x(t,-r)S’R(s)P,(s)r(s)ds 
II 
=c1 -c* 5 ’ R(s) P2 (s) 4s) ds, as tat,, 11 
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where c2 > 0, hence 
x(t-T)>C,-cc, s ’ * R(s) P2(s) r(s) ds, ast>t,+z. 11 
Let t z t, = t, + r such that t - z b t,, we have 
,W-dtd=jt Pz(s)r(s)x(s-~)ds 
12 
6 ‘P2(s)r(s) I ~~*R(s,)P,(s,)v(s,)ds, ds+ -cc 12 1 
this is a contradiction, because we assume that y > 0. The theorem is 
proved. 
EXAMPLE 3.3. We consider 
x’(t)=sintx(t)+y t-4 , 
i 1 
y’(t)= -x t-5 +sin ty(t). 
( 1 
(3.20) 
It satisfies the conditions of Theorem 3.7, so its every solution is oscillatory. 
By replacing P,, Y, and R by RZ, q, and Q, respectively, we can obtain 
similar results for (3.13). 
Because of the fact that the transformation preserves an oscillation, so 
we can obtain the oscillation of the solution of system (3.1) from oscillation 
of any one of (3.11) and (3.13). 
EXAMPLE 3.4. We consider 
x’(t)=sintx(t)-y t-5 , 
c > 
y’(t)=x t-9 +sin ty(t). 
( > 
(3.20) 
To solve the problem of oscillation for (3.20) we should use the 
corresponding theorem of Theorem 3.7 for Eq. (3.13). 
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