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 Backward erosion piping is a mechanism of internal erosion that has been widely 
recognized as a potential hazard for water-retaining structures, such as dams and levees, 
that are founded on granular materials. Backward erosion piping initiates toward the 
downstream zone of the structure by the concentration of flow at an exit point acting as 
drainage, which leads to a localized loosening of the soil and eventually to a continuous 
migration of grains from the foundation following a piping path pattern. Such piping path 
extends backward toward the impoundment once a certain critical hydraulic condition is 
met, resulting in the loss of stability of the structure and leading to failure.  
Despite the numerous studies aimed to provide new insights into backward 
erosion piping prediction, detection and remediation, there is still a need to develop 
experimentally validated methodologies that allow linking results from physical and 
analytical models to field behavior. This is due to, among others, the difficulty to 
replicate the field behavior in small-scale models and the limited understanding of 
parameters that are interrelated and affect the evolution of the phenomenon.  
The geotechnical centrifuge modeling technique has the potential to model 
complex geotechnical mechanisms and stress conditions that occur in large-scale 
prototypes (i.e., field conditions) using models with reduced scale, which saves cost and 
time in model construction. This is done by imposing a simulated gravitational 
acceleration field to the model that is higher than the Earth’s gravity applied to the 
vi 
prototype. However, the use of centrifuge modeling to study backward erosion piping is 
limited due to the complexity of the phenomenon and the limited understanding of the 
effects of the increased gravitational acceleration field on parameters, such as head and 
pressure losses, flow regime and critical hydraulic conditions. A few research studies 
have attempted to assess backward erosion piping in the geotechnical centrifuge, but the 
associated scaling effects are still insufficiently explored or validated.   
The goal of this study is to advance the understanding of the backward erosion 
piping phenomenon by implementing the geotechnical centrifuge modeling technique. A 
series of centrifuge modeling experiments were performed to model the different 
mechanisms involved during the development of backward erosion piping. The scaling 
effects derived from the implementation of this technique are evaluated to allow the 
interpretation, conformation and validation of existing theoretical scaling laws. Results 
from this study provide new insights into the impact of exit drainage and seepage length 
on the global and local hydraulic conditions developed during different phases of the 
phenomenon. Critical hydraulic conditions were obtained and compared with data 
available in the literature. Overall, this study provides a new experimental protocol and 
analysis procedure for conducting centrifuge modeling studies of backward erosion 
piping. This study is a first step towards the full understanding of the complex field 
conditions.   
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𝑖𝑐𝑟−𝐹𝑉𝑀 Critical hydraulic gradient to induce the first visible movement. 
 
𝑖𝑐𝑟−𝑇𝐻 Critical hydraulic gradient to induce the total heave. 
 
𝑖𝑐𝑟−𝑒𝑥𝑝 Centrifuge experimental scaling factor for critical hydraulic gradient.  
 
𝑖𝐺𝑙𝑜𝑏𝑎𝑙 Global hydraulic gradient between two reservoirs. 
 
𝑖𝑗−𝑘 Hydraulic gradient between two reference j and k. 
 
𝑖𝐿 Local hydraulic gradient between an upstream reservoir and an exit-hole. 
 
𝑖𝑠𝑎𝑡 Hydraulic gradient used for saturation. 
 
𝑘 Darcy’s permeability constant. 
 
𝐾 Kozeny-Carman constant. 
 
𝐾′ Constant representing the porous shape within a soil volume. 
 
𝐾0 Coefficient of lateral earth pressure at rest.  
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𝐿 Linear distance in a centrifuge model or prototype. 
 
𝑛 Porosity of soil volume.  
 
𝑁 Increment of gravitational acceleration with reference to Earth’s gravity (i.e., 𝑁 =
𝑔𝑚𝑜𝑑𝑒𝑙 𝑔𝐸𝑎𝑟𝑡ℎ⁄ ). 
 
Δ𝑃 Pressure loss due to flow between two reference points spaced a distance 𝐿.  
 
(𝛥𝑃)̅̅ ̅̅ ̅̅  Normalized pressure loss. 
 
Δ𝑃𝑎𝑚𝑏 Pressure loss in ambient flow conditions. 
 
Δ𝑃𝐻 Pressure loss across an exit-hole. 
 
𝛥𝑃𝑝 Differential pressure across a grain.  
 
(𝛥𝑃)̅̅ ̅̅ ̅̅ 𝐹𝑉𝑀 Normalized pressure loss at the first visible movement. 
 
(𝛥𝑃)̅̅ ̅̅ ̅̅ 𝑇𝐻 Normalized pressure loss at the total heave. 
 




 Critical pressure gradient.  
 
𝑅𝑐𝑟𝑖𝑡𝑖𝑐 Critical Reynolds Number indicating the limit of validity of Darcy’s law. 
 
𝑅𝑛 Reynolds Number in a porous medium based on Muskat (1938) and Stephenson 
(1979).  
 
𝑅𝑝𝑜𝑟𝑒 Reynolds Number in a porous medium. 
 
𝑆𝑏 Specific surface area per unit volume of particles in contact with fluid in a soil 
volume.  
 
𝑆𝑝 Total seepage force acting in a grain.  
 
𝑆𝑡 Total seepage force acting in soil volume. 
 
𝑇 Time variable in a centrifuge model or prototype. 
 
𝑣 Velocity of flow. 
 
𝑣𝑐𝑟𝑖𝑡𝑖𝑐 Critical velocity of flow indicating the transition to a nonlaminar flow domain. 
 
𝑊′ Submerged weight of grains. 
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𝑊𝑝 Weight of a grain.  
 
𝑊𝑡 Weight of solid fraction in soil volume. 
 
𝑋𝑚 Magnitude of a variable 𝑋 in a centrifuge model. 
 
𝑋𝑝 Magnitude of a variable 𝑋 in a prototype (i.e., 1g condition).  
 
𝑿 Centrifuge scaling law of a variable 𝑋 (i.e., 𝑿 = 𝑋𝑚 𝑋𝑝⁄ ). 
 
𝛾𝑤 Unit weight of water.  
 
𝜇 Dynamic viscosity of a fluid.  
 
𝜌 Density of the soil. 
 
𝜌𝑤 Density of water. 
 
𝜎𝑚
′  Mean effective stress. 
 
𝜎𝑣 Total vertical stress. 
 
𝜎′𝑣 Effective vertical stress.  
 
𝜏 Tortuosity constant in a soil volume.  
 
𝜏𝑐 Critical seepage viscous shear stress that induces grain movement.  
 
𝜙′ Drained friction angle of the soil.  
 
λ or Quantum number employed when F1 is not a good quantum number. This value 





Water-retaining structures are one of the most important civil engineered 
structures because of their direct benefits to society. These structures are used for energy 
generation, irrigation, water supply/management, flood control, control of watersheds and 
recreation. Consequently, they play an important role in the organization, economy, 
safety and development of modern society (Biswas and Tortajada 2001; Di Baldassarre et 
al. 2013). The exploitation of rivers and other water bodies using water-retaining 
structures is essential to improve the living conditions of human beings, and fewer human 
settlements would be supported by rivers in absence of these structures (Altinbilek 2002). 
For instance, one-fifth of the world power generation is contributed by dams and this is 
the main energy source in over 55 countries (Yϋskel 2009). Only the United States 
registers more than 90,000 dams (USACE 2016), with more than 85% made of earthen 
materials, and a total of 47,349 levees are used for flood protection in a length of nearly 
29,900 miles of major rivers and water bodies (USACE 2018).  
Despite the importance of water-retaining structures to human life and the modern 
techniques used for their design, construction, maintenance and operation, several 
hazards continue to affect these structures, especially those made of earthen materials. 
Extreme natural events, structural defects or animal activity, are some examples of 
potential triggers of breach in earthen dams and levees that may result in catastrophic 
consequences. This was experience in New Orleans in 2005 with the failure of the levees 
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on the 17th Street Canal during hurricane Katrina (Ubilla et al. 2008; Sasanakul et al. 
2008) and in the state of South Carolina where 51 regulated earth dams breached due to a 
major flooding in the central and coastal areas in 2015 (Sasanakul et al. 2017).  
Studies of case histories of embankments and dikes with noticeable damage or 
structural failure in the United States, the Netherlands and other countries indicated that 
the most frequent failure mechanisms involve some form of erosion due to flow of water 
(Foster et al. 2000; Danka and Zhang 2015). One of the most recurrent failure 
mechanisms is internal erosion observed in nearly 46% of the cases, in which the 
mechanism known as backward erosion piping is frequent. This mechanism initiates 
towards the downstream toe of the structure with the concentration of flow in an exit 
point causing a localized loosening of the foundation soil (Bonelli 2013). If a certain 
critical hydraulic condition is achieved, migration of soil grains from the foundation 
begins, leading to the formation of micropipes that increase in length from the exit point 
and toward the impoundment. Eventually, the flow across the foundation concentrates in 
the micropipes and the erosion rate of grains increases, causing a condition of instability 
and the hydraulic failure of the foundation. Such failure condition corresponds to the 
scenario where the water-retaining structure is uncapable of maintaining the 
impoundment water level.  
The impact of backward erosion piping in the safety of earthen structures is 
widely recognized. Hence, the design and construction of geotechnical structures often 
include the analysis of safety against the mechanism of backward erosion piping 
(Technical Advisory Committee 1999; USACE 2000; USDIBR 2014; Van Beek 2015). 
Nonetheless, the evaluation and remediation of this phenomenon based on field 
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observations are challenging as this phenomenon is difficult to be detected before the 
failure and any post-failure information that may allow studying the mechanism is 
usually washed away shortly after the breach (Costa and di Prisco 1999; Richards and 
Reddy 2007). To overcome this challenge, extensive research studies have been 
developed using analytical and experimental approaches to model backward erosion 
piping as an alternative to field studies. However, despite the valuable insights obtained 
in recent years, there is still a misconnection between the analytical and numerical works 
and the results from physical models (Sellmeijer et al. 2011; van Beek et al. 2012; Van 
Beek 2015), in addition to the lack of experimentally validated theories suitable to 
extrapolate laboratory testing to field behavior (Schmertmann 2002).  
Since the late 1990s, the geotechnical centrifuge modeling technique has been 
remarkably useful to overcome the limitations to develop physical models of complex 
geotechnical structures and phenomena resembling a stress state closer to that existing in-
situ (e.g. Lin et al. 1994; Nichols and Goodings 2000; Suah and Goodings 2001; 
Goodings and Abdullah 2002; Han and Goodings 2006; Taylor 2018). However, the 
remarkable potential of this technique has not been successfully used to study erosion 
mechanisms, such as backward erosion piping, due to several factors, but the most 
important is the limited experience that hinders the adequate interpretation of results from 
centrifuge models.  
This dissertation focuses on the use of the geotechnical centrifuge modeling 
technique as an innovative alternative to develop experimental studies of backward 
erosion piping. This chapter presents and describes the background and motivation to 
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develop this research, followed by the objectives proposed and the contribution to the 
field of civil engineering.  
 1.1 INVESTIGATION OF BACKWARD EROSION PIPING 
Figure 1.1 shows a concept map summarizing the state of the art of the 
investigation of backward erosion piping using field observations, analytical and 
numerical methodologies, and physical modeling techniques. Regardless of the 
methodology, the research studies have mainly focused on the determination of the 
hydraulic conditions that lead to failure by backward erosion piping, usually using 
estimations of the critical hydraulic head and the critical hydraulic gradient. Other aspects 
that are often studied are the effects of different parameters that may affect the initiation 
and development of the phenomenon, such as soil properties or the geometry and 
configuration of the structure.  
Given the challenge of developing detailed studies in the field, field works are 
limited and have focused mainly on the statistical assessments of documented case 
histories to estimate the frequency of occurrence of the different erosion-driven failure 
mechanisms (e.g., Foster et al. 2000; Danka and Zhang 2015), and occasionally to 
characterize the phenomenon (Van Beek et al. 2011). On the other hand, analytical 
studies of this phenomenon date to the beginning of the 20th century to assess the piping 
potential in foundations of concrete and masonry structures (e.g., Bligh 1910; Lane 
1935). More detailed analytical studies using extensive experimental data were developed 
towards the end of the 20th century allowing less conservative and more accurate 
estimations of both local and global critical hydraulic gradients (e.g., Sellmeijer 1988; 
Schmertmann 2000). More analytical and numerical studies were developed after the 
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beginning of the 21st century taking advantage of the improvement of computational 
capabilities and the availability of more experimental data (e.g., Ojha et al. 2001, 2003; 
Wan and Fell 2004a, 2004b; Fell and Wan 2005; Sellmeijer et al. 2011;). Such studies 
included new parametric assessments, such as the elapsed time during the development of 
backward erosion piping, but the main scope remained on developing methodologies to 
estimate critical hydraulic gradients.  
The first experimental works were developed towards the end of 20th century 
using small-scale physical models of dikes (de Wit et al. 1981, 1984), allowing the 
observation of the different phases comprising backward erosion piping and providing 
new insights of the effects of soil properties, geometry and configuration of the structure, 
and a first glance of the limitations due to modeling at a reduced scale. After the 
beginning of the 21st century, experimental research has been conducted using different 
configurations and sizes of models, mainly for parametric assessments, and discretizing 
specific phases during the development of backward erosion piping (e.g., Reddi et al. 
2000; Ghiassian and Ghareh 2008; Bendahmane et al. 2008; Fleshman and Rice 2013, 
2014; Yang and Wang 2017; van Beek et al. 2008, 2010, 2011). Despite the valuable 
insights obtained, the interpretation of experimental results remains unclear due to the 
challenge of understanding the scale effects in physical models, the effects of 
heterogeneity of the soil from micro- to macro-scales, and the uncertainty associated to 
soil properties, such as grain size and grain shape (Bonelli 2013). Furthermore, direct 
comparison with results from analytical models is difficult due to, among others, the use 





Figure 1. 1 Summary of research on backward erosion piping. 
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Full-scale physical models have also been used to investigate backward erosion 
piping and to improve and validate analytical methodologies using the advantage of 
analyzing the phenomenon under field conditions (van Beek et al. 2010, 2011; Sellmeijer 
et al. 2011). Although full-scale models reduce the scale effects to the minimum and 
possibly mitigates the uncertainty from other sources typical of small-scale models, such 
as soil properties or configuration of the structure, the cost and time required are usually 
unfeasible.  
A useful technique to improve the current experimental framework for studying 
backward erosion piping is the geotechnical centrifuge modeling. This technique has 
been extensively used as an alternative to full-scale physical models to analyze complex 
behaviors of geotechnical structures (e.g., Gajan et al. 2005; Murillo et al. 2009; Lanzano 
et al. 2012; Stewart et al. 2015). Through this technique, a small-scaled model inside a 
centrifuge is subjected to an increased gravitational acceleration field greater than Earth’s 
gravity, allowing simulating field-like environments always that adequate similarity 
conditions are satisfied (Taylor 2018). This advantage constitutes an important 
opportunity to improve the understandings of scaling effects in physical models of 
backward erosion piping, as well as to develop new experimental protocols to address 
other challenges for modeling this phenomenon. Notwithstanding, centrifuge modeling 
has only been effectively used in limited occasions for the investigation of backward 
erosion piping (van Beek et al. 2010; Leavell et al. 2014; Koito et al. 2016) and other 
mechanisms of internal erosion (e.g., Marot et al. 2016). A detailed assessment of the 
implications of modeling erosion mechanisms under increased gravitational acceleration 
fields only exist using analytical approaches and without any experimental validation 
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(e.g., Goodings 1982, 1984, 1985; Dong et al. 2001; Bezuijen and Steedman 2010). The 
lack of experience in centrifuge modeling have hindered the interpretation of existing 
centrifuge results and have led to questioning the potential of this technique for 
successfully modeling backward erosion piping or any other geotechnical phenomena 
involving erosion.  
The main goal of this study is to develop a systematic assessment of the physical 
modeling of backward erosion piping using the geotechnical centrifuge modeling 
technique. The study considers the different phases comprising the phenomenon and 
explores the main challenges and limitations associated to centrifuge modeling of 
backward erosion piping. The scaling effects consequence of modeling under increased 
gravitational acceleration fields are evaluated using new and extensive sets of 
experimental results that are compared with analytical assessments and existing results 
from experimental studies obtained using alternative modeling techniques. The study 
focuses on the determination of the global and local critical hydraulic conditions leading 
to failure by this phenomenon and the assessment of the behaviors observed.  
1.2 RESEARCH OUTLINE 
1.2.1 PROBLEM STATEMENT 
The geotechnical centrifuge modeling technique is widely recognized to be a 
powerful tool for developing both non-parametric (i.e., studies considering the entire 
geotechnical structure, such as physical models of levees or foundations) and parametric 
studies (i.e., studies focused on specific variables, such as the time for wave propagation 
in dynamic analysis or the time for diffusion in consolidation processes). However, the 
feasibility of using this technique for physical modeling of erosion mechanisms, such as 
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backward erosion piping, has been questioned due to the numerous potential scaling 
conflicts that have been identified through theoretical analysis. These theoretical scaling 
conflicts mainly derive from the difficulty to satisfy similarity of time-related variables, 
such as velocity of flow or erosion rate, among the different events that are considered 
occurring simultaneously during backward erosion piping, such as laminar and turbulent 
seepage flow and grain transport. However, the practical implications of using centrifuge 
modeling to model backward erosion piping are unknown due to the lack of extensive 
and detailed experimental evidence that validate or disprove the existing theoretical 
considerations. Hence, the actual feasibility of using this approach is still unknown. 
Furthermore, the limitations identified for centrifuge modeling of this phenomenon are 
also applicable to the experimental methodologies used in the literature.   
1.2.2 RESEARCH QUESTIONS 
Based on the problem statement described, the following main research question 
is proposed for this dissertation: 
• RQ – 1: What are the practical implications of developing experimental 
models of backward erosion piping using the geotechnical centrifuge 
modeling technique? 
The following additional research questions are also derived: 
• RQ – 2: What are the seepage flow conditions and behaviors reproduced in 
physical models under increased gravitational acceleration fields? 




• RQ – 4: What is the effect of the centrifuge gravitational acceleration field on 
the critical hydraulic gradients for backward erosion piping? 
• RQ – 5: What are the potential centrifuge scaling effects on the development 
of backward erosion piping using geotechnical centrifuge? 
1.2.3 RESEARCH OBJECTIVES 
Based on the problem statement and the research questions, the following 
objectives are proposed for this study: 
I. Evaluate the effects of centrifuge gravitational acceleration in the 
characteristics of flow through granular materials represented by the 
relationship between the hydraulic gradient and the velocity of flow. 
II. Evaluate the development of the backward erosion piping mechanism in 
small-scale models under different levels of gravitation acceleration. 
III. Evaluate the scaling behavior of main flow parameters during the 
development of backward erosion piping in centrifuge models. 
IV. Evaluate the potential scaling conflicts associated to physical modeling of 
backward erosion piping using the geotechnical centrifuge.  
V. Develop an interpretation protocol for physical models of backward erosion 
piping using the geotechnical centrifuge modeling technique. 
1.2.4 RESEARCH METHODOLOGY AND RESEARCH TOPICS 
The methodology used in this dissertation is mainly experimental and the 
experiments were reproduced inside the geotechnical centrifuge facilities of the 
University of South Carolina. In some occasions, experimental results are compared to 
results from analytical methods available in the literature and to results from simple 
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numerical models developed using the computational tool SEEP/W. Specific details of 
the methodologies used are presented later in this document. Likewise, detailed 
descriptions of the literature are provided in the next chapter.  
 To address the research questions and objectives proposed, this dissertation is 
divided into four main sections or research topics as described next: 
1.2.4.1 Research Topic I: Evaluation of Flow Characteristics through Cohesionless 
Materials in Centrifuge Environments 
In geotechnical and geological engineering, groundwater flow or flow through 
earth structures is analyzed using Darcy’s Law, assuming a permanent viscous or laminar 
condition in which the velocity of flow is linearly proportional to the hydraulic gradient. 
This assumption is valid when the velocities of flow experienced in these structures are 
relatively low. However, the flow behavior may exhibit nonlinearities in some field 
conditions, including breakwater structures and rapid flooding (e.g., Gelhar et al. 1992; 
Nielsen 1992; Kreibich et al. 2009), or in laboratory conditions, such as geotechnical 
centrifuge modeling (Khalifa et al. 2002).  
In the case of centrifuge modeling, a small-scale model is subjected to a 
gravitational acceleration field of 𝑁 times Earth’s gravity. If the same soil and fluid in the 
full-scale prototype are used in the model, the velocity of flow in the model will increase 
𝑁 times higher than the velocity of flow in the prototype (Laut 1975; Garnier et al. 2007). 
As a result, the velocity of flow may exceed the limit for laminar flow and the flow 
behavior in the model may diverge from the one expected in geotechnical structures. 
Therefore, the limit of validity for the laminar flow and the flow behavior in centrifuge 
environments have an important impact on the implementation and interpretation of 
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physical models of backward erosion piping. Such limit of validity of Darcy’s law and 
the laminar flow regime is usually estimated based on Forchheimer’s Law and the 
concept of critical Reynolds number, 𝑅𝑐𝑟𝑖𝑡𝑖𝑐, but its interpretation remains ambiguous, not 
only for geotechnical centrifuge modeling, but for any physical model involving flow.  
The first stage of this study focused on investigating the effects of changes in the 
gravitational acceleration field on the behavior of flow through fine-grained sands that 
are typically used for geotechnical centrifuge modeling studies. This stage also 
established a connection between the different theoretical approaches available in the 
literature that have a valid application for centrifuge modeling. This was done by 
performing a series of centrifuge permeability tests at different levels of gravitational 
acceleration and using different granular materials. The effects of the characteristics of 
the porous media and centrifuge acceleration on the flow behavior were evaluated. The 
results show that the parameters relevant to Forchheimer’s Law remained constant 
regardless of the centrifuge acceleration. The values of 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 were obtained in a range 
from 0.2 to 11 and varied depending on the characteristics of material. The limit of 
validity of Darcy’s Law occurred for lower velocities of flow in fine-grained materials, 
but it remained constant regardless of the gravitational acceleration field.  
1.2.4.2 Research Topic II: Assessment of Centrifuge Models of the Initiation of 
Backward Erosion Piping due to Upward Flow 
It is typical to develop physical models of backward erosion piping resembling 
the entire foundation of a structure. This type of model addresses the critical hydraulic 
condition to extend a pipe through the total seepage length until the failure occurs. 
However, backward erosion piping is recognized to develop in different phases and the 
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initiation phase occurs at a noticeably smaller scale for which the grain-to-grain behavior 
becomes important. The assessment of this phase is difficult while using models of the 
entire foundation mainly because of the challenge of estimating hydraulic gradients near 
the exit points (Fleshman and Rice 2013, 2014).  
To evaluate the behavior associated only to the initiation phase of backward 
erosion piping, some research studies assessed the hydraulic behavior expected to occur 
during this phase by using one-dimensional experiments, usually inducing an upward 
flow condition through a column of sands (Fleshman and Rice 2013, 2014; Yang and 
Wand 2017; Peng and Rice 2020). The critical hydraulic conditions determined from 
these studies are presented as the true critical conditions for backward erosion piping and 
are fundamental for understanding this phenomenon. Previous experimental studies 
evaluated different aspects of the phenomenon, including the effect of grain-size 
distribution and particle shape (e.g., Fleshman and Rice 2014; Yang and Wang 2017). 
However, this type of analysis has not been performed using the geotechnical centrifuge 
modeling technique and consequently the effect of gravitational acceleration is unknown. 
Therefore, relevant parameters for physical modeling of backward erosion piping, such as 
localized hydraulic gradients triggering the phenomenon or the seepage stresses acting on 
the grains, both under increased gravitational acceleration fields, are still required.  
The second stage of this study addressed the internal erosion induced by upward 
flow that typically occurs during the initiation phase of backward erosion piping. This 
stage of the study focused on the assessment of the centrifuge scaling behavior of models 
under different gravitational acceleration fields. A series of centrifuge tests were 
performed by maintaining the same model dimensions, soil and fluid properties and at 
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centrifuge gravity ranging from 1g to 30g. The results from these tests were also 
compared with results under Earth’s gravity or 1g. Two critical hydraulic gradients 
associated with the first visible movement of sand particles and the total heave were 
obtained. The critical hydraulic gradients obtained for the first visible movement of 
grains agreed with a theoretical scaling law derived for this phase of the phenomenon. 
However, this theoretical scaling was not applicable to the total heave due to the 
expansion of the models. Regardless, the critical gradients for first visible movement and 
total heave were 0.56–0.99 and 1.16–2.44, respectively, and these results agreed with 
numerical and experimental values available in the literature. The seepage induced 
stresses at the granular level were estimated and it was found that 16% of the critical total 
seepage stress was contributed by the viscous shear stress, while the remaining 84% was 
contributed by differential pressure across the grain. 
1.2.4.3 Research Topic III: Assessment of the General Behavior Occurred in Centrifuge 
Models of Backward Erosion Piping 
Previous centrifuge modeling studies of backward erosion piping are available in 
the literature but are limited (e.g., van Beek et al. 2010; Leavell et al. 2014; Koito et al. 
2016). Some of these studies present a useful assessment of specific parameters, such as 
the estimation of critical hydraulic gradients, but generally without addressing relevant 
aspects, such as the implications of modeling this phenomenon under an increased 
gravitational acceleration field. As a result, detailed analyses of backward erosion piping 
are very limited and experimental validation of theoretical assessments of centrifuge 
scaling laws related to this phenomenon, which are available in the literature, has not 
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been performed (Goodings 1982, 1984, 1985; Dong et al. 2001; Bezuijen and Steedman 
2010). 
The third stage of this study addressed the characteristics observed in centrifuge 
models of backward erosion piping and provided a detailed analysis of the behavior 
observed at different phases of erosion based on in-flight video recordings and post-test 
observations, along with local and global pressure loss measurements. This stage of the 
study presents the results from a series of centrifuge modeling tests using simplified 
small-scale models following the typical configurations used in the literature. The models 
were prepared with the same soil and the same model dimensions and were tested under 
different levels of centrifuge gravitational acceleration. The critical hydraulic conditions 
leading to failure by backward erosion piping were evaluated using global and local 
perspectives, and the results were used to partially assess the effects of the exit-hole size 
and the changes in the centrifuge gravitational acceleration.  
The results showed that the overall mechanism that was modeled is similar to the 
mechanism described in previous small-scaled experimental studies. In addition, the 
results showed that the exit-hole size has minimal impact on the critical hydraulic 
gradient but affects the characteristics of the piping path and the amount of eroded 
material. The critical hydraulic gradient that initiated the erosion decreased slightly as the 
centrifuge gravitational acceleration increased. The values of the critical hydraulic 
gradient, which was studied locally and globally, ranged between 0.15 and 0.40 and fell 
within a range of estimates from typical analytical methods. 
1.2.4.4 Research Topic IV: Evaluation of the Effects of Gravitational Acceleration, Exit-
hole Size and Seepage Length in Centrifuge Models of Backward Erosion Piping 
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The fourth and final stage of this study, which expanded the scope of the third 
stage, aimed to provided new insights into the physical modeling of backward erosion 
piping by improving the understanding of the effects of parameters that are recognized to 
influence the development of this phenomenon in the field. This stage focused on three 
main variables: the seepage length, the size of the exit-hole and the magnitude of the 
gravitational acceleration field imposed in the models, relative to Earth’s gravity, and the 
testing protocol was designed to evaluate the scaling behavior and the time of 
development of the phenomenon.  
The analysis focused on the backward erosion piping that initiates at an exit-hole, 
resembling a crack in an impervious cover layer, and that progresses backwards to form 
micropipes across a foundation made of uniform, fine-grained sand. The results showed 
two typical behaviors in function of the seepage length, comprising a steady evolution 
with an identifiable progression of piping in models with shorter seepage length, and a 
rapid evolution with no identifiable progression in the remaining models. Despite the 
difference, the global hydraulic gradients were very similar and the change in value was 
rather caused by the size of the exit-hole. The gravitational acceleration field caused a 
decrease in the critical gradients, but the overall difference in value was 0.1 which is 
minimum compared with typical values from the literature. Overall, the behavior 
observed is acceptable compared to conventional physical models and the results from 
centrifuge models were close to full-scale estimations, which highlights the great 





1.3 CONTRIBUTION AND PRACTICAL IMPLICATION 
The main contribution of this study is to provide a detailed systematic analysis of 
the backward erosion piping mechanism reproduced in centrifuge models, which was 
validated with results from other modeling techniques. The effects of centrifuge 
gravitation acceleration were assessed rigorously in this study and to an extent that was 
not considered in previous research studies.  
The assessment of the global and local hydraulic conditions experienced during 
the backward erosion piping process can be used for the calibration of existing analytical 
and numerical models of this phenomenon, as well as for the development of new 
modeling techniques. In addition, the development of an experimental methodology to 
study backward erosion piping using the geotechnical centrifuge is fundamental for the 
design of physical models assessing mitigation options, as well as for studying other 
internal erosion mechanisms.   
Together with the study of flow through porous media in centrifuge environments, 
this study provides a new opportunity for the application of centrifuge modeling for 
studies of transport phenomena in the fields of chemical and environmental engineering. 
Likewise, the outcomes of this study are in support of significant geotechnical 
engineering advances in design, assessment, and mitigation of dams, dikes, levees and 
other water retaining structures, to improve their resistance to storm surge and flooding 
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The format of this dissertation follows a manuscript style. Chapter 1 shows an 
introductory outline of the motivation and methodology proposed for this investigation. 
Chapter 2 shows a summary of the background necessary to understand the mechanism 
of backward erosion piping and the state of the art of the research associated to this 
phenomenon. Chapters 3 to 6 present the investigation developed for each research topic 
proposed on the bases of the original research papers mentioned above. Chapter 7 
presents the summary and conclusions derived from this investigation, along with 
recommendations for related future work. In addition, Appendices A to E present 
additional information related to the centrifuge device used in this investigation, sensing 




BACKGROUND AND LITERATURE REVIEW
The background and literature review relevant to this dissertation are presented in 
this chapter. The chapter is divided into five main sections. The first section includes an 
overview of the Geotechnical Centrifuge Facilities located at the University of South 
Carolina, which were used for the most part of this study. The second section presents the 
background and relevant theories of geotechnical centrifuge modeling oriented to 
physical modeling of flow and erosion mechanisms. The third section includes a detailed 
description of the mechanisms of backward erosion piping leading to failure of water-
retaining structures due to internal seepage. The fourth section presents an overview of 
the theories describing the mechanics of flow through porous media applicable to 
geotechnical materials. The fifth and final section includes a summary of the most 
relevant research works reproduced for assessing backward erosion piping using both 
experimental and analytical approaches.  
2.1 GEOTECHNICAL CENTRIFUGE FACILITIES 
The Department of Civil and Environmental Engineering of the University of 
South Carolina received a significant improvement in 2011 that not only created new 
research opportunities for graduate students and faculties but provided a modern tool with 
high potential for education in different academic levels. Such improvement was the 
donation of a geotechnical centrifuge from the University of Maryland that now is part of 
the geotechnical research laboratory at UofSC. With this centrifuge, UofSC is now part 
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of a limited community of researchers capable of performing centrifuge modeling studies 
in geotechnical engineering.  
The UofSC centrifuge was originally a Genisco 1230-1 device with a 1.30 m 
radius arm and symmetrical platforms rated at nearly 13.6 g-ton (30,000 g-lb). This 
small-sized centrifuge is specifically designed for small models with short preparation 
times, which makes this device ideal for parametric studies where models are built and 
tested quickly. This also allows multiple models to be constructed focusing on a broad 
range of parameters, making these facilities ideal for education and research, not only in 
geotechnical engineering, but with potential for application in different areas of civil 
engineering. 
The centrifuge was originally built and used by NASA until 1982 when it was 
relocated to the University of Maryland. From 1982 to 2010, several geotechnical 
modeling research activities were conducted with this device, including, among others, 
the evaluation of the effects of backfill properties on the stability of geotextile-reinforced 
vertical walls (Suah and Goodings 2001), the effects of freezing over heave and 
consolidation of clays (Han and Goodings 2006), sinkhole development using sand and 
karst limestone (Goodings and Abdullah 2002), behavior of soils subjected to grout bulb 
injection at different depths (Nichols and Goodings 2000), and cratering and soil 
loosening due to explosive detonations modeled with pentaerythritol tetranitrate (Lin et 
al. 1994). The centrifuge was later relocated to the University of South Carolina in 2011 
and has been actively upgraded and used since then.  
A sketch of the geotechnical centrifuge at UofSC is shown in Figure 2. 1. The 
radius, 𝑟, from the central axis of the centrifuge to the basket floor is 1.3 m (51 inches). 
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The useful area of the baskets is 61-by-61 cm2 (24-by-24 in2) and they can accommodate 
models with up to 61 cm (24 inches) in height. The speed range capacity of this device is 
0 to 400 RPM, which can be translated to a range of increment of gravitational 









 Eq. 2. 1 
where 𝑁 = increment of gravitational acceleration with reference to Earth’s gravity (i.e., 
𝑁 = 𝑔𝑚𝑜𝑑𝑒𝑙 𝑔𝐸𝑎𝑟𝑡ℎ⁄ ); 𝑟 = radius of rotation; and 𝑅𝑃𝑀 = radial acceleration in revolutions 
per minute.  
 
Figure 2. 1 Geotechnical centrifuge at the University of South Carolina. 
 
The range of 𝑁 that the centrifuge can operate is shown in Figure 2. 2a, as a 
function of RPM. It is observed that this centrifuge can perform experiments under values 
of 𝑁 up to 230g, where g = 9.81 m/s2. (i.e., Earth’s gravity). The centrifuge capacity in 
terms of maximum acceleration multiplied by the maximum payload is 13.6 g-ton 
(30,000 g-lb) based on the manufacturer literature. Using the range of 𝑁 aforementioned, 
the maximum payload can be estimated as shown in Figure 2. 2b. A maximum payload of 
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68 kg (150 lbs) is allowed at 200g, while 136 kg (300 lbs) is allowed at 100g. Further 
information and details regarding the components and operation of the geotechnical 
centrifuge at UofSC are included in Appendix A.  
  
Figure 2. 2 (a) Induced gravitational acceleration by centrifuge radial acceleration and (b) 
maximum payload in centrifuge models. 
   
2.2 GEOTECHNICAL CENTRIFUGE MODELING TECHNIQUE 
2.2.1 SCALING LAWS FOR CENTRIFUGE MODELING 
In physical modeling of geotechnical structures, the element tested is a small-
scale model of a structure, or a section of it, which is usually refer to as the prototype. It 
is fundamental for a good modeling practice that the event reproduced in the small-scale 
model and that reproduced in the prototype are “similar”. Similarity between the model 
and the prototype is represented by a series of appropriate scaling factors or scaling laws. 
For instance, the time factor, 𝑇𝑣, that is used to analyze the consolidation process in 
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cohesive soils, is a scaling factor that relates the consolidation process experienced in a 
controlled, laboratory experiment using a small portion of the soil (i.e., a small-scale 
model), with the consolidation expected to occur in the field (Taylor 2018).  
The scaling factors or scaling laws in centrifuge modeling practice are defined for 
any variable 𝑋 as the ratio between its magnitude in the centrifuge small-scale model, 𝑋𝑚, 
and that in the prototype, 𝑋𝑝, and are expressed as functions of the gravitational 
acceleration ratio, 𝑁. It is noted that 𝑁 is a scaling factor that relates the gravitational 
acceleration field induced in the model with that acting on the prototype, which 
corresponds to Earth’s gravity. In this study, the scaling laws and scaling factors are 
presented in bold fonts for clarity of the reader. Hence, a scaling law for any variable 𝑋 is 
defined as 𝑿 = 𝑋𝑚 𝑋𝑝⁄ .  
A major limitation of using small-scale models in geotechnical engineering is the 
major challenge of replicating in-situ stress states at reduced scales. Therefore, the 
stresses that govern the mechanical behavior of soils in the field are hardly reproduced in 
small-scale models and similarity between model and prototype is difficult to achieve, as 
shown in Figures 2. 3a and 2. 3b. This limitation is generally overcome using full-scale 
models, but the cost and time required for their design, construction and testing represent 
additional challenges as they are not always feasible for research projects. The 
geotechnical centrifuge modeling technique provides an alternative solution by exposing 
a small-scale model to an inertial radial acceleration field that simulates an increased 
gravitational acceleration field 𝑁 times stronger than Earth’s gravity. As shown in Figure 
2.3c, the self-weight of the model inside the centrifuge is increased to reach a stress state 
similar to that in the field (Kim et al. 2013). Hence, for the scenario presented in Figure 
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2. 3b, 𝒂 = 1 and 𝝈𝒗 = 𝑁
−1; while for the scenario presented in Figure 2. 3c, 𝒂 = 𝑁 and 
𝝈𝒗 = 1.  
 
Figure 2. 3 Stress variation in reduced scale models: (a) prototype condition; (b) small-
scale model at Earth’s gravity; and (c) small-scale model under a centrifuge gravitational 
acceleration field of 𝑁 times Earth’s gravity. 
 
Similar stress states in model and prototype (i.e., 𝝈𝒗 = 1) are satisfied for 
homologous depths represented by a constant scaling law of linear distances of 𝑳 = 𝑁−1, 
always that a similar density is maintained (i.e., 𝝆 = 1). Taylor (2018) defined this as the 
basic scaling law of centrifuge modeling. Cargill and Ko (1983) defined this ratio of 
lengths as the scaling law for geometric similarity and stated that dynamic and kinematic 
similarities should also be satisfied to properly reproduce a prototype condition. Dynamic 
similarity refers to the ratio of forces, and kinematic similarity refers to the ratio of 
velocities and acceleration. 
Dimensional analysis of the scaling law of gravitational acceleration, 𝒂 (length 
over squared time), allows deriving a scaling law for time as 𝑻 = 𝑁−1, which implies 
scaling velocity as 𝒗 = 1. Such scaling laws are useful for modeling dynamic events, such 
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as earthquake loading or wave motion in offshore structures (e.g. Schofield 1981). 
Nonetheless, it is widely accepted that the velocity of flow increases in centrifuge models 
with 𝑳 = 𝑁−1 by a factor of 𝒗 = 𝑁 (Laut 1975). Hence, the scaling of time becomes 𝑻 =
𝑁−2 for problems involving seepage or transient flow (Garnier et al. 2007). The 
difference in both definitions of 𝑻 is commonly referred to as a scaling conflict of the 
time variable and often requires special attention in centrifuge modeling (Joseph et al. 
1988; Santamarina and Goodings 1989; Kutter 1995). For instance, physical models 
involving different time-dependent phenomena, such as liquefaction of sands due to 
earthquake loading or sediment transport due to action of waves, require additional 
strategies to solve the conflict, such as reducing the viscosity in the fluid to reduce the 
permeability of the soil and the velocity of flow (Dewoolkar et al. 1999, 2001; Ling et al. 
2003). A summary of the basic scaling laws in centrifuge modeling is presented in Table 
2. 1 (Madabhushi 2014).  
Table 2. 1 Basic scaling laws for centrifuge modeling in  
geotechnical engineering. 
Variable Scaling Law  Variable Scaling Law  
Stress 𝝈 = 1 Volume 𝑽 = 𝑁−3 
Density 𝝆 = 1 Mass 𝑴 = 𝑁−3 
Length 𝑳 = 𝑁−1 Force 𝑭 = 𝑁−2 
Velocity 𝒗 = 1 Time - diffusion 𝑻 = 𝑁−1 
Acceleration 𝒂 = 𝑁 Time - dynamic 𝑻 = 𝑁−2 
 
2.2.2 THE “MODELING OF MODELS” APPROACH 
For geotechnical phenomena for which prototype data is not available, such as the 
case of backward erosion piping and other internal and surface erosion mechanisms, 
validating results from physical and analytical models is challenging. Consequently, there 
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is often a misconnection between experimental work and the field behavior. The 
approach known as “Modeling of Models” is a useful technique to verify scaling effects 
by comparing the behavior of different models of the same prototype but tested under 
different gravitational accelerations. If similarity rules are satisfied, the behavior 
predicted should be the same for every model tested. Taylor (2018) used the work of Ko 
(1988) to explain the principle behind this approach using the sketch shown in Figure 2. 
4.  
 
Figure 2. 4 Concept of “Modeling of Models”. 
 
As shown, a prototype with 10 m in height can be modeled at full scale under 
Earth’s gravity (i.e., 𝒂 = 1), at a 1/10th scale with 𝒂 = 10, and at a1/100th scale with 𝒂 =
100, and the behavior in all scenarios should be similar. However, this strategy would 
satisfy only geometric similarity conditions. Other phenomena involving kinematic and 
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dynamic similarity requires further analysis of more factors, such as scaling of particle 
size or fluid properties. The “Modeling of Models” approach has been successfully used 
to validate centrifuge scaling laws in studies of shallow foundations on cohesionless soils 
(e.g. Ovesen 1980), response of piles (e.g. Ko et al. 1984; Terashi et al. 1989; Hamilton 
et al. 1991), among others.     
2.2.3 CENTRIFUGE MODELING OF EROSION MECHANISMS 
Different approaches have been used to determine scaling laws for centrifuge 
modeling of erosion mechanisms in soils and granular media. Goodings (1982, 1984, 
1985) focused on erosion problems due to surface flow by decoupling this mechanism 
into four, namely seepage, mass movement, surface flow, and initiation of erosion. Each 
phenomenon was analytically compared using three ideal models: a full-scale model (i.e., 
𝒂 = 1, 𝑳 = 1), a small-scale model under Earth’s gravity (𝒂 = 1, 𝑳 = 𝑁−1), and a small-
scale model in a centrifuge environment (𝒂 = 𝑁, 𝑳 = 𝑁−1). As expected, the author noted 
a conflict in similarity for the time variable between laminar seepage (i.e., 𝑻 = 𝑁−2) and 
mass movement (i.e., 𝑻 = 𝑁−1), and proposed a solution on the basis of scaling the 
permeability of the soil per 𝒌 = 𝑁−1 by reducing the size of the particles by 𝒅𝟏𝟎 = 𝑁
1/2. 
Under this correction, the scaling of time for surface flow also agreed with seepage and 
mass movement (i.e., 𝑻 = 𝑁−1). However, the author also highlighted that surface flow 
could not be replicated in similarity using small-scaled models at Earth’s gravity due to 
the challenging scale effects. On the other hand, the initiation of erosion and sediment 
transport was analyzed using the model of Shields (1936) and the author noted that 
particles should be scaled by 𝒅𝟓𝟎 = 𝑁
−1 for adequate modeling, which results in a 
conflict with the previous scaling law proposed. Hence, a prototype event involving 
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seepage, surface flow, and mass movement could be modeled correctly using centrifuge 
modeling, but modeling these mechanisms simultaneously with the initiation of erosion is 
of great difficulty. 
Dong et al. (2001) also noted the necessity for scaling particle size to meet 
similarity rules for problems involving particle mobility, a condition that is often difficult 
to meet unless the particles in the prototype are relatively large. In this work, an 
alternative approach was used based on the assumption that soil transport is associated 
with the turbulent flow with large amounts of sediments on suspension. Hence, using the 
Relative Fall Velocity criterion (Dean 1973), and dimensional analysis, the authors 
proposed scaling the kinematic viscosity of the fluid by 𝜼 = 𝑁 for fine sands, and by 𝜼 =
𝑁−1 for coarse sands, to satisfy the similarity for time (𝑻 = 𝑁−1) in sediment transport 
and subsoil processes. More recently, Bezuijen and Steedman (2010) analyzed the scaling 
laws for seepage in laminar and turbulent flow based on different scaling factors of 
diameter and highlighted those that may be used for studying dynamic problems.  
The scaling laws for centrifuge modeling of flow and erosion using small-scaled 
models, as described in this section, are summarized in Table 2. 2. It is of remarkable 
importance to consider that despite the different theoretical approaches used to derive 
these scaling laws, experimental data that fully validates these laws is not available 
(Dong et al. 2001; Garnier et al. 2007), which highlights the importance of developing 
detailed experimental research to provided new insights into the physical modeling of 





Table 2. 2 Theoretical scaling laws for flow phenomena (𝑳 = 𝑁−1). 
Mechanism Author 
Scaling Law 
𝒅 𝒗 𝒌 𝒕 𝜼 
Seepage - Laminar 
Flow 
Goodings  
(1982, 1984, 1985) 
1 𝑁  𝑁−2  
 Bezuijen and Steedman 
(2010) 
1 𝑁 1 𝑁−2  
 𝑁−1/2 1 𝑁−1 𝑁−1  
 𝑁−1 𝑁−1 𝑁−2 1  
 1 1 𝑁−1 𝑁−1 𝑁 
 𝑁−1/2 𝑁−1 𝑁−2 1 𝑁 
 𝑁−1 𝑁−2 𝑁−3 𝑁 𝑁 
Seepage - Turbulent 
Flow 
Bezuijen and Steedman 
(2010) 
1 𝑁1/2 𝑁−1/2 𝑁−3/2  
 𝑁−1/2 𝑁1/4 𝑁−3/4 𝑁−5/4  
 𝑁−1 1 𝑁−1 𝑁−1  




   𝑁−1  
 Goodings  
(1982, 1984, 1985) 
𝑁−1/2 1 𝑁−1 𝑁−1  
Surface Flow 
Goodings  
(1982, 1984, 1985) 




(1982, 1984, 1985) 
𝑁−1   𝑁−2  
 Dong et al. (2001) 𝑁−1/3 𝑁1/3    
 𝑁−1 1  𝑁−1  
 1 1  𝑁−1 𝑁 
 𝑁−1 1  𝑁−1 𝑁−1 
 
2.3 OVERVIEW OF BACKWARD EROSION PIPING 
2.3.1 INTERNAL EROSION IN GEOTECHNICAL STRUCTURES 
Erosion is a potential failure mechanism of water-retaining structures. A study by 
Danka and Zhang (2015) with a sample population of 503 dikes from United States, 
Hungary, Germany, China, and the Netherlands, related erosion to 83% of the total 
failure scenarios. Foster et al. (2000) analyzed the failure mechanisms and accidents in 
earth embankments constructed after 1950 in Australia, France, India, Japan, New 
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Zealand, Norway, United Kingdom, United States, and other countries. This extensive 
study indicated that 94.5% of the failure mechanisms involved some form of erosion. The 
most recurrent mode observed in this study was overtopping, together with other forms of 
external erosion, with a frequency of 48.4%. Internal erosion, or the erosion through the 
soil structure due to internal seepage, was also found to be a regular failure pattern, over 
slope stability problems, liquefaction, and earthquakes, and was related to 46.1% of the 
cases studied.  
The internal erosion mechanism presented by Foster et al. (2000) was referred to 
as “piping”, and it was defined as a process entirely driven by internal seepage in which 
the detachment and transport of soil grains occur within and earthen structure, afterwards 
forming small pipes through the soil matrix. The process initiates at an exit point located 
somewhere near the toe of the embankment (namely downstream zone) and then 
progresses through the earth structure or its foundation until reaching the impoundment 
(namely upstream zone). This mechanism is rather one type, or a combination of two or 
more types, of the broader phenomenon known as internal erosion (Bonelli 2013). 
Internal erosion is the process of transport and migration of grains constituting the soil 
structure due to the action of internal flow, inducing a change in the hydraulic and 
mechanical characteristics of an earthen structure (Bendahmane et al. 2008). Internal 
erosion develops in different phases comprising initiation, continuation, progression to 
form a pipe, and initiation of the breach. Nonetheless, internal erosion may initiate at 
different locations and may develop in different patterns, depending on the mechanism 
involved and the characteristics and configuration of the water-retaining structure. 
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As shown in Figure 2. 5, the initiation of internal erosion develops following four 
main mechanisms (Bonelli 2013): contact erosion, suffusion, backward erosion piping, 
and concentrated leak erosion. Contact erosion occurs when flow through the interface 
between coarse-grained and fine-grained soils results in the migration of the finest 
particles. Earth structures with protection filters are prone to develop this mechanism. 
Suffusion refers to the removal of finer particles in gap-graded soils. Concentrated leak 
erosion occurs when flow lines concentrate in a specific orifice increasing the seepage 
forces in the vicinity. Structures with tensile cracks due to desiccation, differential 
settlement, or any other localized fracture, are exposed to this mechanism. Erosion due to 
concentrated leak may initiate inside the earth structure or in the upstream zone, for 
example, when cracks exist in the core (Figure 2. 5a) or in a concrete facing, respectively. 
Backward erosion occurs when a fracture or exit point for seepage exists or is created in 
the downstream zone (Figure 2. 5b). Concentrated seepage in the exit point fluidizes the 
soil and initiates the transport of grains. Erosion progresses to form micropipes extending 
through the foundation in opposite direction of flow. This mechanism requires a 
cohesionless soil, usually with uniform gradation (Schmertmann 2000; Bonelli 2013). 
Erosion progressing backwards could also occurs across the structure due to cracking 
across the core (Figure 2. 5c).  
Despite the efforts to categorized and evaluate the likelihood of failure by internal 
erosion mechanisms, field evidence to assess the modes of internal erosion is very limited 
or inexistent due to the difficulties to visually recognize and distinguish the initiation and 
progression in the field (e.g., Costa and di Prisco 1999). Any sign or indication of the 
existence of any mechanism disappears when the structure breaches (Richards and Reddy 
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2007). Moreover, more than one mechanism may occur simultaneously, such as suffusion 
and contact erosion, or in sequence, such as concentrated leak and backward erosion. 
Notwithstanding, design, construction and maintenance guidelines for water-retaining 
structures, such as levees or dams, include various aspects related to the development of 
piping (Technical Advisory Committee 1999; USACE 2000; USDIBR 2014).  
 
Figure 2. 5 Examples of internal erosion patterns (Bonelli 2013):  
(a) initiated in the core – progresses through the embankment towards the  
downstream zone; (b) initiated at the downstream zone – progresses  
through the foundation or embankment towards the upstream zone;  
(c) initiated in a crack in the core – progresses through the embankment  
towards the upstream zone. 
 
2.3.2 MECHANISM OF BACKWARD EROSION PIPING 
On the basis of observations of physical models of backward erosion piping at 
different scales, the phenomenon has been identified to develop following five typical 
phases (Bonelli 2013): (1) seepage, (2) initiation, (3) progression of piping, (4) widening 
of pipes and (5) failure of the foundation. This process is described in Figure 2. 6 for the 
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case of an impervious, water-retaining structure overlying a sandy foundation. As shown 
in Figure 2. 6a, the phase of seepage occurs due to the differential head, 𝛥ℎ, across the 
distance, 𝐿, between the impoundment and the downstream drainage, which causes water 
to flow across the foundation of the structure. Seepage occurs continuously, regardless of 
the value of 𝛥ℎ and the global hydraulic gradient acting across the foundation (i.e., 𝑖𝑔𝑙𝑜𝑏𝑎𝑙 
= 𝛥ℎ ⁄ 𝐿), and the flow conditions beneath the structure are predominantly laminar and 
one-dimensional, as expected for underground flow.  
 
Figure 2. 6 Phases experienced in the backward erosion piping mechanism: (a, b) seepage 
and initiation; (c, d) progression and widening of pipe; and (e) breach of foundation. 
 
The flow conditions beneath the structure become more complex when an exit 
drainage exists in the downstream zone, as shown in Figure 2. 6b. Such exit may be due 
to desiccation, rooting, or animal burrows, which cause cracks to form across an 
impervious cohesive layer, or may be part of the configuration of the structure, such as a 
drainage ditch or a trench, or simply the absence of an impervious cover layer on the 
downstream zone (see Figure 2. 7). Regardless of the type of exit, the initiation phase 
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takes place when the seepage forces due to emerging flow fluidize the soil in the vicinity 
of the exit (Alsayadani and Clayton 2014; Fleshman and Rice 2013, 2014; Ovalle-
Villamil and Sasanakul 2020). Such fluidization of the soil essentially increases the local 
porosity at the exit and reduces the flow resistance, which induces a state of incipient 
motion on the grains (Fleshman and Rice 2014; Peng and Rice 2020). The formation of 
sand boils in the downstream zone is usually an evidence of fluidization of the soil during 
the initial stages of backward erosion piping (Kolb 1975; Li et al. 1996; Mazzoleni et al. 
2013), as observed on some levees near the Mississippi River (see Figure 2. 8).   
 
Figure 2. 7 Examples of configuration of downstream zone: (a) no cover layer;  
(b) cover layer with hydraulic fracture; (c) cover layer with ditch.  
 
 
Figure 2. 8 Sand boil during flood event in Mississippi River Valley (Li et al. 1996; 




After the initiation, the migration of soil grains from the foundation to the exit 
may begin, as shown in Figure 2. 6c, leading to the formation of micropipes that extend 
in length towards the impoundment during the progression phase. Bonelli (2013) 
described this phase using two steps. In the first step, the migration of grains to the exit 
continues until reaching an equilibrium phase in which the extension of the micropipes 
stops. An additional increase in Δℎ reactivates the process until a new equilibrium phase 
develops. In the second step, the migration of grains continues with no equilibrium phase. 
In this step, the progression continues until the micropipes reach a critical length, after 
which the seepage forces across the piping path are large enough to widen its size and 
cause the structural and hydraulic failure of the foundation, as shown in Figure 2. 6d.  
Although the phases described previously have were observed in different 
experimental studies (van Beek et al. 2011, 2015), the progression of piping is found to 
be different depending on the size of the model and the type of exit (Van Beek et al. 
2015). Large-scale experiments and some small-scale experiments with small exit areas 
have shown a stepped progression, in which the pipe increased in length but eventually 
stopped at an equilibrium phase, as described in the previous paragraphs. Hence, 
additional increases of hydraulic gradient are required to extend the micropipes to a 
critical condition. This mechanism is called progression-dominated. In contrast, the 
piping initiates and progresses to a critical condition for the same value hydraulic 
gradient and without any intermediate equilibrium in many small-scale models (Van 
Beek 2015; Van Beek et al. 2015). This mechanism is called initiation-dominated. To the 
authors’ knowledge, no clear explanation of the conditions that lead to either progression 
or initiation-dominated behavior has been reported.  
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2.4 MECHANICS OF FLOW THROUGH POROUS MEDIA 
2.4.1 PRESSURE GRADIENT AND VELOCITY OF FLOW IN POROUS MEDIA 
The relationship between the pressure gradient, 𝛥𝑃/𝛥𝐿, or the hydraulic gradient 
𝑖 = Δℎ Δ𝐿⁄ , and velocity of flow, 𝑣, is used to describe the behavior of flow through 
porous media. This relation represents the pressure drop, 𝛥𝑃, or head drop, Δℎ, in the 
medium for a given velocity of flow along a distance 𝛥𝐿. If the velocity of flow is very 
low, the relationship is linear describing a flow governed by viscous forces, and is 







𝑣         𝑖 =
𝑣
𝑘
 Eq. 2. 2 
where 𝑘 = Darcy’s permeability; 𝜌𝑤 = density of fluid; and 𝑔 = gravitational acceleration. 
Note that the relationship between pressure gradient and hydraulic gradient is a function 
of the gravitational acceleration as Δ𝑃 = Δℎ𝜌
𝑤
𝑔. 
If the velocity of flow is higher, the flow is governed by both viscous and inertial 
forces and the gradient-velocity relation is nonlinear. This relationship is represented by 




= 𝐴𝑣 + 𝐵𝑣2        𝑖 = 𝑎𝑣 + 𝑏𝑣2 Eq. 2. 3 
where 𝐴, 𝐵, 𝑎 and 𝑏 = Forchheimer coefficients. These coefficients are highly dependent 
on the flow regime where the pressure gradients and velocity of flow are measured. 
Figure 2. 9 presents an example of flow regimes based on experimental data by Fand et 
al. (1987) and presented by Burcharth and Christensen (1991). In this figure, the 
coefficient 𝐴’’ is directly related to Darcy’s permeability if the velocity of flow is 
sufficiently low. If the gradient-velocity relation is only measured within the Forchheimer 
regime, the coefficient 𝐴 taken from the linear term may not be related to Darcy’s 
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permeability. This explanation is also true for fully turbulent flow where the coefficients 
𝐴’ and 𝐵’ may be derived but cannot be directly related to 𝐴 and 𝐵 in Eq. 2. 3.  
 
Figure 2. 9 Regimes of flow in porous media and flow coefficients. 
 
Previous research studies have been performed to develop relationships between 
the physical characteristics of the porous media and the Forchheimer coefficients. For 
simplicity, the flow though porous media is described in the same manner as flow 
through pipes assuming that a set of tortuous capillaries composes the medium. These 
capillaries are comparable to pipes, with dimensions obtained based on the physical 
characteristic of the porous medium.  
Using the concept of hydraulic radius (Carman 1956; Richardson et al. 2002), the 
average diameter of the capillaries can be expressed as: 








 Eq. 2. 4 
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where 𝑑𝑐 = average diameter of capillaries; 𝑛 = void fraction or porosity; 𝑆𝑏 = surface 
area in contact with the fluid per unit volume of porous medium; and 𝑆 = geometrical 
specific surface area per unit volume of particles. Following the assumption that the 
particles are spherical with effective diameter 𝑑𝑒𝑓𝑓 (Carrier 2003), a representative 𝑆 for 
porous media is given by 6 𝑑𝑒𝑓𝑓⁄ .  







used to describe the viscous flow in pipes can be rewritten for porous media assuming 







𝑣 Eq. 2. 5 
where 𝜏 = tortuosity; 𝜇 = dynamic viscosity; 𝐾’ = constant representing the porous shape; 
and the term 𝐾’𝜏2 = empirical Kozeny-Carman constant 𝐾. The parameter 𝐾 has been 
estimated to be close to 5 for unconsolidated media based on approximate values of 𝜏 and 
𝐾’ of √2 and 2.5, respectively. Nonetheless, Xu and Yu (2008) suggested that 𝐾 is a 
function of the void fraction with values from 1 to 2 for a relatively low porosity and 
increases sharply as porosity increases. Given the linear relationship between pressure 
gradient and velocity of flow, Eq. 2. 5 is only applicable to the viscous flow regime. 
A more general expression for all flow regimes can be derived using Darcy-



















𝑣2 Eq. 2. 6 
where 𝑓 = Darcy’s friction factor. In Eq. 2. 6, the pressure gradient varies with the square 
of velocity and is independent of the viscosity of the fluid. It is known from the flow 
through pipes that 𝑓 varies with the velocity and regime of flow. However, the evaluation 
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of this parameter is very limited for porous media. Comiti and Renaud (1989) used 
Nikurdase formula to establish a constant value of 0.194. 
Trussel and Chang (1999) mentioned that an exponential function, such as Eq. 2. 
6, fits nonlinear flow data as well or better than Forchheimer’s Law. However, based on 
the study of Ergun and Orning (1949), the transition from viscous to inertial conditions of 
flow is smooth and a two-term, nonlinear function would represent better the different 
domains of flow in most packed systems. Hence, following Forchheimer’s Law, a two-













𝑣2 Eq. 2. 7 
where Forchheimer coefficients 𝐴 and 𝐵 are: 
 𝐴 = 𝐾′𝜏2 𝜇 
𝑆2 (1 − 𝑛)2
𝑛3
                 𝐵 = 𝑓
𝜌𝜏3
2
𝑆 (1 − 𝑛)
𝑛3
 Eq. 2. 8 
Different methods for using Eq. 2. 7 and Eq. 2. 8 have been proposed based on 
experimental data. Ergun (1952) proposed constant values of 4.2 and 0.3 for the terms 
𝐾’𝜏2 and 𝑓𝜏3/2, respectively. Kovacs (1981) proposed values of 4.0 and 0.4 for the same 
terms. Kadlec and Knight (1996) and Sidiropoulou et al. (2007) proposed various 
empirical functions of diameter of particles and porosity for estimating 𝐴 and 𝐵 directly. 
Other authors, such as Comiti and Renaud (1989), proposed using constants for 𝐾’ and 𝑓 
of 2.0 and 0.194, respectively, and proposed empirical functions for 𝜏 and 𝑆. A summary 
of the methods cited is presented in Table 2. 3.  
This study proposes using a similar approach to Comiti and Renaud (1989) to 
investigate nonlinear flow though porous media in a centrifuge environment, using Eq. 2. 
8. Instead of assuming constant values of 𝐾’ and 𝑓, all the variables are left as originally 
written and only the tortuosity, 𝜏, is approximated. If some particles in the media are 
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assumed unrestrictedly overlapped, 𝜏 can be determined as proposed by Bo-Ming and 






























Eq. 2. 9 
 
 Eq. 2. 9 presents 𝜏 as a function of the porosity and this approach allows 
investigating the characteristics of the porous media represented by the porous shape 
factor, 𝐾’, and the Darcy’s friction factor, 𝑓.  
Table 2. 3 Analytical models describing flow through porous media.  
Model Equation  Reference 
𝑖 = 𝑣/𝑘 Eq. 2. 2 Darcy's Law 





= 𝐾𝐶 𝜇 
𝑆2 (1 − 𝑛)2
𝑛3
















 𝑣2 Eq. 2. 10 
Ergun and 





















;   𝐴 = 2𝜏2𝜇𝑆2
(1 − 𝑛)2
𝑛3


















 𝑣2 Eq. 2. 13 
Kadlec and 
Knight (1996) 
𝑎 = 0.00333𝑑−1.5𝑛0.06;  𝑏 = 0.1943𝑑−1.265𝑛−1.1414 Eq. 2. 14 
Sidiropoulou et 
al. (2007) 
𝐴 = 𝐾′𝜏2 𝜇 
𝑆2 (1 − 𝑛)2
𝑛3







Eq. 2. 7 This study 
 
2.4.2 LIMIT OF VALIDITY OF DARCY’S LAW 
The transition from viscous to non-viscous conditions of flow for porous media is 
expected to be difficult to identify (Burcharth and Christensen 1991). The Moody 
diagram, a relationship between the Friction Factor and the Reynolds Number, has been 
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widely used to evaluate the transition. The Friction Factor is a theoretical parameter used 
to predict the energy loss in a pipe based on the velocity of flow and the resistance due to 
friction. The Reynolds Number is a dimensionless parameter obtained from dimensional 
analysis representing the relation between inertial and viscous forces due to flow. In a 
logarithmic space of Friction Factor as function of Reynolds Number, the viscous domain 
is represented by a linear relationship. As Reynolds Number increases, the relationship 
becomes nonlinear indicating the transition to a non-viscous domain. The critical 
Reynolds Number (𝑅𝑐𝑟𝑖𝑡𝑖𝑐), indicating the end of the linear relationship, is used to define 
the limit of validity of Darcy’s Law. 
The interpretation of the Friction Factor and the Reynolds Number in porous 
media relies on the author’s preferences. Comiti et al. (2000) stated that the most 





+ 𝛽 Eq. 2. 15 
where 𝛼 = 16; 𝛽 = 0.194; and 𝑓𝑝𝑜𝑟𝑒 and 𝑅𝑝𝑜𝑟𝑒 = Friction Factor and Reynolds Number 
given by:  








          𝑅𝑝𝑜𝑟𝑒 =
4 𝜌 𝜏𝑣
𝜇 𝑆 (1 − 𝑛)
 Eq. 2. 16 
Eq. 2. 15 and Eq. 2. 16 were used by Khalifa et al. (2000) to evaluate scaling laws 
for flow in centrifuge modeling, and by Wahyudi et al. (2002) to evaluate the Darcy and 
non-Darcy flow through different sands. Goodings (1994) used more simplified 
definitions of Reynolds Number and Friction Factor, based on the studies of Muskat 
(1938) and Stephenson (1979), to evaluate the effect of the transitions in flow regime for 






          𝑅𝑛 =
𝜌𝑣𝐷
𝑛𝜇
 Eq. 2. 17 
where 𝑖 = dimensionless hydraulic gradient; and 𝐷 = representative diameter of particle in 
the medium. Recently, Salahi et al. (2015) used the definition of Reynolds Number in Eq. 
2. 17 to investigate nonlinear flow through crushed and rounded gravels.  
Despite the differences of interpretation, most research studies reported 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 
between 1 and 10 for the limit of validity of Darcy’s Law (Bear 2013). Goodings (1994) 
and Khalifa et al. (2000) suggested 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 values between 3 and 11, while Comiti et al. 
(2000) suggested a value of 4.9. Salahi et al. (2015) estimated 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 to be as high as 30. 
A different methodology is proposed by Zeng and Grigg (2006) who used 
experimental or empirical parameters instead of the Reynolds Number and the Friction 








 𝑣 Eq. 2. 18 
where 𝑘𝑖 = intrinsic permeability; 𝛽’ = non-Darcy coefficient; and 𝐴 and 𝐵 = Forchheimer 
coefficients. It is noted that 𝐹𝑜 is the result of comparing the pressure gradients for 
viscous and non-viscous flow. The critical Forchheimer number for overcoming viscous 







 𝑣𝑐𝑟𝑖𝑡𝑖𝑐  Eq. 2. 19 
where 𝐸𝑐 = critical difference indicating the transition; and 𝑣𝑐𝑟𝑖𝑡𝑖𝑐 = critical velocity at the 
transition. Zeng and Grigg (2006) proposed a value of 𝐹𝑜𝑐𝑟𝑖𝑡𝑖𝑐 of 0.11 for a 10% 





2.5 MECHANICS OF EROSION DUE TO SEEPAGE 
2.5.1 GRAIN MOTION DUE TO SEEPAGE-INDUCED FORCES 
Shields (1936) studied the shear stress driven by a unidirectional streamflow 
required to initiate the transport of an individual grain on a granular bed. The author 
defined the Shields parameter as the critical ratio between the shear stress on top of the 
bed inducing the grain motion and the resisting submerged weight of the grain. The 
Shields parameter is given by: 
 𝜃𝑐 =
𝜏𝑐
[(𝜌𝑠 − 𝜌𝑤)𝑔 𝑑]
 Eq. 2. 20 
where 𝜃𝑐 = Shields parameter; 𝜏𝑐 = critical shear stress; 𝜌𝑠 = grain density; 𝜌𝑤 = fluid 
density; g = gravitational acceleration; and 𝑑 = representative grain diameter of the bed. 
The Shields parameter is often presented in the form of diagram and as a function of the 










 Eq. 2. 21 
where 𝑅𝑒
∗ = grain Reynolds Number; 𝜈 = kinematic viscosity of the fluid; and 𝑢𝑐
∗ = critical 
shear velocity. It is noted that 𝑅𝑒
∗ is different than the Reynolds Number obtained with 
Eq. 2. 16 and Eq. 2. 17 because 𝑢𝑐
∗ reflects the velocity of flow at the bed surface.  
 Despite being a widely used method for estimating the shear stress inducing 
sediment transport, Cao et al. (2006) considered that the Shields diagram is sometimes 
difficult to interpret and requires a trial and error procedure to determine the critical shear 
stress. Therefore, the authors proposed explicit formulations for the Shields parameter 
using the Logarithmic Matching Method (Guo 2002). The Shields parameter is then 




𝜃𝑐 = 0.1414 𝑅𝑒
∗−0.2306             𝑅𝑒
∗ ≤ 6.61 
𝜃𝑐 =





           6.61 ≤ 𝑅𝑒
∗ ≤ 282.84 
𝜃𝑐 = 0.045             𝑅𝑒
∗ ≥ 282.84 
Eq. 2. 22 
Other empirical expressions have been proposed to facilitate the estimation of the 
Shields parameter or the shear stress (e.g., Beheshti and Ataie-Ashtiani 2008). One 
example is the analysis of a unidimensional stream flow that was used by White (1940) to 
determine the local shear stress on top of a granular bed, by analyzing the equilibrium of 
forces in the grains under incipient motion. Such shear stress is given by:  
 𝜏 = 𝛼𝜂
𝜋
6
𝜌′𝑔𝑑 tan𝜙 Eq. 2. 23 
where 𝜏 = shear stress for equilibrium; 𝛼 = experimental coefficient for low flow 
velocities; 𝜂 = packing coefficient; 𝜌′ = submerged density of the grain; g = gravitational 
acceleration; 𝑑 = diameter of grains; and 𝜙 = angle of repose of grains on top of the bed. 
Using different configurations of flume type test and horizontal flow with granular 
materials, the author concluded that the shear stress varied as a function of the grain 
diameter and the tangent of 𝜙.  
Indraratna and Radampola (2002) analyzed the movement of particles in granular 
filters due to internal filtration by assuming that the filters were a set of unconnected 
conduits. The authors suggested that the particle movement may occur in three scenarios 
depending on the size of the porous throat. First, the particle will move and then become 
stationary. Second, the particle will be completely washed out from the filter. And third, 
the particle will move and then clog a pore with a smaller diameter than the grain. The 
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critical hydraulic gradient, defined as the hydraulic gradient required for particle 






(𝑑2 + 0.375 𝑑0
2)






 [cos 𝛼 (𝑓) + sin 𝛼]          𝑑 > 𝑑0 
Eq. 2. 24 
where 𝑖𝑐 = critical hydraulic gradient; 𝛾𝑤 = unit weight of fluid; 𝛾′ = submerged unit 
weight of eroding particles; 𝑑 = particle diameter; 𝑑0 = minimum pore diameter; 𝑓 = 
coefficient of friction of the eroding particles; and 𝛼 = inclination of the conduit. 
Different from the work of Shields (1936) and White (1940), this method considers 
particle motion due to internal seepage instead of surface flow. Nonetheless, as the 
authors concluded, the model is not valid to represent erosion of cohesive materials. 
2.5.2 CRITICAL HYDRAULIC GRADIENT FOR THE INITIATION OF BACKWARD EROSION PIPING 
As shown in Figure 2. 6, the initiation of backward erosion piping occurs when 
the pore pressures due to concentrated seepage across an exit point near the downstream 
toe of the levee exceed the stresses providing internal stability to the foundation soil 
(Alsaydalani and Clayton 2013; Fleshman and Rice 2014). The concentration of flow 
leads to suspension of grains in a fluidization-like process near the exit point and to the 
formation of sand boils that facilitate the grain transport from the foundation (Robbins et 
al. 2020), as shown in Figure 2. 8. This process can be described by an evaluation of the 
forces and stresses acting in the soil surrounding the exit point. Figure 2. 10 idealizes the 
exit point as a defect in a cohesive, low permeable layer underlain by a sandy foundation 
(Bonelli 2013). Vertical upward flow is anticipated underneath the exit point 
(Schmertmann 2000; Fleshman and Rice 2014). For simplicity, the volume of soil 
subjected to fluidization and sand boiling beneath the exit point is modeled as a cylinder 
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with the size of the defect, as shown in Figure 2. 10a and 2. 10b. Considering this volume 
as a continuum, forces per unit volume acting in the soil include: the weight of the solid 
fraction, 𝑊𝑡; the buoyant force, 𝐵𝑡; the total seepage force, 𝑆𝑡; and the resultant force due 
to lateral friction with the surrounding soil, 𝐹𝑡. Since the direction of 𝐹𝑡 is opposite to the 
direction of soil movement (Israr et al. 2016), the forces per unit volume resisting the 
initiation are 𝑊𝑡 and 𝐹𝑡, while the driving forces are 𝐵𝑡 and 𝑆𝑡.  
 
Figure 2. 10 Forces and stresses during the initiation of backward erosion piping: (a) 
schematic of flow through the foundation of a structure, (b) forces per unit volume of 
soil, and (c) forces at granular level in the surface. 
 
By limit equilibrium, the critical condition for the initiation can be defined as 
(Indraratna and Radampola 2002):  
 ∑ 𝐹𝑖 = 𝑊𝑡 − 𝐵𝑡 + 𝑆𝑡 − 𝐹𝑡 = 0 Eq. 2. 25 
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′ 𝐾0𝑡𝑎𝑛𝜙′; 𝜌𝑤 = 
density of water; g = Earth’s gravity; 𝑛 = porosity; 𝐺𝑠 = specific gravity; 𝑑𝑐 = 
representative cross-sectional diameter of the crack in the cover layer; 𝛥𝑃 = pressure loss 
in a distance 𝛥𝐿; 𝜎𝑚
′  = mean effective stress; 𝐾0 = coefficient of lateral earth pressure at 
rest; and 𝜙′ = drained friction angle of the soil.  
Rearranging the terms in Eq. 2. 25, an expression for the pressure gradient and 
















′ 𝐾0 tan𝜙′ Eq. 2. 26 
where 𝑖𝑐𝑟 and (Δ𝑃 Δ𝐿⁄ )𝑐𝑟 are the critical hydraulic gradient (dimensionless) and the 
critical pressure gradient for the initiation of backward erosion piping, respectively. As 
shown in Eq. 2. 26, 𝑖𝑐𝑟 is not only a function of soil properties but also a function of the 
size of the exit point. For instance, in an exit point with no cover layer that can be 
idealized as a crack with infinite size (𝑑𝑐 → ∞), Eq. 2. 26 is equivalent to the analytical 
method of heave by Terzaghi (1922) in which 𝑖𝑐𝑟 ≈ 1. In contrast, as the size of the crack 
decreases (𝑑𝑐 → 0), 𝑖𝑐𝑟 and (Δ𝑃 Δ𝐿⁄ )𝑐𝑟 increase.  
It must be highlighted that Eq. 2. 26 describes a condition of limit equilibrium 
between the seepage forces inducing soil movement and the resisting internal forces in a 
volume of soil with definite dimensions. Nonetheless, the initiation of backward erosion 
piping is expected to occur at level of grains for which the force equilibrium is more 
complex, and it is not represented by Eq. 2. 26. Therefore, Eq. 2. 26 is used to assess the 
scaling behavior of the models tested in this study, but it is not expected to describe the 




2.5.3 SEEPAGE FORCES AND STRESS IN THE GRAINS 
As shown in Figure 2. 10c, the forces in an individual grain located on the surface 
of the control volume include (Fleshman and Rice 2014): the weight of the grain, 𝑊𝑝; the 
buoyant force, 𝐵𝑝; the resultant force due to intergranular contacts, 𝐹𝑝; and the total force 
due to seepage, 𝑆𝑝. The total seepage force acting on the grain is hypothesized as a 
combination of two components (White 1940; Bear 1972): a seepage force due to 
differential pressure on the top and the bottom of the grain, 𝐹𝑠, and a drag force due to 
viscous tangential forces acting on the surface area of the grains, 𝐹𝑑. Assuming that 𝑆𝑡 is 
evenly distributed among the grains, then:  
 𝑆𝑡 = ∑𝐹𝑠 + ∑𝐹𝑑 Eq. 2. 27 
where ∑𝐹𝑠 and ∑𝐹𝑑 = sum of the seepage and drag forces acting on each individual grain 
in the volume, respectively. If 𝐹𝑠 is assumed evenly distributed on the solid fraction of the 





















Eq. 2. 28 
where 𝑉𝑡 = total volume of soil; and 𝑁𝐺 = number of grains in the volume of soil. The 
fraction corresponding to each force is uncertain as it depends on many factors that 
cannot be easily determined experimentally at the granular level, including local velocity 
of flow, porosity, and other factors that may vary at this scale, such as grain size and 
shape. White (1940) assumed that only 𝐹𝑑 acts on the grain for a laminar flow condition, 
while only 𝐹𝑠 acts on the grain for a turbulent flow condition. However, such assumptions 
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are valid for surface erosion under horizontal flow of granular beds but not necessarily 
for the flow conditions modelled in this study. To the best of the author’s knowledge, the 
assessment of these forces under upward flow and their correlation under horizontal or 
upward flow conditions have not been assessed in the literature. It must be highlighted 
that the directions of forces and stresses shown in Figure 2. 10 do not represent the actual 
resultant directions. These directions are intended to represent whether each individual 
stress in the system drives or resists grain motion with reference to the direction of flow.  
2.6 ANALYTICAL MODELS OF BACKWARD EROSION PIPING 
Before the theory of Flow Nets was formalized in 1937 by Arthur Casagrande 
(Richards and Reddy 2007), Bligh (1910) proposed the Line-of-Creep method to assess 
the piping potential along the interface between the structure and the soil. In this theory, a 
preferential flow path, in which the flow follows Darcy’s Law, exits along the perimeter 
of the structure that is in contact with the foundation soil. Under this scenario, the 




  Eq. 2. 29 
where 𝑐𝐵 = empirical percolation factor recommended for stability; 𝐿𝐵 = preferential flow 
length; and Δℎ = global head loss across the structure.  
Years later, Lane (1934) updated the Line-of-Creep method by including more 
experimental data and establishing a distinction between the flow across the soil-structure 
interface and the flow through the soil itself. The stability against piping using this 




 Eq. 2. 30 
where 𝑐𝐿 = empirical safe weighted creep ratio; and 𝐿𝐿 = minimum safe flow length.  
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The main difference between the Lane-of-Creep and the Weighted-Creep methods 
is the interpretation of the flow path, which is arbitrary reduced in the latter, as shown in 
Figure 2. 11 (Terzaghi et al. 1996; Richards and Reddy 2007). Nonetheless, both methods 
determine the critical values of hydraulic gradient for piping based on correlations of the 
foundation soil type through the empirical factors 𝑐𝐵 and 𝑐𝐿.  
After the experimental work of de Wit et al. (1981), which is described in the next 
subsection, the analytical model known as Sellmeijer’s Rule (Sellmeijer 1988) was 
proposed on the basis of visual observations of experiments of horizontal flow under 
increasing hydraulic gradients across a container filled with sand. General observations 
from the experiments include the formation of sand boils with fluidized sand for a certain 
increment of hydraulic gradient (see section 2.3.2), and the transport of sand grains from 
the foundation soil to the sand boils reaching equilibrium unless a new increment was 
applied. After reaching the equilibrium phase for several increments of hydraulic 
gradient, such phase did not occur anymore, and the erosion continued until failure. This 
moment was defined by Sellmeijer (1988) as the failure of the model.  
 





Based on these observations, a fixed two-dimensional geometry representative of 
the experiments was designed as shown in Figure 2. 12. Then, a model for the limit 
equilibrium for the progression of backward erosion was derived analogically to the 
works by Bligh (1910) and Lane (1935) but covering groundwater flow through the soil, 
flow through the erosion channel or pipe, and the equilibrium of sand particles in the 
channel. The critical hydraulic gradient using the Sellmeijer’s Rule method is then 



























Eq. 2. 31 
where Δℎ𝑐 = global critical head loss; 𝐿 = seepage length; 𝑐 = erosion coefficient; 𝐹𝑅 = 
resistant factor; 𝐹𝑆 = scale factor; 𝐹𝐺 = geometrical shape factor; 𝜂 = packing coefficient 
(White 1940); 𝛾𝑝
′  = submerged unit weight of particles; 𝛾𝑤 = unit weight of fluid; 𝜃 = 
bedding angle of grains; 𝑘 = hydraulic permeability; 𝑑70 = representative grain size; and 
𝐷 = height of sand layer.  
  
Figure 2. 12 Representative geometry for the Sellmeijer’s Rule.  
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The Sellmeijer’s Rule method was later modified using multivariate analysis of 
results from small-scale, medium-scale, and full-scale experiments of backward erosion 
piping (Van Beek et al. 2010, 2011; Sellmeijer et al. 2011). The modified factors 𝐹𝑅, 𝐹𝑆, 












































Eq. 2. 32 
where 𝑅𝐷 = relative density; 𝑈 = coefficient of uniformity 𝑑60 ⁄ 𝑑10 ; 𝐾𝐴𝑆 = roundness of 
the grains; and the suffix 𝑚 = mean value. Despite the improvements that included 
considerations of relative density, gradation and particle shape, the authors reported that 
the effect of the grain size was still unknown. The same conclusion was mentioned by 
Van Beek et al. (2012) while implementing the new Sellmeijer’s Rule to multilayered 
aquifers. In this study, although the numerical calculations agreed with some results from 
physical models, a gap between the numerical and experimental analyses still existed.  
 Before the improvements on the new Sellmeijer’s Rule, Schmertmann (2000) 
used the original version of this method and an extensive set of experimental results from 
flume tests to design the Point Method. This method allows estimating the factor of 
safety against piping at any point of an expected progression path. To do so, a flow net 
analysis of the structure determines the local hydraulic gradients (𝑖𝑥) experienced at 
various points 𝑥 along the path. Afterwards, 𝑖𝑥 is compared with a reference critical local 
hydraulic gradient (𝑖𝑝𝑥) required for extending a pipe until the upstream zone. The factor 






 Eq. 2. 33 
where 𝐹𝑝𝑥 = factors of safety against piping at a point 𝑥. The magnitude of 𝑖𝑝𝑥 is usually 
determined from experimental results of critical global hydraulic gradients ((𝑖𝑝𝑚𝑡)
̅̅ ̅̅ ̅̅ ̅̅ ) and 
the application of several correction factors. Hence, 𝐹𝑝𝑥 can also be expressed as: 
 𝐹𝑝𝑥 =
[(𝐶𝐷𝐶𝐿𝐶𝑆𝐶𝑍𝐶𝑘𝐶𝛾𝐶𝐵)(𝐶𝐺𝑖𝑝𝑚𝑡̅̅ ̅̅ ̅̅ )]𝐶𝛼
(𝐶𝐺𝐶𝑅)𝑖𝑥
 Eq. 2. 34 
where 𝐶𝐷 = correction factor for depth-length ratio; 𝐶𝐿 = correction factor for total pipe 
length; 𝐶𝑆 = correction factor for grain size; 𝐶𝑘 = correction factor for permeability; 𝐶𝑍 = 
correction factor for underlayer with high permeability; 𝐶𝛾 = correction factor for density; 
𝐶𝐵 = correction factor for width of dam; 𝐶𝛼 = correction factor for inclination; 𝐶𝑅 = 
correction factor for dam axis curvature; and 𝐶𝐺 = correction factor to adapt the 
experimental global gradients to local and field conditions.  
 Schmertmann (2000), and later Parekh et al. (2016), highlighted the importance of 
analyzing backward erosion piping using microscale observations of the hydraulic 
behavior to investigate this phenomenon. Schmertmann (2000) also highlighted the 
importance of the coefficient of uniformity in the critical gradient required for backward 
erosion progression. It was found that the experimental critical global gradient increased 
when the sand became less uniform; that is, as the coefficient of uniformity (𝑑60 ⁄ 𝑑10) 
increased. Nonetheless, it must be considered that a different mode of internal erosion 
may be developed in soils with non-uniform gradations.  
Ojha et al. (2001) also made use of the Sellmeijer’s Rule to calibrate a model for 
piping progression in terms of the porosity in the eroded sand. This model relates the 
Darcy’s Law with the Kozeny-Carman equation for permeability (Carman 1956) and 
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estimates the pressure loss between the top of a water reservoir and an existing sand boil. 















 Eq. 2. 35 
where 𝐻𝑐𝑟𝑖𝑡𝑖𝑐𝑖 = critical head associated to a porosity 𝑛𝑖; 𝑝 and 𝑞 = 1 or 0 depending on 
the model for permeability and hydraulic gradient; and 𝑎 and 𝑏 = empirical constants. 
Ojha et al. (2003) later expanded this concept to adapt the critical hydraulic gradient as a 
function of the porosity of the soil to the Lane-of-Creep method.  
Among the most common methods to estimate the critical values of the global 
hydraulic gradient, 𝑖𝑔𝑙𝑜𝑏𝑎𝑙, that lead to backward erosion piping, the Lane-of-Creep and 
the Weighted-Creep methods and the Sellmeijer’s Rule are to be highlighted primarily 
because they are currently used in practice (Richards and Reddy 2007; van Beek et al. 
2015). In addition, the study of the time for development of backward erosion by Fell et 
al. (2003) is of noticeable application. This work used a database of case studies and field 
observations to propose a logical framework to estimate the time required for piping to 
initiate and progress until failure considering three phases. It must be mentioned that this 
is an analysis of rates of development rather than actual measurements of time. 
Nonetheless, it was later used to analyze the probability of failure due to backward 
erosion piping (Fell and Wan 2005).  
2.7 PHYSICAL MODELING OF BACKWARD EROSION PIPING 
Physical modeling of backward erosion piping have been developed using models 
with different characteristics and have focused on the investigation of the effects of 
specific parameters on the critical hydraulic gradient leading to failure by this 
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phenomenon, 𝑖𝑐𝑟, such as soil properties or the geometry of the structure (e.g., Fleshman 
and Rice 2013; Van Beek et al. 2011, 2014, 2015; Ovalle-Villamil and Sasanakul 2020, 
2021), as well as to validate or improve existing analytical criteria (e.g., Schmertmann 
2000; Sellmeijer et al. 2011). Regardless of the scope, the backward erosion piping 
process that was modeled in these studies began at a predefined exit for drainage and then 
progressed backwards across the interface between a sandy foundation and an impervious 
cover layer, towards a water source located upstream. Based on the setup used, the 
experimental approaches used in the literature can be classified as two- and three-
dimensional experiments, depending on the flow distribution developed, as shown in 
Figure 2. 13.  
Two-dimensional experiments model the flow conditions across the foundation of 
a water-retaining structure with two typical drainage configurations in the downstream 
zone. First, a structure with no cover layer in the downstream zone in which the 
foundation soil is exposed and constitutes an open exit, as shown in Figure 2. 13a; and 
second, a structure with a cover layer in the downstream zone in which the foundation 
soil is partially exposed, but the exit area is limited, such as in structures with a 
transversal trench or ditch, as shown in Figure 2. 13b. The flow lines in these experiments 
ideally remain parallel in a plan view of the structure, but two directions of flow develop 
in the cross-section. Three-dimensional experiments model the flow conditions across the 
foundation of a water-retaining structure with a cover layer in the downstream zone, 
which presents a localized exit point that resembles a hydraulic fracture, such as a crack 
or an animal burrow, as shown in Figure 2. 13c. The flow lines in these experiments 
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display two directions in the cross-section view but also in the plan view, as a result of 
the concentration of flow at the exit-hole.  
Other studies used a one-dimensional configuration to model the hydraulic 
conditions inside the exit-hole, using a simplified perspective represented by cylindrical 
sand specimens. In these experiments, the flow followed a permanent upward direction, 
as shown in Figure 2. 13d. It is noted that these experiments described a localized 
initiation of backward erosion piping, in which a sand boil develops inside the exit-hole 
and prompts the formation of a piping path, and the outcomes from these models are not 
necessarily comparable with those obtained from two- and three-dimensional models.  
 
Figure 2. 13 Flow directions in physical models of backward erosion piping: (a) open 
exit, (b) ditch/trench exit, (c) exit-hole, and (d) one-dimensional.  
It is also noted that alternative techniques have also been used to study the 
mechanism of backward erosion including triaxial devices (Bendahmane et al. 2008; 
Richards and Reddy 2012), flume-type tests (Sharif et al. 2015), among others. Likewise, 
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related phenomena, such as heave (Fontana 2008; Philipe and Badiane 2013) or suffusion 
(Marot et al. 2012), have been widely modeled.  
2.7.1 ONE-DIMENSIONAL EXPERIMENTS 
Fleshman and Rice (2013, 2014) developed a series of experimental models to 
analyze the initiation phase of backward erosion piping and to evaluate the magnitude of 
𝑖𝑐𝑟 across a column of sand leading to the initiation phase of piping erosion. These studies 
focused on modeling the flow conditions near a crack that are difficult to analyze using 
two- and three-dimensional experiments. These flow conditions and the experimental 
setup used are shown in Figure 2. 14 and Figure 2. 15, respectively. During test, upward 
flow was induced through soil specimens with a diameter, 𝑑𝑐, of 5.1 cm and a length, 𝛥𝐿, 
of 12.7 cm until a seepage-induced failure occurred. A silicon coating was used on the 
interface between the soil specimens and the sample container to prevent preferred flow 
paths in the sides and to provide a frictional interface with the soil. The behavior was 
summarized in four typical phases: first visible movement described as a slight heave of 
the surface of the specimen, heave progression, sand boil formation, and total heave 
representing an unstable condition for which the entire specimen heaves upwards. The 
average 𝑖𝑐𝑟 obtained ranged from 1.32 to 1.47 in the phase of first visible movement, and 
1.95 to 2.99 at total heave. The authors noted that a greater 𝑖𝑐𝑟 was required for sands 
with greater specific gravity and unit weight, as well as for well-graded sands and sands 
with angular shapes. Yang and Wang (2017) developed a similar study using cylindrical 
specimens with 𝑑𝑐 of 10.5 cm and 𝛥𝐿 of 15 cm. This study did not use a coating at the 
soil-container interface and determined average values of 𝑖𝑐𝑟 from 0.81 to 1.02 for the 
first visible movement, and 0.93 to 1.21 for the total heave.  
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Peng and Rice (2020) evaluated the magnitude of 𝑖𝑐𝑟 to induce a transition from 
the original density to a loosened state in different sands, also using the experimental 
setup shown in Figure 2. 15, but with slightly greater specimens with a diameter, 𝑑𝑐, of 
10.2 cm. Together with an inverse analysis of the experimental results using finite 
element models, the critical gradients estimated ranged from 0.65 to 1. It was also 
observed that the critical gradients increased with the overburden pressure, and such 
increase was greater in angular soils.  
 
Figure 2. 14 Sketch of the exit point for one-dimensional experiments by  
Fleshman and Rice (2014). 
 
Ovalle-Villamil and Sasanakul (2019) observed the initiation of piping erosion in 
centrifuge using cylindrical specimens of uniform, fine-grained sands and with 𝑑𝑐 of 10.8 
cm and average 𝛥𝐿 of 14 cm. A silicon coating was placed in the soil-container interface 
as used by Fleshman and Rice (2013, 2014). The values of 𝑖𝑐𝑟 for 1g tests for the first 
visible movement and the total heave were nearly 1 and 1.25, respectively, and increased 
by approximated factors of 𝑁 in centrifuge tests at increased gravity 𝑁g. This study 
highlighted that the total expansion of the specimen from the first visible movement to 




Figure 2. 15 Sketch of experimental setup in  
Fleshman and Rice (2013, 2014). 
 
Tao and Tao (2017) used an alternative modelling approach based on a coupled 
computational fluid dynamics and discrete element method (CFD-DEM) to study the 
initiation of piping erosion through a micro-mechanical perspective. Their models 
replicated the experimental setup of Fleshman and Rice (2014) using cylindrical 
specimens with 𝑑𝑐 of 2.76 cm and 𝛥𝐿 of 6.83 cm and studied two uniform gradations of 
sands composed of perfect spheres. The phases of first visible movement, heave 
progression and total heave were observed and values of 𝑖𝑐𝑟 obtained ranged from 0.82 to 





2.7.2 TWO-DIMENSIONAL EXPERIMENTS 
Some experiments by de Wit et al. (1981) studied the effects of the soil type, 
relative density, type of exit and scale of model by using small-scaled, rectangular 
models subjected to horizontal flow, as shown in Figure 2. 16. The models with an open 
exit had seepage lengths of 0.8 m, 1.2 m, 2.4 m and 4.5 m, while models with a ditch type 
of exit had seepage lengths of 0.9 m and 2.7 m. Both types of model used clay cover 
layers and the models resembling a ditch type of exit had a ditch length of 5 cm. The 
foundation soils used had mean diameters, 𝑑50, that ranged from 0.19 mm to 0.75 mm. 
Regardless of the size of the model and type of exit, the values 𝑖𝑐𝑟 triggering the 
phenomenon typically ranged from 0.16 to 0.43, but values as low as 0.09 and as high as 
0.76 were also obtained. This study also highlighted that the critical hydraulic gradient 
required to extend a pipe to the upstream zone increased for coarser grains, denser sands, 
higher friction angles, and smaller exit points. Authors also approached the scaling effect 
by testing two models composed of the same soil but scaling the geometry by a factor of 
3. They observed that the gradient required for backward erosion piping decreased with 
decreasing the scale of the models. In addition, it was observed by increasing the load in 
the clay cover layer that the effective stress in the soil had little effect in the critical 
gradients (van Beek 2015).  
Silvis (1991) tested models using rectangular specimens and using a ditch type of 
exit with 0.5 m in length, as shown in Figure 2. 17. The seepage length varied for each 
experiment with values of 6 m, 9 m and 12 m, and the soil tested had a 𝑑50 of 0.21 mm. 
A steel plate was used as cover layer and a part was replaced by acrylate to allow visual 
observations of the piping process. The values of 𝑖𝑐𝑟 triggering the phenomenon were 
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0.04, 0.07 and 0.12 for seepage lengths of 9 m, 12 m and 6 m, respectively. The values of 
𝑖𝑐𝑟 at failure were 0.12, 0.14 and 0.36 for the same order of seepage lengths. Results from 
this study were used for validation of the Sellmeijer’s Rule analytical method (Sellmeijer 
1988) and allowed observing a staged evolution of piping in which further increments of 
hydraulic gradient are required to extend the length of piping to a critical condition.  
Full-scale experiments by Van Beek et al. (2011) also used a two-dimensional 
configuration with an open exit and tested a levee with a height of 3.5 m and a seepage 
length of 15 m, as shown in Figure 2. 18. The foundation soils had values of 𝑑50 of 0.15 
mm and 0.20 mm. The hydraulic gradients obtained ranged from 0.08 to 0.11 at the 
initiation phase of the piping process, while values of 𝑖𝑐𝑟 ranged from 0.12 to 0.15. It was 
noted that sand boils formed for hydraulic gradients between 0.06 and 0.11.  
 





Figure 2. 17 Sketch of experimental setup in Silvis (1991).  
Taken from Van Beek (2015). 
 
 
Figure 2. 18 Sketch of full-scale experiments by Van Beek et al. (2011).  
 
Van Beek et al. (2010) developed an investigation of backward erosion piping in 
centrifuge models to observe the effects of increasing the gravitational acceleration field. 
The first model consisted of a sand foundation underlain by a plastic, transparent cover 
and was tested at 30g by increasing the hydraulic gradient across the specimen until sand 
transport was observed. The total seepage length and the thickness of the sand foundation 
were 35 cm and 10 cm, respectively, and an open exit was used to initiate the erosion 
(Bonelli 2013). The second model resembling a levee system with similar dimensions 
and exit type was tested at 80g. The critical global hydraulic gradients obtained in the 
first and second models were 0.33 and 0.23, respectively. This study showed that the 
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critical gradient decreases as the value of 𝑁 increases due to the development of 
nonlaminar flow across the piping path.    
Koito et al. (2016) developed a similar study of backward erosion piping in 
centrifuge models by modeling two levee systems with 20 cm in length and 5 cm and 2.5 
cm in thickness of foundation soil. Both centrifuge models were tested at 50g and an 
open exit was used to initiate the erosion. The critical global hydraulic gradients obtained 
increased as the thickness of the foundation decreased, with average values of 0.214 and 
0.333 for thickness values of 5 cm and 2.5 cm, respectively. This study highlighted that 
multiple piping paths with meandering behaviors may develop in the models, and the 
critical path does not necessarily follow the shortest seepage path (Horikoshi et al. 2019).   
2.7.3 THREE-DIMENSIONAL EXPERIMENTS 
Experiments by de Wit et al. (1981) displaying a three-dimensional configuration 
used rectangular soil specimens with 5.75 m in length, 0.5 m in width, 1.5 m in height, 
and a circular exit-hole across the clay cover layer with exit-hole diameters of 40 mm and 
100 mm located at a distance of 2.4 m and 4.5 m from the upstream reservoir. The values 
of 𝑖𝑐𝑟 triggering the phenomenon ranged between 0.17 and 0.20, but sand boils occurred 
for hydraulic gradients between 0.11 and 0.15. The failure of the models occurred for the 
same magnitude of 𝑖𝑐𝑟 that initiated the phenomenon. This study highlighted that the exit-
hole gradually filled with sand grains while the tests progressed, but the accumulation 
stopped until a greater hydraulic gradient was induced. Once the deposited sand exceeded 
the surface of the cover layer, the piping progressed until failure without further 
increments of gradient. This behavior was also observed by Miesel (1978) in experiments 
with larger exit-hole sizes (van Beek 2015). 
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Hanses (1985) also used three-dimensional experiments to investigate the effects 
of geometric variations in homogeneous and multilayered specimens using the 
experimental setup sketched in Figure 2. 19. The experiments used rectangular specimens 
with three typical sets of dimensions but a constant exit-hole diameter of 6 mm. The first 
set had 0.96 m in length, 0.24 m in width and 0.24 m in height. The second set had 0.9 m 
in length, 0.083 m in width and 0.165 m in height. The third set had 3.52 m in length, 
0.33 m in width and 0.66 m height. The seepage lengths used were 0.7 m, 0.6 m and 2.6 
m for the first, second and third set of experiments, respectively. The foundation soil had 
a 𝑑50 of 0.33 mm. The average values 𝑖𝑐𝑟 triggering the phenomenon were 0.18, 0.32 and 
0.10 for the first, second and third sets of experiments, respectively. This study 
highlighted the development of two types of erosion, defined as primary erosion (i.e., 
erosion at the tip of the pipe due to local fluidization) and secondary erosion (i.e., 
widening and deepening of the pipe).  
Van Beek et al. (2014) and Van Beek (2015) presented results from several three-
dimensional experiments with seepage lengths of 0.3 m and 1.3 m, and with exit-hole 
diameters of 6 mm, 12 mm and 20.5 mm, as shown in Figure 2. 20. The values of 𝑑50 
used ranged from 0.13 mm to 0.38 mm and the values of 𝑖𝑐𝑟 obtained ranged from 0.16 to 
0.70, but the piping initiation was identified for hydraulic gradients between 0.04 and 
0.20. Van Beek et al. (2014) highlighted that the influence of the grain size on 𝑖𝑐𝑟 was 
rather limited always that the gradation of the soil was uniform, as expected for backward 
erosion piping (Schmertmann 2000; Bonelli 2013), and its value only increased slightly 
as the diameter of the exit-hole increased. The value of 𝑖𝑐𝑟 tended to decrease as the size 




Figure 2. 19 Sketch of experimental setup in  
Hanses (1985). Taken from Van Beek (2015).  
 
 
Figure 2. 20 Sketch of experimental setup in Van Beek (2015)  
and Van Beek et al. (2014, 2015).  
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Leavell et al. (2014) presented results from three centrifuge models tested at 
different levels of gravitational acceleration. The first two models simulated a levee 
foundation with 12.7 cm in thickness and 96.5 cm in length. A clay blanket with 2.5 cm 
in thickness was placed on top of the models and an exit-hole with 0.9 cm in diameter 
was used to initiate the erosion at a distance of 45.7 cm from the upstream reservoir. The 
third model had the same dimensions, but the thickness of the foundation was reduced by 
2.5 cm and an additional clayey sand layer was added between the foundation and the 
clay blanket. Although values of critical hydraulic gradients are not reported in this study, 
post-failure visual observations of the three models showed that piping only occurs on the 
surface of the foundation. This study also highlighted that centrifuge models of backward 
erosion piping should be designed to be simplistic and to minimize the value of 𝑁 as the 
scale effects become more significant as the gravitational acceleration field increases.  
2.7.4 CRITICAL HYDRAULIC GRADIENT FROM PHYSICAL MODELS 
Figure 2. 21 shows the estimations of 𝑖𝑐𝑟 obtained using two- and three 
dimensional experiments as functions of the ratio between the cross-sectional exit area, 
𝐴𝐸𝑥𝑖𝑡, and that of the soil grains, 𝐴𝐺𝑟𝑎𝑖𝑛𝑠, and the results are discretized by the seepage 
length, 𝐿. The values of 𝑖𝑐𝑟 represent the hydraulic gradient reported when the failure of 
the models occurred, which corresponds to the moment when the foundation failed to 
maintain the impoundment. It is noted that the symbols in Fig. 2 represent the average 
value of 𝑖𝑐𝑟 from different models with same dimensions and soil, and the error bars 
indicate the range of values obtained. Results from full-scale experiments (Van Beek et 
al. 2011) and from centrifuge models tested at 50g (Koito et al. 2016) and 80g (Van Beek 
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et al. 2010) are presented as horizontal lines because an estimation of 𝐴𝐸𝑥𝑖𝑡/𝐴𝐺𝑟𝑎𝑖𝑛 is not 
available.  
 
Figure 2. 21 Critical hydraulic gradients (at failure) from physical models of backward 
erosion piping. 
 
It is observed that values of 𝑖𝑐𝑟 as low as 0.11 and as high as 1.0 were obtained 
from physical models of backward erosion piping and there was no clear tendency among 
the results that could capture the effects of seepage length, grain size and exit size. 
Variations in the value of 𝑖𝑐𝑟 for identical experiments were as high as 0.5 and 0.25 in 
experiments with a two- and three-dimensional configurations, respectively, and the 
grater variations occurred in models with shorter 𝐿. Nonetheless, most of the results 
ranged between 0.1 and 0.4, regardless of the type of model, and two general trends could 
be identified. First, the value of 𝑖𝑐𝑟 displayed a decreasing tendency as 𝐴𝐸𝑥𝑖𝑡/𝐴𝐺𝑟𝑎𝑖𝑛 
increased, which indicates that 𝑖𝑐𝑟 decreased as the exit area increased. Second, the value 
of 𝑖𝑐𝑟 also displayed a decreasing tendency as 𝐿 increased. There were not enough results 
to determine a reliable tendency in function of the gravitational acceleration field in 
centrifuge models, but it was observed that a lower value of 𝑖𝑐𝑟 was estimated in the 
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model tested a greater gravity level, even though the 𝐿 was greater. It is also noted that 
the values of 𝑖𝑐𝑟 from centrifuge models were closer to the results from full-scale models, 
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Understanding the phenomenon of flow through granular materials and man-made 
porous media has a remarkable impact on applied engineering and industrial applications. 
Several research studies have been undertaken to investigate the characteristics of flow 
through porous media and proposed empirical expressions to describe the relationship 
between pressure gradient and velocity of flow (e.g., Comiti and Renaud 1989; Wahyudi 
et al. 2002; Mathias et al. 2008; Mesquita et al. 2012; Andreasen et al. 2013; Dukhan et 
al. 2014). In geotechnical and geological engineering, groundwater flow or flow through 
earth structures is analyzed using Darcy’s Law, assuming a permanent viscous condition 
in which the velocity of flow is linearly proportional to the hydraulic gradient. This 
assumption is valid when velocities of flow experienced in these structures are relatively 
low. However, the flow behavior may exhibit nonlinearities in some field conditions 
including breakwater structures and rapid flooding (e.g., Gelhar et al. 1992; Nielsen 
1992; Kreibich et al. 2009), or in laboratory conditions such as geotechnical centrifuge 
modeling (Khalifa et al. 2002). Consequently, studies of phenomena involving erosion 
due to flow of water using the centrifuge modeling technique must consider analyzing the 
flow conditions under increased gravitational acceleration fields.  
The Forchheimer’s law has been proposed to describe non-viscous flow in porous 
media using a nonlinear relationship to relate gradient and velocity of flow using a 
combination of viscous and inertia terms. Several researchers, such as Ergun (1952), 
Macdonald et al. (1979), Kadlec and Knight (1996), Sidiropoulou et al. (2007), and 
others, have used extensive experimental results to relate Forchheimer’s Law to fluid 
properties and porous media characteristics. However, despite the remarkable advances 
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for modeling flow in porous media, some limitations remain. First, previous studies used 
experimental results obtained mostly from materials with particle sizes ranging from 
gravels to medium sands. Results for fine to very fine sands, usually used for centrifuge 
modeling, are limited. Second, the approaches describing both viscous (e.g., Kozeny 
1927; Carman 1937, 1956), and non-viscous flow (e.g., Comiti and Renaud 1989), 
require crude assumptions of material properties that are not easily obtained, such as 
tortuosity or the porous shape. Furthermore, the determination of the limit between 
viscous and non-viscous flow varies among the researchers (Khalifa et al. 2000; Ovalle-
Villamil and Sasanakul 2018).  
In centrifuge modeling, a scaled model is subjected to a gravitation acceleration 
field of 𝑁 times Earth’s gravity (i.e., 𝒂 = 𝑁). If the same soil and fluid in the full-scale 
prototype are used in the model (i.e., 𝝆𝒔 = 𝝆𝒘 = 1), the velocity of flow in the model is 
increased 𝑁 times higher than the velocity of flow in the prototype (i.e. 𝒗 = 𝑁) to ensure 
similarity in the events modeled (Laut 1975; Garnier et al. 2007). As a result, the flow 
velocity may exceed the limit of viscous conditions of flow. A unique value of Reynolds 
Number of 1 has been used to limit the validity of Darcy’s Law in centrifuge models 
(Arulanandan et al. 1988; Singh and Gupta 2011). However, this limit does not account 
for the characteristics of the porous media or the different interpretations of the Reynolds 
Number.  
This study provides new insights into the impact of physical properties of porous 
media on the non-Darcy flow. The research focuses on an investigation of fine-grained 
sands typically used for geotechnical centrifuge modeling studies. Mathematical 
expressions are established to describe the Forchheimer flow parameters and their 
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relationships with the characteristics of various porous media. Effects of centrifuge 
gravitation on flow behavior are evaluated and results are used for evaluating the limit of 
validity of Darcy’s Law. The transition from Darcy's domain relating to the material 
properties is further analyzed and discussed using two different definitions of Reynolds 
Number.  
3.2 EXPERIMENTAL METHODOLOGY 
A series of permeability tests were conducted using a customized setup assembled 
in a 1.3 m-radius geotechnical centrifuge located at the University of South Carolina. The 
setup presented in Figure 3. 1 was designed to investigate the flow characteristics over a 
wide range of pressure gradients, and to allow precise measurements of gradient and 
velocity of flow within the specimen while subjected to levels of centrifuge gravity of 1g, 
10g, 20g, and 30g. The permeameter located inside the centrifuge allows placing 
specimens with 0.07 m in diameter and 0.15 m in length. Glass marbles are located on the 
top and bottom of the specimen to ensure homogeneous distribution of flow. The air-
water cylinder system located outside of the centrifuge is used to force water to flow into 
the specimen through one of the passages of the centrifuge rotary joint. Afterwards, the 
water is returned through the other passage to the cylinder system while the centrifuge is 
spinning. 
The air-water cylinder system includes 3 cylinders, with 0.10 m of internal 
diameter and 0.30 m of stroke, allowing a storage capacity of 2.5 liters. The cylinders, 
namely head tank, atmospheric tank, and back-pressure tank are all connected in a closed 
system. Each cylinder comprises water and air chambers separated by a piston. The air 
chambers for the head tank and the back-pressure tank are connected to an air supply line, 
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while the air chamber for the atmospheric tank is connected to atmospheric pressure. The 
pressure gradient is applied to the specimen by increasing the air pressure at the head 
tank. Consequently, the water chamber can be pressurized to establish a flow through the 
specimen over a wide range of gradients. Two pressure sensors measure the pressure 
losses over a sample length of 0.13 m. The water flowing out of the sample is then driven 
to the water chamber of the atmospheric tank. A Linear Variable Differential 
Transformer (LVDT) is used to precisely measure displacement of the piston with time. 
Hence, the velocity of flow can be determined. The piston of the head tank and the 
atmospheric tank are connected to ensure the continuity of flow in and out of the 
specimen. The back-pressure tank is used for the specimen saturation described in the 
next section.  
 
Figure 3. 1 Experimental setup for Research Topic 1 (not to scale). 
 
The tests were performed by gradually increasing the pressure gradient, resulting 
in the change of velocity of flow with time at approximately 0.0004-0.001 m/s per 
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second. The effect of unsteady flow due the increase of flow velocity may be expected, as 
reported by Khalifa et al. (2002). However, steady state tests were performed on selected 
samples, and results agreed with results from the testing method used in this study. 
Therefore, the quasi-steady state flow condition is assumed to be valid, and a continuous 
relationship between gradient and flow velocity can be obtained by the discretization of 
time. Additional 1g bench tests were performed without spinning the centrifuge using the 
same setup previously described, but the system bypasses the rotary joint of the 
centrifuge.  
3.3 SAMPLE PREPARATION AND MATERIAL PROPERTIES 
Specimens were prepared by dry pluviation. Six layers with 25.4 mm of thickness 
were pluviated and each layer was carefully compacted using a rubber tamper to develop 
a homogeneous distribution of the specimen. To avoid migration of particles through the 
filters, the portion of the samples with grain size lower than 0.075 mm (No. 200 sieve) 
was removed. Specimens were saturated by flushing CO2 through the sample at a very 
low pressure and then water was introduced into the sample from the base. Water was 
flushed through the system for an extended time until there was no evidence of air 
bubbles in the water lines. Back-pressure was then applied to the system using the back-
pressure tank shown in Figure 3. 1. The change in volume of air, if any, was observed 
from the displacement of this piston. This process was repeated by incrementally 
increasing the back-pressure until there was no displacement. 
This study focuses on fine-grained materials with an effective diameter, 𝑑𝑒𝑓𝑓, 
ranging from 0.13 to 1.94 mm. These materials are Glass Beads (GB) and 3 sands from 
different geographic regions. These sands are Nevada Sand (NS), Columbia Sand (CS, 
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CSf), and Eau Claire Sand (ECS). Nevada Sand is a well-known fine laboratory sand 
native to Sierra Nevada region. Columbia Sand is silica sand native to Columbia, South 
Carolina. Eau Claire Sand is relative coarser silica sand native to Eau Claire, Wisconsin. 
Grain-size distributions of these materials are shown in Figure 3. 2. General 
characteristics including effective diameter, particle shape and gradation parameters are 
presented in Table 3. 1.  
 
Figure 3. 2 Grain-size distributions of materials tested in Research Topic 1. 
 
As shown on Figure 3. 2 and Table 3. 1, tests were performed with different test 
matrices (i.e. particle size, porosity, and gradation). A well-graded sample was tested in 
comparison with a uniformly graded sample having the same 𝑑𝑒𝑓𝑓 of 0.5 mm for 
Columbia sand. It is noted that Nevada Sand typically used in centrifuge modeling is the 
finest material tested with 𝑑𝑒𝑓𝑓 of 0.13 mm. A total of 9 samples were tested in centrifuge 
and additional 7 samples were tested using the bench test setup.   
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Particle Shape 𝐶𝑢 𝐶𝑔 Gradation 
ECS-U-20 1.94 Subangular to Angular 1.20 0.97 Uniform 
GB-U-10 1.00 Spherical 1.18 0.97 Uniform 
CS-U-10 1.00 Subrounded to Subangular 1.41 1.04 Uniform 
GB-U-05 0.52 Spherical 1.23 0.97 Uniform 
CS-U-05 0.51 Subrounded to Subangular 1.20 0.97 Uniform 
CS-W-05 0.44 Subrounded to Subangular 9.57 2.12 Well-Graded 
CS-U-02 0.23 Subrounded to Subangular 1.56 0.97 Uniform 
CSf-U-02 0.16 Subrounded to Subangular 1.75 1.06 Uniform 
NS-U-01 0.13 Subrounded 1.54 0.95 Uniform 
 
3.4 RESULTS AND DISCUSSION 
3.4.1 VARIATION OF GRADIENT WITH VELOCITY OF FLOW 
Figure 3. 3 shows the variation of the gradient in terms of pressure head, 𝛥𝑃/𝛥𝐿 
and distance head, 𝑖, in function of the velocity of flow for sample ECS-U-20. The data in 
this figure was obtained from both centrifuge and bench tests performed on two different 
specimens prepared at similar porosity. Due to some pressure loss through the centrifuge 
rotary joint, lower maximum gradients were achieved in the centrifuge tests. As a result 
of this limitation, the maximum resultant velocity measured in the bench tests was nearly 
two times greater (0.02 m/s). Despite the limitation, the velocity achieved in the 
centrifuge tests was high enough to reach non-Darcy flow in most of the specimens 
tested, and to account for potential velocities of flow experienced in different 
geotechnical and geological applications. Wide ranges of flow velocities for different 
field conditions, from very low to more than 1 m/s in coastal environment (e.g. Neilsen 
1992), up to 1.5 m/s in flood conditions (e.g. Kreibich et al. 2009), and from 1.2x10-7 to 
 
78 
0.002 m/s in flow through aquifers (e.g. Gelhar et al. 1992), are experienced depending 
upon the flow conditions.  
 
Figure 3. 3 Evolution of gradients against the velocity of flow for  
specimen ECS-U-20. 
 
Hydraulic gradients and velocities experienced on both setups are compared and 
good agreement is observed for all the tests. Therefore, the results from bench tests are 
justified to use as an extension of the centrifuge testing results in order to observe the 
flow behavior at the maximum gradients and velocities possible. Figure 3. 4a and 3. 4b 
show the unified flow behavior experienced with the coarser (𝑑𝑒𝑓𝑓 ≥ 0.5 mm) and finer 
(𝑑𝑒𝑓𝑓< 0.5 mm) samples, respectively. The maximum velocity of flow of 0.016 m/s 
induced in the finest Columbia Sand (CSf-U-02) is translated to a dimensionless 
hydraulic gradient of 150. Markedly lower hydraulic gradients of up to 5 were induced 




Figure 3. 4 Evolution of gradients against the velocity of flow for  
specimens with (a) 𝑑𝑒𝑓𝑓 ≥ 0.5 mm, and (b) 𝑑𝑒𝑓𝑓 < 0.5 mm. 
 
Observation of Figure 3. 4 allows the identification of nonlinear behavior in 
samples CS-U-05 and CSf-U-02. The transition from a linear relationship can be roughly 
seen beyond velocities within 0.006 and 0.008 m/s. However, the transition to non-Darcy 
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flow is difficult to identify in the remaining samples. A better evaluation of the 
occurrence of nonlinear flow is presented in the next section.   
3.4.2 DETERMINATION OF FORCHHEIMER COEFFICIENTS FROM NONLINEAR FLOW TESTS 
The nonlinearity observed among the results obtained can be examined by 
normalizing the pressure gradients with the velocity of flow (MacDonald et al. 1979; 
Comiti and Renaud 1989), as shown in Figure 3. 5 for samples GB-U-10 and ECS-U-20. 
Two different flow behaviors are observed from the change in slope of these plots. In the 
plot for sample GB-U-10 (Figure 3. 5a), the initial slope appears to be steeper than the 
second slope. According to Dukhan et al. (2014), this change can be interpreted as the 
transition from a post-Darcy condition of flow, represented by the first slope, to a fully 
developed Forchheimer condition, represented by the final slope. This observation 
implies that the material experienced non-Darcy flow throughout the range of velocities 
tested. The plot for sample ECS-U-20 (Figure 3. 5b) shows a different behavior with an 
initial relatively flat slope that then increased at higher velocities. In this case, the initial 
horizontal portion represents a fully viscous flow for the range of velocities experienced 
in centrifuge, and the inclined portion represents the transition from this domain.  
The normalization of pressure gradient presented in Figure 3. 5 also allows the 
determination of the Forchheimer coefficients 𝐴 and 𝐵 (Eq. 2. 3). As shown in the same 
figure, a linear least squares regression of the normalized gradients varying with the 
velocity results in a 𝑦-intercept and a slope equivalent to 𝐴 and 𝐵, respectively. Table 3. 2 
summarizes the values of these coefficients obtained for all samples from bench and 




Figure 3. 5 Typical regimes of flow identified using normalized  
pressure gradients for specimens (a) GB-U-10 and (b) ECS-U-20. 
 
Results in Table 3. 2 indicate that Forchheimer coefficients decreased as 𝑑𝑒𝑓𝑓 
increased. The specimens with 𝑑𝑒𝑓𝑓 of 1.0 mm have 𝐴 and 𝐵 values ranging from 2 to 3 
MPa-s/m2 and 36 to 60 MPa-s2/m3, respectively, regardless of particle shape and 
gradation. By comparison, the specimens with 𝑑𝑒𝑓𝑓 of 0.5 mm have values of 𝐴 and 𝐵 
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ranging from 6 to 30 MPa-s/m2 and 233 and 915 MPa-s2/m3. It is important to note that 
although a few specimens presented initial viscous flow characteristics, coefficient 𝐴 was 
estimated from the linear regression of the inclined line (Figure 3. 5b). Estimations of 
coefficient 𝐵 greater than zero prove that the range of flow velocity used in this study 
was high enough to develop non-Darcy conditions of flow for all the samples.  






𝐴 (MPa-s/m2) 𝐵 (MPa-s2/m3) 
ECS-U-20 0.350 2.379 1 1.082 12.74 
10 1.184 5.27 
20 1.222 11.09 
30 1.212 31.56 
0.347 2.391 Bench 0.967 64.24 
GB-U-10 0.368 3.784 1 2.230 37.80 
10 2.244 36.77 
20 2.121 60.27 
30 2.260 50.25 
0.380 3.716 Bench 2.152 49.16 
CS-U-10 0.415 3.513 1 2.619 51.48 
10 2.525 59.81 
20 2.697 51.64 
30 2.785 57.15 
0.425 3.456 Bench 3.035 35.97 
GB-U-05 0.365 7.357 1 6.651 233.35 
10 6.561 261.46 
20 6.520 265.44 
30 6.639 224.86 
0.373 7.265 Bench 6.673 138.52 
CS-U-05 0.397 7.170 1 8.247 342.78 
10 9.098 261.73 
20 8.786 283.16 
30 7.815 441.02 











𝐴 (MPa-s/m2) 𝐵 (MPa-s2/m3) 
CS-W-05 0.324 9.314 1 22.14 915.70 
   10 22.50 680.02 
   20 21.65 532.38 
   30 21.27 538.40 
 0.335 9.164 Bench 29.69 380.42 
CS-U-02 0.405 15.784 1 16.03 2843.4 
   10 16.82 2751.7 
   20 16.54 2814.3 
   30 16.31 2836.2 
CSf-U-02 0.397 22.656 1 22.10 5940.7 
10 23.84 5707.5 
20 25.62 5352.4 
30 21.89 5690.3 
0.406 22.320 Bench 30.30 3722.0 
NS-U-01 0.372 28.856 1 66.32 4009.3 
10 65.39 3721.0 
20 66.71 3770.2 
30 69.10 3429.4 
 
3.4.3 EFFECT OF CENTRIFUGE GRAVITATIONAL ACCELERATION 
Estimations of coefficients 𝐴 and 𝐵 in Table 3. 2 show differences among the 
specimens tested and the type of test. For instance, values of 𝐵 are less consistent 
between centrifuge and bench tests. According to Bear (2013), different factors could 
lead to variations in these coefficients, such as the transition between the various flow 
regimes, the characteristics of the material, the experimental setup, or the uncertainties 
related to the flow phenomenon. Nonetheless, the values of Forchheimer coefficients 
appear to be consistent with centrifuge acceleration. In Figure 3. 3 and Figure 3. 5 
discussed previously, the initial portions show the results obtained when the specimen 
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was subjected to centrifuge gravitation accelerations of 1g, 10g, 20g, and 30g. In these 
portions, the evolution of gradients and normalized gradients as functions of the velocity 
of flow present nearly identical behaviors despite the level of acceleration. This 
consistency with centrifuge gravitational acceleration indicates that the effect of gravity 
is small or nonexistent in the range of velocities tested.   
Other researchers (e.g., Khalifa et al. 2000) made similar conclusions for Darcy’s 
permeability, 𝑘, and indicated that some variations in the relationship between hydraulic 
gradients and velocity of flow might be observed due to compression of the specimen 
during the centrifuge spin up. In this study, the specimens were compacted to a very 
dense consistency to minimize the compression at high gravity. Therefore, the 
independence of the centrifuge gravitational acceleration on the gradient-velocity relation 
for Darcy's flow condition can be extended to non-viscous flow conditions for the range 
of gravity tested. It is important to consider that increasing the centrifuge acceleration 
may generate more noticeable effects of the change in the fluid viscosity.  
3.4.4 PREDICTION OF FORCHHEIMER COEFFICIENTS AND DARCY’S PERMEABILITY 
Forchheimer coefficients are dependent not only on the particle size and porosity 
but on other characteristics of the material, including particle shape and grain-size 
distribution. These characteristics are not explicitly included in the expressions 
describing the flow through porous media, as presented in Table 2. 3. However, such 
characteristics influence the distribution of voids and solids in the medium as well as the 
particle effective diameter. The surface area in contact with fluid, 𝑆𝑏, presented in Eq. 2. 
4, can be used as a variable accounting for the effects of 𝑛 and 𝑑𝑒𝑓𝑓 for each material 
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tested. Figure 3. 6 shows that the coefficients 𝐴 and 𝐵 increase as 𝑆𝑏 increases. Curve-
fitting functions of both 𝐴 and 𝐵 are provided with this plot.  
      
Figure 3. 6 Correlation between Forchheimer coefficient and surface  
are in contact with fluid: (a) coefficient 𝐴, and (b) coefficient 𝐵. 
 
The curve-fitting functions in Figure 3. 6 are compared with experimental 
estimations of Forchheimer coefficients from different researchers, as presented in Figure 
3. 7. Comiti and Renaud (1989) reported values of 𝐴 and 𝐵 for spherical marbles with 
diameters ranging from 1.0 to 5.0 mm, and velocities of flow up to 0.04 m/s. Macdonald 
et al. (1979) and Abbood (2009) developed flow analyses for glass beads, sands, gravels, 
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and other crushed materials with particle sizes ranging from 0.5 to 30 mm, and velocities 
of flow up to 0.022 m/s. Sidiropoulou et al. (2007), Moutsopoulos et al. (2009), Sedghi-
Als et al. (2014), and Snoijers (2016), on the other hand, focused their works in coarse 
sands and gravels with particle sizes from 0.60 to 67 mm, and velocities of flow up to 
0.03, 0.04, and 0.15 m/s, respectively. The porosities used in these studies range from 
0.32 to 0.50.  
 It is observed in Figure 3. 7 that there is a small increase of the parameters 𝐴 and 
𝐵 with respect to 𝑆𝑏, as reported in the previous works. Results for fine-grained sands 
from this study show a similar behavior extending toward high values of 𝑆𝑏. However, 
there was no data available in the literature for a comparison in this range. The values of 
the Forchheimer coefficients from other researchers are lower than the curve-fitting 
functions obtained in this study. This difference may be due to the velocity of flow used 
in the experiments. The maximum velocity of flow in this study was 0.02 m/s, while 
velocities of up to 0.15 m/s were achieved for some of the results in Figure 3. 7. This 
difference could lead to different regimes of flow, resulting in some differences in 
Forchheimer coefficients, as presented initially in Figure 2. 9.  
The effect of the velocities of flow used to determine 𝐴 and 𝐵 is evaluated by 
comparing predictions of gradient-velocity relations using the curve-fitting functions 
presented in Figure 3. 6 and the models of Ergun (1952), Kovacs (1981), Kadlec and 
Knight (1996), and Sidiropoulou et al. (2007), presented in Table 2. 3. Non-Darcy flow 
behavior for Hostun Sand (Khalifa et al. 2002) and Ottawa Sand (Goodings 1994) is 
predicted, as shown in Figure 3. 8. Predictions from this study agree with the 
experimental results. The models of Ergun (1952), Kovacs (1981), and Sidiropoulou et al. 
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(2007) underestimate and the model of Kadlec and Knight (1996) overestimates the 
experimental data for the range of flow velocities up to 0.01 m/s.  
 
 
Figure 3. 7 Comparison between the empirical relationship of  
Forchheimer coefficients with others: (a) coefficient 𝐴, and  






Figure 3. 8 Predictions of gradient-velocity relation for (a) Hostun  
Sand (Khalifa et al. 2000a, b), and (b) Ottawa Sand (Goodings 1994). 
 
As shown in Figure 3. 8, the good prediction using the model developed in this 
study is valid for the range of velocity up to 0.02 m/s and it should not extend beyond this 
limit. This research focuses on the non-Darcy flow behavior of fine-grained sand at 
relatively lower velocities, such as those experienced in many geotechnical applications 
and in centrifuge modeling. The other models may be more appropriate for flow in 
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coarser materials at much higher velocity. The applicable range of flow velocities should 
be considered when selecting a model for predicting Forchheimer coefficients.  
Values of coefficient 𝐴 are used to estimate the Darcy’s permeability, 𝑘, for each 
sample tested using Eqs. 2. 2 and 2. 8. Results are compared with other experimental 
values and the power law proposed by Chapuis (2004), as shown in Figure 3. 9. Although 
the regime of flow analyzed here is nonlinear, estimations of 𝑘 are consistent with the 
literature due to the relatively lower range of velocities tested. This result verifies the use 
of coefficient 𝐴 to represent the viscous domain of flow.  
 







3.4.5 APPROACH TO IDENTIFY THE LIMIT OF VISCOUS DOMAIN OF FLOW 
The Moody diagram is a common method used to evaluate the transition between 
Darcy (viscous) and non-Darcy flow. Comiti et al. (2000) suggested using Eq. 2. 15 for 
estimating the limit of validity of Darcy’s Law using 𝛼 = 16 and 𝛽 = 0.194. However, it is 
important to examine the parameters 𝛼 and 𝛽 proposed by Comiti et al (2000). By 





+ 𝑓 Eq. 3. 1 
In Eq. 3. 1, 𝛼 =  8𝐾’ and 𝛽 =  𝑓. This indicates that these parameters are related 
to the material properties and the flow characteristics. The values of 𝛼 and 𝛽 adopted in 
Comiti et al. (2000) result from using a constant value of 𝐾’ of 2.0 assuming a circular 
pore shape, and a constant value of 𝑓 of 0.194. However, values of 𝐾’ are rather variable 
as indicated by Carman (1956), and the use of Nikurdase formula to estimate 𝑓 may be 
questionable as observed by Comiti and Renaud (1989). In this study, parameters 𝐾’ and 
𝑓 are calculated from the measured coefficients 𝐴 and 𝐵.   
First, the calculation begins with estimating values of the Kozeny-Carman 
constant, 𝐾, from Eq. 2. 8 as presented in Table 3. 3. The range from nearly 3.7 to 17.3 
obtained seems to deviate from the reference value of 5, but it should be noted that most 
of these results remain within an acceptable range according to Xu and Yu (2008). Next, 
the values of tortuosity, 𝜏, are calculated using Eq. 2. 9. For sands and glass beads with 
uniform grain-size distribution and rounded shapes, the range of tortuosity between 1.63 
to 1.78 is acceptable in comparison with the results presented in Salem and Chilingarian 
(2000), for randomly packed spheres with porosity of 0.34 to 0.45. The tortuosity values 
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of 1.86 and 1.92 obtained for the angular sample ECS-U-20 and the well-graded sample 
CS-W-05, agree with the values obtained in Wahyudi et al. (2000) with similar 
arrangements of sands. Using the values of 𝐾 and 𝜏 for each material, the porous shape 
factor, 𝐾’, is then calculated. According to Carman (1956), 𝐾’ ranges from 1.67 to 3.00 
depending on the pore shape and eccentricity of the capillaries. Most of the results 
presented here are within or close to this range. In general, 𝐾’ increases as 𝑑𝑒𝑓𝑓 increases, 
but a more pronounced increase was observed for sands than for glass beads. The effect 
of gradations is minimum as the value of 𝐾’ for the well-graded sample (CS-W-05) is 
close to the value obtained for the uniform graded sample (CS-U-05).  
Table 3. 3 Empirical porous media and fluid properties. 
Sample ID 
Kozeny-Carman 
constant 𝐾  
Tortuosity 𝜏 Shape Factor 𝐾’ 
 
𝑓 
ECS-U-20 8.036 1.86 2.316 0.303 
GB-U-10 8.081 1.78 2.581 0.234 
CS-U-10 17.29 1.63 6.489 0.475 
GB-U-05 6.374 1.79 1.998 0.308 
CS-U-05 11.32 1.69 3.977 1.074 
CS-W-05 13.20 1.92 3.590 0.443 
CS-U-02 4.373 1.67 1.560 5.038 
CSf-U-02 3.748 1.68 1.322 4.650 
NS-U-01 4.264 1.77 1.354 2.201 
 
The values of Darcy’s friction factor, 𝑓, were calculated from the measured 
coefficient 𝐵 and the estimations of 𝜏. Results obtained are also included in Table 3. 3. 
The values of 𝑓 obtained are greater than the constant value of 0.194 used by Comiti and 
Renaud (1989), derived from the Nikurdase formula. In this study, the value of 𝑓 is 
treated as a variable, according to the results of flow tests and the characteristics of the 
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materials. This result implies that a unique form of 𝑓𝑝𝑜𝑟𝑒 in Eq. 3. 1 is not considered 
possible.  
The 𝑓𝑝𝑜𝑟𝑒 for viscous flow is derived by substituting Eq. 2. 5 into Eq. 2. 16, 
obtaining 𝑓𝑝𝑜𝑟𝑒|𝐷𝑎𝑟𝑐𝑦 = 8𝐾
′/𝑅𝑝𝑜𝑟𝑒. The transition from nonlinear flow is defined as the 





 Eq. 3. 2 
Consequently, 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 indicating the limit of validity of Darcy’s Law can be 
expressed as: 
 
𝑅𝑐𝑟𝑖𝑡𝑖𝑐 = 𝐸𝑓  
8 𝐾′
𝑓
 Eq. 3. 3 
Eq. 3. 3 indicates that 𝑅𝑐𝑟𝑖𝑡𝑖𝑐, based on Eq. 3. 1 (Comiti et al. 2000), varies 
according to 𝐾’ and 𝑓. In this study, 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 is estimated using an 𝐸𝑓 value of 10% to 
represent the 10% deviation from Darcy’s flow domain. The values of 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 for each 
material tested in this study are presented as functions of 𝑆𝑏 in Figure 3. 10. An average 
value of 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 of 4.6 is obtained. Specimens with greater 𝑑𝑒𝑓𝑓 than 0.5 mm and lower 𝑆𝑏 
than 15 mm-1 have critical values between 2 and 11. Lower values are obtained for 
specimens with lower 𝑑𝑒𝑓𝑓 and greater 𝑆𝑏, indicating that transition occurs at lower 
velocities of flow. This behavior may be related to the size of the capillaries. The size of 
the flow paths in porous media composed of compacted fine grains is smaller than in 
flow paths with coarser particles. As stated in Fourar et al. (2004), the energy dissipation 
is greater in regions with small flow sections. Moreover, the size of these sections is 
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progressively reduced as the Reynolds Number increases due to the generation of eddies 
as the flow becomes more inertial. 
 
Figure 3. 10 Dependence of critical Reynolds Number to surface  
area in contact with fluid. 
 
For an 𝐸𝑓 value of 5%, values of 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 obtained in this study range from 0.11 to 
5.5, with an average value of 2.3. For an 𝐸𝑓 value of 1%, values of 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 obtained range 
from 0.02 to 1.1, with an average value of 0.46. Wahyudi et al. (2002) used a similar 
approach by assuming 𝐸𝑓 values of 10%, 5%, and 1%, and reported 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 average values 
of 9.2, 4.3, and 0.83, respectively, for sands with particle-sizes ranging from 0.16 mm to 
0.63 mm. Khalifa et al. (2000) reported average values of 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 of 9.7 and 4.9 using the 
same sands and 𝐸𝑓 values of 10% and 5%, respectively. Differences between 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 
obtained in this study and Khalifa et al. (2000) and Wahyudi et al. (2002) are 
approximately one half. These differences are mainly due to the parameters 𝛼 and 𝛽, as 
presented in Eq. 2. 15. Both Khalifa et al. (2000) and Wahyudi et al. (2002) assumed the 
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values of 𝛼 = 16 and 𝛽 = 0.194 based on the work of Comiti et al. (2000); hence, their 
results are similar. The assessment of the different methods to determine 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 is 
discussed in the following section. Overall, results agree with the range from 3 to 11 
proposed by Goodings (1994), except for the finer grained sands. The literature for the 
experimental evaluation of 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 is very limited for fine sands.   
3.4.6 DIFFERENCES IN FORMULATIONS USED FOR REYNOLDS NUMBER 
There are different formulations used to determine the Reynolds Number in the 
literature, as well as different criteria defining the limit of validity of Darcy’s Law. Due 
to uncertainties related to the flow regime and the selection of parameters representing 
the materials, such as tortuosity or shape factors, it is important to acknowledge that the 
same value of 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 may lead to an inconsistent estimation of the corresponding critical 
velocity of flow and hydraulic gradient.  
The value of 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 of 4.9 for 𝐸𝑓 of 5% proposed by Khalifa et al. (2000), using 
the formulation of 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 in Eq. 2. 16, and the range of values from 3 to 11 proposed by 
Goodings (1994), using the formulation of 𝑅𝑛 in Eq. 2. 17, predict different values of 
critical velocity and hydraulic gradient. Figure 3. 11 presents a comparison of the 
proposed critical Reynolds Numbers and their corresponding values of gradient and 
velocity of flow for samples CS-U-10 and CSf-U-02. The dotted lines represent an 
approximation of the viscous or linear domain related to each critical value. All of the 
proposed 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 values for the coarse sample CS-U-10 (Figure 3. 11a) are located within 
the initial straight portion of the plot, indicating the viscous flow regime. The upper limit 
of 𝑅𝑛 = 11 proposed by Goodings (1994) predicts the limit of validity of Darcy’s domain 





Figure 3. 11 Critical Reynolds Numbers and their corresponding values of  
velocity and gradient proposed by Khalifa et al (2000) and Goodings (1994)  
for (a) sample CS-U-10, and (b) sample CSf-U-02. 
 
For the finer grained sample CSf-U-02 (Figure 3. 11b), all the proposed 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 
values are in the nonlinear region; thus, they overpredict the limit of validity of Darcy’s 
domain. It is important to be aware that the difference in values of critical velocity of 
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flow and hydraulic gradient, predicted by the proposed 𝑅𝑐𝑟𝑖𝑡𝑖𝑐, can be significant (up to 4 
times difference in values of flow velocity). The concept of critical Reynolds Number 
may provide an approximation of where the Darcy’s domain remains valid, but it is clear 
that a constant value of critical Reynolds Number should not be used for all soil types.  
A more precise critical velocity was obtained from an alternative method 
proposed by Zeng and Grigg (2006), shown in Eqs. 2. 18 and 2. 19, using values of 
Forchheimer coefficients 𝐴 and 𝐵. Table 3. 4 presents the calculated critical velocities 
and the corresponding critical hydraulic gradients from the measured 𝐴 and 𝐵 from this 
study. Overall, the critical velocity of flow ranging from 5.9x10-4 to 2x10-3 m/s, and the 
corresponding hydraulic gradients ranging from 0.2 to 26 are observed for the materials 
tested. It is interesting to note that the critical hydraulic gradient can be as low as 0.2 for 
coarser materials (ECS-U-20) and as high as 26 for finer and well-graded materials (CS-
W-05). In general, this is to be expected as higher head loss occurs in fine-grained 
materials than in coarse-grained materials for the same velocity of flow. However, it is 
observed that there is no clear correlation between the critical velocity or hydraulic 
gradient and the effective grain size of the materials. 
Table 3. 4 also presents the calculated values of 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 using different 
formulations of Reynolds Number for the critical velocity and hydraulic gradient. The 
calculated values of 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 vary depending upon the formulation used. For example, the 
critical velocity of 2x10-3 m/s for the sample ECS-U-20 yields three different values of 
𝑅𝑐𝑟𝑖𝑡𝑖𝑐: 9.22 for Eq. 2. 17, 7.38 for Eq. 2. 15 (𝛼 = 16 and 𝛽 = 0.194), and 6.12 for Eq. 3. 1 
(using 𝐾’ and 𝑓 derived from experimental data in this study). In general, the simple 
formulation in Eq. 2. 17 yields 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 values higher than the values obtained by Comiti et 
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al. (2000), and higher than the values of coarse-grained materials from this study. 
Nonetheless, the same formulation predicts lower values for finer grained sands. The 
difference was derived from the parameters used for material properties and flow 
characteristics (𝜏, 𝐾’ and 𝑓). For a comparison between Eq. 2. 17 and this study for the 
same value of 𝑅𝑐𝑟𝑖𝑡𝑖𝑐, Eq. 2. 17, which is a simple and widely used formulation, would 
predict relatively higher critical velocity and hydraulic gradient resulting in a less 
conservative prediction of the limit of validity of Darcy’s Law.   










Comiti & Renaud 
(1989);  
Comiti et al. (2000) 
This 
study 
ECS-U-20 2.0 x 10-3 0.241 9.22 7.38 6.12 
GB-U-10 4.7 x 10-3 1.154 12.5 9.10 8.82 
CS-U-10 5.9 x 10-3 1.879 13.9 12.7 10.9 
GB-U-05 5.4 x 10-3 4.101 7.47 6.55 5.20 
CS-U-05 3.1 x 10-3 3.187 3.95 5.88 2.96 
CS-W-05 7.8 x 10-3 26.03 10.1 8.48 6.50 
CS-U-02 5.9 x 10-4 1.091 0.33 1.34 0.25 
CSf-U-02 7.6 x 10-4 2.530 0.30 1.24 0.23 
NS-U-01 2.0 x 10-3 15.64 0.70 1.83 0.49 
 
3.4.7 REMARKS ON FLOW THROUGH POROUS MEDIA IN CENTRIFUGE MODELS 
This study demonstrates that the gradient-velocity relationship is independent of 
the centrifuge gravitational acceleration. Based on the results from the set of materials 
tested, modeling viscous flow in a centrifuge condition can be a challenge when the 
velocity of flow increases significantly. The nonlinear relationship between pressure 
gradient and velocity of flow is found at a relatively low velocity of flow. The use of 
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𝑅𝑐𝑟𝑖𝑡𝑖𝑐 ≤ 1 is acceptable but conservative for sands with 𝑑𝑒𝑓𝑓 greater than 0.5 mm. The 
same 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 value should be used with caution for sand with 𝑑𝑒𝑓𝑓 less than 0.2 mm. 
Careful consideration should be taken when selecting a formulation for 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 to calculate 
the critical velocity and hydraulic gradient as variations can be significant between 
different formulations. If fine sand with 𝑑𝑒𝑓𝑓 ≤ 0.2 mm is desired for a centrifuge model, 
a series of permeability test should be conducted to characterize the flow behavior and 
the limit of validity of Darcy’s Law, prior to model testing. Errors due to nonlinear flow 
behavior should be assessed and considered whether they would affect the model 
response in the centrifuge environment. If the test objective is to precisely measure the 
hydraulic gradient in a model, it is beneficial to obtain the Forchheimer coefficients for 
the desire range of velocities. These coefficients can also be estimated from the 
relationships provided in this study and results can be used to develop scaling laws 
accounting for the nonlinearity.  
3.5 CONCLUSIONS 
An experimental analysis of centrifuge nonlinear flow was reproduced in this 
study using sands and glass beads with different grain-size distributions, shapes and 
porosities, all represented by a unique surface area in contact with fluid per unit volume 
of specimen, 𝑆𝑏. Coefficients 𝐴 and 𝐵 in Forchheimer’s Law increased with 𝑆𝑏 in 
agreement with experimental results available in the literature. The accuracy in the 
predictions of Forchheimer coefficients depends on the range of velocities of flow used to 
derive the empirical correlations. Relationships proposed in this study were appropriate 
for predicting the flow behavior for velocities up to 0.02 m/s. 
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The definition of the limit of viscous flow, using the concepts of Reynolds 
Number and Friction Factor, varies depending on the judgment and preference of the 
authors. Reynolds Numbers calculated with the formulation used by Goodings (1994) and 
Salahi et al. (2015) led to higher values of 𝑅𝑐𝑟𝑖𝑡𝑖𝑐, which resulted in less conservative 
predictions of the limit of validity of Darcy’s Law. Results from this study using the 
proposed empirical relationship, based on the formulation of Comiti et al. (2000), show 
that 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 decreases as 𝑆𝑏 increases. The transition occurred for 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 as low as 0.2 in 
materials with an effective particle size of 0.2 mm.  
The empirical relationships of the Forchheimer coefficients 𝐴 and 𝐵 developed in 
this study can be used to estimate critical velocity and hydraulic gradient using the 
method proposed by Zeng and Grigg (2006). For the fine-grained materials tested in this 
study, the critical velocity lay within a narrow range between 5.9x10-4 to 2x10-3 m/s. The 
corresponding hydraulic gradient can be as low as 0.2 for relatively coarse material and 
as high as 26 for finer grained and well-graded material. There is no clear trend observed 
for the critical velocity or hydraulic gradient with effective particle size. The empirical 
relationships developed in this study can be used to predict 𝑅𝑐𝑟𝑖𝑡𝑖𝑐 and to account for the 
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Several research studies have been performed to improve the understanding of 
backward erosion piping, which often occurs in water-retaining structures, such as dams 
and levees, where the foundation soil is composed of a cohesionless soil, generally with a 
uniform gradation (Richards and Reddy 2012; Bonelli 2013). Nonetheless, the complex 
mechanisms involved in backward erosion piping present a challenge to the development 
and advancement of physical and numerical modeling techniques that can accurately 
replicate field conditions (Schmertmann 2002; Richards and Reddy 2007; Bonelli 2013). 
Physical modeling of the backward erosion piping has been extensively performed under 
relatively low stress conditions in flume tests to model two- and three- dimensional flow 
(e.g., De Wit et al. 1981; Sellmeijer et al. 2011; Van Beek et al. 2012, 2015), and in 
column tests to model one-dimensional flow (e.g., Fleshman and Rice 2013; Yang and 
Wang 2017). In addition, full-scale experiments were conducted where a full-scale levee 
model was instrumented and monitored through loading and failure (Van Beek et al. 
2011). Although full-scale testing results are extremely useful, the associated cost and 
time only allows a limited number of tests and are impractical for parametric research 
studies.  
The centrifuge modeling technique has been an effective tool for parametric 
studies as it allows many reduced-scale models to be tested with less effort than full-scale 
models. Studies using centrifuge modeling have been performed by a few researchers to 
investigate the backward erosion piping process (e.g., van Beek et al. 2010; Leavell et al. 
2014; Koito et al. 2016). However, these studies did not assess scaling laws and flow 
conditions. Multiple flow conditions and erosion mechanisms occurring simultaneously 
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may take place within a centrifuge model during the combined phases of the backward 
erosion piping, resulting in scaling conflicts (Goodings 1982, 1984; Dong et al. 2001; 
Bezuijen and Steedman 2010). More research is needed to understand the scaling 
behavior of centrifuge models and more experimental analyses are needed to develop 
accurate interpretations of existing results.     
This paper presents the centrifuge modeling of internal erosion induced by 
upward flow that typically occurs during the initiation phase of the backward erosion 
piping. The research focuses on the upward and laminar flow condition and provides 
detailed data analysis and interpretation to improve the understanding of centrifuge 
scaling laws applied specifically to these conditions. The testing program was designed to 
investigate the erosion process and systematically evaluate the effects of centrifuge 
gravity on the model behavior. Experimental results obtained are used to evaluate critical 
hydraulic gradients and scaling factors that are validated against adequate theoretical 
scaling laws and results available in the literature.  
4.2 EXPERIMENTAL METHODOLOGY 
A series of upward flow tests was performed in a 15g-ton geotechnical centrifuge 
located at the University of South Carolina using the customized setup shown in Figure 4. 
1 and Figure 4. 2. The setup is composed of a customized cylindrical sample container 
and three video cameras located inside the centrifuge, and four air-water cylinders 
(namely head tanks) placed in parallel outside the centrifuge. The container is constructed 
using clear acrylic and allows placing specimens with a constant diameter, 𝑑𝑐, of 10.8 cm 
and variable length, 𝛥𝐿, of up to 20 cm. A manifold and a porous steel plate are located at 
the base of the container to ensure a homogenous distribution of flow to the specimens. A 
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silicon coating was applied along the inner wall of the container to develop friction on the 
soil-container interface simulating the boundary conditions in the field (Fleshman and 
Rice 2013). The video cameras are used for continuously recording a top view and 2 side 
views of the specimens during testing.  
 
Figure 4. 1 Experimental setup in Research Topic 2 (not to scale). 
 
The air-water cylinders allow a total storage capacity of 11.3 liters of water and 
are used to force water to flow into the specimen as detailed in the papers by Ovalle-
Villamil and Sasanakul (2018a, 2018b, 2019). The air pressure in the head tanks is used 
to control the progression of the experiments and is increased to induce water flow to the 
base of the specimens through one passage of the centrifuge rotary joint. Water then 
flows upwards through the specimen and is driven outside the centrifuge through a 
different passage of the rotary joint open to atmospheric pressure. By increasing the air 
pressure in the head tanks, different pressure gradients and velocities of flow are induced 
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in the specimens. During test, stepped increments of air pressure are applied to the head 
tanks until the total heave is observed. A series of differential pressure sensors are used to 
measure local pressure loss across the total length of the specimen (𝑃𝑃𝐴-𝑃𝑃𝐶) and across a 
length of 1.6 cm from the surface (𝑃𝑃𝐴-𝑃𝑃𝐵), as shown in Figure 4. 1.  
 
Figure 4. 2 Experimental setup in centrifuge basket.  
 
4.3 SAMPLE PREPARATION AND MATERIAL PROPERTIES 
Specimens were prepared by dry pluviation using a rubber tamper to compact six 
layers of equal weight and ensuring a homogenous distribution of density and bonding 
between layers. An average 𝛥𝐿 of 12.6 cm was used in this study. The specimens were 
saturated by flushing water in an upward direction at a very low gradient (𝑖𝑠𝑎𝑡 < 0.1) to 
ensure no change in the initial porosity prior to testing. Any additional presence of air 
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inside the specimens is removed during the first increments of pressure gradient across 
the specimen. 
The two types of uniform, fine-grained, cohesionless materials used in this study 
include Nevada Sand (NS), native to Sierra Nevada region, and Columbia Sand (CS), 
native to South Carolina. Table 4. 1 shows the properties of these materials, including 
soil gradation parameters (Casagrande 1948) and the effective diameter (Carrier 2003). 
Two different gradations of Nevada Sand were tested: a uniform sand mainly composed 
of coarse grains and effective diameter, 𝑑𝑒𝑓𝑓, of 0.13 mm (i.e., NS-U-01); and a uniform 
sand with predominantly finer grains and 𝑑𝑒𝑓𝑓 of 0.04 mm (i.e., NS-U-001). A uniform 
gradation of Columbia Sand was tested with 𝑑𝑒𝑓𝑓 of 0.20 mm (CS-U-02).  






Particle Shape 𝐶𝑢 𝐶𝑔 Gradation 
NS-U-001 0.04 Subrounded 2.63 1.22 Uniform 
NS-U-01 0.13 Subrounded 1.75 1.06 Uniform 
CS-U-02 0.20 Subrounded to 
subangular 
1.56 0.97 Uniform 
 
Each specimen was tested at 10g, 20g, and 30g centrifuge gravitational 
accelerations. Additional bench tests were performed under Earth’s gravity (1g) using the 
same setup, but the gradients were induced using the conventional constant-head 
permeability test procedure specified by ASTM D2434/68 (ASTM 2006). This 
modification in the experimental methodology was used to induce lower gradients in the 
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specimen and increase the amount of water available for flow than it is possible with the 
head tanks used in centrifuge tests. A total of 12 tests were performed in this study. Some 
of these tests were repeated to verify repeatability of the test method and reproducibility 
of the results.  
4.4 RESULTS AND DISCUSSION 
4.4.1 GENERAL OBSERVATIONS OF THE INITIATION OF BACKWARD EROSION PIPING 
A qualitative description of the behavior observed by way of video recordings is 
presented in this section. Figure 4. 3 shows the behavior observed with specimen NS-U-
001 tested at 1g. In this figure, the dashed lines are references of the initial location of the 
surface of the specimen, while the continuous line represents the location of the surface 
during test. Under small increments of global hydraulic gradient, 𝑖, there is no apparent 
movement of grains or deformation near the surface of the specimen indicating that the 
initial porosity remains (Figure 4. 3a). Further increments of 𝑖 induce the stage of first 
visible movement in which a very small expansion of the surface of the specimen is 
observed (Figure 4. 3b). In this stage, the upward flow causes a reorganization in the 
granular structure until a new equilibrium state is achieved with an increased porosity. 
This process repeats for further increments of 𝑖 until a preferential flow path or piping 
path is formed across the specimen in the stage of total heave (Figure 4. 3c). It must be 
noted that the total heave observed in this study is different than that proposed by 
Fleshman and Rice (2014) as the entire specimen did not heave upwards. Nonetheless, 
this phase corresponds to the final unstable condition before failure in agreement with the 
literature. The expansion observed after the first visible movement is not uniform or 
symmetric with respect to the central, vertical axis of the specimen. This indicates that 
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the reorganization of grains caused non-uniform increments of porosity across the 
sample. Consequently, the piping path does not form across the center of the specimen as 
the flow concentrates in the regions with greater porosity. Tao and Tao (2017) observed a 
similar behavior using CFD-DEM models and highlighted that the regions with larger 
voids occurred near the container wall, maybe due to initial larger voids and a lower 
frictional resistance near the wall.  
 
Figure 4. 3 Initiation of backward erosion piping in specimen NS-U-001:  
(a) before first visible movement; (b) at first visible movement; (c) at total heave. 
 
A similar behavior is observed at high g and with specimens NS-U-01 and CS-U-
02. However, the expansion of the specimens after the first visible movement is 
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noticeably lower at high g in comparison with the tests at 1g, as shown in Figure 4. 4. 
This behavior indicates that the increase of porosity during the initiation of backward 
erosion piping is greater at 1g than at higher g, as also observed by Ovalle-Villamil and 
Sasanakul (2019). This behavior may be justified considering that although the motion of 
grains may follow different paths that are difficult to identify in the experiments, such as 
rolling/sliding or suspension, the settling process towards a new equilibrium state is a 
function of the grain mass, the grain-size and the stress distribution along the depth of the 
specimen due to centrifuge gravitational acceleration. Therefore, a smaller displacement 
of the grains is expected in centrifuge models due to the increased self-weight resulting in 
lower expansion. In addition, a phase of sand boil formation as described by Fleshman 
and Rice (2013, 2014) was not observed in this study. Nonetheless, as recognized by 
Fleshman and Rice (2014) and Tao and Tao (2017), this phase does not take place in 
every test performed.  
4.4.2 HYDRAULIC GRADIENT AT 1G 
The global hydraulic gradient, 𝑖, was calculated from the pressure loss across the 
specimen and measured using the differential pressure sensors, as shown in Figure 4. 2 
(i.e., pressure loss across ports 𝑃𝑃𝐴 and 𝑃𝑃𝐶). The velocity of flow, 𝑣, was estimated 
based on the initial permeability of the specimens and an approximated hydraulic 
gradient driving the flow. It is important to clarify that this hydraulic gradient is obtained 
from an approximated pressure loss between the manifold and the surface of the 
specimen and it is not necessarily equal to 𝑖. Figure 4. 5 shows the results for specimens 
NS-U-001, NS-U-01 and CS-U-02, tested at 1g. Specimen CS-U-02 shows a linear 
relationship between 𝑖 and 𝑣 from the beginning of the test until a magnitude of 𝑖 of 
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nearly 0.54 obtained for the first visible movement. The relationship then deviates from 
the initial linear portion as less 𝑖 was observed as 𝑣 increased, until a magnitude of 𝑖 of 
nearly 1.73 estimated for the total heave. Specimens NS-U-01 and NS-U-001 show a 
similar behavior with an initial linear relationship between 𝑖 and 𝑣 until the first visible 
movement at magnitudes of 𝑖 of nearly 0.74 and 0.66, respectively. The total heave 
occurred at magnitudes of 𝑖 of 1.40 and 2.44, respectively.  
 
Figure 4. 4 Total heave at different centrifuge gravitational accelerations for:  
(a) specimen NS-U-001; (b) specimen NS-U-01; (c) specimen CS-U-02.  
 
Overall, the relationship between 𝑖 and 𝑣 remains linear until the first visible 
movement where the expansion of the column starts. As 𝑖 increases and the expansion 
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progresses, the porosity increases and the rate of increasing of 𝑖 as a function of 𝑣 
decreases. The magnitude of 𝑖 reaches a maximum value at the total heave and decreases 
significantly immediately after. The magnitude of 𝑖 at the moment of total heave is 
greater than 1 for every specimen tested indicating that the mechanism modeled is 
different than the uplift of a large soil mass. Such mechanism could be anticipated in a 
scenario without soil-container interface friction, as described by the method of heave by 
Terzaghi (1922).    
 
Figure 4. 5 Increments of hydraulic gradient with the velocity  
of flow for 1g experiments. 
 
4.4.3 CRITICAL HYDRAULIC GRADIENT IN CENTRIFUGE MODELS 
The behavior observed in centrifuge models and the critical global hydraulic 
gradients, 𝑖𝑐𝑟, are presented in Figure 4. 6 to Figure 4. 8. The pressure loss across the 
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specimens, 𝛥𝑃, was normalized by the submerged weight of grains, 𝑊’, per cross-
sectional area, 𝐴 (i.e., 𝛥𝑃 ⁄ 𝑁𝑊′𝐴, where 𝑁 represents the increment of the gravitational 
acceleration), and the normalized pressure loss obtained, 𝛥𝑃̅̅ ̅̅ , is plotted as a function of 𝑣, 
as shown in Figures 4. 6a, 4. 7a and 4. 8a for the specimens NS-U-001, NS-U-01 and CS-
U-02, respectively. The value of 𝛥𝑃̅̅ ̅̅  essentially represents the ratio between driving and 
resisting forces during the initiation of backward erosion piping.  
Figure 4. 6a, 4. 7a, and 4. 8a show that Δ𝑃̅̅̅̅ 𝐹𝑉𝑀 at the first visible movement is 
similar and independent of gravity in specimens NS-U-001 and NS-U-01. However, 
Δ𝑃̅̅̅̅ 𝐹𝑉𝑀 is greater at high g than at 1g in specimen CS-U-02. At the stage of total heave, 
Δ𝑃̅̅̅̅ 𝑇𝐻 decreases nearly 40, 20 and 30% at high g, relative to 1g, for the specimens NS-U-
001, NS-U-01 and CS-U-02, respectively. The values of Δ𝑃̅̅̅̅ 𝐹𝑉𝑀 and Δ𝑃̅̅̅̅ 𝑇𝐻 observed at 
high g are more consistent regardless of 𝑁. Overall, Δ𝑃̅̅̅̅ 𝐹𝑉𝑀 varies from 0.50-0.95 and 
Δ𝑃̅̅̅̅ 𝑇𝐻 varies from 0.97-2.17.  
The difference in values of Δ𝑃̅̅̅̅ 𝐹𝑉𝑀 among different tests is due to several factors. 
For instance, the high value of Δ𝑃̅̅̅̅ 𝐹𝑉𝑀 in the coarser specimen CS-U-02 tested at high g 
could be due to a possible non-laminar flow condition that may occur in the high g tests 
in which the flow velocity is noticeably greater than the velocity at 1g. Likewise, the 
magnitude of 𝛥𝑃 across the specimens at 1g is very small and the measurements are 
likely to be less accurate than at higher g. In addition, the visual identification of the first 
visible movement can be subjective as it is based on the first visible surface expansion of 





Figure 4. 6 (a) Increments of normalized pressured loss across  
the specimen with the velocity of flow and (b) variations of  
critical global hydraulic gradients with centrifuge gravity for  
specimen NS-U-001.   
 
An average residual 𝛥𝑃̅̅ ̅̅  of 0.60 is observed after the total heave for specimens 
NS-U-001 and NS-U-01, while an average value of 0.72 is observed for the specimen 
CS-U-02. The residual values lower than 1 indicate that the total weight of the grains per 
unit area, 𝑁𝑊′𝐴, is greater than the seepage stress, 𝛥𝑃, after the total heave. This is 
justified considering that during the initiation of erosion only a portion of the soil is 
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fluidized forming a single preferential flow path (Kolb 1975; Li et al. 1996; Mazzoleni et 
al. 2014), but the total weight of grains in the specimen is not completely dragged by the 
fluid. Therefore, intergranular forces still exist in some sections of the specimens. It is 
interesting to note that the residual values of 𝛥𝑃̅̅ ̅̅  are close to the values of Δ𝑃̅̅̅̅ 𝐹𝑉𝑀 for 
specimens NS-U-001 and NS-U-01.  
 
 
Figure 4. 7 (a) Increments of normalized pressured loss across  
the specimen with the velocity of flow and (b) variations of  
critical global hydraulic gradients with centrifuge gravity for  





Figure 4. 8 (a) Increments of normalized pressured loss across  
the specimen with the velocity of flow and (b) variations of  
critical global hydraulic gradients with centrifuge gravity for  
specimen CS-U-02.  
 
The results of (Δ𝑃 Δ𝐿⁄ )𝑐𝑟 and 𝑖𝑐𝑟 obtained at the first visible movement (i.e., 
𝑖𝑐𝑟−𝐹𝑉𝑀) and the total heave (i.e., 𝑖𝑐𝑟−𝑇𝐻) are shown in Table 4. 2. The magnitude of 
(Δ𝑃 Δ𝐿⁄ )𝑐𝑟 increases linearly with 𝑁, indicating that greater pressure gradients and 
velocities of flow are required to trigger the phenomenon as the effective stress across the 
specimen increases. A study by Richards and Reddy (2012) using true triaxial 
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experiments demonstrated that the critical velocity of flow to initiate piping increases as 
the major principal stress (applied in vertical direction) and the effective stress increase, 
in agreement with this study. The values of (Δ𝑃 Δ𝐿⁄ )𝑐𝑟 result in fairly constant 
magnitudes of 𝑖𝑐𝑟 regardless of 𝑁, as shown in Figure 4. 6b, 4. 7b and 4. 8b.  










(Δ𝑃 Δ𝐿⁄ )𝑐𝑟 
(kPa/m) 
𝑖𝑐𝑟           
(m/m) 
(Δ𝑃 Δ𝐿⁄ )𝑐𝑟 
(kPa/m) 
𝑖𝑐𝑟           
(m/m) 
NS-U-001 0.370 1 6.475 0.660 23.94 2.440 
𝑑𝑒𝑓𝑓 = 0.039 mm 0.344 10 66.41 0.677 170.7 1.740 
 0.344 20 109.9 0.560 274.7 1.400 
 0.348 30 238.4 0.810 420.8 1.430 
NS-U-01 0.374 1 7.500 0.765 14.50 1.478 
𝑑𝑒𝑓𝑓= 0.130 mm 0.383 10 70.24 0.716 127.5 1.299 
 0.400 20 144.2 0.735 243.8 1.243 
 0.385 30 227.0 0.771 374.0 1.271 
CS-U-02 0.429 1 5.329 0.543 18.75 1.911 
𝑑𝑒𝑓𝑓= 0.199 mm 0.433 10 97.03 0.989 115.9 1.181 
 0.428 20 183.7 0.936 237.9 1.213 
 0.430 30 249.6 0.848 340.7 1.158 
 
The experimental values of 𝑖𝑐𝑟−𝑇𝐻 are greater than the analytical method of heave 
by Terzaghi (1922) due to the boundary condition imposed (i.e., soil-container interface 
friction). In contrast, the values of 𝑖𝑐𝑟−𝐹𝑉𝑀 are generally lower than the analytical method 
of heave, except for the coarser specimen CS-U-02, as shown in Figure 4. 8b. This 
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observation suggests that the increase of 𝑖 required to advance from the incipient motion 
of grains to a sand boil state is lower as 𝑑𝑒𝑓𝑓 increases. Similar results reported by Yang 
and Wang (2017) show values of 𝑖𝑐𝑟 for the initial movement of grains and the total 
heave from 0.81 to 0.93, and 1.02 to 1.21, respectively, for sands coarser than CS-U-02. 
The values of 𝑖𝑐𝑟−𝐹𝑉𝑀 are lower than the values obtained from the analytical method of 
heave. This implies that the initiation phase does not represent a global failure condition 
in which the effective stress is diminished. In this case, the critical values represent a 
local condition in which the seepage forces are great enough to drag the grains near the 
surface for which the interlocking forces are relatively low due to low confinement 
compared with the grains below the surface. 
4.4.4 ASSESSMENT OF SIMILARITIES IN CENTRIFUGE TESTS 
The theoretical scaling law of 𝒊𝒄𝒓 = 1 is assessed using the results in Table 4. 2 
and different experimental scaling factors, 𝒊𝒄𝒓−𝒆𝒙𝒑, determined using different ratios of 
gravitational accelerations (i.e., 𝑁=𝑔𝑚⁄𝑔𝑝), as shown in Table 4. 3. The experimental 
scaling factors obtained are also presented as functions of 𝑁 in Figure 4. 9a and 4. 9b for 
the first visible movement and the total heave, respectively. The values of 𝒊𝒄𝒓−𝒆𝒙𝒑 for the 
first visible movement are closer to the theoretical scaling law with a mean magnitude of 
1.14 and standard deviation of 0.30. The values of 𝒊𝒄𝒓−𝒆𝒙𝒑 between 1.5 and 2 obtained for 
the specimen CS-U-02 and for 𝑁 ≥ 10 may be due to non-laminar flow as discussed in the 
previous section. For the total heave, the values of 𝒊𝒄𝒓−𝒆𝒙𝒑 are more consistent but lower 
than the theoretical scaling law with a mean magnitude of 0.83 and standard deviation of 
0.16. Since 𝑖𝑐𝑟−𝑇𝐻 is greater at 1g, values of 𝒊𝒄𝒓−𝒆𝒙𝒑 lower than 𝑁 are expected for 𝑁 ≥ 10 
(i.e., 𝑔𝑝 = 1) at the stage of total heave.   
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Table 4. 3 Scaling factors for critical global hydraulic gradient with different ratios of 
prototype-model. 
Gravitational 
acceleration ratio 𝑁 













𝑁 = 10: 𝑔𝑝 = 1𝑔, 
𝑔𝑚 = 10𝑔 
1.02 0.94 1.82 0.71 0.88 0.62 
𝑁 = 20: 𝑔𝑝 = 1𝑔, 
𝑔𝑚 = 20𝑔 
0.85 0.96 1.72 0.57 0.84 0.63 
𝑁 = 30: 𝑔𝑝 = 1𝑔, 
𝑔𝑚 = 30𝑔 
1.22 1.01 1.56 0.58 0.86 0.61 
𝑁 = 2: 𝑔𝑝 = 10𝑔, 
𝑔𝑚 = 20𝑔 
0.83 1.03 0.95 0.81 0.96 1.03 
𝑁 = 3: 𝑔𝑝 = 10𝑔, 
𝑔𝑚 = 30𝑔 
1.20 1.08 0.86 0.82 0.98 0.98 
𝑁 = 1.5: 𝑔𝑝 = 20𝑔, 
𝑔𝑚 = 30𝑔 
1.44 1.05 0.91 1.02 1.02 0.95 
 
   
Figure 4. 9 Variations of scaling factors for critical global hydraulic gradient  
with centrifuge gravity: (a) first visible movement and (b) total heave. 
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Similarity between the models is maintained by ensuring the same flow regime 
(Goodings 1982, 1984, 1985; Bezuijen and Steedman 2010). The flow regime is typically 
assessed based on the relationships between the Friction Factor, 𝐹𝑓, and the Reynolds 
Number, 𝑅𝑛, through the Moody diagram (Goodings 1994; Ovalle-Villamil and 
Sasanakul 2018a, 2018b). Figure 4. 10 shows the evolution of 𝐹𝑓 as a function of 𝑅𝑛 
obtained using the simplified functions of Muskat (1938) and Stephenson (1979). The 
values of 𝑅𝑛 were calculated from the estimated values of 𝑣 and may not be accurate 
because of the increase in porosity that occurs after the first visible movement. However, 
as presented previously, the change of porosity is small for the tests at high g.  
 
Figure 4. 10 Moody diagram from simplified functions of friction factor  




The relatively linear relationship between 𝐹𝑓 and 𝑅𝑛 shown in Figure 4. 10 
indicates a continuous laminar flow condition (Comiti et al. 2000; Ovalle-Villamil and 
Sasanakul 2018a, 2018b). The estimated values of 𝑅𝑛 are generally lower than 1 except 
for the specimen CS-U-02 tested at 20g and 30g. This observation implies that the same 
flow regime is maintained at centrifuge accelerations of up to 30g with the finer sands, 
but a slight deviation from laminar flow may have occurred in the coarser sand at 
centrifuge accelerations higher than 10g. It must be noted that a non-laminar flow 
condition is not identified in Figure 4. 10 as the relationship between 𝐹𝑓 and 𝑅𝑛 remains 
linear even for the greater values of 𝑅𝑛 (Goodings 1994; Ovalle-Villamil and Sasanakul 
2018a, 2018b).  
4.4.5 COMPARISON OF CENTRIFUGE RESULTS WITH THE LITERATURE 
To validate the experimental results of this study, the values of 𝑖𝑐𝑟−𝐹𝑉𝑀 and 𝑖𝑐𝑟−𝑇𝐻 
in Table 4. 2 are plotted as functions of the surface area of the grains in contact with the 
fluid per unit volume of specimen, 𝑆𝑏, as shown in Figure 4. 11. The parameter 𝑆𝑏 is a 
normalized term accounting for effects of porosity and effective diameter (i.e., 𝑆𝑏 =
6 𝑑𝑒𝑓𝑓
−1 [1 − 𝑛]). Experimental data obtained for sands with different grain-size and 
gradation by Fleshman and Rice (2014) and Yang and Wang (2017), and numerical 
modeling results by Tao and Tao (2017) are compared with results from this study. It is 
noted that the values of 𝑖𝑐𝑟−𝐹𝑉𝑀 and 𝑖𝑐𝑟−𝑇𝐻 in Table 4. 2 and Figure 4. 11 correspond to a 
prototype condition of 1g as 𝒊𝒄𝒓 = 1 and are comparable with the values from the 
literature.  
Figure 4. 11a shows that 𝑖𝑐𝑟−𝐹𝑉𝑀 decreases as 𝑆𝑏 increases (i.e., 𝑑𝑒𝑓𝑓 and 𝑛 
decreases). This behavior indicates that a lower 𝑖 is required to induce motion of grains in 
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soils with lower 𝑑𝑒𝑓𝑓. In contrast, results from this study show that 𝑖𝑐𝑟−𝑇𝐻 increases as 
𝑑𝑒𝑓𝑓 increases, as shown in Figure 4. 11b. This behavior is not observed in other studies. 
Values of 𝑖𝑐𝑟−𝑇𝐻 closer to 1 were obtained by Yang and Wang (2017), which are lower 
than the results from this study, Fleshman and Rice (2014), and Tao and Tao (2017). The 
difference may be due to the soil-container interface friction that was not considered in 
the study of Yang and Wang (2017). On the other hand, Fleshman and Rice (2014) and 
Tao and Tao (2017) obtained higher values of 𝑖𝑐𝑟−𝑇𝐻 than this study. This may be a 
consequence of the differences in grain-shape and grain-size distribution. The angular 
grain sand (Angular 20-30) from Fleshman and Rice (2014) shows higher average 𝑖𝑐𝑟 
than the remaining specimens in Figure 4. 11b, indicating that the higher the angularity, 
the higher resistance against piping initiation. In addition, as indicated by Tao and Tao 
(2017) from a comparison between Uniform Sand and Ottawa 20-30, a higher resistance 
against piping is observed in this study with specimen NS-U-001.  
The differences between the results from this study and the literature could also 
be due to the sample-size effect considering that a smaller sample container was used by 
Fleshman and Rice (2014) and Tao and Tao (2017). In addition, this study focuses on 
soils with low porosities ranging from 0.34 to 0.43 and more data are required to assess 
the effects of porosity. Figure 4. 11 also shows that the uncertainty in 𝑖𝑐𝑟 is relatively 
large. The value of 𝑖𝑐𝑟−𝑇𝐻 ranges from nearly 2.1 to 3 for Ottawa sand 20-30 (Fleshman 
and Rice 2014), and from nearly 1.4 to 2.5 for specimen NS-U-001 (this study). Tao and 
Tao (2017) indicated that the uncertainty in their results is a consequence of the rate of 
increment of 𝑖 in their numerical models. It is possible that this factor contributes to the 
accuracy in experimental results. However, this study used step increments of 𝑖 and 
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allowed enough time to reach equilibrium at each step. Overall, the results from this 
study compare reasonably well with data available in the literature.  
  
Figure 4. 11 Variations of prototype critical global hydraulic  
gradient with 𝑆𝑏 for (a) first visible movement and  




4.4.6 SEEPAGE STRESSES AT LEVEL OF GRAINS 
The assessment of seepage stresses at level of grains is performed considering the 
two components of the total seepage force, as shown in Figure 2. 10c. The seepage force 
due to differential pressure, 𝐹𝑠, and the drag force, 𝐹𝑑, were determined using Eq. 2. 28 
for the first visible movement at the top portion of the specimen and are presented as 
functions of 𝑁 in Figure 4. 12. The average magnitude and error bars representing 
variation of data are presented.  
Significant uncertainty is observed for 1g tests with variations ranging from 1 to 
nearly 4 orders of magnitude. Less uncertainty is observed at high g and the results are 
more consistent. The uncertainty appears to be greater for the finest sand NS-U-001 and 
decreases as 𝑑𝑒𝑓𝑓 increases. More consistent results from high-g test emphasize the 
advantage of centrifuge testing in achieving more accurate measurements of seepage and 
drag forces since 𝛥𝑃 in the same segment increases proportional to 𝑁.  
The results of 𝐹𝑠 and 𝐹𝑑 were used to estimate the differential pressure across the 
grain, 𝛥𝑃𝑝, and the average viscous shear stress, 𝜏𝑝, respectively. The two components of 
the total seepage stress are presented in Figure 4. 13a. The incipient motion of grains was 
determined by the first visible movement observed on the surface of the specimen. Both 
𝛥𝑃𝑝 and 𝜏𝑝 increase as 𝑑𝑒𝑓𝑓 increases, indicating that a greater stress is required to 
displace coarser grains. For the upward flow condition, 𝛥𝑃𝑝 is greater than 𝜏𝑝 and the 
contribution for the total critical seepage stress is 84% and 16%, respectively. This 
behavior is opposite to the assumption proposed by White (1940) in which the viscous 
shear stress is dominant for the laminar flow regime. This could be due to the direction of 
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flow being different in this study and 𝛥𝑃𝑝 is less between the top and the bottom of the 
grain under horizontal laminar flow.  
 
Figure 4. 12 Variations of seepage force at granular level with  
centrifuge gravity (a) seepage force due to differential pressure and  




The results of 𝜏𝑝 are presented as functions of 𝑑𝑒𝑓𝑓 in Figure 4. 13b and are 
compared with empirical values and experimental results available in the literature. It 
must be noted that values of 𝛥𝑃𝑝 are not available in the literature. White (1940) obtained 
values of 𝜏𝑝 from experiments of surface erosion of granular beds induced by the 
horizontal flow. Swamee and Ojha (1994) and Cao et al. (2006) obtained 𝜏𝑝 using 
empirical relationships based on the Shields parameter, particle size, and specific gravity 
of the grains. Santamarina (2003) and Ojha et al. (2003) obtained values of 𝜏𝑝 from 
simplified formulations describing flow through porous media based on Stoke’s law 
(Santamarina 2003).  
Figure 4. 13b shows that 𝜏𝑝 increases as 𝑑𝑒𝑓𝑓 increases and results from this study 
are in good agreement with the reference data. The values obtained for surface flow are 
generally higher. This observation may be justified considering that the resistance due to 
intergranular contacts may be lower under upward flow, while greater contact stresses 
may develop when an individual grain tends to rotate over a neighbor grain under 
horizontal flow. In this study, the values of 𝜏𝑝 obtained for the coarser sand CS-U-02 
show good correlation with Swanmee and Ojha (1994) and Cao et al. (2006). Data from 
Santamarina (2003) and Ojha et al. (2003) is lower than the results from this study. This 
is expected because the formulations only account for the effective weight of the grain 
and the viscosity of the fluid. These formulations are often used in analytical and 
numerical models where grain motion is involved because of its simplicity and 
conservative results. Overall, it appears that theoretical values are lower than those 
obtained experimentally. The results of this study demonstrate that the centrifuge 
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modeling can be used to measure 𝛥𝑃𝑝 and 𝜏𝑝 and can be useful for future numerical 
modeling studies.  
  
Figure 4. 13 Seepage stresses at granular level: (a) correlations  
between differential pressure and viscous shear stress, and  






This study presents the centrifuge modeling of the initiation of backward erosion 
piping induced by upward, laminar flow through fine-grained sands. A customized 
experimental setup was designed to observe the development of the phenomenon and to 
monitor the hydraulic behavior across the entire specimen and the surface portion where 
the initiation is expected to occur. Tests were performed at various centrifuge 
accelerations without scaling grain-size, pore fluid and model dimensions, and the critical 
hydraulic gradients across the specimens ranged from 0.56-0.99 and 1.16-2.44, for the 
stages of first visible movement of grains and the total heave, respectively. Estimations of 
gradients within 1.6 cm near surface were used to evaluate the seepage forces and 
stresses at level of grains. It was observed that 16% of the critical total seepage stress was 
contributed by the viscous shear stress induced by the drag force, while the remaining 
84% was contributed by differential pressure across the grain.  
A theoretical centrifuge scaling law for the critical hydraulic gradient was derived 
by force equilibrium during the initiation of backward erosion piping using constant 
model dimensions and grain-size regardless of the centrifuge gravity. The theoretical 
scaling law agrees with the scaling factors obtained experimentally for the critical 
condition of first visible movement. Nonetheless, the scaling changes after this condition 
because of the continuous change of porosity during the expansion of the specimens and 
the possible development of non-laminar flow in the coarser material. Furthermore, the 
theoretical scaling law is accurate to compare models at different centrifuge 
accelerations, but it is less precise to predict the behavior at 1g. This is a consequence of 
the increase in effective stress associated to the increase in self-weight that leads to lower 
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deformations of the specimens at high g. Despite these observations, the experimental 
estimations of critical hydraulic gradients show good agreement with data available in the 
literature obtained using experimental methodologies and a numerical analysis based on 
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A detailed summary of the research related to backward erosion piping is 
presented in Bonelli (2013), which compiles relevant research performed by Bezuijen and 
Steedman (2010), Sellmeijer et al. (1991, 2011), Richards and Reddy (2008, 2010), and 
van Beek et al. (2011, 2012), as well as many others. This summary shows that although 
this phenomenon has been analyzed using different experimental and analytical 
methodologies and that important advances have been achieved to predict the critical 
hydraulic conditions that lead to failure by backward erosion piping, as well as the effects 
of different parameters in its development, relating the data from experimental studies to 
field behavior continues to be a challenge. Bonelli (2013) highlights that this challenge is 
not only due to the difficulties of applying experimental data directly to a field context 
but it is also a consequence of the limitations of the understanding of the differences 
between the mechanisms observed in the laboratory and the physical process that actually 
occurs in the field. These limitations are primarily linked to the uncertainty inherent in 
the use of physical models with a reduced scale. While these models are cost-effective 
and extremely valuable for parametric studies, they fail to reproduce the processes that 
are observed at full scale. Consequently, the current methods of assessing safety against 
backward erosion piping rely on simplified approaches that lead to conservative solutions 
(e.g., Bligh 1910; Lane 1935), or require complex inputs that are hardly available for 
standard engineering practice (e.g., Schmertmann 2000; Sellmeijer et al. 2011).  
Geotechnical centrifuge modeling provides a method to produce more realistic 
field stress conditions and could enable a more realistic evaluation of backward erosion 
piping using small-scale models that conventional physical models cannot replicate. 
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Previous centrifuge modeling studies of backward erosion piping are available in the 
literature but are limited (e.g., van Beek et al. 2010; Leavell et al. 2014; Koito et al. 2016; 
Ovalle-Villamil and Sasanakul 2020, 2021). Some of these studies present a useful 
assessment of specific parameters, such as the estimation of critical hydraulic gradients, 
but generally without addressing relevant aspects, such as the effect of modeling erosion 
mechanisms under an increased gravitational acceleration field. As a result, detailed 
analyses of internal erosion mechanisms using centrifuge modeling, including backward 
erosion piping, are very limited. Furthermore, although theoretical assessments of 
centrifuge scaling laws related to this phenomenon are available, no experimental 
validation has been performed (Goodings 1982, 1984, 1985; Dong et al. 2001; Bezuijen 
and Steedman 2010). 
This study presents the results of a series of centrifuge modeling tests of 
backward erosion piping using simplified small-scale models, which were prepared with 
the same soil and the same model dimensions and were tested under different levels of 
centrifuge gravitational acceleration. This investigation aims to improve the 
understanding of the backward erosion piping phenomena, as well as improve the 
centrifuge modeling testing protocol to study internal erosion. The critical hydraulic 
conditions leading to failure by backward erosion piping are evaluated using global and 
local perspectives, and the results are used to assess the effects of the exit-hole size and 
the changes in the centrifuge gravitational acceleration. A detailed description of the 
mechanisms reproduced in the models, along with a summary of the critical hydraulic 
gradients obtained, are presented and compared with typical, analytical estimations that 
are commonly used to assess safety against backward erosion piping.  
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5.2 EXPERIMENTAL METHODOLOGY 
A customized testing setup was designed to simulate the hydraulic conditions 
experienced during the development of backward erosion piping inside a 15g-ton 
geotechnical centrifuge located at the University of South Carolina. The centrifuge 
models were prepared to replicate a confined sandy foundation underlying an impervious 
clay layer with a definable exit-hole. The erosion mechanism that was modeled began at 
the exit-hole and then progressed to form micropipes across the interface between the 
sand and clay layers that increased in length towards the upstream reservoir until failure 
occurred. In this study, failure was defined as the moment when the water level in the 
upstream reservoir could not be increased or maintained by the sandy foundation.  
Figure 5. 1 shows a sketch of the experimental setup used in this study. The setup 
is composed of an aluminum box with two external reservoirs that were used as upstream 
and downstream reservoirs, along with a central reservoir that contained the model, as 
shown in Figure 5. 1a and 5. 1b. The central reservoir allowed for models with a length 
and a width of 31.5 cm. The upstream and downstream reservoirs had a length of 5 cm, a 
width of 31.5 cm, and a height of 30.5 cm. Drainage holes were perforated in the 
downstream reservoir at an elevation of 10 cm from the base of the container to maintain 
a constant water elevation during test. A series of circular holes with diameters of 0.32 
cm were also perforated in the side walls of the central reservoir up to a height of 10 cm 
to ensure a homogeneous distribution of flow to the model. In addition, a No. 200 steel 
mesh was installed at the interfaces between the side walls and the models to prevent 




Figure 5. 1 Experimental setup in Research Topic 3: (a) lateral view, (b) plan view,  
(c) isometric view of model, and (d) plan view of model. 
 
The testing setup allowed continuous measurements of pore water pressure to be 
taken at different locations across the surface of the sandy foundation through a series of 
miniature pressure sensors located at 5 cm (𝑃𝑃𝑇5), 10 cm (𝑃𝑃𝑇10), 15 cm (𝑃𝑃𝑇15), 20 cm, 
and 25 cm (𝑃𝑃𝑇𝐻) from the upstream reservoir, as shown in Figure 5. 1b and 5. 1c. The 
center of the exit-hole was located at 25 cm from the upstream reservoir, near the location 
of 𝑃𝑃𝑇𝐻. Two additional pressure sensors were located in the upstream and downstream 
reservoirs (i.e., 𝑃𝑃𝑇𝑈𝑝 and 𝑃𝑃𝑇𝐷𝑜𝑤𝑛), and a video camera was installed above the exit-
hole to continuously record a top view of the models. During the test, the model was first 
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spun to a desired gravitational acceleration field, or g-level, at a rate of 4 g/min. Enough 
time was allowed for the sensor readings to stabilize. The water inlet located on top of the 
upstream reservoir was opened to increase the upstream head, ℎ𝑢𝑝, and the global head 
loss across the model, 𝛥ℎ = ℎ𝑢𝑝 − ℎ𝑑𝑜𝑤𝑛, inducing flow under different values of 𝑖𝑔𝑙𝑜𝑏𝑎𝑙. 
Several increments of ℎ𝑢𝑝 were induced until the failure occurred. The clay cover was 
immediately removed to conduct a post-failure visual assessment of the surface of the 
sandy foundation.  
A total of nine models were tested at g-levels of 10g, 20g, and 30g, using exit-
hole diameters, 𝐷, of 0.25 cm, 0.7 cm, 1.8 cm, 2.6 cm, and 4.9 cm. Several tests were 
repeated to ensure that the results are repeatable. Table 5. 1 shows the general 
information of each model that was tested. These g-levels were selected because a 
laminar flow condition could be maintained within this range with the Nevada Sand that 
was used in this study (Ovalle-Villamil and Sasanakul 2018). The gravitational 
acceleration field at 30g approached the maximum limit of laminar flow condition for 
this type of soil at the initial porosity. 











Test 1 10 0.25 Test 6 10 2.6 
Test 2 10 0.7 Test 7 20 2.6 
Test 3 10 0.7 Test 8 30 2.6 
Test 4 20 0.7 Test 9 10 4.9 






5.3 SAMPLE PREPARATION AND MATERIAL PROPERTIES 
The foundation soil that was used in this study was fine-grained Nevada Sand, 
native to the Sierra Nevada region. The soil was sieved before testing to remove grain 
sizes below 0.075 mm (No. 200 sieve), to achieve a uniform gradation (𝐶𝑢 = 1.75, 𝐶𝑔 = 
1.06), and to avoid internal erosion mechanisms that are typical of non-uniform 
gradations, such as suffusion (e.g., Marot et al. 2012). The foundation soil grains had an 
effective diameter, 𝑑𝑒𝑓𝑓, of 0.13 mm after sieving.  
The sandy foundation was prepared by placing four layers of dry sand with equal 
mass into the central reservoir, each one tampered manually with a steel hammer until a 
density of 1920 kg/cm3 was achieved. The surface of each layer was carefully flattened 
with a steel flattening plate to provide a fully horizontal surface. The impervious layer 
that served as cover and provided overburden stress to the erodible sandy foundation was 
installed afterwards. In this study, the soil used as the impervious layer was a grey, low 
plasticity clay that is typically used in pottery and acquired in block form with a length of 
30.5 cm, a width of 20.3 cm, and a height of 17.8 cm. The block was cut into several 
slabs with a thickness of 2.5 cm, and approximately 6 slabs were used in each model. The 
sides of the slabs were beveled to a nearly 45° angle to provide an overlap with a length 
of 2.5 cm, as used by Leavell et al. (2014). Based on video recordings and post-test 
observations, no leakage was observed through the clay layer, and it was in full contact 
with the sand layer during the tests.   
For the saturation of the models, an acrylic plate with dimensions that were 
similar to the inner cross-section of the central reservoir was placed on top of the model, 
and a small surcharge of dead weight was added to provide adequate contact between the 
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sand and clay layers. The water level in the upstream reservoir was then increased until 
the water table was stable across the specimen at an elevation of nearly 4 cm from the 
base of the container. The surcharge was removed, and the exit-hole was created by 
carefully removing small cylindrical pieces of the clay layer, as shown in Figure 5. 1d. A 
plastic cylinder was then inserted at the exit-hole to maintain its size during testing. The 
sensors were also installed at the interface between the clay and the sand layers by 
removing cylindrical pieces of clay, and any remaining open spaces were filled as 
needed. The saturation continued by increasing the water level by small increments in the 
upstream reservoir until an initial water elevation of 10 cm was achieved across the 
model (i.e., 𝛥ℎ = 0). All models were saturated using de-air water.  
5.4 RESULTS AND DISCUSSION 
5.4.1 OBSERVATIONS FROM VIDEO RECORDINGS 
Video recordings were used to visually describe the behavior observed as the tests 
progressed. Figure 5. 2 presents the top view of the exit-hole of the model in Test 6. 
Figure 5. 2a shows the initial hydrostatic condition across the model (i.e., 𝛥ℎ = 0). The 
behavior observed after the application of increments of ℎ𝑢𝑝 is summarized using three 
phases. Phase 1 refers to the event when the water level inside the exit-hole increases 
after increasing ℎ𝑢𝑝 and reaches an equilibrium level, as shown in Figure 5. 2b. A slight 
expansion of the surface of the soil was observed inside the exit-hole in Tests 6 to 9, with 
values of 𝐷 of 2.6 cm and 4.9 cm. Due to the limited field of view, it is unknown if the 
same expansion occurred with a smaller 𝐷. Phase 2 refers to the event when the water 
level inside the exit-hole increases and exceeds the thickness of the clay layer, as shown 
in Figure 5. 2c. A continuous upward flow condition is established across the exit-hole 
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during this phase, but no grain transport occurs. Phase 3 refers to the event when the flow 
visually drags material from the foundation. The initial erosion observed consists of small 
amounts of grain suspended above the exit-hole, as shown in Figure 5. 2d. The amount of 
grain suspended increases as the test progresses, as shown in Figure 5. 2e, until a massive 
erosion of material occurs, as shown in Figure 5. 2f. This moment corresponds to the 
final erosion and failure of the model, which coincides with the sudden drop of ℎ𝑢𝑝. It 
must be noted that the initial erosion is subjective due to the quality of the video 
recordings, but the final erosion is easily identified in the videos.  
Phase 1 occurs from the beginning of the tests until ℎ𝑢𝑝 is high enough to induce a 
continuous upward flow condition across the exit-hole. The expansion of the surface that 
was observed in some tests within this phase is an indicator of the formation of a 
loosened zone near the exit-hole. According to Fleshman and Rice (2014), this behavior 
is attributed to the soil grains along the free surface reaching a state of incipient motion 
due to equilibrium between driving and resisting forces. Nonetheless, the movement of 
the grains is small, and consequently, the expansion of the surface is minimal. In 
addition, the expansion likely occurs as the water level inside the exit-hole is increasing 
and stops when equilibrium is achieved. In contrast, a more critical condition of flow is 
imposed on the soil grains once Phase 2 begins, mainly due to the existing continuous 
upward flow. The loosening of the soil in the vicinity of the exit-hole is expected to 
progress during this phase until the seepage forces acting on the grains exceed the 
resisting forces, and the erosion begins, which also indicates the initiation of Phase 3. It is 
expected that the piping initiation and progression occur within these two phases, even 
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though the erosion is not yet visible during Phase 2. The widening of the piping path and 
breach of the model occur during the final erosion at the end of Phase 3.  
 
Figure 5. 2 Progression of backward erosion piping during Test 6: (a) initial conditions, 
(b) Phase 1, (c) Phase 2, (d) initial erosion in Phase 3, (e) progression of erosion in Phase 
3, and (f) final erosion in Phase 3.  
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Table 5. 2 reports the occurrence of Phases 1 to 3 observed in the video 
recordings for each model. Although Phases 1 and 3 occurred in every model, Phase 2 
was not always observed. In fact, Phase 2 only occurred in models tested at 10g with 
values of 𝐷 < 4.9 cm. For these tests, the elapsed time between Phases 2 and 3 ranged 
from 8 seconds, for 𝐷 = 0.7 cm, up to 2.6 minutes for 𝐷 = 2.6 cm. In the remaining tests, 
the erosion started simultaneously with the development of a continuous upward flow 
condition. Hence, the initial erosion, as described previously, either occurred rapidly or 
did not occur. 


















Test 1 ✓ ✓ ✗ ✓ Type 4 2.5 None 
Test 2 ✓ ✓ ✓ ✓ Type 1 4.5 5 
Test 3 ✓ ✗ ✗ ✓ Type 1 4 5-25+ 
Test 4 ✓ ✗ ✗ ✓ Type 1 6 5-25+ 
Test 5 ✓ ✓ ✓ ✓ Type 1 6.5 30-40 
Test 6 ✓ ✓ ✓ ✓ Type 2 6 70-80 
Test 7 ✓ ✗ ✗ ✓ Type 1 3 10 
Test 8 ✓ ✗ ✗ ✓ Type 4 None None 
Test 9 ✓ ✗ ✗ ✓ Type 3 None 40 
 
5.4.2 POST-FAILURE OBSERVATIONS 
A visual assessment of the surface of the specimens, which was performed after 
removing the clay layer, allowed for the identification of four types of failure patterns, as 
shown in Figure 5. 3. Type 1 displays a crater with diameters ranging from 2.5 cm to 6.5 
cm at the location of the exit-hole, as shown in Figure 5. 3a. The main piping path 
connecting the exit-hole and the upstream reservoir was identified and followed a 
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meandering behavior. Signs of surface erosion over the surface of the specimen, along 
with one or more additional piping paths, were also identified. Type 2 displays a crater 
with dimensions that are similar to Type 1. However, a unique piping path towards the 
center of the model was observed with no meandering behavior, as shown in Figure 5. 3b. 
No signs of surface erosion are observed, but a clear widening of the main piping path 
exists. Type 3 shows a unique piping path towards the center of the specimen with no 
meandering behavior, as shown in Figure 5. 3c. This failure type also presents an 
accumulation of grains at the location of the exit-hole, forming a column of sand with a 
diameter similar to the exit-hole and a maximum height equal to the thickness of the clay 
cover layer. The grains appear to be deposited on the furthermost, downstream portion of 
the exit-hole, resulting in an uneven height across the diameter. Finally, Type 4 shows 
signs of surface erosion but not a clear piping path, as shown in Figure 5. 3d. The failure 
characteristics observed in each test are also presented in Table 5. 2.  
The post-failure observations showed that the piping path is less meandered as 𝐷 
increases. No clear trend was found between the size of the crater observed and the value 
of 𝐷 or the g-level. Nonetheless, an apparent correlation was found between the value of 
𝐷 and the accumulation of grains at the exit-hole. In this study, the accumulation only 
occurred for a value of 𝐷 of 4.9 cm. For lower values of 𝐷, the foundation soil was 
removed as the piping progressed and was completely dragged out of the exit-hole. This 
behavior indicates that the seepage force dragging the soil was greater in tests with values 
of 𝐷 lower than 4.9 cm. Consequently, the hydraulic gradient at the exit-hole and the exit 
velocity of flow when the erosion began were likely greater than those experienced with 




Figure 5. 3 Erosion patters in centrifuge models of backward erosion piping: (a) Type 1, 




5.4.3 EVOLUTION OF THE PIEZOMETRIC SURFACE 
Figure 5. 4 shows the evolution of the piezometric surface observed during Phases 
1 to 3 in Test 6 with 𝐷 = 2.6 cm. The piezometric head at each port location was 
estimated from the pressure readings as ℎ𝑖 = 𝑃𝑖 ⁄ 𝛾𝑤, where 𝑃𝑖 represents the pressure 
reading at the port location 𝑖 and 𝛾𝑤 represents the unit weight of water. The dimensions 
were scaled to a prototype condition using an appropriate scaling law of 𝑳 = 𝑁−1 (Taylor 
2018). The datum in this figure is located at the interface between the sand and clay 
layers. Consequently, the piezometric head at the downstream reservoir, ℎ𝑑𝑜𝑤𝑛, located at 
𝐿 = 3.15 m, was nearly 0.1 m and remained constant throughout the test. On the other 
hand, the piezometric head at the upstream reservoir, ℎ𝑢𝑝, located at 𝐿 = 0 m, increased as 
the test progressed.  
During Phase 1, the slope of the piezometric surface was fairly constant between 
the upstream reservoir and the exit-hole location for values of ℎ𝑢𝑝 < 0.89 m (i.e., 𝛥ℎ < 
0.77 m), as shown in Figure 5. 4a. The water level inside the exit-hole remained below 
the thickness of the clay cover layer for this range of ℎ𝑢𝑝. This behavior indicates that the 
hydraulic gradient across the specimen remains nearly constant within this phase. These 
results were compared with results of a steady-state seepage analysis of the experimental 
setup using the program SEEP/W under an uncompressible flow condition. The 
numerical model assumed that no deformation of the sandy foundation occurred. Hence, 
no erosion or expansion within the model occurred. The experimental results showed 
good agreement with the numerical models for values of ℎ𝑢𝑝 < 0.76 m (i.e., 𝛥ℎ < 0.65 m). 
For greater values of ℎ𝑢𝑝, slightly greater values of piezometric head were obtained in the 
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experiment, indicating that changes in the soil structure may have taken place, such as 
loosening, which was also observed in the video recordings.  
 
Figure 5. 4 Evolution of piezometric surface during backward  
erosion piping in centrifuge models: (a) Phase 1, (b) Phase 2  
and (c) Phase 3.    
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Greater hydraulic gradients developed towards the exit-hole location as ℎ𝑢𝑝 
increased within Phase 2, as shown in Figure 5. 4b. This behavior may be explained by 
considering that, during this phase, the exit-hole behaves like a relief well, and a greater 
concentration of pressure is anticipated in its vicinity. The piezometric surfaces within 
Phase 2 showed noticeable changes across the specimen with a sharper slope towards the 
exit-hole than near the upstream reservoir. The experimental piezometric head is greater 
than the piezometric head in the numerical model, which indicates that a loosening of the 
sandy foundation occurred, even though traces of erosion were not visible in the video 
recordings. Phase 2 continued until a maximum slope was reached towards the exit-hole, 
and a nearly flat slope was developed towards the upstream reservoir, as shown in Figure 
5. 4c. At this moment, the initial erosion occurred as the first traces of grain suspension 
were visible, which also indicated the onset of Phase 3. A slight decrease in the gradient 
occurred near the exit-hole afterwards, as reflected by the decrease in the slope of the 
piezometric surface. Therefore, the erosion was anticipated to progress while the decrease 
in slope occurred, until a piping path was developed across the specimen and final 
erosion occurs. At this moment, ℎ𝑢𝑝 decreased sharply and the head loss between the 
upstream reservoir and the exit-hole was diminished, resulting in a fairly horizontal 
piezometric surface.  
Phase 2 occurred for values of ℎ𝑢𝑝 between 0.98 m and 1.05 m, while Phase 3 
occurred for a constant value of ℎ𝑢𝑝 of 1.10 m (i.e., 𝛥ℎ = 0.96 m). The most noticeable 
change in the localized hydraulic gradients (i.e., hydraulic gradients in different segments 
across the specimen) occurred within Phases 2 and 3 and may be the result of either the 
backward expansion of the loosened soil or the initiation and progression of the main 
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piping path. However, based on the visual assessment and comparisons with the 
numerical results, an expansion of the soil may have occurred for lower values of ℎ𝑢𝑝. 
The behavior observed indicates that the critical condition was determined by a unique 
value of 𝑖𝑔𝑙𝑜𝑏𝑎𝑙. As discussed by Van Beek et al. (2014), this behavior is typical of 
initiation-dominated models, in which the critical hydraulic gradient for the initiation of 
backward erosion piping is much greater than that of the progression phase. Therefore, 
intermediate equilibrium was not observed during the progression.   
5.4.4 EVOLUTION OF GLOBAL AND LOCAL HYDRAULIC GRADIENTS 
Local hydraulic gradients were estimated between different pressure ports, and 
the results obtained are shown in Figure 5. 5 as functions of the elapsed time in Test 6. 
Figs. 6a and 6b show the local hydraulic gradients for the segment 𝑃𝑃𝑇5 − 𝑃𝑃𝑇𝐻 (i.e., 
𝑖5−𝐻), the shortest segment nearest to the exit-hole, 𝑃𝑃𝑇20 − 𝑃𝑃𝑇𝐻 (i.e., 𝑖20−𝐻), a segment 
on the left side of the specimen between 𝑃𝑃𝑇5 and 𝑃𝑃𝑇15 (i.e., 𝑖5−15), a segment on the 
right side of the specimen between 𝑃𝑃𝑇10 and 𝑃𝑃𝑇20 (i.e., 𝑖10−20), and the entire seepage 
length across the specimen between the upstream and downstream reservoirs (i.e., 
𝑖𝑔𝑙𝑜𝑏𝑎𝑙). The onset of Phases 1 to 3 is also highlighted. Figure 5. 5a shows the evolution of 
the local hydraulic gradients from the beginning of the test until the onset of Phase 2, 
while Figure 5. 5b shows the results observed during the remaining testing time.  
As shown in Figure 5. 5a, for the initial 81 minutes of the test and during Phase 1, 
the value of 𝑖20−𝐻, which corresponds to the segment closest to the exit-hole, increased at 
a greater rate than 𝑖5−15, which corresponds to the segment further away. The difference 
in gradients between these two segments also increased as 𝑖𝑔𝑙𝑜𝑏𝑎𝑙 increased. This 
behavior indicates that the local hydraulic gradient tends to increase at a greater rate 
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towards the location of the exit-hole, as described in Figure 5. 4. It is noted that 𝑖5−𝐻 
showed an average behavior for the remaining segments and was generally greater than 
𝑖𝑔𝑙𝑜𝑏𝑎𝑙. This observation is justified, considering that 𝑖𝑔𝑙𝑜𝑏𝑎𝑙 is obtained from 𝛥ℎ and is 
used as a control during the test, but it remains independent of the local flow conditions 
until failure occurs. In contrast, 𝑖5−𝐻 accounts for the local changes that continuously 
occurred during the test, which indicates that the flow across the model is not necessarily 
represented by 𝑖𝑔𝑙𝑜𝑏𝑎𝑙.  
 
Figure 5. 5 Evolution of global and local hydraulic gradients: (a) Phase 1 and  




A change in the overall behavior takes place at 79.5 minutes, as shown in Figure 
5. 5b. At this moment, the value of 𝑖20−𝐻 began to increase at a greater rate than in the 
remaining segments, while the value of 𝑖5−15 began to decrease. These changes resulted 
in a relatively constant value of 𝑖5−𝐻, which indicates that the increase of 𝑖20−𝐻 
compensates for the decrease of 𝑖5−15. The value of 𝑖20−𝐻 remained constant through the 
end of Phase 1 and through Phase 2, but it increased sharply at 82.6 minutes until the end 
of Phase 2 and before the initial erosion. The local hydraulic gradient in the other 
segments decreased within this interval of time. During Phase 3 and after the initial 
erosion, the local hydraulic gradient in the segments reached fairly constant values and 
then dropped significantly after the final erosion. Although describing the evolution of 
the local hydraulic gradients is difficult during this phase due to the short amount of time 
that elapsed (12 seconds), it is anticipated that the widening of the piping path occurs 
within this period. In addition, the moment when the piping path reaches the upstream 
reservoir can be identified when the value of 𝑖𝑔𝑙𝑜𝑏𝑎𝑙 decreases sharply. It is interesting to 
note that the gradient across both sides of the model is similar at the beginning of the test 
but increases more towards the location of 𝑃𝑃𝑇5 and 𝑃𝑃𝑇15 than towards the location of 
𝑃𝑃𝑇10 and 𝑃𝑃𝑇20, as 𝑖𝑔𝑙𝑜𝑏𝑎𝑙 increases. This behavior indicates that the flow is not 
symmetrical across both sides of the model, even though the erosion pattern observed 
after the test is located towards the center of the model.  
5.4.5 EFFECT OF THE EXIT-HOLE SIZE 𝐷  
Figure 5. 6 shows the critical hydraulic gradients that were estimated as functions 
of 𝐷. This figure only displays the results obtained in tests at 10g, which allow for 
comparisons under the same conditions of self-weight. The critical hydraulic gradients 
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are presented for the entire length of specimen, 𝑖𝑐𝑟𝐺𝑙𝑜𝑏𝑎𝑙, the longest segment between 
pressure ports, 𝑖𝑐𝑟5−𝐻, and the segment closest to the exit-hole, 𝑖𝑐𝑟20−𝐻. Overall, the 
critical values ranged from 0.25 to 0.40, with average values of 0.26, 0.34 and 0.31 for 
𝑖𝑐𝑟𝐺𝑙𝑜𝑏𝑎𝑙, 𝑖𝑐𝑟5−𝐻 and 𝑖𝑐𝑟20−𝐻, respectively. The value of 𝑖𝑐𝑟 appeared to be consistent for 𝐷 
< 4.9 cm, regardless of the segment. However, a slight decrease was observed for 𝐷 = 4.9 
cm. As highlighted in experimental studies of the initiation phase of backward erosion 
piping, which modeled the exit-hole using cylindrical columns of uniform sands 
(Fleshman and Rice 2014; Ovalle-Villamil and Sasanakul 2020), there was a contribution 
of the lateral confinement to the internal stability of the grains beneath the exit-hole. 
Based on the results obtained in this study, this contribution was greater as 𝐷 decreased, 
and consequently, a lower hydraulic gradient was anticipated to cause grain motion as 𝐷 
increased. In addition, a greater cross-sectional area of the exit-hole facilitates the 
expansion of the soil, thus reducing the seepage stress that is required to initiate and 
progress the erosion.  
The values of 𝑖𝑐𝑟 in Figure 5. 6 were also compared with estimates from the 
models of Bligh (1910), Lane (1934) and Sellmeijer et al. (1991), as described in Section 
2.6 (Eqs. 2. 29, 2.30 and 2.31). It is important to note that these models incorporate some 
soil properties and the general geometry of the structure to predict the critical 𝑖𝑔𝑙𝑜𝑏𝑎𝑙 but 
ignore the dimensions or the type of exit. Consequently, a constant critical value is 
obtained, regardless of 𝐷. The experimental values of 𝑖𝑐𝑟 obtained in this study fall within 
the range of the analytical estimates, indicating good agreement. However, estimates 
from the models of Bligh (1910) and Lane (1934) are noticeably lower than the 
experimental estimates, while the estimate from Sellmeijer et al. (1991) is closer but 
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slightly greater. The differences observed may be attributed to the simplicity of the 
models by Bligh (1910) and Lane (1934), which solely rely on the type of soil, compared 
to the more elaborate model developed by Sellmeijer et al. (1991). The average 
difference between the analytical and experimental estimates ranged from 23% to 78%. It 
must be noted that estimates of 𝑖𝑐𝑟𝑔𝑙𝑜𝑏𝑎𝑙  from both analytical and experimental models do 
not accurately represent the critical local conditions. This finding is particularly important 
for the assessment of backward erosion piping, in which knowledge of the localized 
conditions is needed, as indicated in the method proposed by Schmertmann (2000), which 
relies on comparisons between analytical and experimental values of local hydraulic 
gradients.   
 
Figure 5. 6 Critical global and local hydraulic gradients in models at 10g.  
 
Results from this study also show that the values of 𝑖𝑐𝑟𝑔𝑙𝑜𝑏𝑎𝑙  remained nearly 
constant as 𝐷 increased, indicating that the effect of 𝐷 on the critical hydraulic gradient 
was minimal. This behavior is similar to that observed in the experimental study using 
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flume-type testing by Van Beek et al. (2015). In their study, a slight increase of 0.01 in 
the value of 𝑖𝑐𝑟𝑔𝑙𝑜𝑏𝑎𝑙  was obtained as 𝐷 increased from 6 mm to 12 mm. Despite this 
finding, results and observations from this study found that the characteristics of the 
piping path and the amount of material eroded are affected by 𝐷, as shown previously in 
Figure 5. 2 and Table 5. 2.  
5.4.6 EFFECT OF THE CENTRIFUGE GRAVITATIONAL ACCELERATION 
Figure 5. 7 shows the critical hydraulic gradients obtained in different segments 
for Tests 2 and 4 with 𝐷 = 0.7 cm and Tests 6 to 8 with 𝐷 = 2.6 cm. Results are presented 
as functions of the g-level. Since the centrifuge models tested in this study use the same 
soil, the weight of the grains increased as the g-level for each model increased. The 
seepage force and the hydraulic gradient required to drag the grains are expected to 
increase in proportion to increases in the g-level (Bezuijen and Steedman 2010). 
However, results in Figure 5. 7 show a slight decrease of 𝑖𝑐𝑟 as the g-level increases, 
regardless of the local segment and the value of 𝐷. This behavior may be associated with 
a scaling effect of the seepage length, considering that by increasing the gravitational 
acceleration field in the models, a longer seepage length than the actual model size is 
simulated (Bezuijen and Steedman 2010; Taylor 2011). Consequently, a longer seepage 
length is modeled at 30g than at 10g, and a lower critical hydraulic gradient is 
anticipated, as observed in flume-type tests under Earth’s gravity (Van Beek et al. 2015). 
It is important to note that the erosion that was reproduced in this study began after the 
water level inside the exit-hole exceeded the thickness of the clay cover. This condition 
could occur at lower values of 𝛥ℎ if the seepage length in the centrifuge model is 
decreased. Consequently, lower values of 𝑖𝑐𝑟 may be obtained as the seepage length 
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decreases. Further research on the effect of the seepage length in centrifuge environments 
is needed.   
 
Figure 5. 7 Critical global and local hydraulic gradients in models at 10g, 20g  
and 30g. 
 
Increasing the gravitational acceleration also affected the erosion pattern after the 
tests, as observed in Test 8 with a value of 𝐷 of 2.6 cm and a g-level of 30g (i.e., Type 4), 
as presented in Table 5. 2 and Figure 5. 3. Although the failure in this model occurred, an 
identifiable piping path was not observed, which was seen in Tests 6 and 7 with a similar 
value of 𝐷 but a lower g-level. Likewise, the amount of eroded material was noticeably 
lower at 30g. These observations suggest that the change in porosity before failure 
decreased as the g-level increased, and the phases of piping progression and widening are 
not clearly defined as final phases inducing a failure condition. This behavior may also be 
related to the occurrence of non-laminar flow, but its effects on the piping pattern remain 
unknown. It is important to note that the existence of the piping path in the model of Test 
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8 is possible, but it may be invisible or may have collapsed during the post-failure 
assessment. As reported by van Beek et al. (2015), the width of the piping path is 
approximately 30 times the size of the grains. As a result, an approximate width before 
widening of 0.4 mm is anticipated for the tests in this study.  
5.5 CONCLUSIONS 
This study presents the centrifuge modeling of backward erosion piping using 
small-scaled models with the same dimensions, soil type, and pore fluid. These models 
were tested at g-levels of 10g, 20g, and 30g. Detailed visual assessment of the centrifuge 
models showed that the erosion process consists of an initial seepage phase, followed by 
the formation of a loosened zone near the exit-hole that leads to the initiation, 
progression, and widening of a piping path between the exit-hole and the upstream 
reservoir. The piezometric surface evolved during the process from homogeneous linear 
behavior, indicating a constant distribution of head loss across the specimen, to a 
noticeably greater head loss towards the exit-hole than towards the upstream reservoir 
prior to erosion. The erosion occurred in two phases, with an initial erosion showing 
small traces of grains that were dragged from the foundation, and a final erosion with a 
markedly greater erosion rate. Both phases occurred for the same hydraulic gradient, 
suggesting an initiation-dominated mechanism, which is typical of small-scaled model 
observations.  
The critical hydraulic gradient was evaluated for both local and global conditions, 
and values ranging from 0.15 to 0.4 were obtained. The critical hydraulic gradients 
remained constant as the size of the exit-hole increased, which has been shown in the 
literature, but a slight decrease was observed with the greatest exit-hole tested. In 
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addition, the critical hydraulic gradient slightly decreased as the g-level increased. The 
overall critical values obtained fell within a range of values that were estimated using 
common analytical methods, and average differences between the experimental and 
analytical estimates ranged from 25% to 78%. It was noted that centrifuge tests at a high 
g-level should be conducted with careful considerations of several unknowns, including 
the scaling effects of seepage length and the development of non-laminar flow. 
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Backward erosion piping is an internal erosion mechanism that is widely 
recognized as a potential hazard for water-retaining structures founded on granular 
materials (Foster et al. 2000; Richards and Reddy 2007; Danka and Zhang 2015). Field 
assessment of backward erosion piping is challenging because the process is difficult to 
detect before failure and any post-failure information is usually washed away after the 
breach (Costa and di Prisco 1999; Richards and Reddy 2007). Challenges are also 
encountered during physical modeling of backward erosion piping because of the 
complexity of the phenomenon and the numerous factors affecting the results (Van Beek 
et al. 2014, 2015). Parametric studies have been performed to improve the understanding 
of the phenomenon and to validate existing analytical models (e.g., Schmertmann 2000; 
Sellmeijer et al. 2011), as well as to evaluate effects of several factors, including 
foundation soil properties and geometry of the structure (e.g., Van Beek et al. 2011, 2014, 
2015; Ovalle-Villamil and Sasanakul 2020, 2021). Despite the difficulties and 
limitations, results from physical models have provided valuable information to advance 
the understanding of backward erosion piping and that helped in the development of 
predictive tools applicable for field conditions. 
Studies of backward erosion piping generally modeled the erosion that begins at a 
predefined exit for drainage and then progressed backwards across the interface between 
a sandy foundation and an impervious cover layer. These studies used models with 
different scales, geometrical characteristics and testing procedures and were performed to 
meet specific objectives, such as assessing the scaling effects by varying the model 
dimensions, seepage length and size of the exit, but the results typically included 
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estimations of critical hydraulic gradients that lead to failure. The behaviors observed 
vary noticeably from model to model due to, among others, the differences in flow 
behavior relative to the characteristics of the experiment (Van Beek 2015), and an 
accurate evaluation of other parameters, such as grain size, is still challenging. The 
development of new experimental techniques to study backward erosion piping using 
alternative approaches is necessary to improve the understanding of this phenomenon.   
The geotechnical centrifuge modeling technique has been extensively used to 
analyze complex behaviors of geotechnical structures as an alternative to full-scale 
experiments (e.g., Gajan et al. 2005; Murillo et al. 2009; Lanzano et al. 2012; Stewart et 
al. 2015), as well as to study soil behavior under different loading conditions using the 
advantage of modeling a realistic stress condition imposed by the centrifuge gravitational 
acceleration field (Taylor 2018). This technique has great potential to study internal 
erosion phenomena, including backward erosion piping, to observe their effects on the 
behavior of geotechnical structures and to evaluate existing mitigation measures. 
However, only a few studies have addressed the implications of centrifuge modeling of 
internal erosion phenomena, and these studies did not examine the scaling behavior 
required for centrifuge data interpretation. Therefore, more research is needed to 
effectively use centrifuge modeling to model backward erosion piping and to compare 
centrifuge results with results from previous research using models under Earth’s gravity.   
This study focuses on the backward erosion piping mechanism that initiates at a 
circular exit-hole, resembling a crack in an impervious cover layer in which the flow 
concentrates, and that progresses backwards to form micropipes across a foundation 
made of a uniform, fine-grained sand. The results are analyzed to describe the effects of 
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two relevant parameters that are broadly studied in the literature: the seepage length and 
the size of the exit-hole. In addition, the effect of the centrifuge gravitational acceleration 
field imposed in the models is evaluated. The behavior observed and the estimations of 
critical hydraulic gradients are compared with the results from physical models available 
in the literature. 
6.2 EXPERIMENTAL METHODOLOGY 
The models tested in this study followed a three-dimensional configuration and 
resembled a confined sandy foundation underlying an impervious clay layer with a 
cylindrical exit-hole. The models were tested at 10g, 20g and 30g using the 15g-ton 
geotechnical centrifuge located at the University of South Carolina. Details of the 
experimental setup used are shown in Figures 6. 1 and 6. 2. The setup is composed of an 
aluminum box with two external reservoirs, which were used as upstream and 
downstream reservoirs, along with a central reservoir that contained the models, as shown 
in Figures 6. 1 and 6. 2a. A series of circular holes with diameters of 0.32 cm were 
perforated on the inner walls of the external reservoirs up to a height of 10 cm to ensure a 
homogeneous distribution of flow to the models. A No. 200 steel mesh was installed at 
the interfaces between the side walls and the foundation soil to prevent grain transport to 
the reservoirs. Two additional drainage holes were perforated in the downstream 
reservoir at an elevation of 10 cm from the base of the container to maintain a constant 
water elevation during the tests. The central reservoir containing the specimens had a 
length and a width of 31.5 cm and a height of 30.5 cm.  
The exit-hole diameter, 𝐷, in the models were 7 mm, 18 mm, 26 mm and 49 mm, 
and were located at distances from the upstream reservoir of 15 cm and 25 cm, which 
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also indicate the seepage lengths, 𝐿, modeled. A series of miniature pore pressure sensors 
were placed at different locations across the surface of the sandy foundation depending 
on the value of 𝐿, as shown in Figures 6. 2b and 6. 2c. The sensors were located at 5 cm 
(𝑃𝑃𝑇1), 10 cm (𝑃𝑃𝑇2), 15 cm (𝑃𝑃𝑇3), and 20 cm (𝑃𝑃𝑇4) from the upstream reservoir in 
models with 𝐿 = 25 cm, while pairs of sensors were placed in parallel at distances of 5 cm 
(𝑃𝑃𝑇1 and 𝑃𝑃𝑇2) and 10 cm (𝑃𝑃𝑇3 and 𝑃𝑃𝑇4) from the upstream reservoir in models with 
𝐿 = 15 cm. An additional sensor was located near the location of the exit-hole (𝑃𝑃𝑇𝐻) in 
every model and two more sensors were located inside the upstream and downstream 
reservoirs (i.e., 𝑃𝑃𝑇𝑈𝑝 and 𝑃𝑃𝑇𝐷𝑜𝑤𝑛). A video camera was installed above the exit-hole to 
continuously record a top view of the models during test.  
 
Figure 6. 1 Example of centrifuge model for experiments in Research Topic 4: (a) top 




Figure 6. 2 Sketch of experimental setup for experiments in  
Research Topic 4: (a) side view, (b) model with 𝐿 = 15 cm,  
(c) model with 𝐿 = 25 cm (units in cm). 
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The tests began with spinning the models to a desired gravitational acceleration 
field, Ng, at a rate of 4 g/min. Enough time was allowed for the pressure sensor readings 
to stabilize. Afterwards, a water inlet located on top of the upstream reservoir was opened 
to increase the upstream head, ℎ𝑢𝑝, inducing flow under different values of head loss 
between reservoirs, 𝛥ℎ = ℎ𝑢𝑝 − ℎ𝑑𝑜𝑤𝑛. Several increments of ℎ𝑢𝑝 were induced until the 
failure occurred, which was identified as the moment when the foundation soil could not 
maintain the water level inside the upstream reservoir. A total of 12 tests were 
reproduced and the values of 𝑁, 𝐿 and 𝐷 in each model are shown in Table 6. 1.  
 
Table 6. 1 General characteristics of centrifuge  
models tested for Research Topic 4. 
Test No. 
𝑁 





1 10𝑔 25 7 
2 10𝑔 25 18 
3 10𝑔 25 26 
4 20𝑔 25 26 
5 30𝑔 25 26 
6 10𝑔 25 49 
7 10𝑔 15 7 
8 10𝑔 15 18 
9 10𝑔 15 26 
10 10𝑔 15 49 
11 20𝑔 15 49 
12 30𝑔 15 49 
 
6.3 SAMPLE PREPARATION AND MATERIAL PROPERTIES 
The foundation soil that was used in this study was a fine-grained Nevada Sand, 
native to the Sierra Nevada region. The soil was sieved to achieve a uniform gradation 
(𝐶𝑢 = 1.75, 𝐶𝑔 = 1.06) and to remove grain sizes below 0.075 mm (No. 200 sieve), which 
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resulted in a mean diameter, 𝑑50, of 0.13 mm. The soil used as impervious cover layer 
was a grey, low plasticity clay typically used in pottery. The sandy foundation was 
prepared by tamping four layers of dry sand until a density of 1920 kg/cm3. The clay 
cover layer was prepared from approximately 6 slabs of clay with a thickness of 2.5 cm 
and was placed on top of the sand layer. The sides of the slabs were beveled to a 45° 
angle to provide overlap and prevent leaking (Leavell et al. 2014).  
For the saturation of the models, an acrylic plate with similar dimensions than the 
inner cross-section of the central reservoir was placed on top of the model. A small 
surcharge of dead weight was added to provide adequate contact between the sand and 
clay layers. The water level in the upstream reservoir was then increased until the water 
table was stable across the specimen at an elevation of nearly 4 cm from the base of the 
container. The surcharge was removed, and the exit-hole was created by removing 
cylindrical pieces of the clay layer. A plastic cylinder was inserted at the exit-hole to 
maintain its size during testing. The sensors were also installed at the interface between 
the clay and the sand layers by removing cylindrical pieces of clay. Any remaining open 
spaces were filled as needed. The saturation continued by gradually increasing the water 
level in the upstream reservoir until an initial water elevation of 10 cm was achieved 
across the model (i.e., 𝛥ℎ = 0).  
6.4 RESULTS AND DISCUSSION 
The results and analysis from the models tested are presented in this section. The 
initial assessments were done under similar stress conditions using the results from 
models tested at 10g, as shown in Table 1, including the evolution of the piezometric 
surface, the analysis of the behaviors modeled, and the pressure loss and critical gradients 
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as functions of seepage length, 𝐿, and exit-hole size, 𝐷. Afterwards, the effects of 
modeling under an increased gravitational acceleration field are presented using the 
results from models at 10g, 20g and 30g. 
6.4.1 EVOLUTION OF PIEZOMETRIC SURFACE IN CENTRIFUGE MODELS 
The evolution of the piezometric surface was analyzed to describe the global 
behavior modeled. The piezometric surface was determined from the pressure head at 
each port location shown in Figure 6. 2 and was estimated as ℎ = 𝑃 𝛾𝑤⁄ , where 𝑃 
represents the pressure reading and 𝛾𝑤 represents the unit weight of water. Figure 6. 3 
shows the results obtained in models with an exit-hole diameter, 𝐷, of 2.6 cm and 
seepage lengths, 𝐿, of 25 cm and 15 cm. The datum in this figure is located at the 
interface between the sand and clay layers. The values of ℎ in the model with 𝐿 = 15 cm 
are the average of the pressure readings at equivalent distances. The values of ℎ at 𝐿 = 0 
m and 𝐿 = 3.15 m correspond to the water head inside the upstream and downstream 
reservoirs, respectively (i.e., ℎ𝑢𝑝 and ℎ𝑑𝑜𝑤𝑛). The dimensions in Figure 6. 3 were scaled 
to a prototype condition of 1g using an appropriate scaling law of 𝑳 = 𝑁−1 (Taylor 2018).  
The general behavior was first analyzed from the video recordings and three 
typical phases were identified. The initial phase (namely Phase 1) comprised the 
increments of ℎ𝑢𝑝 for which the water level inside the exit-hole remained below the 
surface of the clay cover layer. The second phase (namely Phase 2) comprised the 
increments of ℎ𝑢𝑝 for which continuous emerging flow occurred across the exit-holes as 
the water level exceeded the surface of the clay layer, but traces of erosion were not 
observed. The last phase (namely Phase 3) comprised the increments of ℎ𝑢𝑝 for which the 
erosion was visible in the video recordings and progressed until the failure of the model. 
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The evolution of the piezometric surfaces during these phases are presented in Figures 6. 
3a, 6. 3b and 6. 3c, respectively.  
 
Figure 6. 3 Evolution of the piezometric surface during (a) Phase 1, (b) Phase 2  
and (c) Phase 3. 
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As shown in Figure 6. 3a, Phase 1 developed from the beginning of the tests until 
a value of ℎ𝑢𝑝 of 0.47 m in the model with 𝐿 = 15 cm, and until a value of ℎ𝑢𝑝 of 0.89 m 
in the model with 𝐿 = 25 cm. The slope of the piezometric surface was constant between 
the upstream reservoir and the exit-hole in both models. The values of ℎ𝑢𝑝 within Phase 2 
were greater in the model with L = 25 cm (0.98 m to 1.05 m) compared to the model with 
𝐿 = 15 cm (0.49 m to 0.78 m), as shown in Figure 6. 3b. For 𝐿 = 15 cm, the slope 
remained constant for values of ℎ𝑢𝑝 of up to 0.54 m, and then the slope increased towards 
the exit-hole and decreased towards the upstream reservoir for values of ℎ𝑢𝑝 between 
0.54 m and 0.78 m. The latter behavior also occurred for every value of ℎ𝑢𝑝 in the model 
with 𝐿 = 25 cm. The slope towards the exit-hole increased in both models within Phase 2 
until reaching a maximum value before the erosion was visible, but a greater number of 
increments of ℎ𝑢𝑝 was allowed in the model with shorter 𝐿. Finally, as shown in Figure 6. 
3c, Phase 3 occurred for a relatively constant value of ℎ𝑢𝑝 of 0.85 m and 1.10 m in the 
models with 𝐿 = 15 cm and 𝐿 = 25 cm, respectively. Regardless of 𝐿, the slope of the 
piezometric surface slightly decreased between the first and final erosions, and then 
decreased sharply until reaching a horizontal residual slope that was similar in both 
models. This last reduction in slope was simultaneous with the decrease of ℎ𝑢𝑝 and 
indicated the failure of the models as they could not maintain the water level in the 
upstream reservoir.  
The initial behavior displayed during Phase 1 reflects the seepage across the 
foundation that occurs during the normal operation of a water-retaining structure, even 
when an exit-hole exists somewhere in the downstream zone. In this case, the flow is 
driven from the impoundment to a drainage area predisposed by design, and the flow is 
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mainly horizontal below the structure with a constant head loss across the total seepage 
length. The exit-hole remains flooded within this phase and there is no change in the soil 
structure that may indicate erosion, but a localized increase of the head loss near the exit-
hole may occur after increasing the head of the impoundment. A certain increase in the 
head of the impoundment must be met to change the seepage direction and to trigger a 
critical condition for backward erosion piping by redirecting the drainage to the exit-hole 
and by reducing the seepage length, as observed in Phase 2. This condition occurred for a 
lower water head as the exit-hole is closer to the impoundment. The seepage stress 
induced on the soil appears to be lower for lower seepage lengths as more increments of 
impoundment head were allowed before erosion in the model with a shorter seepage 
length. In addition, the failure occurred for a head in the impoundment that increased as 
the location of the exit-hole from the impoundment increased.  
6.4.2 EFFECT OF SEEPAGE LENGTH IN THE BEHAVIOR OF BACKWARD EROSION PIPING 
The typical behavior observed in all models started with the ambient condition, in 
which the seepage occurred across the foundation and to the downstream reservoir. 
Horizontal flow is observed below the clay layer with a constant pressure and head losses 
across the total seepage length. The exit-hole remained flooded during this condition, but 
there was no change in the porosity of the soil. Eventually, the deviation from the 
ambient condition occurred after increasing the head in the upstream reservoir to a certain 
level that caused a change in the seepage direction by redirecting the drainage to the exit-
hole. This deviation decreased the seepage length and increased the pressure loss near the 
exit-hole, which triggered the condition for initiating backward erosion piping. After the 
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deviation, the erosion was initiated leading to the failure of the models, which was 
observed at a lower upstream head as the exit-hole was closer to the upstream reservoir.  
The local pressure loss, 𝛥𝑃, across different segments within a model was 
calculated from the pressure measurements and was normalized by the pressure loss 
under an ambient condition, 𝛥𝑃𝑎𝑚𝑏. The ambient condition is defined as a steady-state 
flow across the undeformed soil for which the local 𝛥𝑃 is linearly proportional to the 
global head loss imposed to the system (Fleshman and Rice 2014; Peng and Rice 2020). 
As proposed by Peng and Rice (2020), 𝛥𝑃𝑎𝑚𝑏 was estimated from the linear regression of 
the initial portion of the curve of 𝛥𝑃 in a given segment versus the hydraulic head in the 
upstream reservoir, ℎ𝑢𝑝. The normalization 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  was done for Segments 1, 2, 3 and 
4, in models with 𝐿 = 25 cm, and for Segments 1 and 2, in models with 𝐿 = 15 cm, as 
shown in Figures 6. 2b and 6. 2c, respectively.  
The evolution of 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  as a function of the elapsed time is presented in 
Figures 6. 4a and 6. 4b for the models tested at 10g, with 𝐿 = 15 cm and with 𝐷 = 7 mm 
and 49 mm, respectively. The values of ℎ𝑢𝑝 at different testing times are also displayed in 
these figures. For every value of 𝐷 and for every segment, the values of 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  
remained close to the ambient condition (i.e., 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  = 1) before emerging flow 
across the exit-hole was observed in the video recordings. This indicates that there was 
no change in the porosity of the soil. Afterwards, the value of 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  deviated from 
the ambient condition and two distinct behaviors were observed. The first behavior was 
observed in models with 𝐷 = 7 mm, 18 mm and 26 mm, for which the value of 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  
increased in Segments 1 and 2 as ℎ𝑢𝑝 increased, but a greater increase occurred in 
Segment 1, as shown in Figure 6. 4a between the minutes 24 and 52. This indicates that 
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𝛥𝑃 increased in a greater magnitude towards the exit-hole after the emerging flow 
occurred. Furthermore, the increase of 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  in Segment 1 was greater as 𝐷 
increased, which indicates that 𝛥𝑃 near the exit-hole was greater as 𝐷 increased. The 
value of 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  in both segments decreased after reaching a peak, regardless of the 
value of 𝐷, with a first peak in Segment 1 at the minute 52, and then in Segment 2 at the 
minute 55.4. This behavior indicates the initiation of erosion and progression of the 
piping path. The first decrease was through Segment 1 where 𝛥𝑃 decreased due to a 
localized reduction in flow resistance. The second decrease was through Segment 2 as the 
piping progressed. It is noted that small traces of sand were visually observed near the 
exit-hole at the peak in Segment 1. The decreasing in 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  observed for both 
segments continued until the failure occurred at the minute 61.8 in the model with 𝐷 = 7 
mm, as shown in Figure 6. 4a.  
The second behavior was only observed in the model with 𝐷 = 49 mm and is 
shown in Figure 6. 4b. As seen in previous models, the value of 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  increased and 
deviated from the ambient condition after the emerging flow was observed, at nearly 24 
minutes of test. However, the value of 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  remained similar in both segments for 
the next three increments of ℎ𝑢𝑝, between the minutes 24 and 27. Then, a greater increase 
of 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  was observed in Segment 2, between the minutes 27 and 62, while a 
decrease of 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  in Segment 1 was observed. This may be due to a partial reduction 
in the flow resistance due to soil loosening near the exit-hole, but not necessarily to 
piping as there was no sign of erosion from video recordings until the minute 62. The 
initiation and progression occurred as described in the previous models with an initial 
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peak in the value of 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  in Segment 1, towards the minute 62, and followed by a 
peak in Segment 2, towards the minute 63.2.  
 
Figure 6. 4 Normalized pressure loss in models with 𝐿 = 15 cm tested at 10g:  
(a) 𝐷 = 7 mm and (b) 𝐷 = 49 mm. 
 
The results from models with 𝐿 = 25 cm are shown in Figures 6. 5a and 6. 5b, for 
the model with 𝐷 = 7 and 49 mm, respectively. Different from models with 𝐿 = 15 cm, 
the deviation from the ambient condition in models with 𝐿 = 25 cm occurred before the 
emerging flow across the exit-hole. Figures 6. 5a shows that although the values of 
𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  in Segments 1 and 2 increased after the deviation at the minute 47.5, Segments 
3 and 4 showed a decrease in 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  within the same duration. This behavior shows 
that a decrease in 𝛥𝑃 occurred near the upstream reservoir likely due to the concentration 




Figure 6. 5 Normalized pressure loss in models with 𝐿 = 25 cm tested at 10g:  
(a) 𝐷 = 7 mm and (b) 𝐷 = 49 mm. 
 
It is noted that the decrease in 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  observed near the upstream reservoir in 
the models could be interpreted as a local loosening in the soil due to the development of 
forward erosion typical of experiments with loose sands or models with gaps between the 
sand and cover layers (Van Beek 2015). However, an adequate bonding between the sand 
and clay layers was ensured in this study by means of loading the sample prior testing 
and increasing the gravitational acceleration field during test. Hence, as mentioned, the 
decrease in 𝛥𝑃 near the upstream reservoir was rather due to changes in the shape of flow 
lines as the flow concentrated at the exit-hole. It is noted that although the decrease of 
𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  was only observed in models with 𝐿 = 25 cm, the results presented in Figure 6. 
3 show that this also occurred in models with lower 𝐿 = 15 cm.  
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Figure 6.5a also shows that there was no identifiable progression of piping in 
these models with 𝐿 = 25 cm, but an initial massive erosion that coincided with the peak 
in Segment 1 (towards the minute 49.4 in Figures 6. 5a) was observed in the models with 
𝐷 = 7 mm, 18 mm and 26 mm. Afterwards, the value of 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  in all segments 
decreased to a similar value below the ambient condition and  remained constant until a 
second and final massive erosion occurred (towards the minute 50.2 in Figures 6. 5a), 
indicating the failure of the model. The model with 𝐷 = 49 mm showed a similar 
behavior than the remaining models with 𝐿 = 25 cm, as shown in Figures 6. 5b, but the 
deviation from the ambient condition and the failure occurred shortly after the application 
of the last increment of ℎ𝑢𝑝.  
The main difference in the behavior of 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  between the models with 
different 𝐿 is observed at each segment after the deviation from the ambient condition. A 
relatively slow and steady change in 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  occurred in the models with 𝐿 = 15 cm, 
providing a clear observation of the initiation and progression of piping. In contrast, a 
rapid change in 𝛥𝑃 𝛥𝑃𝑎𝑚𝑏⁄  was observed in the models with 𝐿 = 25 cm. The deviation 
from the ambient condition presented in Figures 6. 4 and 6. 5 was caused by the change 
in flow direction towards the exit-hole, and the influence of 𝐿 on the emerging flow 
conditions prior to the change in flow direction was clearly observed. For instance, the 
emerging flow occurred at a lower value of ℎ𝑢𝑝 in the models with 𝐿 = 15 cm, indicating 
a lower exit velocity of flow at the exit-hole than in the models with 𝐿 = 25 cm. 
Therefore, the greater values of ℎ𝑢𝑝 reached during emerging flow and the greater exit 
velocity of flow induced the critical conditions required to fail the models with 𝐿 = 25 
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cm, which led to a first visible erosion involving a much larger amount of soil than in 
models with 𝐿 = 15 cm.   
6.4.3 PRESSURE LOSS ACROSS THE EXIT-HOLE 
The local hydraulic conditions in the exit-hole influence the hydraulic gradient 
across the foundation and consequently the development of backward erosion piping 
(Robbins et al. 2020). Since the flow across the exit-hole is mainly vertical and upward 
(Schmertmann 2020), and it is likely affected by its dimensions (Ovalle-Villamil and 
Sasanakul 2020), analyzing the effects derived from the value of 𝐷 under this flow 
condition is of importance for this study. To address this, the local pressure loss in the 
exit-hole was analyzed using the ideal conditions shown in Figure 6. 6, as suggested by 
Robbins et al. (2020).  
 
Figure 6. 6 Ideal head loss across an exit-hole during the initiation and progression of 
backward erosion piping: (a) emerging flow, (b) localized loosening of the soil, and (c) 
initiation and progression of piping.  
 
In Figure 6. 6, the pressure loss between the bottom and surface of the exit-hole is 
estimated as 𝛥𝑃𝐻 = 𝑃𝐻 − 𝑃𝑧, where 𝑃𝐻 is the pressure reading at the bottom of the exit-
hole (i.e., at 𝑃𝑃𝑇𝐻 in this study), and 𝑃𝑧 is the hydrostatic pressure at the surface of the 
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sand layer. If there is no flow in the exit-hole, 𝛥𝑃𝐻 = 0. When ℎ𝑢𝑝 increases to a certain 
level, 𝛥𝑃𝐻 also increases, resulting in flow across the exit-hole, and reaches a constant 
value until ℎ𝑢𝑝 increases again (Figure 6. 6a). If a local loosening occurs, the pressure 
loss in horizontal direction between the impoundment and the location of 𝑃𝑃𝑇𝐻 
decreases, resulting in an increase in 𝛥𝑃𝐻 across the exit-hole (Figure 6. 6b). A greater 
increase in 𝛥𝑃𝐻 is expected after the migration of grains begins due to piping as the flow 
concentrates towards the piping path and 𝑃𝑃𝑇𝐻 increases significantly (Figure 6. 6c). The 
evolution of 𝛥𝑃𝐻 as a function of ℎ𝑢𝑝 obtained in the models tested at 10g is presented in 
Figure 6. 7. The value of 𝑃𝑧 was estimated to be at the surface of the clay layer to 
resemble the moment of emerging flow.  
Several behaviors were observed from the video recordings of the exit-hole, but 
three main stages are noteworthy: the emerging flow, the initiation of erosion and the 
failure, as shown in Figure 6. 8. The emerging flow was observed when the water 
visually raised above the surface of the clay layer. The initiation of erosion was observed 
when the first grains were visible above the exit-hole indicating the beginning of sand 
migration due to piping. The amount is vastly less in models with 𝐿 = 15 cm than in 
models with 𝐿 = 25 cm. The final erosion was observed when a massive amount of sand 
was visible at the exit-hole and this moment is considered the onset of failure. These 
stages were identified in correspondence to the evolution of 𝛥𝑃𝐻 as shown in Figure 6. 7.  
In all models with 𝐿 = 25 cm, the values of 𝛥𝑃𝐻 increased rapidly after the 
emerging flow was visible. The initiation of erosion at the exit-hole was observed almost 
simultaneously during the last increment of ℎ𝑢𝑝 and was followed by the final erosion. In 
both stages, a large amount of sand was observed. Because the phenomenon developed 
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rapidly, it was difficult to clearly evaluate a relationship between the values of 𝛥𝑃𝐻 and 
ℎ𝑢𝑝 during these stages. However, it is possible that when the value 𝛥𝑃𝐻 increased, soil 
loosening occurred prior to the initiation of erosion.  
 
Figure 6. 7 Evolution of pressure loss across the exit-hole for models tested at 10g:  
(a) 𝐷 = 7 mm, (b) 𝐷 = 18 mm, (c) 𝐷 = 26 mm, and (d) 𝐷 = 49 mm.  
 
For the models with 𝐿 = 15 cm, several increments of ℎ𝑢𝑝 were induced after the 
emerging flow was observed and before the initiation of erosion was visible. The values 
of 𝛥𝑃𝐻 increased as ℎ𝑢𝑝 increased. During each increment of ℎ𝑢𝑝 up to values between 6 
cm and 8 cm, the value of 𝛥𝑃𝐻 reached equilibrium at a constant value. Afterwards, and 
before the initiation of erosion was observed, the value of 𝛥𝑃𝐻 also increased as ℎ𝑢𝑝 
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increased, but it did not reach equilibrium and continued to increase while ℎ𝑢𝑝 remained 
constant. This observation implies that soil loosening occurred at the bottom of the exit. 
 
Figure 6. 8 Snapshots of the conditions of emerging flow, initiation of erosion and final 
erosion in models with 𝐷 = 7 mm tested at 10g.   
 
Comparing the range in values of ℎ𝑢𝑝 among models with different 𝐷, it was 
observed that more soil loosening occurred as 𝐷 increased. Van Beek et al. (2014) and 
Van Beek (2015) discussed a possible explanation of this behavior using the bridging 
effect. Higher flow concentration is anticipated in a smaller exit-hole size because the 
grains are locked more tightly. As a result, a relatively high local pressure loss is required 
to loosen the soil in comparison with a large hole. In contrast, as 𝐷 increases, the soil is 
more susceptible to expand. This effect is supported by the values of 𝛥𝑃𝐻 obtained in this 
study to represent the beginning of soil loosening taken from the point when the values of 
𝛥𝑃𝐻 kept increasing while ℎ𝑢𝑝 remained constant. The values of 𝛥𝑃𝐻 of 1.08 kPa, 0.95 
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kPa, 0.42 kPa and 0.25 kPa for 𝐷 = 7 mm, 18 mm, 26 mm and 49 mm, respectively, were 
obtained and verified that a lower vertical gradient caused the loosening as 𝐷 increased.  
Between the time the soil started to loosen and the final erosion, the values of 𝛥𝑃𝐻 
were likely affected by the grains dragged outside the exit-hole as well as the grains 
suspended inside (Robbins et al. 2020). The values of 𝛥𝑃𝐻 observed for the initiation of 
erosion were about 1.08 kPa, 1.11 kPa, 0.84 kPa and 1.11 kPa for 𝐷 = 7 mm, 18 mm, 26 
mm and 49 mm, respectively. After the final erosion was visible and before the failure, a 
sudden increase in the values of 𝛥𝑃𝐻 occurred in all models, regardless of 𝐿. This increase 
occurred within a short period of time and may be a consequence of the flow 
concentrating on the piping path that resulted in the widening process. The values of 𝛥𝑃𝐻 
representing the onset of final erosion were nearly 2.50 kPa, 1.26 kPa, 1.60 kPa and 1.14 
kPa, for 𝐷 = 7 mm, 18 mm, 26 mm and 49 mm, respectively. Similar trend is observed 
with 𝐷 and is consistent with the behavior observed during the soil loosening. A 
summary of the ranges of values of ℎ𝑢𝑝 and 𝛥𝑃𝐻 for the different stages is presented in 
Tables 6. 2 and 6. 3.   
6.4.4 EVOLUTION OF HYDRAULIC GRADIENT AND CRITICAL CONDITION 
The critical hydraulic gradient, 𝑖𝑐𝑟, was determined by analyzing the evolution of 
the hydraulic gradient, which was determined as 𝑖 = 𝛥𝑃𝑖 𝐿𝑖 𝛾𝑤⁄⁄ , where 𝛥𝑃𝑖 and 𝐿𝑖 are the 
pressure loss and the length of a given segment within a model, respectively. The 
gradients studied include: 𝑖𝐺𝑙𝑜𝑏𝑎𝑙, which is a global hydraulic gradient calculated for the 
entire length of the model; 𝑖𝐿, which is a local hydraulic gradient calculated for the length 
between the upstream reservoir and the exit-hole; and 𝑖5 𝑐𝑚, which is local hydraulic 
gradient calculated for the Segment 1, as described in Figure 6. 2.   
 
175 
Table 6. 2 Summary of values of ℎ𝑢𝑝 and 𝛥𝑃𝐻 in models with 𝐿 = 15 cm. 
𝐷 (mm) 
No emerging flowb Emerging flow to onset of loosening  Loosening to final erosion 






ℎ𝑢𝑝 (cm) Δ𝑃𝐻 (kPa) 
No. of 
Increments 
7 0 - 5.5 6 5.5 - 7.6 0 - 1.08 7 7.6 - 8.2 1.08 - 2.50 3a 
18 0 - 4.8 4 4.8 - 7.5 0 - 0.95 9 7.5 - 7.9 0.95 - 1.26 1 
26 0 - 4.9 7 4.9 - 7.0 0 - 0.42 6 7.0 - 8.5 0.42 - 1.60 4 a 
49 0 - 5.1 5 5.1 - 6.0 0 - 0.24 3 6.0 - 7.9 0.24 - 1.14 6 
a Failure occurred during the application of last increment of ℎ𝑢𝑝 




Table 6. 3 Summary of values of ℎ𝑢𝑝 and 𝛥𝑃𝐻 in models with 𝐿 = 25 cm. 
𝐷 (mm) 
No emerging flowb Emerging flow to final erosion 
ℎ𝑢𝑝 (cm) No. of Increments ℎ𝑢𝑝 (cm) Δ𝑃𝐻 (kPa) No. of Increments 
7 0 - 8.9 7 8.9 - 9.3 0 - 2.10 1 
18 0 - 9.8 16 9.8 - 10.3 0 - 1.53 2 a 
26 0 - 9.8 15 9.8 - 10.7 0 - 1.39 2 
49 0 - 7.8 9 7.8 - 8.4 0 - 0.17 1 
a Failure occurred during the application of last increment of ℎ𝑢𝑝 




Variation of the hydraulic gradients with the normalized elapsed time are 
presented in Figures 6. 9 and 6. 10 for models tested at 10g with 𝐿 = 15 cm and 25 cm, 
respectively. These figures show the variations experienced after soil loosening inside the 
exit-hole was identified. The elapsed time was normalized by the total testing duration 
after loosening to allow comparison of all models in the same figure. In addition, the 
values of 𝑖 were scaled by 𝑁 to present the results in a prototype condition.  
Figures 6. 9 and 6. 10 also identify three critical conditions of erosion: soil 
loosening, initiation of erosion and failure. As shown previously, soil loosening was 
defined as when 𝛥𝑃𝐻 increased while 𝑖𝐺𝑙𝑜𝑏𝑎𝑙 (or ℎ𝑢𝑝) remained constant. The initiation of 
erosion was defined as when the sand grains were visible at the exit-hole, also indicating 
the piping initiation. Failure was defined as when the failure is visually observed, and it 
corresponded to the significant reduction of 𝑖𝐺𝑙𝑜𝑏𝑎𝑙. Table 6. 4 shows the critical values 
obtained in each condition.   
For the models with 𝐿 = 15 cm, the values of 𝑖𝐺𝑙𝑜𝑏𝑎𝑙 only increased slightly when 
the critical conditions changed from loosening to initiation of erosion and then to failure. 
The highest change was observed in the model with 𝐷 = 49 mm in which the 𝑖𝐺𝑙𝑜𝑏𝑎𝑙 changed 
from nearly 0.15 to 0.21 from loosening to failure. The values of 𝑖𝐿 and 𝑖5 𝑐𝑚 were mostly 
higher than the values of 𝐺𝑙𝑜𝑏𝑎𝑙 for all models, particularly for the conditions of loosening 
and initiation of erosion. At the failure condition, there was no clear trend as nearly half of 
the models showed lower values of 𝑖𝐿 and 𝑖5 𝑐𝑚 compared to the values of 𝑖𝐺𝑙𝑜𝑏𝑎𝑙. It is noted 
that in most of the models tested, the value of 𝑖𝐺𝑙𝑜𝑏𝑎𝑙 at failure did not always correspond 
to the last constant value of ℎ𝑢𝑝. Therefore, the accuracy of 𝑖𝐺𝑙𝑜𝑏𝑎𝑙 at failure is relatively 
lower than that at the loosening and initiation conditions. The value of 𝑖𝐿 increased from 
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the loosening to the initiation of erosion and decreased at failure. It is interesting to note 
that the rate of increase of 𝑖𝐿 was influenced by the size of the exit-hole. For instance, in 
the models with 𝐷 = 26 mm and 49 mm, the value of 𝑖𝐿 increased 20 to 30% from loosening 
to initiation of erosion, while the model with 𝐷 = 18 mm only increased 10% and there was 
a negligible change in the model with 𝐷 = 7 mm.    
 
Figure 6. 9 Evolution of hydraulic gradients across different segments in models  





Figure 6. 10 Evolution of hydraulic gradients across different segments in models  
with 𝐿= 25 cm: (a) 𝑖𝐺𝑙𝑜𝑏𝑎𝑙, (b) 𝑖𝐿 and (c) 𝑖5 𝑐𝑚. 
 
The values of 𝑖5 𝑐𝑚 were 20 to 60% higher than the values of 𝑖𝐿 at the initiation of 
erosion. This observation is in exception to the model with 𝐷 = 49 mm in which the 
difference between 𝑖5 𝑐𝑚 and 𝑖𝐿 was negligible. By comparing the values of 𝑖𝐿 and 𝑖5 𝑐𝑚 
relative to the diameter of the exit-hole, it was found that both local gradients increased 
as 𝐷 increased, once again in exception to the model with 𝐷 = 49 mm. There is no clear 
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explanation for the outliner behavior of the model with 𝐷 = 49 mm, but since this model 
had a relatively larger diameter than other models, it is possible that other unknown 
factors, such as the flow pattern at the exit-hole, could governed the behavior. More data 
is needed to assess possible factors affecting the behavior of relatively large exit-hole 
sizes in centrifuge models. Overall, two important aspects are derived from the centrifuge 
models. First, a noticeably greater value of local gradient occurred in comparison to the 
𝑖𝐺𝑙𝑜𝑏𝑎𝑙. And second, the exit-hole size influenced the change of local gradients during the 
transition from loosening to initiation of erosion.   
Table 6. 4 Hydraulic gradients for the critical conditions of loosening, initiation of 
erosion and failure. 





𝑖𝐺𝑙𝑜𝑏𝑎𝑙 𝑖𝐿 𝑖5 𝑐𝑚 𝑖𝐺𝑙𝑜𝑏𝑎𝑙 𝑖𝐿 𝑖5 𝑐𝑚 𝑖𝐺𝑙𝑜𝑏𝑎𝑙 𝑖𝐿 𝑖5 𝑐𝑚 
15  7 0.20 0.22 0.26 0.20 0.22 0.26 0.23 0.19 0.16 
  18 0.19 0.24 0.34 0.21 0.27 0.39 0.21 0.27 0.41 
  26 0.19 0.26 0.36 0.23 0.32 0.51 0.24 0.28 0.23 
  49 0.15 0.20 0.21 0.21 0.26 0.27 0.21 0.26 0.19 
25  7     0.26 0.20 0.60 0.26 0.21 0.41 
  18     0.28 0.26 0.66 0.29 0.25 0.51 
  26     0.30 0.29 0.71 0.30 0.27 0.33 
  49     0.23 0.25 1.05 0.23 0.25 1.05 
 
As described previously, the phenomenon developed rapidly in models with 𝐿 = 
25 cm. Therefore, the loosening was not clearly identified and only the values for the 
initiation of erosion and failure are presented in Figure 6.10 and Table 6. 4. Overall, the 
values of 𝑖𝐺𝑙𝑜𝑏𝑎𝑙, 𝑖𝐿 and 𝑖5 𝑐𝑚 in models with 𝐿 = 25 cm were higher than the values 
observed in the models with 𝐿 = 15 cm. Importantly, the values of 𝑖5 𝑐𝑚 were noticeably 
greater than the values of 𝑖𝐺𝑙𝑜𝑏𝑎𝑙 and 𝑖𝐿. For the initiation of erosion, the values of 𝑖5 𝑐𝑚 
increased from 0.6 to 1.1 as 𝐷 increased from 7 mm to 49 mm, and then decreased at 
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failure, in exception to the model with 𝐷 = 49 mm. Overall, the values of 𝑖5 𝑐𝑚 at the 
initiation of erosion in the models with 𝐿 = 25 cm were found to be 28 to 74% greater 
than the values observed in the models with 𝐿 = 15 cm. 
The critical gradients reported in Table 6. 4 and the evolution of gradients 
observed in Figures 6. 9 and 6. 10 highlighted the influence of the model geometry (i.e., 
seepage length and exit-hole size) on the flow conditions along the seepage length, which 
in turn impacted the critical local gradients. The pressure loss across a system represented 
by 𝑖𝐺𝑙𝑜𝑏𝑎𝑙 is generally used to evaluate the critical conditions. However, when a defect 
exists in the cover layer and provides an exit for water drainage, the values of 𝑖𝐿 may be 
used to assess the critical conditions as it represents the average hydraulic gradient across 
the seepage length (i.e., between the upstream reservoir and the exit-hole). In this study, 
the initiation of erosion is considered as the most critical condition and can be observed 
with relatively higher accuracy than the failure itself. At the initiation of erosion, the 
critical global gradient, 𝑖𝑐𝑟−𝐺𝑙𝑜𝑏𝑎𝑙, and the critical local gradient, 𝑖𝑐𝑟−𝐿, were found to be 
similar for all models regardless of the seepage length, as show in Table 6. 4. However, it 
is noticeable that 𝑖𝑐𝑟−𝐿 was slightly higher than 𝑖𝑐𝑟−𝐺𝑙𝑜𝑏𝑎𝑙 for the models with 𝐿 = 15 cm. 
The impact of the seepage length is more pronounced for 𝑖𝑐𝑟−5 𝑐𝑚 at the initiation of 
erosion. The values of 𝑖𝑐𝑟−5 𝑐𝑚 were much higher in the models with longer seepage 
length. In this study, the values of 𝑖𝑐𝑟−5 𝑐𝑚 in the models with 𝐿 = 25 cm were between 40 
to 280% higher than the values observed in the models with 𝐿 = 15.   
6.4.5 EFFECT OF GRAVITATIONAL ACCELERATION FIELD 
The pressure loss, 𝛥𝑃, was considered initially for the assessment of the effect of 
centrifuge gravity in the centrifuge models prepared using the same soil and model 
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dimensions, and tested at 10g, 20g and 30g. For this assessment, the value of 𝛥𝑃 across 
Segment 1 was normalized by the value of 𝑁 (i.e., 𝑁 = 𝑔𝑚𝑜𝑑𝑒𝑙 𝑔𝐸𝑎𝑟𝑡ℎ⁄ ), and the results are 
presented as a function of ℎ𝑢𝑝 in Figure 6. 11. The first linear portion of Δ𝑃 𝑁⁄  observed 
was consistent for every value of 𝑁 indicating that 𝛥𝑃 increased proportionally to 𝑁. 
Consequently, a linear scaling factor was applicable (i.e., 𝚫𝑷 ≈ 𝑁). However, this 
condition was valid only until the initiation of erosion occurred. After that, a linear 
scaling factor was not applicable to 𝛥𝑃 as both increasing and decreasing behaviors in 
Δ𝑃 𝑁⁄  were observed for different tests.  
Post-test observations also showed the effect of 𝑁 on the amount of eroded soil 
after failure, as shown in Figure 6. 12. For the models with 𝐿 = 25 cm, as shown in Figure 
6. 12a, a lower amount of eroded soil was observed as 𝑁 increased. At higher values of 
𝑁, the amount of eroded soil was only visible and concentrated near the exit-hole and the 
piping path did not extend to the upstream reservoir. This behavior was not observed in 
the models with 𝐿 = 15 cm, as shown in Figure 6. 12b. There is no clear explanation to 
the decrease in eroded soil as 𝑁 increased, but it is a possible consequence of testing 
under a different stress level as 𝑁 increased (i.e. different overburden and surcharge 
stress). It is noted that the scaling of soil erosion along the piping path is unknown and it 
is very difficult to assess. In addition, there are also differences in the flow condition and 
behavior during loosening, initiation of erosion and failure for the models with different 
seepage length, and the effect of seepage length may also contribute to the different 





Figure 6. 11 Pressure loss normalized by 𝑁 in Segment 1:  
(a) 𝐷 = 26 mm, 𝐿 = 25 cm and (b) 𝐷 = 49 mm, 𝐿 = 15 cm.  
 
Assessing the effect of 𝑁 on the critical conditions leading to backward erosion 
piping is also challenging because the overall measurements of pressure loss may be in a 
range of a few kPa. The pressure loss is related to the amount of soil loosening and piping 
path. Therefore, it is expected to be dependent on the value of 𝑁. In this study, the values 
of 𝑖𝑐𝑟 − 𝑔𝑙𝑜𝑏𝑎𝑙 and 𝑖𝑐𝑟 − 𝐿 were reported for the model with 𝐿 = 15 cm and 𝐷 = 49 mm and 
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for the model with 𝐿 = 25 cm and 𝐷 = 26 mm, as shown in Figure 6. 13. Variation of the 
critical gradients with 𝑁 is observed. As the value of 𝑁 increased, the critical gradient 
decreased, and it appears that the rate of change was slightly higher for the models with 𝐿 
= 25 cm. It is noted that although the dimensionless value of hydraulic gradient implies a 
scaling factor of 𝒊 = 1, the values were not necessary expected to be constant with 𝑁. This 
is because the same soil, same overall dimensions and same diameter of exit-hole were 
used for all tests with different 𝑁, which indicates that the prototype dimensions were not 
the same. This observation implies that the scaling factor of 1 does not necessarily apply 
to these results. Nevertheless, the average difference in values between 10g and 30g is 
nearly 0.1 and such difference may be negligible considering the complexity of the 
phenomenon.  
 
Figure 6. 12 Sketch of erosion patterns at different levels of gravitational acceleration: (a) 
𝐷 = 26 mm and (b) 𝐷 = 49 mm.  
The overall results obtained in this study were compared with the literature 
considering the effects of 𝐿 and 𝐷. The critical hydraulic gradients in terms of 𝑖𝑐𝑟−𝐿 
during the initiation of erosion were compared with the values of 𝑖𝑐𝑟 from three-
dimensional experiments reported in the literature and the results are presented in Figures 
6. 14 and 6. 15. It is noted that the ratio between the cross-sectional area of the exit-hole, 
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𝐴𝐸𝑥𝑖𝑡, and that of the soil grains, 𝐴𝐺𝑟𝑎𝑖𝑛𝑠, shown in Figure 6. 14, was reported to account 
for both exit-hole and grain sizes. In addition, the seepage lengths from the centrifuge 
models were presented in prototype dimensions (i.e., 𝑳 = 𝑁−1) in Figure 6. 15 to allow 
direct comparison with experiments under Earth’s gravity.  
 
Figure 6. 13 Critical hydraulic gradients as functions of 𝑁. 
 
 
Figure 6. 14 Critical hydraulic gradients from physical models of backward erosion 
piping as a function of the ratio of cross-sectional areas of exit-hole and grain. 
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The results from this study were within an acceptable range comparing with 
results from other experiments. It is highlighted that results from full-scale experiments 
by Van Beek et al. (2011) showed values of 𝑖𝑐𝑟 between 0.12 and 0.15 for a seepage 
length of 15 m (Van Beek et al. 2011). The critical values from this study were closer to 
the full-scale results, compared to results from small- and medium-scale models available 
in the literature. This indicates that centrifuge modeling decreased the uncertainty in the 
estimation of 𝑖𝑐𝑟 from other models and facilitated observations and measurements at 
relatively small segments that are otherwise challenging.  
 
Figure 6. 15 Critical hydraulic gradients from physical models of backward erosion 
piping as a function of the seepage length in prototype condition. 
 
One last aspect noted from the centrifuge models was the typical short duration 
observed between the initiation of erosion and the failure of the model. Some models 
with 𝐿 = 15 cm showed times over 9 minutes, while times as low as 16 seconds were seen 
in models with 𝐿 = 25 cm. There was no trend between the elapsed times and 𝐿 or 𝐷, but 
the time decreased as 𝑁 increased, as shown in Figure 6.16. Since the likely time for the 
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development in the field, within its initiation and the final failure, is three to 12 hours 
based on the method of Fell et al. (2003), and assuming a prototype condition of a sandy 
foundation with no filter protection and concentration of flow at an exit-hole, these 
theoretical times extrapolated to modeling conditions of 10g, 20g and 30g, using an 
appropriate scaling law of 𝒕 = 𝑁2 (Goodings 1982, 1984; Taylor 2018), shows a rather 
good agreement with the experimental values in this study. Nonetheless, most of the 
times from experiments tested at 10g ranged from prototype times between one and three 
hours.  
 
Figure 6. 16 Time elapsed during the development of backward erosion piping  
in centrifuge models. 
 
6.5 CONCLUSIONS 
The development of backward erosion piping in centrifuge models at 10g, 20g 
and 30g was analyzed using small-scaled models of a sandy foundation underlain by a 
clay cover with a local defect representing an exit for drainage causing the initiation of 
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erosion. The mechanism was observed similar to the literature, which included an initial 
ambient seepage across the model and towards the downstream side, and without changes 
in the porosity of the soil. Afterwards, the emerging flow occurred, which was described 
by the flow across the exit-hole and to the surface of the model. The emerging flow 
changed the flow direction leading to a localized increase in pressure loss near the exit-
hole, and eventually to soil loosening. After that, the erosion was initiated as sand grains 
migrated through the exit-hole. At this time the piping erosion progressed backward until 
the failure occurred. 
Observations of local pressure loss across different locations within the models 
indicated that a steady progression of backward erosion piping occurred in the models 
with lower seepage length, for which the soil loosening, initiation of erosion, and failure 
could be clearly identified. A much more rapid progression of erosion occurred in the 
models with longer seepage length, for which only initiation of erosion and failure were 
observed with no clear evidence of soil loosening. The difference between both seepage 
lengths was caused by the local hydraulic gradients developed near the exit-hole. It was 
found that the local hydraulic gradient was 30 to 260% higher in the models with longer 
seepage length at the imitation of erosion. Nonetheless, the critical global hydraulic 
gradients were very similar regardless of the seepage length. The critical hydraulic 
gradient between the upstream reservoir and the exit-hole was observed to increase as the 
diameter of the exit-hole increased between 7 mm and 26 mm, regardless of the seepage 
length. However, the trend was not extended to the models with a diameter of exit-hole 
49 mm, for which the critical gradients were relatively lower. In addition, the exit-hole 
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size had an impact on the change of local gradients during the advancement of soil 
loosening to the initiation of erosion.   
It was observed that for the centrifuge models with same soil and same model 
dimension, the pressure loss increased proportional to the centrifuge gravitational 
acceleration. The effect of centrifuge gravity on the amount of eroded soil and piping 
path were observed qualitatively and appeared to be contributing factors affecting the 
critical hydraulic gradients. The critical hydraulic gradient decreased slightly as the 
centrifuge gravity increased. Despite this, the values of critical hydraulic gradients 
observed from the centrifuge model tests were comparable to results available in the 
literature, especially the values obtained from full-scale models, which highlighted the 




SUMMARY, CONCLUSIONS AND FUTURE WORK
7.1 SUMMARY 
The mechanism of internal erosion known as backward erosion piping is a 
potential hazard for dams, dikes and levees underlain by a sandy foundation. This 
mechanism has been extensively studied through physical and analytical modeling 
techniques, but a challenge still exists to replicate the behavior observed on the field. This 
challenge is due to, among others, the complexity of the mechanism and the difficulty to 
obtain reliable information from field studies. Scale effects derived from the use of 
reduced-scale models also make it difficult to study backward erosion piping under 
controlled laboratory conditions. There is a need to develop new and innovative modeling 
techniques as an alternative to the full-scale experiments to allow linking experimental 
results to field behavior more accurately.   
The main goal of this investigation was to evaluate the use of the geotechnical 
centrifuge modeling technique as an innovative alternative to conventional methods for 
modeling backward erosion piping. This dissertation presented the results of an extensive 
series of centrifuge experiments performed to investigate the different phases comprising 
the phenomenon and to assess the effects of the centrifuge gravitational acceleration 
field. The effects of the exit size and the seepage length on the backward erosion piping 
mechanism modeled were also evaluated using global and local analysis of hydraulic 
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conditions. The results were compared and validated with relevant experimental results 
from the literature.  
Since backward erosion piping is driven by seepage, the first part of this 
investigation focused on the evaluation of the seepage behavior reproduced in centrifuge 
models. This stage studied the effects of the gravitational acceleration on the flow 
behavior through fine-grained materials typically used in geotechnical centrifuge 
modeling. The experiments were performed using a customized permeability test 
configuration and tested granular materials with variable grain-shape and grain-size 
distribution under gravitational acceleration fields, relative to Earth’s gravity, of 1g, 10g, 
20g and 30g. The assessment covered the effect of the increase of the gravitational 
acceleration field on the limit of validity of Darcy’s Law, which may be exceeded in 
centrifuge models due to the consequent increase in the velocity of flow, in addition to 
the effects on the permeability constants describing both laminar and nonlaminar flow 
conditions. Furthermore, the effects of the soil characteristics on the flow behavior were 
analyzed.  
The second part of this investigation focused on the initiation phase of backward 
erosion piping that occurs at an exit point near the downstream toe of a water retaining 
structure. This stage studied the effects of modeling this initial phase under an increased 
gravitational acceleration based on observations of the hydraulic behavior reproduced 
across the exit-hole and the critical hydraulic conditions that trigger the mechanism. The 
experiments were performed using a one-dimensional configuration by inducing upward 
flow across columns of sands with uniform gradations and variable grain-size, and under 
gravitational acceleration fields of 1g, 10g, 20g and 30g. The analysis was performed 
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using direct measurements of pressure loss across different segments within the models 
and supported by real-time visual monitoring. The effect of the gravitational acceleration 
on the critical hydraulic gradients determined for different moments during the initiation 
phase were determined and validated using results from similar experiments available in 
the literature. In addition, the components of the seepage stress at a grain level driving the 
initiation mechanism were determined and analyzed using a simplified methodology 
derived for this purpose. 
The third part of this investigation focused on the backward erosion piping that 
occurs across a confined foundation composed of a uniform, fine-grained sand, which is 
overlain by a clay cover layer with an exit-hole. This stage studied the effects of 
modeling the backward erosion piping mechanism under an increased gravitational 
acceleration, using the size of the exit-hole as the main variable. The experiments were 
performed following a three-dimensional configuration and under gravitational 
accelerations of 10g, 20g and 30g. The analysis was performed using direct 
measurements of pore pressure at different locations across the interface between the clay 
cover layer and the foundation and were supported by real-time visual monitoring. This 
part of the investigation used extensive visual information to describe the behavior 
observed before and after the failure. The assessments covered the effects of the 
gravitational acceleration on the behavior observed, the evolution of local and global 
hydraulic gradients and the critical gradients triggering the phenomenon. The results were 
also analyzed based on the size of the exit-hole and compared with estimations of critical 




The fourth and final part of this study expanded the assessments developed in the 
third part by including the seepage length as a main variable in the models. This part of 
the investigation focused on evaluating the effects of the seepage length and the exit-hole 
size in the behavior reproduced in centrifuge models of backward erosion piping tested at 
10g, 20g and 30g. Such effects were compared with similar studies available in the 
literature to validate the estimations of both local and global critical hydraulic gradients 
from centrifuge models in addition to validate the general mechanism reproduced under 
and increased gravitational acceleration.  
7.2 CONCLUSIONS 
Overall, the backward erosion piping mechanism observed in the centrifuge 
models show an agreement with the sequential development of phases described in the 
literature for both the initiation phase occurring inside the exit-hole and the general 
evolution of the mechanism across the foundation soil. The piping path that characterizes 
this phenomenon was identified in the two-dimensional models from post-failure 
observations. Likewise, the backward evolution was identified based on the assessments 
of pore pressures within the models. The mechanism reproduced in the centrifuge models 
generally displayed an initiation-dominated behavior, which indicates that the mechanism 
initiated and progressed until failure for the same global hydraulic gradient that initiated 
the phenomenon. This behavior is typical of small-scale models. The estimations of 
critical hydraulic gradients obtained in this study showed good agreement with the values 
from full-scale models. It is important to understand that additional conditions such, as 
the geological conditions and other complexities of hydraulic conditions in the field, are 
typically not modeled in the laboratory.   
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The initial evaluation of the flow behavior in centrifuge models indicated that the 
effect of the gravitational acceleration was minimal on the Forchheimer coefficients 
describing the laminar and nonlaminar flow. This indicated that the evolution of the 
hydraulic gradient as a function of the velocity of flow, or vice versa, follows a unique 
behavior regardless of the gravitational acceleration. The main implication of this 
behavior is that the transition from a laminar, viscous flow condition, typical of 
geotechnical structures, to a nonlaminar flow, is also unaffected by the gravitational 
acceleration field induced on the model. Therefore, and considering that the velocity of 
flow in centrifuge models typically increases significantly as the gravitational 
acceleration field increases, the likelihood to exceed such a limit increases as the 
gravitational acceleration increases. Although this represents a potential challenge to use 
the centrifuge modeling technique, it was found that the flow likely remained laminar in 
the backward erosion piping experiments performed.   
The initiation phase of backward erosion piping observed in one-dimensional 
centrifuge experiments showed two typical phases. The first phase, namely first visible 
movement, indicated the first visible expansion of the surface of the soil, which 
represented an initial localized loosening behavior of the soil located closest to the 
surface. The second phase, namely total heave, indicated the development of a 
preferential piping path across the exit-hole, which resembles the preceding moment to 
the progression phase in a backward erosion piping process. The hydraulic gradient 
observed before the loosening of the soil was constant regardless of the gravitational 
acceleration and followed the theoretical scaling law of 𝒊𝒄𝒓 = 1. After the loosening of the 
soil began and progressed to the total heave, the hydraulic gradient varied as a function of 
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the gravitational acceleration following a different factor closer to 𝒊𝒄𝒓 = 0.8. The flow 
conditions experienced during the initiation of backward erosion piping were laminar 
based on a Moody Diagram evaluation, regardless of the gravitational acceleration. 
Nonetheless, the Reynolds Numbers estimated for the centrifuge models with coarser 
grains indicated that nonlaminar flow may have occurred.  
Observations from one-dimensional centrifuge models also highlighted a major 
effect derived solely from the increased gravitational acceleration field. In these models, 
the expansion experienced while the loosening progressed was noticeably lower than in 
one-dimensional models tested under Earth’s gravity. The deformation observed in 
centrifuge models decreased, compared to the deformation reproduced under Earth’s 
gravity, due to the increase in self-weight, which led to a different scaling factor for the 
hydraulic gradient after the loosening. The limited expansion of the soil at the exit-hole 
was also observed in the three-dimensional centrifuge models for which loosening was 
barely visible from video recordings, in contrast to similar experiments available in the 
literature for which the loosening was often visible. This behavior likely contributed to 
the development of an initiation-dominated mechanism in centrifuge models, rather than 
the expected progression-dominated observed on the field.   
The three-dimensional experiments that modeled the complete mechanism 
showed that the critical global hydraulic gradient slightly decreased as the gravitational 
acceleration increased, but the difference was minimal, and the overall estimations agreed 
with estimations from full-scale experiments. In addition, the centrifuge gravitational 
acceleration was found to affect the amount of eroded soil and the time for development 
of the mechanism.  
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The mechanism modeled in experiments with different seepage lengths was 
different in terms of rate of progression, maximum elevation of impoundment, extent of 
erosion after failure and hydraulic gradient triggering the initiation of erosion, which 
were caused by the different local hydraulic behaviors observed at the exit-hole. 
However, the critical global hydraulic gradients observed in models tested at the same 
gravitational acceleration were very similar, regardless of the seepage length. It was 
observed that the size of the exit-hole had a more noticeable effect on the mechanism 
modeled because of its influence on the initiation phase. The overall agreement between 
critical values obtained in this study and those reported in the literature using models with 
different scales highlights the great potential of the centrifuge modeling technique to 
study erosion mechanisms.   
7.3 RECOMMENDATIONS FOR FUTURE WORK 
The following research topics and recommendations are suggested to continue 
with the investigation of backward erosion piping using the geotechnical centrifuge 
modeling technique.  
1. Improvements to three-dimensional models: the performance of the instruments used 
to analyze the models, such as pore pressure and differential pressure transducers, 
was satisfactory as they provided reliable data regardless of the challenges associated 
to the centrifuge environment. It is recommended to maintain the miniature pore 
pressure sensors for three-dimensional models but increase the number to cover a 
greater surface area of the foundation soil. This should be done with caution to 
maintain enough contact area with the cover layer as the sensor location usually 
provide unexpected weak points to develop erosion.  
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2. Geometric parameters of the model: the overall dimensions of the model and the type 
of exit strongly affected the characteristics of the backward erosion piping modeled 
and the critical hydraulic conditions that trigger the phenomenon. It was observed that 
the tendency of the critical gradients estimated from centrifuge models changed while 
the size of the exit-hole increased from 26 mm to 49 mm, which suggests that the 
overall behavior changes significantly for a certain exit size. It is recommended to 
expand the current analysis to exit-hole sizes between this range to develop a detailed 
analysis of the change in behavior, in addition to include exit-hole sizes beyond 49 
mm to characterize the transition between a three-dimensional configuration to a two-
dimensional configuration. It is recommended to develop a series of experiments with 
variable thickness of the foundation soil as it is expected to influence the evolution of 
the mechanism and perhaps contribute to a progression-dominated mechanism.   
3. The nonlinear flow problem: the development of nonlinear flow while modeling 
seepage-driven phenomena in centrifuge models with the same soil existing in the 
prototype is virtually unavoidable, especially in coarse grained materials. An 
alternative solution proposed in the literature is reducing the size of the grains in 
proportion to the increase of the gravitational acceleration. By doing so, the 
permeability of the soil decreases, hence reducing the velocity of flow across the soil 
and the likelihood to develop nonlinear flow. However, a side effects for this 
approach is the development of intergranular forces that are representative of silts and 
clays, which implies the development of an erosion mechanism not representative of 
cohesionless soils. An alternative approach is increasing the viscosity of the seeping 
fluid, which would also decrease the velocity of flow. This alternative requires the 
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analysis of the change of the seepage forces acting on the grains relative to the 
gravitational acceleration field. 
4. Modeling the conventional solutions to piping problems: the use of toe drain filters 
and cut-off walls in the foundation soil are typical solutions to avoid or control piping 
problems in water retaining structures. It is recommended to study the effects of this 
solutions in centrifuge models as they can be easily implemented in two- and three-
dimensional models of backward erosion piping.  
5. Correlating with numerical approaches: one of the main advantages observed in 
centrifuge models was the possibility of measuring pressure losses within very small 
seepage lengths, which is otherwise challenging under Earth’s gravity. By replicating 
the control volumes of numerical analyses in physical experiments using centrifuge, a 
reliable comparison of the results is possible. Therefore, it is possible to analysis the 
effects of challenging factors, such as viscous shear stress, particle-shape effects, 
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This appendix presents details of the geotechnical centrifuge facilities at the 
University of South Carolina and covers the details of the main features and capabilities 
of the centrifuge device, as well as details of the data acquisition system and the tools for 
in-flight video monitoring.  
1.1 FACILITIES 
The centrifuge is located within the Geotechnical Research Laboratories at the 
University of South Carolina. A plan view of this location is shown in Figure A. 1. The 
device is installed in an enclosed 45 m2 (480 Ft2) room, providing enough space for 
model and test preparation, as shown in Figure A. 2. The main control room is located 
adjacent to the centrifuge area in an isolated location to ensure the safety of the user, as 
shown in Figure A. 3. The main control desktop and the power control for the drive 
system are located in this room in addition to a small closed-circuit television system that 
provides different views of the centrifuge device during operation using a 42-inch 
monitor. The control room also includes a pressurized air line with a maximum capacity 
of 150 psi that is regulated using a conventional analog pressure gauge. A secondary 
control desk is also located in the centrifuge room to assist in the preparation and 





Figure A. 1 Geotechnical research facilities at the University of South Carolina. 
 
 
Figure A. 2 Centrifuge room.  
 
 




1.2 GENERAL OVERVIEW 
A sketch of the geotechnical centrifuge at UofSC is shown in Figure A. 4. The 
radius, 𝑟, from the central axis of the centrifuge to the basket floor is 1.3 m (51 inches). 
The speed range capacity of this device is 0 to 400 RPM, which can be translated to a 










where 𝑁 = increment of gravitational acceleration with reference to Earth’s gravity (i.e., 
𝑁 = 𝑔𝑚𝑜𝑑𝑒𝑙 𝑔𝐸𝑎𝑟𝑡ℎ⁄ ); 𝑟 = radius of rotation; and 𝑅𝑃𝑀 = radial acceleration in revolutions 
per minute.  
 
Figure A. 4 Geotechnical centrifuge at the University of South Carolina. 
 
The range of 𝑁 that the centrifuge can operate is shown in Figure A. 5a, as a 
function of RPM. It is observed that this centrifuge can perform experiments under values 
of 𝑁 up to 230g, where g = 9.81 m/s2 (i.e., Earth’s gravity). The centrifuge capacity in 
terms of maximum acceleration multiplied by the maximum payload is 13.6 g-ton 
(30,000 g-lb) based on the manufacturer literature. Using the range of 𝑁 aforementioned, 
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the maximum payload can be estimated as shown in Figure A. 5b. A maximum payload 
of 68 kg (150 lbs) is allowed at 200g, while 136 kg (300 lbs) is allowed at 100g.  
  
Figure A. 5 (a) Induced gravitational acceleration by centrifuge radial acceleration and 
(b) maximum payload in centrifuge models. 
 
1.3 MAIN COMPONENTS 
The original centrifuge setup is composed of a base support and centrifuge 
enclosure, the main drive shaft, which is hollowed and allows a passage to the interior of 
the centrifuge, the arm assembly with two swing platforms at each end and a set of 
electric sliprings. Two lateral containers were attached to the sides of the arm to store the 
devices and electronics required for operation. A new rotary joint and a new electric-
drive system were also installed. The main components are described in this appendix 
and further information can be consulted from the original literature of the device. Figure 




Figure A. 6 Main components of the geotechnical centrifuge. 
 
1.3.1 ARM ASSEMBLY 
 The arm assembly is composed of the main arm and two swing platforms, as 
shown in Figure A. 7. The main arm is a symmetrical piece made of an aluminum alloy 
and has dimension of 275 cm (108 in) in length and 68.6 cm (27 in) in width. The two 
swing platforms are made of an aluminum alloy and are pivoted to both ends of the main 
arm. The useful area of the platforms is 61-by-61 cm2 (24-by-24 in2) and they can 
accommodate models with up to 61 cm (24 inches) in height. The approximated 
clearance between the base of the platforms and the centrifuge enclosure is of 2.9 cm in 
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vertical position, and 3.2 cm in horizontal position (during flight). The center of gravity 
of both empty platforms is located 23.5 cm below the pivot location. The arm assembly 
was specially designed with a model capacity of 13.6 g-ton. 
 
Figure A. 7 Arm assembly and swing platforms. 
 
A set of six lateral holes were predisposed on the base of the platforms to fix a 
vertical position. Three holes with 1.35 cm in diameter and 7.62 cm in length are in 
parallel on both sides. The capability of securing the platforms in vertical position is a 
special feature of this centrifuge. These holes are particularly useful during the 
installation of model containers and experimental setting up. Although testing with the 
platforms in vertical position is possible, the capacity of the arm decreases to 5.4 g-ton. It 
is highly important to design a thorough security protocol for the model for testing with 
the platforms in vertical position.   
1.3.2 DRIVE SYSTEM 
The centrifuge uses a 15 HP AC variable speed electric drive system, as shown in 
Figure A. 8. This system offers, among others, accurate speed indication and control, 
precise up and down ramping, robust emergency stop, increased efficiency, and large 
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reduction of mechanical parts compared to oil-driven systems. Major components include 
an ABB ACS355 15 HP VFD, 15 HP asynchronous induction motor with encoder 
feedback, right angle gearbox and mounting plate, a braking resistor and a LabVIEW 
based control program. This TVF 254THTL5726-000288 FH I system was manufactured 
by Marathon Black Max and allows a maximum safe radial acceleration of 4200 RPM. 
The motor has a standard diameter gear of 3 inches and is connected to the centrifuge 
main drive shaft using a standard time belt model 725H-150.  
 
Figure A. 8 Electric drive system mounted in the  
centrifuge.  
 
The drive system requires the customized electric installation shown in Figure A. 
9, which is located inside the control room. The ABB ACS355 system in this figure is a 
customized mountable drive controller designed for this motor and uses an input voltage 
of 208 AC-V. The output is directly connected to the motor via cable. Figure A. 10 shows 
the simplified main circuit diagram of the ABB ACS 355 drive system. The rectifier 
converts the three-phase AC voltage to DC voltage. The capacitor bank of the 
intermediate circuit stabilizes the DC voltage. The inverter converts the DC voltage back 
 
217 
to AC voltage for the AC motor. The brake chopper connects the external brake resistor 
to the intermediate DC circuit when the voltage in the circuit exceeds its maximum limit.  
 
Figure A. 9 Electric assembly for the Electric Drive System. 
 
 
Figure A. 10 Simplified circuit diagram for ABB ACS355 drive. 
 
1.3.3 ELECTRIC SLIPRING 
 A slip ring assembly made of coin silver and insulated with plastic is mounted 
over the main drive shaft, as shown in Figure A. 11. This assembly is part of the original 
design of the centrifuge and provides a connection for external devices that require a 
physical connection with the internal portion of the centrifuge while spinning. The 
assembly has 4 separated modules (labeled A, B, C and D), and each module has 8 
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independent rings. The rings within modules B, C and D are wired through the main 
drive shaft, to a dual-row electric strip with capacity of 24 positions located in the arm. 
The rings in module A are also wired through the main drive shaft, but the terminals 
inside the centrifuge are disconnected. Electrical continuity between the terminals of each 
ring (i.e., inside and outside the centrifuge) was checked on August 31st, 2018. Table A. 1 
shows the current use of each ring. The rings numbered as 1 in this table correspond to 









Table A. 1 Current use of electric sliprings (Module-Ring). 
M-R Use M-R Use 
A-1 Disconnected B-1 MOOG -Shaker 
A-2 Disconnected B-2 MOOG -Shaker 
A-3 Disconnected B-3 MOOG - Shaker 
A-4 Disconnected B-4 MOOG - Shaker 
A-5 Disconnected B-5 MOOG - Shaker 
A-6 Disconnected B-6 MOOG - Shaker 
A-7 Disconnected B-7 Disconnected 
A-8 Disconnected B-8 Disconnected 
C-1 24V (Stationary/Rotating Modules) D-1 Disconnected 
C-2 24V (Stationary /Rotating Modules) D-2 Disconnected 
C-3 0V (Stationary /Rotating Modules) D-3 Disconnected 
C-4 0V (Stationary /Rotating Modules) D-4 Disconnected 
C-5 48V (Stationary /Rotating Modules) D-5 Disconnected 
C-6 48V (Stationary /Rotating Modules) D-6 Ground (120V AC source) 
C-7 0V (Stationary /Rotating Modules) D-7 Load (120V AC source) 
C-8 0V (Stationary /Rotating Modules) D-8 Neutral (120V AC source) 
 
1.3.4 ROTARY JOINT OR ROTARY UNION 
 The rotary joint is a stainless-steel GP-141 piece of equipment manufactured by 
Dynamic Sealing Technologies Incorporated and is used to drive fluids and gases in and 
out the centrifuge while spinning. The rotary joint is mounted on top of the main drive 
shaft using an aluminum adapter designed for this purpose, as shown in Figure A. 12. The 
adapter is an aluminum hollow cylinder attached to the main drive shaft through two 
lateral screws and to the rotary joint through four vertical screws. Four additional screws 
attached to the top of the rotary joint are used to prevent its rotation, but these screws do 
not lock the rotary joint in any other direction. Since the rotary joint is also hollowed, a 
continuous passage through the assembly exists and it is used to assemble the fiber optic 




Figure A. 12 Rotary joint assembly. 
 
Figure A. 13 Pressure loss as a function of the increment of  
gravitational acceleration.  
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To drive fluids and gases, the device uses four internal passages with a maximum 
rated pressure of 515 Bar (7,500 PSI) and allows radial velocities of up to 500 RPM, 
although the maximum pressure reduces with acceleration, as shown in Figure A. 13. 
Two passages are currently used to drive oil during the operation of a one-dimensional 
shaking table, while the remaining two passages are used for air and water flow. A 
thermocouple was attached to the lateral wall of the rotary joint to monitor the 
temperature of the assembly and four cooling fans are used as protection.  
1.3.5 VISUAL MONITORING SYSTEM 
 A series of AXIS network cameras, as shown in Figure A. 14, are used to monitor 
the models and the arm assembly during flight. These cameras provide high quality video 
recordings and image captures with up to 1280x720 pixels resolution. A frame rate of 25 
to 30 frames per second and a shutter time of 1/24500 seconds are allowed with these 
devices.  
 
Figure A. 14 Details of cameras.  
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Each camera is composed of a sensor unit, or lens, and a main unit with network 
and power ports and a memory card slot. The depth of field can be adjusted by rotating 
the frame surrounding the lens. A P1204 camera is fixed to the inner wall of the 
centrifuge enclosure and is used to monitor the arm assembly during test, as shown in 
Figure A. 15. The main unit of this camera is in the control room and data 
communication is made through a physical connection with the main desktop.  
 
Figure A. 15 Fixed camera to monitor the  
arm assembly. 
  
Three additional cameras lenses (P1204, P1245 and P1264) are used to monitor 
the models and are strategically located depending on the experiment. The main units of 
these cameras are placed in the lateral containers of the arm assembly and data 
communication is made through the ethernet switch module and the fiber optic. Real-time 
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videos and video recordings are managed using the AXIS online portal, accessible 
through the IP address assigned to each camera, and the specialized software Bluecherry. 
Further details of the configuration of the cameras prior testing are presented later in this 
appendix.    
1.3.6 DATA ACQUISITION SYSTEM 
 Data acquisition during centrifuge tests is done using a National Instrument 
cDAQ 9188 chassis, which allows acquiring data from 8 National Instrument modules 
simultaneously. The chassis and modules are placed in a lateral container of the arm 
assembly, as shown in Figure A. 16. Communication with the main desktop from models 
connected to the chassis is done using the fiber optic system.  
 
Figure A. 16 Data acquisition system.  
 
Three different NI modules were used inside the centrifuge throughout this 
investigation. The NI 9205 module was used to acquire data from gauge pressure sensors 
(Omega PX409-100G5V) during centrifuge permeability and one-dimensional 
 
224 
experiments using a reference single ended (RSE) terminal configuration (i.e., the sensors 
shared the common port). The NI 9202 module was used to acquire data from differential 
pressure sensors during one-dimensional experiments using a differential terminal 
configuration (i.e., the sensors had isolated ports). The NI 9237 card was used to acquire 
data from Keller MI2 sensors during three-dimensional experiments using a full-bridge 
configuration. Data from displacement sensors was acquired using an external NI USB 
6009 module. Likewise, data from the thermocouple attached to the rotary joint is 
continuously acquired using an external NI USB TC01.  
1.3.7 FIBER OPTIC COMMUNICATION SYSTEM 
 Figure A. 17 shows the single-channel, Fiber Optic Rotary Joint (FORJ) used as 
main communication system of the centrifuge. The FORJ is screwed to the top of the 
rotary joint and is connected to the power supply and ethernet switch enclosure (see 
Figure A. 18), located outside the centrifuge, and to the rotating DC-DC converter and 
ethernet switch assembly (see Figure A. 19), located inside. The small form-factor 
pluggable (SFP) module on each connection is used to transmit and receive on different 
wavelengths of light, which allows a single fiber to be used for bidirectional 
communication. An anti-rotation assembly is also included to protect the FORJ during 
test.  
1.3.8 STATIONARY POWER SUPPLY AND SWITCH ENCLOSURE 
  Figure A. 18 shows a picture of the power supply and switch assembly. This 
assembly is mounted over the centrifuge enclosure and contains a 24V/10A and a 
48V/5A DC power supplies, and a four-port Gigabit Power Over Ethernet (PoE) switch 
with a Small Form-factor Pluggable (SFP) module. The SFP module provides the fiber 
 
225 
optic an interface to the FORJ. The power supplies are used to rout DC power to the 
centrifuge through the electric sliprings, as shown in Table A. 1. An additional non-PoE 
port available is used to connected and communicate to the centrifuge main desktop. The 
PoE ports can be connected to stationary network cameras.  
 
Figure A. 17 Fiber optic rotary joint assembly. 
 
1.3.9 ROTATING DC-DC CONVERTER AND ETHERNET SWITCH MODULE 
 Figure A. 19 shows a picture of the rotating module. This assembly is mounted 
inside the centrifuge and is powered by the 24V and 48V DC supplied by the stationary 
power supplies through the electric sliprings, as shown in Table A. 1. The 48V supply is 
used to power the PoE Gigabit switch (four ports), which powers and transmits data from 
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the cameras, transmits data from the NI chassis and contains the SFP module connected 
to the FORJ. The 24V supply is used to power the internal DC-DC converters that create 
additional voltage supplies of 0V, 24V,48V, 5V, 10V, 12V and +/-15V. It is noted that a 
120V AC supply is also provided through the electric sliprings, as shown in Table A. 1.  
 
Figure A. 18 Stationary power supply and switch enclosure  
assembly. 
 




1.3.10 CONTROL DESKTOP AND LATERAL CONTAINERS  
 Figure A. 20 shows a picture of the main control desktop and additional devices 
placed in the control room. The Giada device is a parallel computer operated by Linux 
and is used as storage for videos recorded using the Bluecherry software. The transfer of 
videos is done to maintain free space in the hard disk of the main desktop. The DVI 
device is used to extend the main control desktop capabilities to the secondary desktop. 
The AirRouter device is used to manage and protect the centrifuge local network and 
assign and manage the IP addresses the network electronic devices in the centrifuge, such 
as cameras, NI chassis and the Giada device.  
 
Figure A. 20 Control desktop in control room. 
 
Figure A. 21 shows a picture of the lateral container containing the NI chassis. A 
class CC fuse is used as terminal of the 120V AC provided and is use as overcharge 
protection. This is particularly important to protect the chassis, which is powered using 
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this line. Two additional 24V power supplies are also placed in this container. Finally, an 
additional wireless Access Point bridge for communication is available in case of failure 
of the FORJ. The additional lateral container only includes the rotating DC-DC converter 
and switch module assembly and the main units of the cameras.  
 
Figure A. 21 Lateral container. 
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1.3.11 GENERAL WIRING MAP 
 
Figure A. 22 General wiring/connection map. 
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1.4 CENTRIFUGE SETTING UP 
This section presents a step-by-step of the centrifuge setting-up covering the main 
components, safety measures, software use and centrifuge spin up. The process is 
presented under the assumption that a model has been already placed in the swing 
platforms and it is ready for testing. In addition, the order presented here is not 
mandatory, but every step is necessary before running an experiment.  
1.4.1 COUNTERWEIGHT, ARM ASSEMBLY BALANCE AND SAFETY MEASURES   
 The main initial safety concern for the centrifuge operation is ensuring that 
adequate balance exists between both swing platforms. The initial step to provide balance 
is ensuring that the weight in both platforms is the same. To do so, it is best to keep 
record of the change in weight of the model as it is prepared and gradually increase the 
counterweight as the preparation progresses. Although the numerous devices and tools 
installed across the arm assembly make virtually impossible to ensure balance in the 
momentum forces induced on the platforms, which result from the displacement of the 
center of gravity on each platform, the user should try to the best of their possibilities to 
decrease momentum unbalance effects. Examples of how to address the momentum 
balance are presented in the original literature of the centrifuge device.  
 After the model and the counterweight are placed in the platforms, the user shall 
proceed to secure all the items involved in the experiment to a safe position. Such items 
include sensor cables across the arm assembly, air and water hoses, hose fittings, general 
wiring from the power supplies or data acquisition systems to sensing devices, camera 
lenses and camera cables, wiring connections, etc. This process varies from test to test 
and the following points are recommended: 
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• Using zip ties is very common to tide cables and hoses, among other items. It is 
recommended to consider the type and function of the cable or hose before tiding zip 
ties. Some cables are less robust than others and the zip tie may cause irreversible 
damages. For instance, fiber optic cables are extremely delicate and sensitive, and the 
ties should leave enough movement spaces. In addition, it is common to observe 
unexpected noises in sensor signals when its wiring is too close to other cables or 
power supplies.  
• Consider the rotation of the platforms before securing hoses and cables. A certain 
loose length should be left to accommodate to this rotation. The loose cable or hose 
should not interact with the base platform, the enclosure or the rotation of the 
platforms.   
• Hose fittings, wire fittings and any other item with a weight significantly greater than 
the wire or cable attached to are potential hazards due to the increase in self-weight 
during test. These fittings should be secured as well. 
• Avoid using slender models without providing supporting frames. 
• Remove unnecessary items, such as extensive cables or loose screws.  
• Consider that the items tend to move in radial outward direction during flight. 
• Secure the general items strategically, so it can be repeated easily for future tests.  
After securing the items, the balance of the arm assembly shall be verified. Before 
doing so, the user should remove any unnecessary dead weights, such as screws locking 
the platforms to vertical position, tools or trash. Afterwards, the arm assembly is loosened 
by rotating the rod near the central axis of the centrifuge, as shown in Figure A. 23. A 
bubble level is place in the middle of the arm assembly to check that both sides are in 
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balance. Afterwards, the rod is rotated in opposite direction and tightened, and the bubble 
level is removed.  
 
Figure A. 23 Centrifuge balance lock rod.  
 
After this process, the centrifuge is ready to spin, but it is recommended to 
carefully rotate the arm assembly by hand to check for potential hazards. Once cleared, 
the enclosure lid and door can be closed and secured.  
1.4.2 IP ADDRESS VERIFICATION – AIRROUTER/AIROS 
 This step is required to setup the cameras and to check that data communication 
between the centrifuge and the main desktop is stable. The user initially should power the 
devices inside the centrifuge. If a device is powered using the 120 VAC source, such as 
the NI chassis and modules, the respective cable located outside the centrifuge is plugged 
to a wall electric inlet. The stationary power supply and switch enclosure, which powers 
the main features inside the centrifuge, is also plugged. The next step is to verify the IP 
addresses assigned to each network device (i.e., NI chassis, each network camera and the 
Bluecherry Giada system). The user shall type the IP address 192.168.1.1 in an internet 
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browser to access airOS, which is the interface of the AirRouter, as shown in Figure 
A.24. After typing the credentials, the user will find a list of the devices and their 
respective IP addresses by accessing the “DHCP Leases” option, as shown in Figure A. 
25.  
 
Figure A. 24 AirOS interface. 
 
It is noted that a specific online interface can be accessed by typing the IP address 
in a browser and using the adequate credentials. However, this procedure is only required 
for the cameras as the remaining devices can be configured through available software. It 
is also important to highlight that any network device not listed in this section of the 
airOS interface is likely an indicator of problems with the physical connection of such 
device. Such problems may include the lack of power to the device and a bad or missing 





Figure A. 25 IP addresses and Network devices in AirOS.  
 
1.4.3 CAMERA SETUP – AXIS AND BLUECHERRY 
 The setup of the cameras for video monitoring and recording uses two correlated 
interfaces. The axis interface allows to set specific aspects of each camera, such as the 
quality of the video recordings or the protocol to record in microSD cards. The 
Bluecherry software allows to monitor the model and the arm assembly simultaneously 
and to manage and save video recordings. Both interfaces can perform video monitoring 
and recording individually, but each one has limitations. For example, Bluecherry is user 
friendly as it allows to manage different cameras on the same screen and videos recorded 
are easily accessed, while displaying multiple cameras using the axis interface requires 
multiple open browsers simultaneously and accessing video recordings is more 
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complicated. In contrast, the axis interface allows to modify multiple aspects of the 
cameras that are otherwise impossible through Bluecherry.  
The first step in the process is to type the IP address of a given camera in an 
internet browser and access the credentials set for such device. Figure A. 26 shows the 
screen displayed, including the current view of the camera. If a black screen is displayed 
instead, it is possible that the camera lens is not connected to the main unit.  
 
Figure A. 26 Online interface for AXIS cameras. 
 
From the “Setup” option, the user can modify the frames per second and screen 
resolution of the video recordings, among others, using the “Basic Setup” and “Video” 
tools, as shown in Figure A. 27. These modifications are automatically applied to the 
videos from Bluecherry. By clicking the “Action Rules” tool in the “Events” option, the 
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user can set an action rule, which is a command for the camera to keep recording in a 
storage device if a predefined event occurs. Figure A. 28 shows the setup for a 
“Hardware” triggering event, which implies that the camera would keep recording in a 
microSD card if a hardware problem occurs. Such problem was experienced in the past 
with the failure of the local wireless system. This feature is ideal for backup purposes.  
 
Figure A. 27 “Video Stream Settings” on AXIS cameras.  
 
Figure A. 28 “Action Rule Setup” on AXIS cameras. 
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By clicking the “List” tool in the “Recordings” option, the user can access the 
recordings available. The “Continuous” tool allows the user to set whether the camera 
records continuously in addition to a location to save recordings and stream profile, 
which is the quality of the video expected. It is noted that the videos listed on the “List” 
tool depend on the status of the “Continuous” option. Figure A. 29 shows the interface 
for this last option. 
 
Figure A. 29 “Continous Recording” on AXIS cameras. 
 
The last step in this section is to set a storage device, as shown in Figure A. 30. 
This is done through the “Storage” tool inside the “System Options” option. If a microSD 
card was placed in the camera’s main unit, the interface will display its status, total size 
and used space. Two main options are available by clicking on the SD Card First, the user 
can format the card to delete any current content and free space by clicking the “Format” 
button. This is ideal for setting up new experiments. And second, the user can safely 
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unmount the card by clicking the “Unmount button”. This option should be done at the 
end of every test to recover the video recordings.  
 
Figure A. 30 “Storage Overview/Management” on AXIS cameras. 
 
On the other hand, and as mentioned previously, Bluecherry is a user-friendly 
software and allows displaying multiple videos simultaneously, as shown in Figure A. 31. 
This is ideal to monitor the experiments in real time. As highlighted for the online 
interface for AXIS cameras, a black screen in Bluecherry is also an indicator that the lens 
may be disconnected from the main unit. Furthermore, in the particular case of 
Bluecherry, this may also indicate that the IP address assigned for the camera is not up to 
date. The user may fix this by accessing the “Configure server” option as shown in 
Figures A. 32 and A. 33. After using the credentials for Bluecherry, the user may access 




Figure A. 31 Bluecherry main interface.  
 
 





Figure A. 33 “Configure Server” option in Bluecherry. 
 
 
Figure A. 34 “Devices” option in Bluecherry.  
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The user may add a new network camera by clicking on the top left button, or 
may configure an existing camera by clicking on the “Settings” option, followed by the 
“Properties”, as shown in Figure A. 35. After typing the new IP address of the camera on 
the “Camera IP or Host” line, as shown in Figure A. 36, the user shall save the changes 
and the camera should be displayed in the main interface.  
 
Figure A. 35 List of IP Cameras displayed in Bluecherry.  
 
 
Figure A. 36 “Camera IP or Host” option in Bluecherry.  
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1.4.4 CENTRIFUGE DAQ SYSTEM – BLOOMY CO. 
 A LabView based software was designed specifically to provide control of data 
acquisition and sensors management before and after centrifuge tests. The software was 
developed by Bloomy Co. with the support of the Geotechnical Research Group of the 
University of South Carolina. The main interface of the software allows the simultaneous 
use of several acquisition modules (based on NI instruments only) and connected sensors, 
as well as to setup different aspects of the experiments. The main interface is shown in 
Figure A. 37.  
 
Figure A. 37 Main interface in Centrifuge DAQ System.  
 
The main interface is composed of three panels. The top left panel includes the 
buttons for adding a new configuration, loading an existing configuration and saving the 
current configuration. The left panel shows the information of the modules included in 
each testing configuration and allows adding or removing modules. The central panel 
displays the information of the experiment. The names assigned in the central panel will 
be used by the software to create a series of folders and subfolders containing the data 
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from an experiment. The protocol followed by the software is exemplified in Figure A. 
38.  
To add or remove modules, the user shall right-click on the left panel and choose 
the adequate option, as shown in Figure A. 39. For the “Add Module” option, the 
software displays different alternatives that cover most of the sensing devices available, 
each one assigned to a specific NI module. It is recommended to explore the different 
configurations available to choose the best option. It is noted that the software only 
displays the NI modules that are connected to the network system (i.e., the NI Chassis 
connected to the FORJ).    
 





Figure A. 39 Adding a module in Centrifuge DAQ System. 
 
The modules added to the software are displayed and discretized by type within 
the same panel. The user has access to the configuration panel of each module by clicking 
on the module wanted. It is noted that each module has a different number of submodules 
depending on the NI card used. Each submodule is, in turn, connected to an individual 
sensing device. Figure A. 40 shows an example of the configuration panel displayed for a 
module connected to accelerometers. The NI card used in this case has four submodules 
(or channels), and each one has a set of individual inputs defined by the user.  
After the configuration of modules is completed, the user shall save the 
configuration and proceed to the testing interface by clicking on the “Acquire” option 
within the “View” tab, as shown in Figure A. 41. The central panel of this interface 
displays the current sensors readings. The left panel displays the submodules configured 
previously, which can be removed or added to the central panel. The bottom left panel 
allows the user to set a specific sampling rate for the test by clicking on the “Log Rate” 
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option. It is noted that the “Sampling Rate” option is for internal use of the software and 
should not be modified. There are two main buttons in the bottom left corner of the 
interface. The “Monitor/Stop DAQ” button allows the user to monitor the readings of the 
sensors without recording. The “Log Data/Stop Log” button allows the user to start and 
stop recording the readings from the sensors.  
 
Figure A. 40 Configuration panel for an accelerometer.  
 
 
Figure A. 41 Acquire panel in Centrifuge DAQ System. 
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1.4.5 CENTRIFUGE SPEED CONTROLLER 
The speed of rotation and the centrifuge gravitational acceleration is controlled 
using the operator interface implemented as a LabVIEW based human machine interface 
(HMI) with start, stop, ramp, target and experiment metadata inputs. The HMI displays 
the state of the centrifuge drive and a gravitational level time history. The LabVIEW 
program communicates with the ABB VFD using Modbus TCP, a standard industrial 
communication protocol. Modbus communication occurs over a dedicated EtherNET 
connection between the control computer and an ABB FENA-01 module installed in the 
ABB VFD. The FENA module facilitates Modbus access to the VFD’s control and status 
words, speed command and feedback, and preselected operational data parameters. The 
VFD is configured to disallow local control and must be operated from the computer 
control program.  
The interface of the control program is shown in Figure A. 42. In this interface, 
the user defines the characteristics of the experiment, the rates of increase of rotational 
speed for spin-up and spin-down in G/min and the targeted G for the experiment. 
Likewise, the user has access to buttons to start and stop the centrifuge. The interface also 
displays the current simulated gravitational acceleration in real-time, in addition to other 
parameters reflecting the performance of the driving motor. During operation, the 
LabVIEW program issues start and stop commands to the drive and provides speed 
command for the drive to follow. All speed profile generation is calculated by the 
LabVIEW control program. Internal ramping functions on the VFD are not used.  
A hardwired emergency signal is connected to the ABB drive. This signal is 
active low, meaning the drive will activate an emergency stop if 24VDC is not applied to 
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the input. The emergency stop signal is chained through two pushbuttons (one on the 
drive panel and one remotely located next to the secondary desktop) and one key switch. 
The key switch is designed for use as a rotation inhibit, preventing 
unauthorized/accidental rotation of the centrifuge. Activation of the emergency stop 
during operation initiates a controlled, rapid deceleration of the centrifuge. The centrifuge 
will stop and remain in a latched emergency stop state until reset. During the emergency 
stop, kinetic energy from the centrifuge is transferred to the VFD DC bus by the inverter, 
then dumped to a braking resistor mounted above the centrifuge drive enclosure by a the 
VFD brake chopper circuit.  
 
Figure A. 42 Centrifuge speed control software. 
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A step by step procedure to operating the speed is listed next: 
1. Turn on the power from the main breaker (see Figure A. 43). 
2. Turn the key on the main disconnect to ON position (rotate clockwise).  
3. Release the stop buttons on the main disconnect and the centrifuge room.  
4. If the stop button on the interface of the software is orange, click the stop button. 
5. On the interface dialog, input the project name, operator and experiment details. 
6. On the interface dialog, input the rates for spin-up and spin-down, and then the target 
gravitational acceleration.  
7. Click the “Start” button. 
The data will be recorded automatically, and the file will be saved, and it can be 
accessed anytime at (C:)CentrifugeLog.  
 





INVENTORY OF SENSING DEVICES
This appendix presents details of the sensors used throughout this investigation. It 
is noted that information relative to instruments used for data acquisition are described in 
Appendix A. Table B. 1 shows a summary of the sensors and their specific application in 
this study.  
Table B. 1 Summary of sensors used. 
Sensor Type Calibration Experiments 
Omega PX409-
100G5V 
Gauge pressure Five-point Centrifuge permeability 
(Chapter 3) 










Valydine DP15 Differential 
pressure 
Five-point Centrifuge permeability 
(Chapter 3) 
One-dimensional (Chapter 4)  
LVDT DC-
EC5000 





Displacement Five-point Centrifuge permeability 
(Chapter 3) 
 
1.1 PRESSURE SENSORS 
These sensors provide a measure of pressure relative to a reference value. Two 
different brands of sensors were used throughout this study as described in the following 
sections. The Omega PX409-100 G5V sensor provides a measurement of pressure 
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relative to the atmospheric pressure, while the Keller 2MI PAA81840.1 sensor provides a 
measurement of pressure relative to the absolute zero.  
1.1.1 OMEGA PX409-100G5V 
 General details of this sensor are shown in Figure B. 1. An internal embedded 
membrane containing a strain gage deforms in response to an applied pressure, which 
generates a readable proportional output voltage. The sensor includes a threaded head 
with a small orifice used as pressure input port and can be used for measurements of 
both air and water pressure.  
 
Figure B. 1 Wiring diagram for gauge  
pressure sensors used in this study.  
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The sensors used in this study provide an output voltage of 0 to 5V for a pressure 
range of 0 to 100 psi. As shown in Figure B. 1, a power supply system is required to 
provide an input voltage from 10 to 30 V, and a data acquisition system is required to 
record the outputs. A 5-point procedure was used for calibration. This procedure consists 
in recording the output voltages for pressure inputs of 20, 40, 60, 80 and 100% of the 
pressure capacity, which were induced using the building air pressure system. The 
calibration constant that relates the output voltage to the pressure induced was obtained 
from the slope of the best-fitting line of the calibration results. It is recommended to use 
the same power supply and data acquisition system during calibration and during test.  
1.1.2 KELLER 2MI PAA81840.1 
 General details of this sensor are shown in Figure B. 2. This miniature sensor 
contains a high sensitivity piezoresistive chip, which generates a readable voltage 
proportional output voltage. The sensor includes a ceramic disk encased in a stainless-
steel cover with a small orifice used as pressure input port. It is noted that the ceramic 
disk was removed and replaced with porous filters to increase the response speed of the 
device during the experiments. This sensor requires a NI-9237 module to perform a full-
bridge configuration and allows pressure readings in a range of 0 to 50 psi. Figure B. 2 
shows a sketch of the wiring and connections used in this study.  
Although a similar procedure than the five-point calibration was used to prepare 
these sensors for testing, the actual calibration process was different compared to the 
remaining sensors used throughout this investigation. Such difference is the result of two 
main limitations. First, the sensors are too small and cannot be pressurized under 
controlled conditions using the tools available at the time. Second, the value that the 
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centrifuge software reports as reading or measurement depends on a complex 
combination of input parameters (i.e., scaling factor, voltage excitation and limit values 
in engineering units). Such reading should remain within limit voltage values that, for 
this particular NI module, also depend on the input parameters.  
 
Figure B. 2 Wiring diagram for Keller 2MI sensors  
coupled to NI instruments. 
 
To mitigate the first limitation, the sensors were calibrated using the centrifuge, as 
shown in Figure B. 3. As shown, the sensors are fixed to the inner bottom of a 
conventional permeameter cell, which is placed in the centrifuge basket with enough 
vertical support to avoid tilting. The elevation of the sensors relative to a fixed location, 
such as the base of the permeameter cell, is carefully measured. Afterwards, the 
permeameter is filled with water (known density and viscosity), up to a desired elevation 
that can be measured with high precision. Hence, the hydrostatic pressure head, h, at the 
sensor’s location is known. The centrifuge is later spun to different gravitational 
accelerations, 𝑁𝑖, and the output readings achieved for each value of 𝑁 are recorded. 
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After the experience, a pressure reading is obtained for each value of hydrostatic pressure 
induced by the gravity increase.   
To mitigate the second limitation, a trial and error process is reproduced, which 
consists in repeating the procedure described in Figure B. 3 for different scaling factors 
inputted in the software. The remaining input parameters remain constant. This process is 
done with the main purpose of determining the range of values of scaling factor that 
result in no conflict with the limit values of the NI module. This process could also lead 
to the specific scaling factor that matches the software readings with the actual pressure 
induced in the sensors. However, it was found for some experiments that the matching 
scaling factor also caused conflicts. In that case, a different scaling factor should be used 
during test and an additional correction to the readings should be used for data 
processing.  
 




An example of this process is presented for the Keller 2MI sensor with serial 
number 6948. The sensor was submerged to a pressure head, ℎ, of 15.3 cm and a series of 
pressure recordings were obtained at 1g (dry and submerged), 10g and 25g, which 
resulted in induced hydrostatic pressure values of 0 kPa, 1.5 kPa, 15 kPa and 37.5 kPa, 
respectively. By the time of this calibration, a tare option was not available in the 
software, which forced the use of pressure increments to perform the calibration. The 
pressure increments used were +13.5 kPa, +15 kPa, +22.5 kPa, +36 kPa and +37.5 kPa 
and were obtained by different combinations of the induced hydrostatic pressure values. 
Figure B. 4 shows the pressure increment readings obtained with the software as a 
function of the value inputted as scaling factor for an induced pressure increment of +15 
kPa.  
 
Figure B. 4 Pressure increase readings for different scaling  
factors under a constant applied increase of +15 kPa using  
Keller 2MI sensors.  
 
From the best fitting power function displayed in Figure B. 4, the scaling factor 
that would fit the induced pressure increment is 0.035, for which a conflict with the NI 
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module occurred. It is noted that the same process for different induced pressure 
increments should give the same value of matching scaling factor. Otherwise, the sensor 
may have an internal damage that lead to a nonlinear response. This was verified for this 
sensor and the same value of scaling factor was obtained. 
Since the value of scaling factor that fitted the value of induced pressure 
increments in this example led to conflicts with the NI module, a different scaling factor 
of 0.02 was used. Therefore, a correction was required for data processing. Figure B. 5 
shows the correction required for readings obtained using this sensor. This figure relates 
the values of induced pressure increment (i.e., +13.5 kPa, +15 kPa, +22.5 kPa, +36 kPa 
and +37.5 kPa) with the readings obtained using the scaling factor of 0.02, and the best 
fitting linear regression shown in the figure is used to correct the readings obtained 
during test. The accuracy of the corrected pressures was verified by comparing with the 
increase of hydrostatic pressure occurred between 1g and 𝑁g before each three-
dimensional experiment. It is important to note that this calibration is applicable to an 
increase of pressure relative to a reference value. Therefore, it is important to define the 
initial pressure conditions before testing.  
1.2 DIFFERENTIAL PRESSURE SENSORS 
This type of sensor provides a measure of the difference between two acting 
pressure values. One brand was used throughout this study as described in the following 
section.  
1.2.1 VALYDINE DP15 
 General details of this sensor are shown in Figure B. 6. An internal embedded flat 
diaphragm deforms by the action of two pressures acting in opposite directions, which 
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generates a proportional output voltage of 35 mV/V. The sensor includes two threaded 
orifices used as pressure input ports and can be used for measurements of both air and 
water pressure. Due to the small output range and the general characteristics of this 
sensor, an additional device for is required for signal processing before differential 
pressure readings are available. Single channel Valydine CD16 demodulators (one per 
sensor) were used in this study. The complete assembly provides an output voltage of 0 to 
5V for a differential pressure range of 0 to 0.8 psi, 5 psi and 8 psi, depending on the 
sensor.  
 
Figure B. 5 Determination of correction factor for  
pressure readings using Keller 2MI sensors and  
different scaling factors. 
 
As shown in Figure B. 6, a power supply system is required to provide an input 
voltage from 28V, and a data acquisition system is required to record the outputs. A 5-
point procedure was used for calibration. This procedure consists in recording the output 
voltages for pressure inputs of 20, 40, 60, 80 and 100% of the pressure capacity. Due to 
the low capacity range of pressures of the sensors used in this study, the calibration was 
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done using hydrostatic water pressures instead of the air pressure system of the building. 
This was done by connecting a conventional permeameter cell filled with water to each 
pressure port of the sensor, ensuring that the pressure head induced in each port was 
equal. Afterwards, the permeameter located on the positive port of the sensor was raised 
to different elevations and recording different values of known differential pressure. As 
mentioned, the calibration constant that relates the output voltage to the differential 
pressure induced was obtained from the slope of the best-fitting line of the calibration 
results. It is recommended to use the same power supply and data acquisition system 
during calibration and during test.  
 
Figure B. 6 Wiring diagram for differential pressure sensors used in this  
study.  
 
1.3 DISPLACEMENT SENSORS 
This type of sensor provides a measure of linear distance relative to a reference 
initial position. Two different brands of sensors were used in this study as described in 
the following sections.  
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1.3.1 MEASUREMENT SPECIALTIES LVDT DC-EC5000 
 General details of this sensor are shown in Figure B. 7. This device is composed 
of a hollow rod and a core rod. The core rod can be displaced across the hollow rod, 
which causes a reaction with an internal embedded coil and generates a readable 
proportional output voltage depending on the location of the core. The sensor used in this 
study provides an output voltage of -10V to 10V for maximum linear displacement of 0 
to 10 inches, depending on the initial location of the core. As shown in Figure B. 7, a 
power supply system is required to provide an input voltage of +/- 15 VDC, and a data 
acquisition system is required to record the outputs. A 5-point procedure was used for 
calibration. This procedure consists in recording the output voltages for displacements of 
20, 40, 60, 80 and 100% of the total capacity. The calibration constant that relates the 
output voltage to the displacement of the core was obtained from the slope of the best-
fitting line of the calibration results. It is recommended to use the same power supply and 
data acquisition system during calibration and during test.  
1.3.2 BAUMER UNDK 09U6914/D1 
 General details of this sensor are shown in Figure B. 8. This is an ultrasonic 
distance measuring sensor that generates a readable output voltage as a response to the 
distance between a target object and an embedded beam columnator. Different from an 
LVDT, this device does not require to fix the target to the sensor body, but the target is 
only detected for a distance between 3 and 150 mm. The sensor used in this study provide 
an output voltage of 0 to 10V. 
As shown in Figure B. 8, a power supply system is required to provide an input 
voltage from 15 to 30 V, and a data acquisition system is required to record the outputs. 
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This procedure consists in recording the output voltages for displacements of 20, 40, 60, 
80 and 100% of the total capacity. The calibration constant that relates the output voltage 
to the distance between the target object and the sensor was obtained from the slope of 
the best-fitting line of the calibration results. It is recommended to use the same power 
supply and data acquisition system during calibration and during test.  
 
Figure B. 7 Wiring diagram for LVDT  






Figure B. 8 Wiring diagram for ultrasonic  










This appendix presents addition details and description of the experimental setup 
and testing procedure used for the centrifuge permeability tests described in Chapter 3. 
1.1 HARDWARE 
 As shown in Figure 3. 1 and described in Section 3.2, in addition to the centrifuge 
device, the experimental setup included a customized permeameter, two gauge pressure 
sensors, three air water cylinders (NFPA Tie Rod Air Cylinders), one laser sensor and 
one LVDT. Details of the sensing devices are shown in Appendix B.  
1.2 SAMPLE PREPARATION 
 The sample preparation procedure is detailed as follows: 
1. The permeameter is assembled without the top lid by tightening the bottom three 
vertical screws and two of the top screws are placed to maintain the hollow inner 
portion aligned (see Figure C. 1a). The lateral threaded holes, which are later use to 
install the pressure sensors, are temporarily sealed to maintain the soil grains inside 
the permeameter. To minimize the lateral friction between the seeping water and the 
inner wall, an ultra-thin PTFE tape is placed inside the permeameter (see Figure C. 
1b).  
2. The oven-dried soil is placed inside the permeameter following the procedure 
described in Section 3.3 (see Figure C. 1c). A No. 200 stainless steel mesh is placed 
on top of the compacted sample to avoid migration of soils, together with a plastic 
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perforated plate, and a layer of glass beads is placed to ensure a homogeneous flow 
distribution to the sample (see Figures C. 1d and C. 1e). Note that the same filters and 
glass beads are installed initially on the bottom part of the permeameter and O-rings 
are used between the permeameter pieces. The top lid is placed and tightened 
afterwards.  
3. The permeameter is placed in a wooden frame that maintains its vertical position 
during test, and the pressure sensors are installed (Figure C. 1f). It is noted that small 
pieces of the No. 200 stainless steel mesh are also placed on the head of the sensors to 
protect them from soil infiltration.  
4. The saturation procedure is done as described in Section 3.3. After the sample and the 
water lines, in and out the centrifuge, are saturated, and additional plastic frame is 
placed to provide a protection bed to the sensors. This is done as a mitigation strategy 
to the increase in the self-weight of the sensors, which increases the shear force at the 
connection with the permeameter (See Figures C. 1g to C. 1i).   
1.3 DRIVING SYSTEM 
 As described in Section 3.2, the permeameter and the three air-water cylinders are 
connected in a closed loop by a series of hoses passing through the centrifuge rotary joint. 
The flow is driven using the system of tanks located outside the centrifuge. Figure C. 2 
shows photos of this drive system. Note that in the head and atmospheric tanks, the inner 
chamber located closest to the tip of the pistons is filled with air, while the opposite 
chamber is filled with water. In contrast, the chamber located closest the tip of the piston 





Figure C. 1 Procedure of sample preparation in centrifuge permeability experiments. 
 
The tips of the pistons in the head and atmospheric tanks are attached, and these 
tanks are enclosed in the reaction frame shown in Figure C. 2. Therefore, the 
displacement of both pistons is equal, while the location of the tanks remains fixed 
throughout the tests. Such displacement is continuously measured using the LVDT 
located on top of the atmospheric tank and it is later used to estimate the velocity of flow. 
The chambers filled with water in the atmospheric and backpressure tanks are connected 
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to the bottom of the permeameter, while the chamber filled with water in the head tank is 
connected to the top of the permeameter. In addition, independent pressurized air lines, 
each one controlled with analogic pressure gauges, are connected to the chambers filled 
with air in the head and backpressure tanks, while the chamber filled with air in the 
atmospheric chamber remains open to atmospheric pressure.  
 
Figure C. 2 Driving system in centrifuge permeability experiments. 
 
The initial state of the drive system, after the saturation of the sample and the 
hoses used as water lines, is as follows. The water chamber in the head tank is almost 
filled and the piston rod is outside of the tank. Therefore, the water chamber in the 
atmospheric tank is partially filled and the piston rod is mostly inside the tank. The water 
chamber in the backpressure tank is filled and piston rod is inside the tank.  
The saturation procedure is finished by gradually increasing the air pressure in the 
backpressure tank, as described in Section 3.3. The water in the system is pressurized in 
this step, which reduces any existing volume of air, but flow across the specimen is not 
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developed. The displacement of the piston in this tank is monitored using the laser sensor 
located on the tip and the increasing of the backpressure is stopped after no displacement 
is observed, indicating that the volume of existing air decreased to the maximum 
possible. Once the system is pressurized, the flow through the sample is induced by 





This appendix presents addition details and description of the experimental setup 
and testing procedure used for the one-dimensional experiments described in Chapter 4. 
1.1 HARDWARE 
 As shown in Figure 4. 1 and described in Section 4.2, in addition to the centrifuge 
device, the experimental setup included a customized sample holder composed of a 
transparent cylinder and set of  aluminum pieces, one gauge pressure sensor, five 
differential pressure sensors, four air-water cylinders and three video cameras. Details of 
this devices are shown in Appendix B.  
1.2 SAMPLE PREPARATION 
 The sample preparation procedure used is detailed next: 
1. The sample holder is assembled without the top lid by tightening the base plate, the 
manifold, the perforated disk, the transparent cylinder and the top plate using the four 
lateral rods (see Figure D. 1a). O-rings are used between the different pieces 
composing the sample holder.  
2. A clear silicon coating is placed on the inner wall of the clear cylinder to provide 
friction with soil. Small pieces of a No. 200 stainless-steel mesh are placed inside the 
lateral push-to-connect fittings, which are later use to plug the differential pressure 
sensors, to maintain the soil grains inside the cylinder.  
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3. A No. 200 stainless-steel mesh is placed on top of the perforated disk to maintain the 
soil grains inside the cylinder.  
4. The oven-dried soil is placed inside the permeameter following the procedure 
described in Section 4.3 (see Figure D. 1b to D. 1d). It is noted that the silicon coating 
is nearly 1 cm above the surface of the compacted sand at the end of the sample 
preparation. This is done to prevent the silicon coating from separating from the 
cylinder while the soil is compacted.  
5. The sample holder is placed in the centrifuge basket. It is noted that the holder was 
designed to maintain its vertical position during test.  
6. As described in Section 4.3, the saturation procedure is done by flushing water in 
upward direction, from the base of the sample, at a very low hydraulic gradient (𝑖𝑠𝑎𝑡 < 
0.1). This is done by connecting the manifold of the sample holder and a conventional 
permeameter with a hose. The permeameter continuously fills with water while the 
permeameter’s position is carefully elevated to maintain the flow to the sample.  
 
Figure D. 1 Sample preparation for one-dimensional experiments. 
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7. As the saturation progresses and the water level increases across the sample (see 
Figures D. 2a and D. 2b), water draining out of the lateral fittings is eventually 
observed. Once identified, an individual hose is connected to each draining fitting and 
the open end of the hose is positioned above the sample holder. This process allows to 
saturate the hose simultaneously with the sample. It is noted that the hoses are long 
enough to exceed to height of the sample holder to maintain the water inside the hose 
while the saturation of the sample progresses.   
8. The saturation continues until the water level inside the cylinder emerges at the 
surface of the sample (Figure D. 2a) and the same water level is observed in the hoses 
plugged to the lateral fittings. Afterwards, the open ends of the hoses are connected to 
each port in the differential pressure sensors while maintaining the hoses saturated. 
As a reminder, the pressure loss towards the bottom of the sample is greater than 
towards the top during upward flow. Therefore, the hoses placed at the bottom should 
be connected to the positive port of the sensors (see Figure B. 6). It is noted that this 
process is carefully done to ensure full saturation of the hoses and the sensors, which 
implies that the overall water level may decrease substantially.  
9. After the sensors are installed, the top lid, which includes the top camera (see Figure 
4. 2), is attached to the sample holder. The conventional permeameter elevation is 
increased again to continue the saturation of the entire cylinder (Figure D. 2c).  
10. The water lines, in and out the centrifuge, are saturated separately and are connected 
to the top and bottom of the sample holder. This process is carefully done to avoid 
upward flow across the sample. At the end of the procedure, the water line connected 
to the bottom of the sample holder is connected to the drive system, passing through 
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the rotary joint. The gauge pressure sensor is also connected to the manifold to 
provide a pressure reading of at the base of the sample. The water line connected to 
the top is left open to atmospheric pressure outside the centrifuge (see Figure 4. 1). 
During test, an empty container is placed at the open end of the water line outside the 
centrifuge to collect the drained water.   
 
Figure D. 2 Saturation procedure for one-dimensional experiments:  
(a) side view, (b) top view, and (c) top view of saturated sample. 
 
1.3 DRIVING SYSTEM 
 As described in Section 4.2, four air-water cylinders connected in parallel to the 
manifold in the sample holder, passing through the centrifuge rotary joint, are used to 
drive the flow and control the progression of the experiments. The inner chamber of the 
tanks that provided more volume was filled with water, while the opposite chambers were 
connected to a pressurized-air line. Figure D. 3 shows a photo of the drive system used.   
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As shown in Figures 4. 2 and D. 3, the four tanks are connected to the same 
pressurized-air line, which is done using three-way, push-to-connect fittings. Therefore, 
after increasing the air pressure, all the tanks are pressurized simultaneously. Likewise, 
the water chambers in the four tanks are connected to each other using three-way hose 
fittings, and a unique water line is connected to the rotary joint and to the sample. A 
valve is connected to each water chamber to prevent or allow water flow from each tank.  
In the initial state of the drive system, the valves must remain closed. This is 
particularly important for the centrifuge experience. There is no flow across the sample 
while the centrifuge is not spinning (i.e., 1g condition) and the valves could remain open. 
However, once the centrifuge starts spinning, the water in the hoses inside the centrifuge 
is pressurized by the increase in self-weight, leading to unexpected flow from the water 
chambers in the tanks, which cannot provide enough friction to prevent the displacement 
of the pistons.  
Once the setup is ready and the centrifuge is spun to the g-level required for the 
experiment, the air pressure in the tanks is increased. The valve in the first tank is open, 
allowing water to flow to the sample only from this tank. Once the water inside the first 
tank is reaching its limit, which is monitored by the stroke of the piston, a transition to 
the next tank is done. This transition consists in simultaneously closing the valve of the 
first tank and opening the valve in the next tank. It is highly important to do the transition 
quickly to reduce the possibility of stopping the flow across the sample. Likewise, it is 
highly important to close the valve in the first tank because the water from the second 
tank may start filling the water chamber of the first instead of flowing to the sample. This 









This appendix presents addition details and description of the experimental setup 
and testing procedure used for the three-dimensional experiments described in Chapters 5 
and 6. 
1.1 HARDWARE 
 As shown in Figures 5. 1, 6. 1 and 6. 2 and as described in Sections 5.2 and 6.2, in 
addition to the centrifuge device, the experimental setup included a customized aluminum 
container, two to five differential pressure sensors, seven Keller 2MI pressure sensors and 
two video cameras. Details of the sensing devices are shown in Appendix B.  
1.2 SAMPLE PREPARATION 
 The procedure used for sample preparation in three dimensional experiments is 
detailed next: 
1. The inner edges of the empty and dry central reservoir are sealed using silicone to 
prevent leaks. A No. 200 stainless-steel mesh is placed to cover the circular holes 
perforated in the side walls (Figure E. 1). This is done to prevent grain migration to 
the upstream and downstream reservoirs. Temporary tape was placed on the upper 
edge of the mesh covers to help during the compaction of the sample.  
2. The foundation soil is prepared following the procedure described in Sections 5.3 and 
6.3 (see Figure E. 2a). Four layers of equal mass are compacted using flat steel 
hammer following the next process. The first layer of dry sand is placed inside the 
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empty container and spread evenly using a steel straight edge. The surface is 
flattened, and the sand is tampered across the surface until reaching a density of 1920 
kg/m3. The straight edge is used to verify the flat surface and the next layer of dry 
sand is carefully placed in the container using a spoon. The process is repeated for 
each layer carefully providing a final flat surface to the specimen. The tape, if used, is 
removed.  
 
Figure E. 1 Stainless-steel mesh and lateral perforated holes. 
 
3. The clay used as cover layer in three-dimensional experiments is a typical pottery 
clay available commercially. The clay slabs are cut as described in Section 5.3 and 
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are carefully placed above the soil. The overlapped portions between clay slabs and 
the interfaces between the slabs and the inner walls of the container are sealed by 
carefully pressing the clay (Figure E. 2b). Afterwards, the uneven resulting portions 
in the cover are filled with clay and are mixed by hand to provide a homogenous 
surface (Figure E. 2c).  
4. A plastic with dimensions of the central reservoir and an acrylic plate are placed 
above the clay layer and dead weight is distributed across the surface to provide an 
adequate contact between the clay and the sand.  
5. The downstream reservoir is filled with water to induce flow across the sample and 
toward the upstream reservoir. It is noted that erosion does not occur in this step due 
to the overburden applied. The model is covered with a plastic bag to maintain the 
moisture in the clay layer and is left overnight to allow a homogenous distribution of 
water across the container. Ideally, the resulting elevation of water in both reservoirs 
and across the sand at the end of this step should be nearly 4 cm from the base of the 
container. This partial saturation in clay layer also provides a suction stress on the soil 
grains near the interface with the clay layer. 
6.  The dead weight, acrylic plate and plastic cover are removed and the expected 
locations for sensors and exit-hole are marked on the surface of the clay. Afterwards, 
small holes are perforated at each location using a thin-walled straw. Small cylinders 
of clay should be removed at each location to prevent penetrating the sand.  
7. At the location of the exit-hole, several small cylinders of clay are removed until 
matching the expected size of the exit. It is noted that the complete volume clay 
corresponding to the volume of the exit-hole should not be removed at once because 
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suction exists at the interface and may remove undesired amounts of sand. A PVC 
cylinder is inserted at the exit-hole and the outer portion is sealed by pressing the clay 
(Figure E. 2d). The container should be placed in the centrifuge platform at this 
moment.  
8. The Keller 2MI sensors are inserted in the remaining perforated holes ensuring full 
contact with the sand.  
 
Figure E. 2 Sample preparation for three-dimensional experiments. 
 
9. Two additional Keller 2MI pressure sensors are attached and fixed to straight edges 
(or any other heavy flat tool). Each straight edge is submerged in a lateral reservoir 
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and its elevation is recorded with the best accuracy possible. It is noted that the 
position of these sensors inside the reservoirs must remain during the tests.  
10. The cameras are installed as shown in Figure 6. 1. Likewise, the water inlet hose is 
attached to the upstream reservoir.  
11. The container is covered again with a plastic bag and the saturation continues by 
slowly increasing the water level in the upstream reservoir, allowing enough time to 
reach an even elevation across the container. This is repeated until reaching the 
maximum elevation possible of 10 cm inside the downstream reservoir. Observation 
of the water level inside the exit-hole helps as check for this process.  
12. After the saturation is completed, the model is ready for test.  
13. After the test is completed, the sensors are removed, and the clay layer is carefully 
sliced in blocks and removed. Details of the surface of the sand are observed (Figure 
E. 3).  
 
Figure E. 3 Post-test observations. 




1.3 DRIVING SYSTEM 
 The flow in three-dimensional experiments is driven by differential water head 
between the upstream and downstream reservoirs. The upstream head is increased by 
opening the water inlet, which is connected to the rotary joint and to a water source 
located outside the centrifuge (conventional faucet). The head in the downstream 
reservoir remains constant throughout the test as two lateral holes were perforated at an 
elevation of 10 cm from the base of the sample and are used for drainage. It is noted that 
the water is allowed to drain to the sides of the centrifuge while spinning. Therefore, the 
centrifuge is carefully cleaned immediately after the test is completed.  
 
 
